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TWO-POINT CONVERGENCE OF THE STOCHASTIC SIX-VERTEX MODEL
TO THE AIRY PROCESS
EVGENI DIMITROV
Abstract. In this paper we consider the stochastic six-vertex model in the quadrant started with
step initial data. After a long time T , it is known that the one-point height function fluctuations
are of order T 1/3 and governed by the Tracy-Widom distribution. We prove that the two-point
distribution of the height function, rescaled horizontally by T 2/3 and vertically by T 1/3, converges to
the two-point distribution of the Airy process. The starting point of this result is a recent connection
discovered by Borodin-Bufetov-Wheeler between the stochastic six-vertex model and the ascending
Hall-Littlewood process (a certain measure on plane partitions). Using the Macdonald difference
operators, we obtain formulas for two-point observables for the ascending Hall-Littlewood process,
which for the six-vertex model give access to the joint cumulative distribution function for its height
function. A careful asymptotic analysis of these observables gives the two-point convergence result
under certain restrictions on the parameters of the model.
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1. Introduction and main results
1.1. Preface. More than thirty years ago Kardar, Parisi and Zhang [KPZ86] studied the time
evolution of random growing interfaces and proposed the following stochastic partial differential
equation (called the KPZ equation) for a height function H(T,X) ∈ R
(1.1) ∂TH(X,T ) =
1
2
∂2XH(X,T ) +
1
2
[∂XH(X,T )]2 + ξ(X,T ).
In (1.1) the letters T and X denote time and space, and ξ is space-time Gaussian white noise, so
that formally E [ξ(X,T )ξ(Y, S)] = δ(T − S)δ(X − Y ). Drawing upon the earlier work of Forster,
Nelson and Stephen [FNS77], KPZ predicted that for large time T , the height function H(X,T )
exhibits fluctuations of order T 1/3 and has spatial correlation length of order T 2/3. The critical
exponents 1/3 and 2/3 are believed to be universal for a large class of growth models, which is now
called the KPZ universality class. For more on the KPZ universality class we refer to the surveys
and books [Cor12,QS15,HHT15] and the references therein.
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2 EVGENI DIMITROV
The 3 : 2 : 1 scaling of time : space : fluctuation (now known as KPZ scaling) is believed to take
any model from the KPZ universality class to a universal fluctuating field, which does not depend on
the particular model, but does depend on its initial data class. The conjectural space-time limiting
field that attracts all models in the class is now called the KPZ fixed point, which can be described
either through its Markov transition kernel [MQR17] or through a variational formula involving a
multiparameter scaling limit known as the Airy sheet or directed landscape [DOV18]. There are
various natural choices for initial conditions that have been considered, see [Cor12, Figure 4], but
in the present paper we will focus our attention on the narrow wedge initial data, which for discrete
models is typically called step initial data. For models in the KPZ universalty class, started from
step initial conditions, it is believed that under the KPZ scaling the height function converges to
the Airy process. The Airy process was first introduced in [PS02] and is a stationary continuous
process, whose one point distribution is given by the celebrated Tracy-Widom distribution [TW94].
While the 1/3 and 2/3 critical exponents have been established in greater generality, demonstrat-
ing the convergence to the Airy process (in a rigorous mathematical sense) has only been done for
special integrable or exactly solvable models. For the asymmetric simple exclusion process (ASEP)
the one-point convergence to the Airy process, i.e. the convergence to the Tracy-Widom distribu-
tion, was first established in [TW09], see also [TW11]. Analogous asymptotic results are proved for
the stochastic six-vertex model in [Bor18,BCG16], the KPZ equation in [ACQ11,BCF14], the semi-
discrete directed polymer in [BC14], the log-gamma polymer in [BCR15,KQ18], and the q-TASEP
in [Bar15,FV15].
Some of the aforementioned models have special cases, sometimes referred to as a free fermion
point or zero temperature limit in the case of polymer models, where the multi-point (and not just
single-point) convergence to the Airy process is known. Possibly the most famous example comes
from the totally asymmetric simple exclusion process (TASEP), which is obtained from the ASEP
by sending the asymmetry parameter to zero. In [Joh05] it was shown that when started from step
initial conditions the (discrete time) TASEP, or geometric last passage percolation, converges to
the Airy process in the sense of finite dimensional distributions. Analogous results exist for the
polynuclear growth model [PS02,Joh03] and random lozenge tilings [FS03,Pet14].
The common feature shared by all models for which finite-dimensional convergence to the Airy
process is known is that they have the structure of determinantal processes. The determinantal
structure is especially useful for proving convergence to the Airy process, since the latter is itself
a determinantal process with a correlation kernel given by the extended Airy kernel [PS02]. In
particular, when proving that a determinantal process converges to the Airy process in the finite
dimensional sense it is sufficient to show that the kernel converges (in a sufficiently strong sense)
to the extended Airy kernel, and this is indeed how convergence has been proved in the past. The
problem with generalizing this approach to models like the ASEP is that once one moves away
from the free fermion point, the determinantal structure is lost. The way the one-point convergence
to the Airy process has been established for positive temperature integrable models (including the
ASEP, stochastic six-vertex model, KPZ equation) is to utilize one of two main algebraic structures
– Macdonald processes and quantum integrable systems. In fact, there are now bridges between
these structures indicating that they might be eventually joined together. Both of these structures
produce moment formulas, which formally should completely characterize the distribution. How-
ever, despite the existence of multi-point exact formulas for various positive temperature integrable
models [BC14, BCS14, BP16,NZ16] the convergence to the Airy process has proved elusive so far
and only rigorously worked out in the one-point case.
The goal of the present paper is to prove that the height function of the stochastic
six-vertex model at two points jointly converges to the Airy process, which is the first
rigorous multi-point convergence result for a positive temperature integrable model in
the KPZ universality class. The starting point of our analysis is a remarkable distributional
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equality between the stochastic six-vertex model and the ascending Hall-Littlewood process (a special
case of the Macdonald processes from [BC14]), which was established in [BBW16]. This identifica-
tion allows us to recast the problem into the framework of Macdonald processes, where we use the
method of the Macdonald difference operators from [BC14] to derive two-point observables that are
suitable for asymptotic analysis. Our current framework suffers from two types of limitations: (1)
we only derive formulas and perform the asymptotics for two points and (2) we can only carry out
the framework for a small (but non-trivial) range of parameters. In this sense, the present paper is
a proof of concept – that one can use the method of the Macdonald difference operators to obtain
multi-point convergence to the Airy process. In the future we hope to extend our framework to
arbitrary parameters and number of points. In addition, we hope that the approach we develop
can be extended to other integrable models in the KPZ universality class (for example by utilizing
the limit of the stochastic six-vertex model to the ASEP observed first in [GS92] and proved in
significant generality in [Agg17]).
Despite our result being the first of its kind for the stochastic six-vertex model, there exist previous
(incomplete/non-rigorous) works showing the two-point convergence of the KPZ equation started
from narrow wedge initial data [Dot13, Dot14, PS11b, ISS13] and the log-gamma polymer [NZ16]
to the Airy process. In Section 9 we give a more detailed account of these previous works, and
formally compare the techniques of the present paper with those in [Dot13,PS11b,ISS13] and [NZ16].
Specifically, in Section 9.1 we give a formal explanation of how to obtain a prelimit formula using
the Maconald difference operators and compare our result to the formulas obtained for the KPZ
equation in [Dot13,PS11b, ISS13]. In Section 9.2 we discuss some of the convergence issues of our
formulas, and give a concise explanation of how we do the asymptotic analysis, comparing the
approach to the one for the log-gamma polymer in [NZ16].
Here we mention that the works addressing the KPZ equation come from the physics literature,
are based on the Bethe ansatz replica technique, and at their core involve a non-rigorous moment
expansion formula. As we explain in Section 9.1, the moment expansion formulas in [Dot13,PS11b,
ISS13] can be seen as shadows of the rigorous t-moment formulas from the present paper; however,
we are presently unable to conceptually match the Bethe ansatz framework in those papers with our
difference operators approach. In [NZ16] the authors derive formulas for the joint Laplace transform
of the partition function of the log-gamma polymer model at several locations using the geometric
Robinson-Schensted-Knuth correspondence. Afterwards, using a result from [BCR13], the authors
are able to rewrite their formulas as a “Fredholm determinant”-like series. These series term-wise
converge to a corresponding Fredholm determinant expansion for the Airy process, and the essential
ingredient missing and making the proof incomplete is an estimate on the growth of the terms in
the series that would allow one to exchange the order of the sum and the limit.
The reason the authors of [NZ16] were unable to obtain a suitable bound on their Fredholm-like
series comes from the presence of certain “cross terms” in the formulas that in a sense reflect the
correlation of the log-gamma polymer partition functions at two locations. Part of the progress
made in our paper is the ability to control similar cross terms (at least for some small range of
parameters) and obtain the necessary bounds on the analogous Fredholm-like series that we derive
for our model, see also Section 9.2.2. Nevertheless, we want to emphasize the importance of [NZ16]
from which the present paper has greatly benefited. Indeed, as mentioned earlier for the log-gamma
polymer (as is the case for all known positive temperature integrable models) the determinantal
structure is lost and despite having multi-point observables it was a significant challenge to obtain
any formula that would converge to the joint cdf for the Airy process. One of the many remarkable
contributions of [NZ16] is finding a way to rewrite the joint Laplace transform for the log-gamma
polymer through ingenious and highly non-trivial manipulations in a form that mimics the Fredholm
determinant structure of the limit. In developing the results of the present paper, we have frequently
drawn inspiration from [NZ16] and many of our own formulas can be seen as discrete analogues of
those in [NZ16].
4 EVGENI DIMITROV
The remainder of the introduction is structured as follows. In Section 1.2 we define the stochastic
six-vertex model on a quadrant and present our main result as Theorem 1.1. In Section 1.3 we give
an outline of the paper and our approach. We also eagerly recommend Section 9 to readers who are
interested in a more accessible general exposition of our arguments.
1.2. Main result. In this section we give the definition of the homogeneous stochastic six-vertex
model in a quadrant, considered in [GS92,BCG16,BP16], and state the main result we prove about
it. There are several (equivalent) ways to define the model and we follow [Agg18, Section 1.1.2].
A six-vertex directed path ensemble is a family of up-right directed paths drawn in the first
quadrant Z2≥1 of the square lattice, such that all the paths start from a left-to-right arrow entering
each of the points {(1,m) : m ≥ 1} on the left boundary (no path enters from the bottom boundary)
and no two paths share any horizontal or vertical edge (but common vertices are allowed); see Figure
1. In particular, each vertex has six possible arrow configurations, presented in Figure 2.
Figure 1. The left picture shows an example of a six-vertex directed path ensemble.
The right picture shows an element in Pn for n = 6. The vertices on the dashed line
belong to Dn and are given half of an arrow configuration if a directed path ensemble
from Pn is drawn.
Figure 2. The top row shows the six possible arrow configurations at a vertex. The
bottom row shows the probabilities of top-right completion, given the bottom-left
half of a configuration.
The stochastic six-vertex model is a probability distribution P(b1, b2) on six-vertex directed path
ensembles, which depends on two parameters b1, b2 such that 0 < b1, b2 < 1. It is defined as the
n→∞ limit of a sequence of probability measures Pn, which are constructed as follows.
For n ≥ 1 we consider the triangular regions Tn = {(x, y) ∈ Z2≥1 : x+ y ≤ n} and let Pn denote
the set of six-vertex directed path ensembles whose vertices are all contained in Tn. By convention,
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the set P1 consists of a single empty ensemble. We construct a consistent family of probability
distributions Pn on Pn (in the sense that the restriction of a random element sampled from Pn+1
to Tn has law Pn) by induction on n, starting from P1, which is just the delta mass at the single
element in P1.
For any n ∈ N we define Pn+1 from Pn in the following Markovian way. Start by sampling a
directed path ensemble En on Tn according to Pn. This gives arrow configurations (as in Figure 2)
to all vertices in Tn−1. In addition, each vertex in Dn = {(x, y) ∈ Z2≥1 : x + y = n} is given “half”
of an arrow configuration, meaning that the arrows entering the vertex from the bottom or left are
specified, but not those leaving from the top or right; see the right part of Figure 1.
To extend En to a path ensemble on Tn+1, we must “complete” the configurations, i.e. specify
the top and right arrows, for the vertices on Dn. Any half-configuration at a vertex (x, y) can be
completed in at most two ways; selecting between these completions is done independently for each
vertex in Dn at random according to the probabilities given in the second row of Figure 2. In this
way we obtain a random ensemble En+1 in Pn+1 and we denote its law by Pn+1. One readily verifies
that the distributions Pn are consistent and then we define P = limn→∞ Pn.
Given a six-vertex directed path ensemble on Z2≥1, we define the height function h(x, y) as the
number of up-right paths, which intersect the horizontal line through y at or to the right of x. Our
main result states that under suitable rescaling the two-point distribution of the random height
function h converges to the two-point distribution of the Airy process, and in order to state it we
need to define the latter object.
The Airy process A(t) is a continuous process on R, which was introduced in [PS02]. We define
it here by its fiite-dimensional distribution functions. Given ξ1, . . . , ξm ∈ R and τ1 < · · · < τm in R
we define f on {τ1, . . . , τm} × R through
f(τj , x) = 1(ξj ,∞)(x) for j = 1, . . . ,m.
Then
(1.2) P (A(τ1) ≤ ξ1, . . . , A(τm) ≤ ξm) = det (I − fAf)L2({τ1,...,τm}×R) ,
where A is the extended Airy kernel
(1.3) A(τ, ξ; τ ′, ξ′) =
{∫∞
0 e
−λ(τ−τ ′)Ai(ξ + λ)Ai(ξ′ + λ)dλ if τ ≥ τ ′,
− ∫ 0−∞ e−λ(τ−τ ′)Ai(ξ + λ)Ai(ξ′ + λ)dλ if τ < τ ′.
and Ai(·) is the Airy function. When τ = τ ′ the extended Airy kernel reduces to the usual Airy
kernel from [TW94]. In (1.2) the L2 space is defined with respect to the product measure on
{τ1, . . . , τm}×R coming from the counting measure on {τ1, . . . , τm} and the usual Lebesgue measure
on R. In [Joh03] it was shown that fAf is a trace class operator on L2({τ1, . . . , τm} × R), so that
the determinant in (1.2) is the usual Fredholm determinant of trace class operators, see [Sim05].
Numerically, the Fredholm determinant in (1.2) is equal to
(1.4) 1 +
∞∑
n=1
(−1)n
n!
m∑
i1,...,in=1
∫ ∞
ξi1
· · ·
∫ ∞
ξin
det [A(τik , xk; τil , xl)]
n
k,l=1 dxn · · · dx1,
where the latter sum converges absolutely as the Fredholm series expansion of a trace class operator.
The main result of the paper is as follows.
Theorem 1.1. Let 0 < b1 < b2 < 1 and put a =
√
1−b2
1−b1 , t =
b1
b2
. There exist a∗, t∗ ∈ (0, 1)
such that that the following holds for any 0 < b1 < b2 < 1 that satisfy a ∈ (0, a∗], t ∈ (0, t∗]. Let
s1, s2 ∈ R be such that s1 > s2. For M ∈ N sufficiently large so that M + s2M2/3 ≥ 1 we define
n1(M), n2(M) ∈ N through
(1.5) n1 = bM + s1M2/3c and n2 = bM + s2M2/3c.
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Let h(x, y) be the height function of the stochastic six-vertex model distributed according to P(b1, b2).
Define the random variables
X˜M = σ
−1
a M
−1/3(−h(n1 + 1)− (f1 − 1)M − f ′1[M − n1]− (1/2)f ′′1 s21M1/3)
Y˜M = σ
−1
a M
−1/3(−h(n2 + 1)− (f1 − 1)M − f ′1[M − n2]− (1/2)f ′′1 s22M1/3),
where
(1.6) σa =
a1/3 (1− a)1/3
1 + a
, f1 =
2a
1 + a
, f ′1 =
a
1 + a
, f ′′1 =
−a
2(1− a2) .
Then we have that for any x1, x2 ∈ R
(1.7) lim
M→∞
P
(
X˜M ≤ x1, Y˜M ≤ x2
)
= P (A(τ1) ≤ x1, A(τ2) ≤ x2) ,
where A(·) is the Airy process from (1.2) and τ1 = s1a1/32(1−a)2/3 , τ2 = s2a
1/3
2(1−a)2/3 .
Remark 1.2. The condition b1 < b2 is necessary to obtain the Airy process limit and if b1 ≥ b2
a different asymptotic behavior is expected, cf. [BCG16]. In the coordinates (b1, b2), the range
0 < b1 < b2 < 1 defines an open right triangle in R2 with vertices at (0, 0), (0, 1) and (1, 1). In
simple words, Theorem 1.1 states that if (b1, b2) is close to the point (0, 1) then the height function
of the stochastic six-vertex model evaluated at two points near the x = y line, properly shifted and
scaled, converges jointly to the two-point distribution of the Airy process. The assumption that
(b1, b2) is sufficiently close to (0, 1) is technical, and we believe that the theorem should hold even
if we remove it. We discuss this parameter limitation later in Remarks 2.11 and 3.7. The proof of
the Theorem 1.1 can be found in Section 2.2.
We choose to evaluate the height function at ni + 1 in the definition of X˜M , Y˜M (and not ni) in
order to obtain slightly simpler formulas later in the text. Since |h(ni + 1)− h(ni)| ≤ 1 we see that
shifting the argument of h by finite quantities does not affect the limit because of the M1/3 scaling.
1.3. Outline. In this section we give a brief outline of the general approach we take to prove
Theorem 1.1. The discussion below will involve certain expressions that will be properly introduced
in the main text, and which should be treated as black boxes for the purposes of the outline.
The starting point of the proof of Theorem 1.1 is a remarkable distributional equality between
the stochastic six-vertex model and the ascending Hall-Littlewood process, which is a measure
on sequences of partitions Λ = (λ(1), . . . , λ(N)) that depends on two sets of parameters X =
(x1, . . . , xN ) and Y = (y1, . . . , yM ) and a number t ∈ [0, 1). The probability of Λ is given by
PX,Y (Λ) =
N∏
i=1
M∏
j=1
1− xiyj
1− txiyj ×
N∏
i=1
Pλ(i)/λ(i−1)(xi)×Qλ(N)(Y ),
where Pλ/µ and Qλ denote the (skew) Hall-Littlewood polynomials with parameter t, see [Mac95,
Chapter 3]. The ascending Hall-Littlewood process is defined in Section 2.2.
As a special case of [BBW16, Theorem 4.1], we have that if xi = yj = a for all i = 1, . . . , N and
j = 1, . . . ,M then the following distributional equality holds
(1.8)
(
M − λ′1(0), . . . ,M − λ′1(N)
) d
= (h(1,M), . . . , h(N + 1,M)) ,
where λ′1 denotes the largest column of λ, λ′1(0) ≡ 0 and h is the height function of the stochastic
six-vertex model distributed according to P(b1, b2) with b1/b2 = t and (1− b2)/(1− b1) = a2.
In view of (1.8) we see that Theorem 1.1 can be rephrased in terms of the ascending Hall-
Littlewood process by simply replacing h(ni + 1) with M − λ′1(ni) everywhere (this is why we
shifted the argument in h by 1, see Remark 1.2). This restatement can be found as Theorem 2.10
in the main text. The benefit of recasting the problem in the setup of the Hall-Littlewood process
is that we can apply the Macdonald difference operators to obtain joint observables for λ′1(n1) and
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λ′1(n2). We recall these operators in Section 2.3 and eventually work with their affine shifted version
that we denote by Dn (here n means that the operator acts on the variables x1, . . . , xn).
The operator Dn is an eigenoperator for the Hall-Littlewood polynomials Pλ(x1, . . . , xn) with
eigenvalue t−λ′1 and by utilizing this fact alone one can obtain the formula
EX,Y
[
t−kλ
′
1(n1)
]
=
Dkn1Π(X;Y )
Π(X;Y )
, where Π(X;Y ) =
N∏
i=1
M∏
j=1
1− txiyj
1− xiyj ,
and we have written EX,Y for the expectation with respect to PX,Y . The expression on the right
side of the above k-th moment formula can be written as a k-fold nested contour integral, where
the contours become larger as k increases. In order to handle this problem of growing contours, we
deform all of these contours to the same one. As one deforms all of these contours, certain poles
are crossed that diminish the dimension of the integral, and the nested contour integral can be
rewritten as a sum over residue subspaces of integrals over the same contour. This is an instance of
the nested contour integral ansatz, which was investigated in great detail in [BBC16]. The result of
applying this ansatz method is that
(1.9) EX,Y
[
t−kλ
′
1(n1)
]
=
∑
λ`k
1
(2piι)`(λ)
∫
γ`(λ)
det
[
1
zjt−λi − zi
]`(λ)
i,j=1
`(λ)∏
i=1
Fn1(zi, λi;X,Y )d~z.
In (1.9) the sum is over partitions of k, which are denoted by λ – these are the labels of the residue
subspaces that come from the contour integral ansatz. The contour γ is a positively oriented, zero-
centered circle that contains x1, . . . , xn1 and excludes y
−1
1 , . . . , y
−1
M , `(λ) is the number of parts of
λ, ι =
√−1, and the function Fn(z,m;X,Y ) is given by
Fn(z,m;X,Y ) =
M∏
j=1
1− zyj
1− ztmyj ·
n∏
j=1
1− z−1t−mxj
1− z−1xj .
Starting from (1.9) one can use the generating series of the t-exponential function
(1.10) et(u) =
1
((1− t)u; t)∞ =
∞∑
k=0
uk(1− t)−k
kt!
,
where (a; t)∞ =
∏∞
m=0(1−atm) is the t-Pochhammer symbol and kt! = (1−t)(1−t
2)···(1−tk)
(1−t)k , to obtain
EX,Y
[
1
(u1t−λ
′
1(n1); t)∞
]
=
∞∑
k=0
uk1(1− t)−k
kt!
EX,Y
[
t−kλ
′
1(n1)
]
=
∞∑
k=0
∑
λ`k
uk1(1− t)−k
kt!
1
(2piι)`(λ)
∫
γ`(λ)
det
[
1
zjt−λi − zi
]`(λ)
i,j=1
`(λ)∏
i=1
Fn1(zi, λi;X,Y )d~z.
(1.11)
In the top row of (1.11) the expectation is a certain discrete analogue of the Laplace transform,
called the t-Laplace transform (the name comes from the connection between the observable and
the t-exponential function). In the second line of (1.11) one proceeds to symmetrize the expression
in λ1, . . . , λ`(λ) and rewrite the sums over λ as contour integrals, by using the formal identity
∞∑
n=1
ung(tn) =
1
2piι
∫ ι∞+1/2
−ι∞+1/2
pi
sin(−pis)(−u)
sg(ts)ds,
which essentially follows from Ress=n pisin(−pis) = (−1)n+1. The result of this operation is that
EX,Y
[
1
(u1t−λ
′
1(n1); t)∞
]
=
∞∑
N1=0
1
N1!
1
(2piι)2N1
∫
γ
N1
1
∫
γ
N1
2
D(~z, ~w) ·Gn1(~z, ~w;u1, N1)d~wd~z,(1.12)
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where D(~z, ~w) = det
[
1
zi−wj
]N1
i,j=1
is the Cauchy determinant and γ1, γ2 are two zero-centered circles
with radii r1 > r2 respectively. We forgo stating what Gn1(~z, ~w;u1, N1) is here, as it is a bit involved,
but refer the interested reader to (3.15) where the full formula is written.
We remark that in order to carry out the manipulations in (1.11) and (1.12) one needs to first
restrict the parameters X,Y, u1 to small neighborhoods of 0 but then both sides in (1.12) can be
extended analytically to a general set of parameters. The above framework of deriving (1.12) was
carried out by the author in [Dim18] and the formula is recalled in the main text as Lemma 3.14.
We also mention that the right side of (1.12) is in fact a Fredholm determinant, and equation (1.12)
was the starting point in [Dim18] for proving that λ′1(n1) converges to the Tracy-Widom distribution.
In Section 3 of the present paper we start from (1.12) and essentially repeat the same steps
above but with Dn2 instead of Dn1 . There are some technical subtleties in carrying out the same
framework, which will be discussed in Section 3, but the resulting formula has the form
EX,Y
[
1
(u1t−λ
′
1(n1); t)∞
1
(u2t−λ
′
1(n2); t)∞
]
=
∞∑
N1=0
∞∑
N2=0
1
N1!N2!
1
(2piι)2N1+2N2
∫
γ
N1
1
∫
γ
N1
2∫
γ
N2
3
∫
γ
N2
4
D(~z, ~w)Gn1(~z, ~w;u1, N1) ·D(~ˆz, ~ˆw)Gn2(~ˆz, ~ˆw;u2, N2) · CT (~z, ~w; ~ˆz, ~ˆw)d ~ˆwd~ˆzd~wd~z,
(1.13)
where γi are zero-centered circles with radii r1 > r2 > r3 > r4. As before D(~u,~v) stands for the
Cauchy determinant and we forgo stating the exact formula for the G functions, see Theorem 3.5
for an explicit expression of the right side in (1.13).
Comparing (1.13) with (1.12) we see that the integrand in (1.13) is a product of three terms, one
corresponding to λ′1(n1), one corresponding to λ′1(n2), but also there is now a cross term CT , which
explicitly is given by
(1.14) CT =
N1∏
i=1
N2∏
j=1
(zˆjz
−1
i ; t)∞
(wˆjz
−1
i ; t)∞
(wˆjw
−1
i ; t)∞
(zˆjw
−1
i ; t)∞
,
and in a sense reflects the correlation between λ′1(n1) and λ′1(n2). This cross term is pointwise
of order ectN1N2 , which makes the N1!N2! in (1.13) insufficient to ensure the summability of the
terms. Part of the technical work behind deriving (1.13) in Section 3 is showing that the Cauchy
determinants in (1.13) provide some decay which can offset the contribution of this cross term, but
we can only accomplish this if the parameters X,Y, t are in a small enough neighborhood of zero,
see Remark 3.7 for details. This is one of the sources of the parameter restriction in Theorem 1.1.
We also refer the interested reader to Section 9.2.2 for a concise discussion on how we handle the
cross term in our analysis.
Once formula (1.13) is established, we set all X and Y parameters to be equal to the same number
a and take the limit as M → ∞. Showing that each summand on the right of (1.13) converges as
M → ∞ is an essentially straightforward application of the steepest descent argument. The exact
limit statement is given as Proposition 4.7 and proved in Section 5 in the main text. In order to
show that the limit of the sum in (1.13) is equal to the sum of the limits, we require uniform in M
estimates on the growth (in terms of N1, N2) of the summands in (1.13). The order of growth we
can establish is given as Proposition 4.8 and proved in Section 6. We remark that we can only find a
uniform in M bound on the growth of the summands if a and t are sufficiently close to zero – this is
the other source of the parameter restriction in Theorem 1.1. Once Propositions 4.7 and Proposition
4.8 are proved, we know that the right side (1.13) converges to a certain double infinite series, which
in Proposition 4.5 is identified with the Fredholm determinant expansion of the two-point joint cdf
of the Airy process. The weak joint convergence of λ′1(n1), λ′1(n2) to the Airy process is an easy
consequence of Propositions 4.7, 4.8 and 4.5, and the argument is the content of Section 4.2.
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2. The ascending Hall-Littlewood process
In Section 2.1 we introduce some terminology related to partitions, plane partitions and Hall-
Littlewood symmetric functions. In Section 2.2 we define the ascending Hall-Littlewood process,
state the main result we prove about it as Theorem 2.10 and use the latter to prove Theorem 1.1.
In Section 2.3 we introduce the Hall-Littlewood difference operators, which are the main algebraic
tool in our arguments, and derive some of their properties.
2.1. Definitions and notation. We start by fixing terminology and notation following [Mac95].
A partition is a sequence λ = (λ1, λ2, · · · ) of non-negative integers such that λ1 ≥ λ2 ≥ · · · and all
but finitely many elements are zero. We denote the set of all partitions by Y. The length `(λ) is
the number of non-zero λi and the weight is given by |λ| = λ1 + λ2 + · · · . If |λ| = n we say that
λ partitions n, also denoted by λ ` n. There is a single partition of 0, which we denote by ∅. An
alternative representation is given by λ = 1m12m2 · · · , where mj(λ) = |{i ∈ N : λi = j}| is called
the multiplicity of j in the partition λ. There is a natural ordering on the space of partitions, called
the reverse lexicographic order, which is given by
λ > µ ⇐⇒ ∃k ∈ N such that λi = µi, whenever i < k and λk > µk.
A Young diagram is a graphical representation of a partition λ, with λ1 left justified boxes in the
top row, λ2 in the second row and so on. In general, we do not distinguish between a partition λ and
the Young diagram representing it. The conjugate of a partition λ is the partition λ′ whose Young
diagram is the transpose of the diagram λ. In particular, we have the formula λ′i = |{j ∈ N : λj ≥ i}|.
Given two diagrams λ and µ such that µ ⊂ λ (as a collection of boxes), we call the difference
θ = λ− µ a skew Young diagram. A skew Young diagram θ is a horizontal m-strip if θ contains m
boxes and no two lie in the same column. If λ − µ is a horizontal strip we write λ  µ. Some of
these concepts are illustrated in Figure 3.
Figure 3. The Young diagram λ = (5, 3, 3, 2, 1) and its transpose (not shown)
λ′ = (5, 4, 3, 1, 1). The length `(λ) = 5 and weight |λ| = 14. The Young diagram
µ = (3, 3, 2, 1, 1) is such that µ ⊂ λ. The skew Young diagram λ − µ is shown in
black bold lines and is a horizontal 4-strip.
A plane partition is a two-dimensional array of non-negative integers
pi = (pii,j), i, j = 0, 1, 2, . . . ,
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such that pii,j ≥ max(pii,j+1, pii+1,j) for all i, j ≥ 0 and the volume |pi| =
∑
i,j≥0 pii,j is finite.
Alternatively, a plane partition is a Young diagram filled with positive integers that form non-
increasing rows and columns. A graphical representation of a plane partition pi is given by a
3-dimensional Young diagram, which can be viewed as the plot of the function
(x, y)→ pibxc,byc x, y > 0.
Given a plane partition pi we consider its diagonal slices λt for t ∈ Z, i.e. the sequences
λt = (pii,i+t) for i ≥ max(0,−t).
One readily observes that λt are partitions and satisfy the following interlacing property
· · · ≺ λ−2 ≺ λ−1 ≺ λ0  λ1  λ2  · · · .
Conversely, any (terminating) sequence of partitions λt, satisfying the interlacing property, defines
a partition pi in the obvious way. Concepts related to plane partitions are illustrated in Figure 4.
Figure 4. The plane partition pi = ∅ ≺ (1) ≺ (1) ≺ (3) ≺ (4, 2) ≺ (5, 3)  (4, 3) 
(4, 3)  (3, 1)  (3)  ∅ . The volume |pi| = 40
We let ΛX denote the Z≥0 graded algebra over C of symmetric functions in variables X =
(x1, x2, . . . ), which can be viewed as the algebra of symmetric polynomials in infinitely many vari-
ables with bounded degree, see e.g. [Mac95, Chapter I] for general information on ΛX . One way to
view ΛX is as an algebra of polynomials in Newton power sums
pk(X) =
∞∑
i=1
xki , for k ≥ 1.
For any partition λ we define
pλ(X) =
`(λ)∏
i=1
pλi(X),
and note that pλ(X), λ ∈ Y form a linear basis in ΛX .
In what follows we fix a parameter t ∈ [0, 1) and introduce the Hall-Littlewood symmetric func-
tions Pλ(X; t) with parameter t. Unless the dependence on t is important we will suppress it from
our notation, similarly for the variable set X.
One way to define the Hall-Littlewood symmetric functions is in terms of the following scalar
product 〈·, ·〉 on Λ (see [Mac95, Chapter III.4])
(2.1) 〈pλ, pµ〉 = δλ,µ
`(λ)∏
i=1
(1− tλi)−1
λ1∏
i=1
imi(λ)mi(λ)!.
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Definition 2.1. The Hall-Littlewood symmetric functions Pλ, λ ∈ Y, are the unique linear basis
of Λ such that
1. 〈Pλ, Pµ〉 = 0 unless λ = µ.
2. The leading (with respect to reverse lexicographic order) monomial in Pλ is
∏`(λ)
i=1 x
λi
i .
Remark 2.2. Pλ is a homogeneous symmetric function of degree |λ|.
Remark 2.3. If we set xN+1 = xN+2 = · · · = 0 in Pλ(X; t), then we obtain the symmetric polyno-
mials Pλ(x1, . . . , xN ; t) in N variables, which are called the Hall-Littlewood polynomials.
There is a second family of Hall-Littlewood symmetric functions Qλ, λ ∈ Y, which are dual to
Pλ with respect to the above scalar product:
Qλ = 〈Pλ, Pλ〉−1Pλ, 〈Pλ, Qµ〉 = δλ,µ, λ, µ ∈ Y.
We next proceed to define the skew Hall-Littlewood functions (see [Mac95, Chapter III.5] for
details). Take two sets of variables X = (x1, x2, . . . ) and Y = (y1, y2, . . . ) and a symmetric function
f ∈ Λ. Let (X,Y ) denote the union of sets of variables X and Y . Then we can view f(X,Y ) ∈
Λ(X,Y ) as a symmetric function in xi and yi together. More precisely, let
f =
∑
λ∈Y
Cλpλ =
∑
λ∈Y
Cλ
`(λ)∏
i=1
pλi ,
be the expansion of f into the basis pλ of power symmetric functions (in the above sum Cλ = 0 for
all but finitely many λ). Then we have
f(X,Y ) =
∑
λ∈Y
Cλ
`(λ)∏
i=1
(pλi(X) + pλi(Y )).
In particular, we see that f(X,Y ) is the sum of products of symmetric functions of xi and symmetric
functions of yi. The skew Hall-Littlewood functions Pλ/µ, Qλ/µ are defined as the coefficients in the
expansion
(2.2) Pλ(X,Y ) =
∑
µ∈Y
Pµ(X)Pλ/µ(Y ) and Qλ(X,Y ) =
∑
µ∈Y
Qµ(X)Qλ/µ(Y )
Remark 2.4. The skew Hall-Littlewood function Pλ/µ is 0 unless µ ⊂ λ, in which case it is homoge-
neous of degree |λ| − |µ|.
Remark 2.5. When λ = µ, Pλ/µ = 1 and if µ = ∅ (the unique partition of 0), then Pλ/µ = Pλ.
We mention here an important special case of the skew Hall-Littlewood symmetric function.
Suppose 0 = x2 = x3 = · · · . Then we have
(2.3) Pλ/µ(x1; t) = ψλ/µ(t) · x|λ|−|µ|1 and Qλ/µ(x1; t) = φλ/µ(t) · x|λ|−|µ|1 .
The coefficients φλ/µ and ψλ/µ have exact formulas as is shown in [Mac95, Chapter III, (5.8) and
(5.8’)]:
(2.4) φλ/µ(t) = 1λµ ·
∏
i∈I
(1− tmi(λ)), and ψλ/µ(t) = 1λµ ·
∏
j∈J
(1− tmj(µ)),
where if we set θ = λ−µ we have that I denotes the set of integers i ≥ 1 such that θ′i > θ′i+1; while
J is the set of integers j ≥ 1 such that θ′j < θ′j+1.
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Fix N,M ∈ N and two sets of variables X = (x1, x2, . . . , xN ) and Y = (y1, y2, . . . , yM ). Using
(2.3) we have
(2.5) Pλ(X; t) =
∑
∅=λ0λ1···λN
N∏
i=1
Pλi/λi−1(xi; t) and Qλ(Y ; t) =
∑
∅=λ0λ1···λM
M∏
i=1
Qλi/λi−1(yi; t).
From [Mac95, Chapter III.4, (4.4)] we have
(2.6)
N∏
i=1
M∏
j=1
1− txiyj
1− xiyj =: Π(X;Y ) =
∑
λ∈Y
Pλ(X)Qλ(Y ),
where the equality a priori holds as an identity of formal power series in the variables X, Y and
it is known as the Cauchy identity. If xi ∈ [0, 1) for i = 1, . . . , N and yj ∈ [0, 1) for j = 1, . . . ,M
then as shown in e.g. [BC14, Chapter 2] we have that the right side of (2.6) converges absolutely
and (2.6) is a numeric identity. Using (2.5) and the fact that t ∈ [0, 1) we have that
|Pλ(x1, x2, . . . , xN ; t)| = Pλ(|x1|, . . . , |xN |) and |Qλ(y1, y2, . . . , yM ; t)| = Qλ(|y1|, . . . , |yM |),
from which we see that (2.6) is a numeric identity whenever xi, yj ∈ D (the unit disc in C) for all
i = 1, . . . , N and j = 1, . . . ,M .
2.2. The ascending Hall-Littlewood process. In this section we define the ascending Hall-
Littlewood process and explain how it arises in a certain random plane partition model, first studied
in [Vul09, Vul07]. Afterwards we state the main asymptotic result we prove about the ascending
Hall-Littlewood process as Theorem 2.10 and use it to prove Theorem 1.1 from Section 1.2.
Definition 2.6. Let N,M ∈ N and t ∈ [0, 1) be given. Suppose that X = (x1, . . . , xN ) and
Y = (y1, . . . , yM ) are sets of variables such that xi ∈ [0, 1) for i = 1, . . . , N and yj ∈ [0, 1) for
j = 1, . . . ,M . The ascending Hall-Littlewood process is a probability measure on the the collection
of lists of N Young diagrams Λ = (λ(1), . . . , λ(N)) such that ∅ = λ(0)  λ(1) · · ·  λ(N). The
probability of a given list is given by
(2.7) PX,Y (Λ) =
N∏
i=1
M∏
j=1
1− xiyj
1− txiyj ×
N∏
i=1
Pλ(i)/λ(i−1)(xi)×Qλ(N)(Y ),
where Pλ/µ and Qλ are the (skew) Hall-Littlewood polynomials from Section 2.1. We will write
EX,Y for the expectation with respect to PX,Y .
Remark 2.7. The non-negativity of PX,Y (Λ) follows from the non-negativity of xi, yj , the fact that
t ∈ [0, 1) using (2.3) and (2.5). The fact that the sum over Λ of PX,Y (Λ) equals 1 follows from (2.6)
and the fact that xi, yj ∈ [0, 1). Thus PX,Y is a well-defined probability measure.
Remark 2.8. The measure PX,Y is a special case of the ascending Macdonald process from [BC14],
and corresponds to setting q = 0 in the Macdonald symmetric functions.
The ascending Hall-Littlewood process enjoys the property that the induced distribution of
(λ(1), . . . , λ(k)) under PX,Y for any 1 ≤ k ≤ N is also an ascending Hall-Littlewood process.
The following lemma gives the precise statement.
Lemma 2.9. Let N,M ∈ N and t ∈ [0, 1) be given. Suppose that X = (x1, . . . , xN ) and Y =
(y1, . . . , yM ) are sets of variables such that xi ∈ [0, 1) for i = 1, . . . , N and yj ∈ [0, 1) for j =
1, . . . ,M . Let PX,Y be as in Definition 2.6. Then for any 1 ≤ k ≤ N and µ(1), . . . , µ(k) ∈ Y
(2.8) PX,Y (λ(1) = µ(1), . . . , λ(k) = µ(k)) = PX˜,Y (λ(1) = µ(1), . . . , λ(k) = µ(k)),
where X˜ = (x1, . . . , xk).
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Proof. This is a general fact for Macdonald processes, of which PX,Y is a special case – see [BCGS13,
Proposition 3.6] and [BC14, Section 2.2.2]. 
Our study of PX,Y goes through finding a set of observables for this measure for arbitrary values
of X,Y as in Definition 2.6 and then obtaining the limit of those observables as N,M tend to
infinity. When we go to the asymptotic analysis we specialize all the X and Y variables to be equal
to the same number a ∈ [0, 1), and we refer to the latter measure as the homogeneous ascending
Hall-Littlewood process (HAHP). We denote the corresponding measure by PN,Ma,t and write E
N,M
a,t
for the expectation with respect to this measure. Our next task is to explain how the measure PN,Ma,t
arises in a certain random plane partition model.
Figure 5. The figure represents a plane partition pi. The left part indicates the
corresponding sequence of interlacing partitions λ−5 = (3), λ−4 = (3, 1), λ−3 = (3, 3)
and so on. In this example N = M = 6. The right part of the figure shows the
corresponding 3d Young diagram.
For the above diagram we have diag(pi) = 5 + 4 + 3 + 2 + 2 = 16.
To find Api(t) we do the coloring in the right part of the figure. Each cell gets a
level, which measures the distance of the cell to the boundary of the terrace on
which it lies. We consider connected components (formed by cells of the same level
that share a side) and for each one we have a factor (1 − ti), where i is the level
of the cells in the component. The product of all these factors is Api(t). For the
example above we have 7 components of level 1, 3 of level 2 and one of level 3 – thus
Api(t) = (1− t)7(1− t2)3(1− t3).
The model we describe next is a probability distribution on plane partitions pi, which depends
on parameters a, t ∈ [0, 1) and N,M ∈ N. Given a plane partition pi, we define its weight by
(2.9) W (pi) =
{
Api(t)× a2·diag(pi) if piN,0 = pi0,M = 0
0 otherwise.
In particular, the weight of a plane partition is zero unless its base is contained in the N × M
rectangle. In view of the notation from Section 2.1 any such plane partition pi can be expressed as
a sequence of N +M − 1 interlacing partitions
∅  λ−N+1  · · ·  λ0  · · ·  λM−1  ∅.
In (2.9) the notation diag(pi) denotes the sum of the entries on the main diagonal of pi (alternatively
this is the sum of the parts of λ0 or the number of cubes on the diagonal x = y in the 3d Young
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diagram). Then a2·diag(pi) in (2.9) is a volume term, which penalizes partitions that are big. The
function Api(t) is a simple polynomial in t and depends on the geometry of pi. It is described in
the caption to Figure 5 (see also [Dim18, Section 1] for a more detailed explanation). With the
above notation, we have that the probability P(pi) of a plane partition is given by the weight W (pi),
divided by the sum of the weights of all plane partitions.
Let us denote λ(i) = λi−N for i = 1, . . . , N . Then the probability distribution induced from the
weights (2.9) and projected to the first N terms ∅  λ(1)  λ(2)  · · · ≺ λ(N) is precisely the
HAHP, i.e. the measure PN,Ma,t . For a brief proof of this fact we refer the reader to [CD18, Section
2.1].
The above geometric interpretation of PN,Ma,t dates back to [Vul09,Vul07] and is one of the initial
motivations for studying this measure. We next state our main asymptotic result for PN,Ma,t .
Theorem 2.10. There exist a∗, t∗ ∈ (0, 1) such that that the following holds for any a ∈ (0, a∗],
t ∈ (0, t∗]. Let s1, s2 ∈ R be such that s1 > s2. For M ∈ N sufficiently large so that M+s2M2/3 ≥ 1
we define n1(M), n2(M) ∈ N through
(2.10) n1 = bM + s1M2/3c and n2 = bM + s2M2/3c,
and suppose that N(M) ≥ n1(M) is also an integer. Let PN,Ma,t be the ascending Hall-Littlewood
process from Definition 2.6 with all x, y parameters equal to a. Define the random variables
XM = σ
−1
a M
−1/3(λ′1(n1)− f1M − f ′1[M − n1]− (1/2)f ′′1 s21M1/3)
YM = σ
−1
a M
−1/3(λ′1(n2)− f1M − f ′1[M − n2]− (1/2)f ′′1 s22M1/3),
where (λ(1), . . . , λ(N)) are PN,Ma,t -distributed and
(2.11) σa =
a1/3 (1− a)1/3
1 + a
, f1 =
2a
1 + a
, f ′1 =
a
1 + a
, f ′′1 =
−a
2(1− a2) .
Then we have that for any x1, x2 ∈ R
(2.12) lim
M→∞
PN,Ma,t (XM ≤ x1, YM ≤ x2) = P (A(τ1) ≤ x1, A(τ2) ≤ x2) ,
where A(·) is the Airy process from (1.2) and τ1 = s1a1/32(1−a)2/3 , τ2 = s2a
1/3
2(1−a)2/3 .
Remark 2.11. In terms of the plane partition model the sequence λ′1(1), . . . , λ′1(N) traces out the
base of the left part of the plane partition, which is a certain random curve of local slope −1 or
0. The above theorem states that as long as a and t are small enough and positive, the two-point
distribution of this random curve is asymptotically governed by the two-point distribution of the
Airy process. The restriction on the parameters a, t will be further discussed in Section 3, see
Remark 3.7. Here we mention that this restriction is two-fold. Even before taking the M → ∞
limit, we derive a formula for a certain approximation for the probability PN,Ma,t (XM ≤ x1, YM ≤ x2),
which makes sense only for some choices of a and t, in particular if they are small enough. This
formula is the content of Theorem 3.5 in Section 3. Once we go to the M →∞ limit, some of our
arguments require that a and t are also sufficiently small. We will discuss the latter point further
in Section 6. While the condition that a and t are small enough appears to be technical, we do not
know how to remove it at this time.
In the remainder of this section we explain the connection between the HAHP and the stochastic
six-vertex model from Section 1.2, and deduce Theorem 1.1 from Theorem 2.10 above.
Proof. (Theorem 1.1) The key ingredient, which enables the reduction of Theorem 1.1 to Theorem
2.10 is the following distributional equality, from [BBW16]. Let us fix a, t ∈ (0, 1) and let h(x, y)
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be the random height function of the stochastic six-vertex model P(b1, b2) from Section 1.2 with
parameters
(2.13) b1 =
t(1− a2)
1− a2t b2 =
1− a2
1− a2t .
Notice that the above equations imply that b1/b2 = t and (1− b2)/(1− b1) = a2.
In addition, suppose that (λ1(0), . . . , λ1(N)) is distributed according to PN,Ma,t . Then, as a special
case of [BBW16, Theorem 4.1], we have the following distributional equality(
M − λ′1(0), . . . ,M − λ′1(N)
) d
= (h(1,M), . . . , h(N + 1,M)) , where by convention λ′1(0) = 0.
In particular, the random vector (X˜M , Y˜M ) from Theorem 1.1 has the same distribution as (XM , YM )
from Theorem 2.10. Thus Theorem 2.10 implies Theorem 1.1 with the same choice for a∗, t∗. 
2.3. Hall-Littlewood difference operators. In this section we recall the Hall-Littlewood differ-
ence operators, which are a special case of the Macdonald difference operators [Mac95, Chapter
VI]. Our discussion will follow [Dim18, Section 3]; however, we remark that many of the arguments
and statements we write below can be traced back to [BC14, Section 2.2.3]. A much more general
framework of what we do below can be found in [BCGS13].
In what follows fix a natural number N and t ∈ (0, 1) and consider the space of functions in
N variables X = (x1, . . . , xN ). Inside this space lies the space of symmetric polynomials ΛNX in
N variables. It will be convenient to assume that (x1, . . . , xN ) ∈ [0, 1)N ∩ WN , where WN =
{(x1, . . . , xN ) ∈ RN : xi 6= xj for i, j = 1, . . . , N and i 6= j }.
For N ≥ n ≥ 1 we let D1n be the operator that acts on functions of n variables (x1, . . . , xn) as
D1n :=
n∑
i=1
∏
j 6=i
txi − xj
xi − xj T0,xi , where (T0,xiF )(x1, . . . , xn) = F (x1, . . . , xi−1, 0, xi+1, . . . , xn).
Remark 2.12. D1n is the q → 0 limit of the first Macdonald difference operator, of the same letter
(see Chapter VI of [Mac95]). In particular, the q → 0 limit of (4.15) in Chapter VI of [Mac95] shows
that D1nPλ(x1, . . . , xn; t) =
1−tn−λ′1
1−t Pλ(x1, . . . , xn; t) and so D
1
n is diagonalized by Pλ(x1, . . . , xn; t).
Set Dn :=
[
(t−1)D1n+1
tn
]
and observe that Dn satisfies the following properties:
1. Dn is linear;
2. If Fk converge pointwise to a function F in n variables, then DnFn converge pointwise to
DnF away from the set {(x1, . . . , xn) : xi = xj for some i 6= j};
3. DnPλ(x1, . . . , xn; t) = t−λ′1Pλ(x1, . . . , xn; t) (see Remark 2.12).
Remark 2.13. Since ultimately we will let n → ∞, it is desirable to work with operators, whose
eigenvalues do not depend on n. This explains our preference to work with Dn and not D1n.
In the remainder of this section we summarize the results we will need about the operators Dn
starting with the following proposition.
Proposition 2.14. [Dim16, Proposition 3.4] Assume that F (u1, . . . , un) = f(u1) · · · f(un) with
f(0) = 1. Take (x1, . . . , xn) ∈ (0,∞)n ∩ Wn and assume f(u) is holomorphic and non-zero in a
complex neighborhood D of an interval in R that contains x1, . . . , xn and 0. Then for any k ≥ 1
(2.14) (DknF )(x1, . . . , xn) =
F (x1, . . . , xn)
(2piι)k
∫
C0,1
· · ·
∫
C0,k
∏
1≤a<b≤k
za − zb
za − zbt−1
k∏
i=1
 n∏
j=1
zi − xjt−1
zi − xj
 dzi
f(zi)zi
,
where C0,a are positively oriented simple contours encircling x1, . . . , xn and 0 and no zeros of f(z).
In addition, C0,a contains t−1C0,b for a < b and the region enclosed by C0,1 is contained in D.
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Proposition 2.15. Fix integers k ≥ 0, M ≥ 1, and n, N with N ≥ n ≥ 1 and a parameter
t ∈ (0, 1). Let X = (x1, . . . , xN ) and Y = (y1, . . . , yM ), with yi ∈ [0, 1) for i = 1, . . . ,M and
(x1, . . . , xN ) ∈ [0, 1)N ∩ WN . We also let PX,Y be as in Definition 2.6. Suppose further that
f : Zn≥0×Zn+1≥0 × · · · ×ZN≥0 → C is a bounded function. Then if Π(X;Y ) is as in (2.6) we have that
(2.15) Π(X;Y )−1 · Dkn ·Π(X;Y ) · EX,Y [f(λ(n), . . . , λ(N))] = EX,Y
[
t−kλ
′
1(n)f(λ(n), . . . , λ(N))
]
.
Proof. Multiplying both sides by Π(X;Y ) and using the branching relations for Hall-Littlewood
symmetric functions, see (2.5), we see that (2.15) is equivalent to
Dkn
 ∑
λ(n)λ(n+1)···λ(N)
f(λ(n), . . . , λ(N))Pλ(n)(x1, . . . , xn; t)
N∏
i=n+1
Pλ(i+1)/λ(i)(xi; t)Qλ(N)(Y ; t)
 =
∑
λ(n)λ(n+1)···λ(N)
t−kλ
′
1(n)f(λ(n), . . . , λ(N))Pλ(n)(x1, . . . , xn; t)
N∏
i=n+1
Pλ(i+1)/λ(i)(xi; t)Qλ(N)(Y ; t).
(2.16)
We remark that both of the above sums are absolutely convergent as a consequence of the absolute
convergence of (2.6), the assumed boundedness of f and the fact that t−kλ′1(n) ≤ t−kN . We prove
(2.16) by induction on k with base case k = 0 being tautologically true.
Suppose that (2.16) holds for k and apply Dn to both sides to obtain
Dk+1n
 ∑
λ(n)λ(n+1)···λ(N)
f(λ(n), . . . , λ(N))Pλ(n)(x1, . . . , xn; t)
N∏
i=n+1
Pλ(i+1)/λ(i)(xi)Qλ(N)(Y ; t)
 =
D1n
 ∑
λ(n)λ(n+1)···λ(N)
t−kλ
′
1(n)f(λ(n), . . . , λ(N))Pλ(n)(x1, . . . , xn; t)
N∏
i=n+1
Pλ(i+1)/λ(i)(xi)Qλ(N)(Y ; t).

The absolute convergence of the second line above together with Properties 1. and 2. of Dn implies
that we can exchange the order of Dn and the sum to get
Dk+1n
 ∑
λ(n)λ(n+1)···λ(N)
f(λ(n), . . . , λ(N))Pλ(n)(x1, . . . , xn; t)
N∏
i=n+1
Pλ(i+1)/λ(i)(xi)Qλ(N)(Y ; t)
 =
 ∑
λ(n)λ(n+1)···λ(N)
t−kλ
′
1(n)f(λ(n), . . . , λ(N))D1nPλ(n)(x1, . . . , xn; t)
N∏
i=n+1
Pλ(i+1)/λ(i)(xi)Qλ(N)(Y ; t).
 .
Using Property 3. we have that D1nPλ(n)(x1, . . . , xn; t) = t−λ
′
1(n)Pλ(n)(x1, . . . , xn; t) and putting this
above we arrive at (2.16) for k + 1. The general result now follows by induction. 
3. Prelimit formula
The purpose of this section is to derive a prelimit formula for the joint t-Laplace transform of the
ascending Hall-Littlewood process. This formula is the starting point of our asymptotic analysis in
Section 4 and is given in Theorem 3.5 below. Theorem 3.5 is stated in Section 3.1 and is proved in
Section 3.3 after some preliminary results are presented in Section 3.2.
3.1. Result formulation. The main result of this section is Theorem 3.5. In order to formulate it
we will require the definition of certain functions S(w, z;u, t) (see Definition 3.1) and H(u1, u2) (see
Lemma 3.4). In addition, the assumptions of Theorem 3.5 require that a certain pair of parameters
a, t satisfy a technical assumption, detailed in Definition 3.3. We proceed to gradually define all the
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elements needed for formulating Theorem 3.5.
We begin by introducing some useful notation. If t ∈ (0, 1) and a ∈ C we define the t-Pochhammer
symbol (a; t)∞ :=
∏∞
n=0(1 − atn). Observe that the above product converges for any a ∈ C, is
continuous in a and non-zero if a 6= t−n for n ∈ Z, n ≥ 0. We continue to denote by ι the number√−1, as in Section 1. We will also use the notation kt! = (1−t)(1−t
2)···(1−tk)
(1−t)k for any t 6= 1. The
following definition introduces the function S(w, z;u, t) that appears many times in our formulas.
Definition 3.1. Fix t ∈ (0, 1). Let w, z, u ∈ C be such that zw 6= 0, |z| 6= tn|w| for any n ∈ Z and
u 6∈ [0,∞). For such a set of parameters we define the function
(3.1) S(w, z;u, t) =
∑
m∈Z
pi · [−u][logw−log z][log t]−1−2mpiι[log t]−1
sin(−pi[[logw − log z][log t]−1 − 2mpiι[log t]−1]) ,
where everywhere we take the principal branch of the logarthm, i.e. if v = reιθ with r > 0 and
θ ∈ (−pi, pi] we set log v = log r + ιθ. Observe that
Re
[−pi[[logw − log z][log t]−1 − 2mpiι[log t]−1]] = −pi · log |w| − log |z|
log t
6∈ pi · Z,
which implies that each of the summands in (3.1) is well-defined and finite.
Observe that given c > 0 we can find c′ > 0 such that if x, y ∈ R and d(x,Z) ≥ c then
(3.2)
1
| sin(pix+ ιpiy)| ≤ c
′e−pi|y|.
We can use the latter statement to show that the sum in (3.1) is absolutely convergent as we explain
here. Put A = [logw − log z][log t]−1, B = −2pi[log t]−1 and −u = Reιφ with φ ∈ (−pi, pi). From
our assumption that |z| 6= tn|w| for any n ∈ Z and (3.2) we conclude that for any m ∈ Z∣∣∣∣∣ pi · [−u][logw−log z][log t]
−1−2mpiι[log t]−1
sin(−pi[[logw − log z][log t]−1 − 2mpiι[log t]−1])
∣∣∣∣∣ ≤ pic′ · e|φ||A|+| logR||A|e(|φ|−pi)B|m|.
The above shows that the sum in (3.1) is absolutely convergent by comparison with the geometric
series e(|φ|−pi)B|m|.
Remark 3.2. In equation (3.1) we chose the principal branch of the logarithm for expressing logw
and log z. However, we could have chosen different branches for logw and log z, and note that then
[logw − log z][log t]−1 would shift by 2kpiι[log t]−1 for some k ∈ Z. Since the sum in the definition
of S(w, z;u, t) is over Z we see that such a shift does not change the value of S(w, z;u, t). So even
though the logarithm is a multi-valued function for fixed u, t the function S(w, z;u, t) as a function
of z, w is single valued and well-defined as long as |z| 6= tn|w| for some n ∈ Z.
We make the following technical definition about a pair of parameters a, t ∈ (0, 1).
Definition 3.3. We say that the pair of parameters a, t ∈ (0, 1) is good if there exist constants
ρ ∈ (0, 1) and r1, r2, r3, r4 ∈ (a, a−1) such that r1 > r2 > r3 > r4 > tr1, and
max
( √
r2/r1
(1− r2/r1) ,
√
r4/r3
(1− r4/r3)
)
· (−r3/r1; t)∞(−r4/r2; t)∞
(r4/r1; t)∞(r3/r2; t)∞
≤ ρ.(3.3)
Before we go to the main result of the section we also state the following lemma, whose proof is
given in Section 7.1.
Lemma 3.4. Let N,M,n ∈ N be given with N ≥ n. Suppose that a, t ∈ (0, 1) are good in the sense
of Definition 3.3 and let r1, r2, r3, r4, ρ be as in that definition. Assume that X = (x1, . . . , xN ),
Y = (y1, . . . , yM ) with xi, yj ∈ C, |xi| ≤ a and |yj | ≤ a for i = 1, . . . , N and j = 1, . . . ,M .
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Finally, let K ⊂ C \ [0,∞) be a compact set. Then we can find a constant C depending on
r1, r2, r3, r4,K, a, t,M,N, n such that
(3.4) |H(~z, ~w, ~ˆz, ~ˆw;N1, N2;u1, u2)| ≤ CN1+N2 ·
(
1 + ρ
2
)N21+N22
,
where
H(~z, ~w, ~ˆz, ~ˆw;N1, N2;u1, u2) = det
[
1
zi − wj
]N1
i,j=1
det
[
1
zˆi − wˆj
]N2
i,j=1
N1∏
i=1
S(wi, zi;u1, t)
[− log t] · wi ·
N2∏
i=1
S(wˆi, zˆi;u2, t)
[− log t] · wˆi ·
N1∏
i=1
M∏
j=1
1− yjzi
1− yjwi
N1∏
i=1
N∏
j=1
1− w−1i xj
1− z−1i xj
N2∏
i=1
M∏
j=1
1− zˆiyj
1− wˆiyj×
N2∏
i=1
n∏
j=1
1− wˆ−1i xj
1− zˆ−1i xj
·
N1∏
i=1
N2∏
j=1
(zˆjz
−1
i ; t)∞
(wˆjz
−1
i ; t)∞
(wˆjw
−1
i ; t)∞
(zˆjw
−1
i ; t)∞
.
(3.5)
In (3.4) we have that u1, u2 ∈ K, and |zi| = r1, |wi| = r2, |zˆj | = r3 and |wˆj | = r4 for i = 1, . . . , N1
and j = 1, . . . , N2. In (3.5) the function S is as in Definition 3.1.
Moreover, if we fix u1 ∈ C \ [0,∞) then the function
(3.6) H(u1, u2) =
∞∑
N1,N2=0
∫
γ1
∫
γ2
∫
γ3
∫
γ4
H(~z, ~w, ~ˆz, ~ˆw;N1, N2;u1, u2)
N1!N2!
N2∏
i=1
dwˆi
2piι
N2∏
i=1
dzˆi
2piι
N1∏
i=1
dwi
2piι
N1∏
i=1
dzi
2piι
,
is well-defined and analytic in u2 ∈ C\ [0,∞). In (3.6) we have that γi is a positively oriented circle
of radius ri for i = 1, 2, 3, 4 and if N1 = N2 = 0 then the summand equals 1 by convention.
We now turn to the main result of the section.
Theorem 3.5. Make the same assumptions as in Lemma 3.4. Let PX,Y be as in Definition 2.6. If
u1, u2 ∈ C \ [0,∞) then we have
(3.7) EX,Y
[
1
(u1t−λ
′
1(N); t)∞
· 1
(u2t−λ
′
1(n); t)∞
]
= H(u1, u2),
where H(u1, u2) is as in (3.6).
Remark 3.6. For a random variable Z supported on Z and u ∈ C \ [0,∞) the expression
E
[
1
(utZ ; t)∞
]
is sometimes called the t-Laplace transform, see [BC14]. Notice that by the definition of the t-
Pochhammer symbol the expression (utn; t)∞ is uniformly bounded away from 0 if u ∈ C \ [0,∞)
and n ∈ Z and so the expectation in (3.7) is well-defined. We see that equation (3.7) is providing
us with a formula for the joint t-Laplace transform of λ′1(n) and λ′1(N). This formula will play the
role of a starting point for proving our two-point asymptotic result from Theorem 2.10.
Remark 3.7. Let us discuss the assumptions of Theorem 3.5. The assumption xi, yj ∈ [0, a] for some
a ∈ (0, 1) is necessary to ensure that the measure PX,Y is well-defined. In the process of deriving
(3.7) we will see that the critical properties we demand from the contours γi for i = 1, . . . , 4 are:
(1) γ1, . . . , γ4 are nested, i.e. γi+1 is contained in the region enclosed by γi for i = 1, 2, 3;
(2) γ3 encircles the points x1, . . . , xN and 0;
(3) γ2 excludes the points y−11 , . . . , y
−1
M ;
(4) γ4 encircles the point 0;
(5) t · γ1 is contained in the region enclosed by γ4.
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Having the above five conditions satisfied dictates our choice of r1, . . . , r4 satisfying a−1 > r1 >
r2 > r3 > r4 > a and r4/r1 > t. Such a choice of radii is possible for any a, t ∈ (0, 1) by simply
picking the radii to all be very close to 1. What this in particular implies is that each summand
in (3.6) makes sense for any a, t ∈ (0, 1) and not just when this pair of parameters are good in the
sense of Definition 3.3.
Let us explain why we demand that a, t be good in Theorem 3.5. The existence of ρ ∈ (0, 1)
satisfying (3.3) is technical and has to do with the convergence, and hence well-posedness, of the
function H(u1, u2) in (3.6). Specifically, the mixed product
N1∏
i=1
N2∏
j=1
(zˆjz
−1
i ; t)∞
(wˆjz
−1
i ; t)∞
(wˆjw
−1
i ; t)∞
(zˆjw
−1
i ; t)∞
that appears in the last line of (3.5) is pointwise of order ectN1N2 . This makes the N1!N2! in (3.6)
insufficient to ensure the summability of the terms. Part of our proof of Lemma 3.4 is to utilize the
fact that the Cauchy determinants, that appear in the first line of (3.5), provide some decay which
can offset the contribution of this mixed product, but only if (3.3) holds, which is why we require
it. In simple words, while each summand in (3.6) is well-defined for any a, t ∈ (0, 1), we can prove
that the sum is convergent only when a, t are good.
A simple condition that ensures that a, t are good is if these parameters are close enough to 0.
We emphasize that while our requirement that a, t are good is technical it appears to be crucial.
For values of a, t that are close to 1 at this time we have no way to handle the contribution of the
mixed product and make sense of the sum in (3.6).
We end this section by summarizing several statements about the function S(w, z;u, t) from
Definition 3.1 in the following lemmas. The proof of these lemmas is given in Section 7.1.
Lemma 3.8. Fix t ∈ (0, 1) and compact sets K1 ⊂ (t, 1) and K2 ∈ C \ [0,∞). Then there exists
a constant M0 > 0 depending on K1,K2, t such that if z, w ∈ C satisfy |w| = r, |z| = R with
R > r > tR > 0 and r/R ∈ K1, and u ∈ K2 then
(3.8) |S(w, z;u, t)| ≤M0,
where S(w, z;u, t) is as in Definition 3.1.
Lemma 3.9. Fix t ∈ (0, 1) and R, r ∈ (0,∞) such that R > r > tR. Denote by A(r,R) ⊂ C
the annulus of inner radius r and outer radius R that has been centered at the origin. Then the
function S(w, z;u, t) from Definition 3.1 is well-defined for (w, z, u) ∈ Y = {(x1, x2, x3) ∈ A(r,R)×
A(r,R) × (C \ [0,∞)) : |x1| < |x2|} and is jointly continuous in those variables (for fixed t) over
Y . If we fix u ∈ C \ [0,∞) and w ∈ A(r,R) then as a function of z, S(w, z;u, t) is analytic on
{ζ ∈ A(r,R) : |ζ| > |w|}; analogously, if we fix u ∈ C \ [0,∞) and z ∈ A(r,R) then as a function
of w, S(w, z;u, t) is analytic on {ζ ∈ A(r,R) : |ζ| < |z|}. Finally, if we fix w, z ∈ A(r,R) with
|z| > |w| then S(w, z;u, t) is analytic in C \ [0,∞) as a function of u.
3.2. k-th moment formula. The proof of Theorem 3.5 is given in Section 3.3. In this section we
establish the following important ingredient we require for the proof.
Lemma 3.10. Let M,N ∈ N, a, t ∈ (0, 1) and fix x1, . . . , xN ∈ [0, a] and y1, . . . , yM ∈ [0, a]. Let
PX,Y be as in Definition 2.6 and u1 ∈ C \ [0,∞). Then for any n, k ∈ N with 1 ≤ n ≤ N one has
(3.9) EX,Y
[
t−kλ
′
1(n) · 1
(u1t−λ
′
1(N); t)∞
]
=
∞∑
N1=0
∑
λ`k
(t−1 − 1)kkt!
m1(λ)!m2(λ)! · · ·
Bλ(N1;X,Y, n;u1, t)
N1!
,
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where
Bλ(N1;X,Y, n;u1, t) =
∫
γ
N1
1
∫
γ
N1
2
∫
γ
`(λ)
3
det
[
1
zi − wj
]N1
i,j=1
det
[
1
zˆjt−λi − zˆi
]`(λ)
i,j=1
N1∏
i=1
S(wi, zi;u1, t)
[− log t] · wi ·
N1∏
i=1
M∏
j=1
1− yjzi
1− yjwi
N1∏
i=1
N∏
j=1
1− xjw−1i
1− xjz−1i
`(λ)∏
i=1
M∏
j=1
1− zˆiyj
1− zˆitλiyj×
`(λ)∏
i=1
n∏
j=1
1− zˆ−1i xjt−λi
1− zˆ−1i xj
·
N1∏
i=1
`(λ)∏
j=1
(zˆjz
−1
i ; t)∞
(zˆjz
−1
i t
λj ; t)∞
(zˆjw
−1
i t
λj ; t)∞
(zˆjw
−1
i ; t)∞
`(λ)∏
i=1
dzˆi
2piι
N1∏
i=1
dwi
2piι
N1∏
i=1
dzi
2piι
.
(3.10)
In (3.10) the γ1, γ2, γ3 are positively oriented zero-centered circles of radii r1, r2, r3 respectively with
a−1 > r1 > r2 > r3 > a, r3/r1 > t, and S(w, z;u1, t) is as in Definition 3.1. Moreover, if Iλ(N1)
denotes the integrand in (3.10) we have the following upper bound
(3.11) |Iλ(N1)| ≤ CN1 ·NN1/21 ,
where the constant C > 0 depends on N,M, a, t, r1, r2, r3, k and a compact set K ⊂ C \ [0,∞). The
inequality (3.11) holds whenever λ ` k, xi, yj ∈ C satisfy |xi| ≤ (a+r3)/2, |yj | ≤ a for i = 1, . . . , N ,
j = 1, . . . ,M and u1 ∈ K uniformly on γN11 × γN2 × γ`(λ)3 .
Remark 3.11. Notice that (3.11) and the compactness of the integration contours ensures that the
N1! in the denominator on the right side of (3.9) is enough to make the sum absolutely convergent.
In addition, as explained in Remark 3.6, the expression
1
(u1t−λ
′
1(N); t)∞
is uniformly bounded, while by definition we have that PX,Y -almost surely 0 ≤ λ′1(n) ≤ n and so
the expectation on the left side of (3.9) is well-defined and finite.
To prove Lemma 3.10 we need several results that we list here. First of all, we require the
following result, whose proof can be found in Section 7.1.
Lemma 3.12. Let N ∈ N.
(1) Hadamard’s inequality: If A is an N ×N matrix and v1, . . . , vN denote the column vectors
of A then | detA| ≤∏Ni=1 ‖vi‖ where ‖x‖ = (x21 + · · ·+ x2N )1/2 for x = (x1, . . . , xN ).
(2) Fix r,R ∈ (0,∞) with R > r. Let zi, wi ∈ C be such that |zi| = R and |wi| ≤ r for
i = 1, . . . , N . Then
(3.12)
∣∣∣∣∣det
[
1
zi − wj
]N
i,j=1
∣∣∣∣∣ ≤ R−N · NN · (r/R)(
N
2 )
(1− r/R)N2 .
We also require the following contour integral identity, which can be found as [Dim18, Lemma
3.1], and whose proof dates back to [BBC16, Proposition 7.2].
Lemma 3.13. Fix k ≥ 1 and q ∈ (1,∞). Assume that we are given a set of positively oriented closed
contours γ1, . . . , γk, containing 0, and a function F (z1, . . . , zk), satisfying the following properties:
1. F (z1, . . . , zk) =
∏k
i=1 f(zi);
2. For all 1 ≤ A < B ≤ k, the interior of γA contains the image of γB multiplied by q;
3. For all 1 ≤ j ≤ k there exists a deformation Dj of γj to γk so that for all z1, . . . , zj−1, zj , . . . , zk
with zi ∈ γi for 1 ≤ i < j and zi ∈ γk for j < i ≤ k, the function zj → F (z1, . . . , zj , . . . , zk)
is analytic in a neighborhood of the area swept out by the deformation Dj.
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Then we have the following residue expansion identity:∫
γ1
· · ·
∫
γk
∏
1≤A<B≤k
zA − zB
zA − qzBF (z1, · · · , zk)
k∏
i=1
dzi
2piιzi
=
∑
λ`k
(1− q)k(−1)kq−k(k−1)2 kq!
m1(λ)!m2(λ)! · · ·∫
γk
· · ·
∫
γk
`(λ)∏
j=1
f(wj)f(wjq) · · · f(wjqλj−1) det
[
1
wiqλi − wj
]`(λ)
i,j=1
`(λ)∏
j=1
dwi
2piι
,
(3.13)
where we recall that kt! =
(1−t)(1−t2)···(1−tk)
(1−t)k .
Finally, we need the following result, which is essentially [Dim18, Proposition 3.5] upon a change
of variables. As the change of variables is rather non-trivial we also supply the proof.
Lemma 3.14. Let M,N ∈ N, a, t ∈ (0, 1) and fix x1, . . . , xN ∈ [0, a] and y1, . . . , yM ∈ [0, a]. Let
PX,Y be as in Definition 2.6 and u1 ∈ C \ [0,∞). Then we have
(3.14) EX,Y
[
1
(u1t−λ
′
1(N); t)∞
]
= 1 +
∞∑
N1=1
B(N1;X,Y ;u1, t)
N1!
,
where
B(N1;X,Y ;u1, t) =
∫
C
N1
1
∫
C
N1
2
det
[
1
zi − wj
]N1
i,j=1
N1∏
i=1
N∏
j=1
1− xjw−1i
1− xjz−1i
·
N1∏
i=1
M∏
j=1
1− yjzi
1− yjwi ·
N1∏
i=1
S(wi, zi;u1, t)
[− log t] · wi
N1∏
i=1
dwi
2piι
N1∏
i=1
dzi
2piι
.
(3.15)
Here C1, C2 are positively oriented circles of radii r1, r2 respectively such that a−1 > r2 > 0, r1 > a
and 1 > r2/r1 > t, and S(w, z;u1, t) is as in Definition 3.1. Moreover, we have
(3.16) |B(N1;X,Y ;u1, t)| ≤ CN1 ·NN1/21 ,
where the constant C depends on N,M, a, t, r1, r2 and a compact set K ⊂ C \ [0,∞) and (3.16)
holds whenever xi, yj ∈ C satisfy |xi| ≤ a, |yj | ≤ a for i = 1, . . . , N , j = 1, . . . ,M and u1 ∈ K.
Proof. For clarity we split the proof into two steps.
Step 1. In this step we establish (3.16). Observe that for |z| = r1 and |w| = r2 we have that∣∣∣∣ 1z − w
∣∣∣∣ ≤ 1r1 − r2 .
Combining the latter with Hadamard’s inequality, see Lemma 3.12, we conclude that∣∣∣∣∣det
[
1
zi − wj
]N1
i,j=1
∣∣∣∣∣ ≤
(
1
r1 − r2
)N1
·NN1/21 ,
for all zi ∈ C1 and wi ∈ C2 for i = 1, . . . , N1. Next by Lemma 3.8 we see that we can find a constant
A1 > 0 depending on K, r1, r2 and t such that if u1 ∈ K we have∣∣∣∣∣
N1∏
i=1
S(wi, zi;u1, t)
[− log t] · wi
∣∣∣∣∣ ≤ AN11 ,
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for all zi ∈ C1 and wi ∈ C2 for i = 1, . . . , N1. Also we can find a constant A2 > 0 depending on
M,N, a, t, r1, r2 such that if |xi| ≤ a and |yj | ≤ a for i = 1, . . . , N and j = 1, . . . ,M then∣∣∣∣∣∣
N1∏
i=1
N∏
j=1
1− xjw−1i
1− xjz−1i
·
N1∏
i=1
M∏
j=1
1− yjzi
1− yjwi
∣∣∣∣∣∣ ≤ AN12 .
for all wi ∈ C1 and zi ∈ C2 for i = 1, . . . , N1. Combining the last three inequalities with the
compactness of C1, C2 we conclude (3.16).
Step 2. In this step we prove (3.14). Observe that for u 6∈ [0,∞) we have that
1
(ut−r; t)∞
is bounded for r ∈ Z, r ≥ 0 and so the right side of (3.14) is well-defined and finite. Furthermore,
by (3.16), we see that the N1! in the denominator on the right side of (3.14) ensures that the series
is convergent. Thus both sides of (3.14) are well-defined and we need to show that they are equal.
From [Dim18, Proposition 3.5] we have
(3.17) EX,Y
[
1
(u(1− t)t−λ′1(N); t)∞
]
= 1 +
∞∑
N1=1
1
N1!
∫
C0
· · ·
∫
C0
det [Ku(wi, wj)]
N1
i,j=1
N1∏
i=1
dwi
2piι
,
where C0 is the positively oriented circle of radius t−1 and Ku is defined through
Ku(w,w
′) =
1
2piι
∫ 1/2+ι∞
1/2−ι∞
dsΓ(−s)Γ(1 + s)(−u(t−1 − 1))sgw,w′(ts),
with
gw,w′(t
s) =
1
wt−s − w′
N∏
j=1
1− xj(wt)−1
1− xj(wt)−1ts ·
M∏
j=1
1− yj(wt)t−s
1− yj(wt) .
In the definition of Ku we have that the contour is a vertical line passing through 1/2, which is
oriented to have increasing imaginary part. We remark that [Dim18, Proposition 3.5] was formulated
for the case when M = N and to get the above equality we only need to apply that proposition to
N = max(M,N) and set yi = 0 for max(N,M) ≥ i ≥M+1 and xi = 0 for max(N,M) ≥ i ≥ N+1.
We further remark that in the proof of [Dim18, Lemma 3.2] it was shown that for some positive
constants C, c > 0 we have that
(3.18) |gw,w′(ts)(−ζ)s| ≤ Ce−cxe|yθ|,
where ζ = u(t−1 − 1), −ζ = reιθ with |θ| < pi and s = x+ ιy. Furthermore from (3.2) we have
(3.19) |Γ(−s)Γ(1 + s)| =
∣∣∣∣ pisin(−pis)
∣∣∣∣ ≤ pi · c′e−pi|Im(s)|,
for some constant c′ > 0, where the first equality follows from the Euler’s Gamma reflection formula,
cf. [SS03, Chapter 6, Theorem 1.4]. Equations (3.18) and (3.19) together imply that if u varies over
compact subsets of C \ [0,∞) we can find a constant C > 0 such that for all w,w′ ∈ C0
|Ku(w,w′)| ≤ C,
which together with Hadamard’s inequality, see Lemma 3.12, and the compactness of C0 implies
that the sum in (3.17) is absolutely convergent.
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Using (3.18) and (3.19) we have for any φ ∈ R
Ku(w,w
′)=
∑
m∈Z
∫ 1/2+2piι(m+1)/[− log t]+ιφ
1/2+2piιm/[− log t]+ιφ
ds(2piι)−1
wt−s − w′
pi(−ζ)s
sin(−pis)
N∏
j=1
1− xj(wt)−1
1− xj(wt)−1ts
M∏
j=1
1− yj(wt)t−s
1− yj(wt) =
∫ 1/2+2piι[− log t]+ιφ
1/2+ιφ
ds(2piι)−1
wt−s − w′
N∏
j=1
1− xj(wt)−1
1− xj(wt)−1ts
M∏
j=1
1− yj(wt)t−s
1− yj(wt)
∑
m∈Z
pi(−ζ)s+2piιm/[− log t]
sin(−pi(s+ 2piιm/[− log t])) ,
where we used that t2piιm/[− log t] = 1.
We proceed to change variables: tζ = u(1− t) = u1, z = wt1−s, and pick φ such that we−iφ = t−1
and expand the determinant in (3.17) to get
EX,Y
[
1
(u1t−λ
′
1(N); t)∞
]
= 1 +
∞∑
N1=1
1
N1!
∑
σ∈SN1
(−1)σ
∫
C
N1
0
∫
C
N1
1
N1∏
i=1
t
zi − twσ(i)
·
N1∏
i=1
N∏
j=1
1− xj(wit)−1
1− xjz−1i
·
N1∏
i=1
M∏
j=1
1− yjzi
1− yj(wit) ·
N1∏
i=1
S(twi, zi;u1, t)
[− log t] · (wit)
N1∏
i=1
dzi
2piι
N1∏
i=1
dwi
2piι
,
(3.20)
where C1 is the positively oriented circle of radius t−1/2 centered at the origin and S(w, z;u, t) is as
in Definition 3.1. Changing variables wi → t−1wi and using the formula
∑
σ∈SN1
(−1)σ
N1∏
i=1
1
zi − wσ(i)
= det
[
1
zi − wj
]N1
i,j=1
,
we see that (3.20) implies (3.14) except that C1, C2 have radii 1 and t−1/2 respectively. However,
by Lemma 3.9, we may deform C1 and C2 to the circles of radii r1, r2 without changing the result
by Cauchy’s theorem.

We now turn to the proof of Lemma 3.10.
Proof. (Lemma 3.10) For clarity we split the proof into three steps. In Step 1 we prove (3.11).
In Step 2 we assume that (3.9) holds when x1, . . . , xN are very small and distinct and deduce the
validity of (3.9) for all (x1, . . . , xN ) ∈ [0, a]N by showing that both sides of (3.9) can be analytically
continued to a region containing [0, a]N . In Step 3 we prove that (3.9) holds when x1, . . . , xN are
very small and distinct by utilizing the difference operators of Section 2.3 and Lemma 3.14.
Step 1. In this step we establish (3.11). From Hadamard’s inequality, see Lemma 3.12, we know
that there exist constants A1, A2 > 0 depending on r1, r2, r3, k and t such that for all λ ` k we have∣∣∣∣∣det
[
1
zi − wj
]N1
i,j=1
∣∣∣∣∣ ≤ AN11 NN1/21 , and
∣∣∣∣∣det
[
1
zˆjt−λi − zˆi
]`(λ)
i,j=1
∣∣∣∣∣ ≤ A2
for all zi ∈ γ1, wi ∈ γ2, zˆj ∈ γ3 for i = 1, . . . , N1 and j = 1, . . . , `(λ). In addition, by Lemma 3.8 we
can find a constant A3 > 0 depending on K, t, r1, r2, r3 (we use that r3/r1 > t) such that∣∣∣∣∣
N1∏
i=1
S(wi, zi;u1, t)
[− log t] · wi
∣∣∣∣∣ ≤ AN13 ,
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for all zi ∈ γ1, wi ∈ γ2 for i = 1, . . . , N1. By our choice of a−1 > r1 > r2 > r3 > a we can find a
constant A4 > 0 depending on a, t, r1, r2, N,M such that∣∣∣∣∣∣
N1∏
i=1
M∏
j=1
1− yjzi
1− yjwi
N1∏
i=1
N∏
j=1
1− xjw−1i
1− xjz−1i
∣∣∣∣∣∣ ≤ AN14 ,
for all zi ∈ γ1, wi ∈ γ2 for i = 1, . . . , N1. Next we can find a constant A5 > 0 depending on
a, t, r3, N,M, k such that for all λ ` k we have∣∣∣∣∣∣
`(λ)∏
i=1
M∏
j=1
1− zˆiyj
1− zˆitλiyj
`(λ)∏
i=1
n∏
j=1
1− zˆ−1i xjt−λi
1− zˆ−1i xj
∣∣∣∣∣∣ ≤ A5,
for all zˆj ∈ γ3 for j = 1, . . . , `(λ). Finally, by our choice of a−1 > r1 > r2 > r3 > a and r3/r1 > t
we can find a constant A6 depending on k, t, r1, r2, r3 such that for all λ ` k we have∣∣∣∣∣∣
N1∏
i=1
`(λ)∏
j=1
(zˆjz
−1
i ; t)∞
(zˆjz
−1
i t
λj ; t)∞
(zˆjw
−1
i t
λj ; t)∞
(zˆjw
−1
i ; t)∞
∣∣∣∣∣∣ ≤ AN16 ,
for all zi ∈ γ1, wi ∈ γ2, zˆj ∈ γ3 for i = 1, . . . , N1 and j = 1, . . . , `(λ). Combining the six inequalities
above we conclude (3.11).
Step 2. In this step we fix y1, . . . , yM ∈ [0, a] and assume that (3.9) holds for (x1, . . . , xN ) ∈
(0, atk+1)N ∩WN , where we recall that WN = {(a1, . . . , aN ) ∈ RN : a1 < a2 < · · · < aN}. Under
this assumption we want to show that (3.9) holds for all (x1, . . . , xN ) ∈ [0, a]N . For convenience, we
set r = (a+ r3)/2.
From Lemma 3.9 we know that Iλ(N1) (the integrand in 3.10) is jointly continuous in wi, zi, zˆj
for i = 1, . . . , N1 and j = 1, . . . , `(λ) as well as (x1, . . . , xN ). Moreover, for fixed zi, wi, zˆj the
integrand is analytic in xi ∈ Dr (the zero-centered disc of radius r = (a + r3)/2) for i = 1, . . . , N .
By [SS03, Theorem 5.4] we conclude that Bλ(N1;X,Y, n;u1, t) is analytic in xi ∈ Dr for i = 1, . . . , N
(this statement should be read as the function being analytic in xi ∈ Dr if all the other xj ’s are
fixed in Dr for each i = 1, . . . , N). From (3.11), which we established in Step 1, we see that the
sum on the right side of (3.10) is absolutely convergent and so by [SS03, Theorem 5.2] we conclude
that the right side of (3.10) is analytic in xi ∈ Dr for i = 1, . . . , N . We next show that the same is
true for the left side.
Recall, from Section 2 that
EX,Y
[
t−kλ
′
1(n) · 1
(u1t−λ
′
1(N); t)∞
]
=
N∏
i=1
M∏
j=1
1− xiyj
1− txiyj ·
∑
λ(n)···λ(N)
t−kλ
′
1(n) · 1
(u1t−λ
′
1(N); t)∞
· Pλ(n)(x1, . . . , xn; t)
N∏
i=n+1
Pλ(i+1)/λ(i)(xi; t)Qλ(N)(Y ; t).
(3.21)
Notice that we can find a constant A7 > 0 depending on u1, t, N, n, k such that∣∣∣∣t−kλ′1(n) · 1(u1t−λ′1(N); t)∞
∣∣∣∣ ≤ A7
where we used that u1 6∈ [0,∞) and the fact that 0 ≤ λ′1(n) ≤ n. Using (2.3) and (2.5) we have for
xi ∈ Dr for i = 1, . . . , N that∣∣∣∣∣Pλ(n)(x1, . . . , xn; t)
N∏
i=n+1
Pλ(i+1)/λ(i)(xi; t)
∣∣∣∣∣ ≤ Pλ(n)(r, . . . , r; t)
N∏
i=n+1
Pλ(i+1)/λ(i)(r; t).
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Combining the last two observations we get
∑
λ(n)···λ(N)
∣∣∣∣∣t−kλ′1(n) · 1(u1t−λ′1(N); t)∞ · Pλ(n)(x1, . . . , xn; t)
N∏
i=n+1
Pλ(i+1)/λ(i)(xi; t)Qλ(N)(Y ; t)
∣∣∣∣∣ ≤
A7 ·
∑
λ(n)···λ(N)
Pλ(n)(r, . . . , r; t)
N∏
i=n+1
Pλ(i+1)/λ(i)(r; t)Qλ(N)(Y ; t) = A7
M∏
j=1
(
1− tryj
1− ryj
)N
,
where in the last equality we used (2.5) and (2.6). The work above shows the sum on the right side
of (3.21) is absolutely convergent for xi ∈ Dr for i = 1, . . . , N . Since each summand is a polynomial
in xi, we conclude by [SS03, Theorem 5.2] that the left side of (3.21) is an analytic function of
xi ∈ Dr for i = 1, . . . , N .
We now know that both the left and right side of (3.9) are given by functions that are analytic
in each xi ∈ Dr for i = 1, . . . , N . We proceed to inductively on m show that if (x1, . . . , xN−m) ∈
(0, atk+1)N−m ∩WN−m and xi ∈ Dr for i ≥ N −m + 1 then (3.9) holds. The base case m = 0 is
the statement we assumed in the beginning of the step. Assuming the result for N − 1 ≥ m ≥ 0
we fix (x1, . . . , xN−m−1) ∈ (0, atk+1)N−m−1 ∩ WN−m−1 and xi ∈ Dr for i = N − m + 1, . . . , N .
Then as a function of xN−m both sides of (3.9) are analytic in xN−m ∈ Dr and are equal for
xN−m ∈ (xN−m−1, atk+1) by induction hypothesis. As the latter segment has a limit point in Dr by
our choice of r we conclude by [SS03, Corollary 2.4.9] that (3.9) holds whenever (x1, . . . , xN−m−1) ∈
(0, atk+1)N−m−1 ∩WN−m−1 and xi ∈ Dr for i = N −m, . . . , N . This proves the induction step and
iterating the above statement for m = 0, . . . , N − 1 we finally arrive at the fact that (3.9) holds for
all (x1, . . . , xN ) ∈ DNr , which in particular shows the equality when (x1, . . . , xN ) ∈ [0, a]N .
Step 3. In Steps 1 and 2 we reduced the proof of the lemma to establishing (3.9) when (x1, . . . , xN ) ∈
(0, atk+1)N∩WN . We prove this statement here and what we will see is that in this case (3.9) follows
from applying Π(X;Y )−1 · Dkn ·Π(X;Y ) to both sides of (3.14), where Π(X;Y ) is as in (2.6).
By Lemma 2.15 applied to the function
f(λ(n), . . . , λ(N)) =
1
(u1t−λ1(N); t)∞
,
we conclude that the left side of (3.9 equals
Π(X;Y )−1 · Dkn
1 + ∞∑
N1=1
Π(X;Y )
B(N1;X,Y ;u1, t)
N1!
 .
In view of (3.16) we know that the sum above converges absolutely and by Properties 1 and 2 of
Dn, see Section 2.3, we see that we can exchange the order of the sum and operator. In particular,
to prove (3.9) it suffices to show that
(3.22)
∑
λ`k
(t−1 − 1)kkt!
m1(λ)!m2(λ)! · · ·Bλ(N1;X,Y, n;u1, t) = Π(X;Y )
−1 · Dkn ·Π(X;Y ) ·B(N1;X,Y ;u1, t),
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where we have adopted the convention B(0;X,Y ;u1, t) = 1. From (3.15) and the definition of
Π(X;Y ) in (2.6) we know that the right side of (3.22) is equal to
N∏
i=1
M∏
j=1
1− xiyj
1− txiyj · D
k
n
[∫
γ
N1
1
∫
γ
N1
2
det
[
1
zi − wj
]N1
i,j=1
N1∏
i=1
S(wi, zi;u1, t)
[− log t] · wi ·
N1∏
i=1
M∏
j=1
1− yjzi
1− yjwi ·
N∏
i=1
M∏
j=1
1− txiyj
1− xiyj
N1∏
i=1
N∏
j=1
1− xjw−1i
1− xjz−1i
N1∏
i=1
dwi
2piι
N1∏
i=1
dzi
2piι
]
,
where γ1, γ2 are as in the statement of the lemma. We may now take a sequence of Riemann sums
converging to the above integrals and use Properties 1 and 2 of Dn to exchange the order of the
integral and operator. Consequently, the right side of (3.22) is equal to∫
γ
N1
1
∫
γ
N1
2
det
[
1
zi − wj
]N1
i,j=1
N1∏
i=1
S(wi, zi;u1, t)
[− log t] · wi ·
N1∏
i=1
M∏
j=1
1− yjzi
1− yjwi
N∏
i=1
M∏
j=1
1− xiyj
1− txiyj
N∏
i=n+1
M∏
j=1
1− txiyj
1− xiyj ·
N∏
j=n+1
N1∏
i=1
1− xjw−1i
1− xjz−1i
Dkn
[
n∏
i=1
f(xi)
]
N1∏
i=1
dwi
2piι
N1∏
i=1
dzi
2piι
,
(3.23)
where
f(x) =
M∏
j=1
1− txyj
1− xyj
N1∏
i=1
1− xw−1i
1− xz−1i
.
Observe that f(z) is non-zero and holomorphic in the unit disc, centered at 0 and that f(0) = 1.
It follows by Proposition 2.14 that
(3.24) Dkn
[
n∏
i=1
f(xi)
]
=
∏n
i=1 f(xi)
(2piι)k
∫
C0,1
· · ·
∫
C0,k
∏
1≤a<b≤k
ζa − ζb
ζa − ζbt−1
k∏
i=1
 n∏
j=1
ζi − xjt−1
ζi − xj
 1
f(ζi)
dζi
ζi
,
where C0,p are positively oriented simple contours encircling x1, . . . , xn and 0 and no zeros of f(z).
In addition, C0,p contains t−1C0,q for p < q and C0,1 ⊂ D – a complex neighborhood containing
0, x1, . . . , xn where f(x) is holomorphic and non-vanishing. Since by assumption |xi| < atk+1 we see
that we can take C0,i above to be the positively oriented, zero centered circles of radius at(i−1)+i/k
– we fix this choice of contours in the sequel. Combining (3.23) and (3.24) and performing a bit of
cancellations we see that the right side of (3.22) is equal to∫
γ
N1
1
∫
γ
N1
2
det
[
1
zi − wj
]N1
i,j=1
N1∏
i=1
S(wi, zi;u1, t)
[− log t] · wi ·
N1∏
i=1
M∏
j=1
1− yjzi
1− yjwi ·
N1∏
i=1
N∏
j=1
1− xjw−1i
1− xjz−1i
·
∫
C0,1
· · ·
∫
C0,k
∏
1≤a<b≤k
ζa − ζb
ζa − ζbt−1
k∏
i=1
 n∏
j=1
ζi − xjt−1
ζi − xj ·
1
f(ζi)
 k∏
i=1
dζi
2piιζi
N1∏
i=1
dwi
2piι
N1∏
i=1
dzi
2piι
.
(3.25)
We next perform the change of variables ωi = −ζ−1k−i+1 for i = 1, . . . , k. This allows us to rewrite∫
C0,1
· · ·
∫
C0,k
∏
1≤a<b≤k
ζa − ζb
ζa − ζbt−1
k∏
i=1
 n∏
j=1
ζi − xjt−1
ζi − xj ·
1
f(ζi)
 k∏
i=1
dζi
2piιζi
=
∫
γ˜1
· · ·
∫
γ˜k
∏
1≤a<b≤k
ωa − ωb
ωa − ωbt−1
k∏
i=1
 n∏
j=1
ω−1i + xjt
−1
ω−1i + xj
· 1
f(−ω−1i )
 k∏
i=1
dωi
2piιωi
,
(3.26)
where γ˜i is the positively oriented zero-centered circle of radius a−1t−(k−i)−(k−i+1)/k.
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We may now apply Lemma 3.13 for the case q = t−1, γi = γ˜i as above and
f(z) =
n∏
j=1
z−1 + xjt−1
z−1 + xj
·
M∏
j=1
1 + z−1yj
1 + tz−1yj
·
N1∏
i=1
1 + z−1z−1i
1 + z−1w−1i
.
We then obtain
∫
γ˜1
· · ·
∫
γ˜k
∏
1≤a<b≤k
ωa − ωb
ωa − ωbt−1
k∏
i=1
 n∏
j=1
ω−1i + xjt
−1
ω−1i + xj
· 1
f(−ω−1i )
 k∏
i=1
dωi
2piιωi
=
∑
λ`k
(1− t−1)k(−1)kt k(k−1)2 kt−1 !
m1(λ)!m2(λ)! · · ·
∫
γ˜
`(λ)
k
det
[
1
vit−λi − vj
]`(λ)
i,j=1
`(λ)∏
i=1
H(vi, λi)
`(λ)∏
i=1
dvi
2piι
,
(3.27)
where
H(v, λ) =
λ−1∏
s=0
n∏
j=1
v−1ts + xjt−1
v−1ts + xj
·
λ−1∏
s=0
M∏
j=1
1 + v−1tsyj
1 + tv−1tsyj
·
λ−1∏
s=0
N1∏
i=1
1 + v−1tsz−1i
1 + v−1tsw−1i
.(3.28)
We next note that
λ−1∏
s=0
M∏
j=1
1 + v−1tsyj
1 + tv−1tsyj
=
M∏
j=1
1 + v−1yj
1 + v−1tλyj
,
λ−1∏
s=0
n∏
j=1
v−1ts + xjt−1
v−1ts + xj
=
λ−1∏
s=0
n∏
j=1
1 + vxjt
−s−1
1 + vxjt−s
=
n∏
j=1
1 + vxjt
−λ
1 + vxj
,
λ−1∏
s=0
N1∏
j=1
1 + v−1tsz−1j
1 + v−1tsw−1j
=
N1∏
j=1
(−v−1z−1j ; t)∞
(−v−1z−1j tλ; t)∞
(−v−1w−1j tλ; t)∞
(−v−1w−1j ; t)∞
.
(3.29)
Combining (3.26), (3.27), (3.28) and (3.29) with the identity (−1)ktk(k−1)/2kt−1 !(1 − t−1)k =
(t−1 − 1)kkt! we get
∫
C0,1
· · ·
∫
C0,k
∏
1≤a<b≤k
ζa − ζb
ζa − ζbt−1
k∏
i=1
 n∏
j=1
ζi − xjt−1
ζi − xj ·
1
f(ζi)
 k∏
i=1
dζi
2piιζi
=
∑
λ`k
(t−1 − 1)kkt!
m1(λ)!m2(λ)! · · ·
∫
γ˜
`(λ)
k
det
[
1
vit−λi − vj
]`(λ)
i,j=1
`(λ)∏
i=1
M∏
j=1
1 + v−1i yj
1 + v−1i tλiyj
×
`(λ)∏
i=1
n∏
j=1
1 + vixjt
−λ
1 + vixj
·
`(λ)∏
i=1
N1∏
j=1
(−v−1i z−1j ; t)∞
(−v−1i z−1j tλi ; t)∞
(−v−1i w−1j tλi ; t)∞
(−v−1i w−1j ; t)∞
`(λ)∏
i=1
dvi
2piι
.
(3.30)
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Combining (3.30) with (3.23) and (3.24) and performing the change of variables zˆi = −v−1i for
i = 1, . . . , `(λ) we see that the right side of (3.22) is equal to∑
λ`k
(t−1 − 1)kkt!
m1(λ)!m2(λ)! · · ·
∫
γ
N1
1
∫
γ
N1
2
∫
C
`(λ)
0,1
det
[
1
zi − wj
]N1
i,j=1
det
[
1
zˆjt−λi − zˆi
]`(λ)
i,j=1
N1∏
i=1
S(wi, zi;u1, t)
[− log t] · wi ·
N1∏
i=1
M∏
j=1
1− yjzi
1− yjwi
N1∏
i=1
N∏
j=1
1− xjw−1i
1− xjz−1i
`(λ)∏
i=1
M∏
j=1
1− zˆiyj
1− zˆitλiyj×
`(λ)∏
i=1
n∏
j=1
1− zˆ−1i xjt−λi
1− zˆ−1i xj
·
N1∏
i=1
`(λ)∏
j=1
(zˆjz
−1
i ; t)∞
(zˆjz
−1
i t
λj ; t)∞
(zˆjw
−1
i t
λj ; t)∞
(zˆjw
−1
i ; t)∞
`(λ)∏
i=1
dzˆi
2piι
N1∏
i=1
dwi
2piι
N1∏
i=1
dzi
2piι
.
(3.31)
The above now is equal to the left side of (3.22) since we may deform C0,1 to γ3, without affecting
the value of the integral by Cauchy’s theorem. In the last deformation we implicitly used Lemma
3.4. This proves (3.22), which concludes the proof of the lemma. 
3.3. Proof of Theorem 3.5. In this section we give the proof of Theorem 3.5. We require the
following lemma, whose proof is deferred to Section 7.1.
Lemma 3.15. Let M,n ∈ N, N ∈ Z≥0, t ∈ (0, 1) and R > 0. Suppose that a, z ∈ C saitsfy
0 < |a| = |z| ≤ 1. Assume firther that zi, wi, xj , yk ∈ C satisfy |zi| ≥ |z|, |wi| ≥ |z|, |xj | ≤ R,
|yk| ≤ 1 for i = 1, . . . , N , j = 1, . . . , n and k = 1, . . . ,M . Then if u ∈ C we have for any c ∈ N
(3.32)
∣∣∣∣∣∣ u
c
a− ztc
M∏
k=1
1
1− zyktc
n∏
j=1
(1− xjz−1t−c)
N∏
i=1
(zw−1i t
c; t)∞
(zz−1i tc; t)∞
∣∣∣∣∣∣ ≤ (−t; t)
N∞(1 +R/|a|)n|u|ct−cn
|a|(1− t)M+1(t; t)N∞
.
In particular, if |u| < tn the function
(3.33) H(u) =
∞∑
c=1
uc
a− ztc
M∏
k=1
1
1− zyktc
n∏
j=1
(1− xjz−1t−c)
N∏
i=1
(zw−1i t
c; t)∞
(zz−1i tc; t)∞
,
is well-defined and finite. If |u| < tn and u ∈ C \ [0,∞) we also have that
(3.34) H(u) =
1
2piι
∫
C
S(z, w;u, t)
w(a− w)[− log t]
M∏
k=1
1
1− wyk
n∏
j=1
(1− xjw−1)
N∏
i=1
(ww−1i ; t)∞
(wz−1i ; t)∞
dw,
where C is a positively oriented circle of radius r ∈ (t|z|, |z|) that is centered at the origin and
S(z, w;u, t) is as in Definition 3.1.
Proof. (Theorem 3.5) For clarity we split the proof into several steps. In the first step we explain
by an analytic continuation argument that it suffices to prove the theorem when |u2| is small. In
Step 2 we apply Lemma 3.10 to obtain a sequence of equalities, indexed by L – these are given in
(3.35). The left side of these equalities converges to the left side of (3.7) – this is proved in Step 3.
The right side of these equalities converges to the right side of (3.7) – this is proved in Steps 4-6.
Step 1. In this step we assume that we have proved (3.7) when u1, u2 ∈ C\[0,∞) and |u2| < tn(1−t).
Under this assumption we show that (3.7) holds for all u1, u2 ∈ C \ [0,∞). We fix u1 ∈ C \ [0,∞)
and note that by Lemma 3.4 the function H(u1, u2) is analytic in u2 ∈ C \ [0,∞). By definition
EX,Y
[
1
(u1t−λ
′
1(N); t)∞
· 1
(u2t−λ
′
1(n); t)∞
]
=
N∑
a=0
n∑
b=0
PX,Y (λ′1(n) = a, λ′1(N) = b)
(u1t−a; t)∞(u2t−b; t)∞
.
As each summand is analytic in u2 ∈ C \ [0,∞) and the sum is finite, we conclude that the above is
analytic in u2 ∈ C \ [0,∞). Thus both sides of (3.7) define analytic functions in u2 ∈ C \ [0,∞) and
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since by our assumption they are equal in a neighborhood in this set, we have by [SS03, Corollary
2.4.9] that they are equal for all u2 ∈ C \ [0,∞).
Step 2. In the remainder of the proof we fix u1, u2 ∈ C \ [0,∞) with |u2| < tn(1− t) and proceed
to prove (3.7) in this case. From Lemmas 3.10 and 3.14 we have that for any L ∈ N
EX,Y
[(
L∑
k=0
uk2(1− t)−kt−kλ
′
1(n)
kt!
)
1
(u1t−λ
′
1(N); t)∞
]
=
∞∑
N1=0
∞∑
N2=0
HL(u2, N1, N2)
N1!N2!
,(3.35)
where
HL(u2, N1, N2) =
∫
γ
N1
1
∫
γ
N1
2
H1(~z, ~w,N1) ·H2L(~z, ~w,N1, N2)
N1∏
i=1
dwi
2piι
N1∏
i=1
dzi
2piι
(3.36)
and
H1(~z, ~w,N1) = det
[
1
zi − wj
]N1
i,j=1
·
N1∏
i=1
S(wi, zi;u1, t)
[− log t] · wi
N1∏
i=1
M∏
j=1
1− yjzi
1− yjwi
N1∏
i=1
N∏
j=1
1− xjw−1i
1− xjz−1i
H2L(~z, ~w,N1, N2) =
∑
λ∈Y:`(λ)=N2
1{|λ| ≤ L}
∫
γ
N2
3
[u2t
−1]|λ|N2!∏∞
i=1mi(λ)!
det
[
1
zˆjt−λi − zˆi
]N2
i,j=1
·
N2∏
i=1
M∏
j=1
1− zˆiyj
1− zˆitλiyj
N2∏
i=1
n∏
j=1
1− zˆ−1i xjt−λi
1− zˆ−1i xj
·
N1∏
i=1
N2∏
j=1
(zˆjz
−1
i ; t)∞
(zˆjz
−1
i t
λj ; t)∞
(zˆjw
−1
i t
λj ; t)∞
(zˆjw
−1
i ; t)∞
N2∏
i=1
dzˆi
2piι
.
(3.37)
In the above equations γ1, γ2, γ3 are as in the statement of the theorem. Also, we have used the
convention H2L(~z, ~w,N1, 0) = 1 and HL(u2, 0, 0) = 1.
We claim that
EX,Y
[
1
(u1t−λ
′
1(N); t)∞
1
(u2t−λ
′
1(n); t)∞
]
=
lim
L→∞
EX,Y
[(
L∑
k=0
uk2(1− t)−kt−kλ
′
1(n)
kt!
)
· 1
(u1t−λ
′
1(N); t)∞
]
.
(3.38)
and
(3.39) lim
L→∞
∞∑
N1=0
∞∑
N2=0
HL(u2, N1, N2)
N1!N2!
= H(u1, u2).
Clearly (3.35), (3.38) and (3.39) together imply (3.7) and so it suffices to prove (3.38) and (3.39).
We do this in the steps below.
Step 3. In this step we prove (3.38). We have that
lim
L→∞
EX,Y
[(
L∑
k=0
uk2(1− t)−kt−kλ
′
1(n)
kt!
)
· 1
(u1t−λ
′
1(N); t)∞
]
=
N∑
a=0
n∑
b=0
PX,Y (λ1(N) = a, λ1(n) = b)
(u1t−a; t)∞
×(
lim
L→∞
L∑
k=0
uk2(1− t)−kt−kb
kt!
)
=
N∑
a=0
n∑
b=0
PX,Y (λ1(N) = a, λ1(n) = b)
(u1t−a; t)∞(u2t−b; t)∞
,
where in the last equality we used [AAR00, Corollary 10.2.2a], which ensures that for |x| < 1
lim
L→∞
L∑
k=0
xk
kt!
=
1
((1− t)x; t)∞ .
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Here we implicitly used that |u2| ≤ (1 − t)tn so that |u2(1 − t)−1t−b| < 1 for all 0 ≤ b ≤ n. The
above equation proves (3.38).
Step 4. In the remaining steps we prove (3.39). We first notice that the integrals in the definition of
H2L(~z, ~w,N1, N2) are invariant upon permuting the parts of λ. Since the number of ways to permute
the latter is precisely N2!∏∞
i=1mi(λ)!
we conclude
H2L(~z, ~w,N1, N2) =
∫
γ
N2
3
∞∑
c1=1
· · ·
∞∑
cN2=1
1{c1 + · · ·+ cN2 ≤ L}[u2]
∑N2
i=1 ci
det
[
1
zˆj − zˆitci
]N2
i,j=1
·
N2∏
i=1
M∏
j=1
1− zˆiyj
1− zˆitciyj
N2∏
i=1
n∏
j=1
1− zˆ−1i xjt−ci
1− zˆ−1i xj
·
N1∏
i=1
N2∏
j=1
(zˆjz
−1
i ; t)∞
(zˆjz
−1
i t
cj ; t)∞
(zˆjw
−1
i t
cj ; t)∞
(zˆjw
−1
i ; t)∞
N2∏
i=1
dzˆi
2piι
.
(3.40)
In this step we find the limit as L→∞ in (3.40) and obtain estimates for H1 and H2L.
We first derive estimates for the functions in (3.40) that hold whenever zi ∈ γ1, wi ∈ γ2 for
i = 1, . . . , N1 and zˆj ∈ γ3, cj ≥ 1 for j = 1, . . . , N2. Observe that if |ζ| ≤ α < 1 we have that
(3.41) (α; t)∞ =
∞∏
n=0
(1− αtn) ≤
∞∏
n=0
|1− ζtn| = |(ζ; t)∞| ≤
∞∏
n=0
(1 + αtn) = (−α; t)∞.
The latter implies
(3.42)
∣∣∣∣∣∣
N2∏
i=1
N1∏
j=1
(zˆiz
−1
j ; t)∞
(zˆiz
−1
j t
ci ; t)∞
(zˆiw
−1
j t
ci ; t)∞
(zˆiw
−1
j ; t)∞
∣∣∣∣∣∣ ≤
(
(−r3/r1; t)∞(−r4/r2; t)∞
(r4/r1; t)∞(r3/r2; t)∞
)N1N2
.
By Lemma 3.12 we also have∣∣∣∣∣det
[
1
zi − wj
]N1
i,j=1
∣∣∣∣∣ ≤ r−N11 · NN11 (r2/r1)(
N1
2 )
(1− r2/r1)N21
and
∣∣∣∣∣det
[
1
zˆj − zˆitci
]N2
i,j=1
∣∣∣∣∣ ≤ r−N23 · NN22 (r4/r3)(
N2
2 )
(1− r4/r3)N22
.
By Lemma 3.8 we can find a constant A1 > 0 depending on u1, t, r1, r2 such that∣∣∣∣∣
N1∏
i=1
S(wi, zi;u1, t)
[− log t] · wi
∣∣∣∣∣ ≤ AN11 .
Finally, we can find constants A2, A3 > 0 depending on X,Y,N, n,M such that∣∣∣∣∣∣
N2∏
i=1
M∏
j=1
1− zˆiyj
1− zˆitciyj
N2∏
i=1
n∏
j=1
1− zˆ−1i xjt−ci
1− zˆ−1i xj
∣∣∣∣∣∣ ≤ AN22 t−
∑N2
i=1 nci ,
∣∣∣∣∣∣
N1∏
i=1
M∏
j=1
1− yjzi
1− yjwi
N1∏
i=1
N∏
j=1
1− xjw−1i
1− xjz−1i
∣∣∣∣∣∣ ≤ AN13 .
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Combining the above estimates we conclude that
|H1(~z, ~w,N1)| ≤ r−N11 ·
NN11 (r2/r1)
(N12 )
(1− r2/r1)N21
· (A1A3)N1 and
∞∑
c1=1
· · ·
∞∑
cN2=1
∣∣∣∣∣[u2]∑N2i=1 ci det
[
1
zˆj − zˆitci
]N2
i,j=1
·
N2∏
i=1
M∏
j=1
1− zˆiyj
1− zˆitciyj
N2∏
i=1
n∏
j=1
1− zˆ−1i xjt−ci
1− zˆ−1i xj
·
N1∏
i=1
N2∏
j=1
(zˆjz
−1
i ; t)∞
(zˆjz
−1
i t
cj ; t)∞
(zˆjw
−1
i t
cj ; t)∞
(zˆjw
−1
i ; t)∞
∣∣∣∣∣ ≤
r−N23
NN22 · (r4/r3)(
N2
2 )
(1− r4/r3)N22
·AN22 ·
(
(−r3/r1; t)∞(−r4/r2; t)∞
(r4/r1; t)∞(r3/r2; t)∞
)N1N2 ∞∑
c1=1
· · ·
∞∑
cN2=1
N2∏
i=1
cit−cin,
(3.43)
where  = |u2|. Since |u2| < (1 − t)tn we see that the above sum converges as a geometric series.
Consequently, the integrand in (3.40) is uniformly bounded in L and converges to
∞∑
c1=1
· · ·
∞∑
cN2=1
[u2]
∑N2
i=1 ci det
[
1
zˆj − zˆitci
]N2
i,j=1
·
N2∏
i=1
M∏
j=1
1− zˆiyj
1− zˆitciyj
N2∏
i=1
n∏
j=1
1− zˆ−1i xjt−ci
1− zˆ−1i xj
·
N1∏
i=1
N2∏
j=1
(zˆjz
−1
i ; t)∞
(zˆjz
−1
i t
cj ; t)∞
(zˆjw
−1
i t
cj ; t)∞
(zˆjw
−1
i ; t)∞
as L→∞. From the bounded convergence theorem we conclude that
lim
L→∞
H2L(~z, ~w,N1, N2) =
∫
γ
N2
3
∞∑
c1=1
· · ·
∞∑
cN2=1
[u2]
∑N2
i=1 ci det
[
1
zˆj − zˆitci
]N2
i,j=1
·
N2∏
i=1
M∏
j=1
1− zˆiyj
1− zˆitciyj
N2∏
i=1
n∏
j=1
1− zˆ−1i xjt−ci
1− zˆ−1i xj
N1∏
i=1
N2∏
j=1
(zˆjz
−1
i ; t)∞
(zˆjz
−1
i t
cj ; t)∞
(zˆjw
−1
i t
cj ; t)∞
(zˆjw
−1
i ; t)∞
N2∏
i=1
dzˆi
2piι
,
(3.44)
and moreover, from (3.43), (3.3) and the compactness of γ3 we have for any L ∈ N
|H1(~z, ~w,N1)H2L(~z, ~w,N1, N2)| ≤ CN1+N2 NN11 NN22 · ρN
2
1+N
2
2 ,(3.45)
where C depends on t, n, r1, r2, r3, r4, N,M,X, Y and  = |u2|.
Step 5. Let us denote the limit in (3.44) by H2∞(~z, ~w,N1, N2). Using (3.44), (3.45) and a second
application of the bounded convergence theorem we conclude that for each N1, N2 ∈ Z≥0 we have
lim
L→∞
HL(u,N1, N2) =
∫
γ
N1
1
∫
γ
N1
2
H1(~z, ~w,N1) ·H2∞(~z, ~w,N1, N2)
N1∏
i=1
dzi
2piι
N1∏
i=1
dwi
2piι
.(3.46)
Moreover, by the compactness of γ1, γ2 and (3.45) we conclude that
|HL(u,N1, N2)|
N1!N2!
≤ CN1+N2
(
1 + ρ
2
)N21+N22
,(3.47)
for some possibly bigger C than before. Using (3.47) and the dominated convergence theorem we
conclude that the limit on the left side of (3.39) exists and equals to
∞∑
N1=0
∞∑
N2=0
1
N1!N2!
∫
γ
N1
1
∫
γ
N1
2
H1(~z, ~w,N1) ·H2∞(~z, ~w,N1, N2)
N1∏
i=1
dzi
2piι
N1∏
i=1
dwi
2piι
,(3.48)
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where we recall that H2∞(~z, ~w,N1, N2) is the right side in (3.44). Comparing (3.48) with the right
side of (3.39) (see also (3.6)) we see that to show that they are equal it suffices to show that for
each N1 ∈ Z≥0 and N2 ∈ N we have
∞∑
c1=1
· · ·
∞∑
cN2=1
[u2]
∑N2
i=1 ci det
[
1
zˆj − zˆitci
]N2
i,j=1
N2∏
i=1
M∏
j=1
1
1− zˆitciyj
N2∏
i=1
n∏
j=1
(1− zˆ−1i xjt−ci)
N1∏
i=1
N2∏
j=1
(zˆjw
−1
i t
cj ; t)∞
(zˆjz
−1
i t
cj ; t)∞
=
∫
γ
N2
4
det
[
1
zˆi − wˆj
]N2
i,j=1
N2∏
i=1
S(wˆi, zˆi;u2, t)
[− log t] · wˆi
N2∏
i=1
M∏
j=1
1
1− wˆiyj
N2∏
i=1
n∏
j=1
(1− wˆ−1i xj) ·
N1∏
i=1
N2∏
j=1
(wˆjw
−1
i ; t)∞
(wˆjz
−1
i ; t)∞
N2∏
i=1
dwˆi
2piι
.
(3.49)
Step 6. In Step 5 we reduced the proof of (3.39), which was the remaining statement we needed to
show to prove the theorem, to establishing (3.49). We prove (3.49) in this final step by appealing
to Lemma 3.15.
Expanding the Cauchy determinants on both sides of (3.49) we see that it suffices to show that
for each σ ∈ SN2 we have that
∞∑
c1=1
· · ·
∞∑
cN2=1
[u2]
∑N2
i=1 ci
N2∏
i=1
1
zˆσ(i) − zˆitci
N2∏
i=1
M∏
j=1
1
1− zˆitciyj
N2∏
i=1
n∏
j=1
(1− zˆ−1i xjt−ci)
N1∏
i=1
N2∏
j=1
(zˆjw
−1
i t
cj ; t)∞
(zˆjz
−1
i t
cj ; t)∞
=
∫
γ
N2
4
N2∏
i=1
1
zˆσ(i) − wˆi
N2∏
i=1
S(wˆi, zˆi;u2, t)
[− log t] · wˆi
N2∏
i=1
M∏
j=1
1
1− wˆiyj
N2∏
i=1
n∏
j=1
(1− wˆ−1i xj) ·
N1∏
i=1
N2∏
j=1
(wˆjw
−1
i ; t)∞
(wˆjz
−1
i ; t)∞
N2∏
i=1
dwˆi
2piι
.
(3.50)
Notice that the left side of (3.50) is nothing but
N2∏
j=1
[ ∞∑
c=1
[u2]
c
zˆσ(j) − zˆjtc
M∏
i=1
1
1− zˆjtcyi
n∏
i=1
(1− zˆ−1j xit−c)
N1∏
i=1
(zˆjw
−1
i t
c; t)∞
(zˆjz
−1
i t
c; t)∞
]
,
while the right side is
N2∏
j=1
[∫
γ4
1
zˆσ(j) − wˆ
S(wˆ, zˆj ;u2, t)
[− log t] · wˆ
M∏
i=1
1
1− wˆyi
n∏
i=1
(1− wˆ−1xi) ·
N1∏
i=1
(wˆw−1i ; t)∞
(wˆz−1i ; t)∞
dwˆ
2piι
]
.
Since |u2| < tn and u2 6∈ [0,∞) by assumption we see that Lemma 3.15 is applicable and from it we
conclude that the two products in the last two equations agree term-wise. This proves the equality
in (3.50), and hence the proof of the theorem is complete. 
4. Two-point convergence
In this section we prove Theorem 2.10. In Section 4.1 we summarize some notation and present
several results that will be used in Section 4.2 where the proof is given.
4.1. Scaling regime. We begin by summarizing some relevant notation in the following two def-
initions. The first definition details how we scale the parameters in Theorem 2.10 and the second
definition gives the formula for the (N1, N2) term in (3.5) for these scaled parameters.
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Definition 4.1. For a ∈ (0, 1) we recall from (2.11) the constants
(4.1) σa =
a1/3 (1− a)1/3
1 + a
, f1 =
2a
1 + a
, f ′1 =
a
1 + a
, f ′′1 =
−a
2(1− a2) .
Let us fix s1, s2, x1, x2 ∈ R such that s1 > s2. For M ∈ N sufficiently large so that M + s2M2/3 ≥ 1
we define n1(M), n2(M) ∈ N through
(4.2) n1 = bM + s1M2/3c and n2 = bM + s2M2/3c.
For t ∈ (0, 1) and M as above we define the real numbers u1(t,M), u2(t,M) through
u1 = − exp
(
log t ·M · f1 + log t ·M1/3σax1 + log t · f ′1[M − n1] + log t · (1/2)f ′′1 s21M1/3
)
,
u2 = − exp
(
log t ·M · f1 + log t ·M1/3σax2 + log t · f ′1[M − n2] + log t · (1/2)f ′′1 s22M1/3
)
.
(4.3)
Definition 4.2. Let a, t ∈ (0, 1) and s1, s2, x1, x2 ∈ R be such that s1 > s2. For M ∈ N sufficiently
large so that M + s2M2/3 ≥ 1 let n1, n2, u1, u2 be as in Definition 4.1. Suppose that r1, . . . , r4 ∈
(a, a−1) are such that r1 > r2 > r3 > r4 > tr1. With this choice of parameters we define for any
N1, N2 ∈ Z≥0 the numbers
IM (N1, N2) =
1
N1!N2!
∫
γ
N1
1
∫
γ
N1
2
∫
γ
N2
3
∫
γ
N2
4
T (~w, ~z, n1)T ( ~ˆw, ~ˆz, n2)
D(~w, ~z)D( ~ˆw, ~ˆz) ·B(~w, ~z, u1)B( ~ˆw, ~ˆz, u2) ·G(~w, ~z; ~ˆw, ~ˆz)
N2∏
i=1
dwˆi
2piι
N2∏
i=1
dzˆi
2piι
N1∏
i=1
dwi
2piι
N1∏
i=1
dzi
2piι
,
(4.4)
where γi is a positively oriented circle of radius ri for i = 1, . . . , 4 and
D(~w, ~z) = det
[
1
zi − wj
]N1
i,j=1
B(~w, ~z, u) =
N1∏
i=1
S(wi, zi;u, t)
− log t · wi
T (~w, ~z, n) =
N1∏
j=1
(
1− azj
1− awj
)M N1∏
j=1
(
1− a/wj
1− a/zj
)n
G(~w, ~z; ~ˆw, ~ˆz) =
N1∏
i=1
N2∏
j=1
(zˆjz
−1
i ; t)∞
(wˆjz
−1
i ; t)∞
(wˆjw
−1
i ; t)∞
(zˆjw
−1
i ; t)∞
.
(4.5)
If N1 = N2 = 0 then we adopt the convention IM (0, 0) = 1.
Remark 4.3. For any a, t ∈ (0, 1) one can find radii r1, . . . , r4 as in Definition 4.2 by picking these
to be very close to 1. We also mention here that the integrand in (4.4) is continuous by Lemma 3.9
and as the contours γ1, . . . , γ4 are compact we have that IM (N1, N2) are well-defined and finite for
all N1, N2,M ∈ N and a, t ∈ (0, 1).
Remark 4.4. The numbers IM (N1, N2) are nothing but the (N1, N2) term in (3.5) when all the x, y
variables are set to a.
We next turn to formulating three key propositions and a useful probability lemma.
Proposition 4.5. Let x1, x2, τ1, τ2 ∈ R be given such that τ1 > τ2. Let Γ1,Γ2,Γ3,Γ4 be vertical
contours in C that pass through the points c1, c2, c3, c4 respectively with c1, c3 > 0 > c2, c4, c2 + τ1 >
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c3 + τ2, that are oriented in the direction of increasing imaginary parts. For N1, N2 ∈ Z≥0 define
K(N1, N2) =
(−1)N1+N2
N1!N2!
∫
Γ
N1
1
∫
Γ
N1
2
∫
Γ
N2
3
∫
Γ
N2
4
N1∏
i=1
exp(S1(zi)− S1(wi))·
N2∏
i=1
exp(S2(zˆi)− S2(wˆi)) · det Dˆ ·
N1∏
i=1
1
zi − wi ·
N2∏
i=1
1
zˆi − wˆi ·
N2∏
i=1
dwˆi
2piι
N2∏
i=1
dzˆi
2piι
N1∏
i=1
dwi
2piι
N1∏
i=1
dzi
2piι
,
(4.6)
where
(4.7) S1(z) =
z3
3
− x1z and S2(z) = z
3
3
− x2z,
and Dˆ is a (N1 +N2)× (N1 +N2) matrix that has the block form Dˆ =
[
Dˆ11 Dˆ12
Dˆ21 Dˆ22
]
, with
Dˆ11 =
[
1
zi − wj
]
i=1,...,N1
j=1,...,N1
, Dˆ12 =
[
1
zi − wˆj + τ1 − τ2
]
i=1,...,N1
j=1,...,N2
,
Dˆ21 =
[
1
zˆi − wj − τ1 + τ2
]
i=1,...,N2
j=1,...,N1
, Dˆ22 =
[
1
zˆi − wˆj
]
i=1,...,N2
j=1,...,N2
.
(4.8)
If N1 = N2 = 0 we use the convention K(N1, N2) = 1. Then the integrand in (4.6) is absolutely
integrable so that K(N1, N2) is well-defined and moreover, there exists a constant C > 0 depending
on x1, x2, τ1, τ2 such that for all N1, N2 ≥ 0
|K(N1, N2)| ≤ CN1+N2 · (N1 +N2)−(N1+N2)/2,(4.9)
with the convention 00 = 1. The series
Q :=
∞∑
N1,N2=0
K(N1, N2)(4.10)
is absolutely convergent and satisfies the equality Q = det (I − fAf)L2({τ1,τ2}×R), where the latter
Fredholm determinant is as in (1.2).
Remark 4.6. Proposition 4.5 gives an alternative representation of det (I − fAf)L2({τ1,τ2}×R), which
will be more useful in our asymptotic analysis. The proposition is proved in Section 7.2.
Proposition 4.7. Let a, t ∈ (0, 1) and s1, s2, x1, x2 ∈ R be such that s1 > s2. ForM ∈ N sufficiently
large so that M + s2M2/3 ≥ 1 and N1, N2 ∈ Z≥0 let IM (N1, N2) be as in Definition 4.2. Then
(4.11) lim
M→∞
IM (N1, N2) = K(N1, N2),
where K(N1, N2) is as in Proposition 4.5 for x1, x2 as above and τ1 = s1a
1/3
2(1−a)2/3 , τ2 =
s2a1/3
2(1−a)2/3 .
Proposition 4.8. There exist a2, t2 ∈ (0, 1) such that the following holds. For any a ∈ (0, a2],
t ∈ (0, t2] and s1, s2, x1, x2 ∈ R such that s1 > s2 there exist constants C˜2 > 0 and M2 ∈ N
(depending on a, t, x1, x2, s1, s2) such that for any N1, N2 ∈ Z≥0 and M ≥M2 we have
(4.12) |IM (N1, N2)| ≤ C˜N1+N22 · exp
(
−1
4
(N1 +N2) log(N1 +N2)
)
,
where IM (N1, N2) is as in Definition 4.2.
As mentioned in Remark 4.4, IM (N1, N2) is the (N1, N2) term in the double sum (3.5) and
Proposition 4.7 states that termwise (3.5) converges to (4.10). Proposition 4.8 gives uniform bounds
on the summands in (3.5) that, after an application of the dominated convergence theorem, improves
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the termwise convergence to convergence of the full sums. Propositions 4.7 and 4.8 form the heart
of our asymptotic analysis and they are proved in Sections 5 and 6 respectively.
We end this section with the following probability lemma, which is a two-point analogue of [BC14,
Lemma 4.39]. For the sake of completeness we give its proof in Section 7.2.
Lemma 4.9. Suppose that fn : R → [0, 1] is a sequence of functions. Assume that for each δ > 0
one has on R\[−δ, δ], fn → 1{y<0} uniformly. Let (Xn, Yn) be a sequence of random vectors such
that for each x, y ∈ R
E[fn(Xn − x)fn(Yn − y)]→ p(x, y),
and assume that p(x, y) is a continuous probability distribution function on R2. Then (Xn, Yn)
converges in distribution to a random vector (X,Y ), such that P(X < x, Y < y) = p(x, y).
4.2. Proof of Theorem 2.10. For clarity we split the proof into three steps. In the first step we
specify the choice of parameters a∗ and t∗ in the statement of the theorem. In the second step we
apply Lemma 4.9 and Proposition 4.5 to reduce the problem to showing a certain limiting identity,
which is proved in the third step using Theorem 3.5 and Propositions 4.7 and 4.8 .
Step 1. For R > 1 put r1 = R3, r2 = R, r3 = R−1, r4 = R−3 and observe that
max
( √
r2/r1
(1− r2/r1) ,
√
r4/r3
(1− r4/r3)
)
(−r3/r1; 1/2)∞(−r4/r2; 1/2)∞
(r4/r1; 1/2)∞(r3/r2; 1/2)∞
=
(R−R−1)−1(−R−4; 1/2)2∞
(R−6; 1/2)∞(R−2; 1/2)∞
.
By making R large enough we can ensure that the above is less than 1/2. We now pick a1 ∈ (0, 1)
sufficiently small so that a1 < R−3 and t1 small enough so that t1 < R−6 and t1 ≤ 1/2. With this
choice we observe that any a ∈ (0, a1] and t ∈ (0, t1] is good in the sense of Definition 3.3 for ri as
above and ρ = 1/2.
If a2, t2 are as in Proposition 4.8 we let a∗ = min(a1, a2) and t∗ = min(t1, t2). This fixes our
choice of parameters.
Step 2. In the rest of the proof we fix a ∈ (0, a∗] and t ∈ (0, t∗] where a∗, t∗ are as in Step 1.
From [FV15, Lemma 5.1] we have that
(4.13) hq(y) :=
1
(−t−qy; t)∞ =
∞∏
k=1
1
1 + t−qy+k
is strictly decreasing for all q > 0. Moreover, for each δ > 0 one has hq(y) → 1{y<0} uniformly on
R\[−δ, δ] as q →∞. For x ∈ R define
fM (x) =
1
(−t−σaM1/3y; t)∞
and observe that by our result for hq we know that fM satisfy the conditions of Lemma 4.9.
Consequently, from that lemma we see that it suffices to prove that
(4.14) lim
M→∞
EN,Ma,t [fM (XM − x1)fM (YM − x2)] = P (A(τ1) ≤ x1, A(τ2) ≤ x2) .
By definition of u1, u2 in (4.3) we have that
EN,Ma,t [fM (XM − x1)fM (YM − x2)] = EN,Ma,t
[
1
(u1t−λ
′
1(n1); t)∞
1
(u2t−λ
′
1(n2); t)∞
]
.
Combining the last equality and Proposition 4.5 we see that to prove (4.14) it suffices to show that
(4.15) lim
M→∞
EN,Ma,t
[
1
(u1t−λ
′
1(n1); t)∞
· 1
(u2t−λ
′
1(n2); t)∞
]
=
∞∑
N1,N2=0
K(N1, N2).
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Step 3. In this step we prove (4.15). From Lemma 2.8 we know that
EN,Ma,t
[
1
(u1t−λ
′
1(n1); t)∞
· 1
(u2t−λ
′
1(n2); t)∞
]
= En1,Ma,t
[
1
(u1t−λ
′
1(n1); t)∞
· 1
(u2t−λ
′
1(n2); t)∞
]
.
By our choice of a ∈ (0, a∗] and t ∈ (0, t∗] we know that a, t are good in the sense of Definition
3.3. Thus by Theorem 3.5 applied to N = n1, n = n2, xi = a for i = 1, . . . , n1 and yi = a for
i = 1, . . . ,M we have that
(4.16) EN,Ma,t
[
1
(u1t−λ
′
1(n1); t)∞
· 1
(u2t−λ
′
1(n2); t)∞
]
=
∞∑
N1,N2=0
IM (N1, N2),
where IM (N1, N2) are as in (4.4). By Proposition 4.7 we know that
lim
M→∞
IM (N1, N2) = K(N1, N2),
and by Proposition 4.8 and our choice of a ∈ (0, a∗], t ∈ (0, t∗] we know that for all large M
|IM (N1, N2)| ≤ C˜N1+N22 · exp
(
−1
4
(N1 +N2) log(N1 +N2)
)
,
where C˜2 is as in the statement of the proposiiton. We may thus take he limit as M →∞ in (4.16)
and by the dominated convergence theorem with dominating series
C˜N1+N22 · exp
(
−1
4
(N1 +N2) log(N1 +N2)
)
we conclude (4.15). This suffices for the proof.
5. Asymptotic analysis: Part I
The purpose of the present section is to prove Proposition 4.7. In Section 5.1 we summarize
various results that will be used in the proof, which is given in Section 5.2. In what follows we
continue with the same notation as in Section 4.1.
5.1. Preliminary results. In this section we introduce some notation and various results, which
will be used in the proof of Proposition 4.7 in Section 5.2. After each result we give a brief
explanation as well as a reference of where in the paper it is proved.
For a ∈ (0, 1) we define the functions
Sa(z) = log(1 + ae
z)− log(1 + ae−z)− 2az
1 + a
; Ra(z) = log(1 + ae
−z)− log(1 + a) + az
1 + a
.(5.1)
Lemma 5.1. Let a ∈ (0, 1) be given. Then there exists A0 ∈ (0, 1) depending on a such that Sa(z)
and Ra(z) are analytic in the vertical strip {z ∈ C : |Re(z)| < piA0} and for any A ∈ (0, A0) and
 ∈ {−1, 1} we have that
(5.2)
d
dy
Re[Sa(Ay + ιy)] ≤ 0, and d
dy
Re[Sa(−Ay + ιy)] ≥ 0 for all y ∈ [0, pi] .
Furthermore, we have
(5.3)
d
dy
Re[Ra(ιy)] ≤ 0 for y ∈ [0, pi] and  ∈ {−1, 1} .
Remark 5.2. In plain words, the lemma states that the real part of Sa decreases or increases along
straght segments started from the origin, that are close enough (depending on a) to being vertical.
It also says that the real part of Ra decreases as one moves away from the origin vertically up or
down. The proof of Lemma 5.1 can be found in Section 8 where it is recalled as Lemma 8.1.
We next define a collection of contours that depend on a, t ∈ (0, 1).
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Definition 5.3. Let a, t ∈ (0, 1) be given. Then we can find a small A = A(a, t) > 0 such that
(1) A < A0 as in Lemma 5.1 for the given a;
(2) tan−1(A−1) > pi/3;
(3) Api < − log t/20.
With this choice of A we define the contours
γW = {−A|y|+ ιy : y ∈ I}, γmid = {ιy : y ∈ I}, and γZ = {A|y|+ ιy : y ∈ I}, where I = [−pi, pi] .
The orientation is determined from y increasing in I. Furthermore, if M ∈ N is sufficiently large so
that M−1/3 ≤ Api we define the contour γMZ to be the contour consisting of three straight segments
connecting Api− ιpi to M−1/3− ιpiM−1/3A−1; M−1/3− ιpiM−1/3A−1 to M−1/3 + ιpiM−1/3A−1 and
M−1/3 + ιpiM−1/3A−1 to Api + ιpi and is oriented to have increasing imaginary part.
We also define the contours Cin, CMout, Cmid as the positively oriented contours obtained from γW ,
γMZ , and γmid under the map x→ ex. Observe that Cin, CMout, Cmid are piecewise smooth contours,
that enclose 0; Cin and Cmid are both contained in the interior of CMout. All three contours are
contained in the zero-centered annulus of inner radius t1/20 and outer radius t−1/20. See Figure 6.
Finally, we let γw, γm, γz be the contours that are obtained from γW , γMid and γMZ by multipli-
cation by M1/3 and have been extended linearly outside of the disc of radius pi · √1 +A2 ·M1/3.
Observe that the latter contours no longer depend on M .
Figure 6. The figure depicts the contours γW , γMZ and γmid on the left and Cin, C
M
out
and Cmid on the right.
Lemma 5.4. Let a, t ∈ (0, 1) be given and suppose that A(a, t) is as in Definition 5.3. There exist
0 ∈ (0, 1) and C0 > 0 such that for all |z| ≤ 0 we have∣∣∣∣Sa(z)− a(1− a)3(1 + a)3 · z3
∣∣∣∣ ≤ C0|z|5, and ∣∣∣∣Ra(z)− a2(1 + a)2 · z2
∣∣∣∣ ≤ C0|z|3.(5.4)
Furthermore, there is a constant 1 > 0 such that
Re[Sa(z)] ≥ 1|z|3 if z ∈ γW , Re[Sa(z)] ≤ −1|z|3 if z ∈ γZ ,
and Re[Ra(z)] ≤ −1|z|2 if z ∈ γmid,
(5.5)
where γZ , γW , γmid are as in Definition 5.3.
Remark 5.5. In plain words, the lemma states that in a neighborhood of the origin Sa(z) looks
like a(1−a)
3(1+a)3
· z3 and Ra(z) looks like a2(1+a)2 · z2, which one observes by Taylor expanding the two
functions. The second part of the lemma shows that γZ and γW are descent contours for the
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functions Sa(z) and γmid is a descent contour for Ra(z) and estimates the speed of the decay of
these functions along these contours. The proof of Lemma 5.4 can be found in Section 8 where it is
recalled as Lemma 8.2.
Lemma 5.6. Let t, u, U ∈ (0, 1) be given such that 0 < u < U < min(1,− log t/10). Suppose that
z, w ∈ C are such that Re(w) ∈ [−U, 0], Re(z) ∈ [u, U ]. Then there exists a constant C > 0,
depending on t such that the following hold
(5.6)
∣∣∣∣ 1ez − ew
∣∣∣∣ ≤ Cu−1 and ∑
k∈Z
∣∣∣∣ 1sin(−pi[[w − z][log t]−1 − 2piιk[log t]−1])
∣∣∣∣ ≤ Cu−1.
Remark 5.7. In plain words, the lemma provides estimates for two functions when z, w are complex
numbers in a vertical strip of width 2U centered at the imaginary axis, and the real parts of z, w
are bounded away from each other by a small parameter u > 0. A proof of the lemma can be found
in [Dim18, Lemma 4.5].
In the proof of Proposition 4.7 in the next section we will need to deform the contours γ1, . . . , γ4
in the definition of IM (N1, N2) (see (4.4)) to the descent contours Cin and CMout from Definition
5.3. In the process of this deformation one needs to deform the γ3 contours past the γ2 contours,
which introduces residues in the formula for IM (N1, N2). The following lemma details the residue
structure that follows from this contour deformation.
Lemma 5.8. Suppose that N1, N2 ∈ N. Suppose that A(r,R) is an annulus with inner radius r and
outer radius R, which is centered at the origin. Suppose that Ci is a positively oriented circles with
radius Ri for i = 1, . . . , 4 such that R > R1 > · · · > R4 > r. Furthermore let G(z, w), G1(z, w)
and G2(z, w) be functions that are jointly continuous in A(r,R) and for a fixed w ∈ A(r,R) are
analytic in z in A(r,R) and for a fixed z ∈ A(r,R) are analytic in w ∈ A(r,R). Moreover, G(z, w)
is non-vanishing as z, w vary over A(r,R). Define with the above data
F (N1, N2) :=
1
N1!N2!
∮
C
N1
1
∮
C
N1
2
∮
C
N2
3
∮
C
N2
4
detD ·
N1∏
i=1
N2∏
j=1
G(zˆj , zi)G(wˆj , wi)
G(wˆj , zi)G(zˆj , wi)
·
N2∏
i=1
G1(zˆi, wˆi)
N1∏
i=1
G2(zi, wi) ·
N2∏
i=1
dwˆi
2piι
N2∏
i=1
dzˆi
2piι
N1∏
i=1
dwi
2piι
N1∏
i=1
dzi
2piι
,
(5.7)
where D is a (N1 +N2)× (N1 +N2) matrix that has the block form D =
[
D11 D12
D21 D22
]
, with
D11 =
[
1
zi − wj
]
i=1,...,N1
j=1,...,N1
, D12 =
[
1
zi − wˆj
]
i=1,...,N1
j=1,...,N2
,
D21 =
[
1
zˆi − wj
]
i=1,...,N2
j=1,...,N1
, D22 =
[
1
zˆi − wˆj
]
i=1,...,N2
j=1,...,N2
.
(5.8)
Then we have F (N1, N2) =
∑min(N1,N2)
k=0 F (N1, N2, k), where
F (N1, N2, k) =
1
k!(N1 − k)!(N2 − k)!
∮
C
N1−k
1
∮
C
N1−k
3
∮
C
N2−k
2
∮
C
N2−k
4
∮
Ck1
∮
Ck3
∮
Ck4
detB · F1F2
k∏
i=1
dwˆ2i
2piι
k∏
i=1
dw2i
2piι
k∏
i=1
dz2i
2piι
N2−k∏
i=1
dwˆ1i
2piι
N2−k∏
i=1
dzˆ1i
2piι
N1−k∏
i=1
dw1i
2piι
N1−k∏
i=1
dz1i
2piι
.
(5.9)
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In the above foruma we have that B is a (N1 +N2 − k)× (N1 +N2 − k) matrix that has the block
form B =
B11 B12 B13B21 B22 B23
B31 B32 B33
 with blocks given by
B11 =
[
1
z1i − w1j
]
i=1,...,N1−k
j=1,...,N1−k, B12 =
[
1
z1i − wˆ1j
]
i=1,...,N1−k
j=1,...,N2−k, B13 =
[
1
z1i − wˆ2j
]
i=1,...,N1−k
j=1,...,k
B21 =
[
1
zˆ1i − w1j
]
i=1,...,N2−k
j=1,...,N1−k, B22 =
[
1
zˆ1i − wˆ1j
]
i=1,...,N2−k
j=1,...,N2−k, B23 =
[
1
zˆ1i − wˆ2j
]
i=1,...,N2−k
j=1,...,k
B31 =
[
1
z2i − w1j
]
i=1,...,k
j=1,...,N1−k, B32 =
[
1
z2i − wˆ1j
]
i=1,...,k
j=1,...,N2−k, B33 =
[
1
z2i − wˆ2j
]
i=1,...,k
j=1,...,k.
(5.10)
The functions F1, F2 are given by
F1 =
N1−k∏
i=1
N2−k∏
j=1
G(zˆ1j , z
1
i )G(wˆ
1
j , w
1
i )
G(wˆ1j , z
1
i )G(zˆ
1
j , w
1
i )
·
k∏
i=1
N2−k∏
j=1
G(zˆ1j , z
2
i )G(wˆ
1
j , w
2
i )
G(wˆ1j , z
2
i )G(zˆ
1
j , w
2
i )
·
N1−k∏
i=1
k∏
j=1
G(w2j , z
1
i )G(wˆ
2
j , w
1
i )
G(wˆ2j , z
1
i )G(w
2
j , w
1
i )
·
k∏
i=1
k∏
j=1
G(w2j , z
2
i )G(wˆ
2
j , w
2
i )
G(wˆ2j , z
2
i )G(w
2
j , w
2
i )
;
(5.11)
F2 =
N2−k∏
i=1
G1(zˆ
1
i , wˆ
1
i ) ·
k∏
i=1
G1(w
2
i , wˆ
2
i ) ·
N1−k∏
i=1
G2(z
1
i , w
1
i ) ·
k∏
i=1
G2(z
2
i , w
2
i ).(5.12)
Remark 5.9. The proof of Lemma 5.8 can be found in Section 8, see Lemma 8.3.
The last lemma in this section details what happens when we perform the analogous contour
deformation in Lemma 5.8 to the contours Γ1,Γ2,Γ3,Γ4 in the definition of K(N1, N2) in (4.6), i.e.
when we deform Γ3 past Γ2.
Lemma 5.10. Let x1, x2, τ1, τ2 ∈ R be given such that τ1 > τ2. Let Γ1,Γ2,Γ3,Γ4 and K(N1, N2)
be as in Lemma 4.5. Then we have K(N1, N2) =
∑min(N1,N2)
k=0 K(N1, N2, k), where
K(N1, N2, k) =
(−1)N1+N2
k!(N1 − k)!(N2 − k)!
∫
Γ
N1−k
1
∫
(Γ3+τ2−τ1)N1−k
∫
(Γ2+τ1−τ2)N2−k∫
Γ
N2−k
4
∫
Γk1
∫
(ιR)k
∫
Γk4
det Bˆ
N2−k∏
i=1
exp(S2(zˆ
1
i )− S2(wˆ1i ))
zˆ1i − wˆ1i
·
k∏
i=1
exp(S1(z
2
i )− S2(wˆ2i ) + S3(w2i ))
(z2i − w2i + τ1)(w2i − wˆ2i − τ2)
N1−k∏
i=1
exp(S1(z
1
i )− S1(w1i ))
z1i − w1i
k∏
i=1
dwˆ2i
2piι
k∏
i=1
dw2i
2piι
k∏
i=1
dz2i
2piι
N2−k∏
i=1
dwˆ1i
2piι
N2−k∏
i=1
dzˆi
2piι
N1−k∏
i=1
dw1i
2piι
N1−k∏
i=1
dz1i
2piι
,
(5.13)
where S1, S2 are as in (4.7), S3 is given by
(5.14) S3(w) = [τ1 − τ2]w2 + [x1 − x2 − τ21 + τ22 ]w
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and Bˆ is a (N1 +N2 − k)× (N1 +N2 − k) matrix that has the block form Bˆ =
Bˆ11 Bˆ12 Bˆ13Bˆ21 Bˆ22 Bˆ23
Bˆ31 Bˆ32 Bˆ33

with blocks given by
Bˆ11 =
[
1
z1i − w1j
]
i=1,...,N1−k
j=1,...,N1−k, Bˆ12 =
[
1
z1i − wˆ1j + τ1 − τ2
]
i=1,...,N1−k
j=1,...,N2−k,
Bˆ13 =
[
1
z1i − wˆ2j + τ1 − τ2
]
i=1,...,N1−k
j=1,...,k , Bˆ21 =
[
1
zˆ1i − w1j − τ1 + τ2
]
i=1,...,N2−k
j=1,...,N1−k,
Bˆ22 =
[
1
zˆ1i − wˆ1j
]
i=1,...,N2−k
j=1,...,N2−k, Bˆ23 =
[
1
zˆ1i − wˆ2j
]
i=1,...,N2−k
j=1,...,k , Bˆ31 =
[
1
z2i − w1j
]
i=1,...,k
j=1,...,N1−k,
Bˆ32 =
[
1
z2i − wˆ1j + τ1 − τ2
]
i=1,...,k
j=1,...,N2−k, Bˆ33 =
[
1
z2i − wˆ2j + τ1 − τ2
]
i=1,...,k
j=1,...,k.
(5.15)
Remark 5.11. The proof of Lemma 5.10 can be found in Section 8, see Lemma 8.4.
5.2. Proof of Proposition 4.7. We continue with the same notation as in Section 5.1 above as well
as Section 4.1. For clarity we split the proof into several steps. In Step 1 we use Lemmas 5.8 and 5.10
to rewrite IM (N1, N2) =
∑min(N1,N2)
k=0 IM (N1, N2, k) andK(N1, N2) =
∑min(N1,N2)
k=0 K(N1, N2, k) and
reduce the proof of the proposition to showing that for each k we have limM→∞ IM (N1, N2, k) =
K(N1, N2, k). In Step 2 we find a formula for IM (N1, N2, k) that is suitable for taking the M →∞
limit and we compute this limit in Step 3. In Step 4 we identify our formula for limM→∞ IM (N1, N2, k)
with K(N1, N2, k), which concludes the proof of the proposition.
In all that follows we fix a, t ∈ (0, 1) and A(a, t) as in Definition 5.3.
Step 1. In this step we rewrite IM (N1, N2) using Lemma 5.8. Recall the Cauchy determinant
formula, see e.g. [Pra94, 1.3],
det
[
1
xi − yj
]N
i,j=1
=
∏
1≤i<j≤N (xi − xj)(yj − yi)∏N
i,j=1(xi − yj)
.
From the Cauchy determinant formula and the fact that (b; t)∞ = (1− b)(bt; t)∞ we have that
D(~w, ~z)D( ~ˆw, ~ˆz)G(~w, ~z; ~ˆw, ~ˆz) = detD ·
N1∏
i=1
N2∏
j=1
G(zˆj , zi)G(wˆj , wi)
G(wˆj , zi)G(zˆj , wi)
,
where G(z, w) = (tzw−1; t)∞ and we recall that D(~w, ~z), G(~w, ~z; ~ˆw, ~ˆz) were defined in (4.5). In
particular, we see that IM (N1, N2) has the form of F (N1, N2) from Lemma 5.8 for the functions
(5.16) G(z, w) = (tzw−1; t)∞ and Gi(z, w) =
S(w, z;ui, t)
− log t · w ·
(
1− az
1− aw
)M
·
(
1− a/w
1− a/z
)ni
,
for i = 1, 2 where R = t−r1, r = r4t, and Ci = γi for i = 1, . . . , 4 as in (4.4). Here  > 0 is chosen
sufficiently small so that tr4 > a and t−r1 < a−1 while t2r4/r1 > t. Notice that by our choice of
contours and Lemma 3.9 we have that G,G1, G2 satisfy all the conditions of Lemma 5.8. Thus we
TWO-POINT CONVERGENCE OF THE STOCHASTIC SIX-VERTEX MODEL TO THE AIRY PROCESS 41
may apply Lemma 5.8 to IN (N1, N2) and conclude
IM (N1, N2) =
min(N1,N2)∑
k=0
IN (N1, N2, k), where
IM (N1, N2, k) =
1
k!(N1 − k)!(N2 − k)!
∫
γ
N1−k
1
∫
γ
N1−k
3
∫
γ
N2−k
2
∫
γ
N2−k
4
∫
γk1
∫
γk3
∫
γk4
detB
N1−k∏
i=1
N2−k∏
j=1
(tzˆ1j /z
1
i ; t)∞(twˆ
1
j/w
1
i ; t)∞
(twˆ1j/z
1
i ; t)∞(tzˆ
1
j /w
1
i ; t)∞
·
k∏
i=1
N2−k∏
j=1
(tzˆ1j /z
2
i ; t)∞(twˆ
1
j/w
2
i ; t)∞
(twˆ1j/z
2
i ; t)∞(tzˆ
1
j /w
2
i ; t)∞
·
N1−k∏
i=1
k∏
j=1
(tw2j/z
1
i ; t)∞(twˆ
2
j/w
1
i ; t)∞
(twˆ2j/z
1
i ; t)∞(tw
2
j/w
1
i ; t)∞
·
k∏
i=1
k∏
j=1
(tw2j/z
2
i ; t)∞(twˆ
2
j/w
2
i ; t)∞
(twˆ2j/z
2
i ; t)∞(tw
2
j/w
2
i ; t)∞
·
N2−k∏
i=1
S(wˆ1i , zˆ
1
i ;u2, t)
− log t · wˆ1i
·
k∏
i=1
S(wˆ2i , w
2
i ;u2, t)
− log t · wˆ2i
·
N1−k∏
i=1
S(w1i , z
1
i ;u1, t)
− log t · w1i
·
k∏
i=1
S(w2i , z
2
i ;u1, t)
− log t · w2i
·
N2−k∏
i=1
(
1− azˆ1i
1− awˆ1i
)M
·
(
1− a/wˆ1i
1− a/zˆ1i
)n2
·
k∏
i=1
(
1− aw2i
1− awˆ2i
)M
·
(
1− a/wˆ2i
1− a/w2i
)n2
·
N1−k∏
i=1
(
1− az1i
1− aw1i
)M
·
(
1− a/w1i
1− a/z1i
)n1
·
k∏
i=1
(
1− az2i
1− aw2i
)M
·
(
1− a/w2i
1− a/z2i
)n1
·
k∏
i=1
dwˆ2i
2piι
k∏
i=1
dw2i
2piι
k∏
i=1
dz2i
2piι
N2−k∏
i=1
dwˆ1i
2piι
N2−k∏
i=1
dzˆi
2piι
N1−k∏
i=1
dw1i
2piι
N1−k∏
i=1
dz1i
2piι
,
(5.17)
where we recall that B is as in (5.10).
After performing a bit of cancellation and changing all variables to minus their value, we get
IM (N1, N2, k) =
(−1)N1+N2
k!(N1 − k)!(N2 − k)!
∫
γ
N1−k
1
∫
γ
N1−k
3
∫
γ
N2−k
2
∫
γ
N2−k
4
∫
γk1
∫
γk3
∫
γk4
detB ·
N1−k∏
i=1
N2−k∏
j=1
(tzˆ1j /z
1
i ; t)∞(twˆ
1
j/w
1
i ; t)∞
(twˆ1j/z
1
i ; t)∞(tzˆ
1
j /w
1
i ; t)∞
·
k∏
i=1
N2−k∏
j=1
(tzˆ1j /z
2
i ; t)∞(twˆ
1
j/w
2
i ; t)∞
(twˆ1j/z
2
i ; t)∞(tzˆ
1
j /w
2
i ; t)∞
·
N1−k∏
i=1
k∏
j=1
(tw2j/z
1
i ; t)∞(twˆ
2
j/w
1
i ; t)∞
(twˆ2j/z
1
i ; t)∞(tw
2
j/w
1
i ; t)∞
·
k∏
i=1
k∏
j=1
(tw2j/z
2
i ; t)∞(twˆ
2
j/w
2
i ; t)∞
(twˆ2j/z
2
i ; t)∞(tw
2
j/w
2
i ; t)∞
·
N2−k∏
i=1
S(wˆ1i , zˆ
1
i ;u2, t)
log t · wˆ1i
·
k∏
i=1
S(wˆ2i , w
2
i ;u2, t)
log t · wˆ2i
·
N1−k∏
i=1
S(w1i , z
1
i ;u1, t)
log t · w1i
·
k∏
i=1
S(w2i , z
2
i ;u1, t)
log t · w2i
·
N2−k∏
i=1
(
1 + azˆ1i
1 + awˆ1i
)M
·
(
1 + a/wˆ1i
1 + a/zˆ1i
)n2
·
k∏
i=1
(
1 + az2i
1 + awˆ2i
)M
·
(
1 + a/wˆ2i
1 + a/z2i
)n2
·
N1−k∏
i=1
(
1 + az1i
1 + aw1i
)M
·
(
1 + a/w1i
1 + a/z1i
)n1
·
k∏
i=1
(
1 + a/z2i
1 + a/w2i
)n2−n1
k∏
i=1
dwˆ2i
2piι
k∏
i=1
dw2i
2piι
k∏
i=1
dz2i
2piι
N2−k∏
i=1
dwˆ1i
2piι
N2−k∏
i=1
dzˆi
2piι
N1−k∏
i=1
dw1i
2piι
N1−k∏
i=1
dz1i
2piι
,
(5.18)
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where we remark that we absorbed (−1)N1+N2−k into detB. In view of the top line of (5.17) and
Lemma 5.10 we see that it suffices to show that for each k ∈ {0, . . . ,min(N1, N2)}
(5.19) lim
M→∞
IM (N1, N2, k) = K(N1, N2, k),
where K(N1, N2, k) is as in (5.13) for x1, x2, τ1, τ2 as in the statement of the proposition and
IM (N1, N2, k) as in (5.18).
Step 2. In this step we fix k ∈ {0, . . . ,min(N1, N2)} and find a suitable expression for IM (N1, N2, k)
for taking the M → ∞ limit. We first observe that by Cauchy’s theorem and Lemma 3.9 we can
deform the z1i , z
2
i and zˆi contours to C
M
out, the w1i , wˆ
1
i and wˆ
2
i contours to Cin and the w
2
i -contours
to Cmid without affecting the value of the integral. Here Cin, CMout, Cmid are as in Definition 5.3 and
we assumed that M is sufficiently large so that M−1/3 ≤ Api. We next proceed to change variables
zˆ1i → eM
−1/3zˆ1i , wˆ1i → eM
−1/3wˆ1i , wˆ2i → eM
−1/3Wˆ 2i , z1i → eM
−1/3z1i ,
z2i → eM
−1/3z2i , w1i → eM
−1/3w1i and w2i → eM
−1/3w2i .
After applying this change of variables and utilizing the definition of u1, u2 from (4.3). the definition
of Sa, Ra from (5.1) and the definition of S(w, z;u, t) from Definition 3.1 we conclude
IM (N1, N2, k) =
(−1)N1+N2
k!(N1 − k)!(N2 − k)!
∫
γ
N1−k
z
∫
γ
N2−k
z
∫
γkz
∫
γ
N1−k
w
∫
γ
N2−k
w
∫
γkw
∫
γkm
HM1 H
M
2 H
M
3 H
M
4
k∏
i=1
1{|w2i | ≤ piL}dw2i
2piιL
k∏
i=1
1{|w2i | ≤ piρAL}dwˆ2i
2piιL
N2−k∏
i=1
1{|wˆ1i | ≤ piρAL}dwˆ1i
2piιL
N1−k∏
i=1
1{|w1i | ≤ piρAL}dw1i
2piιL
k∏
i=1
1{|z2i | ≤ piρAL}ez
2
i /Ldz2i
2piιL
N2−k∏
i=1
1{|zˆ1i | ≤ piρAL}ezˆ
1
i /Ldzˆi
2piιL
N1−k∏
i=1
1{|z1i | ≤ piρAL}ez
1
i /Ldz1i
2piιL
,
(5.20)
where γw, γm, γz are as in Definition 5.3, L = M1/3 and ρA =
√
1 +A2. Below we explain what are
the functions HM1 , HM2 , HM3 and HM4 that appear in (5.20) continuing to use L for M1/3 to ease
the notation wherever appropriate.
The function HM1 equals det B˜ with B˜ being a (N1 +N2− k)× (N1 +N2− k) matrix that has a
block form B˜ =
B˜11 B˜12 B˜13B˜21 B˜22 B˜23
B˜31 B˜32 B˜33
 with blocks given by
B˜11 =
[
1
ez
1
i /L − ew1j /L
]
i=1,...,N1−k
j=1,...,N1−k, B˜12 =
[
1
ez
1
i /L − ewˆ1j /L
]
i=1,...,N1−k
j=1,...,N2−k,
B˜13 =
[
1
ez
1
i /L − ewˆ2j /L
]
i=1,...,N1−k
j=1,...,k , B˜21 =
[
1
ezˆ
1
i /L − ew1j /L
]
i=1,...,N2−k
j=1,...,N1−k,
B˜22 =
[
1
ezˆ
1
i /L − ewˆ1j /L
]
i=1,...,N2−k
j=1,...,N2−k, B˜23 =
[
1
ezˆ
1
i /L − ewˆ2j /L
]
i=1,...,N2−k
j=1,...,k ,
B˜31 =
[
1
ez
2
i /L − ew1j /L
]
i=1,...,k
j=1,...,N1−k, B˜32 =
[
1
ez
2
i /L − ewˆ1j /L
]
i=1,...,k
j=1,...,N2−k,
B˜33 =
[
1
ez
2
i /L − ewˆ2j /L
]
i=1,...,k
j=1,...,k.
(5.21)
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The function HM2 is given by
N1−k∏
i=1
N2−k∏
j=1
(te(zˆ
1
j−z1i )/L; t)∞(te(wˆ
1
j−w1i )/L; t)∞
(te(wˆ
1
j−z1i )/L; t)∞(te(zˆ
1
j−w1i )/L; t)∞
·
k∏
i=1
N2−k∏
j=1
(te(zˆ
1
j−z2i )/L; t)∞(te(wˆ
1
j−w2i )/L; t)∞
(te(wˆ
1
j−z2i )/L; t)∞(te(zˆ
1
j−w2i )/L; t)∞
·
N1−k∏
i=1
k∏
j=1
(te(w
2
j−z1i )/L; t)∞(te(wˆ
2
j−w1i )/L; t)∞
(te(wˆ
2
j−z1i )/L; t)∞(te(w
2
j−w1i )/L; t)∞
·
k∏
i=1
k∏
j=1
(te(w
2
j−z2i )/L; t)∞(te(wˆ
2
j−w2i )/L; t)∞
(te(wˆ
2
j−z2i )/L; t)∞(te(w
2
j−w2i )/L; t)∞
.
(5.22)
The function HM3 is given by HM3 =
∏7
i=1H
M
3,i where
HM3,1 =
N2−k∏
i=1
eF
M
2 (zˆ
1
i /L), HM3,2 =
N2−k∏
i=1
e−F
M
2 (wˆ
1
i /L), HM3,3 =
N1−k∏
i=1
eF
M
1 (z
1
i /L),
HM3,4 =
N1−k∏
i=1
e−F
M
1 (w
1
i /L), HM3,5 =
k∏
i=1
eF
M
1 (z
2
i /L), HM3,6 =
k∏
i=1
e−F
M
2 (wˆ
2
i /L), HM3,7 =
k∏
i=1
eF
M
3 (w
2
i /L),
(5.23)
where FM1 , FM2 , FM3 are given by
FM1 (Z) = exp
(
MSa(Z)−M1/3σax1Z + (M − n1)Ra(Z)− (Z/2)f ′′1 s21M1/3
)
,
FM2 (Z) = exp
(
MSa(Z)−M1/3σax2Z + (M − n2)Ra(Z)− (Z/2)f ′′1 s22M1/3
)
FM3 (W ) = exp
(
M1/3σa(x1 − x2)W + (n1 − n2)Ra(W ) + (W/2)M1/3f ′′1 [s21 − s22]
)
.
(5.24)
The function HM4 is given by
N2−k∏
i=1
S˜(wˆ1i /L, zˆ
1
i /L;u2, t)
log t
·
k∏
i=1
S˜(wˆ2i /L,w
2
i /L;u2, t)
log t
S˜(w2i /L,Z
2
i ;u1, t)
log t
·
N1−k∏
j=1
S˜(w1j/L, z
1
j /L;u1, t)
log t
, where
S˜(W,Z;u, t) =
∑
m∈Z
pi · [−u]−2mpiι[log t]−1
sin(−pi[[W − Z][log t]−1 − 2mpiι[log t]−1]) .
(5.25)
Equation (5.20) is the one that is suitable for taking the M →∞ limit.
Step 3. In this step we prove that
lim
M→∞
IM (N1, N2, k) =
(−1)N1+N2
k!(N1 − k)!(N2 − k)!
∫
γ
N1−k
z
∫
γ
N2−k
z
∫
γkz
∫
γ
N1−k
w
∫
γ
N2−k
w
∫
γkw
∫
γkm
detB ·
N2−k∏
i=1
exp(Sˆ2(zˆ
1
i )− Sˆ2(wˆ1i ))
zˆ1i − wˆ1i
·
k∏
i=1
exp(Sˆ2(w
2
i )− Sˆ2(wˆ2i ))
w2i − wˆ2i
exp(Sˆ1(z
2
i )− Sˆ1(w2i ))
z2i − w2i
N1−k∏
i=1
exp(Sˆ1(z
1
i )− Sˆ1(w1i ))
z1i − w1i
k∏
i=1
dw2i
2piι
k∏
i=1
dwˆ2i
2piι
N2−k∏
i=1
dwˆ1i
2piι
N1−k∏
i=1
dw1i
2piι
k∏
i=1
dz2i
2piι
N2−k∏
i=1
dzˆi
2piι
N1−k∏
i=1
dz1i
2piι
,
(5.26)
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where
Sˆ1(z) = exp
(
a(1− a)
3(1 + a)3
· z3 − [σax1 + (1/2)f ′′1 s21]z −
s1a
2(1 + a)2
· z2
)
,
Sˆ2(z) = exp
(
a(1− a)
3(1 + a)3
· z3 − [σax2 + (1/2)f ′′1 s22]z −
s2a
2(1 + a)2
· z2
)
.
(5.27)
In the sequel we denote by E the set of points (~z1, ~ˆz1, ~z2, ~w1, ~ˆw1, ~ˆw2, ~w2) ∈ C2N1+2N2−k that satisfy
the inequalities in the indicator functions in (5.20). Below we study the pointwise limit of the
integrand (5.20) and obtain estimates for it on the set E.
Notice that by (3.41) and (5.22) we have that
∣∣1EHM2 ∣∣ ≤
(
(−t1/2; t)∞
(t1/2; t)∞
)2N1N2
,(5.28)
where we used property (3) in Definition 5.3. Furthermore we have that pointwise
lim
N→∞
1EH
M
2 = 1.(5.29)
In addition, by Lemma 5.6 and property (3) in Definition 5.3 we have
|1EHM1 | ≤ CN1+N2(N1 +N2 − k)(N1+N2−k)/2LN1+N2−k, and
|1EHM4 | ≤ CN1+N2LN1+N2 ,
(5.30)
where C is sufficiently large depending on a, t alone. In deriving the first inequality we also used
Hadamard’s inequality, see Lemma 3.12. In deriving the second inequality we also used that
−u1,−u2 ∈ (0,∞) so that
∣∣∣[−ui]−2piι[log t]−1∣∣∣ = 1.
We also have the following pointwise limits
lim
M→∞
L−N1+N2−kHM1 = detB, and
lim
M→∞
L−N1+N2HM4 =
N2−k∏
i=1
1
zˆ1i − wˆ1i
·
k∏
i=1
1
w2i − wˆ2i
1
z2i − w2i
·
N1−k∏
i=1
1
z1i − w1i
,
(5.31)
where B is the (N1 +N2 − k)× (N1 +N2 − k) matrix from (5.10).
We finally turn our attention to HN3 . From Lemma 5.4 there are constants C,C1, C2 > 0 depend-
ing on a, t, x1, x2, s1, s2 such that∣∣∣eFM1 (z/L)1{|z| ≤ piρAL}∣∣∣ ≤ C · e−1|z|3+C1|z|+C2|z|2 if z ∈ γz;∣∣∣eFM2 (w/L)1{|w| ≤ piρAL}∣∣∣ ≤ C · e−1|w|3+C1|w|+C2|w|2 if w ∈ γw;∣∣∣eFM3 (w/L)1{|w| ≤ piL}∣∣∣ ≤ Ce−1(s1−s2)|w|2+C1|w| if w ∈ γm.
(5.32)
From the same lemma we also obtain the pointwise limit
lim
M→∞
HM3 =
N2−k∏
i=1
exp(Sˆ2(zˆ
1
i )− Sˆ2(wˆ1i ))·
k∏
i=1
exp(Sˆ2(w
2
i )− Sˆ2(wˆ2i )) exp(Sˆ1(z2i )− Sˆ1(w2i )) ·
N1−k∏
i=1
exp(Sˆ1(z
1
i )− Sˆ1(w1i )).
(5.33)
From equations (5.29), (5.31), (5.33) we conclude that the integrand in (5.20) converges point-
wise to the integrand on the right side of (5.26) and by (5.28), (5.30) and (5.32) we may apply the
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Dominated convergence theorem to conclude (5.26).
Step 4. In this step we prove (5.19). Starting from (5.26) we perform a change of variables
zˆ1i → σ−1a zˆ1i + σ−1a τ2, wˆ1i → σ−1a wˆ1i + σ−1a τ2, wˆ2i → σ−1a wˆ2i + σ−1a τ2
z1i → σ−1a z1i + σ−1a τ1, z2i → σ−1a z2i + σ−1a τ1, w1i → σ−1a w1i + σ−1a τ1 and w2i → σ−1a w2i .
This allows us to rewrite (5.26) as
lim
M→∞
IM (N1, N2, k) =
(−1)N1+N2
k!(N1 − k)!(N2 − k)!
∫
γ
N1−k
1
∫
γ
N2−k
2
∫
γk3
∫
γ
N1−k
4
∫
γ
N2−k
5
∫
γk6
∫
γk7
det Bˆ
N2−k∏
i=1
exp(S2(zˆ
1
i )− S2(wˆ1i ))
zˆ1i − wˆ1i
k∏
i=1
exp(S1(z
2
i )− S2(wˆ2i ) + S3(w2i ))
(z2i − w2i + τ1)(w2i − wˆ2i − τ2)
N1−k∏
i=1
exp(S1(z
1
i )− S1(w1i ))
z1i − w1i
k∏
i=1
dw2i
2piι
k∏
i=1
dwˆ2i
2piι
N2−k∏
i=1
dwˆ1i
2piι
N1−k∏
i=1
dw1i
2piι
k∏
i=1
dz2i
2piι
N2−k∏
i=1
dzˆi
2piι
N1−k∏
i=1
dz1i
2piι
,
(5.34)
where Bˆ and S1, S2, S3 are as in (4.7), (5.14) and (5.15). In addition, the contours are given by
γ1 = γ3 = σa · γz − τ1, γ2 = σa · γz − τ2, γ4 = σa · γw − τ1, γ5 = γ6 = σa · γw − τ2, γ7 = σa · γm.
Recall that Γi = ci+ ιR for i = 1, 2, 3, 4 as in Proposition 4.5 – we will use these constants below.
We may deform the contours by translating γ1 and γ3 until they become γz +c1, γ2 until it becomes
γz + c2 + τ1− τ2, γ4 until it becomes γw + c3 + τ2− τ1, γ5 and γ6 until they become γw + c4. Observe
that in the process of deformation we do not pass any poles and so by Cauchy’s theorem the integral
remains unchanged. The deformation near infinity is justified by the cubic term in S1, S2.
By definition we have that γz + c1 passes through the point c1 and is contained in the sector
V1 = {c1 + reιφ : r ≥ 0, φ ∈ [pi/3, pi/2] ∪ [−pi/2,−pi/3]} where we used condition (2) n Definition
5.3. For z ∈ V1 such that z = c1 + reιφ we have that
Re[S1(z)] = Re
[
(1/3)(c1 + r cosφ+ ιr sin(φ))
3 − x1(c1 + r cosφ+ ιr sin(φ))
]
=
=
r3 cos(3φ)
3
+ c1r
2 cos(2φ) +O(r) ≤ −c1r
2
2
+O(r),
where the constant in the big O notation depends on x1, c1. In particular, the above shows that we
have a quadratic exponential decay that allows us to deform γ1 and γ3 to Γ1 without affecting the
value of the integral by Cauchy’s theorem. Analogous arguments show that we may deform γ2 to
Γ2 + τ1 − τ2, γ4 to Γ3 + τ2 − τ1 and γ5, γ6 to Γ4. From here we have that
lim
M→∞
IM (N1, N2, k) =
(−1)N1+N2
k!(N1 − k)!(N2 − k)!
∫
Γ
N1−k
1
∫
(Γ2+τ1−τ2)N2−k
∫
Γk1
∫
(Γ3+τ2−τ1)N1−k
∫
Γ
N2−k
4
∫
Γk4
∫
γkm∫
Γ
N2−k
4
∫
Γk4
∫
γkm
det Bˆ
N2−k∏
i=1
exp(S2(zˆ
1
i )− S2(wˆ1i ))
zˆ1i − wˆ1i
k∏
i=1
exp(S1(z
2
i )− S2(wˆ2i ) + S3(w2i ))
(z2i − w2i + τ1)(w2i − wˆ2i − τ2)
N1−k∏
i=1
exp(S1(z
1
i )− S1(w1i ))
z1i − w1i
k∏
i=1
dw2i
2piι
k∏
i=1
dwˆ2i
2piι
N2−k∏
i=1
dwˆ1i
2piι
N1−k∏
i=1
dw1i
2piι
k∏
i=1
dz2i
2piι
N2−k∏
i=1
dzˆ1i
2piι
N1−k∏
i=1
dz1i
2piι
,
where we recall that γm is the y-axis in C with vertical orientation. The latter formula now agrees
with the formula for K(N1, N2, k) from (5.13),which proves (5.19) and hence the proposition.
6. Asymptotic analysis: Part II
The purpose of the present section is to prove Proposition 4.8 . In Section 6.1 we summarize
various results that will be used in the proof, which is given in Section 6.2.
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6.1. Technical lemmas. In this section we state several lemmas that go into the proof of Propo-
sition 4.8. The proofs of these lemmas can be found in Section 8.2.
The first result we require is as follows.
Lemma 6.1. Suppose that 0 < r < R are real numbers and α ∈ [0, (r/R)1/2). Then for any N ∈ N
and zi, wi ∈ C with |wi| = r and |zi| = R for i = 1, . . . , N we have
(6.1)
∣∣∣∣∣det
[
1
zi − wj
]N
i,j=1
∣∣∣∣∣ ≤ NN/2(Rα− rα−1)N ·
(
Rα+ rα−1
r +R
)N2
.
The second result we require is as follows.
Lemma 6.2. Let t ∈ (0, 1) and suppose that U ∈ R satisfies 0 < U ≤ [− log t]/4. Suppose further
that z ∈ C is such that Re(z) ∈ [U, [− log t]/2]. Then there exists a constant C1t > 0, depending on
t alone, such that the following holds
(6.2)
∑
k∈Z
∣∣∣∣ 1sin(−pi[z + 2piιk]/[− log t])
∣∣∣∣ ≤ C1tU .
The third result we require is as follows.
Lemma 6.3. Let Sa(z) be as in (5.1). There exist universal constants C1, C2 > 0 such that the
following holds. Let a ∈ (0, e−2pi] and δ ∈ [0, pi] be given. Then for y ∈ [−pi, pi] we have
(6.3) ±Re [Sa(±δ + ιy)] ≤ −a · δ ·
[
C1 · y2 − C2 · δ2
]
.
The fourth result we require is as follows.
Lemma 6.4. Let Ra(z) be as in (5.1). Suppose that a ∈ (0, e−2pi] and z = x+ιy with x, y ∈ [−pi, pi].
There is a universal constant C3 > 0 such that
(6.4) − C3 · a · |z|2 ≤ Re[Ra(z)] ≤ C3 · a · |z|2.
The fifth result we require is as follows.
Lemma 6.5. There is a universal constant C4 > 0 such that for all δ ∈ [−pi, pi] we have
(6.5)
eδ/2 + e−δ/2
eδ + e−δ
≤ e−C4δ2 .
The sixth result we require is as follows.
Lemma 6.6. For any x ∈ [0, 1/2] we have
(6.6)
1 + x
1− x ≤ e
3x.
The seventh result we require is as follows.
Lemma 6.7. There exists a function f : (0,∞) → (0,∞) such that the following holds. Let
δ ∈ (0, 1], c > 0 and N ∈ N. Suppose that xi, yi ∈ R for i = 1, . . . , N are such that
(6.7)
N∑
i=1
(x2i + y
2
i ) ≤ Nc2δ2.
Then
(6.8)
∣∣∣∣∣det
[
1
eδeιxi − e−δeιyj
]N
i,j=1
∣∣∣∣∣ ≤ e−f(c)N
2
NN/2
(eδ/2 − e−δ/2)N .
The eighth result we require is as follows.
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Lemma 6.8. There exists a universal constant C5 > 0 such that the following holds. For any
t ∈ (0, e−2pi] we have that
(6.9)
(−te2; t)∞
(te2; t)∞
≤ exp (tC5) .
The ninth result we require is as follows.
Lemma 6.9. Let z = x+ iy with |x| ≤ 2pi, |y| ≤ 2pi and t ∈ (0, e−4pi]. For such a choice of z and
t define the function
(6.10) Qt(z) = log(tez; t)∞ − log(t; t)∞ + z ·
∞∑
n=1
tn
1− tn .
Then we have
(6.11) − 2t|z|2 ≤ Re[Qt(z)] ≤ 2t|z|2.
6.2. Proof of Proposition. In this section we give the proof of Proposition 4.8. We will follow
the notation from Section 4.1 and Section 6.1 above. For clarity we split the proof into several
steps. In the first step we specify a2, t2, fix the parameters a, t, x1, x2, s1, s2 and specify M2 as
in as in the statement of the proposition. In the second step we formulate a certain inequality
for |IM (N1, N2, k)| as (6.27), where we recall that IM (N1, N2, k) were defined in equation (5.18).
Assuming the inequality (6.27) we deduce the statement of the proposition. The next three steps
establish (6.27) by considering the cases when N is bigger, roughly of the same size as or much
smaller than ∆ = N1 +N2.
Step 1. In this step we formulate our choice of a2, t2 andM2 as in the statement of the proposition.
Let us denote for simplicity
(6.12) p =
21/2 + 2−1/2
5/2
,
which is a fixed constant in (0, 1) that will be used later in the arguments. We set c =
√
8(C2+C5)
C1
,
where C1, C2 are as in Lemma 6.3 and C5 is as in Lemma 6.8. We also pick R > 1 sufficiently large
so that
(6.13) p−1/8 ≥ e18/R and 2C2 + 2C5
R
≤ 1
8
· f (c) ,
where the function f is the one afforded to us by Lemma 6.7.
We fix a2, t2 ∈ (0, 1) sufficiently small so that the following conditions hold:
(6.14) t2 ≤ e−4pi and a2 ≤ e−2pi;
(6.15)
(
(−4t2; t2)∞
(4t2; t2)∞
)
≤ p−1/8;
(6.16) t2 ≤ R−1.
The above fixes our definition of a2 and t2 and we fix a ∈ (0, a2] and t ∈ (0, t2] as well as
x1, x2 ∈ R and s1, s2 ∈ R such that s1 > s2. For this choice of parameters we let n1, n2, u1, u2 be
the M -dependent functions from Definition 4.1. We proceed to specify M2 as in the statement of
the proposition. We pick M2 sufficiently large depending on x1, x2, s1, s2, a, t so that the following
inequalities all hold for M ≥M2:
M · f1 +M1/3σaxi + f ′1[M − ni] + (1/2)f ′′1 s2iM1/3 ≥ 0 for i = 1, 2;(6.17)
2M ≥ ni for i = 1, 2;(6.18)
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M−1/6 ≤ (s1 − s2)(1/2);(6.19)
C1(Ra)
−1/3M5/6 − 2C3|M − ni| ≥ 0, for i = 1, 2(6.20)
where 1 is as in Lemma 5.4, C2 and C3 are the universal positive constants from Lemmas 6.3 and
6.4 respectively and R is as in (6.13). We recall that f1, f ′1, f ′′1 , σa were all defined in (4.1) and that
M − ni = O(M2/3), which is why the choice of M2 is possible. This fixes our choice of M2.
For future use, we let Cα be sufficiently large depending on x1, x2, s1, s2, a so that
(6.21) 2pi · [(|x1|+ |x2|) · σa + |f ′′1 |(s21 + s22)] ≤ Cα.
Step 2. Recall from (5.17) that
(6.22) IM (N1, N2) =
min(N1,N2)∑
k=0
IM (N1, N2, k),
where IM (N1, N2, k) are as in (5.18) – we recall this formula here for the reader’s convenience in a
form that will be easier to work with below.
IM (N1, N2, k) =
(−1)N1+N2
k!(N1 − k)!(N2 − k)!
∫
γ
N1−k
1
∫
γ
N1−k
3
∫
γ
N2−k
2
∫
γ
N2−k
4
∫
γk1
∫
γk3
∫
γk4
AM1 A
M
2 A
M
3 A
M
4
k∏
i=1
dwˆ2i
2piι
k∏
i=1
dw2i
2piι
k∏
i=1
dz2i
2piι
N2−k∏
i=1
dwˆ1i
2piι
N2−k∏
i=1
dzˆi
2piι
N1−k∏
i=1
dw1i
2piι
N1−k∏
i=1
dz1i
2piι
.
(6.23)
In the above formula we have that AM1 = detB with B being the matrix from (5.10). Also we have
AM2 =
N1−k∏
i=1
N2−k∏
j=1
(tzˆ1j /z
1
i ; t)∞(twˆ
1
j/w
1
i ; t)∞
(twˆ1j/z
1
i ; t)∞(tzˆ
1
j /w
1
i ; t)∞
·
k∏
i=1
N2−k∏
j=1
(tzˆ1j /z
2
i ; t)∞(twˆ
1
j/w
2
i ; t)∞
(twˆ1j/z
2
i ; t)∞(tzˆ
1
j /w
2
i ; t)∞
·
N1−k∏
i=1
k∏
j=1
(tw2j/z
1
i ; t)∞(twˆ
2
j/w
1
i ; t)∞
(twˆ2j/z
1
i ; t)∞(tw
2
j/w
1
i ; t)∞
·
k∏
i=1
k∏
j=1
(tw2j/z
2
i )∞(twˆ
2
j/w
2
i ; t)∞
(twˆ2j/z
2
i ; t)∞(tw
2
j/w
2
i ; t)∞
;
(6.24)
AM3 =
N2−k∏
i=1
[−u2][log(wˆ1i )−log(zˆ1i )][log t]−1
(
1 + azˆ1i
1 + awˆ1i
)M
·
(
1 + a/wˆ1i
1 + a/zˆ1i
)n2
·
N1−k∏
i=1
[−u1][log(w1i )−log(z1i )][log t]−1
(
1 + az1i
1 + aw1i
)M (
1 + a/w1i
1 + a/z1i
)n1
·
k∏
i=1
[−u2][log(wˆ2i )−log(w2i )][log t]−1 [−u1][log(w2i )−log(z2i )][log t]−1 ·(
1 + az2i
1 + awˆ2i
)M (
1 + a/wˆ2i
1 + a/z2i
)n2 ( 1 + a/z2i
1 + a/w2i
)n2−n1
;
(6.25)
AM4 =
N2−k∏
i=1
Sˆ(wˆ1i , zˆ
1
i ;u2, t)
log t · wˆ1i
·
k∏
i=1
Sˆ(wˆ2i , w
2
i ;u2, t)
log t · wˆ2i
Sˆ(w2i , z
2
i ;u1, t)
log t · w2i
·
N1−k∏
i=1
Sˆ(w1i , z
1
i ;u1, t)
log t · w1i
,
where Sˆ(w, z;u, t) =
∑
m∈Z
pi · [−u]−2mpiι[log t]−1
sin(−pi[[logw − log z][log t]−1 − 2mpiι[log t]−1]) .
(6.26)
We claim that there is a constant C˜2 > 0 that depends on a, t, x1, x2, s1, s2 such that for each
M,N1, N2 ∈ N with M ≥M2 as in Step 1 and k ∈ {1, . . . ,min(N1, N2)} we have
(6.27) |IM (N1, N2, k)| ≤ C˜∆2 ·∆−∆/4, with ∆ = N1 +N2.
TWO-POINT CONVERGENCE OF THE STOCHASTIC SIX-VERTEX MODEL TO THE AIRY PROCESS 49
From (6.22) and (6.27) we conclude that |IM (N1, N2)| ≤ ∆ · C˜∆2 ·∆−∆/4, which clearly implies the
statement of the proposition.
In the remainder of the proof we prove (6.27) by considering the three cases: (1) ∆ ≥ RaM , (2)
∆ ∈ [M1/2, RaM ] and (3) ∆ ∈ [1,M1/2], where R is the universal constant from (6.13).
Step 3. In this and all the steps below we will denote by C a generic constant that depends on a
and t alone, whose value may change from line to line. The purpose of this step is to prove (6.27)
if ∆ ≥ RaM .
Let C+, C− and Cm be the positively oriented circles, centered at the origin, of radius 1/2, 2
and 1 respectively. Observe that by Lemma 3.9 and Cauchy’s theorem we may deform the z1i , zˆ
1
i
and z2i contours in (6.23) to C+, the w
1
i , wˆ
1
i and wˆ
2
i contours to C− and the w
2
i contours to Cm
without affecting the value of the integral. Here we used a ∈ (0, a2] with a2 ≤ e−2pi – see (6.14)
– which ensures we do not cross any poles in the process of the deformation. We now proceed to
find appropriate upper bounds for each of the four terms AM1 , AM2 , AM3 and AM4 along these contours.
Let us first analyze AM4 . Notice that if u ∈ (−∞, 0) we have that∣∣∣[−u]−2mpiι[log t]−1∣∣∣ = 1
for allm ∈ Z. Consequently, if 1/2 = |w| and |z| = 2 we have from Lemma 6.2 applied to U = 2 log 2
|Sˆ(w, z;ui, t)| ≤ pi ·
∑
k∈Z
∣∣∣∣ 1sin(−pi[log z − logw + 2piιk]/[− log t])
∣∣∣∣ ≤ piC1t2 log 2 for i = 1, 2,
where C1t is as in Lemma 6.2 and depends on t alone. In applying the above lemma we used that
t ≤ t2 ≤ e−4pi – see (6.14) – this ensures that U = 2 log 2 ≤ [− log t]/4. The above inequality (using
our definition of C+ and C−) implies that∣∣∣∣∣
N2−k∏
i=1
Sˆ(wˆ1i , zˆ
1
i ;u2, t)
log t · wˆ1i
·
N1−k∏
i=1
Sˆ(w1i , z
1
i ;u1, t)
log t · w1i
∣∣∣∣∣ ≤ CN1+N2−2k,
where we recall that C stood for a generic constant that depends on a and t alone, whose value
changes from line to line. We will not mention this further. We may again apply Lemma 6.2 for
U = log 2 to conclude that if 1/2 = |w| < |z| = 1 or 1 = |w| < |z| = 2 we have
|Sˆ(w, z;ui, t)| ≤ piC
1
t
log 2
for i = 1, 2.
The above inequality (using our definition of C+, C− and Cm) implies that∣∣∣∣∣
k∏
i=1
Sˆ(wˆ2i , w
2
i ;u2, t)
log t · wˆ2i
Sˆ(w2i , z
2
i ;u1, t)
log t · w2i
∣∣∣∣∣ ≤ C2k.
Combining the above two inequalities we conclude that
|AM4 | ≤ C∆.(6.28)
We next analyze AM2 . Recall from (3.41) that if |ζ| ≤ α < 1 we have that
(α; t)∞ =
∞∏
n=0
(1− αtn) ≤
∞∏
n=0
|1− ζtn| = |(ζ; t)∞| ≤
∞∏
n=0
(1 + αtn) = (−α; t)∞.
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Using the latter inequalities and our definition of C−, C+, Cm we conclude that
|AM2 | ≤
(
(−4t; t)∞
(4t; t)∞
)2N1N2
≤
(
(−4t; t)∞
(4t; t)∞
)∆2/2
.(6.29)
In deriving the above inequality we used that t ≤ t2 ≤ e−4pi – see (6.14) – which ensures that 4t < 1.
We continue with the analysis of AM3 . Using the definition of u1 and u2 from (4.3) and the
definition of the contours C−, C+ and Cm we have for each i = 1, . . . , N2 − k∣∣∣[−u2][log(wˆ1i )−log(zˆ1i )][log t]−1∣∣∣= exp(−2 log 2(Mf1 +M1/3σax2 + f ′1[M − n2]+(1/2)f ′′1 s22M1/3))≤ 1;
for each i = 1, . . . , N1 − k∣∣∣[−u1][log(w1i )−log(z1i )][log t]−1∣∣∣= exp(−2 log 2(Mf1 +M1/3σax1 +f ′1[M − n1]+(1/2)f ′′1 s21M1/3))≤ 1;
for each i = 1, . . . , k∣∣∣[−u2][log(wˆ2i )−log(w2i )][log t]−1∣∣∣= exp(− log 2(Mf1 +M1/3σax2 + f ′1[M − n2]+(1/2)f ′′1 s22M1/3))≤ 1;∣∣∣[−u1][log(w2i )−log(z2i )][log t]−1∣∣∣= exp(− log 2(Mf1 +M1/3σax1 + f ′1[M − n1] + (1/2)f ′′1 s21M1/3))≤ 1,
where in all of the above inequalities we used that M ≥ M2 and M2 was chosen sufficiently large
so that the exponents above are negative – see (6.17). Furthermore, by the triangle inequality
|1 + z| ≤ 1 + |z| and |(1− z)−1| ≤ (1− |z|)−1
whenever |z| < 1. Utilizing the latter and the inequality ni ≤ 2M , which follows from (6.18), we see
that for each i = 1, . . . , N2 − k∣∣∣∣∣
(
1 + azˆ1i
1 + awˆ1i
)M
·
(
1 + a/wˆ1i
1 + a/zˆ1i
)n2∣∣∣∣∣ ≤
(
1 + 2a
1− 2a
)3M
.
Similarly, we have for each i = 1, . . . , N1 − k that∣∣∣∣∣
(
1 + az1i
1 + aw1i
)M (
1 + a/w1i
1 + a/z1i
)n1∣∣∣∣∣ ≤
(
1 + 2a
1− 2a
)3M
,
and for each i = 1, . . . , k that∣∣∣∣∣
(
1 + az2i
1 + awˆ2i
)M (
1 + a/wˆ2i
1 + a/z2i
)n2 ( 1 + a/z2i
1 + a/w2i
)n2−n1∣∣∣∣∣ ≤
(
1 + 2a
1− 2a
)3M
.
Note that 2a ≤ 1/2 by our choice of a ≤ a2 ≤ e−2pi, see (6.14), and so by Lemma 6.6 we conclude
1 + 2a
1− 2a ≤ exp (6a) .
Summarizing all of the above inequalities we conclude that for M ≥M2 we have
|AM3 | ≤ exp (9M∆a) .(6.30)
We finally analyze AM1 . Observe that by our definition of C−, C+, Cm and Lemma 6.1 applied to
R = 2, r = 1/2 and α = 2−1/2 we have
|AM1 | ≤
(N1 +N2 − k)(N1+N2−k)/2
(21/2 − 2−1/2)N1+N2−k ·
(
21/2 + 2−1/2
5/2
)(N1+N2−k)2
≤ C∆∆∆/2p∆2/4,(6.31)
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where in the last inequality we used that ∆ ≥ N1 + N2 − k ≥ 2−1∆ as k ≤ min(N1, N2). We also
recall that p was defined in (6.12).
Combining (6.28), (6.29), (6.30) and (6.31) we conclude that
|AM1 AM2 AM3 AM4 | ≤ C∆ ·∆∆/2 ·
(
p1/2 · (−4t; t)∞
(4t; t)∞
)∆2/2
· exp(9M∆a).
Finally, using that ∆ ≥ RaM we conclude that
(6.32) |AM1 AM2 AM3 AM4 | ≤ C∆ ·∆∆/2 ·
(
p1/2 · e18/R · (−4t; t)∞
(4t; t)∞
)∆2/2
≤ C∆ ·∆∆/2 · p∆2/8,
where in the last inequality we used (6.15) and (6.13). It is now clear that (6.23) and (6.32) together
imply (6.27) since p ∈ (0, 1). This concludes Step 3.
Step 4. The purpose of this step is to prove (6.27) if ∆ ∈ [M1/2, RaM ]. We put δ = (∆/RaM)1/3
and note that δ ∈ [M−1/6(Ra)−1/3, 1]. We start with the same argument as in Step 3 except
that the contours C+ and C− that we deform to have radii eδ and e−δ respectively. Notice that
our assumption that a ≤ a2 ≤ e−2pi, see (6.14), implies that in the process of deforming to these
contours we do not cross any poles and so the value of the integral does not change by Cauchy’s
theorem. As in Step 3 we proceed to derive estimates for AM1 , AM2 , AM3 , AM4 .
We first analyze AM4 . Observe that δ ≤ 1 ≤ − log t8 by our assumption that t ≤ t2 ≤ e−4pi from
Step 1, see (6.14). Similarly to our work in Step 3, we may apply Lemma 6.2 with U = 2δ to get
that for all i = 1, . . . , N2 − k we have∣∣∣∣∣ Sˆ(wˆ1i , zˆ1i ;u2, t)log t · wˆ1i
∣∣∣∣∣ ≤ pi · e · C1t2δ[− log t] .
Analogously for all i = 1, . . . , N1 − k we have∣∣∣∣∣ Sˆ(w1i , z1i ;u1, t)log t · w1i
∣∣∣∣∣ ≤ pi · e · C1t2δ[− log t] .
Also we may apply Lemma 6.2 with U = δ to get that for all i = 1, . . . , k we have∣∣∣∣∣ Sˆ(wˆ2i , w2i ;u2, t)log t · wˆ2i Sˆ(w
2
i , z
2
i ;u1, t)
log t · w2i
∣∣∣∣∣ ≤
(
pi · e · C1t
δ[− log t]
)2
.
Combining all of the above inequalities we arrive at
|AN4 | ≤ δ−∆C∆ ≤ C∆ exp
(
∆ log ∆
3
)
,(6.33)
where in the last inequality we used the definition of δ and the fact that M ≤ ∆2.
Next we analyze AM2 . Notice that by (3.41) and (6.24) we have that
|AM2 | ≤
(
(−te2δ; t)∞
(te2δ; t)∞
)2N1N2
≤
(
(−te2; t)∞
(te2; t)∞
)2N1N2
≤ exp (tC5∆2/2) ,(6.34)
where in the first inequality we used that δ ∈ (0, 1] and that t ≤ t2 ≤ e−4pi, see (6.14). In the last
inequality we used Lemma 6.8 and the constant C5 is as in the statement of that lemma.
52 EVGENI DIMITROV
We next turn our attention to AM3 and it will be convenient to consider the following change of
variables. Let us put
log(zˆ1i ) = Zˆ
1
i = δ + ιXˆ
1
i , log(wˆ
1
i ) = Wˆ
1
i = −δ + ιYˆ 1i with Xˆ1i , Yˆ 1i ∈ [−pi, pi] for i = 1, . . . , N2 − k;
log(z1i ) = Z
1
i = δ + ιX
1
i , log(w
1
i ) = W
1
i = −δ + ιY 1i with X1i , Y 1i ∈ [−pi, pi] for i = 1, . . . , N1 − k;
log(wˆ2i ) = Wˆ
2
i = −δ + ιYˆ 2i , log(z2i ) = Z2i = δ + ιX2i , log(w2i ) = W 2i = ιY 2i
with Yˆ 2i , Y
2
i , X
2
i ∈ [−pi, pi] for i = 1, . . . , k .
Recall from (5.23) and (5.24) that in these variables we have AM3 =
∏7
i=1A
M
3,i where
AM3,1 =
N2−k∏
i=1
eF
M
2 (Zˆ
1
i ), AM3,2 =
N2−k∏
i=1
e−F
M
2 (Wˆ
1
i ), AM3,3 =
N1−k∏
i=1
eF
M
1 (Z
1
i ),
AM3,4 =
N1−k∏
i=1
e−F
M
1 (W
1
i ), AM3,5 =
k∏
i=1
eF
M
1 (Z
2
i ), AM3,6 =
k∏
i=1
e−F
M
2 (Wˆ
2
i ), AM3,7 =
k∏
i=1
eF
M
3 (W
2
i ),
(6.35)
where FM1 , FM2 , FM3 are given by
FM1 (Z) = exp
(
MSa(Z)−M1/3σax1Z + (M − n1)Ra(Z)− (Z/2)f ′′1 s21M1/3
)
,
FM2 (Z) = exp
(
MSa(Z)−M1/3σax2Z + (M − n2)Ra(Z)− (Z/2)f ′′1 s22M1/3
)
FM3 (W ) = exp
(
M1/3σa(x1 − x2)W + (n1 − n2)Ra(W ) + (W/2)M1/3f ′′1 [s21 − s22]
)
.
(6.36)
By Lemmas 6.3 and 6.4 we have that
|AM3,1| ≤ exp
(
C2M(N2 − k)aδ3 − [C1aMδ − C3a|M − n2|]
N2−k∑
i=1
(Xˆ1i )
2 + Cα[N2 − k]M1/3
)
|AM3,2| ≤ exp
(
C2M(N2 − k)aδ3 − [C1aMδ − C3a|M − n2|]
N2−k∑
i=1
(Yˆ 1i )
2 + Cα[N2 − k]M1/3
)
,
|AM3,3| ≤ exp
(
C2M(N1 − k)aδ3 − [C1aMδ − C3a|M − n1|]
N1−k∑
i=1
(X1i )
2 + Cα[N1 − k]M1/3
)
,
|AM3,4| ≤ exp
(
C2M(N1 − k)aδ3 − [C1aMδ − C3a|M − n1|]
N1−k∑
i=1
(Y 1i )
2 + Cα[N1 − k]M1/3
)
,
|AM3,5| ≤ exp
(
C2Mkaδ
3 − [C1aMδ − C3a|M − n1|]
k∑
i=1
(X2i )
2 + CαkM
1/3
)
,
|AM3,6| ≤ exp
(
C2Mkaδ
3 − [C1aNδ − C3a|M − n2|]
k∑
i=1
(Yˆ 2i )
2 + CαkM
1/3
)
.
Furthermore by (5.3) we know Re[(Ra(ιY 2i )] ≤ Re[Ra(0)] = 0 for i = 1, . . . , k. This implies that
|AM3,7| ≤ exp
(
CαM
1/3k
)
.
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Combining all of the above estimates for AM3,i for i = 1, . . . , 7 we conclude that
|AM3 | ≤ exp
(
2C2M∆aδ
3 + 2Cα∆M
1/3 − [C1aMδ − C3a|M − n2|]
N2−k∑
i=1
[(Xˆ1i )
2 + (Yˆ 1i )
2]
)
·
exp
(
−[C1aMδ − C3|M − n1|]
N1−k∑
i=1
[(X1i )
2 + (Y 1i )
2])
)
·
exp
(
−[C1aMδ − C3a|M − n1|]
k∑
i=1
(X2i )
2 − [C2aMδ − C3a|M − n2|]
k∑
i=1
(Yˆ 2i )
2
)
.
The above upper bound for |AM3 | can be simplified once we use the fact that M ≥ M2 and our
choice of M2 in Step 1 as well as the definition of δ. Namely, recall from the beginning of the step
that δ ∈ [M−1/6(Ra)−1/3, 1] and so we have
C1aMδ − C3a|M − ni| ≥ (C1/2)aMδ + [(C1/2)a(Ra)−1/3M5/6 − C3a|M − ni|] ≥ (C1/2)aMδ,
where in the last inequality we used (6.20). Utilizing the last inequality, together with M ≤ ∆2 and
the fact that δ3M = (Ra)−1∆ we see that
|AM3 | ≤ exp
(
2C2R
−1∆2 + 2Cα∆5/3
)
· exp (−(C1/2)aMδQ) , where
Q =
N2−k∑
i=1
[(Xˆ1i )
2 + (Yˆ 1i )
2] +
N1−k∑
i=1
[(X1i )
2 + (Y 1i )
2] +
k∑
i=1
[(X2i )
2 + (Yˆ 2i )
2].
(6.37)
We next consider bounding |AM1 | and consequently |AM1 AM2 AM3 AM4 | in the following two cases:
(1) Q ≥ 4(C2 + C5)
C1
· δ2∆ and (2) Q ≤ 4(C2 + C5)
C1
· δ2∆,(6.38)
where C1, C2 are as in Lemma 6.3 and C5 is as in Lemma 6.8.
The first case in (6.38) is somewhat trivial and we simply use Hadamard’s inequality to get
|AM1 | ≤
(N1 +N2 − k)(N1+N2−k)/2
(eδ − e−δ)N1+N2−k ≤ δ
−∆∆∆/2 ≤ C∆ exp
(
5∆ log ∆
6
)
,(6.39)
where in the first inequality we used that ex−e−x ≥ 2x for x > 0 and the fact that ∆ ≥ N1+N2−k ≥
2−1∆ as k ≤ min(N1, N2). In the second inequality we used the definition of δ and the fact that
M ≤ ∆2. Combining the inequalities (6.33), (6.34), (6.37) and (6.39) we conclude that
|AM1 AM2 AM3 AM4 | ≤ C∆ exp
(
(tC5/2− 2C5R−1)∆2 + 7∆ log ∆
6
+ 2Cα∆
5/3
)
,(6.40)
where we used that (C1/2)aMδQ ≥ 2(C2 + C5)R−1∆2 in the first case in (6.38).
The second case in (6.38) is more complicated and to bound |AM1 | we apply Lemma 6.7 with
N = N1+N2−k and c =
√
8(C2+C5)
C1
. Indeed, from (2) in (6.38) and the fact that N1+N2−k ≥ ∆/2
as k ≤ min(N1, N2) we see that
Q ≤ δ2 · c2 · [N2 +N1 − k],
which in view of Lemma 6.7 implies
|AM1 | ≤
e−f(c)(N1+N2−k)2(N1 +N2 − k)(N1+N2−k)/2
(eδ − e−δ)N1+N2−k ≤ C
∆e−f(c)∆
2/4 exp
(
5∆ log ∆
6
)
,(6.41)
54 EVGENI DIMITROV
where f(c) is as in Lemma 6.7 and the second inequality is derived as in (6.39). Combining the
inequalities (6.33), (6.34), (6.37) and (6.41) we conclude that
|AM1 AM2 AM3 AM4 | ≤ C∆ exp
(
(tC5/2 + 2C2R
−1 − f(c)/4)∆2 + 7∆ log ∆
6
+ 2Cα∆
5/3
)
,(6.42)
where we used that Q ≥ 0.
Recall from (6.13) and (6.16) that
tC5/2 + 2C2R
−1 − f(c)/4 ≤ R−1(C5/2 + 2C2) ≤ −f(c)/8 and tC5/2− 2C5R−1 ≤ −(3/2)R−1C5.
. So if we combine (6.40) and (6.42) we conclude that for  = min(f(c)/8, (3/2)R−1C5) we have
|HN1 HN2 HN3 HN4 | ≤ C∆ exp
(
−∆2 + 7∆ log ∆
6
+ 2Cα∆
5/3
)
,(6.43)
which together with (6.22) clearly implies (6.27). This concludes Step 4.
Step 5. The purpose of this step is to prove (6.27) if ∆ ∈ [1, N1/2]. In this step we use the formula
(5.20) for IM (N1, N2, k), which we recall here for the reader’s convenience.
IM (N1, N2, k) =
(−1)N1+N2
k!(N1 − k)!(N2 − k)!
∫
γ
N1−k
z
∫
γ
N2−k
z
∫
γkz
∫
γ
N1−k
w
∫
γ
N2−k
w
∫
γkw
∫
γkm
HM1 H
M
2 H
M
3 H
M
4
k∏
i=1
1{|w2i | ≤ piL}dw2i
2piιL
k∏
i=1
1{|w2i | ≤ piρAL}dwˆ2i
2piιL
N2−k∏
i=1
1{|wˆ1i | ≤ piρAL}dwˆ1i
2piιL
N1−k∏
i=1
1{|w1i | ≤ piρAL}dw1i
2piιL
k∏
i=1
1{|z2i | ≤ piρAL}ez
2
i /Ldz2i
2piιL
N2−k∏
i=1
1{|zˆ1i | ≤ piρAL}ezˆ
1
i /Ldzˆi
2piιL
N1−k∏
i=1
1{|z1i | ≤ piρAL}ez
1
i /Ldz1i
2piιL
,
(6.44)
We recall that HM1 , HM2 , HM3 and HM4 are as in (5.21), (5.22), (5.23) and (5.25) respectively. In
addition, γw, γz, γm and A are as in 5.3, L = M1/3 and ρA =
√
1 +A2. As in Step 3 in Section 5.2 we
let E denote the set of points (~z1, ~ˆz1, ~z2, ~w1, ~ˆw1, ~ˆw2, ~w2) ∈ C2N1+2N2−k that satisfy the inequalities
in the indicator functions in (6.44). Then we know from (5.30) that
|1EHM1 | ≤ CN1+N2(N1 +N2 − k)(N1+N2−k)/2LN1+N2−k, and
|1EHM4 | ≤ CN1+N2LN1+N2 ,
(6.45)
where as earlier C is a constant that depends on a, t alone. Furthermore, from (5.23) and (5.32)
|1EHM3 | ≤ exp
(
−1
N2−k∑
i=1
[|zˆ1i |3 + |wˆ1i |3]− 1 N1−k∑
i=1
[|z1i |3 + |w1i |3]
)
×
exp
(
−1
k∑
i=1
[|z2i |3 + |wˆ2i |3]− 1(s1 − s2) k∑
i=1
|w2i |2
)
× exp
(
c˜(N1 +N2 + Q˜)
)
, where
Q˜ =
N2−k∑
i=1
[|zˆ1i |2 + |wˆ1i |2]+ N1−k∑
i=1
[|z1i |2 + |w1i |2]+ k∑
i=1
[|z2i |2 + |wˆ2i |2 + |w2i |] ,
(6.46)
where c˜ > 0 is a constant that depends on a, t, x1, x2, s1, s2 and 1 is as in Lemma 5.4.
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Finally, we bound |1EHM2 |. By Lemma 6.9 we have that
|1EHM2 | ≤
N1−k∏
i=1
e16tN2|z
1
i |2/L2
k∏
i=1
e16tN2|z
2
i |2/L2
N1−k∏
i=1
e16tN2|w
1
i |2/L2
N2−k∏
i=1
e16tN1|zˆ
1
i |2/L2
N2−k∏
i=1
e16tN1|wˆ
1
i |2/L2 ·
k∏
i=1
e16tN2|w
2
i |2/L2
k∏
i=1
e16tN2|wˆ
2
i |2/L2 ≤
exp
(
16t∆Q˜/L2 + 16t∆
k∑
i=1
|w2i |2/L2
)
(6.47)
Let HM denote the integrand in (6.44). Observe that by (6.45), (6.46) and (6.47) we have that
|HM | ≤ (N1 +N2 − k)(N1+N2−k)/2 exp
(
−1
N2−k∑
i=1
[|zˆ1i |3 + |wˆ1i |3]− 1 N1−k∑
i=1
[|z1i |3 + |w1i |3]
)
exp
(
−1
k∑
i=1
[|z2i |3 + |wˆ2i |3]− (1/2)(s1 − s2) k∑
i=1
|w2i |2 + C˜(N1 +N2 + Q˜)
)
,
(6.48)
where we used that ∆ ≤ M1/2, C˜ = c˜ + 1, 16t ≤ 1 (this follows from t ≤ t1 ≤ e−4pi – see (6.14)),
and M−1/6 ≤ (1/2)(s1 − s2) (this follows from (6.19)).
We now note that the upper bound in (6.48) does not depend on M and is a product of functions
in each of the 2N1 + 2N2−k variables and each of those functions is integrable on its corresponding
contour. For all but the w2i variables this is true by the negative cube in the exponential with a
positive coefficient 1, which dominates the quadratic terms in Q˜. Also for the w2i variables this
is true by the negative square in the exponential with a positive coefficient (1/2)(s1 − s2), which
dominates the linear terms in Q˜. From (6.48) and (6.44) we conclude that
|IN (N1, N2, k)| ≤ C˜
∆
1 (N1 +N2 − k)(N1+N2−k)/2
k!(N1 − k)!(N2 − k)! ,
for some large enough C˜1 that depends on a, t, x1, x2, s1, s2.
Finally, we note that
3N1+N2−k =
N1+N2−k∑
i=0
N1+N2−k−i∑
j=0
(N1 +N2 − k)!
i!j!(N1 +N2 − k − i− j)! .
Setting i = k and j = N1 − k above we see that
3N1+N2−k
(N1 +N2 − k)! ≥
1
k!(N1 − k)!(N2 − k)! .
Using the latter we conclude that
|IN (N1, N2, k)| ≤ (3C˜1)
∆(N1 +N2 − k)(N1+N2−k)/2
(N1 +N2 − k)! ≤
(3 · e · C˜1)∆ · exp (−(1/2)(N1 +N2 − k) log(N1 +N2 − k)) ,
where we used n! ≥ nne−n -see [Rob55, Equation (1)]. The last inequality now clearly implies (6.27)
once we utilizie that N1 + N2 − k ≥ 2−1∆ as k ≤ min(N1, N2). This completes Step 5 and hence
the proof of the proposition.
7. Lemmas from Sections 3 and 4
In this section we present the proofs of several lemmas from Sections 3 and 4.
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7.1. Proofs of lemmas from Section 3. In this section we give the proofs of Lemmas 3.12, 3.8,
3.9 , 3.15 and 3.4 whose statements are recalled here for the reader’s convenience as Lemmas 7.1,
7.2, 7.3 , 7.4 and 7.5 respectively.
Lemma 7.1. Let N ∈ N.
(1) Hadamard’s inequality: If A is an N ×N matrix and v1, . . . , vN denotes the column vectors
of A then | detA| ≤∏Ni=1 ‖vi‖ where ‖x‖ = (x21 + · · ·+ x2N )1/2 for x = (x1, . . . , xN ).
(2) Fix r,R ∈ (0,∞) with R > r. Let zi, wi ∈ C be such that |zi| = R and |wi| ≤ r for
i = 1, . . . , N . Then
(7.1)
∣∣∣∣∣det
[
1
zi − wj
]N
i,j=1
∣∣∣∣∣ ≤ R−N · NN · (r/R)(
N
2 )
(1− r/R)N2 .
Proof. A proof of Hadamard’s inequality can be found in [Pra94, Corollary 33.2.1.1.]. In the re-
mainder of the proof we focus on establishing (7.1).
By the Cauchy determinant formula, see e.g. [Pra94, 1.3], we have that
det
[
1
zi − wj
]N
i,j=1
=
1
RN
·
∏
1≤i<j≤N (zi/R− zj/R)(wj/R− wi/R)∏N
i,j=1(zi/R− wj/R)
.
By the Vandermonde determinant formula, see e.g. [Pra94, 1.2], and Hadamard’s inequality we have∣∣∣∣∣∣
∏
1≤i<j≤N
(zi/R− zj/R)
∣∣∣∣∣∣ ≤ NN/2.
In addition, by our assumption that |wi| ≤ r we have that∣∣∣∣∣ 1∏N
i,j=1(zi/R− wj/R)
∣∣∣∣∣ ≤ 1(1− r/R)N2 .
Finally, using the Vandermonde determinant formula, Hadamard’s inequality and the fact that
|wi| ≤ r we see that∣∣∣∣∣∣
∏
1≤i<j≤N
(wj/R− wi/R)
∣∣∣∣∣∣ ≤ NN/2 ·
N∏
i=1
ri−1
Ri−1
= NN/2 · (r/R)(N2 ).
Combining the last four inequalities gives the second part of the lemma. 
Lemma 7.2. Fix t ∈ (0, 1) and compact sets K1 ⊂ (t, 1) and K2 ∈ C \ [0,∞). Then there exists
a constant M0 > 0 depending on K1,K2, t such that if z, w ∈ C satisfy |w| = r, |z| = R with
R > r > tR > 0 and r/R ∈ K1, and u ∈ K2 then
(7.2) |S(w, z;u, t)| ≤M0,
where S(w, z;u, t) is as in Definition 3.1.
Proof. Put A = [logw− log z][log t]−1 and observe that by our assumptions there exists δ ∈ (0, 1/2)
depending on K1 and t such that
Re[A] =
logR− log r
− log t ∈ [δ, 1− δ].
Observe that given c > 0 we can find c′ > 0 such that if x, y ∈ R and d(x,Z) ≥ c then
(7.3)
1
| sin(pix+ ιpiy)| ≤ c
′e−pi|y|.
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Put B = −2pi[log t]−1 and −u = qeιφ with φ ∈ (−pi, pi) and q = |u|. Observe that there exist
δ1 ∈ (0, 1) and R1 > 1 (depending on K2) such that φ ∈ [−pi+ δ1, pi− δ1] and q ≤ R1 for all u ∈ K2.
Using that d(Re[A],Z) ≥ δ and (7.3) for c = δ we see that for any m ∈ Z we have∣∣∣∣∣ pi · [−u][logw−log z][log t]
−1−2mpiι[log t]−1
sin(−pi[[logw − log z][log t]−1 − 2mpiι[log t]−1])
∣∣∣∣∣ ≤ pic′ · e2pi|A|R|A|1 e−δ1B|m| ≤ Ce−δ1B|m|,
where the constant C can be taken to be C = pic′ · (e2piR1)1+B. Overall, we see that
|S(w, z;u, t)| ≤
∑
m∈Z
Ce−δ1B|m| =: M0,
where M0 is seen to be finite by comparison with the geometric series. 
Lemma 7.3. Fix t ∈ (0, 1) and R, r ∈ (0,∞) such that R > r > tR. Denote by A(r,R) ⊂ C
the annulus of inner radius r and outer radius R that has been centered at the origin. Then the
function S(w, z;u, t) from Definition 3.1 is well-defined for (w, z, u) ∈ Y = {(x1, x2, x3) ∈ A(r,R)×
A(r,R) × (C \ [0,∞)) : |x1| < |x2|} and is jointly continuous in those variables (for fixed t) over
Y . If we fix u ∈ C \ [0,∞) and w ∈ A(r,R) then as a function of z, S(w, z;u, t) is analytic on
{ζ ∈ A(r,R) : |ζ| > |w|}; analogously, if we fix u ∈ C \ [0,∞) and z ∈ A(r,R) then as a function
of w, S(w, z;u, t) is analytic on {ζ ∈ A(r,R) : |ζ| < |z|}. Finally, if we fix w, z ∈ A(r,R) with
|z| > |w| then S(w, z;u, t) is analytic in C \ [0,∞) as a function of u.
Proof. Suppose first that (wn, zn, un) ∈ Y converges to (w, z, u) ∈ Y . We first prove that
(7.4) lim
n→∞S(wn, zn;un, t) = S(w, z;u, t),
which implies the joint continuity of S. Let rn = |wn|, Rn = |zn|, qn = |un| and θn, ψn, φn ∈ (−pi, pi]
be such that
wn = rne
ιθn , zn = Rne
ιψn , un = qne
ιφn .
Analogously, we define r0, R0, q0, θ0, ψ0, φ0 such that
w = r0e
ιθ0 , z = R0e
ιψ0 , u0 = q0e
ιφ0 .
Observe that we have the following convergence statements:
(7.5) lim
n→∞ rn = r0, limn→∞Rn = R0, limn→∞ qn = q0, limn→∞φn = φ0.
Furthermore by possibly passing to a subsequence we have the following convergence statements
(7.6) lim
n→∞ θn = θ0 + 1 · 2piι and limn→∞φn = φ0 + 2 · 2piι,
where i ∈ {0,−1} for i = 1, 2. Indeed, if θ0 ∈ (−pi, pi) the above convergence is ensured with
1 = 0. If θ0 = pi then one can pass to a subsequence such that θn ∈ (−pi, 0) or θn ∈ [0, pi] – in the
former case 1 = 1 and in the latter 1 = 0. Analogous arguments work for φn and φ0. We assume
that we have already passed to a subsequence satisfying the above sets of convergence statements
and prove (7.4) in this case – we continue to use the index n.
For m ∈ Z we define
Hm(w, z, u) =
pi · [−u][logw−log z][log t]−1−2mpiι[log t]−1
sin(−pi[[logw − log z][log t]−1 − 2mpiι[log t]−1]) .
Observe that from (7.5) and (7.6) we have that
lim
n→∞Hm(wn, zn, un) = Hm+2−1(w, z, u).
Furthermore, from the proof of Lemma 7.2 we know that if K ⊂ Y is compact then we can find
constants C, δ1 > 0 depending on K such that if (w, z, u) ∈ K then
(7.7) |Hm(w, z, u)| ≤ Ce−δ1B|m|,
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for all m ∈ Z, where we recall that B = −2pi[log t]−1. By the Dominated convergence theorem with
dominating function Ce−δ1B|m| we have that
lim
n→∞S(wn, zn;un, t) = limn→∞
∑
m∈Z
Hm(wn, zn, un) =
∑
m∈Z
lim
n→∞Hm(wn, zn, un) =
∑
m∈Z
Hm+2−1(w, z, u) = S(w, z;u, t).
This proves the continuity of S(w, z;u, t) in Y .
We next fix u ∈ C \ [0,∞) and z ∈ A(r,R) and show that as a function of w, S(w, z;u, t) is
analytic in {ζ ∈ A(r,R) : |ζ| < |z|}. Let Ω = {ζ ∈ A(r,R) : |ζ| < |z|} \ (−∞, 0]. By the analyticity
of logw in Ω, we know that Hm(w, z, u) is analytic in w ∈ Ω for each m ∈ Z. Furthermore, by
(7.7) we have that over compacts S(w, z;u, t) is the uniform limit of analytic functions and is thus
analytic in Ω, cf. [SS03, Theorem 2.5.2]. From the first part of the proof, we know that S(w, z;u, t)
is continuous in {ζ ∈ A(r,R) : |ζ| < |z|} and so by the Symmetry principle (see [SS03, Theorem
2.5.5]) we conclude that S(w, z;u, t) is analytic in {ζ ∈ A(r,R) : |ζ| < |z|}. One analogously proves
that if we fix u,w then S(w, z;u, t) is analytic as a function of z in {ζ ∈ A(r,R) : |ζ| > |w|}.
Finally, let us fix z, w ∈ A(r,R) such that |w| < |z|. Then it is again clear by the analyticity of
log[−u] in C \ [0,∞) that Hm(w, z, u) is analytic in C \ [0,∞) for all m ∈ Z. Combining this with
(7.7) we see that over compacts S(w, z;u, t) is the uniform limit of analytic functions and is thus
analytic in C \ [0,∞) as a function of u, cf. [SS03, Theorem 2.5.2]. This suffices for the proof. 
Versions of the following two lemmas appear in Section 3.2 of [BC14].
Lemma 7.4. Let M,n ∈ N, N ∈ Z≥0, t ∈ (0, 1) and R > 0. Suppose that a, z ∈ C saitsfy
0 < |a| = |z| ≤ 1. Assume firther that zi, wi, xj , yk ∈ C satisfy |zi| ≥ |z|, |wi| ≥ |z|, |xj | ≤ R,
|yk| ≤ 1 for i = 1, . . . , N , j = 1, . . . , n and k = 1, . . . ,M . Then if u ∈ C we have for any c ∈ N
(7.8)
∣∣∣∣∣∣ u
c
a− ztc
M∏
k=1
1
1− zyktc
n∏
j=1
(1− xjz−1t−c)
N∏
i=1
(zw−1i t
c; t)∞
(zz−1i tc; t)∞
∣∣∣∣∣∣ ≤ (−t; t)
N∞(1 +R/|a|)n|u|ct−cn
|a|(1− t)M+1(t; t)N∞
.
In particular, if |u| < tn the function
(7.9) H(u) =
∞∑
c=1
uc
a− ztc
M∏
k=1
1
1− zyktc
n∏
j=1
(1− xjz−1t−c)
N∏
i=1
(zw−1i t
c; t)∞
(zz−1i tc; t)∞
,
is well-defined and finite. If |u| < tn and u ∈ C \ [0,∞) we also have that
(7.10) H(u) =
1
2piι
∫
C
S(z, w;u, t)
w(a− w)[− log t]
M∏
k=1
1
1− wyk
n∏
j=1
(1− xjw−1)
N∏
i=1
(ww−1i ; t)∞
(wz−1i ; t)∞
dw,
where C is a positively oriented circle of radius r ∈ (t|z|, |z|) that is centered at the origin and
S(z, w;u, t) is as in Definition 3.1.
Proof. For simplicity we split the proof into three steps. In the first step we establish (7.8). In the
second step we find a contour integral representation of H(u) from (7.8) and in the third step we
show that the contour integral we found in the second step equals the one in (7.10).
Step 1. Using the various inequalities we have in the statement of the lemma we have for any c ≥ 1∣∣∣∣ uca− ztc
∣∣∣∣ ≤ |u|c|a|(1− t) ,
∣∣∣∣∣
M∏
k=1
1
1− zyktc
∣∣∣∣∣ ≤ 1(1− t)M ,
∣∣∣∣∣∣
n∏
j=1
(1− xjz−1t−c)
∣∣∣∣∣∣ ≤ (1 +R/|a|)nt−cn.
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Furthermore, if |ζ| ≤ α < 1 we have that
(7.11) (α; t)∞ =
∞∏
n=0
(1− αtn) ≤
∞∏
n=0
|1− ζtn| = |(ζ; t)∞| ≤
∞∏
n=0
(1 + αtn) = (−α; t)∞.
Combining the last two inequalities we arrive at (7.8). Observe that by (7.8) the series in (7.9) is
absolutely convergent by comparison with the geometric series so that H(u) is indeed well-defined
and finite.
Step 2. In this step we show that
H(u) =
1
2piι
∫ 1/4+ι∞
1/4−ι∞
Γ(−s)Γ(1 + s)(−u)sg(s)ds, where Γ(s) is the Euler Gamma
function, g(s) =
1
a− zts ·
M∏
k=1
1
1− zykts
n∏
j=1
(1− xjz−1t−s)
N∏
i=1
(zw−1i t
s; t)∞
(zz−1i ts; t)∞
,
(7.12)
and the integral is along the vertical line through 1/4, which is oriented to have an increasing
imaginary part – we will refer to this contour in the sequel by γ. We remark that the integrand in
(7.12) is well-defined for each s ∈ γ (here we use in particular that u 6∈ [0,∞)). Part of the work
we do in this step is to show that the integral in (7.12) is actually well-defined and finite.
Let RL = L + 1/4 (L ∈ N) and set A1L = 1/4 − ιRL, A2L = 1/4 + ιRL, A3L = RL + ιRL and
A4L = RL − ιRL. Denote by γ1L the contour, which goes from A1L vertically up to A2L, by γ2L the
contour, which goes from A2L horizontally to A
3
L, by γ
3
L the contour, which goes from A
3
L vertically
down to A4L, and by γ
4
L the contour, which goes from A
4
L horizontally to A
1
L. Also let γL = ∪iγiL
traversed in order (see Figure 7).
Figure 7. The contours γiL for i = 1, . . . , 4.
We make the following observations:
1. γL is negatively oriented.
2. The function g(s) is well-defined and analytic in a neighborhood of the closure of the region
enclosed by γL. This follows from |ts| < 1 for Re(s) > 0, which prevents any of the poles
of g(s) from entering the region Re(s) > 0.
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3. If dist(s,Z) > c for some fixed constant c > 0, then
∣∣∣ pisin(pis) ∣∣∣ ≤ c′e−pi|Im(s)| for some
fixed constant c′, depending on c. In particular, this estimate holds for all s ∈ γM since
dist(γM ,Z) = 1/4 for all L by construction.
4. If −u = reιθ with |θ| < pi and s = x+ ιy then
(−u)s = exp ((log(r) + ιθ)(x+ ιy)) = exp (log(r)x− yθ + ι(log(r)y + xθ)) ,
since we took the principal branch. In particular, |(−u)s| = rxe−yθ.
We also recall Euler’s Gamma reflection formula
(7.13) Γ(−s)Γ(1 + s) = pi
sin(−pis) .
We observe for s = x+ ιy, with x ≥ 1/4 that∣∣∣∣∣∣ 1a− zts ·
M∏
k=1
1
1− zykts
n∏
j=1
(1− xjz−1t−s)
N∏
i=1
(zw−1i t
s; t)∞
(zz−1i ts; t)∞
∣∣∣∣∣∣ ≤
∏n
j=1 |1− xjz−1t−s|
|a|(1− t1/4)M+1 ·
(−t1/4; t)N∞
(t1/4; t)N∞
,
where we also used (7.11). In addition, we have
n∏
j=1
|1− xjz−1t−s| ≤ (1 +R|a|−1t−x)n ≤ (1 +R/|a|)nt−xn.
Consequently, we see that
(7.14) |Γ(−s)Γ(1 + s)(−u)sg(s)| ≤ c
′rxt−xne−(pi−|θ|)|y|(1 +R/|a|)n
|a|(1− t1/4)M+1 ·
(−t1/4; t)N∞
(t1/4; t)N∞
≤ Ce−(pi−|θ|)|y|,
where we used observations 3. and 4. from above together with the fact that r = |u| < tn. In
particular, the integral in (7.12) is absolutely convergent and we have
lim
L→∞
1
2piι
∫
γ1L
Γ(−s)Γ(1 + s)(−u)sg(s)ds = 1
2piι
∫
γ
Γ(−s)Γ(1 + s)(−u)sg(s)ds.
From the Residue Theorem we have
L∑
n=1
ungu(n) =
1
2piι
∫
γL
Γ(−s)Γ(1 + s)(−u)sg(s)ds.
The last formula used Ress=kΓ(−s)Γ(1 + s) = (−1)k+1 and observations 1. and 2. above. Using
our result from Step 1., we see that what remains to be shown is that
(7.15) lim
L→∞
1
2piι
∫
γiL
Γ(−s)Γ(1 + s)(−u)sg(s)ds = 0 for i = 2, 3, 4.
Suppose that i = 2 or i = 4. Let s = x+ ιy ∈ γiL, so |y| = RL and from (7.14) we have
|Γ(−s)Γ(1 + s)(−u)sg(s)| ≤ Ce(|θ|−pi)RL ,
for some constant C > 0. Since |θ| − pi < 0 we see that∣∣∣∣∣ 12piι
∫
γiL
Γ(−s)Γ(1 + s)(−u)sg(s)ds
∣∣∣∣∣ ≤ CRLe(|θ|−pi)RL → 0 as L→∞.
Finally, let i = 3. Let s = x+ ιy ∈ γ3L, so x = RL and from (7.14) we get∣∣Γ(−s)Γ(1 + s)(−ζ)sgw,w′(ts)∣∣ ≤ C[rt−n]RLe−(pi−|θ|)|y| ≤ C[rt−n]RL .
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Consequently, we obtain∣∣∣∣∣ 12piι
∫
γ3L
Γ(−s)Γ(1 + s)(−u)sg(s)ds
∣∣∣∣∣ ≤ 2RLC[rt−n]RL → 0 as L→∞,
where again we used that rt−n < 1. This concludes the proof of (7.15) and hence (7.12).
Step 3. Using (7.14) and (7.13) we have for any φ ∈ R
H(u) =
∑
m∈Z
1
2piι
∫ 1/4+2piι(m+1)/[− log t]+ιφ
1/4+2piιm/[− log t]+ιφ
pi · (−u)sg(s)
sin(−pis) ds =
1
2piι
∫ 1/4+2piι[− log t]+ιφ
1/4+ιφ
g(s)
∑
m∈Z
pi · (−u)s+2piιm/[− log t]
sin(−pis− pi · 2piιm/[− log t])ds.
where we used that t2piιm/[− log t] = 1 and g(s+ 2piιm/[− log t]) = g(s).
We proceed to change variables w = zts and pick φ so that zeιφ/ log t = |a|. Consequently, we get
H(u) =
1
2piι
∫
C
g([logw − log z]/ log t) · S(w, z;u, t)
[− log t]w dw,
which proves (7.10) for the circle C with radius |a|t1/4. By Cauchy’s theorem we may deform this
contour to any circle with radius r ∈ (t|z|, |z|) without changing the value of the integral. In the
last statement we implicitly used the analyticity of S(w, z;u, t) from Lemma 7.3. This suffices for
the proof. 
Lemma 7.5. Let N,M,n ∈ N be given with N ≥ n. Suppose that a, t ∈ (0, 1) are good in the sense
of Definition 3.3 and let r1, r2, r3, r4, ρ be as in that definition. Assume that X = (x1, . . . , xN ),
Y = (y1, . . . , yM ) with xi, yj ∈ C, |xi| ≤ a and |yj | ≤ a for i = 1, . . . , N and j = 1, . . . ,M .
Finally, let K ⊂ C \ [0,∞) be a compact set. Then we can find a constant C depending on
r1, r2, r3, r4,K, a, t,M,N, n such that
(7.16) |H(~z, ~w, ~ˆz, ~ˆw;N1, N2;u1, u2)| ≤ CN1+N2 ·
(
1 + ρ
2
)N21+N22
,
where
H(~z, ~w, ~ˆz, ~ˆw;N1, N2;u1, u2) = det
[
1
zi − wj
]N1
i,j=1
det
[
1
zˆi − wˆj
]N2
i,j=1
N1∏
i=1
S(wi, zi;u1, t)
[− log t] · wi ·
N2∏
i=1
S(wˆi, zˆi;u2, t)
[− log t] · wˆi ·
N1∏
i=1
M∏
j=1
1− yjzi
1− yjwi
N1∏
i=1
N∏
j=1
1− w−1i xj
1− z−1i xj
N2∏
i=1
M∏
j=1
1− zˆiyj
1− wˆiyj×
N2∏
i=1
n∏
j=1
1− wˆ−1i xj
1− zˆ−1i xj
·
N1∏
i=1
N2∏
j=1
(zˆjz
−1
i ; t)∞
(wˆjz
−1
i ; t)∞
(wˆjw
−1
i ; t)∞
(zˆjw
−1
i ; t)∞
.
(7.17)
In (7.16) we have that u1, u2 ∈ K, and |zi| = r1, |wi| = r2, |zˆj | = r3 and |wˆj | = r4 for i = 1, . . . , N1
and j = 1, . . . , N2. In (7.17) the function S is as in Definition 3.1.
Moreover, if we fix u1 ∈ C \ [0,∞) then the function
(7.18) H(u1, u2) =
∞∑
N1,N2=0
∫
γ1
∫
γ2
∫
γ3
∫
γ4
H(~z, ~w, ~ˆz, ~ˆw;N1, N2;u1, u2)
N1!N2!
N2∏
i=1
dwˆi
2piι
N2∏
i=1
dzˆi
2piι
N1∏
i=1
dwi
2piι
N1∏
i=1
dzi
2piι
,
is well-defined and analytic in u2 ∈ C \ [0,∞). In (7.18) we have that γi is a positively oriented
circle of radius ri for i = 1, 2, 3, 4 and if N1 = N2 = 0 then the summand equals 1 by convention.
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Proof. We first establish (7.16). By Lemma 7.1 we have that∣∣∣∣∣det
[
1
zi − wj
]N1
i,j=1
∣∣∣∣∣ ≤ r−N11 NN11 (r2/r1)(
N1
2 )
(1− r2/r1)N21
and
∣∣∣∣∣det
[
1
zˆi − wˆj
]N2
i,j=1
∣∣∣∣∣ ≤ r−N23 NN22 (r4/r3)(
N2
2 )
(1− r4/r3)N22
.
Furthermore, by (7.11) we have that∣∣∣∣∣∣
N1∏
i=1
N2∏
j=1
(zˆjz
−1
i ; t)∞
(wˆjz
−1
i ; t)∞
(wˆjw
−1
i ; t)∞
(zˆjw
−1
i ; t)∞
∣∣∣∣∣∣ ≤
(
(−r3/r1; t)∞(−r4/r2; t)∞
(r4/r1; t)∞(r3/r2; t)∞
)N1N2
.
By Lemma 7.2 we can find a constant C1 > 0 depending on K, t, r1, r2, r3, r4 such that∣∣∣∣∣
N1∏
i=1
S(wi, zi;u1, t)
[− log t] · wi ·
N2∏
i=1
S(wˆi, zˆi;u2, t)
[− log t] · wˆi
∣∣∣∣∣ ≤ CN1+N21 .
Finally, we can find a constant C2 > 0 depending on r1, r2, r3, r4, a, t,N, n,M such that∣∣∣∣∣∣
N1∏
i=1
M∏
j=1
1− yjzi
1− yjwi
N1∏
i=1
N∏
j=1
1− w−1i xj
1− z−1i xj
N2∏
i=1
M∏
j=1
1− zˆiyj
1− wˆiyj ·
N2∏
i=1
n∏
j=1
1− wˆ−1i xj
1− zˆ−1i xj
∣∣∣∣∣∣ ≤ CN1+N22 .
Combining the last five inequalities we conclude that
|H(~z, ~w, ~ˆz, ~ˆw;N1, N2;u1, u2)| ≤ (C1C2)N1+N2r−N11 r−N23 ·
NN11 (r2/r1)
(N12 )
(1− r2/r1)N21
· N
N2
2 (r4/r3)
(N22 )
(1− (r4/r3))N22
·
(
(−r3/r1; t)∞(−r4/r2; t)∞
(r4/r1; t)∞(r3/r2; t)∞
)N1N2
≤ CN1+N2ρN21+N22NN11 NN22 ,
where in the last inequality we used the ρ from Definition 3.3. The latter clearly implies (7.16) for
some possibly bigger C.
Since the contours γi are compact and by Lemma 7.3 the function H(~z, ~w, ~ˆz, ~ˆw;N1, N2;u1, u2)
analytic in u2 and jointly continuous in ~z, ~w, ~ˆz, ~ˆw, u2 we conclude by [SS03, Theorem 2.5.4] that each
summand on the right of (7.18) is analytic in u2. As u2 varies over a compact set K ⊂ C\ [0,∞) we
see from (7.16) that the sum in (7.18) converges absolutely. As a result H(u1, u2) is well-defined for
each u2 ∈ C \ [0,∞) and [SS03, Theorem 2.5.2] ensures that H(u1, u2) is analytic in u2 ∈ C \ [0,∞)
as the uniform over compacts limit of analytic functions. This suffices for the proof. 
7.2. Proofs of results from Section 4. In this section we prove Lemma 4.9 and Proposition
4.5 from Section 4.1 that are recalled here as Lemma 7.6 and Proposition 7.7 for the reader’s
convenience.
Lemma 7.6. Suppose that fn : R → [0, 1] is a sequence of functions. Assume that for each δ > 0
one has on R\[−δ, δ], fn → 1{y<0} uniformly. Let (Xn, Yn) be a sequence of random vectors such
that for each x, y ∈ R
E[fn(Xn − x)fn(Yn − y)]→ p(x, y),
and assume that p(x, y) is a continuous probability distribution function on R2. Then (Xn, Yn)
converges in distribution to a random vector (X,Y ), such that P(X < x, Y < y) = p(x, y).
Proof. The proof is an immediate generalization of the one for [BC14, Lemma 4.1.39], but we give
it here for the sake of completeness. Let 1, 2 ∈ (0, 1) be given and fix x, y ∈ R. Let N1 ∈ N be
sufficiently large so that for all n ≥ N1 and y ∈ [2,∞)
1− 1 ≤ fn(−y) and fn(y) ≤ 1.
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The existence of such an N1 follows by our assumption that fn → 1{y<0} uniformly on R\[−2, 2].
Using the fact that fn ∈ [0, 1] for each n ∈ N and the above inequalities we have for all n ≥ N1 that
P(Xn ≤ x, Yn ≤ y) = E
[
1{Xn−x−2≤−2} · 1{Yn−y−2≤−2}
] ≤
(1− 1)−2 · E[fn(Xn − x− 2)fn(Yn − y − 2)].
Similarly, we have for n ≥ N1
P(Xn ≤ x, Yn ≤ y) = E
[
1{Xn−x+2≤2} · 1{Yn−y+2≤2}
] ≥
E[fn(Xn − x+ 2)fn(Yn − y + 2)]− 1.
The above inequalities show that
lim inf
n→∞ P(Xn ≤ x, Yn ≤ y) ≥ p(x− 2, y − 2)− 1
and
lim sup
n→∞
P(Xn ≤ x, Yn ≤ y) ≤ (1− 1)−2 · p(x+ 1, y + 1).
Taking the limit 1, 2 → 0+ above and using the continuity of p(x, y) we conclude that
p(x, y) ≤ lim inf
n→∞ P(Xn ≤ x, Yn ≤ y) ≤ lim supn→∞ P(Xn ≤ x, Yn ≤ y) ≤ p(x, y),
which proves the statement of the lemma. 
Proposition 7.7. Let x1, x2, τ1, τ2 ∈ R be given such that τ1 > τ2. Let Γ1,Γ2,Γ3,Γ4 be vertical
contours in C that pass through the points c1, c2, c3, c4 respectively with c1, c3 > 0 > c2, c4, c2 + τ1 >
c3 + τ2, that are oriented in the direction of increasing imaginary parts. For N1, N2 ∈ Z≥0 define
K(N1, N2) =
(−1)N1+N2
N1!N2!
∫
Γ
N1
1
∫
Γ
N1
2
∫
Γ
N2
3
∫
Γ
N2
4
det Dˆ
N1∏
i=1
exp(S1(zi)− S1(wi))
zi − wi ·
N2∏
i=1
exp(S2(zˆi)− S2(wˆi))
zˆi − wˆi ·
N2∏
i=1
dwˆi
2piι
N2∏
i=1
dzˆi
2piι
N1∏
i=1
dwi
2piι
N1∏
i=1
dzi
2piι
,
(7.19)
where
(7.20) S1(z) =
z3
3
− x1z and S2(z) = z
3
3
− x2z,
and Dˆ is a (N1 +N2)× (N1 +N2) matrix that has the block form Dˆ =
[
Dˆ11 Dˆ12
Dˆ21 Dˆ22
]
, with
Dˆ11 =
[
1
zi − wj
]
i=1,...,N1
j=1,...,N1
, Dˆ12 =
[
1
zi − wˆj + τ1 − τ2
]
i=1,...,N1
j=1,...,N2
,
Dˆ21 =
[
1
zˆi − wj − τ1 + τ2
]
i=1,...,N2
j=1,...,N1
, Dˆ22 =
[
1
zˆi − wˆj
]
i=1,...,N2
j=1,...,N2
.
(7.21)
If N1 = N2 = 0 we use the convention K(N1, N2) = 1. Then the integrand in (7.19) is absolutely
integrable so that K(N1, N2) is well-defined and moreover, there exists a constant C > 0 depending
on x1, x2, τ1, τ2 such that for all N1, N2 ≥ 0
|K(N1, N2)| ≤ CN1+N2 · (N1 +N2)−(N1+N2)/2,(7.22)
with the convention 00 = 1. The series
Q :=
∞∑
N1,N2=0
K(N1, N2)(7.23)
is absolutely convergent and satisfies the equality Q = det (I − fAf)L2({τ1,τ2}×R), where the latter
Fredholm determinant is as in (1.2).
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Proof. Observe that for z = x+ ιy we have
(7.24) Re[S1(z)] =
x3
3
− xy2 − xx1 and Re[S2(z)] = x
3
3
− xy2 − xx2.
The latter implies that there are constants C1, C2 > 0 depending on c1, c2, c3, c4, x1, x2 such that∣∣∣∣∣
N1∏
i=1
exp(S1(zi)− S1(wi))
N2∏
i=1
exp(S2(zˆi)− S2(wˆi))
∣∣∣∣∣ ≤ CN1+N21 ×
N1∏
i=1
exp(−c1|zi|2 + c2|wi|2 + C2(|zi|+ |wi|)) ·
N2∏
i=1
exp(−c3|zˆi|2 + c4|wˆi|2 + C2(|zˆi|+ |wˆi|)).
(7.25)
Furthermore, by our assumptions on c1, c2, c3, c4 we know that the entries of Dˆ are all uniformly
bounded by C3 where
C3 = max
(
1
c1 − c2 ,
1
c3 − c4 ,
1
c2 + τ1 − c3 − τ2
)
.
Then by Hadamard’s inequality, see Lemma 7.1, we conclude that
|det Dˆ| ≤ (N1 +N2)(N1+N2)/2 · CN1+N23 .
Combining all of the above estimates we conclude that∣∣∣∣∣det Dˆ
N1∏
i=1
exp(S1(zi)− S1(wi))
zi − wi
N2∏
i=1
exp(S2(zˆi)− S2(wˆi))
zˆi − wˆi
∣∣∣∣∣ ≤ C2N1+2N23 (N1 +N2)(N1+N2)/2
N1∏
i=1
exp(−c|zi|2 − c|wi|2 + C2(|zi|+ |wi|)) ·
N2∏
i=1
exp(−c|zˆi|2 − c|wˆi|2 + C2(|zˆi|+ |wˆi|)),
(7.26)
where c = min(−c1,−c3, c2, c4) > 0. From the quadratic terms in the exponential we conclude that
the integral in (7.19) is absolutely convergent and moreover we obtain the inequality
(7.27) |K(N1, N2)| ≤ C
2N1+2N2
3 (N1 +N2)
(N1+N2)/2 · CN1+N24
N1!N2!
,
where
C4 = max
i=1,2,3,4
(∫
Γi
exp(−c|z|2 + C2|z|)|dz|
)
,
where |dz| denotes integration with respect to arc-length.
Using Stirling’s approximation, see e.g. [Rob55, Equation (1)], we have that
(N1 +N2)! ≥ e−N1−N2(N1 +N2)N1+N2 .
Combining the latter with (7.27) we conclude that
|K(N1, N2)| ≤ [C23 · C4]N1+N2
(N1 +N2)
(N1+N2)/2
(N1 +N2)!
· (N1 +N2)!
N1!N2!
≤ [2e · C
2
3 · C4]N1+N2
(N1 +N2)(N1+N2)/2
,
where in the second inequality we also used the trivial inequality (N1+N2)!N1!N2! ≤ 2N1+N2 . The latter
inequality clearly implies (7.22) with C = 2e · C23 · C4.
We next turn to the last part of the proposition. The series on the right side of (7.22) is easily
seen to be convergent and hence by comparison the series defining Q is absolutely convergent. What
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remains to be shown is that Q = det (I − fAf)L2({τ1,τ2}×R). Recall from (1.4) that
(7.28) 1 +
∞∑
n=1
(−1)n
n!
∑
i1,...,in∈{1,2}
∫ ∞
τi1
· · ·
∫ ∞
τin
det [A(τik , yk; τil , yl)]
n
k,l=1 dyn · · · dy1,
where A(τ, ξ; τ ′, ξ′) denotes the extended Airy kernel
(7.29) A(τ, ξ; τ ′, ξ′) =
{∫∞
0 e
−λ(τ−τ ′)Ai(ξ + λ)Ai(ξ′ + λ)dλ if τ ≥ τ ′,
− ∫ 0−∞ e−λ(τ−τ ′)Ai(ξ + λ)Ai(ξ′ + λ)dλ if τ < τ ′.
We recall that the sum in (7.28) converges absolutely as it is the Fredholm series expansion of a
trace class operator, see [Joh03]. From the absolute convergence of the series defining Q and (7.28)
we see that to prove that Q = det (I − fAf)L2({τ1,τ2}×R) it suffices to show that for each n ∈ N we
have
(7.30)
(−1)n
n!
∑
i1,...,in∈{1,2}
∫ ∞
xi1
· · ·
∫ ∞
xin
det [A(τik , yk; τil , yl)]
n
k,l=1 dyn · · · dy1 =
n∑
k=0
K(k, n− k).
In the rest of the proof we establish (7.30).
We recall the fact that for any x ∈ R we have
(7.31)
e−cx
c
=
{∫∞
x e
−λ·cdλ, if c ∈ C and Re[c] > 0,
− ∫ x−∞ e−λ·cdλ if c ∈ C and Re[c] < 0,
which can be found in [SS03, Lemma 2.3, Chapter 4]. Combining (7.31) with (7.19) we obtain
K(N1, N2) =
(−1)N1+N2
N1!N2!
∫
Γ
N1
1
∫
Γ
N1
2
∫
Γ
N2
3
∫
Γ
N2
4
∫
(x1,∞)N1
∫
(x2,∞)N2
det Dˆ
N1∏
i=1
exp(S1(zi)− S1(wi))e−(zi−wi)(λi−x1) ·
N2∏
i=1
exp(S2(zˆi)− S2(wˆi))e−(zˆi−wˆi)(λˆi−x2)·
N2∏
i=1
dλˆi
N1∏
i=1
dλ1i
N2∏
i=1
dwˆi
2piι
N2∏
i=1
dzˆi
2piι
N1∏
i=1
dwi
2piι
N1∏
i=1
dzi
2piι
.
In view of (7.25) we know that the above integral is absolutely convergent and so by Fubini’s theorem
we may rearrange the contours to obtain
K(N1, N2) =
(−1)N1+N2
N1!N2!
∫
(x1,∞)N1
∫
(x2,∞)N2
∫
Γ
N1
1
∫
Γ
N1
2
∫
Γ
N2
3
∫
Γ
N2
4
det Dˆ
N1∏
i=1
exp(S1(zi)− S1(wi))e−(zi−wi)(λi−x1) ·
N2∏
i=1
exp(S2(zˆi)− S2(wˆi))e−(zˆi−wˆi)(λˆi−x2)·
N2∏
i=1
dwˆi
2piι
N2∏
i=1
dzˆi
2piι
N1∏
i=1
dwi
2piι
N1∏
i=1
dzi
2piι
N2∏
i=1
dλˆi
N1∏
i=1
dλi.
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We expand the determinant det Dˆ and substitute the definitions of S1 and S2, which gives
K(N1, N2) =
(−1)N1+N2
N1!N2!
∫
(x1,∞)N1
∫
(x2,∞)N2
∑
σ∈SN1+N2
(−1)σ
∫
Γ
N1
1
∫
Γ
N1
2
∫
Γ
N2
3
∫
Γ
N2
4
N1∏
i=1
1
zi + τ1 − wσi − τσi
N2∏
i=1
1
zˆi + τ2 − wˆσi − τˆσi
N1∏
i=1
ez
3
i /3−ziλie−w
3
i /3+wiλi ·
N2∏
i=1
ezˆ
3
i /3−zˆiλˆie−wˆ
3
i /3+wˆiλˆi ·
N2∏
i=1
dwˆi
2piι
N2∏
i=1
dzˆi
2piι
N1∏
i=1
dwi
2piι
N1∏
i=1
dzi
2piι
N2∏
i=1
dλˆi
N1∏
i=1
dλi,
(7.32)
where (wσ1 , · · · , wσN1 , wˆσ1 , · · · , wˆσN2) is the vector obtained by permuting (w1, . . . , wN1 , wˆ1, . . . , wˆN2)
by σ and (τσ1 , · · · , τσN1 , τˆσ1 , · · · , τˆσN2) is the vector obtained by permuting
(τ1, . . . , τ1︸ ︷︷ ︸
N1
, τ2, . . . , τ2︸ ︷︷ ︸
N2
)
by σ. Let Iσ denote the set of indices in J1, N2K = {1, . . . , N2} such that τˆσi = τ1. We also write
Icσ = J1, N2K \ Iσ. Then using (7.31) we have that
N1∏
i=1
1
zi + τ1 − wσi − τσi
N2∏
i=1
1
zˆi + τ2 − wˆσi − τˆσi
= (−1)|Iσ |
∫
(0,∞)N1
∫
(0,∞)|Icσ |
∫
(−∞,0)|Iσ |
N1∏
i=1
e−µi(zi+τ1−w
σ
i −τσi )
N2∏
i=1
e−µˆi(zˆi+τ2−wˆ
σ
i −τˆσi )
∏
i∈Iσ
dµˆi
∏
i∈Icσ
dµˆi
N1∏
i=1
dµi.
We substitute the last formula in (7.32) and by a similar argument as before we may apply Fubini’s
theorem to rearrange the integrals. We thus obtain
K(N1, N2) =
(−1)N1+N2
N1!N2!
∫
(x1,∞)N1
∫
(x2,∞)N2
∑
σ∈SN1+N2
(−1)σ(−1)|Iσ |
∫
(0,∞)N1
∫
(0,∞)|Icσ |
∫
(−∞,0)|Iσ |
∫
Γ
N1
1
∫
Γ
N1
2
∫
Γ
N2
3
∫
Γ
N2
4
N1∏
i=1
e−µi(zi+τ1−w
σ
i −τσi )
N2∏
i=1
e−µˆi(zˆi+τ2−wˆ
σ
i −τˆσi )
N1∏
i=1
ez
3
i /3−ziλie−w
3
i /3+wiλi ·
N2∏
i=1
ezˆ
3
i /3−zˆiλˆie−wˆ
3
i /3+wˆiλˆi ·
∏
i∈Iσ
dµˆi
∏
i∈Icσ
dµˆi
N1∏
i=1
dµi
N2∏
i=1
dwˆi
2piι
N2∏
i=1
dzˆi
2piι
N1∏
i=1
dwi
2piι
N1∏
i=1
dzi
2piι
N2∏
i=1
dλˆi
N1∏
i=1
dλi.
We next recall the contour integral formula for the Airy function, cf. [SS03, Appendix A.3],
(7.33) Ai(s) =
1
2piι
∫
δ+ιR
ez
3/3−szdz =
1
2piι
∫
−δ+ιR
e−z
3/3+szdz,
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for any δ > 0. Using (7.33) in our last formula for K(N1, N2) we obtain
K(N1, N2) =
(−1)N1+N2
N1!N2!
∫
(x1,∞)N1
∫
(x2,∞)N2
∑
σ∈SN1+N2
(−1)σ(−1)|Iσ |
∫
(0,∞)N1
∫
(0,∞)|Icσ |
∫
(−∞,0)|Iσ |
N1∏
i=1
e−µi(τ1−τ
σ
i )Ai(λi + µi)Ai(λi + µ
σ−1
i )
N2∏
i=1
e−µˆi(τ2−τˆ
σ
i )Ai(λˆi + µˆi)Ai(λˆi + µˆ
σ−1
i )
∏
i∈Iσ
dµˆi
∏
i∈Icσ
dµˆi
N1∏
i=1
dµi
N2∏
i=1
dλˆi
N1∏
i=1
dλi,
where (µσ−11 , · · · , µσ
−1
N1
, µˆσ
−1
1 , · · · , µˆσ
−1
N2
) is the vector obtained by permuting theN1+N2-dimensional
vector (µ1, . . . , µN1 , µˆ1, . . . , µˆN2) by σ−1.
We write (λσ1 , · · · , λσN1 , λˆσ1 , · · · , λˆσN2) for the vector obtained by permuting (λ1, . . . , λN1 , λˆ1, . . . , λˆN2)
by σ. Using this notation we see that
K(N1, N2) =
(−1)N1+N2
N1!N2!
∫
(x1,∞)N1
∫
(x2,∞)N2
∑
σ∈SN1+N2
(−1)σ(−1)|Iσ |
∫
(0,∞)N1
∫
(0,∞)|Icσ |
∫
(−∞,0)|Iσ |
N1∏
i=1
e−µi(τ1−τ
σ
i )Ai(λi + µi)Ai(λ
σ
i + µi)
N2∏
i=1
e−µˆi(τ2−τˆ
σ
i )Ai(λˆi + µˆi)Ai(λˆ
σ
i + µˆi)
∏
i∈Iσ
dµˆi
∏
i∈Icσ
dµˆi
N1∏
i=1
dµi
N2∏
i=1
dλˆi
N1∏
i=1
dλi,
Using (7.29) we have that the above equals
K(N1, N2) =
(−1)N1+N2
N1!N2!
∫
(x1,∞)N1
∫
(x2,∞)N2
∑
σ∈SN1+N2
(−1)σ
N1∏
i=1
A(τ1, λi; τ
σ
i , λ
σ
i )
N2∏
i=1
A(τ2, λˆi; τˆ
σ
i , λˆ
σ
i )
N2∏
i=1
dλˆi
N1∏
i=1
dλi =
(−1)N1+N2
N1!N2!
∫ ∞
xj1
· · ·
∫ ∞
xjn
det [A(τjk , yk; τjl , yl)]
n
k,l=1 dyn · · · dy1,
where n = N1 +N2, jr = 1 for r = 1, . . . , N1 and jr = 2 for r = N1 + 1, . . . , N1 +N2.
The last equation shows that to prove (7.30) it suffices to show that
(−1)n
n!
∑
i1,...,in∈{1,2}
∫ ∞
xi1
· · ·
∫ ∞
xin
det [A(τik , yk; τil , yl)]
n
k,l=1 dyn · · · dy1 =
n∑
k=0
(−1)n
k!(n− k)!
∫ ∞
xj1
· · ·
∫ ∞
xjn
det [A(τjk , yk; τjl , yl)]
n
k,l=1 dyn · · · dy1,
(7.34)
where on the right side jr = 1 for r = 1, . . . , k and jr = 2 for r = k + 1, . . . , n. To see why
(7.34) holds notice that on the top the summand corresponding to (i1, . . . , in) does not change upon
permuting these indices and if k of the i1’s are equal to 1 and n−k are equal to i2 there are n!k!(n−k)!
distinct permutations. Consequently, if we split the sum in the first line of (7.34) according to how
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many times 1 appears in the list (i1, . . . , in), calling this number k, we obtain
(−1)n
n!
n∑
k=0
n!
k!(n− k)!
∫ ∞
xj1
· · ·
∫ ∞
xjn
det [A(τjk , yk; τjl , yl)]
n
k,l=1 dyn · · · dy1,
which clearly matches the second line in (7.34). This suffices for the proof. 
8. Lemmas from Sections 5 and 6
In this section we present the proofs of several lemmas from Sections 5 and 6.
8.1. Proofs of lemmas from Section 5. In this section we give the proofs of Lemmas 5.1, 5.4,
5.8 and 5.10 whose statements are recalled here for the reader’s convenience as Lemmas 8.1, 8.2,
8.3 and 8.4 respectively. For a ∈ (0, 1) we recall from (5.1) the functions
Sa(z) = log(1 + ae
z)− log(1 + ae−z)− 2az
1 + a
; Ra(z) = log(1 + ae
−z)− log(1 + a) + az
1 + a
.(8.1)
Lemma 8.1. Let a ∈ (0, 1) be given. Then there exists A0 ∈ (0, 1) depending on a such that Sa(z)
and Ra(z) are analytic in the vertical strip {z ∈ C : |Re(z)| < piA0} and for any A ∈ (0, A0) and
 ∈ {−1, 1} we have that
(8.2)
d
dy
Re[Sa(Ay + ιy)] ≤ 0, and d
dy
Re[Sa(−Ay + ιy)] ≥ 0 for all y ∈ [0, pi] .
Furthermore, we have
(8.3)
d
dy
Re[Ra(ιy)] ≤ 0 for y ∈ [0, pi] and  ∈ {−1, 1} .
Proof. Choose A1 ∈ (0, 1) sufficiently small so that aeA1pi < 1 and note that both Sa(z) and Ra(z)
are analytic in the vertical strip {z ∈ C : |Re(z)| < piA1}. A direct computation shows that
d
dy
Re[Sa(Ay + ιy)] = a ·Re
[[
eAy+ιy
1 + aeAy+ιy
+
e−(Ay+ιy)
1 + ae−(Ay+ιy)
− 2
1 + a
]
(A+ ι)
]
= a · (I1 + I2),
where
I1 = A
[
ae2Ay + eAy cos(y)
|1 + aeAy+ιy|2 +
ae−2Ay + e−Ay cos(y)
|1 + ae−Ay−ιy|2 −
2
1 + a
]
and
I2 =
−eAy sin(y)
|1 + aeAy+ιy|2 +
e−Ay sin(y)
|1 + ae−Ay−ιy|2 .
In the proof of [Dim18, Lemma 6.6] it was shown that I2 ≤ 0 for all A > 0 and that for small enough
A we also have that I1 ≤ 0. This proves that we can find A0 sufficiently small so that A1 ≥ A0
and for A ∈ (0, A0) the first inequality in (8.2) holds. Since Sa(z) is an odd function the second
inequality in (5.2) also holds.
Finally, we have that
d
dy
Re[Ra(ιy)] = −a · e
−Ay sin(y)
|1 + ae−(Ay+ιy)|2 ≤ 0,
for all y ∈ [0, pi], which proves (8.3). 
Lemma 8.2. Let a, t ∈ (0, 1) be given and suppose that A(a, t) is as in Definition 5.3. There exist
0 ∈ (0, 1) and C0 > 0 such that for all |z| ≤ 0 we have∣∣∣∣Sa(z)− a(1− a)3(1 + a)3 · z3
∣∣∣∣ ≤ C0|z|5, and ∣∣∣∣Ra(z)− a2(1 + a)2 · z2
∣∣∣∣ ≤ C0|z|3.(8.4)
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Furthermore, there is a constant 1 > 0 such that
Re[Sa(z)] ≥ 1|z|3 if z ∈ γW , Re[Sa(z)] ≤ −1|z|3 if z ∈ γZ ,
and Re[Ra(z)] ≤ −1|z|2 if z ∈ γmid,
(8.5)
where γZ , γW , γmid are as in Definition 5.3.
Proof. We observe by a direct Taylor series expansion that in a neighborhood of 0 we have
log(1 + aez) =
∞∑
k=1
akekz(−1)k−1
k
=
∞∑
k=1
∞∑
m=0
ak(−1)k−1(zk)m
k ·m! =
∞∑
m=0
zmam,
where
am =
1
m!
∞∑
k=1
ak(−1)k−1km−1.
The latter shows that
Sa(z) =
a(1− a)
3(1 + a)3
· z3 +O(|z|5) and Ra(z) = a
2(1 + a)2
· z2 +O(|z|3).
This proves the existence of 0, C0 satisfying (8.4).
Notice that if z ∈ γW then
Re
[
a(1− a)
3(1 + a)3
· z3
]
=
a(1− a)
3(1 + a)3
· |z|3 cos(β) = c · |z|3,
where β ∈ (−pi/2, 0). Here we used the second property in Definition 5.3. The last equation and
(8.4) imply that there exists some 2 ∈ (0, pi
√
1 +A2] such that
Re[Sa(z)] ≥ (c/2)|z|3 if z ∈ γW and |z| ≤ 2.
Let z ∈ γW be such that |z| ≥ 2 and put z2 = z|z| · 2. Then by Lemma 8.1 and the above inequality
we conclude that
Re[Sa(z)] ≥ Re[Sa(z2)] ≥ (c/2)|z2|3 ≥ (c/2) · |z|
3
pi3(1 +A2)3/2
· 32,
where we used that |z| ≤ pi√1 +A2 for all z ∈ γW . The above two inequalities establish the first
inequality in (8.5) with
1 = (c/2) · 
3
2
pi3(1 +A2)3/2
.
One shows the second inequality in (8.5) in an analogous fashion and as Sa(z) is an odd function
the same 1 can be taken.
We now turn to the third inequality in (8.5). Observe that if z ∈ γmid then
Re
[
a
2(1 + a)2
· z2
]
= − a
2(1 + a)2
· |z|2.
The latter equation and (8.4) imply that there exists some 3 ∈ (0, pi] such that
Re[Ra(z)] ≤ − a
4(1 + a)2
· |z|2 if z ∈ γmid and |z| ≤ 3.
Let z ∈ γmid be such that |z| ≥ 3 and put z3 = z|z| ·3. Then by Lemma 8.1 and the above inequality
we conclude that
Re[Ra(z)] ≤ Re[Ra(z2)] ≤ − a
4(1 + a)2
· |z3|2 ≤ − a
4(1 + a)2
· |z|
2
pi2
· 23,
70 EVGENI DIMITROV
where we used that |z| ≤ pi for all z ∈ γmid. The above two inequalities establish the third inequality
in (8.5) with 1 = a4(1+a)2 ·
23
pi2
. Taking the minimum of the two formulas we obtained we see that
all three inequalities in (8.5) are satisfied. 
Lemma 8.3. Suppose that N1, N2 ∈ N. Suppose that A(r,R) is an annulus with inner radius r and
outer radius R, which is centered at the origin. Suppose that Ci are positively oriented circles with
radius Ri for i = 1, . . . , 4 such that R > R1 > · · · > R4 > r. Furthermore let G(z, w), G1(z, w)
and G2(z, w) be functions that are jointly continuous in A(r,R) and for a fixed w ∈ A(r,R) are
analytic in z in A(r,R) and for a fixed z ∈ A(r,R) are analytic in w ∈ A(r,R). Moreover, G(z, w)
is non-vanishing as z, w vary over A(r,R). Define with the above data
F (N1, N2) :=
1
N1!N2!
∮
C
N1
1
∮
C
N1
2
∮
C
N2
3
∮
C
N2
4
detD ·
N1∏
i=1
N2∏
j=1
G(zˆj , zi)G(wˆj , wi)
G(wˆj , zi)G(zˆj , wi)
·
N2∏
i=1
G1(zˆi, wˆi)
N1∏
i=1
G2(zi, wi) ·
N2∏
i=1
dwˆi
2piι
N2∏
i=1
dzˆi
2piι
N1∏
i=1
dwi
2piι
N1∏
i=1
dzi
2piι
,
(8.6)
where D is a (N1 +N2)× (N1 +N2) matrix that has the block form D =
[
D11 D12
D21 D22
]
, with
D11 =
[
1
zi − wj
]
i=1,...,N1
j=1,...,N1
, D12 =
[
1
zi − wˆj
]
i=1,...,N1
j=1,...,N2
,
D21 =
[
1
zˆi − wj
]
i=1,...,N2
j=1,...,N1
, D22 =
[
1
zˆi − wˆj
]
i=1,...,N2
j=1,...,N2
.
(8.7)
Then we have F (N1, N2) =
∑min(N1,N2)
k=0 F (N1, N2, k), where
F (N1, N2, k) =
1
k!(N1 − k)!(N2 − k)!
∮
C
N1−k
1
∮
C
N1−k
3
∮
C
N2−k
2
∮
C
N2−k
4
∮
Ck1
∮
Ck3
∮
Ck4
detB · F1F2
k∏
i=1
dwˆ2i
2piι
k∏
i=1
dw2i
2piι
k∏
i=1
dz2i
2piι
N2−k∏
i=1
dwˆ1i
2piι
N2−k∏
i=1
dzˆ1i
2piι
N1−k∏
i=1
dw1i
2piι
N1−k∏
i=1
dz1i
2piι
.
(8.8)
In the above foruma we have that B is a (N1 +N2 − k)× (N1 +N2 − k) matrix that has the block
form B =
B11 B12 B13B21 B22 B23
B31 B32 B33
 with blocks given by
B11 =
[
1
z1i − w1j
]
i=1,...,N1−k
j=1,...,N1−k, B12 =
[
1
z1i − wˆ1j
]
i=1,...,N1−k
j=1,...,N2−k, B13 =
[
1
z1i − wˆ2j
]
i=1,...,N1−k
j=1,...,k
B21 =
[
1
zˆ1i − w1j
]
i=1,...,N2−k
j=1,...,N1−k, B22 =
[
1
zˆ1i − wˆ1j
]
i=1,...,N2−k
j=1,...,N2−k, B23 =
[
1
zˆ1i − wˆ2j
]
i=1,...,N2−k
j=1,...,k
B31 =
[
1
z2i − w1j
]
i=1,...,k
j=1,...,N1−k, B32 =
[
1
z2i − wˆ1j
]
i=1,...,k
j=1,...,N2−k, B33 =
[
1
z2i − wˆ2j
]
i=1,...,k
j=1,...,k.
(8.9)
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The functions F1, F2 are given by
F1 =
N1−k∏
i=1
N2−k∏
j=1
G(zˆ1j , z
1
i )G(wˆ
1
j , w
1
i )
G(wˆ1j , z
1
i )G(zˆ
1
j , w
1
i )
·
k∏
i=1
N2−k∏
j=1
G(zˆ1j , z
2
i )G(wˆ
1
j , w
2
i )
G(wˆ1j , z
2
i )G(zˆ
1
j , w
2
i )
·
N1−k∏
i=1
k∏
j=1
G(w2j , z
1
i )G(wˆ
2
j , w
1
i )
G(wˆ2j , z
1
i )G(w
2
j , w
1
i )
·
k∏
i=1
k∏
j=1
G(w2j , z
2
i )G(wˆ
2
j , w
2
i )
G(wˆ2j , z
2
i )G(w
2
j , w
2
i )
;
(8.10)
F2 =
N2−k∏
i=1
G1(zˆ
1
i , wˆ
1
i ) ·
k∏
i=1
G1(w
2
i , wˆ
2
i ) ·
N1−k∏
i=1
G2(z
1
i , w
1
i ) ·
k∏
i=1
G2(z
2
i , w
2
i ).(8.11)
Proof. By the Cauchy determinant formula, see e.g. [Pra94, 1.3], we have that
detD =
∏
1≤i<j≤N1(zi − zj)(wj − wi)∏N1
i,j=1(zi − wj)
×
∏
1≤i<j≤N2(zˆi − zˆj)(wˆj − wˆi)∏N2
i,j=1(zˆi − wˆj)
N1∏
i=1
N2∏
j=1
(zi − zˆj)(wi − wˆj)
(zi − wˆj)(wi − zˆj) .
(8.12)
Let C23 be the positively oriented circle of radius R2+R32 . By Cauchy’s theorem we may deform the
C2 contours to C23 without affecting the value of the integral since we do not cross any poles in
the process of deformation. We may now deform the C3 contours to C2 and observe that in the
process of deformation we cross the simple poles where wi − zˆj in (8.12) vanishes for i = 1, . . . , N1
and j = 1, . . . , N2. As we deform the zˆj contour we thus obtain a contribution coming from the
poles zˆj = wmj for some mj ∈ {1, . . . , N1} and from the integration of zˆj over C2. Notice that the
presence of the Vandermonde determinant
∏
1≤i<j≤N2(zˆi − zˆj) in the numerator in (8.12) implies
that we only get a non-trivial contribution from the residues when mi 6= mj for 1 ≤ i 6= j ≤ N2.
Consequently, by the residue theorem we have
F (N1, N2) =
1
N1!N2!
min(N1,N2)∑
k=0
∑
J⊂J1,N2K:|J |=k
∑
I⊂J1,N1K:|I|=k
∑
σ∈Sk
∮
C
N1
1
∮
C
N1
23
∮
C
N2
4
∮
C
N2−k
2
ResJ,I,σ
N2∏
i=1,i 6∈J
dzˆi
2piι
N2∏
i=1
dwˆi
2piι
N1∏
i=1
dwi
2piι
N1∏
i=1
dzi
2piι
.
(8.13)
In the above equation J1, NK represents the set {1, . . . , N} and Sk is the permutation group of
k elements {1, . . . , k}, so that the second sum is over subsets k-element subsets J of J1, N2K, the
third sum is over k-element subsets I of J1, N1K and the fourth sum is over permutations in Sk. If
I = {i1, . . . , ik} and J = {j1, . . . , jk} with i1 < i2 < · · · < ik and j1 < j2 < · · · < jk and σ ∈ Sk
then the expression ResJ,I,σ stands for (−1)k times the residue of
detD ·
N1∏
i=1
N2∏
j=1
G(zˆj , zi)G(wˆj , wi)
G(wˆj , zi)G(zˆj , wi)
·
N2∏
i=1
G1(zˆi, wˆi)
N1∏
j=1
G2(zj , wj)
at zˆjr = wiσ(r) for r = 1, . . . , k. Note that the (−1)k comes from the fact that the poles we are
crossing are outside of C3. The summand corresponding to the quadruple (k, J, I, σ) is precisely
contribution we obtain in the process of deforming C3 to C2 when zˆjr picks up the (minus) residue
from the simple pole at wiσ(r) for r = 1, . . . , k, while zˆi for i ∈ J1, N2K\J do not pick up any residue
and are deformed to C2.
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Using (8.12) and writing Ic for J1, N1K\I, Jc for J1, N2K\J and τ : J → I for the map τ(jr) = iσ(r)
for r = 1, . . . , k we have the following formula for ResJ,I,σ
ResJ,I,σ = F˜1 · F˜2 · F˜3, where
F˜1 =
∏
i∈Ic
∏
j∈Jc
G(zˆj , zi)G(wˆj , wi)
G(wˆj , zi)G(zˆj , wi)
∏
i∈I
∏
j∈Jc
G(zˆj , zi)G(wˆj , wi)
G(wˆj , zi)G(zˆj , wi)
×
∏
i∈Ic
∏
j∈J
G(wτ(j), zi)G(wˆj , wi)
G(wˆj , zi)G(wτ(j), wi)
∏
i∈I
∏
j∈J
G(wτ(j), zi)G(wˆj , wi)
G(wˆj , zi)G(wτ(j), wi)
;
F˜2 =
∏
i∈J
G1(wτ(i), wˆi)
∏
i∈Jc
G1(zˆi, wˆi)
∏
i∈I
G2(zi, wi)
∏
i∈Ic
G2(zi, wi);
F˜3 =
∏
1≤i<j≤N1(zi − zj)(wj − wi)∏N1
i,j=1(zi − wj)
×
∏
1≤i<j≤N2(wˆj − wˆi)∏
i∈J
∏N2
j=1(wτ(j) − wˆj)
∏
i∈Jc
∏N2
j=1(zˆi − wˆj)
×∏
i,j∈J :i<j
(wτ(i) − wτ(j))
∏
i∈J,j∈Jc:i<j
(wτ(i) − zˆj)
∏
i∈Jc,j∈J :i<j
(zˆi − wτ(j))
∏
i,j∈Jc:i<j
(zˆi − zˆj)×
∏
i∈Ic
∏
j∈Jc
(zi − zˆj)(wi − wˆj)
(zi − wˆj)(wi − zˆj)
∏
i∈I
∏
j∈Jc
(zi − zˆj)(wi − wˆj)
(zi − wˆj)(wi − zˆj)×∏
i∈Ic
∏
j∈J
(zi − wτ(j))(wi − wˆj)
(zi − wˆj)(wi − wτ(j))
∏
i∈I
∏
j∈J
(zi − wτ(j))(wi − wˆj)
(zi − wˆj)
∏
i∈I
∏
j∈J :τ(j)6=i
1
wi − wτ(j)
.
(8.14)
Let j′1, . . . , j′N2−k be the elements in J
c sorted in increasing order, and i′1, . . . , i′N1−k the elements in
Ic sorted in increasing order. We relabel the variables as follows:
zi′r = z
1
r and wi′r = w
1
r for r = 1, . . . , N1 − k; wˆj′r = wˆ1r and zˆj′r = zˆ1r for r = 1, . . . , N2 − k;
zir = z
2
r , wir = w
2
r , and wˆjσ(r) = wˆ
2
r for r = 1, . . . , k.
With this relabeling we see that F˜1 = F1, F˜2 = F2 as in (8.10) and (8.11) respectively. Also by the
Cauchy determinant formula we have F3 = detB as in (8.9). Combining the latter with (8.13) we
conclude that
F (N1, N2) =
1
N1!N2!
min(N1,N2)∑
k=0
∑
J⊂J1,N2K:|J |=k
∑
I⊂J1,N1K:|I|=k
∑
σ∈Sk
∮
C
N1−k
1
∮
C
N1−k
23
∮
C
N2−k
2
∮
C
N2−k
4
∮
Ck1
∮
Ck23
∮
Ck4
detB · F1F2
k∏
i=1
dwˆ2i
2piι
k∏
i=1
dw2i
2piι
k∏
i=1
dz2i
2piι
N2−k∏
i=1
dwˆ1i
2piι
N2−k∏
i=1
dzˆ1i
2piι
N1−k∏
i=1
dw1i
2piι
N1−k∏
i=1
dz1i
2piι
.
In the above formula we may deform by Cauchy’s theorem all the C23 contours to C3 without
changing the values of the integral. Also we note that for fixed k the summands over I, J, σ are all
the same and there are
(
N1
k
) · (N2k ) · k! of them. Since
1
N1!N2!
(
N1
k
)
·
(
N2
k
)
· k! = 1
k!(N1 − k)!(N2 − k)! ,
we see that the last equation implies F (N1, N2) =
∑min(N1,N2)
k=0 F (N1, N2, k) with F (N1, N2, k) as
in (8.8). This suffices for the proof. 
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Lemma 8.4. Let x1, x2, τ1, τ2 ∈ R be given such that τ1 > τ2. Let Γ1,Γ2,Γ3,Γ4 and K(N1, N2) be
as in Proposition 4.5. Then we have K(N1, N2) =
∑min(N1,N2)
k=0 K(N1, N2, k), where
K(N1, N2, k) =
(−1)N1+N2
k!(N1 − k)!(N2 − k)!
∫
Γ
N1−k
1
∫
(Γ3+τ2−τ1)N1−k
∫
(Γ2+τ1−τ2)N2−k∫
Γ
N2−k
4
∫
Γk1
∫
(ιR)k
∫
Γk4
det Bˆ
N2−k∏
i=1
exp(S2(zˆ
1
i )− S2(wˆ1i ))
zˆ1i − wˆ1i
·
k∏
i=1
exp(S1(z
2
i )− S2(wˆ2i ) + S3(w2i ))
(z2i − w2i + τ1)(w2i − wˆ2i − τ2)
N1−k∏
i=1
exp(S1(z
1
i )− S1(w1i ))
z1i − w1i
k∏
i=1
dwˆ2i
2piι
k∏
i=1
dw2i
2piι
k∏
i=1
dz2i
2piι
N2−k∏
i=1
dwˆ1i
2piι
N2−k∏
i=1
dzˆ1i
2piι
N1−k∏
i=1
dw1i
2piι
N1−k∏
i=1
dz1i
2piι
,
(8.15)
where S1, S2 are as in (4.7), S3 is given by
(8.16) S3(w) = [τ1 − τ2]w2 + [x1 − x2 − τ21 + τ22 ]w
and Bˆ is a (N1 +N2 − k)× (N1 +N2 − k) matrix that has the block form Bˆ =
Bˆ11 Bˆ12 Bˆ13Bˆ21 Bˆ22 Bˆ23
Bˆ31 Bˆ32 Bˆ33

with blocks given by
Bˆ11 =
[
1
z1i − w1j
]
i=1,...,N1−k
j=1,...,N1−k, Bˆ12 =
[
1
z1i − wˆ1j + τ1 − τ2
]
i=1,...,N1−k
j=1,...,N2−k,
Bˆ13 =
[
1
z1i − wˆ2j + τ1 − τ2
]
i=1,...,N1−k
j=1,...,k , Bˆ21 =
[
1
zˆ1i − w1j − τ1 + τ2
]
i=1,...,N2−k
j=1,...,N1−k,
Bˆ22 =
[
1
zˆ1i − wˆ1j
]
i=1,...,N2−k
j=1,...,N2−k, Bˆ23 =
[
1
zˆ1i − wˆ2j
]
i=1,...,N2−k
j=1,...,k , Bˆ31 =
[
1
z2i − w1j
]
i=1,...,k
j=1,...,N1−k,
Bˆ32 =
[
1
z2i − wˆ1j + τ1 − τ2
]
i=1,...,k
j=1,...,N2−k, Bˆ33 =
[
1
z2i − wˆ2j + τ1 − τ2
]
i=1,...,k
j=1,...,k.
(8.17)
Proof. We apply the change of variables
zi → zi − τ1, wi → wi − τ1 for i = 1, . . . , N1 and zˆi → zˆi − τ2, wˆi → wˆi − τ2 for i = 1, . . . , N2
to the formula for K(N1, N2) in (4.6) and obtain
K(N1, N2) =
(−1)N1+N2
N1!N2!
∫
(c1+τ1+ιR)N1
∫
(c2+τ1+ιR)N1
∫
(c3+τ2+ιR)N2
∫
(c4+τ2+ιR)N2
N1∏
i=1
exp(R1(zi)−R1(wi))
zi − wi
N2∏
i=1
exp(R2(zˆi)−R2(wˆi))
zˆi − wˆi · detD ·
N2∏
i=1
dwˆi
2piι
N2∏
i=1
dzˆi
2piι
N1∏
i=1
dwi
2piι
N1∏
i=1
dzi
2piι
,
where D is as in (8.7) and
R1(z) =
(z − τ1)3
3
− x1z and R2(z) = (z − τ2)
3
3
− x2z.
The above formula is similar to (8.6), the main difference being that the contours are not concentric
circles but infinite lines. We will show below that the integrand has sufficient decay near infinity
that will allow us to virtually repeat the proof of Lemma 8.3.
We now deform the wi contours to p23 + ιR, where p23 = c2+c3+τ1+τ22 . By Cauchy’s theorem, as
we do not cross any poles, this deformation does not affect the value of the integral. The decay
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estimate necessary to deform the contours near infinity comes from the fact that for w = x+ ιy and
x ∈ (−∞, c2 + τ1] we have that
(8.18) Re[−R1(w)] = −x1x− (x− τ1)
3
3
+ y2(x− τ1) ≤ c2y2 +O(|x|3 + 1),
where the constant in the big O notation depends on x2, τ1, τ2 alone and we recall that c2 < 0 by
assumption.
We next proceed to deform the zˆi contours to c2 + τ1 + ιR. Arguing as in the proof of Lemma
8.3 we have that in the process of deformation we cross simple poles where wi − zˆj vanishes for
i = 1, . . . , N1 and j = 1, . . . , N2 – these poles are in detD, cf (8.12). Following the same argument
and notation as in the proof of Lemma 8.3 we obtain the following analogue of (8.13)
K(N1, N2) =
(−1)N1+N2
N1!N2!
min(N1,N2)∑
k=0
∑
J⊂J1,N2K:|J |=k
∑
I⊂J1,N1K:|I|=k
∑
σ∈Sk∫
(c1+τ1+ιR)N1
∫
(p23+ιR)N1
∫
(c4+τ2+ιR)N2
∫
(c2+τ1+ιR)N2−k
ResJ,I,σ
N2∏
i=1,i 6∈J
dzˆi
2piι
N2∏
i=1
dwˆi
2piι
N1∏
i=1
dwi
2piι
N1∏
i=1
dzi
2piι
,
(8.19)
where ResJ,I,σ stands for (−1)k times the residue of
detD
N1∏
i=1
exp(R1(zi)−R1(wi))
zi − wi
N2∏
i=1
exp(R2(zˆi)−R2(wˆi))
zˆi − wˆi
at zˆjr = wiσ(r) for r = 1, . . . , k. We remark that the decay estimate necessary to deform the contours
near infinity comes from the fact that for z = x+ ιy and x ∈ [c3 + τ2,∞) we have that
(8.20) Re[R2(z)] = x1x+
(x− τ2)3
3
− y2(x− τ2) ≤ −c3y2 +O(|x|3 + 1),
where the constant in the big O notation depends on x1, τ1, τ2 alone and we recall that c3 > 0 by
assumption. Writing Ic for J1, N1K \ I, Jc for J1, N2K \ J and τ : J → I for the map τ(jr) = iσ(r)
for r = 1, . . . , k we have the following formula for ResJ,I,σ
ResJ,I,σ = F˜3
∏
i∈I
exp(R1(zi)−R1(wi))
zi − wi
∏
i∈Ic
exp(R1(zi)−R1(wi))
zi − wi∏
i∈J
exp(R2(wτ(i))−R2(wˆi))
wτ(i) − wˆi
∏
i∈Jc
exp(R2(zˆi)−R2(wˆi))
zˆi − wˆi ,
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where F˜3 is as in (8.14). Performing the same change of variables as in the proof of Lemma 8.3 we
arrive at the formula
K(N1, N2) =
min(N1,N2)∑
k=0
(−1)N1+N2
k!(N1 − k)!(N2 − k)!
∫
(c1+τ1+ιR)N1−k
∫
(p23+ιR)N1−k∫
(c2+τ1+ιR)N2−k
∫
(c4+τ2+ιR)N2−k
∫
(c1+τ1+ιR)N2−k
∫
(p23+ιR)k
∫
(c4+τ2+ιR)k
detB
N2−k∏
i=1
exp(R2(zˆ
1
i )−R2(wˆ1i ))
zˆ1i − wˆ1i
·
k∏
i=1
exp(R1(z
2
i )−R2(wˆ2i ) +R2(w2i )−R1(w2i ))
(z2i − w2i )(w2i − wˆ2i )
N1−k∏
i=1
exp(R1(z
1
i )−R1(w1i ))
z1i − w1i
k∏
i=1
dwˆ2i
2piι
k∏
i=1
dw2i
2piι
k∏
i=1
dz2i
2piι
N2−k∏
i=1
dwˆ1i
2piι
N2−k∏
i=1
dzˆ1i
2piι
N1−k∏
i=1
dw1i
2piι
N1−k∏
i=1
dz1i
2piι
.
In the last formula we can deform the w1i contours to c3 + τ2 + ιR without affecting the value of the
integral by Cauchy’s theorem, using the decay estimates from (8.18). We can also deform the w2i
contours to ιR without crossing any poles, where we used the fact that
R2(w)−R1(w) = (τ1 − τ2)w2 + w(x1 − x2 + τ22 − τ21 ),
which implies that Re[R2(x+ ιy)−R1(x+ ιy)] ≤ −(τ1− τ2)y2 +O(|x|2 + 1) so that we can deform
these contours near infinity. After doing this and changing variables
z1i → z1i + τ1, z2i → z2i + τ1, w1i → w1i + τ1, zˆ1i → zˆi + τ2, wˆ1i → wˆ1i + τ2, wˆ2i → wˆ2i + τ2
we see that the above formula for K(N1, N2) becomes precisely the one in (8.15). 
8.2. Proofs of lemmas from Section 6. In this section we give the proofs of Lemmas 6.1 , 6.2,
6.3, 6.4, 6.5, 6.6, 6.7, 6.8 and 6.9 whose statements are recalled here for the reader’s convenience as
Lemmas 8.5 , 8.6, 8.7, 8.8, 8.9, 8.10, 8.11, 8.12 and 8.13 respectively.
Lemma 8.5. Suppose that 0 < r < R are real numbers and α ∈ [0, (r/R)1/2). Then for any N ∈ N
and zi, wi ∈ C with |wi| = r and |zi| = R for i = 1, . . . , N we have
(8.21)
∣∣∣∣∣det
[
1
zi − wj
]N
i,j=1
∣∣∣∣∣ ≤ NN/2(Rα− rα−1)N ·
(
Rα+ rα−1
r +R
)N2
.
Proof. Fix α ∈ [0, (r/R)1/2). We have by the Cauchy determinant formula, see e.g. [Pra94, 1.3],
that
(8.22)
∣∣∣∣∣det
[
1
zi − wj
]N
i,j=1
∣∣∣∣∣ =
∣∣∣∣∣det
[
1
αzi − α−1wj
]N
i,j=1
∣∣∣∣∣ ·
N∏
i,j=1
∣∣∣∣αzi − α−1wjzi − wj
∣∣∣∣ .
Let z = Reiψ and w = reiφ. Then if we set θ = φ− ψ we have∣∣∣∣αz − α−1wz − w
∣∣∣∣2 = R2α2 + r2α−2 − 2rR cos θR2 + r2 − 2rR cos θ = f(θ).
We directly compute that
f ′(θ) =
2rR sin θ · (R2 + r2 − 2rR cos θ)− 2rR sin θ(R2α2 + r2α−2 − 2rR cos θ)
[R2 + r2 − 2rR cos θ]2 =
2rR sin θ · (R2 − r2α−2)(1− α2)
[R2 + r2 − 2rR cos θ]2 ,
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from which we see that θ = 0 is a minimum of f(θ), while θ = pi is a maximum. We compute∣∣∣∣αz − α−1wz − w
∣∣∣∣2 ≤ f(pi) = (Rα+ rα−1r +R
)2
On the other hand, by Hadamard’s inequality we have∣∣∣∣det [ 1αzi − α−1wj
]∣∣∣∣ ≤ NN/2(Rα− rα−1)N .
Combining the last two inequalities with (8.22) we obtain (8.21). 
Lemma 8.6. Let t ∈ (0, 1) and suppose that U ∈ R satisfies 0 < U ≤ [− log t]/4. Suppose further
that z ∈ C is such that Re(z) ∈ [U, [− log t]/2]. Then there exists a constant C1t > 0, depending on
t alone, such that the following holds
(8.23)
∑
k∈Z
∣∣∣∣ 1sin(−pi[z + 2piιk]/[− log t])
∣∣∣∣ ≤ C1tU .
Proof. Let σ = (− log t)−1 and z = x+ ιy. Then we have for any q ∈ R∣∣∣∣ 1sin(−piσ(x+ ιy + ιq))
∣∣∣∣ = ∣∣∣∣ 2e−ιpiσxepiσ(y+q) − eιpiσxe−piσ(y+q)
∣∣∣∣
If q ≥ −y we see∣∣∣e−ιpiσxepiσ(y+q) − eιpiσxe−piσ(y+q)∣∣∣ = ∣∣∣e−2ιpiσxepiσ(y+q) − e−piσ(y+q)∣∣∣ ≥ epiσ(y+q)| sin(2piσx)|.
Conversely, if q < −y we see∣∣∣e−ιpiσxepiσ(y+q) − eιpiσxe−piσ(y+q)∣∣∣ = ∣∣∣epiσ(y+q) − e2ιpiσxe−piσ(y+q)∣∣∣ ≥ e−piσ(y+q)| sin(2piσx)|.
We thus conclude that ∣∣∣∣ 1sin(−piσ(x+ ιy + ιq))
∣∣∣∣ ≤ e−piσ|y+q| 2| sin(2piσx)| .
By assumption we know that 2piσx ∈ [2piσU, pi/2]. This implies that
2
| sin(2piσx)| ≤
1
σU
,
where we used that sinx satisfies pi sinx ≥ x on [0, pi/2]. Combining the last inequalities we obtain∑
k∈Z
∣∣∣∣ 1sin(−piσ(x+ ιy + 2piιk))
∣∣∣∣ ≤∑
k∈Z
e−piσ|y+2pik|σ−1U−1 ≤ 2σ−1U−1
∑
k≥0
e−2kpi
2σ.
This proves (8.23). 
Lemma 8.7. Let Sa(z) be as in (8.1). There exist universal constants C1, C2 > 0 such that the
following holds. Let a ∈ (0, e−2pi] and δ ∈ [0, pi] be given. Then for y ∈ [−pi, pi] we have
(8.24) ±Re [Sa(±δ + ιy)] ≤ −a · δ ·
[
C1 · y2 − C2 · δ2
]
.
Proof. It follows from the proof of Lemma 8.1 that
d
dy
Re [Sa(iy)] = 0,
and since Sa(0) = 0 we conclude that Re[Sa(iy)] = 0 for all y ∈ R. Fix y ∈ [−pi, pi] and observe that
d
dx
Re[Sa(x+ ιy)] = a ·Re
[
ex+ιy
1 + aex+ιy
+
e−(x+ιy)
1 + ae−(x+ιy)
− 2
1 + a
]
=
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a ·
[
ex cos y + ae2x
1 + a2e2x + 2aex cos y
+
e−x cos y + ae−2x
1 + a2e−2x + 2ae−x cos y
− 2
1 + a
]
= a(1− a)[I1 + I2],
where
I1 =
e2x(cos y − 1)[(1− a)2(ex + e−x) + 4a(1− cos y)]
(1 + a)(a2e2x + 2aex cos y + 1)(e2x + a2 + 2aex cos y)
, and
I2 =
e2x(ex + e−x − 2)[1 + a(ex + e−x) + a2]
(1 + a)(a2e2x + 2aex cos y + 1)(e2x + a2 + 2aex cos y)
.
We next note that for x ∈ [−pi, pi] we have that
|ex + e−x − 2| ≤ 2
∞∑
k=2
|x|k
k!
≤ 2|x|2
∞∑
k=2
|x|k−2
k!
≤ 2|x|2e|x| ≤ 2epi|x|2.
In addition, we have the trivial inequality for all y ∈ [−pi, pi]
cos y − 1 ≤ −y
2
10
.
Combining the last two statements we see that
I1 ≤ −a · C1 · y2,
where C1 does not depend on a, x provided that a ∈ (0, e−2pi] and x ∈ [−pi, pi]. On the other hand,
|I2| ≤ 2a(1− a)epi|x|2 · e
2pi[1 + e−2pi(epi + e−pi) + e−4pi]
(1− e−pi)2(1− e−2pi)2 ≤ 3a · C2 · |x|
2,
where C2 does not depend on a, x provided that a ∈ (0, e−2pi] and x ∈ [−pi, pi]. From the above two
inequalities and the fact that Re[Sa(iy)] = 0 for all y ∈ R we conclude that
Re[Sa(δ + ιy)] =
∫ δ
0
d
dx
Re[Sa(x+ ιy)]dx ≤ a · C2 · δ3 − a · C1 · δ · y2.
Similarly, we have
−Re[Sa(−δ + ιy)] =
∫ 0
−δ
d
dx
Re[Sa(x+ ιy)]dx ≤ a · C2 · δ3 − a · C1 · δ · y2.
The above two inequalities imply (8.24). 
Lemma 8.8. Let Ra(z) be as in (8.1). Suppose that a ∈ (0, e−2pi] and z = x+ιy with x, y ∈ [−pi, pi].
There is a universal constant C3 > 0 such that
(8.25) − C3 · a · |z|2 ≤ Re[Ra(z)] ≤ C3 · a · |z|2.
Proof. We have that
log(1 + ae−z) =
∞∑
k=1
(−1)k−1a
ke−zk
k
=
∞∑
k=1
(−1)k−1
k
ak
∞∑
n=0
(−zk)n
n!
.
The above formula implies that
Ra(z) =
∞∑
k=1
(−1)k−1
k
ak
∞∑
n=2
(−zk)n
n!
,
and so
|Ra(z)| ≤ |z|2
∞∑
k=1
kak
∞∑
n=2
|zk|n−2
n!
≤ |z|2 ·
∞∑
k=1
k[ae|z|]k =
|z|2ae|z|
(1− ae|z|)2 ≤ C3 · a · |z|
2,
where the constant C3 does not depend on z, a provided that |z| ≤
√
2pi and a ∈ (0, e−2pi]. The last
equation clearly implies (8.25). 
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Lemma 8.9. There is a universal constant C4 > 0 such that for all δ ∈ [−pi, pi] we have
(8.26)
eδ/2 + e−δ/2
eδ + e−δ
≤ e−C4δ2 .
Proof. By a direct Taylor series expansion near zero we know that there exists  > 0 such that
eδ/2 + e−δ/2 ≤ e2δ2/3 and eδ + e−δ ≥ e5δ2/6,
for all δ ∈ [−, ]. This proves that the inequality (8.26) holds for δ ∈ [−, ] for all C4 ∈ (0, 1/6).
Observe that for any A > 0 we have
A+A−1
A2 +A−2
< 1 ⇐⇒ A+A−1 < A2 +A−2 ⇐⇒ A−2(A− 1)2(A2 +A+ 1) > 0,
which holds provided that A 6= 1. Consequently, we see that there exists ˜ > 0 such that for
δ ∈ [−pi, pi] \ [−, ],
eδ/2 + e−δ/2
eδ + e−δ
≤ 1− ˜.
The latter implies that by taking C4 sufficiently small in (0, 1/6) we can ensure that (8.26) also
holds for δ ∈ [−pi, pi] \ [−, ]. 
Lemma 8.10. For any x ∈ [0, 1/2] we have
(8.27)
1 + x
1− x ≤ e
3x.
Proof. Put f(x) = 1−x−e−2x and note that f ′′(x) = −4e−2x < 0. This means that f(x) is strictly
concave and so it attains its minimum on [0, 1/2] at one of its endpoints. A direct computation
shows that f(0) = 0 and f(1/2) = 12 − 1e > 0 and so f(x) ≥ 0 for x ∈ [0, 1/2]. We thus conclude
that 1− x ≥ e−2x for x ∈ [0, 1/2] and combining the latter with the trivial inequality 1 + x ≤ ex we
obtain (8.27). 
Lemma 8.11. There exists a function f : (0,∞) → (0,∞) such that the following holds. Let
δ ∈ (0, 1], c > 0 and N ∈ N. Suppose that xi, yi ∈ R for i = 1, . . . , N are such that
(8.28)
N∑
i=1
(x2i + y
2
i ) ≤ Nc2δ2.
Then
(8.29)
∣∣∣∣∣det
[
1
eδeιxi − e−δeιyj
]N
i,j=1
∣∣∣∣∣ ≤ e−f(c)N
2
NN/2
(eδ/2 − e−δ/2)N .
Proof. For clarity we split the proof into two steps.
Step 1. Let us set zi = eδeιxi and wi = e−δeιyi for i = 1, . . . , N . Then we have by (8.22) with
R = eδ, r = e−δ and α = e−δ/2 that
(8.30)
∣∣∣∣∣det
[
1
zi − wj
]N
i,j=1
∣∣∣∣∣ =
∣∣∣∣∣det
[
1
eδ/2eιxi − e−δ/2eιyj
]N
i,j=1
∣∣∣∣∣ ·
N∏
i,j=1
∣∣∣∣∣eδ/2eιxi − e−δ/2eιyjeδeιxi − e−δeιyj
∣∣∣∣∣ .
Let us put θi,j = xi − yj for i, j = 1, . . . , N . Then we observe that∣∣∣∣∣eδ/2eιxi − e−δ/2eιyjeδeιxi − e−δeιyj
∣∣∣∣∣
2
=
eδ + e−δ − 2 cos θi,j
e2δ + e−2δ − 2 cos θi,j =: h(δ, θi,j).
Notice that since eδ + e−δ < e2δ + e−2δ we know that for any x ∈ R and δ ∈ (0, 1]
(8.31) 0 < h(δ, x) < 1.
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Put K = {(δ, x) : δ ∈ (0, 1], x ∈ [−4cδ, 4cδ]} and let
A = sup
(δ,x)∈K
h(δ, x).
We claim that A < 1. We will prove this statement in the second step. For now we assume its
validity and conclude the proof of the lemma.
We set f(c) = − logA/8. Notice that by (8.28) we know that there exist sets I, J ⊂ {1, . . . , N}
such that |xi| ≤ 2cδ for i ∈ I and |yj | ≤ 2cδ for j ∈ J with |I|, |J | ≥ N/2. The latter implies that
|θi,j | ≤ 4cδ for i ∈ I and j ∈ J . Consequently, we have∣∣∣∣∣det
[
1
zi − wj
]N
i,j=1
∣∣∣∣∣ ≤
∣∣∣∣∣det
[
1
eδ/2eιxi − e−δ/2eιyj
]N
i,j=1
∣∣∣∣∣ · ∏
i∈I,j∈J
∣∣∣∣∣eδ/2eιxi − e−δ/2eιyjeδeιxi − e−δeιyj
∣∣∣∣∣ ≤
NN/2
(eδ/2 − e−δ/2)N · [A]
N2/8 ≤ e
−f(c)N2NN/2
(eδ/2 − e−δ/2)N .
In the first inequality we used (8.30) and (8.31). In the second inequality we used Hadamard’s
inequality and the fact that |I|, |J | ≥ N/2 as well as the definition of A. In the last inequality we
used the definition of f(c). The last tower of inequalities implies (8.29) and concludes the proof of
the lemma.
Step 2. let us put u = eδ + e−δ and observe that
h(δ, x) =
u− 2 cosx
u2 − 2− 2 cosx = 1−
u2 − u− 2
u2 − 2− 2 cosx.
Suppose now that  ∈ (0, 1) is sufficiently small so that 4c ≤ pi. Then for |x| ≤ 4cδ and δ ≤  we
have that
h(δ, x) =
u− 2 cosx
u2 − 2− 2 cosx ≤ 1−
u2 − u− 2
u2 − 2− 2 cos(4cδ) =: g(δ).
From (8.31) we know that g(δ) < 1 for each δ > 0 and g(δ) is continuous on (0, ]. Furthermore it
is easy to see that
lim
δ→0+
g(δ) = 1− lim
δ→0+
3δ2
4δ2 + 8c2δ2
=
1 + 8c2
4 + 8c2
< 1.
We conclude that we can find A1 < 1 such that
h(δ, x) ≤ A1
whenever δ ∈ [0, ] and (δ, x) ∈ K.
Put K = {(δ, x) ∈ K : δ ≥ } and note that h(δ, x) is continuous on K and h(δ, x) < 1 for
(δ, x) ∈ K. This means that we can find A2 < 1 such that
sup
(x,δ)∈K
h(δ, x) ≤ A2 .
Overall, we see that
sup
(δ,x)∈K
h(δ, x) ≤ A,
with A = max(A1 , A2 ). This proves the claim from Step 1. 
Lemma 8.12. There exists a universal constant C5 > 0 such that the following holds. For any
t ∈ (0, e−2pi] we have that
(−te2; t)∞
(te2; t)∞
≤ exp (tC5) .
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Proof. By definition we have
(−te2; t)∞
(te2; t)∞
=
∞∏
k=1
(1 + tke2)
(1− tke2) .
Since t ≤ e−2pi by assumption we know that tke2 ≤ 1/2 and so by Lemma 8.10 we conclude that
(−te2; t)∞
(te2; t)∞
≤ exp
(
3e2
∞∑
k=1
tk
)
= exp
(
te2
1− t
)
,
which implies the statement of the lemma with C5 = e
2
1−e−2pi . 
Lemma 8.13. Let z = x+ iy with |x| ≤ 2pi, |y| ≤ 2pi and t ∈ (0, e−4pi]. For such a choice of z and
t define the function
(8.32) Qt(z) = log(tez; t)∞ − log(t; t)∞ + z ·
∞∑
n=1
tn
1− tn .
Then we have
(8.33) − 2t|z|2 ≤ Re[Qt(z)] ≤ 2t|z|2.
Proof. By the assumptions on z and t we have that |tez| < 1 and so
log(tez; t)∞ =
∞∑
n=1
log(1− tnez) = −
∞∑
n=1
∞∑
k=1
tknekz
k
.
We then have that
Qt(z) = −
∞∑
n=1
∞∑
k=1
tkn[ekz − kz − 1]
k
.
Observe that ∣∣∣ekz − kz − 1∣∣∣ ≤ ∞∑
m=2
km|z|m
m!
≤ k2|z|2
∞∑
m=2
km−2|z|m−2
m!
≤ k2|z|2ek|z|.
The last inequality implies that
|Qt(z)| ≤ |z|2
∞∑
n=1
∞∑
k=1
ktknek|z|= |z|2
∞∑
k=1
ktkek|z|
1− tk ≤|z|
2
∞∑
k=1
ktke2
√
2kpi
1− t =
t|z|2
(1− t)(1− te2
√
2pi)2
≤2t|z|2,
where we used that |z| ≤ 2√2pi and that (1− t)(1− te2
√
2pi)2 ≥ 1/2 as t ≤ e−4pi. The latter equation
clearly implies (8.33). 
9. Comparison to previous works
In this section we give a formal comparison between the arguments in the present paper and
those in [Dot13,PS11b, ISS13] and [NZ16]. The purpose of this section is to help readers familiar
with some of these works relate them to this paper, but also to present some of our arguments in
an informal and more accessible way.
9.1. Prelimit formulas via difference operators. In Section 9.1.1 we informally apply the
method of the Macdonald difference operators and derive a prelimit formula given in (9.12), compar-
ing the result with formula (9.7), which was obtained for the KPZ equation in [Dot13,PS11b,ISS13].
The discussion in this section is more conceptual and we do not discuss issues of convergence. In
Section 9.1.2 we explain how to rewrite (9.12) in terms of contour integrals and match our prelimit
formula from Section 3.
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9.1.1. KPZ equation. The two-point large time distribution of the KPZ equation 1.1 started from
narrow wedge initial data was investigated independently in [Dot13] and [PS11b], and the authors
obtained different formulas, which were ultimately reconciled in [ISS13]. In this section we discuss
the approach in these papers and compare it to the one in our paper. The exposition below
follows [ISS13].
Let H(X,T ) denote the solution to the KPZ equation 1.1 with narrow wedge initial data. The
Cole-Hopf transform Z = eH becomes a solution to the stochastic heat equation
(9.1) ∂TZ(X,T ) = 1
2
∂2XZ(X,T ) + ξ(X,T )Z(X,T ),
with initial condition Z(x, 0) = δ(x). Let us set γT = (T/2)1/3 and define H˜ through
H(X,T ) = − T
24
+ γT H˜(X,T ).
We also introduce the generating function
GT,X1,X2(s1, s2) = E
[
exp
(
−eγT H˜(X1,T )−s1 − eγT H˜(X2,T )−s2
)]
=
E
[
exp
(
−e(T/24)−s1Z(X1, T )− e(T/24)−s2Z(X2, T )
)]
.
(9.2)
Provided the limit exists, we have the following asymptotic equality
lim
T→∞
GT,2γ2TX1,2γ
2
TX2
(γT (s1 −X21 ), γT (s2 −X22 )) =
lim
T→∞
P
(
H˜(X1, T ) +X21 ≤ s1, H˜(X2, T ) +X22 ≤ s2
)
.
(9.3)
Equation (9.3) reduces the question of understanding the two-point large time distribution of the
KPZ equation to understanding the limit of the generating function GT,X1,X2(s1, s2). In [Dot13]
and [PS11b] the authors found different ways to rewrite this generating series so that the limit can
be studied.
In the present paper we consider the stochastic six vertex model, which can be thought of as a
discrete analogue of the KPZ equation. Indeed, the convergence of the height function h of the six
vertex model to the KPZ equation under a weak asymmetric scaling (b2 ∈ (0, 1)-fixed and b1 → b−2 )
was recently proved in [CGST20] for several, but in particular step, initial conditions. We remark
that earlier in [BO17, Theorem 12.3] the one-point marginals of the height function h were shown to
converge to the KPZ equation in the limit b1, b2 → 1−. For the stochastic six-vertex model P(b1, b2)
from Section 1.2 we have the following formal correspondence with the above notation:
M ↔ T, M − h(·,M)↔ H(·, T ), th(·,M)−M ↔ Z(·, T )
E
[
1
(u1th(n1+1,M)−M ; t)∞
1
(u2th(n2+1,M)−M ; t)∞
]
↔ GT,X1,X2(s1, s2).
(9.4)
We recall that t = b1/b2 and the weak asymmetric limit taking the six-vertex model to the KPZ
equation corresponds to taking t → 1−. In view of the above correspondence, we see that in our
paper we are in a sense studying the asymptotics of a discrete analogue of the KPZ equation, by
taking the limit of a discrete analogue of the joint Laplace transform.
The first step in rewriting GT,X1,X2(s1, s2) in a form suitable for asymptotics is to form the
moment expansion
GT,X1,X2(s1, s2) =
∞∑
L=0
∞∑
R=0
(−e−s1+T/24)L
L!
(−e−s2+T/24)R
R!
E
[Z(X1, T )LZ(X2, T )R] .(9.5)
Equation (9.5) is already mathematically ill-posed since logE [Z(X,T )n] ∼ n3, which means that
the radius of convergence of the above expansion in the variables −e−s1+T/24 and −e−s2+T/24 is
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zero. The issue of formulas involving divergent sums is ubiquitous in the physics replica approach
and we will ignore any convergence issues from here on out when we discuss it.
The analogue of (9.5) in our setting is given by
E
[
1
(u1th(n1+1,M)−M ; t)∞
1
(u2th(n2+1,M)−M ; t)∞
]
=
∞∑
L=0
∞∑
R=0
uL1 (1− t)−L
Lt!
uR2 (1− t)−R
Rt!
E
[
tL(h(n1+1,M)−M)tR(h(n2+1,M)−M)
]
,
(9.6)
where we used the power series expansion of the t-exponential function (1.10). Note that equation
(9.6) as a power series in u1, u2 has a positive radius of convergence, since h ∈ [0,M ] with proba-
bility 1, making the above moments bounded by t−M(R+L). In particular, the moment expansion
in our discrete setting is rigorous and one can view the expansion in (9.5) as a formal t→ 1− limit
of the one in (9.6).
Both in our paper and in [ISS13] the essential goal is to rewrite the (L,R)-th summand in (9.6)
and (9.5) respectively, and rearrange the sum in a form that is suitable for asymptotic analysis.
The way this is achieved in [ISS13] is by utilizing the Feynman-Kac formula, which implies that
the n-point correlation function E [Z(X1, t) · · · Z(Xn, T )] satisfies the imaginary-time Schrödinger
equation
−∂TE [Z(X1, t) · · · Z(Xn, T )] = HnE [Z(X1, T ) · · · Z(Xn, T )] ,
with initial condition Z(Xi, 0) = δ(Xi), where Hn denotes the Lieb-Liniger quantum Hamiltonian
of n particles on the line with attractive δ-interaction [LL63,McG64]:
Hn = −1
2
n∑
i=1
∂2Xi −
1
2
n∑
i 6=j=1
δ(Xi −Xj).
By using the Bethe ansatz [Dot10] derived a set of orthonormal eigenfunctions and corresponding
eigenvalues for the Lieb-Liniger quantum Hamiltonian Hn. We mention that the orthonormal set
found in [Dot10] for the attractive case is not proved therein to be complete, see the last paragraph
in [Dot10, Section B.3]; however, completeness was established in [HO97,Oxf79,PS11a]. Once the
eigenbasis is obtained, one can express the (L,R)-th summand in (9.5) in terms of it and rearrange
the resulting sum to obtain
GT,X1,X2(s1, s2) =
∞∑
M=0
(−1)M
M !
M∏
α=1
∫
R
dqα
2pi
∑
mα+lα>0
(−1)mα+lα−1
(
mα + lα
mα
)
×
det
[
1
1
2(mα + lα) +
1
2(mβ + lβ) + ι(qα − qβ)
]M
α,β=1
×
e(mα+lα)
3T/24− 1
2
(mα+lα)q2αT−mαs1−lαs2+ιX1mαqα+ιX2lαqα−mαlα(X2−X1)/2 × CTKPZ ,
(9.7)
where
CTKPZ =
∏
α 6=β
Γ
[
1 + 12(mα +Aα,β + lβ) +Bα,β
]
Γ
[
1 + 12(−mα +Aα,β − lβ) +Bα,β
]
Γ
[
1 + 12(−mα +Aα,β + lβ) +Bα,β
]
Γ
[
1 + 12(mα +Aα,β − lβ) +Bα,β
] ,(9.8)
and we have set Aα,β = mβ + lα, Bα,β = ι(qα − qβ).
We will not have much to say about equation (9.7) apart from the fact that the eigenbasis for
the Lieb-Liniger quantum Hamiltonian Hn is labeled by complex momenta, which have continuous
real parts (labeled by qα’s) and discrete imaginary parts (labeled by nα’s) and the latter upon re-
groupings and symmetrizations become the discrete labels mα’s and lα’s in (9.7). Correspondingly,
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the summations and integrals in (9.7) represent a decomposition of (9.5) onto the eigenbasis.
The approach in the present paper formally corresponds to rewriting the (L,R)-th summand in
(9.6) using the relation
E
[
tL(h(n1+1,M)−M)tR(h(n2+1,M)−M)
]
=
DRn2DLn1Π(X;Y )
Π(X;Y )
∣∣∣
xi=a=yj
,(9.9)
where a2 = 1−b21−b1 , Dn is an affine shifted degeneration of the Macdonald difference operator acting on
the variables (x1, . . . , xn), and Π(X;Y ) =
∏N
i=1
∏M
j=1
1−txiyj
1−xiyj . The reason we use the term “formally”
here is that one needs to assume for example that u1, u2 are suffuciently small in (9.6), and then
do certain analytic continuation arguments. For the purposes of this section, we will ignore these
convergence issues and continue with the discussion.
The right side of (9.9) can be written as a (L+R)-fold nested contour integral using Proposition
2.15. The result is
E
[
tL(h(n1+1,M)−M)tR(h(n2+1,M)−M)
]
=
1
(2piι)R+L
∫
C10,1
· · ·
∫
C10,L
∫
C20,1
· · ·
∫
C20,R∏
1≤α<β≤L
ωα − ωβ
ωα − ωβt−1
∏
1≤α<β≤R
ζα − ζβ
ζα − ζβt−1
L∏
i=1
(
1− aω−1i t−1
1− aω−1i
)n1 (
1− aωi
1− atωi
)M
R∏
i=1
(
1− aζ−1i t−1
1− aζ−1i
)n2 (
1− aζi
1− atζi
)M L∏
i=1
R∏
j=1
ωi − ζj
ωi − ζjt−1
R∏
i=1
dζi
ζi
L∏
i=1
dωi
ωi
.
(9.10)
In (9.10) the contours are nested zero-centered positively oriented circles with Ci0,r containing t−1 ·
Ci0,r+1 and C20,1 contained in C10,L. In addition, one has that a needs to be inside the smallest
contour C20,R and a
−1 needs to be outside the biggest contour C10,1.
We next proceed to deform the C10,i contours to C
1
0,L, which can be taken to be a circle of radius
1 + ε and also we deform the C20,i contours to C
2
0,1, which can be taken to be a circle of radius 1− ε.
In plain words we are deforming the inner circles C20,i in the outward direction and the outer circles
C10,i in the inward direction and the two almost meet in the middle. We explain in Section 9.1.2 why
we make this particular choice of deformation of the contours. As we deform the contours, we pick
up poles from ζi = ζjt−1 and ωi = ωjt−1 in (9.10). The result is that the dimension of the contour
integrals goes down and we end up integrating over residue subspaces, which for the ω-contours are
labelled by partitions λ ` L and for the ζ-contours by partitions µ ` R. This contour deformation
procedure is an instance of the contour integral ansatz, see Lemma 3.13 in the main text (its origin
is [BBC16, Proposition 7.2]). The result of applying this ansatz is
E
[
tL(h(n1+1,M)−M)tR(h(n2+1,M)−M)
]
=
∑
λ`L
∑
µ`R
(t−1 − 1)L(1− t)RRt!Lt!∏∞
i=1mi(λ)!mi(µ)!
∫
C
`(λ)
1+ε
∫
C
`(µ)
1−ε
det
[
1
wit−λi − wj
]`(λ)
i,j=1
`(λ)∏
i=1
(
1− awit−λi
1− awi
)M (
1− aw−1i
1− aw−1i tλi
)n1
det
[
1
zˆi − zˆjtµj
]`(µ)
i,j=1
`(µ)∏
i=1
(
1− azˆi
1− azˆitµi
)M (1− azˆ−1i t−µi
1− azˆ−1i
)n2
`(λ)∏
i=1
`(µ)∏
j=1
(zˆjw
−1
i t
λi ; t)∞
(zˆjw
−1
i t
λi+µj ; t)∞
(zˆjw
−1
i t
µj ; t)∞
(zˆjw
−1
i ; t)∞
`(µ)∏
i=1
dzˆi
2piι
`(λ)∏
i=1
dwi
2piι
,
(9.11)
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where kt! =
(1−t)(1−t2)···(1−tk)
(1−t)k and mi(λ) denotes the multiplicity of i in the partition λ (see Section
2.1 for more notation about parititons). The contours C1−ε and C1+ε are positively oriented, zero-
centered circles of radius 1 − ε and 1 + ε respectively. A priori, equation (9.11) holds only if a
is sufficiently close to zero (depending on L and R), because only then is equation (9.10) valid.
However, the immediate benefit of performing the contour deformation is that the right side of
(9.11) is analytic in a and then the equality in (9.11) extends to all a ∈ C such that |a|−1 > 1 + ε
and |a| < 1− ε by analyticity (the pole wi = a−1 needs to be outside the contour C1+ε and the pole
zˆi = a needs to be inside the contour C1−ε).
We may now symmetrize (9.11) in the parts (λ1, . . . , λ`(λ)) and (µ1, . . . , µ`(µ)) – observe that
there are precisely `(λ)!`(µ)!∏∞
i=1mi(λ)!mi(µ)!
ways to do this. Afterwards we perform the summation in (9.6)
and rearrange the resulting sum according to the values N1 = `(λ) and N2 = `(µ). The result is
E
[
1
(u1th(n1+1,M)−M ; t)∞
1
(u2th(n2+1,M)−M ; t)∞
]
=
∞∑
N1=0
∞∑
N2=0
1
N1!N2!
∞∑
λ1,...,λN1=1
∞∑
µ1,...,µN2=1∫
C
N1
1+ε
∫
C
N2
1−ε
det
[
1
wit−λi − wj
]N1
i,j=1
N1∏
i=1
(
1− awit−λi
1− awi
)M (
1− aw−1i
1− aw−1i tλi
)n1
[u1t
−1]λi
det
[
1
zˆi − zˆjtµj
]N2
i,j=1
N2∏
i=1
(
1− azˆi
1− azˆitµi
)M (1− azˆ−1i t−µi
1− azˆ−1i
)n2
[u2]
µi
N1∏
i=1
N2∏
j=1
(zˆjw
−1
i t
λi ; t)∞
(zˆjw
−1
i t
λi+µj ; t)∞
(zˆjw
−1
i t
µj ; t)∞
(zˆjw
−1
i ; t)∞
N2∏
i=1
dzˆi
2piι
N1∏
i=1
dwi
2piι
,
(9.12)
where the N1 = N2 = 0 term in (9.12) is just 1.
At this time, we can do a formal comparison between (9.12) and (9.7). Firstly, the integration
over wi and zˆi roughly corresponds to the integration over qα, while the summation over µi and λi
roughly corresponds to the one over mα and lα. The cross term that appears in the last line and
the two Cauchy determinants in (9.12) can be rewritten as
det
[
1
wit−λi − wj
]N1
i,j=1
N1∏
i=1
det
[
1
zˆi − zˆjtµj
]N2
i,j=1
N2∏
j=1
(zˆjw
−1
i t
λi ; t)∞
(zˆjw
−1
i t
λi+µj ; t)∞
(zˆjw
−1
i t
µj ; t)∞
(zˆjw
−1
i ; t)∞
=
det
[
1
Zi −Wj
]N1+N2
i,j=1
· Γt(1 + logt zˆj − logtwi)Γt(1 + logt wˆj − logt zi)
Γt(1 + logt zˆj − logt zi)Γt(1 + logt wˆj − logtwi)
,
(9.13)
where Z = (w1t−λ1 , . . . , wN1t
−λN1 , zˆ1, . . . , zˆN2) and W = (w1, . . . , wN1 , zˆ1tµ1 , . . . , zˆN2t
µN2 ) and Γt
denotes the t-Gamma function, see [AAR00, (10.3.3)],
Γt(x) =
(t; t)∞
(tx; t)∞
(1− t)1−x.
In deriving (9.13) we used the identity (a; t)∞ = (1−a)(at; t)∞ and the Cauchy determinant formula,
see e.g. [Pra94, 1.3]. In veiw of (9.13) we can now recognize in (9.12) both an analogue of the Cauchy
determinant in (9.7) as well as an analogue of the cross term CTKPZ with Gamma functions being
replaced by their discrete analogue.
As we can see, there are many similarities between formulas (9.12) and (9.7), although we do not
have a good conceptual understanding of why that is the case. The starting point for these two
formulas (i.e. equations (9.5) and (9.6) ) are clearly analogues of each other; however, the frameworks
that get us from those formulas to (9.7) and (9.12) respectively are different. In simple words, we do
not have a good way to translate the imaginary time Schrödinger equation + Bethe ansatz approach
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to the one of Macdonald difference operators + contour integral ansatz. The question is further
obscured by the different roles played by the joint moments in the two frameworks. Specifically, in
the context of the KPZ equation, the moments of the solutions of the SHE are eigenfunctions for the
imaginary time Schrödinger operator −∂T−Hn, while the t-moments in our setup are eigenvalues for
the Macdonald difference operators (the eigenfunctions being the Macdonald symmetric functions).
We believe that searching for deeper connections between the two frameworks is warranted, but we
will leave this task for the future.
9.1.2. Contour integral formulas. Equation (9.7) can be found as [ISS13, (3.7)], and upon a change
of variables matches [Dot13, (25)]. As explained after equation (3.7) in [ISS13], the authors of
[PS11b] derived an analogous formula (see [ISS13, (3.8)]) but only under a certain factorization
assumption, which corresponds to setting the cross term CTKPZ = 1 in (9.7). The way the argument
proceeds after [Dot13, (25)] and after [ISS13, (3.7)] is to rewrite the discrete sums in (9.7) as suitable
contour integrals and then perform a formal asymptotic analysis demonstrating the emergence of
the Fredholm determinant formula for the two-point cdf of the Airy process. We mention here that
in rewriting the discrete sums in terms of integrals, [Dot13] ignores the contribution of the infinitely
many poles coming from the Gamma functions in the cross term CTKPZ . The formal limit shows
that the cross term CTKPZ converges to 1, which a posteriori gives some credence to why one
can ignore the contribution of these poles, and why one can make the factorization assumption
in [PS11b] that corresponds to setting CTKPZ = 1 before taking the limit.
In the remainder of this section, we explain what guided our choice of contour deformation in
going from (9.10) to (9.11) and explain how starting from (9.12) we can obtain the formula in Theo-
rem 3.5, which is the one we use in the paper to do asymptotics. In the course of our discussion, we
will see that when rewriting (9.12) as a contour integral we do not encounter the infinite cross-term
pole problem from [Dot13].
Starting from (9.10) there are a few natural ways one can attempt to deform the contours using the
contour integral ansatz. The first is to simply deform all L+R contours down to the same contour
C20,R (the innermost circle). If one does this, the residue subspaces become labeled by partitions
ν ` (L+R). The structure that is lost in performing this ansatz is that the resulting integral is no
longer (visibly) analytic in the parts (ν1, . . . , ν`(ν)). Since eventually, we will want to rewrite any
discrete sum over partitions as contour integrals, it is desirable for the resulting expression after
the contour integral ansatz to be an analytic function of the parts of these partitions. As one can
see from (9.11) this is clearly the case for the deformation we performed. Another possibility is to
deform all contours C10,i down to C
1
0,L and all contours C
2
0,i down to C
2
0,R. After doing this contour
integral ansatz, one obtains an expression that is very similar to (9.11). The problem that arises in
this case is that the requirement for a to be inside C20,R and a
−1 outside C10,L makes the analogue
of (9.11) valid only for small enough (depending on R + L) values of a. In particular, we cannot
find contours that work for all the terms in (9.6) simultaneously unless a = 0, which trivializes the
model. There are a few other possible ways of deforming the contours, but they all run into one of
the above two problems and the only working solution we have is through equation (9.11).
We finally, discuss how to rewrite the sums over µi and λi in (9.12) as contour integrals. The keen
reader may have noticed that there is an extra t−1 next to u1 in the second line of (9.12) compared
to the third line. This extra term is not a typo and after re-expressing the discrete sums in (9.12)
with integrals below, we will obtain a symmetric expression. The key identity we use is as follows:
∞∑
n1,...,nk=1
f(tn1 , . . . , tnk)yn11 · · · ynkk =
1
(2piι)k
∫
`kδ
k∏
i=1
pi[−yi]si
sin(−pisi)f(t
s1 , . . . , tsk)ds1 · · · dsk,
86 EVGENI DIMITROV
where `δ is a vertical contour passing through δ ∈ (0, 1), with the orientation of increasing imaginary
part. The latter equation essentially follows from Ress=n pisin(−pis) = (−1)n+1. Fixing a small δ > 0
and applying the above formula to (9.12) we obtain
E
[
1
(u1th(n1+1,M)−M ; t)∞
1
(u2th(n2+1,M)−M ; t)∞
]
=
∞∑
N1=0
∞∑
N2=0
1
N1!N2!
∫
C
N1
1+ε
∫
C
N2
1−ε
∫
`
N1
δ
∫
`
N2
δ
det
[
1
wit−si − wj
]N1
i,j=1
N1∏
i=1
(
1− awit−si
1− awi
)M (
1− aw−1i
1− aw−1i tsi
)n1
pi[−u1t−1]si
sin(−pisi)
det
[
1
zˆi − zˆjtvj
]N2
i,j=1
N2∏
i=1
(
1− azˆi
1− azˆitvi
)M (1− azˆ−1i t−vi
1− azˆ−1i
)n2
[−u2]vi
sin(−pivi)
N1∏
i=1
N2∏
j=1
(zˆjw
−1
i t
si ; t)∞
(zˆjw
−1
i t
si+vj ; t)∞
(zˆjw
−1
i t
vj ; t)∞
(zˆjw
−1
i ; t)∞
N2∏
i=1
dvi
2piι
N1∏
i=1
dsi
2piι
N2∏
i=1
dzˆi
2piι
N1∏
i=1
dwi
2piι
.
(9.14)
We point out that the integrand in (9.14) has no poles in the right half-plane in either of the si or
vi variables. In particular, unlike [Dot13], our contour representation does not include any poles
from the cross term. Finally, we may perform the change of variables zi = wit−si for i = 1, . . . , N1
and wˆi = zˆitvi for i = 1, . . . , N2 to rewrite (9.14) as
E
[
1
(u1th(n1+1,M)−M ; t)∞
1
(u2th(n2+1,M)−M ; t)∞
]
=
∞∑
N1=0
∞∑
N2=0
1
N1!N2!
∫
C
N1
1+ε
∫
C
N2
1−ε∫
C
N1
(1+ε)t−δ
∫
C
N2
(1−ε)tδ
det
[
1
zi − wj
]N1
i,j=1
N1∏
i=1
(
1− azi
1− awi
)M (1− aw−1i
1− az−1i
)n1
S(wi, zi;u1, t)
[− log t]wi
det
[
1
zˆi − wˆj
]N2
i,j=1
N2∏
i=1
(
1− azˆi
1− awˆi
)M (1− awˆ−1i
1− azˆ−1i
)n2
S(wˆi, zˆi;u2, t)
[− log t]wˆi
N1∏
i=1
N2∏
j=1
(zˆjz
−1
i ; t)∞
(wˆjz
−1
i ; t)∞
(wˆjw
−1
i ; t)∞
(zˆjw
−1
i ; t)∞
N2∏
i=1
dwˆi
2piι
N1∏
i=1
dzi
2piι
N2∏
i=1
dzˆi
2piι
N1∏
i=1
dwi
2piι
,
(9.15)
where Cr is a positively oriented circle of radius r, centered at the origin, and S(w, z;u, t) is the
function from Definition 3.1:
(9.16) S(w, z;u, t) =
∑
m∈Z
pi · [−u][logw−log z][log t]−1−2mpiι[log t]−1
sin(−pi[[logw − log z][log t]−1 − 2mpiι[log t]−1]) .
Notice that (9.15) is now symmetric in the u1, u2 variables (compared to (9.14)) and matches
equation (3.7) from Theorem 3.5 for the case when xi = a = yj .
9.2. Convergence and asymptotics. In Section 9.2.1 we explain how our prelimit formulas com-
pare to the ones for the log-gamma polymer in [NZ16]. In Section 9.2.2 we address the questions of
convergence of our formulas, and give an overview of our asymptotic analysis.
9.2.1. Log-gamma polymer. In this section we summarize the approach of studying the two-point
asymptotics of the log-gamma polymer model from [NZ16] and compare it to the present paper.
The log-gamma polymer depends on two sequences of real parameters {αi}i≥1 and {αˆi}i≥1 such
that αi + αˆj > 0 for all i, j ∈ N. One takes a countable collection of independent random variables
wi,j indexed by (i, j) ∈ Z2≥1 such that wi,j has the inverse-Gamma distribution with parameter
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θi,j = αi + αˆi, meaning that
P(wi,j ∈ dx) = 1{x > 0} · 1
Γ(θi,j)
x−θi,j−1 exp(−1/x)dx.
From this data one defines the (random) log-gamma partition function as
(9.17) Zm,n :=
∑
pi∈Πm,n
∏
(i,j)∈pi
wi,j ,
where (m,n) ∈ Z2≥1, the sum is over all up-right paths from (1, 1) to (m,n) and the product is over
the vertices that belong to pi. We remark that in [NZ16] the convention is for the numbers to increase
in the downward direction so that the paths are down-right. This should cause no confusion.
[NZ16, Conjecture 4.1] states that if (m1, n1) = (N − t1N2/3, N + t1N2/3) and (m2, n2) =
(N + t2N
2/3, N − t2N2/3) with t1, t2 > 0 then the vectors (logZm1,n1 , logZm2,n2) under suitable
shifts and scales should weakly converge to the two-point distribution of the Airy process. The
starting point of the analysis is the following formula for the joint Laplace transform for Zm1,n1 and
Zm2,n2
E
[
e−u1Zm1,n1−u2Zm2,n2
]
=
∫
`
m1
δ
∫
`
n2
δ+γ
sm1(
~λ)sn2(~µ)F
LG(~λ, ~µ;u1, u2)
m1∏
i=1
n2∏
j=1
Γ(λi + µj)
Γ(αi + αˆj)
d~µd~λ,(9.18)
which is obtained via the geometric Robinson-Schensted-Knuth correspondence. In (9.18) the con-
tour `x is a vertically oriented line passing through x in the complex plane, and sn(~λ) denotes the
Sklyanin measure
sn(λ) =
1
(2piι)nn!
∏
i 6=j
Γ(λi − λj)−1.
The precise formula (i.e. the definition of δ, γ and FLG in (9.18)) can be found as [NZ16, (2.21)].
Equation (9.18) is not suitable for asymptotic analysis since the number of contours goes to infinity,
and in order to re-express it [NZ16] uses [BCR13, Theorem 2], which allows one to rewrite the d~µ
and d~λ integrals in (9.18) as Fredholm determinants.
By applying [BCR13, Theorem 2] twice to (9.18), expanding the corresponding Fredholm de-
terminants and formally rearranging the resulting contours (see [NZ16, (4.13)] and the discussion
surrounding that equation for more information on why the rearrangement is formal) one obtains
E
[
e−u1Zm1,n1−u2Zm2,n2
]
=
m1∑
N1=0
n2∑
N2=0
1
N1!N2!
1
(2piι)2N1+2N2
∫
`
N1
δ1
∫
C
N1
δ1
∫
`
N2
δ1
∫
C
N2
δ1
D(~w, ~z)GLGn1,m1(~w, ~z, u1) ·D( ~ˆw, ~ˆz)GLGn2,m2( ~ˆw, ~ˆz, u2) · CTLG(~w, ~z; ~ˆw, ~ˆz)d ~ˆwd~ˆzd~wd~z,
(9.19)
where Cδ is a positively oriented, zero-centered circle of radius δ, D(~a,~b) = det
[
1
bi−aj
]n
i,j=1
is the
Cauchy determinant and the cross term CTLG is given by
CTLG(~w, ~z; ~ˆw, ~ˆz) =
N1∏
i=1
N2∏
j=1
Γ(γ − wi − wˆj)Γ(γ − zi − zˆj)
Γ(γ − wi − zˆj)Γ(γ − zi − wˆj)(9.20)
In equation (9.19) all the α parameters of the model are set to 0, and all the αˆ parameters are set
to γ > 0, and δ ∈ (0, γ/2), while δ1 ∈ (0,min(δ, 1 − δ)). We will not write down the formulas for
GLGni,mi but refer the interested reader to [NZ16, Proposition 4.5].
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The analogue of (9.19) we derive in this paper formulated in terms of the stochastic six-vertex
model is as follows
E
[
1
(u1th(n1+1,M)−M ; t)∞
1
(u2th(n2+1,M)−M ; t)∞
]
=
∞∑
N1=0
∞∑
N2=0
IM (N1, N2), where
IM (N1, N2) =
1
N1!N2!
∫
γ
N1
1
∫
γ
N1
2
∫
γ
N2
3
∫
γ
N2
4
D(~w, ~z)G(~w, ~z, n1, u1)
D( ~ˆw, ~ˆz)G( ~ˆw, ~ˆz, n2, u2) · CT (~w, ~z; ~ˆw, ~ˆz)
N2∏
i=1
dwˆi
2piι
N2∏
i=1
dzˆi
2piι
N1∏
i=1
dwi
2piι
N1∏
i=1
dzi
2piι
.
(9.21)
In (9.21) the contours γi are positively oriented zero-centered circles of radius ri ∈ (a, a−1) such
that r1 > r2 > r3 > r4 > tr1, where we recall that t = b1/b2 and a2 = 1−b11−b2 . In addition, we have
D(~w, ~z) = det
[
1
zi − wj
]N1
i,j=1
CT (~w, ~z; ~ˆw, ~ˆz) =
N1∏
i=1
N2∏
j=1
(zˆjz
−1
i ; t)∞
(wˆjz
−1
i ; t)∞
(wˆjw
−1
i ; t)∞
(zˆjw
−1
i ; t)∞
,
G(~w, ~z, n, u) =
N1∏
i=1
(
1− azi
1− awi
)M
·
(
1− a/wi
1− a/zi
)n
· S(wi, zi;u, t)− log t · wi ,
(9.22)
where S(w, z;u, t) is the function from Definition 3.1 (alternatively see equation (9.16). If N1 =
N2 = 0 then we adopt the convention IM (0, 0) = 1. Equation (9.21) is formulated for the ascending
Hall-Littlewood process in Theorem 3.5, and one deduces the analogous result from the distributional
equality of the latter and the stochastic six-vertex model, see the end of Section 2.2.
Comparing (9.19) with (9.21) we observe striking structural similarities. On the left side of (9.21)
we have a joint t-Laplace transform, which is a discrete analogue of the joint Laplace transform in
(9.19). On the right side of both (9.19) and (9.21) we have an analogous double sum of (2N1 +2N2)-
fold contour integrals, where the integrand is a product of similar three types of terms. The third
term in both formulas is a cross term, which in the log-gamma case is a double product of Gamma
functions, while in our case is a double product of t-Gamma functions, cf. (9.13). We believe
that the similarities between (9.19) and (9.21) are not coincidental but come from the known
connections between the Macdonald processes and the log-gamma polymer, cf. [BCFV15, Section
4]. Specifically, we expect that one can carry out a similar program to the one in the present
paper and derive joint q-Laplace transform formulas for the q-Whittaker process (a certain dual to
the Hall-Littlewood process considered in our paper). Since the q-Whittaker process converges to
the log-gamma polymer model, as shown in [BCFV15, Section 4], we expect such joint q-Laplace
transform formulas to asymptotically give the formulas in [NZ16]. At this time this approach is
purely conjectural, but if correct it would explain the strong similarities we see between our formulas
and those of [NZ16].
9.2.2. Handling the cross term. We first discuss the convergence issues in equation (9.21). There
are four types of terms that influence the growth of IM (N1, N2): (1) the functions G, (2) the cross
term CT , (3) the Cauchy determinants D and (4) the factorials N1!N2! in the front. Unlike (9.19)
all of our contours are compact and so obtaining point-wise estimates for the integrand essentially
suffices for controlling IM (N1, N2). Out of the four terms, the functions G are benign, because they
grow as eC(N1+N2) and are thus controlled by the factorials that decay like e−N1 logN1−N2 logN2 . In
the past, the known way to control the Cauchy determinant is via Hadamard’s inequality, which
states that
(9.23) | detA| ≤
N∏
i=1
‖vi‖
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for an N ×N matrix A with column vectors v1, . . . , vN . Consequently, if we ignore the cross term
in (9.21) all other terms can be bounded by
exp
(
O(N1 +N2)− N1 logN1
2
− N2 logN2
2
)
,
which would be summable over (N1, N2) ∈ Z2≥0. The problem we run into is that the cross term CT
is pointwise of order ecN1N2 and so the factorials are no longer enough to control it.
It is worth pointing out that the prelimit formula (9.19) from [NZ16] does not encounter this cross
term problem, because the sum is finite. The reason [NZ16] obtained a finite sum is a consequence of
the fact that in applying [BCR13, Theorem 2] the kernels involved are finite rank, and the resulting
Fredholm determinant epansion series terminate after finitely many terms. The GLG functions in
(9.19) all decay sufficiently fast near infinity and so even though the contours in that formula are
infinite each summand is easily seen to be finite, and so the whole sum is finite. As one takes the
N →∞ limit in (9.19) the cross terms will start being problematic, but at least at a finite N level
they do not cause problems unlike our setup.
The way we deal with CT in our formula is by utilizing some hidden built-in decay in the Cauchy
determinants D, which to our knowledge has not been previously recognized. In particular, we have
the following estimate for any r,R ∈ (0,∞) with R > r
(9.24)
∣∣∣∣∣det
[
1
zi − wj
]N
i,j=1
∣∣∣∣∣ ≤ R−N · NN · (r/R)(
N
2 )
(1− r/R)N2 ,
where zi, wi ∈ C are such that |zi| = R and |wi| ≤ r for i = 1, . . . , N . This results appears as
Lemma 3.12 in the main text.
The way we use (9.24) to control the summands in (9.21) is by deforming the γi contours so
that r2/r1 and r4/r3 are both very small and then one obtains the following bound on the Cauchy
determinants
(9.25) |D(~w, ~z)D( ~ˆw, ~ˆz)| ≤ exp(−c(N21 +N22 )),
where the constant c increases as the ratios r2/r1 and r4/r3 become smaller. The restrictions
r4 > tr1 and ri ∈ (a, a−1) prevent us from freely deforming the contours γi so that these ratios are
arbitrarily small, but at least if t and a are small enough, this is possible and one is able to control
the cross term CT using the Cauchy determinants D(~w, ~z), D( ~ˆw, ~ˆz). This is one of the sources of
the parameter restriction in Theorem 1.1, and we can only prove (9.21) in Theorem 3.5 for a special
range of parameters. See Remark 3.7 for more details.
We conclude this section with a discussion about the asymptotic analysis of equations (9.19) and
(9.21). In both equations (9.19) and (9.21) it is relatively easy to show that the right sides term-wise
converge to a suitable Fredholm determinant expansion for the Airy process (as N → ∞ in (9.19)
and M → ∞ in (9.21)). The arguments in both cases involve deforming contours to descent ones
for the G functions and applying a careful steepest descent argument. In the present paper, the
term-wise convergence is stated as Proposition 4.7 and proved in Section 5. The identification of
the resulting sum with the Fredholm determinant expansion for the Airy process is formulated as
Proposition 4.5 and proved in Section 7.2.
The essential ingredient missing and making the proof in [NZ16] incomplete is a uniform in N
estimate on the growth of the terms (in terms of N1 and N2) in the series (9.19) that would allow
one to exchange the order of the sum and the limit N →∞. The difficulty in obtaining such growth
estimates comes from the presence of the cross term CTLG, whose behavior as N1, N2 become large
is very complicated. Part of the progress made in our paper is the ability to control the cross terms
CT in our formulas (at least for some range of parameters) and obtain the necessary bounds that
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would allow one to exchange the sums and the M →∞ limit in (9.21). The precise bounds we can
obtain are given in Proposition 4.8 and its proof can be found in Section 6.
While the proof of Proposition 4.8 is fairly technical, we try to give a rough account of the ideas
contained in it below. The way the proof of Proposition 4.8 goes is by splitting the problem into
three cases: (1) ∆ & M , (2) M1/2 . ∆ . M and (3) ∆ . M1/2, where ∆ = N1 +N2. The goal is
then to deform the contours γ1, . . . , γ4 in a suitable way so that the different terms (D, G and CT )
can be balanced in a favorable way so that a rapid enough decay in ∆ is achieved. The Cauchy
determinants D are always helpful (i.e. they are sources of decay), the cross term CT is always
harmful (it is a source of growth) and the G terms can be helpful if the contours γi are descent
contours or harmful if they are not.
In the case ∆ &M the idea is simply to spread apart the γi so that the ratios of radii r2/r1 and
r4/r3 are very small. By doing this we obtain∣∣∣D(~w, ~z)D( ~ˆw, ~ˆz)∣∣∣ ≤ exp(−c1∆2), ∣∣∣G(~w, ~z, n1, u1)G( ~ˆw, ~ˆz, n2, u2)∣∣∣ ≤ exp(c2∆M), |CT | ≤ exp(c3∆2).
Notice that by spreading apart the contours γi, we move them away from the descent contours
for the G functions and so they grow; however, if a is sufficiently small and ∆ & M the Cauchy
determinants are decaying fast enough to offset both the G functions and the cross term CT , and
one obtains
|IM (N1, N2)| ≤ exp
(−∆2) .
In the case ∆ . M1/2 the idea is simply to deform γi to descent contours. In this case, the G
functions decay fast enough to offset the cross term, and one can bound the Cauchy determinants
by Hadamard’s inequality (9.23) and use the factorials N1!N2! in IM (N1, N2) to prove
|IM (N1, N2)| ≤ exp
(
O(∆)− ∆ log ∆
4
)
.
The case M1/2 . ∆ .M is the more involved. In this case we spread the γi contours a little bit,
so that some decay is extracted from the Cauchy determinants D, but at the same time the growth
of the G-functions, which are big away from their descent contours, is still manageable. In this case,
we need to Taylor expand logCT upto second order around the critical point of logG, and use the
G functions to control CT when enough of the z and w variables are away from the critical point. If
many of these variables are close to the critical point, then that implies that they are close to each
other and one obtains improved decay estimates for the Cauchy determinants D. This extra bit
of decay can be traced to the presence of the Vandermonde determinants in the numerator of the
Cauchy determinant formula, which makes the D terms even smaller if many of the z, w variables
start being close to each other. Ultimately, there is a delicate balance of all three types of terms
D,G and CT that is favorably resolved leading to the estimate
|IM (N1, N2)| ≤ exp
(−∆2) ,
provided the t and a parameters are sufficiently small.
The above exposition, aimed to illustrate on a very basic level how the proof of Proposition 4.8
is structured. The interested reader is referred to Section 6 for the technical details.
References
[AAR00] G. Andrews, R. Askey, and R. Roy. Special functions. Cambridge University Press, Cambridge, 2000.
[ACQ11] G. Amir, I. Corwin, and J. Quastel. Probability distribution of the free energy of the continuum directed
random polymer in 1 + 1 dimensions. Commun. Pure Appl. Math., 64:466–537, 2011.
[Agg17] A. Aggarwal. Convergence of the stochastic six-vertex model to the ASEP. Math. Phys. Anal. Geom.,
20(2):3, 2017.
[Agg18] A. Aggarwal. Current fluctuations of the stationary ASEP and six-vertex model. Duke Math. J.,
167(2):269–384, 2018.
TWO-POINT CONVERGENCE OF THE STOCHASTIC SIX-VERTEX MODEL TO THE AIRY PROCESS 91
[Bar15] G. Barraquand. A phase tansition for q-TASEP with a few slower particles. Stoch. Proc. Appl., 125:2674–
2699, 2015.
[BBC16] A. Borodin, A. Bufetov, and I. Corwin. Directed random polymers via nested contour integrals. Ann.
Phys., 368:191–247, 2016.
[BBW16] A. Borodin, A. Bufetov, and M. Wheeler. Between the stochastic six-vertex model and Hall-Littlewood
processes. 2016. Preprint: arXiv:1611.09486.
[BC14] A. Borodin and I. Corwin. Macdonald processes. Probab. Theory Relat. Fields, 158:225–400, 2014.
[BCF14] A. Borodin, I. Corwin, and P. L. Ferrari. Free energy fluctuations for directed polymers in random media
in 1 + 1 dimension. Commun. Pure Appl. Math., 67:1129–1214, 2014.
[BCFV15] A. Borodin, I. Corwin, P. Ferrari, and B. Vető. Height fluctuations for the stationary KPZ equation. Math.
Phys. Anal. Geom., 18:20, 2015. https://doi.org/10.1007/s11040-015-9189-2.
[BCG16] A. Borodin, I. Corwin, and V. Gorin. Stochastic six-vertex model. Duke Math. J., 165(3):563–624, 2016.
[BCGS13] A. Borodin, I. Corwin, V. Gorin, and S. Shakirov. Observables of Macdonald processes. Trans. Amer.
Math. Soc. to appear., 2013. Preprint, arXiv:1306.0659.
[BCR13] A. Borodin, I. Corwin, and D. Remenik. Log-Gamma polymer free energy fluctuations via a Fredholm
determinant identity. Commun. Math. Phys., 324:215–232, 2013.
[BCR15] A. Borodin, I. Corwin, and D. Remenik. Multiplicative functionals on ensembles of non-intersecting paths.
Ann. Inst. H. Poincaré Probab. Statist., 51:28–58, 2015.
[BCS14] A. Borodin, I. Corwin, and T. Sasamoto. From duality to determinants for q-TASEP and ASEP. Ann.
Probab., 42:2314–2382, 2014.
[BO17] A. Borodin and G. Olshanski. The ASEP and determinantal point processes. Commun. Math. Phys.,
353:853–903, 2017.
[Bor18] A. Borodin. Stochastic higher spin six vertex model and Macdonald measures. J. Math. Phys.,
59(2):023301, 2018.
[BP16] A. Borodin and L. Petrov. Higher spin six vertex model and symmetric rational functions. Sel. Math.,
24(2):751–874, 2016.
[CD18] I. Corwin and E. Dimitrov. Transversal fluctuations of the ASEP, stochastic six vertex model, and Hall-
Littlewood Gibbsian line ensembles. Commun. Math. Phys., 363:435–501, 2018.
[CGST20] I. Corwin, P. Ghosal, H. Shen, and L.-C. Tsai. Stochastic PDE limit of the six vertex model. Commun.
Math. Phys., 375:1945–2038, 2020.
[Cor12] I. Corwin. The Kardar-Parisi-Zhang equation and universality class. Random Matrices: Theory Appl., 1,
2012.
[Dim16] E. Dimitrov. KPZ and Airy limits of Hall-Littlewood random plane partitions. 2016. Preprint: 1602.00727.
[Dim18] E. Dimitrov. KPZ and Airy limits of Hall-Littlewood random plane partitions. Ann. Inst. H. Poincaré
Probab. Statist., 54:640–693, 2018.
[Dot10] V. Dotsenko. Replica Bethe ansatz derivation of the Tracy-Widom distribution of the free enerrgy fluctu-
ations in one-dimensional directed polymers. J. Stat. Mech., (07):P07010, 2010.
[Dot13] V. Dotsenko. Two-point free energy distribution function in (1+1) directed polymers. J. Phys. A., 46,
2013.
[Dot14] V. Dotsenko. n-point free energy distribution function in one dimensional random directed polymers.
Condens. Matter Phys., 17, 2014.
[DOV18] D. Dauvergne, J. Ortmann, and B. Virág. The directed landscape. 2018. Preprint: arXiv:1812.00309.
[FNS77] D. Forster, D.R. Nelson, and M.J. Stephen. Large-distance and long-time properties of a randomly stirred
fluid. Phys. Rev. A, 16:732–749, 1977.
[FS03] P.L. Ferrari and H. Spohn. Step fluctuations for a faceted crystal. J. Stat. Phys., 113:1–46, 2003.
[FV15] P. L. Ferrari and B. Veto. Tracy-Widom asymptotics for q-TASEP. Annals Institute Henri Poincaré
Probability Statistics, 51:1465–1485, 2015.
[GS92] H.-L. Gwa and H. Spohn. Six-vertex model, roughened surfaces, and an asymmetric spin Hamiltonian.
Phys. Rev. Lett., 68:725–728, 1992.
[HHT15] T. Halpin-Healy and K. Takeuchi. A KPZ cocktail-shaken, not stirred: Toasting 30 years of kinetically
roughened surfaces. J. Stat. Phys., 160:794–814, 2015.
[HO97] G.J. Heckman and E.M. Opdam. Yang’s system of particles and Hecke algebras. Ann. Math., 145:139–173,
1997.
[ISS13] T. Imamura, T. Sasamoto, and H. Spohn. On the equal time two-point distribution of the one-dimensional
KPZ equation by replica. J. Phys. A., 46, 2013.
[Joh03] K. Johansson. Discrete polynuclear growth and determinantal processes. Comm. Math. Phys., 242:277–
329, 2003.
[Joh05] K. Johansson. The arctic circle boundary and the Airy process. Ann. Probab., 33:1–30, 2005.
92 EVGENI DIMITROV
[KPZ86] M. Kardar, G. Parisi, and Y.C. Zhang. Dynamic scaling of growing interfaces. Phys. Rev. Lett., 56:889–892,
1986.
[KQ18] A. Krishnan and J. Quastel. Tracy-Widom fluctuations for perturbations of the log-gamma polymer in
intermediate disorder. Ann. Appl. Probab., 28(6):3736–3764, 2018.
[LL63] E.H. Lieb and W. Liniger. Exact analysis of an interacting Bose gas. I. The general solution and the
ground state. Phys. Rev., 130(4):1605, 1963.
[Mac95] I. G. Macdonald. Symmetric functions and Hall polynomials. Oxford University Press Inc., New York, 2
edition, 1995.
[McG64] J. B. McGuire. Study of exactly soluble one-dimensional N-body problems. J. Math. Phys., 5(5):622–636,
1964.
[MQR17] K. Matetski, J. Quastel, and D. Remenik. The KPZ fixed point. 2017. Preprint: arXiv:1701.00018v2.
[NZ16] V.-L. Nguyen and N. Zygouras. Variants of geometric RSK, geometric PNG and the multipoint distribution
of the log-gamma polymer. Int. Math. Res. Notices, 2016.
[Oxf79] S. Oxford. The Hamiltonian of the quantized nonlinear Schrödinger equation. Ph.D. thesis, UCLA, 1979.
[Pet14] L. Petrov. Asymptotics of random lozenge tilings via Gelfand-Tsetlin schemes. Probab. Theory Relat.
Fields, 160:429–487, 2014.
[Pra94] V. Prasolov. Problems and Theorems in Linear Algebra. Amer. Math. Soc., Providence, RI, 1994.
[PS02] M. Prähofer and H. Spohn. Scale invariance of the PNG Droplet and the Airy process. J. Stat. Phys.,
108:1071–1106, 2002.
[PS11a] S. Prohlac and H. Spohn. The propagator of the attractive delta-Bose gas in one dimension. J. Math.
Phys., 52:122106, 2011.
[PS11b] S. Prolhac and H. Spohn. Two-point generating function of the free energy for a directed polymer in a
random medium. J. Stat. Mech.-Theory E., P01031, 2011.
[QS15] J. Quastel and H. Spohn. The one-dimensional KPZ equation and its universality class. J. Stat. Phys.,
160:965–984, 2015.
[Rob55] H. Robbins. A remark on Stirling’s formula. Amer. Math. Monthly, 62:26–29, 1955.
[Sim05] B. Simon. Trace ideals and their applications. AMS, Providence, 2 edition, 2005.
[SS03] E. Stein and R. Shakarchi. Complex analysis. Princeton University Press, Princeton, NJ, 2003.
[TW94] C.A. Tracy and H. Widom. Level spacing distributions and the Airy kernel. Comm. Math. Phys., 159:151–
174, 1994.
[TW09] C. Tracy and H. Widom. Asymptotics in ASEP with step initial condition. Commun. Math. Phys., 290:129–
154, 2009.
[TW11] C. Tracy and H. Widom. Formulas and asymptotics for the asymmetric simple exclusion process. Math.
Phys. Anal. Geom., 14:211–235, 2011.
[Vul07] M. Vuletić. The shifted Schur process and asymptotics of large random strict plane partitions. Int. Math.
Res. Notices, 14, 2007. doi: 10.1093/imnr/rnm043.
[Vul09] M. Vuletić. A generalization of MacMahon’s formula. Trans. Amer. Math. Soc., 361:2789–2804, 2009.
