We study the initial-boundary value problem for a:u(t, x) + A(t)u(t, x) + B(t)a,u(t, x) =f(z, x) on [0, T ]
Introduction
Let Q c R" and me N be given. We consider the problem (here ( . , . ) denotes the inner product in L,(Q)).
Remarks. (1) We admit that the coefficients of A and B are divided into two different parts, one being continuously differentiable with bounded derivatives, and the other lying in some spatial Sobolev space for every tE[O, T I . This is essential for the application to non-linear problems.
(2) Condition (1.6) means that the part of A ( t ) containing the derivatives a: cp with m + 1 < la1 < 2m is symmetric. This condition is also used in [ 2 ] . An equivalent formulation of (1.6) is used in [3], (3.9, (3.6). fEg+-ZnCj-l and uo E H'"(R), u1 E H ( j -""(0) such that (uo, u',f) satisfies the compatibility condition (defined in section 2) of order j , then (1.1) has a unique solution U E V~. Furthermore (1.10) where the constants C,, C, > 0 depend only on c,, c2, c3 (of Assumption l.l), j, and [8] an existence theorem for systems of hyperbolic equations with real-valued coefficients.
He assumes that R is bounded and studies the more complicated case of timedependent boundary conditions. Furthermore, he considers a problem similar to (1.1) with m = 1 (compare (2.12) in [8] ). He uses energy methods.
The proof in this paper is also based on energy estimates but differs from the proof in [8] . Section 3 deals with elliptic equations of order 2m. In particular, the regularity of a solution of elliptic equations is studied. In section 4 the existence of a unique strong solution u E g$ of (11) is proved by the method of Faedo-Galerkin, which uses an approximation in finite-dimensional function-spaces. A higher degree of regularity is obtained by induction in section 5, by solving a system of a simple integral equations and an equation of the type of (1.1) (compare (5.3), (5.4)).
Notation. The compatibility condition
By R we denote a domain 51 c R" with RE C" such that aR is bounded (or empty) 
(2.4)
In order to give the compatibility condition we assume that E %?$ is a solution of 
< Zm
and ayB(0) is given analogously. We make the following definition.
Definition 2.1. We say that (uo, u', f) satisfies the compatibility condition of order k E N i f uj~k"'(R) for j = 0 , . . . , k -1, where u j is recursively defined by for j 3 2.
Remark. Let Assumption 1.1 be satisfied for some k 2 [n/2m] + 3 and let 2 < j < k. If where D > 0 depends only on j , (1.1 1) and (1.13).
U~E~~~( R ) , U~E H (~-~)~( R ) ,~~-~~(~) E H (~-~)~( R

Elliptic equations
Consider the elliptic differential equations
where A satisfies Assumption 1.1 for some k 2 ko = [n/2m] + 4. We choose and that every x E Q is contained only in a fixed finite number of sets K(QR + , ). Hence summation over all z E S yields u ( t )~ Hzm(Q) and Hence it follows from (3.6) (with cp := u(t)) and (3.13) that (3.7) holds in the casej = 0. 
15) yields tIu(t) -u(tl)llZrn-,O as t + t l and therefore UEC([O, T I , H2"(Q)).
This proves the assertion for j = 0. Now let Lemma 3.1 be proved for j = 0,. . . , J < (k -2)m -1. By the induction hypothesis we have UE C( [0, TI, H J + l r n (Q)) and (3.7) with j = J. Let JI E Cg(Q).
From (3.6) and (3.3) we conclude that An analogous procedure can be performed around the boundary points. In fact, let xOEi3R and let U be an open neighbourhood of xo such that there exists a C"-mapping transforming U n 0 in K; := { X E R": 1x1 < R, x, > 0) and n 3 0 in r R := {x E R" : 1 x I G R, x, = O}. Since such a mapping preserves the properties of our elliptic equation; we can assume that u n R = K:, 0 n Since U E H2"(R), we conclude from (3.17) that A(t)C$u(t)l = 9 2 0 ) for t E C O , TI and hence 
Existence and uniqueness of the solution
In this section we suppose that Assumption 1.1 is satisfied for k = ko = [n/2m] + 4.
Let a(t, ip, II/) be defined by (3.2)-(3.5). Note that (1.6) implies that we can choose the coefficients of a(r, ip, J/) such that cUs + Eus = (csa + Zsa) for m + 1 < l a1 + < 2m. In order to prove the existence of a solution of (1.1) we use the method of Faedo-Galerkin and follow the considerations in [3] . We suppose that We set In a similar way we prove that 1 u;(t)lE is bounded. We differentiate (4.6) with respect to t and obtain With Gronwall's lemma we conclude from (4.14) and the boundedness of luj(t)lZ.
(uy(t) + A(t)uj(t) + B(t)uJ(t) -f ( t ) , t,)
(u~'(z) + A(t)u;(f) + B(t)uy(t) + A'(t)uj(t) + B'(t)u;(t) -f ' ( t ) ,
that there exists a C > 0 such that Iu>(t)Ii < C for t E [ O , TI, j E N. Hence we can extract a subsequence converging weakly to a j-m
~E H~( C O ,
TI, L2(W) nH'(C0, TI, km(Q)).
By a standard argument (compare tj 3.
in [lo]) it follows that u"(t) + A(t)u(c) + B(t)u'(t) = f ( t ) a.e. in [0, TI, (4.15a) U ( t ) E Piyn)
for t E [0, T I , and with (4.3) and (4.7) we obtain
In the rest of this section we prove that ~€55'; and derive an estimate for lu(t)12. To this end we introduce a convenient concept of a weak solution. 
Remarks. (1) Since a,u E L,( [O, T I , L2(!2)) it holds u E C( [0, T I , L2(R)). Hence v(O),
u(T) are well defined.
(2) Integration by parts shows that u E%$ is a solution of (1.1) if and only if it is a weak solution.
In a first step we prove the uniqueness of a weak solution. 
is a weak solution of (l.l), then u(t) = 0 on [0, TI.
Prooj:
We proceed analogously to the proof of the uniqueness in 53. and obtain that sup luj(t) -u,(t)ll -+ 0 asj, G + 0 0 . Let UEU; be the limit of { u j } .
Since every uj is a weak solution of (1.1) with data uy, uf and 4, it follows that u is a weak solution of (1.1).
[O. TI
We note that (4.16) implies
IuWlE G lU(0)IE + J; Cllf(4II + dzl~(~)JEIdr.
With (4.3) it follows that
This estimate holds for every uj used in the above proof and therefore even for the weak solution U E V~ of (1.1). 
Consider thesolution u e H 2 ( [ 0 , T],L,(R))n H'([O
(t) + A(t)u(t) + B(t)u'(t) = f ' ( t ) -A'(t)u(t) -B'(t)u'(t) for ~E [ O ,
TI, (4.27a)
UQ)E iim(n) for C E LO, TI, solution u E V i of (4.27) . From the uniqueness of u we obtain u' = u and hence u' E U i .
With u EW;, (4.25) and Lemma 3.1 we conclude that u E U$. We apply (4.24) to (4.27) and obtain 
A(t)u(t) =f(t)
-
Higher regularity
We prove Theorem 1.1 by induction with respect to j . Instead of (1.10) we prove . From (5.6), (5.7) it follows that the limit (u, u ) E @~' x U ; is a solution of (5.3), (5.4). Thus U E %~' and u is a solution of (1.1) by the considerations following (5.4). 
:
for t E [0, TI.
From (5.5) we obtain by Lemma 8.2 of [9] and by Lemma 3.1 that Il~(t)lI(.,+l)rn < d2ClIf(t)Il(~-1)rn + l~' (~) l~-1 + IIu(t)lIl 
