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On the space of harmonic 2-spheres in CP 2
L. LEMAIRE ∗ and J.C. WOOD †
Abstract
Carrying further work of T.A. Crawford, we show that each component of the
space of harmonic maps from the 2-sphere to complex projective 2-space of degree d
and energy 4piE is a smooth closed submanifold of the space of all Cj maps (j ≥ 2).
We achieve this by showing that the Gauss transform which relates them to spaces
of holomorphic maps of given degree and ramification index is smooth and has
injective differential.
1 Introduction
In [4], T.A. Crawford showed that if E ≤ 5|d|+10, the subset Harmd,E(CP 2) of the space
of harmonic maps from S2 to CP 2 consisting of those maps of degree d and energy 4πE
can be given the structure of a complex manifold and that this manifold is connected.
This he did by showing that the space Hol∗k,r(CP
2) of full holomorphic maps from
S2 to CP 2 of degree k and ramification index r is a complex manifold if r ≤ (k + 1)/2,
and that the “Gauss transform” G′k,r which maps Hol
∗
k,r(CP
2) to Harmk−r−2,3k−r−2(CP
2)
bijectively is a homeomorphism, so that the manifold structure of Hol∗k,r(CP
2) can be
transported to the topological space Harmd,E(CP
2). This does not prove that the trans-
ported structure is the one induced by the natural inclusion of Harmd,E(CP
2) in the space
of maps from S2 to CP 2.
In this paper, after giving a treatment of Crawford’s result adapted to our needs, we
show that G′k,r is a smooth map from Hol
∗
k,r(CP
2) to Cj(S2,CP 2) (for j ≥ 2) and has
injective differential. From this we obtain:
Theorem 1.1 For 0 ≤ r ≤ k + 1
2
and
4k − 11
3
≤ r ≤ 3
2
k − 3 the map
G′k,r : Hol
∗
k,r(CP
2)→ Cj(S2,CP 2)
is a smooth embedding onto Harmk−r−2,3k−r−2(CP
2) for any j ≥ 2.
Each component Harmd,E(CP
2) of Harm(CP 2) with E ≤ 5|d|+10 is a closed smooth
submanifold of Cj(S2,CP 2) of dimension 6E + 4 if E = |d| (in which case it consists of
holomorphic or antiholomorphic maps) and of dimension 2E + 8 (otherwise).
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Added in proof: In a revised version of [4], Crawford has shown that Hol∗k,r(CP
2) is
a manifold for all k, r. It follows that all our results (Theorems 1.1, 1.3, Proposition 3.1,
4.1, 5.2 and Lemma 5.1) are valid for this range and the restriction E ≤ 5|d|+ 10 can be
removed from Theorem 1.1. Proofs are unchanged except for those in Sec. 3, see below.
Remark 1.2 The space Hol∗k,r(CP
2) is non empty precisely for k ≥ 2,
0 ≤ r ≤ 3
2
k − 3 (see Proposition 2.7 below).
We shall first of all prove that Hol∗k,r(CP
2) is a complex manifold for the range k ≥ 2,
0 ≤ r ≤ (k+ 1)/2 . The passage from this range to the second k ≥ 3, (4k− 11)/3 ≤ r ≤
3k/2− 3 is achieved by the conjugate polar (see Definition 2.3 below).
In fact, we have:
Theorem 1.3 For 0 ≤ r ≤ k + 1
2
and for
4k − 11
3
≤ r ≤ 3
2
k − 3, Hol∗k,r(CP 2) is a com-
plex submanifold of the complex manifold Hol∗k(CP
2) of dimension 3k − r + 2.
Added in proof: Note that Lemma 3.3 in the proof is false outside the above range; we
give a counter example for k = 6, r = 4. Hence the description of the manifold structure
on Hol∗k,r(CP
2) in Sec. 3 is special to the range r ≤ (k + 1)/2 — see the revised version
of [4] for a description valid for any k, r.
The contents of the subsequent sections are as follows.
In Section 2, we recall the construction of J. Eells and the second author of the
harmonic maps of S2 to CP 2, stressing the limits of the values of the parameters involved,
and we give some examples illustrating the behaviour of this construction.
In Section 3, we present a proof of the result of T.A. Crawford on the structure of
Hol∗k,r(CP
2), adapted to our needs. We use ideas from the paper of Crawford, and a
construction suggested to us by M. Guest.
In Sections 4 and 5, we show successively that the Gauss transform is smooth and
that it is an embedding. The main ingredient is a property of smooth dependence of the
common factor of smooth families of polynomials (Lemma 4.5). We note at this point that
the methods of the present paper will not generalize easily to CP n for n > 2, however M.
Guest and Y. Ohnita [10] show that some topological questions on CP n reduce to CP 2.
Recall finally that the harmonic maps from S2 to any manifold are precisely the
minimal branched immersions of S2, in particular, they are conformal (see e.g. [6] (5.15))
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2 Gauss transform and polars
Following work of others [9, 5], see also [1], J. Eells and the second author classified the
harmonic maps from the 2-sphere S2 to a complex projective space CP n, as follows:
Theorem 2.1 [7]. There is a bijective correspondence between the set of pairs (f, s)
where f : S2 → CP n is a full holomorphic map and s an integer, 0 ≤ s ≤ n, and the set
of full harmonic maps ϕ : S2 → CP n.
Here “full” means “not having image in any proper projective subspace of CP n ”. For
s = 0, ϕ = f is holomorphic, for s 6= 0, n, ϕ is neither holomorphic nor antiholomorphic,
and for s = n, ϕ is antiholomorphic and is called the polar of f .
We now restrict to the case of CP 2, where the description of this construction is
simpler.
Let f : S2 → CP 2 be a holomorphic map. Identifying S2 with C ∪ {∞} by stere-
ographic projection, f can be represented on C by a map p : C → C3 \ {0} where
p(z) = (p0(z), p1(z), p2(z)) is a triple of coprime polynomials with max (degree p0, degree
p1, degree p2) = degree of f . We shall write f = [p0, p1, p2].
A map S2 → CP 2 is called full if its image lies in no complex projective line. Note
that if a harmonic map is not full, its image lies in a CP 1and it is then ±-holomorphic,
since it is a conformal map between surfaces. Thus all harmonic non ±-holomorphic maps
f : S2 → CP 2 are full.
We denote by Hol∗k(CP
2) the space of full holomorphic maps of degree k. All values
of k ≥ 2 occur and Hol∗k(CP 2) is a complex manifold of dimension 3k+2 with coordinate
charts given by the coefficients.
Recall that a holomorphic map f : S2 → CP 2 is said to be ramified at a point z ∈ S2
if df(z) = 0. The ramification index of f at z is the order of the zero of df(z) and the
total ramification index r of f is the sum of ramification indices.
Consider a full holomorphic map f . The harmonic map ϕ associated to the pair (f, 1)
in Theorem 2.1 is obtained by means of the ∂′-Gauss transform (in the terminology of
[2] - in [12] it is called the ∂-transform) which is defined as follows [7]:
Let π : C3 \ {0} → CP 2 be the canonical projection sending (z0, z1, z2) to the point
of CP 2 with homogeneous coordinates [z0, z1, z2]. For a map f : S
2 → CP 2, say that
F : U → C3 \ {0} represents f on the open set U if f |U = π ◦ F , in which case we write
f = [F ].
For f holomorphic and full, the first associated curve f(1) : S
2 → G2(C3) is the
holomorphic map defined as follows. Let F : U → C3 \{0} represent f on a domain (U, z)
of C. Consider the map F ∧F ′ : U → ∧2C3 where F ′ = dF
dz
. At a point x where f is not
ramified, F ∧F ′ is non zero and so defines a complex two-dimensional subspace f(1)(x). If,
on the other hand, f is ramified at x with ramification index k, then F ∧F ′ = (z−x)k ·Ψ
for some smooth nonzero map Ψ : U ′ → ∧2C3 on an open neighbourhood of x. Since
Ψ(y) is decomposable for all y ∈ U ′, y 6= x, it remains decomposable for y = x and we can
define f(1)(x) as the complex two-dimensional subspace defined by Ψ(x). The resulting
map f(1) : S
2 → G2(C3) is well-defined and smooth. This leads us to two maps associated
to f :
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Definition 2.2 The ∂′-Gauss transform ϕ = G′(f) : S2 → CP 2 is defined by the
formula
ϕ(x) = f(x)⊥ ∩ f(1)(x). (1)
By Theorem 2.1, it is a smooth and full harmonic map.
Definition 2.3 The polar of the holomorphic map f is the antiholomorphic map
g(x) = f(1)(x)
⊥ .
Note that for any x ∈ S2, f(x), ϕ(x) and g(x) are Hermitian orthogonal complex lines.
For convenience, we consider the conjugate polar h of f defined by taking in C3 the
complex conjugate of the values of g(x) : h(x) = f(1)(x)⊥.
More explicitly, represent f ∈ Hol∗k(CP 2) by [p0, p1, p2] as above. Identifying ∧2C3
with C3, the first associated curve, or equivalently the conjugate polar h of f , is repre-
sented by the polynomials
h = [p12, p20, p01]
= [p1p
′
2 − p′1p2, p2p′0 − p′2p0, p0p′1 − p′0p1]
once they have been divided by their common factor. Explicitly, if f has finite ramification
points zI with multiplicities rI (I = 1, . . . , R), then the ramification divisor R(f) is
the monic polynomial R(f) =
∏
(z − zI)rI .
If f is not ramified at ∞ this has degree equal to the ramification index, otherwise it
has lower degree.
In either case, R(f) is the highest common factor of the polynomials pij , and
h =
[
p12
R(f)
,
p20
R(f)
,
p01
R(f)
]
.
One checks easily that h has degree 2k − 2− r (indeed, the terms of degree 2k − 1 in pij
cancel).
Note that formula (1) has a counterpart:
ϕ(x) = h(x)⊥ ∩ h(1)(x).
Theorem 2.1 can be rephrased in CP 2 by saying that the Gauss transform defines a
bijection between the space of full holomorphic maps and the space of harmonic non
±-holomorphic maps, and that the passage to the polar defines a bijection between full
holomorphic and antiholomorphic maps.
However, this does not immediately provide a simple description of the space of har-
monic maps. Indeed, the Gauss transform G′ : Hol∗k(CP
2) → Harm(CP 2) is not a
continuous map, when the spaces are equipped with their C0-topology. This appears for
instance in the following example (brought to our attention by F. Burstall).
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Example 2.4 Let ft : S
2 → CP 2 be defined by ft(z) = [Ft(z)], where
Ft(z) = (1, tz + z
3, z2) (z ∈ C, t ∈ R)
(so that ft(∞) = [0, 1, 0]). Note that ft(0) = [1, 0, 0] for all t and that ft is a smooth family
of full holomorphic maps. Then F ′t (z) = (0, t+3z
2, 2z) and Ft∧F ′t (z) = (tz2−z4,−2z, t+
3z2). If t 6= 0, at z = 0 this equals (0, 0, t) = t(1, 0, 0)∧ (0, 1, 0) so that the first associated
curve has the value ft(1)(0) = span{(1, 0, 0), (0, 1, 0)} and G′(ft)(0) = [0, 1, 0]. However,
if t = 0, then Ft ∧ F ′t (z) = (−z4,−2z, 3z2) = zψ(z) where ψ(z) = (−z3,−2, 3z). In
particular ψ(0) = (0,−2, 0) = 2(1, 0, 0)∧(0, 0, 1) so that f0(1)(0) = span{(1, 0, 0), (0, 0, 1)}
and G′(f0)(0) = [0, 0, 1]. This shows that ft(1) and G
′(ft) do not vary continuously with
t. The reason for this is that ft is unramified when t 6= 0 but ramified with ramification
index 1 at z = 0 when t = 0, and that in the presence of ramification, both G′ and g
involve division of polynomials by their common factor, a discontinuous process when the
degree of the factor changes.
To proceed, define Hol∗k,r(CP
2) as the space of full holomorphic maps of degree k and
total ramification index r, and Harmd,E(CP
2) the space of all harmonic maps of degree
d and energy 4πE. By results of [7], Theorem 2.1 specializes to
Proposition 2.5 For each pair of integers k ≥ 2, 0 ≤ r ≤ 3
2
k − 3, there is a bijective
correspondence
G′k,r : Hol
∗
k,r(CP
2)→ Harmd,E(CP 2)
given by the restriction of the Gauss transform, where d = k− r− 2 and E = 3k− r− 2.
Proposition 2.6 For each pair of integers k ≥ 2, 0 ≤ r ≤ 3
2
k−3, the map f 7→ conjugate
polar of f restricts to a bijection
Hol∗k,r(CP
2)→ Hol∗k′,r′(CP 2)
where k′ = 2k − r − 2, r′ = 3k − 2r − 6.
This allows us to specify the values of k and r as follows:
Proposition 2.7 The space Hol∗k,r(CP
2) is non-empty precisely for the range k ≥ 2,
0 ≤ r ≤ 3
2
k − 3.
Proof. The well known examples (see [3])
f(z) = [1, (z + 1)k−r+1, zk]
provide maps f in Hol∗k,r(CP
2) for all k ≥ 2, 0 ≤ r ≤ k − 2.
The Plu¨cker formulae (see e.g. [7]) show that the involutive map f 7→ conjugate polar
of f restricts to bijections
Hol∗k,r(CP
2)→ Hol∗k′,r′(CP 2)
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with k′, r′ as in Proposition 2.6. Thus to get Hol∗k,r(CP
2) (and Hol∗k′,r′(CP
2)) non empty,
we need r′ ≥ 0, i.e. r ≤ 3
2
k − 3.
On the other hand, the conjugate polars of the above examples provide maps in
Hol∗k,r(CP
2) for all
k − 2 ≤ r ≤ 3
2
k − 3 .
As in [3], we note that the above shows that Harmd,E(CP
2) is non-empty precisely
for pairs (d, E) of integers with either E = |d| (in which case it consists of ±-holomorphic
maps) or E = 3|d|+ 4 + 2r for some r ≥ 0 (otherwise).
Indeed, all such values of E with d ≥ 0 are achieved with 0 ≤ r ≤ k − 2, the range
k − 2 < r ≤ 3k/2− 3 giving d < 0.
The main contribution of the present paper is to show that
G′k,r : Hol
∗
k,r(CP
2)→ Harmd,E(CP 2) ⊂ Cj(S2,CP 2)
is a smooth embedding and that the map f 7→ conjugate polar of f is a complex analytic
equivalence from Hol∗k,r(CP
2) to Hol∗k′,r′(CP
2).
We conclude this section by an example showing that in Hol∗k,r(CP
2), the ramifica-
tion divisor of a smooth family of polynomials can vary smoothly, even when individual
common roots of the pij’s vary only continuously.
Example 2.8 Identifying S2 with C∪{0} by stereographic projection, let ft : S2 → CP 2
be defined by
Ft(z) = (z
4 + 1, (1− 3t2)z3 + (−3t + t3)z, 2tz2 + (1− t2)) (z ∈ C, t ∈ R)
(so that ft(∞) = [1, 0, 0]).
Identifying Λ2C3 with C3 we have (Ft ∧ F ′t )(z) = (z2 − t)ψ(z) where
ψ(z) = ((−2t+ 6t3)z2 + (−3 + t2)(1− t2), 4z(tz2 + 1), (−1 + 3t2)z4 + 8tz2 + 3− t2) .
which shows that, if t 6= 0, ft is ramified at z = ±
√
t with index 1, but if t = 0,
these ramification points coalesce into a ramification point at z = 0 of index 2. Further
ft(1)(z) = [ψ(z)]. We see from this that ft ∈ Hol∗4,2(CP 2) for all t and that ft(1) and so
G′(ft) vary smoothly with t, even though each root does not.
3 Spaces of holomorphic maps
In this section, we give a proof of the
Proposition 3.1 [4] For any k ≥ 2 and 0 ≤ r ≤ k + 1
2
, Hol∗k,r(CP
2) is a complex
submanifold of Hol∗k(CP
2) of dimension 3k − r + 2.
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Proof. Let
Hol′k(CP
2) = {f ∈ Hol∗k(CP 2) : f = [p0, p1, p2], p0 is monic of
degree k with distinct roots, f is not ramified at ∞} .
Here, p0, p1 and p2 are always assumed to be coprime. Hol
′
k(CP
2) is an open subset of
Hol∗k(CP
2) and so a complex manifold. It can be embedded as an open subset in C3k+2 by
sending the polynomials (p0, p1, p2) to their coefficients (omitting the leading coefficient
of p0, which is equal to 1).
The group G = PGL2(C)×PGL3(C) acts on Hol∗k(CP 2) in a natural way preserving
the subsets Hol∗k,r(CP
2). Given f ∈ Hol∗k(CP 2), a variation of the proof of Lemma 4.5
below shows that there exist g ∈ G and a neighbourhood U of f in Hol∗k(CP 2) such that
g(U) ⊂ Hol′k(CP 2). Setting Hol′k,r(CP 2) = Hol∗k,r(CP 2)∩Hol′k(CP 2), it suffices therefore
to show that Hol′k,r(CP
2) is a complex submanifold of Hol′k(CP
2) ⊂ C3k+2.
To do this, we use a construction suggested by M. Guest following ideas of T.A.
Crawford. Set
X ′′k,r = {(a, f) = (a, (p0, p1, p2)) ∈ Cr ×C3k+2 : f ∈ Hol′k(CP 2) ,
a is a monic polynomial of degree r, (a, p0) are coprime and a divides R(f)} .
Note that X ′′k,r is an algebraic subvariety of C
r × C3k+2. We shall prove that X ′′k,r is a
complex submanifold provided r ≤ (k + 1)/2.
There is an injective map
i : Hol′k,r(CP
2)→ X ′′k,r
given by i(f) = (R(f), (p0, p1, p2)) where f = [p0, p1, p2] as above, with image X
′
k,r =
{(a, f) ∈ X ′′k,r : deg f = k, ramification index (f) = r}.
To check this, we need only show that in (R(f), f) = (a, (p0, p1, p2)), a and p0 are
coprime.
Suppose, to the contrary, that there is an x with a(x) = p0(x) = 0. Then p0(z) =
(z−x)p(z), and since a divides p0p′i−pip′0, it follows that pi(x)p(x) = 0 for i = 1, 2. Since
p0 has distinct roots, p(x) 6= 0 so that pi(x) = 0 for i = 1, 2, contradicting the fact that
p0, p1 and p2 are coprime.
By Lemma 4.5 below, the injective map i is complex analytic, since the map f 7→ R(f)
is.
Note that since f ∈ Hol′k,r(CP 2) is not ramified at infinity, R(f) is a polynomial of
degree r. The complement of X ′k,r in X
′′
k,r is a proper subvariety of X
′′
k,r, so that if X
′′
k,r is
a complex submanifold of Cr ×C3k+2, so is X ′k,r.
To study X ′′k,r, we embed it in the trivial holomorphic vector bundle π : E → A, where
A is the open set in Cr+k given by
A = {(a, p0) ∈ Cr ×Ck : a and p0 are monic coprime polynomials
of degrees r and k respectively and p0 has no repeated root} ,
E = {(a, p0, p1, p2) : (a, p0) ∈ A, (p1, p2) ∈ Ck+1 ×Ck+1}
and π is the natural projection.
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For (a, p0) ∈ A, let T(a,p0) : Ck+1 → Cr be the linear map which sends a polynomial p
of degree ≤ k (represented by its coefficients) to the remainder of the division of p0p′−p′0p
by a. We have:
Lemma 3.2 Let (a, p0, p1, p2) ∈ E and f = [p0, p1, p2]. Then a|R(f) if and only if p1 and
p2 lie in ker T(a,p0).
Proof. With the notation pij = pip
′
j − pjp′i, we have immediately
p1p02 − p2p01 = p0p12.
If p1, p2 ∈ ker T(a,p0), then a divides the left hand side, and since a and p0 are coprime,
a must divide p12. Therefore a divides R(f).
The converse is immediate.
Now, note that X ′′k,r is the kernel of the morphism of holomorphic vector bundles
E = A× (Ck+1)2 → A× (Cr)2
defined by
((a, p0), (p1, p2))→ ((a, p0), T(a,p0)(p1), T(a,p0)(p2)).
Hence X ′′k,r is a complex submanifold of C
r × Ck+2 if dim ker T(a,p0) is independent of
(a, p0) ∈ A.
Lemma 3.3 If r ≤ k + 1
2
, dimker T(a,p0) = k + 1− r ∀(a, p0) ∈ A.
Proof. Let the zeros of a be α1, . . . , αR with multiplicitiesm1, . . . , mR, so that
R∑
J=1
mJ = r.
For any p, set h(p) = p0p
′ − p′0p. Then p ∈ ker T(a,p0) iff
(h(p))(I)(αJ) = 0 ∀J = 1, . . . , R, I = 0, . . . , mJ − 1 (2)
where (h(p))(I) denotes the Ith derivative of the polynomial h(p).
Now (2) is a system of r linear equations in k + 1 unknows. Indeed, we can replace
T(a,p0) by the linear map C
k+1 → Cr which sends p ∈ Ck+1 to the vector
(
(h(p))(I)(αJ), J = 1, . . . , R, I = 0, . . . , mJ − 1
)
∈ Cr.
We shall show that this map has rank r by finding r polynomials PK,L ∈ Ck+1 (L =
1, . . . , R, K = 1, . . . , mL) whose images are linearly independent.
To do this, choose for PK,L a polynomial of degree ≤ k with roots αL of multiplicity
K and αJ (for J 6= L) of multiplicity mJ + 1.
This is possible since
mL +
∑
J 6=L
(mJ + 1) = r +R− 1
≤ 2r − 1 ≤ k
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by the hypothesis r ≤ (k + 1)/2.
Then
(h(PK,L))
(I)(αJ) =


0 if J 6= L
or J = L and I < K − 1 .
non zero if J = L, I = K − 1
If we order the components of the vector (h(p))(I)(αJ) in lexicographical order, viz.
(J, I) = (1, 0), (1, 1), . . . , (1, m1 − 1), (2, 0), . . . , (R,mR − 1),
we observe that the matrix
(h(PK,L))
(I)(αJ)
is in echelon form.
Thus, the images of the PK,L are linearly independent, which shows that the rank of T(a,p0)
is r, and so its kernel has dimension k + 1− r.
Remark 3.4 An example, obtained in conjunction with M. Guest, shows this lemma to
be false for k = 6, r = 4. Namely, when
p0 = 4z
6 − 12z5 + 10z4 + 2z2 − 4z + 4
and
a = z(z − 1)(z + 1)(z − 2),
the kernel of T(a,p0) is of dimension 4, instead of 3.
We deduce from the lemma that X ′′k,r, and so X
′
k,r, is a complex submanifold of di-
mension 3k − r + 2.
Now the restriction of the projection X ′k,r → Hol′k(CP 2) which forgets a is complex
analytic and has image Hol′k,r(CP
2) (indeed, it is the inverse of the map i : Hol′k,r(CP
2)→
X ′′k,r, f 7→ (R(f), f)).
Thus Hol′k,r(CP
2) is a complex analytic submanifold of C3k+r+2, which concludes the
proof of Proposition 3.1.
4 The smooth nature of G′k,r
In this section we shall prove, with notation as in §1,
Proposition 4.1 For 0 ≤ r ≤ k + 1
2
and for
4k − 11
3
≤ r ≤ 3
2
k − 3, G′k,r : Hol∗k,r(CP 2)→
Cj(S2,CP 2) is a C∞ map between C∞ manifolds, for any 2 ≤ j <∞.
Lemma 4.2 Let gt and ht be two families of polynomials in a single (complex) variable
which depend smoothly (resp. complex analytically) on a parameter t ∈ U ⊂ RN (resp.
CN ), where U is open. Suppose that the degrees of gt, ht and of their highest common
factor lt are all constant, i.e. do not vary with t. Then the polynomial lt depends smoothly
(resp. complex analytically) on t.
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Remark 4.3 We can take the polynomial lt to be monic; then the statement of the
lemma means that the remaining coefficients depend smoothly (or complex analytically)
on t.
Remark 4.4 In the situation of Lemma 4.2, each root of the polynomials depends con-
tinuously on t, but not smoothly, in general, when the multiplicity changes. So the linear
factors of the polynomials do not always vary smoothly.
Proof of Lemma 4.2. It is sufficient to prove the lemma for t close to a fixed t0 ∈ U .
We can suppose deg lt > 0, or there is nothing to prove.
First case: Suppose that for one value of t, gt divides ht or ht divides gt. If for instance
gt divides ht, we have lt = a(t)gt, where a(t) is a scalar function. Since all degrees are
constant, we see that, for all s, deg ls = deg gs, so that again ls = a(s)gs, and ls is smooth.
Second case: For each t, gt (resp. ht) does not divide ht (resp. gt). In particular, gt
and ht are not proportional.
For brevity of notation we shall now omit the parameter t from the notation.
Claim 1. There exist unique polynomials λ and µ with
deg λ < deg (h/l) and deg µ < deg (g/l) (3)
such that λg + µh = l.
The Euclidean algorithm ensures the existence of λ and µ such that λg + µh = l.
Suppose deg λ ≥ deg (h/l) and let λ˜ be the unique polynomial such that
λ = q · h
l
+ λ˜,
with λ˜ = 0 or deg λ˜ < deg (h/l).
If λ˜ = 0, we have λ = q · h/l and λg + µh = 1 becomes (qg/l + µ)h = l, which is
impossible with l 6≡ 0 and deg l < deg h.
If, instead, λ˜ 6= 0, and deg λ˜ < deg (h/l), we have λ˜ = λ− q · h/l.
Setting µ˜ = µ+ q · g/l, we see that
λ˜g + µ˜h = l
and
deg µ˜+ deg h = deg λ˜+ deg g.
This implies
deg µ˜ < deg h− deg l + deg g − deg h
= deg (g/l) .
Thus we have existence of λ˜ and µ˜ satisfying (3).
Unicity is easily checked.
Claim 2. Let λ and µ be polynomials satisfying (3) and such that deg(λg + µh) ≤
deg l. Then λg + µh = a · l, with a(t) a scalar function.
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Since l divides g and h, we have deg(λg + µh) ≥ deg l or λg + µh = 0.
In the second case, we have λg/l = −µh/l, and by (3) g/l must have a common factor
with h/l, a contradiction.
Therefore, deg (λg + µh) ≥ deg l. With the hypotheses of the claim, we have deg
(λg + µh) = deg l and l divides λg + µh so that λg + µh = a · l.
We conclude from the two claims that for λ and µ satisfying (3), l is characterized up
to a non-zero scalar factor as the unique polynomial of the form λg + µh such that deg
(λg + µh) ≤ deg l ≡ L.
Writing the parameter t back in, this is equivalent to
dL+1
dzL+1
(λtgt + µtht) = 0, a system
of homogeneous linear equations in the unknown coefficients of λt and µt, with coefficients
smooth in t.
At t = t0, consider any non zero coefficient of λt or µt and scale the solution by setting
the coefficient equal to 1 for t close to t0. The system becomes inhomogeneous, and can
be solved by Cramer’s rule, so that the solutions are smooth, which proves Lemma 4.2.
Lemma 4.5 Let gt, ht and kt be three families of polynomials in a single complex variable
which depend smoothly (resp. complex analytically) on a parameter t ∈ U ⊂ RN (resp.
CN ). Suppose that the degrees of gt and of the highest common factor lt of gt, ht, kt are
constant and that deg ht ≤ deg gt and deg kt ≤ deg gt for all t. Then lt depends smoothly
(resp. complex analytically) on t.
Proof. The idea of the proof is to replace gt, ht and kt by linear combinations g˜t, h˜t and
k˜t, so that the common factor remains the same, but any two of the three polynomials
have no further common factor.
First, replace ht by ht + a · gt and kt by kt + b · gt so that the three polynomials (still
denoted by gt, ht and kt) all have the same constant degree.
Consider now a fixed value of the parameter – say t = 0. We shall show that there
exists ǫ > 0 such that lt is smooth for ‖t‖ < ǫ.
Let A be a 3 by 3 matrix, which we shall choose close to the identity matrix I, and in
particular invertible. Set 

g˜t
h˜t
k˜t

 = A

 gtht
kt

 . (4)
For ‖t‖ < ǫ1, all roots of the three polynomials move in a compact set of C, since the
degrees are constant.
If (a1t , . . . , a
r
t ) are the roots common to gt, ht and kt, they are also the roots common
to g˜t, h˜t and k˜t. We shall now study the common roots of two (but not three) of these
polynomials.
Suppose that α is a root of g0 and β a root of h0, with α 6= β. By continuity of the
roots of a family of polynomials, for A − I small enough, the corresponding roots of g˜0
and h˜0 remain distinct. Applying this remark a finite number of times, we see that any
pair of distinct roots of the polynomials remain distinct after tranformation by A, when
A− I is small enough.
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Consider now a complex number b which is a root of gt and ht, but not kt, so that
gt(b) = ht(b) = 0 and kt(b) = B 6= 0.
Then for θ ∈ C small enough, replace g0 by g0 + θk0. We see that g0 + θk0 and h0 do
not any more have the common root b. By the preceeding remark no new common root
has been created.
Note that the same applies if b is one of the as0, by which we mean that b is a root of
the three polynomials, of order m + n for g0 and h0 and of order m for k0, with m ≥ 1,
n ≥ 1. Indeed, in this case,
g0(z) = (z − b)m(z − b)ng˜(z),
k0(z) = (z − b)mk˜(z)
and
(g0 + θk0)(z) = (z − b)m((z − b)ng˜(z) + k˜(z)),
the last factor being non zero at b.
Thus b is not any more a common root of g0 + θk0 and h0, except for the multiplicity
of the root in all three polynomials.
Repeating this argument a finite number of times, we can replace g0, h0 and k0 by
three new polynomials given by


g˜0
h˜0
k˜0

 = A

 g0h0
k0


in such a way that the only roots common to two of them are in fact common to all three.
Defining g˜t, h˜t and k˜t by (4) for the same matrix A, we see that for ‖t‖ small enough
the roots have the same property.
Thus, the common factor lt of gt, ht and kt is also the common factor of, for example,
gt and ht. By Lemma 4.2, it varies smoothly (resp. complex analytically) with t.
Proof of Proposition 4.1. Let f ∈ Hol∗k,r(CP 2). Then identifying S2 with C ∪ {∞}
by stereographic projection, f can be represented (at least on C ⊂ S2) by a map p :
C→ C3 \ {0} with p(z) = (p0(z), p1(z), p2(z)), (z ∈ C), a triple of polynomials with no
common zeros and with max (degree p0, degree p1, degree p2) = k. Now since f has a
finite number of ramification points (in fact no more than r) we can choose the pole of
the stereographic projection such that none of them is at ∞ , then let the ramification
points be z1, . . . , zt ∈ C with ramification indices k1, . . . , kt. Note that ∑ti=1 ki = r.
Next, the first associated curve (see §2) f(1) is represented by q = p∧p′ : C→ Λ2C3 ≡
C3. This is a triple of polynomials q = (g, h, k) and it is easily seen that, since f is not
ramified at infinity, the maximum of the degrees of f, g, k is equal to 2k − 2. Further
(g, h, k) have a common zero at zi of order ki if and only if zi is a ramification point of f
of ramification index ki so that the highest common factor of (g, h, k) is the ramification
divisor of f given by R(z) =
t∏
i=1
(z − zi)ki , a polynomial of degree r. Then q/R is a triple
of polynomials with no common roots and, for z ∈ C, f(1)(z) is the 2-plane spanned by
q(z)/R(z).
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Now suppose that ft ∈ Hol∗k,r(CP 2) is a family of holomorphic maps depending
smoothly on a parameter t ∈ U ⊂ RN . Then we can choose a family of polynomial
maps pt : C → C3 \ {0} as above representing ft and depending smoothly on t with no
ramification point at infinity.
Here we use the fact that the ramification points, being roots of polynomials, vary
continuously with t.
Since the total ramification stays constant (= r), the ramification divisor Rt of ft has
constant degree and we can apply Lemma 4.5 to see that Rt depends smoothly on t. Hence
the corresponding qt/Rt depends smoothly on t and so does (ft)(1). Since ϕt = f
⊥
t ∩ ft(1)
it is clear that this too varies smoothly with t and the proposition is proven.
Proof of Theorem 1.3. Similarly, Lemma 4.5 allows us to conclude that the passage
from f to its conjugate polar is a complex analytic map from Hol∗k,r(CP
2) to Hol∗k′,r′(CP
2),
and that the same applies to its inverse.
5 The diffeomorphic nature of G′k,r
In this section, we complete the proof of Theorem 1.1. First we show
Lemma 5.1 For k ≥ 2, 0 ≤ r ≤ k + 1
2
and k ≥ 3, 4k − 11
3
≤ r ≤ 3
2
k − 3 G′k,r :
Hol∗k,r(CP
2) → Cj(S2,CP 2) has injective differential at all points f0 ∈ Hol∗k,r(CP 2), for
any j ≥ 2.
Proof. Let ft ∈ Hol∗k,r(CP 2) be a family of holomorphic maps depending smoothly
on a real parameter t ∈ (−ǫ, ǫ), ǫ > 0, i.e. a smooth curve in Hol∗k,r(CP 2). Then,
by Proposition 4.1 and the proof of Theorem 1.3, ϕt = G
′
k,r(ft) and gt (the polar of
ft) are smooth curves in C
j(S2,CP 2). Working on a coordinate domain (U, z), let
Ft,Φt, Gt : U → C3 \ {0} be families of smooth maps representing ft, φt, gt respec-
tively with Ft holomorphic and Gt antiholomorphic. Then for each z ∈ U, t ∈ (−ǫ, ǫ),
{Ft(z),Φt(z), Gt(z)} is a Hermitian orthogonal basis ofC3. Now dϕt
dt
= dπ
(
dΦt
dt
)
(where,
as before, π : C3 \ {0} → CP 2 is the canonical projection). Suppose that dϕt
dt
= 0 for
some value of t. Then
dΦt
dt
must be in direction Φt, so that, in particular,
<
dΦt
dt
, Ft >= 0.
(Here <,> denotes the standard Hermitian inner product on C3). This last equation is
equivalent to
<
dFt
dt
,Φt >= 0,
hence
dFt
dt
= αFt + βGt (5)
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for some smooth functions α, β on U × (−ǫ, ǫ). Differentiating with respect to z, since Ft
is holomorphic we obtain
0 =
∂α
∂z
Ft +
∂β
∂z
Gt + β
∂Gt
∂z
.
Now the triple {Ft, ∂Gt
∂z
,Gt} is linearly independent except at the isolated points where
ht = g¯t is ramified. Hence β ≡ 0 and so from (5)
dFt
dt
= αFt
which implies that dft/dt = 0. The lemma follows.
The proof of Theorem 1.1 is completed by
Proposition 5.2 For k ≥ 2, 0 ≤ r ≤ k + 1
2
and k ≥ 3, 4k − 11
3
≤ r ≤ 3
2
k − 3
G′k,r : Hol
∗
k,r(CP
2) → Cj(S2,CP 2) is an embedding with image the closed submanifold
Harmk−2−r,3k−2−r(CP
2) of Cj(S2,CP 2) for any j ≥ 2.
Proof. Since Hol∗k,r(CP
2) is finite dimensional, the differential of G′k,r splits at each
point and so by [11] G′k,r is an immersion. By Proposition 2.5 it is injective and has
image Harmk−2−r,3k−2−r(CP
2), and we show below that it is a homeomorphism onto its
image. Thus it is an embedding and its image is a closed submanifold of Cj(S2,CP 2).
The dimension of the space Harmk−2−r,3k−2−r(CP
2) is thus equal to the (real) dimension
of Hol∗k,r(CP
2) which is 6k − 2r + 4; the stated dimensions follow easily.
To show that G′k,r is a homeomorphism it suffices to show that it is proper. To
do this, following [4],[8, Lemma 3.3] consider a sequence (φn) which converges to φ in
G′k,r(Hol
∗
k,r(CP
2)) = Harmk−2−r,3k−2−r(CP
2). Let fn = (G
′
k,r)
−1(φn) ∈ Hol∗k,r(CP 2). It
suffices to prove that a subsequence converges in Hol∗k,r(CP
2). Note first that Hol∗k,r(CP
2)
can be injected into the projective space P (C3k+3) by the map i : f 7→ projective class
of the coefficients of the polynomials describing f . Since that space is compact, a sub-
sequence of (i(fn)) converges to [p] = [p0, p1, p2]. (Note that (p0, p1, p2) need not be
coprime and that their maximal degree need not be k.) We retain the notation i(fn)
for the subsequence. We can then write [p] = [bq0, bq1, bq2] where the qi’s are coprime
and [q] = [q0, q1, q2] lies in Holk−m(CP
2), the space of not necessarily full holomorphic
maps from S2 to CP 2 of degree k − m, for some m ≥ 0 . For each n, let hn be the
conjugate polar of fn belonging to Hol
∗
2k−2−r(CP
2), and consider its image by i in the
appropriate projective space of coefficients P (C6k−3−3r). Again, a subsequence converges
to [t] = [t0, t1, t2], and we have [t0, t1, t2] = [as0, as1, as2] with the si’s coprime and of pos-
sibly lower degree than 2k− 2− r. Now fn ⊥ gn for all n so that q ⊥ s¯ and ψ = (q⊕ s¯)⊥
is well-defined. Further on S2 \ {{zeros of a} ∪ {zeros of b} ∪ {∞}}, G′(fn)(x) converges
to ψ(x) so that φ coincides with ψ on a dense set, and therefore everywhere. Then
3k − 2− r = E(φ) = E(ψ) = deg q + deg s with deg q ≤ k and deg s ≤ 2k − 2− r so that
both these inequalities must be equalities and there can be no loss of degree above. Thus
q must have degree k and ramification index r. Further, since r ≤ 3k/2 − 3, q is full,
otherwise by the Riemann-Hurwitz formula we would have r = 2k− 2 > 3k/2− 3. Hence
q ∈ Hol∗k,r(CP 2) as required.
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