Often environmental hazards are assessed by examiningthe spatial variation ofdisease-specific mortality or morbidity rates. These rates, when estimated for small local populations, can have a high degree of random variation or uncertainty associated with them. If those rate estimates are used to prioritize environmental clean-up actions or to allocate resources, then those decisions may be influenced by this high degree ofuncertainty. Unfortunately, theeffect ofthis uncertainty is not to add "random noise" into the decsion-making process, but to systematicaily bias action toward the smaIlest populations where uncertainty is greatest and where extreme high and low rate deviations are most likely to be manifest by chance. We present a statistical procedure for adjusting rate estimates for differences in variability due to differentials in local area population sizes. Such adjustments produce rate estimates for areas that have better properties than the unadjusted rates for use in making statistically based decisions about the entire set ofareas. Examples are provided for county variation in bladder, stomach, and lung cancer mortality rates for U.S white males for the period 1970 to 1979.
Introduction
Evaluation ofthe geographic variation ofdisease-specific incidence and death rates across small areas is important in identifying potential environmental hazards and in determining priorities for responses to ameliorate such environmental hazards. The finer the geographic detail (i.e., the smaller the area), the greater is the capacity to identify potential environmental causes ofdisease risks. Unfortunately, there is a difficulty in using the observed rates for small areas to make such decisions, i.e., small areas also tend to have small populations. The precision ofa rate estimate is inversely related to the size of the local population and number of index events in the area. If there is a wide range of population sizes over the set of small areas, we can expect the rates for the smallest populations to have the greatest variability and thus to be overrepresented in groups of areas with highest and lowest rates. Consequently, use of the observed rates for small areas may introduce systematic errors in decision making ifdecisions require the identification ofareas with rates that are truly extreme.
For example, if one had resources to conduct detailed epidemiological studies in the 0.1 % of small areas (e.g., the 3061 U.S. counties) with the highest rates, the studies would be almost certainly targeted to the subset ofareas with the smallest populations which would have the most extreme (both high and low) rates due to random variation. Likewise, ifone wished to target clean-up activities in a given year to the 10% ofsmall areas with the greatest environmental hazards, use of the observed rates would again lead to allocation ofclean-up resources to areas with small populations and large random variation in rates.
The decisions based on the observed rates are even more problematic ifconsidered in terms oftargeting actions to benefit the largest number ofpersons. That is, the 10% most extreme rates would, by chance, tend to be concentrated in areas with very small populations which, being smaller than average, would contain far less than 10% of the total population.
In addition, in studying the patterns of environmental risks over small areas, the use ofobserved rates may lead to distortion of spatial patterns because small populations with extreme deviations will dominate those patterns. To identify the interrelation of risks over spatial domains, it is again necessary to adjust the rates for chance variations due to small population sizes.
To deal with these problems, specialized statistical procedures were developed to produce stabilized rate estimators for small populations that are more precise on average (i.e., across the total set of small area populations) than the usual independent maximum likelihood rate estimator for each area, i.e., the observed "rate" or the ratio ofevents to population exposure in the area. To improve the average level ofprecision, these procedures borrow information from the distribution of rates to adjust the rate estimator for each area, i.e., the average rate over all areas is combined with the observed rate in each local area to produce a stabilized rate for the area. The average rate is a biased estimator, and the observed rate is an unstable estimator (i.e., subject to large random variation) for each local area. Combining weights are calculated which simultaneously a) minimize the bias ofthe average rate and b) increase the stability ofthe observed rate. If the weights are appropriately selected, then stabilized rate estimates for the set of local area populations can be produced where the standard errors ofthe rates are independent (or nearly so) of the size of each area's population. Thus, decisions requiring the identification oftruly extreme rates can be more confidently made on the basis ofthe stabilized rates. The statistical methods that can be used to produce composite rate estimates with the desired properties are based upon "empirical Bayes" principles [e.g., Morris (1, 2) ].
In the remainder ofthe paper we briefly describe two empirical Bayes procedures (3, 4) and then apply them to data on U.S. cancer death rates at the county level (5) . The effects ofthese adjustments are illustrated using maps ofthe between-county variation ofthree types ofcancers for white males in the United States in 1970 to 1979.
Data
The data employed in the analyses are drawn from files of county-specific cancer death rates prepared by the U.S. Environmental Protection Agency (EPA) from detailed micro-data mortality files prepared by the National Center for Health Statistics and censal and intercensal population estimates provided by the U.S. Bureau of the Census (5).
Death rates were calculated for 18 age categories (0 to 4 years, 5 to 9 years, etc., up to 85+), race (whites versus nonwhites), sex, county, and 15 different types ofcancer identified from the underlying cause ofdeath coded on U.S. death certificates (4, 5) . Tabulations of death and population counts were prepared for 3061 counties (or county equivalents). These were adjusted to match the set of3073 counties defined by the available mapping software (5 of differences in the age-specific population counts, nij (6) .
Thus, it is conventional to perform "direct age standardization" of the vector of age-specific death rates (DASDR) using where ri is the standardized mortality ratio (SMR) in county i. This rate is generated by applying a "standard" mortality schedule to the population age structure in the county. The relative risk between the observed overall count of deaths (y,+) Because ri is proportional to IASDRi, the analysis of local area populations is often carried out using ri (10, 11) . Instability in ri is typically handled by aggregating adjacent areas to obtain an area with a larger population size. This, ofcourse, loses some of the geographic detail that is necessary to relate the elevated mortality risks to possible environmental causes.
Methods
We briefly discuss two distinct forms ofempirical Bayes (EB) analysis. The The term "empirical Bayes" was introduced by Robbins (12, 13) to refer to decision problems in which the identical conditions are faced repeatedly. For each decision, new data are provided and one wants to estimate the long run average over repeated, identical experiments. This problem is often referred to as "nonparametric empirical Bayes" (NPEB) (1, 14) and is discussed by a number of authors (15) (16) (17) .
NPEB is not direcdy applicable to the mapping problem because it requires multiple observed rates for each county for each decade produced under identical conditions. The NPEB procedure was developed for situations where the identical experiment could be repeated. We cannot repeat the identical conditions producing the set ofcancer deaths in a county. Unlike the NPEB problem, however, we do have observations on multiple (n = 3061) counties and, although the conditions in these counties are not identical, the decisions to be made for each county are the same. Ifthe age-specific population counts were constant over counties, the decision problems would be identical.
Morris (1) The counties and their class designations presented in Figure 1 .
Because counties in each class are approximately equal in size, it is assumed that the PEB decision problem for the quintile is the same. This assumption could be improved by increasing the number of classes. Two additional assumptions are made: the variation of each area's rates is determined by the Poisson distribution and the total variation of all rates is proportional to the Pbisson variation. The difference between the total variation and the "natural" variation is called the "excess" variation, (i.e., variation beyond that due to the Poisson with the rate parameter for an area) and can be tested using the methods ofCollings and Margolin (30) and Dean and Lawless (31) .
The assumption of Poisson-distributed counts of deaths in counties is consistent with the test procedures used by NCI (8, 9) . A more fundamentaljustification is provided by Brillinger (32) . The assumption of proportional excess variation is consistent with the heterogeneity model proposed by Manton and Stallard (33) and Manton et al. (34) . This model represents the rates for each local area as a composite of the risks for all individuals in that area. As small areas are combined to form larger areas, the rates for the different areas are weighted according to population six to form a composite rate, and the variances retain their proportionality to the Pbisson variation.
Under these assumptions, the empirical Bayes age-standardized death rate for county i is EBASDR; = W * DASDR. + (I -Wq1) IASDRq1, I~+lW.IAD (5) where qi denotes the quintile class for county i; Wq is the weight for this quintile class (3) Wq =aq/(l +aq), (6) which is the ratio of excess (aq) to total (1 + aq) variation in the quintile class; and IASDRq is the indirect age standardized death rate for all counties in the quintile class; i.e., IASDRq = rq MASDR,
where rq is the quintile SMR (8) rq= X ie Classq
Estimation of rq and aq is conducted on age-specific data using maximum likelihood methods (33 (8.4% ). This means that there is variation in the age-specific lung cancer death rates that is not captured in the proportional hazards assumptions of the SMR model. Previous investigations strongly suggest that cohort effects differentially operating over geographic area produced the excess variation for lung cancer (35) .
The EB estimator for bladder (since a = 0) and stomach (since a=0) cancer obtains from Eq. (14) . The EB estimator for lung cancer (since a >0) obtains from Eq. (10). Thus, the excess variance in the second stage is accounted for in the more complex weighting formula. It is not ignored. 
Bladder Cancer
Bladder cancer is of interest in that it is temporally stable, exhibits modest variation over counties, has been linked in correlation studies with chemical exposures in certain industries, and has been previously identified by NCI as concentrated in the Northeast (particularly New Jersey), around the Great Lakes, and in southern Louisiana (36) . Figure 2 displays the observed rates for bladder cancer.
The rates in the NCI areas are moderately elevated, but higher rates are manifest in the western Great Plains and Rocky Mountains. Comparison with Figure 1 shows that these are almost all sparsely populated (class 1) areas. The NCI maps indicatethatmost ofthose highly elevated rates are statistically nonsignificant (9) .
Figures 3 and 4 display the two sets ofEB rate maps. Both shift the locations of the elevated rates to the NCI areas (36) , so that there is a general concordance between the two models. Examination of the frequency polygon for county rates, however, shows that the quintile model has five modes (at 5. Figure 1 shows that these are almost all sparsely populated (class 1) areas.
Figures 6 and 7 display the two sets ofEB rate maps. Both shift the elevated rates to more populated areas. Examination of the frequency polygon shows that both models have unimodal distributions of predicted rates. For the quintile model, however, modes for class 1 at 7.5 x 10-5, class 2 at 7.9 x 10', and class 3 at 8.8 x 10' are discernable. The upper tail of the distribution is spread more than in Figure 3 because of the larger aq values (Table 1) . Less than 5 % ofcounties in Figure 6 are above the national death rate, whereas in Figure 7 more than 25 % are above that rate. in this case, it follows that the two-stage model preserves more ofthe natural variation in the rates. The fact that the statistical test at the second stage showed that there was no excess variation suggests that the two-stage model does better in determining the "correct"' level of variation.
In Figure 7 there are considerable changes in the spatial pattern from that in Figure 5 . The highest rate is now 15.9 xlO-5, the lowest rate 4.4 x 10-5 instead of0.0. There continues to be high rankings of rates in Minnesota, New Mexico, North Dakota, and upper Michigan, but now rates in northeastern states, southern California, Illinois, lower Michigan, and Louisiana have much higher rankings-features hidden by the extreme variation of rates in the smallest counties in Figure 5 . A number of these areas are identifiable as being statistically significant in the NCI maps (36) . Thus, we have additional evidence that the rate estimates from the two-stage model are reasonable and would lead to reasonable rankings of the counties with elevated rates.
Lung Cancer
Lung cancer is interesting because it has increased in risk over time, it is the most frequent cancer cause ofdeath, and it was the one cancer type wher the second stage adjustments proved statistically significant (4) . Figure 8 displays the observed death rates (DASDR, values) for lung cancer. The greatest concentration of risk is along the Mississippi and Ohio Rivers in eastern and Gulf coastal areas and in counties ofGeorgia. The observed death rates range from 0 to 269.1 X 10-5.
Figures 9 and 10 display the two sets of EB rate maps. In both sets ofmaps the shifts in ranking are smaller than for stomach and bladder cancer. There is much greater concordance between the two EB rate maps. In Figure 10 the rate varies from 23.6 to 98.8 x 10-5. The shrinkage of the extreme variation, though still considerable, is less than for stomach cancer because of the greater number of lung cancer deaths (e.g., the highest stabilized rates are one-third of the highest observed rates; for stomach cancer, the highest stabilized rates were one-fifth ofthe highest observed rates). It is interesting that most counties in Montana, North and South Dakota, Colorado, and Utah lose their rankings as high risk areas because of stabilization. What is most interesting is the reinforcement of the high risk patterns in coastal areas in the east and along the Mississippi and Ohio Rivers.
Discussion
Maps based on the stabilized rate estimates allow new spatial features of cancer mortality risks to be identified that reflect absolute levels of risk by using composite estimators that weight the statistical evidence in several ways. The rate stabilization procedure helps in identifying broad spatial patterns suggestive of hypotheses about the sources and nature ofenvironmental risks. In addition, the rate stabilization procedure produces rate estimates for specific areas that allow improved selection of groups ofareas for specific types ofactions to be implemented. This was illustrated by comparisons with Figure 1 , which showed that rate stabilization reduces the assigned rankings for areas with small populations, thereby reducing the odds of incorrectly identifying a small area as a high risk area. Separate comparisons of maps produced by the two-stage model (5) with corresponding NCI maps (9) showed that NCI's statistical screening procedure yielded groups of elevated counties that closely matched the highest ranked counties under the EB stabilization procedure. Though it is comforting that the NCI procedure and our EB procedure identify comparable sets ofhighly elevated country rates 
