The near-field (up to three chord lengths) development of a wing-tip vortex is investigated both numerically and experimentally. The research was conducted in a medium speed wind tunnel on a NACA 0012 square tip half-wing at a Reynolds number of 3.2 Â 10 5 . A full Reynolds stress turbulence model with a hybrid unstructured grid was used to compute the wing-tip vortex in the near field while an x-wire anemometer and five-hole probe recorded the experimental results. The mean flow of the computed vortex was in good agreement with experiment as the circulation parameter was within 6% of the experimental value at x/c ¼ 0 for ¼ 10 and the crossflow velocity magnitude was within 1% of the experimental value at x/c ¼ 1 for ¼ 5
Introduction
Turbulent wing-tip vortices are an area of great concern for fixed and rotary wing aircraft in terms of safety and efficiency. These high energy rotational structures pose a significant hazard as they can induce a significant rolling moment on following aircraft and often persist for several nautical miles. It is because of this hazard that the Federal Aviation Administration (FAA) and the International Civil Aviation Organization (ICAO) require that aircraft following instrument flight rules have a minimum separation distance on take-off and landing, ranging from four to six nautical miles. 1 Furthermore, tip vortices shed from helicopter rotor blades induce unsteady pressure fluctuations on a following blade, which can cause unwanted vibration and noise. [2] [3] [4] A reduction in the separation distances between aircraft without compromising safety would lead to an increase in the number of aircraft operating from a single runway. As a result, congestion would be reduced and the airport capacity increased. It is therefore essential that a better understanding of wingtip vortices is achieved through further research in order to find solutions to the problems posed. Experimental and computational investigations have been carried out for decades and, as yet, there are still aspects that researchers do not fully comprehend. An example of which is the influence of turbulence on the mean flow of the tip vortex and vice versa. 14 
Previous work
There have been relatively few experimental studies investigating the turbulent and mean flow characteristics of a wing-tip vortex in the near field, [5] [6] [7] [8] [9] [10] [11] [12] with most concentrating on wing tip vortices generated from rectangular wings with a symmetrical NACA 0012 5 or NACA 0015 6-10 aerofoil profile.
Chow et al. 5 investigated the mean flow and turbulent characteristics of a wing-tip vortex at a Reynolds number of 4.6 Â 10 6 . A core axial velocity excess of 1.77U 1 and a maximum crossflow velocity of 1.072U 1 were recorded just behind the wing at a location of x/c ¼ 0.125. A maximum turbulence intensity of 24% was recorded at x/c ¼ 0.125 at the edge of the vortex core. Further downstream the maximum turbulence intensity decayed and was found to occur in the vortex core.
The study by Ramaprian and Zheng 6 found that the vortex rollup takes place quite quickly and that the three-dimensional vortex is seen to become axisymmetric by about two chord lengths downstream. An axial velocity deficit of 0.68U 1 was observed at x/c ¼ 0.33 for ¼ 10 , which slowly increased to the free-stream value further downstream. The maximum cross flow velocity of 0.5U 1 was measured at x/c ¼ 0.67 for ¼ 10 . Birch et al. 7 discovered the presence of multiple vortices over the wing at x/c ¼ À0.5, which wrapped around the main vortex as they progressed downstream. The roll up of the vortex was observed to be complete by about two chord lengths. The axial velocity in the core of the vortex was found to change from a deficit to an excess condition at an angle of attack of 8 . The study by Anderson and Lawton 8 sought to make a correlation between the vortex strength and the axial velocity in a trailing vortex. The vortex was investigated for three different Reynolds numbers ranging from 0.75 Â 10 6 to 1.25 Â 10 6 . They observed a linear relationship between the circulation strength and wing angle of attack, consistent with Prandtl's lifting line theory, and a linear relationship between the axial velocity in a trailing vortex and the wing angle of attack. The axial velocity and circulation parameter were also found to be linearly proportional to each other.
Chigier and Corsiglia 9 investigated the effects of the variation of angle of attack and downstream distance on a tip vortex. Similar to Birch et al. 7 was the observation that at a certain angle of attack the axial velocity changed from a deficit to an excess condition, namely 9 in this investigation. The maximum turbulence intensity measured in the core of the vortex was 12%; it was also observed that after the initial roll up, the core radius increased with the decay of tangential velocity.
The comprehensive study undertaken by McAlister and Takahashi 10 observed a maximum core axial velocity excess of 1.5U 1 and a maximum tangential velocity of 0.84U 1 at x/c ¼ 0.1 for an angle of attack of 12 . The vortex circulation was found to have a linear relationship with angle of attack and a reduction in vortex circulation led to the axial velocity changing from an excess to deficit condition.
Further research by Birch et al. 11 looked to characterize the formation and growth of a wingtip vortex along a rectangular high-lift wing in the near field. Special attention was paid to the effects of angle of attack and Reynolds number (less than 3.25 Â 10 5 for three cases). The study concluded that the rollup of the vortex was almost complete by x/c ¼ 0 and that the strength of the vortex remained nearly constant up to 1.5 chord lengths downstream of the trailing edge. The vortex strength and the maximum tangential and axial velocities were found to increase with increasing angle of attack.
Shekarriz et al. 12 conducted a towing tank study on a rectangular wing for Reynolds numbers between 3.6 Â 10 4 and 2.2 Â 10 5 . In agreement with Birch et al., 11 it was found that the vortex roll up was almost complete immediately downstream of the wing (x/c < 1). The velocity distribution and the overall circulation of the tip vortex were found to become increasingly unsteady as the Reynolds number was reduced and the angle of attack increased.
Devenport et al. 13 conducted mean and turbulence measurements on a rectangular NACA 0012 halfwing between 5 and 30 chord lengths downstream, at an angle of attack of 5
. An axial velocity deficit profile which remained nearly constant with downstream distance was observed for all test conditions. It was also concluded that the vortex core was laminar and that turbulent fluctuations in the core were attributed to the buffeting of the core by the surrounding turbulent wake.
In terms of computational modeling, the work of Churchfield and Blaisdell 14 investigated the current state of the art turbulence models in computing the formation of a wingtip vortex in the near field. Four turbulence models were evaluated and the effect on solution accuracy of higher order numerical schemes, as opposed to more grid points, was also investigated. A Spalart-Allmaras model with corrections for rotation and streamline curvature was found to predict the mean flow most accurately. High-order numerical schemes were found to improve the solution accuracy without as much computational cost as adding more grid points and might be an attractive option if the user has limited computational resources. All four turbulence models were found to under predict the magnitudes of the turbulence quantities.
Dacles-Mariani et al. 15 conducted a combined numerical/experimental study using a modified Baldwin-Barth turbulence model. They also achieved good mean flow correlation with experiment; however, the turbulence quantities were not accurate. They concluded that eddy viscosity based models have no way of reproducing the stabilizing effect of solid body rotation.
The computational investigation by Kim and Rhee 16 focused on assessing the capability of modern computational fluid dynamics in capturing tip-vortex flow. They tested four turbulence models which included a one equation Spalart-Allmaras model, a realizable k-" (RKE) model, an SST-Mentor k-! model and a second moment closure or Reynolds stress model. The Reynolds stress model was found to predict the tip-vortex the best with the Reynolds shear stress component hv 0 w 0 i exhibiting the four leaf clover pattern observed by Chow et al., 5 although the magnitudes were under-estimated. The Spalart-Allmaras model was also found to perform remarkably well while the RKE and SSTMentor models performed poorly. They found that a 1.4 million cell mesh with adaptive grid refinement yielded similar results to a globally refined 2.3 million cell mesh.
Another study by Craft et al. 17 conducted a nearfield computational study on the generation and decay of wingtip vortices. They investigated two eddy viscosity models and a stress transport or second moment closure model. The eddy viscosity based models were found to have a very fast dispersal rate and like the previous studies they were deemed unsuitable for rotating flows. The second moment closure model showed good agreement for mean flow results but had a much faster decay of turbulent stress than in the experiment.
Given the computational cost of running large eddy simulation and the lack of numerical/experimental studies on a wingtip vortex in the near field, the objective of this research is to evaluate the capability of a full Reynolds stress model in computing the mean flow and turbulent characteristics of a wingtip vortex in the near field by comparing it to experimental measurements. The paper is organized as follows: Experimental setup and procedure gives a brief overview of the measurement procedure and equipment and details possible errors that may have been introduced during the measurement process. Numerical method includes details on the type of mesh used and the turbulence modeling approach. A comprehensive comparison and discussion on the numerical and experimental mean flow and turbulence measurements is given in the results and discussion section. Finally, some brief conclusions are given in the last section.
Experimental setup and procedure
The experiments were conducted in the University of Limerick's non-return medium speed wind tunnel. The tunnel has a test section cross section of 0.3 m Â 0.3 m and a background turbulence intensity of 0.5% as measured by hot wire anemometer prior to the experiment. The maximum tunnel velocity used in this study was 34 m/s, which yielded a chord-based Reynolds number of 3.25 Â 10 5 . The NACA 0012 wing model had a 0.14 m chord and a 0.15 m semispan. The half wing model was mounted on a circular plate on the tunnel floor and could be rotated in increments of 5 . Mean velocity measurements were obtained using an Aeroprobe five-hole probe and five Honeywell DUXL05D pressure sensors connected to a National Instruments 6210 data acquisition unit. A Labview virtual instrument simultaneously logged the pressure data. Measurements were recorded in Y and Z at four downstream locations (x/c ¼ 0, 1, 2, 3) at two angles of attack ( ¼ 5 , 10 ). Initial square measurement grids of 121 points with spacing Áz ¼ Áy ¼ 5 mm were surveyed to deduce the exact location of the vortex. More dense measurement grids of 324 points with spacing of Áz ¼ Áy ¼ 2 mm were subsequently measured around the vortex core region to yield more detailed flow field information. Turbulence measurements were recorded using a TSI 1240 x-wire probe in conjunction with a TSI IFA 300 anemometry system. The x-wire probe was calibrated for flow angles of AE 30 rotating the probe in steps of 6
. The x-wire measurements were taken at 15 locations through the vortex core in steps of 1 mm. The vortex core center being determined from the point of minimum crossflow velocity magnitude (resultant of v and w vectors) deduced from the five-hole probe measurements. The x-wire measurements were recorded at a rate of 20 kHz for 13 s, yielding over 2.6 Â 10 5 samples. A custom-built four-degree-of-freedom traversing system, shown in Figure 1 , was used to position the probes in the tunnel test section.
Experimental uncertainty
The mean velocity measurements are based on an average of 2000 pressure measurements sampled at a rate of 1 kHz at every grid point. The sampling rate and number of samples were chosen based on a time sampling independence analysis. The averaged pressure measurements are reduced to velocity components using Multi-probe data reduction software. The five-hole probe when used in conjunction with the Multi-probe software has an accuracy of 0.4 for flow angles and 0.8% for velocity magnitude within the angle range ofAE55
. The calibration of the x-wire probe involved taking 17 points covering a velocity range of 0-50 m/s. The maximum velocity measured with the five-hole probe was approximately 40 m/s. The mean errors associated with the x-wire calibration are: less than 4% for velocities between 0 and 3 m/s, less than 2% for velocities between 3 m/s and 17 m/s and less than 1% for velocities greater than 17 m/s. The probes were positioned using a custom-built traverse with an accuracy of AE10 mm in X, Y, and Z and 1.2 for probe rotation. The vortex circulation strength was calculated by integration of velocity components tangent to a square path surrounding the vortex. The length of the square path used to calculate the circulation was 0.136 m and the measurement increment was 0.002 m. The length of the integration path was reduced by 0.04 m, which resulted in a change of just 2% in the circulation value. The path chosen was therefore deemed adequately independent. The free-stream velocity was recorded with a Furness Controls FC012 manometer and a pitot-static probe. The manometer was calibrated prior to experiment by Furness Controls Limited according to UKAS calibration standards and had a measurement range of 0-199.9 mm H 2 O (0-56.6 m/s) with a manufacturer specified accuracy of AE1% of the range (AE0.4 m/s).
Numerical method
Numerical modeling was carried out using finite volume CFD software STAR-CCMþ version 6.04, 18 (a commercially available CFD meshing and flow solver supplied by CD-adapco). The computation was run with a segregated flow solver which solved the flow equations (one for each component of velocity, and one for pressure) in a segregated or uncoupled manner. The segregated flow model is suited to constant density incompressible flows and uses a second-order discretization scheme. The segregated flow model uses a Rhie-and-Chow-type pressure velocity coupling combined with a SIMPLE-type algorithm. The residuals of the Reynolds stresses and the continuity, energy and momentum equations were used for assessing convergence of the solution. Lift and drag values were also monitored as the wingtip vortex and wake are directly related to the wing lift and drag. Convergence of the solution was judged after 1000 iterations when the residuals had fallen below 1 Â 10 À3 and had reached a steady state. The inflow boundary was set to velocity inlet and the inflow boundary conditions were set to match those of the experiment. The free-stream velocity, Reynolds number and free-stream turbulence intensity were specified as 34 m/s, 3.25 Â 10 5 , and 0.5%, respectively. Flow split outlet was chosen as the outflow boundary with a split ratio of 1, due to the fact that a constant pressure outlet boundary made the solution diverge from a steady-state solution. The rest of the boundaries were set to the wall type boundary condition, an impenetrable no-slip boundary.
Mesh generation
The computational mesh consisted of a hybrid unstructured mesh of polyhedral and prism layer mesh elements (Figure 2) . A polyhedral mesh was chosen as it provides a balanced solution for complex mesh generation problems and is less computationally demanding than a tetrahedral mesh. The prism layer mesh model is used with a core volume mesh to generate orthogonal prismatic cells next to wall boundaries. The prism layer cells are aligned with the flow and allow high aspect ratio cells to be used which allow a high resolution in the wall normal direction whilst keeping a lower resolution in the flow direction. The effect of using prism layer cells in the mesh effectively minimizes numerical diffusion and improves the accuracy of the computation. A high yþ wall treatment was used with the prism layer mesh after initially running an exploratory simulation to check wall yþ values which ranged from 8 to 15 over the wing. The prism layer stretching ratio was left at the default value of 1.5 with the ratio being equal to the thickness of one cell layer divided by the cell layer beneath it. The prism layers in the wing boundary layer can be seen in Figure 2 (b). Initial computations with a coarse grid of 2 Â 10 6 cells were carried out to determine the vortex trajectory and core location. A volumetric control was then created, which captured the trajectory of the wingtip vortex. The mesh density in the volumetric control which can be seen in Figure 2 (c) accounted for over 70% of the overall cell count. Grid convergence was assessed by examining mean and turbulent quantities across the vortex core for 5 mesh densities using the Reynolds stress model for ¼ 5
. The variation of the axial velocity, vertical velocity component w and the Reynolds stress component hu 0 v 0 i were used to assess grid independence. The values of these parameters were extracted at each of the four downstream locations for each mesh. The finest mesh produced minimal change in the mean and turbulent parameters at all downstream locations when compared to the values obtained from the second finest mesh. The details of the mesh independence analysis can be seen in Table 1 . Visualizations of the different mesh densities are not shown as they would be virtually indistinguishable from each other. It was decided based on the computational resources available and the mesh independence analysis that the second finest mesh of 5.7 Â 10 6 cells 
Turbulence modeling
The inherent weaknesses of eddy viscosity based models at modeling complex rotational and swirling flows is well documented. 15, 16, 19 Attempts have been made to escape from these weaknesses by adding correction terms for rotation and streamline curvature 19, 20 and these rotation corrected models have been shown to predict the mean flow quite accurately.
14 The assessment of a more advanced turbulence model known as a full Reynolds stress model is revealed in this study. This model has been shown to predict the lag of the Reynolds stress behind the mean strain rate, 14 which is one of the shortcomings of the eddy viscosity based models. The pressurestrain term of the Reynolds stress model is modeled using the linear pressure-strain approach of Gibson and Launder. 21 By solving for all components of the specific Reynolds stress tensor, this model naturally accounts for effects such as anisotropy due to swirling motion, streamline curvature and rapid changes in strain rate. The model solves equations for the six unique Reynolds stress components and one for the isotropic turbulent dissipation " resulting in the solution of seven equations.
Results and discussion Circulation
The circulation of the tip vortex at four downstream locations was calculated using the following equation
where v i and Ál i are the velocity vector and segment length along the square path surrounding the vortex, respectively. The vortex circulation is presented in terms of non-dimensional circulation parameter for ¼ 5 and 10 for the numerical and experimental cases. In general, the experimental and numerical circulation parameters show good agreement with both remaining relatively constant with downstream distance for both angles of attack. Prandtl's lifting line theory equates the circulation strength of a trailing vortex to the strength produced by the bound vorticity of the wing. Therefore, the bound circulation will increase in direct proportion to the lift produced, which can be seen in Figure 3 as the angle of attack is increased from 5 to 10 . For ¼ 5 the numerical circulation is significantly greater than the experimental circulation at x/c ¼ 0. This would indicate that the vorticity shed from the wing was not fully contained in the integration path or the vortex was not fully rolled up at this location for the experimental case. Further downstream the numerical values are within an average of 15% of the experimental values for x/c ¼ 1-3. In contrast, for ¼ 10 the circulation values are in closest agreement at x/c ¼ 0, where the numerical value is within 6% of the experiment. Further downstream from x/c ¼ 1-3, the numerical circulation is seen to decrease slightly while the experimental circulation increases up to x/c ¼ 2 and drops off slightly at x/c ¼ 3. This would indicate that the wing boundary layer vorticity is still being entrained into the experimental vortex up to x/c ¼ 2, where the vortex reaches its maximum strength.
Crossflow velocity
The experimental crossflow velocity vectors (v and w) at x/c ¼ 0 and x/c ¼ 3 for ¼ 10 are shown in Figure 4 Unlike free to air vortices the tip vortex is seen to move inboard and upward, which is said to be an inviscid effect caused by the proximity of the wind tunnel walls. 15 The experimental and numerical vortices had shifted inboard by 0.1 c and 0.08 c respectively by the last measurement location of x/c ¼ 3, with the same inboard shift noted for ¼ 5 . Looking at Figure 4 (b) the difference between experiment and computation at x/c ¼ 0 is noted along the inboard boundary of the vortex core and just below the wing trailing edge, where the experimental vectors have a stronger downward and inboard motion. Figure 4(d) shows the difference between experimental and computational vectors at the last measurement location of x/c ¼ 3. The large difference highlights the decay of the numerical crossflow velocity after three chord lengths. Lack of local grid refinement in the vortex core region is thought to be main the reason for the decay of the numerical vortex.
The crossflow velocity magnitude (resultant of v and w vectors) was calculated for four downstream locations (x/c ¼ 0-3) for two angles of attack (5 and 10 ). A maximum experimental crossflow velocity of 0.74U 1 was recorded at x/c ¼ 0 for ¼ 10 on the outer boundary of the vortex core. The maximum numerical crossflow velocity of 0.49U 1 was also recorded at x/c ¼ 0 for ¼ 10
. The maximum experimental crossflow velocity for ¼ 10 decreased by 22% at x/c ¼ 1 to 0.58U 1 where it remained relatively constant to x/c ¼ 3. The numerical case followed a similar trend, albeit with a faster rate of decay as the maximum value decreased by 41% to 0.29U 1 at x/c ¼ 3. It is thought that the numerical crossflow velocity had a faster rate of decay due to a lack of local grid refinement in the vortex core and the second order numerical scheme used. As expected, the maximum crossflow velocities decreased with decreasing angle of attack. For ¼ 5 , a maximum experimental crossflow velocity of 0.34U 1 was recorded at x/c ¼ 0, which is over a 50% decrease in the peak crossflow velocity when compared to the 10 case. The maximum numerical crossflow velocity for ¼ 5 was 0.28U 1 at x/c ¼ 0, just 18% less than the experimental value. The experimental and numerical values were in closest agreement at x/c ¼ 1 for ¼ 5 where they had maximums of 0.25U 1 and 0.24U 1 respectively. Similar to the 10 case the experimental crossflow velocity remained relatively constant from x/c ¼ 1-3, a slightly lower value of 0.24U 1 being recorded at x/c ¼ 3. In contrast, the numerical crossflow velocity had decreased by a larger amount to 0.17U 1 at x/c ¼ 3. The fact that the crossflow velocity has a larger rate of decay for ¼ 10 is probably due to the much larger gradients present in the flow. The vortex core diameter was estimated by calculating the distance between the peaks of crossflow velocity on a horizontal cut through the vortex centerline. An example of such a cut through the vortex core centerline can be seen in Figure 6 . The vortex core diameter for ¼ 10 at x/c ¼ 0 was 0.018 m and 0.02 m for the experimental and numerical cases respectively. The core diameter remained unchanged with downstream distance for the numerical case whereas the experimental case was observed to decrease to 0.014 m at x/c ¼ 3. The decrease of the experimental vortex core diameter would highlight that the vortex was not fully rolled up at x/c ¼ 0 and it became more tightly wound as it progressed downstream. The lack of variation in the numerical vortex core diameter is surprising given the fact that the crossflow velocity vectors decayed with downstream distance. It may be that the vortex became more tightly wound just after the first measurement location of x/c ¼ 0 and then became more diffuse with downstream distance. The vortex core diameter for ¼ 5 was 0.012 m for both numerical and experimental cases at x/c ¼ 0. The experimental core diameter decreased to 0.10 m while the numerical core diameter increased to 0.016 m at x/c ¼ 3. The increase in core diameter with downstream distance is attributed to the decaying crossflow velocity, which in turn causes the vortex to become less tightly wound and more diffuse.
Mean streamwise vorticity
The mean streamwise vorticity ! x was obtained by calculating the curl of the mean velocity components (v and w). It is reasonable to assume that ! x is the only dominant vorticity in the vortex core region for x/c 4 3, according to Ramaprian and Zheng. 22 Both the experimental and numerical axial vorticity at x/c ¼ 0 are observed to be non-axisymmetric as shown in Figure 5 (a) and (b). The axial vorticity is seen to become axisymmetric by the last measurement location of x/c ¼ 3 as the vorticity contour resembles a nearly circular shape, going from a maximum in the center to nearly zero at the edge of the core as shown in Figure 5 (c) and (d). The superimposed crossflow velocity vectors are seen to approach zero at the point of maximum vorticity, which supports the identification of the core center as the point at which maximum vorticity occurs. The maximum experimental velocity magnitude stayed relatively constant with downstream distance, which is in contrast to Ramaprian and Zheng 22 and Birch et al. 7 who noticed a small but gradual increase in the vorticity magnitude with downstream distance. This may be explained by the fact that during the vortex rollup a number of different processes take place which affect the peak vorticity magnitude within the core. The first process involves the continuous trapping, by the vortex, of the vorticity from the shear layer. This tends to increase the negative vorticity in the core of the vortex. The second process is the viscous diffusion of the vorticity, which normally tends to decrease the peak vorticity magnitude. The combined effect of the processes is sometimes seen as a gradual increase in the vorticity magnitude with streamwise distance. The maximum numerical vorticity magnitude is greatly under predicted being only 50% of the experimental vorticity magnitude at x/c ¼ 0. In contrast to the experimental vorticity magnitude, the numerical vorticity is seen to dramatically decrease with downstream distance decreasing by over 65% from x/c ¼ 0 to the last measurement location of x/c ¼ 3. The numerical vortex at x/c ¼ 3 as seen in Figure 5 (d) appears to be much less tightly wound than the experimental vortex in Figure  5 (c) as the core diameter is nearly three times that of the experimental vortex. The numerical model dissipates the vorticity quite quickly with downstream distance, most probably due to the second-order numerical convection scheme used.
Axial velocity
There are two primary mechanisms that affect the axial velocity in the core of a tip vortex: 5, 12 (1) momentum deficit caused by the boundary layer on the wing and (2) axial development of crossflow velocities, which introduce a favorable pressure gradient and therefore accelerate the inner core flow. The former has the effect of increasing vortex core pressure leading to a reduction in core velocity. Therefore, the boundary layer on the wing and vortex roll up have opposite effects on the axial velocity. 12 The axial velocity was recorded for two angles of attack (5 and 10 ) using two experimental methods, namely five-hole probe and hot wire anemometry. These two methods were then compared with the numerically predicted axial velocity. At x/c ¼ 0 for ¼ 10 , fivehole probe measurements in the vortex core revealed regions of axial velocity excess and deficit. An axial velocity excess of 1.05U 1 was recorded in the core center (point of minimum crossflow velocity), while an excess of 1.13U 1 was measured just outboard of the core center. Velocity deficits of 0.75U 1 and 0.73U 1 were measured either side of the vortex core diameter. The deficit values could be caused by the momentum deficit introduced by the wing boundary layer during roll up of the vortex. A similar excess and deficit profile was observed by Gerontakos and Lee. 23 The x-wire measurements for ¼ 10 revealed a velocity excess of 1.06U 1 in the core center, similar to the five-hole probe measurements. The numerically predicted axial velocity was slightly less than the experimentally measured values in the core center with a value of 0.98U 1 being recorded for ¼ 10 . This slight under prediction of the core center axial velocity can be correlated with the slightly lower numerical circulation parameter shown in Figure 3 . Anderson and Lawton 8 also observe the linear proportionality between the circulation parameter of a vortex and its axial velocity. The experimental core center axial velocities remained nearly constant with downstream distance with a value of 1.06U 1 recorded by both the five-hole probe and x-wire at x/c ¼ 3. In contrast, the numerical core center axial velocity decreased significantly to 0.62U 1 which can be seen in Figure 7 shown in Figure 3 . The flow angles at x/c ¼ 0 for ¼ 5 are thought to be quite large and the fact that the x-wire probe is only calibrated forAE30 and the five-hole probe is capable of resolving AE55 could be a reason for the discrepancy between x-wire and fivehole probe measured axial velocity. The axial velocity profiles acquired across the vortex core from x/c ¼ 1-3 for both angles of attack can be seen in Figure 7 . These profiles clearly show the jet like and wake like profiles for ¼ 10 and 5 , respectively. The inability of the numerical model to predict the axial velocity excess is evident in Figure 7(a) to (c) . The large difference in numerical and experimental crossflow velocity as seen in Figure 4 (d) is most likely responsible for the corresponding discrepancy in axial velocity. In contrast, the velocity profiles for ¼ 5 , which can be seen in Figure 7 (d) to (f) are in relatively good agreement and the numerical core center axial velocity at x/c ¼ 3 is within 1% of the experimentally measured five-hole probe value. , it is clear that the experimental vortex core has two regions of opposite sign stress, a similar feature being noted by Chow et al. 5 and Churchfield and Blaisdell.
Reynolds stress
14 The stress appears to change sign at the vortex core center, which is denoted by the dashed line. The numerically predicted Reynolds stress is more than an order of magnitude smaller than experiment for all downstream locations for ¼ 10 , indicating the Reynolds stress model could not accurately predict the shear stresses in the core. The numerical stresses for ¼ 10 although very small in magnitude are also seen to exhibit two regions of opposite sign stress. The profiles of experimental stress in Figure 8 (e) to (h) are seen to exhibit more than two regions of opposite sign stress with Figure 8 
Conclusions
The mean flow and turbulence characteristics of a wing tip vortex in the near field have been investigated both numerically using a full Reynolds stress turbulence model and experimentally using a five-hole probe and an x-wire anemometer. From the results presented, the vortex trajectory and mean flow for ¼ 5 were relatively well predicted while the numerical mean flow characteristics for ¼ 10 decayed rapidly with downstream distance. The turbulence levels for both angles of attack were not as accurate as desired being more than an order of magnitude smaller than experimental values. An upward and inboard movement was characteristic to both the numerical and experimental vortices and the difference in inboard shift was minimal for both angles of attack. The circulation parameters agreed with Prandtl's lifting line theory and both the numerical and experimental vortex strength were in close agreement. The numerical vortex attained its maximum strength quicker than the experimental vortex for both angles of attack, which shows that the boundary layer vorticity is still being fed into the rotating vortex downstream of the wing. A linear trend between the circulation parameter and angle of attack was also noted. The maximum crossflow velocity magnitude was obtained just behind the wing for all cases and decreased with streamwise distance, albeit the numerical crossflow magnitude decayed at a faster rate. The experimental vortex core diameter appeared to decrease slightly with downstream distance for both for ¼ 5 and 10 , while the numerical vortex core diameter appeared to increase with decaying crossflow velocity magnitude for ¼ 5
, an indication perhaps, that the vortex became less tightly wound. Maximum vorticity magnitude for the experimental case occurred in the center of the vortex and remained relatively constant with downstream distance due to the balance of viscous diffusion and vorticity shear layer trapping. The numerical model dissipated the vorticity quite rapidly and the vortex core diameter had grown to almost three times that of the experimental vortex by x/c ¼ 3. The numerical model under predicted the axial velocity excess for ¼ 10 at all downstream locations and was found to decay rapidly after x/c ¼ 2, whereas the velocity deficit for ¼ 5 was in good agreement. The lower numerical crossflow velocities for ¼ 10 are believed to have had a direct influence on the axial velocity development and the discrepancy between the two cases. The magnitude of the Reynolds stress was greatly under-predicted by the numerical model for both angles of attack and at all downstream locations with the exception of x/c ¼ 0 for ¼ 5
.The Reynolds stresses exhibited regions of positive and negative stress which corroborates the findings of previous studies. 5,14. To avoid excessive numerical dissipation in the mean flow, an adaptive grid refinement method based on vortex core variables would be highly advantageous. It would enable a higher concentration of cells in the vortex core without increasing the overall cell count by a large amount. Another proposed solution would be to use a vorticity confinement model -such as the one introduced by Steinhoff et al. 24 and refined by Loehmer 25 -to confine the turbulent vortex and prevent its rapid dispersal. The vorticity confinement model has been shown to be comparable to large eddy simulation 26 with a fraction of the computational cost.
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