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Abstract
In the canonical formalism for the free electromagnetic field a so-
lution to Maxwell’s equations is customarily identified with its initial
gauge potential (in Coulomb gauge) and initial electric field, which to-
gether determine a point in phase space. The solutions to Maxwell’s
equations, all of whose plane waves in their plane wave expansions have
positive helicity, thereby determine a subspace of phase space. We will
show that this subspace consists of initial gauge potentials which lie in
the positive spectral subspace of the operator curl together with ini-
tial electric fields conjugate to such potentials. Similarly for negative
helicity. Helicity is thereby characterized by the spectral subspaces of
curl in configuration space. A gauge potential on three-space has a
Poisson extension to a four dimensional Euclidean half space, defined
as the solution to the Maxwell-Poisson equation whose initial data is
the given gauge potential. We will show that the extension is anti-self
dual if and only if the gauge potential lies in the positive spectral sub-
space of curl. Similarly for self dual extension and negative spectral
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subspace. Helicity is thereby characterized for a normalizable electro-
magnetic field by the canonical formalism and (anti-)self duality.
For a non-abelian gauge field on Minkowski space a plane wave ex-
pansion is not gauge invariant. Nor is the notion of positive spectral
subspace of curl. But if one replaces the Maxwell-Poisson equation
by the Yang-Mills-Poisson equation then (anti-)self duality on the Eu-
clidean side induces a decomposition of (now non-linear) configuration
space similar to that in the electromagnetic case. The strong analogy
suggests a gauge invariant definition of helicity for non-abelian gauge
fields. We will provide further support for this view.
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1 Introduction
A workable notion of helicity for quantized Yang-Mills fields has been sought
in many works in recent years. For a broad perspective on this work see
the extensive review by Leader and Lorce´ [32] . Any notion of helicity for
Yang-Mills fields must be gauge invariant, Lorentz invariant and reduce to
the standard notion of helicity for electromagnetic fields. This paper pro-
poses a notion of helicity for non-abelian gauge fields based on a Euclidean
interpretation of helicity in electromagnetism. For the latter, it will first be
shown that the Poisson extension of the initial gauge potential of an electro-
magnetic field to a half space in Euclidean space-time sets up an equivalence
between helicity, which is a Minkowski space notion, and (anti-)self duality,
which is a Euclidean space notion.
For classical electromagnetic fields helicity is customarily defined in terms
of plane waves, which do not mesh well with a non-linear theory such as Yang-
Mills, [1]. To make the jump from electromagnetism to Yang-Mills fields, first
classically (in this paper) and then quantum mechanically (in [17]), we are
going to describe helicity in the electromagnetic case in a manner that allows
a natural extension to the Yang-Mills case. To begin, we will first describe
the precise configuration space for the free electromagnetic field that reflects
the unique Lorentz invariant norm of Bargmann and Wigner, [5]. Second,
given a real valued gauge potential A(x) on R3 we will show that its Poisson
extension to a half space in R4 not only captures the Lorentz invariant norm
of Bargmann and Wigner, but is also self-dual if and only if A is the initial
data in Minkowski space of some solution to Maxwell’s equations of negative
helicity. Similarly for anti-self dual and positive helicity.
To be more explicit, suppose that A(x) :=
∑3
j=1Aj(x)dx
j is a real valued
gauge potential on R3 and that, for each s ≥ 0, a(x, s) =∑3j=1 aj(x, s)dxj is
another gauge potential on R3 such that the function a satisfies the Maxwell-
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Poisson equation with initial value A:
a
′′(s) = curl2 a(s), a(0) = A. (1.1)
We may regard a as a 1-form in temporal gauge on the half-space R4+ :=
R3×[0,∞). Its four dimensional curvature F is then given by F = ds∧a′+da,
where d denotes the three dimensional exterior derivative. Equation (1.1) is
the Euler equation for minimization of
∫
R4
+
|F (x, s)|2d3x ds, subject to the
initial condition a(0) = A. It happens that this minimum is the square of
the unique Lorentz compatible norm on configuration space. We will show
that A is the initial potential of some solution to Maxwell’s equations with
only positive helicity plane waves in its plane wave decomposition if and only
if F is anti-self-dual. Similarly for negative helicity and self-duality. The
Maxwell-Poisson equation (1.1) thereby sets up a correspondence between
helicity on the Minkowski side and (anti-)self-duality on the Euclidean side.
The result is a decomposition of the electromagnetic configuration space C
into two orthogonal subspaces C±, determined by helicity, or equivalently, by
(anti-)self duality.
For a non-abelian gauge field the corresponding Poisson-like equation is
the Yang-Mills-Poisson equation. It is a nonlinear, degenerate elliptic dif-
ferential equation for which existence and uniqueness of solutions has not
yet been proven. We are going to assume both, however, and show how the
Yang-Mills-Poisson equation sets up a similar decomposition of the Yang-
Mills configuration space C, which is no longer a linear space, into two sub-
manifolds C± corresponding to anti-self dual and self dual solutions. The
similarity of this procedure to the electromagnetic case suggests that the
submanifolds C± are the “correct” non-abelian analogs of the classical helic-
ity subspaces for Maxwell’s theory. But we will give more support to this
interpretation in Section 6 by showing that this decomposition exhibits two
additional properties which are definitive in the electromagnetic case.
The representation of a gauge potential as the initial data of a Poisson-like
equation automatically induces a Riemannian metric on the set of potentials
(modulo gauge transformations), whose Poisson action
∫
R4
+
|F (x, s)|2d3xds is
finite. This in turn gives a quantitative meaning to phase space T ∗(C) for
both electromagnetic and Yang-Mills fields. It turns out, remarkably, that
the norm defined on the electromagnetic phase space in this way is exactly the
unique Lorentz invariant norm first discovered by Bargmann and Wigner [5]
in their fundamental work on unitary representations of the inhomogeneous
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Lorentz group. The norm induced on configuration space and phase space by
our procedure is therefore forced on us if we wish to have a Lorentz invariant
theory. We will show this in the course of establishing the equivalence of
helicity with (anti-)self duality for electromagnetism. In the non-abelian
case the Riemannian metric induced from the Euclidean side by the same
procedure is presumably Lorentz invariant in some appropriate sense. But
this has not been explored.
In accordance with the canonical formalism (as in, say, [7, Chapter 14])
the electric field E at time zero is canonically conjugate to A and therefore
the pair {A,E} defines a point in phase space. We will show that if A is in
C+ and E is in T ∗A(C+) then the unique solution to Maxwell’s equations with
initial data A,E contains only positive helicity plane waves in its plane wave
decomposition (and conversely). Similarly T ∗(C−) corresponds to negative
helicity plane waves. In this way Euclidean (anti-)self duality provides a
completely geometric characterization of helicity in electromagnetic theory
We will reinforce this geometric interpretation of helicity further by start-
ing over again in [17] with the quantized theories, each of which has a gener-
ally accepted “forward component of angular momentum” operator used for
defining helicity in their respective quantum field theories. In the electro-
magnetic case we will see that the operator simply “quantizes” the decompo-
sition C±. The Schro¨dinger representation of the quantized electromagnetic
field will be instrumental in implementing this view. In the non-abelian case,
where configuration space is not a linear space, we will see that the apparent
“forward component of angular momentum” operator similarly quantizes the
two submanifolds C±, thereby reinforcing again the link between helicity and
Euclidean (anti-)self-duality for non-abelian gauge fields. The Schro¨dinger
representation of the quantized Yang-Mills field will again be indispensable
in implementing this view, and for this, the Riemannian metric introduced in
this paper will enable us to use the gradient operator on functions over con-
figuration space instead of momentum space annihilation operators, which
have no gauge invariant meaning for the intermediate non-abelian fields.
There are many unsettled purely mathematical issues in the body of this
paper that we will ignore. They are in the nature of existence and uniqueness
theorems. In the last section we will discuss the open problems raised by these
structures.
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2 Plane waves, helicity, configuration space
in electromagnetism
2.1 Review of helicity for plane waves
This subsection is a review of circularly polarized light in a form that will be
useful for our purposes. Nothing in this subsection should be construed to
be less than 165 years old. See for example Born and Wolfe [8] or Jackson
[27].
Notation 2.1 For 0 6= k ∈ R3 define
k⊥ = {u ∈ C3 : u · k = 0}. (2.1)
k⊥ is a two dimensional complex vector space closed under complex conju-
gation u 7→ u¯. Its real part k⊥real := k⊥ ∩ R3 is a two dimensional real vector
space. Define
Cku = ik× u, for u ∈ C3. (2.2)
Cku is in k
⊥ for all u ∈ C3 because k× u is perpendicular to k. The signif-
icance of the operator Ck is that it implements curl under Fourier transfor-
mation in accordance with the easily verified identity
curl(ueik·x) = (Cku)e
ik·x for any vector u ∈ C3. (2.3)
Discussions of circularly polarized light and, more generally, elliptically
polarized light amount to an analysis of the operator Ck acting in the two
dimensional subspace k⊥. See for example [27, Chapter 7] or [8, Section 1.4].
Lemma 2.2 (Properties of Ck). The restriction of Ck to k
⊥ satisfies
a) Ck is Hermitian in k
⊥.
b) C2
k
= |k|2on k⊥ (2.4)
c) Ck decomposes k
⊥ into two one dimensional complex subspaces k⊥±
corresponding to eigenvalues ±|k|. A vector u ∈ k⊥ is in k⊥+ if
and only if its complex conjugate u¯ ∈ k⊥−.
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Proof. Using the triple product identity (k× u) · v = −u · (k× v), which is
valid for u and v in C3, we see that
(Cku, v)C3 = (ik× u) · v¯ = u · (ik× v) = (u, Ckv)C3 ,
which proves a). Item b) follows from the identity C2
k
u = −k×(k×u) = |k|2u
when u · k = 0. To prove c) let kˆ = k/|k| and let e1 be any unit vector in
k⊥real. Define e2 = kˆ× e1. Then kˆ, e1, e2 form a right handed basis of R3. In
particular kˆ× e2 = −e1. Thus
Ck(e1 + ie2) = i|k|{e2 − ie1} = |k|(e1 + ie2) (2.5)
Hence (e1+ ie2) is an eigenvector for Ck with eigenvalue |k|. Using the same
vectors one can compute similarly that e1 − ie2 is an eigenvector of Ck with
eigenvalue −|k|. Moreover, if u ∈ k⊥+ then Cku¯ = (−Cku) = −|k|u = −|k|u¯.
This proves c).
Definition 2.3 (Plane waves) Let 0 6= k ∈ R3. A plane wave with wave
vector k is a function on R4 of the form
Ak(x, t) = ae
i(k·x−|k|t) + a¯e−i(k·x−|k|t), x, t ∈ R3+1, a ∈ k⊥ (2.6)
Clearly Ak(x, t) ∈ R3 for each x, t and
div Ak(x, t) = 0 (2.7)
because of the identity
div (aeik·x) = (ik · a)eik·x. (2.8)
Lemma 2.4 For the plane wave (2.6) define
Bk(x, t) = curlAk(x, t) (2.9)
Ek(x, t) = −(∂/∂t)Ak(x, t). (2.10)
Then Bk, Ek is a solution to Maxwell’s equations,
∇ ·B = 0, ∇ · E = 0, B˙ = −curl E, E˙ = curl B. (2.11)
Proof. Use the identities (2.8) and (2.3) along with (2.6) and (2.4).
Definition 2.5 (Helicity for plane waves) The standard definition of helicity
can be stated thus. The plane wave (2.6) has positive helicity if Cka = |k|a.
It has negative helicity if Cka = −|k|a.
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2.2 The Lorentz invariant norm
A small portion of the classic paper [5] of Bargmann and Wigner will be
needed to explain our choice of the norm (2.13), which we will later take to
be the norm on configuration space in (2.35). The Coulomb gauge fixing that
we are going to use here for convenience will be removed when we discuss
Yang-Mills fields.
Definition 2.6 (Spaces) The operator curl on vector fields over R3 acts in
the real Hilbert space L2(R3;R3) ∩ {div u = 0} because div curl = 0. It is
easily seen to be self-adjoint by an integration by parts. Moreover in this
space it has a zero nullspace. We will denote by C the operator curl acting
in this Hilbert space or some closely related spaces. The square root of C2
will be denoted |C|: Thus
C = curl, |C| =
√
C2. (2.12)
For a vector field u on R3 with div u = 0 let
‖u‖2H1/2 = ‖ |C|1/2u‖2L2 (2.13)
‖u‖2H−1/2 = ‖ |C|−1/2u‖2L2. (2.14)
Define Hilbert spaces H±1/2 by the condition that the corresponding norm
in (2.13) or (2.14) is finite.
For vector fields B and E on R3 with divergence zero define
‖{B,E}‖2bw = ‖B‖2H−1/2 + ‖E‖2H−1/2. (2.15)
The main assertion of this section is that the norm ‖·, ·‖bw is invariant under
Lorentz transformations in the sense that the unique solution to Maxwell’s
equations with B and E as initial data has, after any Lorentz transformation,
initial data with the same norm. The following computations reduce this
assertion to a theorem in [5] by showing that ‖·, ·‖bw is equal to the norm
introduced in [5] by Bargmann and Wigner.
Theorem 2.7 (Plane wave decomposition) Suppose that a(k) is a C3 valued
function on R3 such that
a. k · a(k) = 0 for all k ∈ R3 and (2.16)
b.
∫
R3
|a(k)|2d3k/|k| <∞. (2.17)
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Define
A(x, t) =
∫
R3
(
a(k)ei(k·x−|k|t) + a(k)e−i(k·x−|k|t)
)
d3k/|k|. (2.18)
B(x, t) = curl A(x, t). (2.19)
E(x, t) = −(∂/∂t)A(x, t). (2.20)
Then A,B and E have divergence zero for each t and B(·), E(·) is a solution
to Maxwell’s equations (2.11). Moreover for all real t there holds
‖{B(t), E(t)}‖2bw = ‖A(t)‖2H1/2 + ‖E(t)‖2H−1/2
= 2(2π)3
∫
R3
|a(k)|2d3k/|k|. (2.21)
Conversely, suppose that B0 and E0 are divergence free vector fields on R
3 and
each is in H−1/2(R
3). Then there is a unique solution B(t), E(t) to Maxwell’s
equations (2.11) and a unique (up to a set of measure zero) function a(·) :
R3 → C3 satisfying (2.16) and (2.17) such that B(t) and E(t) are given by
(2.18) - (2.20).
Proof. Upon differentiating under the integral in (2.18) we see from Lemma
2.4 that A(t), B(t) and E(t) all have divergence zero and the pair {B(t), E(t)}
satisfies Maxwell’s equations.
For the proof of (2.21) observe first that, with C = curl we have
‖B(t)‖H−1/2 = ‖A(t)‖H1/2 because ‖B(t)‖H−1/2 = ‖C A(t)‖H−1/2 =
‖|C|−1/2CA(t)‖L2 = ‖|C|1/2A(t)‖L2 . It suffices therefore to prove the sec-
ond equality in line (2.21). Moreover it suffices to prove it just at t = 0
because replacing a(k) by a(k)e−i|k|t in the t = 0 equality gives the equality
at time t. Let
α(k) = a(k) + a(−k) and (2.22)
e(k) = i|k|
(
a(k)− a(−k)
)
. (2.23)
Then from (2.18) and (2.20) we find
A(x, 0) =
∫
R3
α(k)
|k| e
ik·xdk. (2.24)
E(x, 0) =
∫
R3
e(k)
|k| e
ik·xdk. (2.25)
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Therefore
‖A(·, 0)‖2H1/2 + ‖E(·, 0)‖2H−1/2
= (2π)3
∫
R3
(∣∣∣|k|1/2α(k)|k|
∣∣∣2 + ∣∣∣|k|−1/2 e(k)|k|
∣∣∣2)d3k
= (2π)3
∫
R3
(
|a(k) + a(−k)|2 + |a(k)− a(−k)|2
)
d3k/|k|
= (2π)3
∫
R3
(
|a(k)|2 + |a(−k)|2
)
d3k/|k|
= (2π)32
∫
R3
|a(k)|2d3k/|k|. (2.26)
This proves the equality in line (2.21).
Conversely, suppose that B0 and E0 are given, that div B0 = div E0 = 0
and that ‖B0‖2H−1/2 + ‖E0‖2H−1/2 < ∞. Let A0 = (curl)−1B0. This defines
A0 as a potential with div A0 = 0 and ‖A0‖H1/2 = ‖B0‖H−1/2 < ∞. Define
α(k) and e(k) from A0 and E0 by (2.24) and (2.25) respectively. Since A0
and E0 are “real”, i.e. both take their values in R
3, we have α(−k) = α(k)
and e(−k) = e(k). With (2.22) and (2.23) in mind, define
a(k) = (1/2)
(
α(k) +
e(k)
i|k|
)
. (2.27)
From the hermiticity of α(·) and e(·) it follows that
a(−k) = (1/2)
(
α(k)− e(k)
i|k|
)
(2.28)
and from this the relations (2.22) and (2.23) follow. The computation (2.26)
now shows that
‖A0‖2H1/2 + ‖E0‖2H−1/2 = (2π)32
∫
R3
|a(k)|2d3k/|k| (2.29)
Hence (2.17) holds for the constructed function a(k). Of course (2.16) follows
because A0 and E0 are divergence free. The solution B(t), E(t) with initial
values B0, E0 can now be constructed from a(k) by (2.18) -(2.20).
Remark 2.8 (Integral formula for ‖{B,E}‖2bw) Since the Laplacian (∆ ≡
∇2) on vector fields u(x) over R3 is given by−∆u(x) = curl2u(x)−grad div u(x)
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we may write −∆u(x) = curl2u(x) in the space of divergence free vector
fields. The space of divergence free vector fields is invariant under ∆ and
consequently |curl|u = (−∆)1/2u on this space. One therefore has on this
space |curl|−1 = (−∆)−1/2, which, by Fourier transform, is easily seen to be
given by convolution by const.(1/|x|2). Since ‖u‖2H−1/2 = (|C|−1u, u)L2(R3)
on the space of divergence free vector fields u, the Bargmann-Wigner norm
(2.15) can be written
‖{B,E}‖2bw = const.
∫
R3
∫
R3
B(x) · B(y) + E(x) · E(y)
|x− y|2 dxdy. (2.30)
This representation of the Lorentz invariant norm for the electromagnetic
field was derived in [18] and used there to show that the norm is invari-
ant under the 15 dimensional conformal group of Minkowski space, which
contains transformations to uniformly accelerated coordinate systems. (See
e.g. [18, footnote 2]). It was shown in [18] that each of the two terms in
(2.30) is separately invariant under the inversion x 7→ x/|x|2 of R3, which,
together with dilations of R4 and the inhomogeneous Lorentz group, generate
the conformal group. Unitarity of the representation of the conformal group,
as opposed to just norm invariance, requires also proof of invariance of the
complex structure, which will be described on the configuration space side
in the proof of Theorem 2.9. Invariance of the complex structure under the
conformal group was first proved in [29].
2.3 Helicity and sgn(curl) for solutions of finite action
Our goal in this subsection is to take a step away from the plane wave decom-
position (2.18) by formulating helicity entirely on the position space side with
the help of the operator curl. This is reflected explicitly in the equivalence
between assertions 1.) and 2.) in the next theorem
Theorem 2.9 Suppose that B(t), E(t) is a solution to Maxwell’s equations
(2.11) with finite Bargmann-Wigner norm. Let (2.18) - (2.20) be its plane
wave decomposition. Then the following are equivalent.
1.) Every plane wave in its plane wave decomposition has positive helicity.
2.) A(0) and E(0) are in the positive spectral subspace of curl.
3.) B(t) and E(t) are both in the positive spectral subspace of curl for
some t.
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4.) B(t) and E(t) are both in the positive spectral subspace of curl for all
t
5.) A(t) is in the positive spectral subspace of curl for all t.
These statements also hold with positive replaced by negative everywhere.
Proof. The space of functions a(k) on momentum space satisfying (2.16)
and (2.17) represents Bargmann and Wigner’s original description of the one-
particle photon space, [5]. Denote it by BWmom. On the position space side
denote by BW the space of divergence free real fields B,E over R3 with finite
norm (2.15). Define
W : BWmom → BW (2.31)
by W : a(k) 7→ {B(x, 0), E(x, 0)} where B and E are given by (2.18) - (2.20).
Then Theorem 2.7 shows that W is a norm preserving transformation from
BWmom onto the direct sum space BW if one uses 2(2π)
3
∫
R3
|a(k)|2d3k/|k|
for the norm squared on BWmom. Actually, since there is no hermiticity con-
dition on a(k), BWmom is a complex Hilbert space under the usual operation
of multiplication by i ≡ √−1. BW itself has a natural complex structure j
given by j{B,E} = {sgn(C)E,−sgn(C)B}, where sgn(C) = |C|−1C. The
latter complex structure is more often expressed in terms of the pair {A,E}
in the form j{A,E} = {|C|−1E,−|C|A}, which is an equivalent description
since B = CA. BW is therefore also a complex Hilbert space. Comparing
(2.22) and (2.23) with (2.24) and (2.25) one sees easily thatWia = jWa. W is
therefore unitary. Furthermore (2.3), (2.18)-(2.20), show that W intertwines
curl with the operator C(·), which is multiplication by Ck.
curlW = WC(·). (2.32)
Here we are writing curl {B,E} = {curl B, curl E}.
Now suppose that B(t), E(t) is a solution to Maxwell’s equations (2.11)
with finite Bargmann-Wigner norm and with plane wave decomposition given
by (2.18) - (2.20). Suppose also that it has only positive helicity plane waves
in its plane wave decomposition. According to Definition 2.5 Cka(k) =
|k|a(k) for every k 6= 0 in R3. Therefore a(·) is in the positive spectral sub-
space for the operator multiplication by Ck. SinceW is unitary, {B(0), E(0)}
is in the positive spectral subspace of curl on BW, (which is easily seen to be
equivalent to saying that B(0) and E(0) are each in the positive spectral sub-
space of curl.) Since |C| : H1/2 → H−1/2 is an orthogonal transformation and
commutes with curl it preserves all spectral properties of curl. In particular
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A(0) is also in the positive spectral subspace of curl because B0 = curl A0.
Therefore statement 1.) implies statement 2.). Conversely, if A(0) and E(0)
are in the positive spectral subspace of curl then B(0) is in the positive spec-
tral subspace of curl and so therefore is the pair {B(0), E(0)}. By (2.32) and
the unitarity of W it follows that a(·) is in the positive spectral subspace of
the operator of multiplication by Ck. Hence Cka(k) = |k|a(k) for all k 6= 0.
Therefore statement 1.) holds. This proves the equivalence of statements 1.)
and 2.). The proof shows that the pair {A(0), E(0)} could be replaced by
the pair {B(0), E(0)} in the statement of item 2.). Now for any fixed t the
map Wt : a(·) 7→ {B(t), E(t)} is also unitary and intertwines curl and Ck.
Therefore the proof of equivalence of 1.) with 2.) also applies to the proof
of equivalence of 1.) with 3.) and 1.) with 4.).
Concerning the condition 5.), we see that if 1.) holds then by 2.) A(0),
and similarly A(t), is in the positive spectral subspace of curl in its own space
H1/2. Conversely, if 5.) holds then (d/dt)A(t) is in the positive spectral
subspace of curl. In particular A(0) and its time derivative −E(0) are in the
positive spectral subspace of curl and we can apply 2.) to see that 1.) holds.
Remark 2.10 The operator of multiplication by Ck on BWmom decomposes
BWmom into two orthogonal subspaces given respectively by the two identities
by Cka(k) = |k|a(k) and Cka(k) = −|k|a(k). These are the two spectral
subspaces of curl on the momentum space side.
2.4 Configuration space, phase space and helicity
The Lorentz invariant norm (2.21) has a geometric interpretation based on
the canonical formalism for the electromagnetic field: As in [7, Chapter 14],
we take configuration space for the free electromagnetic field to be a set of
divergence free potentials A on R3 with size of A yet to be specified. This
corresponds to the radiation gauge. The momentum canonically conjugate
to A is −A˙, which is E. See [7, Eq. (14.10)] for a derivation of this from
the Lagrangian formalism. The canonical formalism therefore dictates that
the pair A,E is a point in phase space. Thus if A lies in some configuration
space C (still to be determined, quantitatively) and TA(C) denotes the tangent
space to C at A, then E is a point in its dual space T ∗A(C), as is customary
for momentum in classical mechanics. In the next definition we will make a
quantitative choice for C and show that the norm on phase space which is
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automatically induced by this choice of configuration space is the Bargmann-
Wigner norm (2.21).
Definition 2.11 (Configuration space) Let
C = {real valued 1-forms A on R3 such that (2.33)
a. div A = 0 (2.34)
b. ‖A‖C := ‖ |C|1/2A‖L2(R3) <∞}. (2.35)
Here C = curl as before. Define also
C+ = {A ∈ C : A is in the positive spectral subspace of curl} (2.36)
C− = {A ∈ C : A is in the negative spectral subspace of curl}. (2.37)
Then C is a real Hilbert space and
C = C+ ⊕ C−. (2.38)
The subspaces intersect only at A = 0 because curl does not have a zero
eigenvalue in C.
Since C is a vector space its tangent space at a point A can be identified with
C itself. The dual space can therefore be identified with C∗: T ∗A(C) ≡ C∗.
Consequently the entire phase space can be identified as
T ∗(C) ≡ C ⊕ C∗. (2.39)
The electric field E is to be identified with an element of the dual space via
the pairing
〈E,A〉 =
∫
R3
E(x) · A(x)d3x, (2.40)
which is the field theoretic analog of
∑n
i=1 pidqi, when one identifies TA(C)
with C. Combined with our choice of norm (2.35), this pairing induces on
E the norm ‖E‖C∗ = ‖ |C|−1/2E‖L2(R3). Since C involves the restriction
div A = 0, so does the dual space. We can therefore make the natural
identification
C∗ = {real valued vector fields E on R3 such that (2.41)
a. div E = 0 (2.42)
b. ‖E‖C∗ := ‖ |C|−1/2E‖L2(R3) <∞}. (2.43)
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In the canonical formalism a point in phase space is thereby specified by a
pair {A,E} with ‖A‖2C + ‖E‖2C∗ <∞ and div A = div E = 0.
We see from (2.21) at t = 0 that this is precisely the Bargmann-Wigner
norm on the initial data when we take B = curl A.
‖{B,E}‖2bw = ‖A‖2C + ‖E‖2C∗ , div A = 0, div E = 0. (2.44)
Since C commutes with |C| the annihilator in C∗ of the positive spectral
subspace of curl in C is the negative spectral subspace of curl in C∗. Simi-
larly with positive and negative reversed. Consequently we have the natural
identifications
C∗+ = {E ∈ C∗ : E is in the positive spectral subspace of curl}. (2.45)
C∗− = {E ∈ C∗ : E is in the negative spectral subspace of curl}. (2.46)
Analogous to the identification (2.39) we therefore have the identifications
T ∗(C+) = C+ ⊕ C∗+, T ∗(C−) = C− ⊕ C∗−, T ∗(C) = T ∗(C+) + T ∗(C−). (2.47)
Theorem 2.12 Suppose that the pair {A,E} is a point in phase space T ∗(C).
Let A(t), E(t) be the unique solution to Maxwell’s equations with initial data
A(0) = A,−A˙(0) = E(0) = E. Then the plane wave decomposition of the
solution consists of
a) positive helicity plane waves if and only if {A,E} is in T ∗(C+).
b) negative helicity plane waves if and only if {A,E} is in T ∗(C−).
Proof. The assumption that {A,E} lies in T ∗(C) is equivalent, by (2.44),
to the assumption that the pair has finite Bargmann-Wigner norm. In view
of (2.36), (2.37), (2.45) and (2.46), the present theorem just restates the
equivalence between items 1.) and 2.) in Theorem 2.9.
Remark 2.13 (Primacy of the configuration space decomposition) The he-
licity character of a solution to Maxwell’s equations is not determined by the
value of A(0) alone but also requires knowledge of A˙(0). To conclude, for ex-
ample, that a solution has only positive helicity plane waves in its plane wave
decomposition it is not sufficient to know that A(0) is in the positive spectral
subspace of curl. One must know also that A˙(0) is in the positive spectral
subspace of curl. And yet the decomposition (2.38) of C is responsible for
determining helicity in the sense that once this decomposition is known it
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automatically determines the decomposition of T ∗(C) as in (2.47), allowing
Theorem 2.12 to be applied. The decomposition of T ∗(C) thereby plays a
secondary role compared to the decomposition (2.38). This is important to
observe for two disparate reasons. First, in the quantized theory, where a
state of the field is given by a function ψ on C, the Heisenberg field expec-
tations (B(x, t)ψ, ψ) and (E(x, t)ψ, ψ) in the state ψ will be shown in [17]
to have only positive helicity plane waves in their plane wave decomposition
when ψ depends only on C+. Second, in the non-abelian theory, where the
configuration space is a non-linear manifold, the electromagnetic decompo-
sition (2.38) has a natural analog with properties that well imitate those of
the electromagnetic case. This will be shown in Section 6.
Remark 2.14 (A bit of history) Immediately after Heisenberg and Pauli
published their fundamental paper [20] in 1929, describing the quantized
electromagnetic field, Landau and Peierls [31], in 1930, rederived some of
the formalism of Heisenberg and Pauli, emphasizing the role of the electro-
magnetic configuration space. In the formulation of Landau and Peierls E
and B were not independent. They introduced a norm equal to one of the
two terms in (2.15) (or equivalently (2.30)) for the normalization condition
for their configuration space. See e.g. [31, Equations (7)-(10)]. It is now
understood that in the canonical formalism A and E are to be regarded as
independent variables in phase space. So their suggestion to allow either term
in (2.30) as the norm on their configuration space obscured the distinction
between configuration space and phase space. Interestingly, they arrived at
their norm, not by citing Lorentz invariance, but by arguing that a unit vec-
tor in this particular norm represents a single photon. An updated version of
their “number of photons” argument for this norm, leading to the full phase
space norm (2.30), can be found in Jackson [27, Problem 7.30].
3 Equivalence of helicity and Euclidean self-
duality in electromagnetism
3.1 The Poisson action and Maxwell-Poisson semigroup
The helicity decomposition (2.38) and it’s associated decomposition of phase
space (2.47) are based on use of the spectral decomposition of the operator
curl and were shown to be equivalently characterizable in terms of plain wave
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expansions. (cf. Theorems 2.9 and 2.12.) But neither plain wave expansions
nor the operator curl mesh well with non-abelian gauge fields. In this section
we are going to show that the helicity decomposition of configuration space
can be reproduced without using either plane wave expansions or the spectral
decomposition of curl. Instead, we will extend the gauge potential A to a
half-space in R4 and show that the decomposition is equivalent to (anti-)self-
duality of the extension. This method for implementing the decomposition
(2.38) in electromagnetism will be shown in succeeding sections to go over
to non-abelian gauge fields.
To simplify otherwise cumbersome calculations we will make use hence-
forth of differential form notation. Recall that if (u1, u2, u3) is a vector field
on R3 then the corresponding differential form is given by u =
∑3
i=1 uidx
i,
the Hodge ∗ operator is given on 1-forms by ∗u = (1/2)∑i,j,k ǫijkui dxj ∧dxk
and on 2-forms by ∗∑jk vjkdxj ∧ dxk =∑ijk ǫijkvjkdxi. The exterior deriva-
tive is given by du =
∑
ji(∂ui/∂xj)dx
j∧dxi and the action of curl on 1-forms
is given by curl u = ∗du.
Notation 3.1 Denote by R4+ the Euclidean half space R
3 × [0,∞) with co-
ordinates (x, s). Let a be a real valued 1-form on R4+ in temporal gauge.
That is,
a(x, s) =
3∑
j=1
aj(x, s)dx
j, x ∈ R3, s ∈ [0,∞). (3.1)
Then the four dimensional curvature of a is given by
F = ds ∧ a′ + da, (3.2)
where ′ = (∂/∂s) and d is again the three dimensional exterior derivative
operator.
We wish to minimize the functional∫
R4
+
|F (x, s)|2dxds (3.3)
subject to the initial condition
a(x, 0) = A(x), x ∈ R3, (3.4)
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wherein A is a given real valued 1-form on R3. Observe first that
|F (x, s)|2Λ2 = |a′(x, s)|2Λ1 + |da(x, s)|2Λ2 (3.5)
for each (x, s) because the first 2-form on the right side of (3.2) is orthogonal
to the second one. In (3.5) Λ1 denotes, as usual, the three dimensional space
of linear functionals on R3 and Λ2 denotes the three dimensional space of
skew symmetric bilinear functionals on R3. The variational equation for
the minimization problem can be derived in the usual way as follows. Let
u(x, s) =
∑3
j=1 uj(x, s)dx
j with each coefficient lying in C∞c (R
3 × (0,∞)).
Then we find
∂u
∫
R4
+
{
|a′(x, s)|2 + |da(x, s)|2
}
dxds
= 2
∫
R4
+
{
− (a′′(x, s), u(x, s)) + (d∗da(x, s), u(x, s))
}
dxds (3.6)
after doing an integration by parts in both time and space. The variational
equation is therefore
a
′′ = d∗da. (3.7)
This is not quite Poisson’s equation because half of the Laplacian, −∆ =
d∗d + dd∗, is missing from the right hand side. But it is intimately related
to Maxwell’s theory and we will refer to (3.7) as the Maxwell-Poisson equa-
tion. It is easily solved. Since d∗ = ∗d∗ on 2-forms over R3 we see that
d∗d = (∗d)(∗d) = curl2. The equation (3.7) may therefore be written as
a
′′(s) = C2a(s) with C = curl. The function a(s) = esCA clearly solves this
equation as does also a(s) = e−sCA. But if A is in the strictly positive spec-
tral subspace of curl then ‖a′(s)‖L2(R3) grows exponentially in the first case,
making (3.3) infinite, while if A is in the strictly negative spectral subspace
of curl then (3.3) is infinite in the second case. The solution in both cases is
given, for arbitrary A ∈ L2(R3,Λ1), by
a(s) := e−s|C|A, s ≥ 0. (3.8)
It solves the Maxwell-Poisson equation (3.7) because a′′ = |C|2a = C2a =
d∗da and also satisfies the initial condition a(0) = A. Under reasonable
growth restrictions on a(·) the solution given by (3.8) is unique. We will
always assume uniqueness. The size of the minimum in (3.3) will be discussed
in the following. It bears emphasizing that we are not making an assumption
that A is in Coulomb gauge in this discussion.
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Terminology 3.2 The unique solution to the Maxwell-Poisson equation
(3.7) with initial value A will be referred to as the Poisson extension of
A. We define the Poisson action of A by
P(A) =
∫ ∞
0
(
‖a′(s)‖22 + ‖da(s)‖22
)
ds, (3.9)
where a is the Poisson extension of A. We are only interested in those
potentials A for which P(A) < ∞. We reiterate that P(A) is the minimum
of the integral in (3.9) subject to the condition that a(0) = A.
Remark 3.3 The Poisson action of a gauge potential A can be computed
explicitly. We need not assume that A is in Coulomb gauge. From (3.8) we
find
a
′(s) = −|C|e−s|C|A
‖a′(s)‖22 = ‖ |C|e−s|C|A‖22 = (|C|2e−2s|C|A,A)
‖da(s)‖22 = ‖ ∗ da(s)‖22 = ‖Ce−s|C|A‖22 = (|C|2e−2s|C|A,A).
Therefore
P(A) = 2
∫ ∞
0
(|C|2e−2s|C|A,A)ds
= (|C|A,A). (3.10)
A reader concerned about the lack of exponential decrease in (3.8) when A
is in the null space of curl should observe that in this case the integrand in
(3.9) is identically zero.
Remark 3.4 The identity (3.10) holds even if A is longitudinal, that is,
A = dλ for some real scalar function λ. In this case A is in the null space of
C and therefore also in the nullspace of |C|. It follows then from (3.10) that
P(dλ) = 0 for any function λ : R3 → R. (3.11)
This could also be derived directly from the definition (3.9) because the
solution to the Maxwell-Poisson equation (3.7) is easily verified to be a(s) =
dλ.
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On the other hand, for A in Coulomb gauge, (3.10) and Definition 2.11
show that
P(A) = (|C|A,A)2 = ‖A‖2C if div A = 0. (3.12)
In particular if A is in Coulomb gauge then P(A) < ∞ if and only if A ∈
H1/2(R
3).
Remark 3.5 A general gauge potential A can be decomposed into its lon-
gitudinal part and transverse part:
A = Along + Atrans, Along = dλ, div Atrans = 0. (3.13)
Its Poisson extension is then given by
a(s) = Along + e
−s|C|Atrans. (3.14)
Since |C| has zero nullspace among the transverse potentials, the second term
goes to zero as s→∞. Hence
lim
s→∞
a(s) = Along. (3.15)
The Maxwell-Poisson equation therefore filters out the transverse part of A
and leaves the longitudinal part (i.e. pure gauge part) in the limit. For a
non-abelian gauge field the pure gauge part cannot be separated out from
the initial potential A. Instead we will use the non-abelian analog of the
Maxwell-Poisson equation to separate out a “pure gauge piece” of the initial
data by an analog of (3.15).
Remark 3.6 If A is in Coulomb gauge then (3.12) shows that the first term
in the Bargmann-Wigner norm (2.44) is equal to the Poisson action of A.
Since the full Bargmann-Wigner norm is then determined by the dual space
norm as in (2.44), the Poisson action actually determines the full Lorentz
invariant norm on the initial data space for Maxwell’s equations.
3.2 Self duality and helicity for the classical electro-
magnetic field
The four dimensional Euclidean Hodge star operation ∗e is given on the four
dimensional curvature F defined in (3.2) by
∗e F = ds ∧ ∗da+ ∗a′, (3.16)
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wherein ∗ denotes the three dimensional Hodge star operation. Therefore
the four dimensional curvature F is self-dual if and only if
ds ∧ a′ + da = ds ∧ ∗da+ ∗a′ (self-duality). (3.17)
That is
a
′ = ∗da (self-duality). (3.18)
(Keep in mind that ∗2 = Identity over R3.) Similarly F is anti-self-dual if
and only if
a
′ = − ∗ da (anti-self-duality). (3.19)
It is clear that (3.18) and (3.19) each imply the Maxwell-Poisson equation
(3.7)
Theorem 3.7 Suppose that div A = 0 and that A ∈ H1/2(R3). Let a(s) be
the Poisson extension of A. Then
A is in the negative spectral subspace of curl if and only if a(·) is self-dual.
A is in the positive spectral subspace of curl if and only if a(·) is anti-
self-dual.
Proof. Writing C = curl = ∗d we may write (3.18) and (3.19) in the
form
a
′ = Ca (self-dual) (3.20)
a
′ = −Ca (anti-self-dual). (3.21)
If A lies in the negative spectral subspace of curl then e−s|C|A = esCA and
therefore the solution (3.8) reduces to a(s) = esCA. Consequently a′(s) =
Ca(s) and therefore a(·) is self-dual.
Conversely, suppose that a(·) is self-dual. Then by (3.20) we have a(s) =
esCA and therefore ‖a′(s)‖L2(R3) = ‖CesCA‖L2(R3). If A has a non-zero spec-
tral component for C in the spectral subspace [ǫ,∞) with some ǫ > 0 then,
by the spectral theorem, ‖CesCA‖L2(R3) ≥ cǫ exp(ǫs) for some strictly pos-
itive constant c. Therefore a(·) does not have finite Poisson action and A
is not in H1/2. So A must lie in the spectral subspace (−∞, 0] for C if a is
self-dual.
A similar argument applies to show that the Poisson extension of A is
anti-self-dual if and only if A lies in the positive spectral subspace of curl.
The following corollary is the main result of this section.
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Corollary 3.8 Suppose that A is in the electromagnetic configuration space
C and a is its Poisson extension. Then
A is in C+ if and only if a is anti-self-dual.
A is in C− if and only if a is self-dual.
Proof. This just restates Theorem 3.7 in view of Definition 2.11.
4 Yang-Mills fields
Both the Lorentz invariant norm and helicity for the electromagnetic field
can be characterized in terms of either plane waves, the operator curl, or
the Maxwell-Poisson semigroup, as we saw in Sections 2 and 3. Since the
classical Yang-Mills equations are non-linear, there is no useful gauge invari-
ant representation of these fields in terms of plane waves. In this section
we are going to describe the Yang-Mills analog of the Maxwell-Poisson semi-
group and then use it to produce both a Riemannian metric on configuration
space and a decomposition of configuration space into positive and nega-
tive “helicity” submanifolds. Here is an outline of the transition steps from
electromagnetism to Yang-Mills.
i) The norm on the (linear) configuration space of the electromagnetic
field will be replaced by a Riemannian metric on the (non-linear) configura-
tion space C of the Yang-Mills field. The Yang-Mills-Poisson equation will
be instrumental in this construction. (Section 5.)
ii) The helicity subspaces C± in the linear decomposition (2.38) will be
replaced by submanifolds C± determined by (anti-)self duality of solutions to
the Yang-Mills-Poisson equation. (Section 6.1.)
iii) The orthogonal projections onto the helicity subspaces C± in the linear
decomposition (2.38) will be replaced by flows along orthogonal vector fields
over the manifold C, yielding non-linear analogs of these projections. (Section
6.2.)
iv) The spectral behavior of the operator curl in the electromagnetic he-
licity spaces will be replaced by a corresponding behavior of the gauge covari-
ant curl operator acting not on the configuration space C but on the tangent
spaces T (C±). (Section 6.2.)
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5 The configuration space for Yang-Mills fields
5.1 The Poisson action and configuration space
Denote by K a compact Lie group contained in the orthogonal or unitary
group of a finite dimensional inner product space V . k will denote its Lie
algebra, on which we assume given an AdK invariant real inner product
〈·, ·〉k. Let
a(s) :=
3∑
j=1
aj(s)dx
j , s ≥ 0 (5.1)
be a k valued 1-form on R3 for each (Euclidean) time s ≥ 0. Here each
coefficient aj(x, s) lies in k. Denote by
b(s) := da(s) + a(s) ∧ a(s) (5.2)
its three dimensional curvature and denote by a′(s) its derivative with respect
to s. We may regard a as a 1-form on a half space of R4 in temporal gauge.
That is, it has no ds component. Its four dimensional curvature is then given
by
F = ds ∧ a′(s) + b(s). (5.3)
Since the two summands are mutually orthogonal at each point (x, s) we
have
|F (x, s)|2Λ2⊗k = |a′(x, s)|2Λ1⊗k + |b(x, s)|2Λ2⊗k (5.4)
in analogy with (3.5). We are interested in the minimization of the functional∫ ∞
0
(
‖a′(s)‖2L2(R3) + ‖b(s)‖2L2(R3)
)
ds (5.5)
subject to an initial condition a(0) = A, where A is a given k valued 1-form
on R3. In view of (5.4) this functional of a is also given by the familiar
expression (3.3) but with F now given by (5.3).
The Euler equation for this minimization problem is the Yang-Mills-
Poisson equation
a
′′(s) = d∗
a(s)b(s), a(0) = A. (5.6)
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Here we are using dA to denote the gauge covariant exterior derivative, which
is given on any k valued p-form on R3 by dAω = dω + [A ∧ ω], while d∗a(s) :
L2(R3; Λ2 ⊗ k) → L2(R3; Λ1 ⊗ k) denotes the adjoint of da(s) in (5.6). The
suggestive notation [u∧v] for k valued forms means to use commutator of the
coefficients with wedge product of the differentials. For example [(
∑
i uidx
i)∧
(
∑
j vjdx
j)] =
∑
ij[ui, vj]dx
i ∧ dxj . Later we will also need to use the adjoint
of this product, given by 〈[uy v], ω〉 = 〈v, [u ∧ ω]〉, which must hold for each
point in R3 and for all k valued forms ω such that deg u+deg ω = deg v. 〈·, ·〉
is the inner product on forms induced by the given inner product on k.
The Yang-Mills-Poisson equation (5.6) is equivalent to the elliptic Yang-
Mills equation for forms in temporal gauge since d
(∗e)
a F = −a′′+d∗ab, where ∗e
is the Euclidean Hodge star operator. This is an elliptic non-linear boundary
value problem which has been investigated in ground breaking work by A.
Marini and T. Isobe. [33, 34, 35, 24, 36, 37, 38, 25, 26]. For a bounded open
set in R4 they have proven existence and non-uniqueness of solutions to the
minimization problem if one allows the solution to take on the prescribed
boundary values in a weak sense, namely equality only up to local gauge
transformations. Our half space problem can be conformally transformed into
their setting. But we need a stronger notion of attainment of the boundary
value at s = 0, namely actual equality. However we can allow a singularity
at the point of their boundary corresponding to s =∞. Thus at the present
time it is not inconsistent with their work to assume existence and uniqueness
for solutions to the Yang-Mills-Poisson equation (5.6) under some appropriate
conditions on A. We will assume throughout the remainder of this paper that
for the potentials A of interest to us existence and uniqueness holds for the
boundary value problem (5.6) with finite value of the action functional in
(5.5). In Example 5.4 we will see how instantons give rise to such solutions.
Notation 5.1 (Poisson action) Define
P(A) =
∫ ∞
0
(
‖a′(s)‖2L2(R3) + ‖b(s)‖2L2(R3)
)
ds, (5.7)
wherein a is the solution to the boundary value problem (5.6). We will refer
to a as the Poisson extension of A and to P(A) as the Poisson action of A.
A gauge function g : R3 → K acts on a potential A via the action
A 7→ Ag := g−1Ag+ g−1dg. The Poisson action is a gauge invariant function
of A. That is,
P(Ag) = P(A). (5.8)
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To see this, suppose that a is a solution to the Yang-Mills-Poisson equation
(5.6). Then the function
a
g(s) := g−1a(s)g + g−1dg (5.9)
is again a solution to (5.6), as we can see from the identities (d/ds)nag(s) =
g−1(d/ds)na(s)g, n = 1, 2 and d∗
a
g(s)b
g(s) = g−1
(
d∗
a(s)b(s)
)
g. Of course ag(0) =
Ag. And since bg(s) = g−1b(s)g we see also that the functional in (5.7) has
the same value for ag. This proves (5.8).
As in the electromagnetic case P(A) is zero on pure gauges. (cf. (3.11).)
Indeed, if A is a pure gauge, say A = g−1dg, then its Poisson extension is
given by a(s) = g−1dg for all s ≥ 0 since both a′(s) = 0 and b(s) = 0 for this
function, which shows that (5.6) holds and also that
P(g−1dg) = 0. (5.10)
We wish to use the function P(A) to construct the relativistically correct
configuration space as we did in the electromagnetic case. Nominally, the
configuration space is given by C = A/G for some appropriate set A of gauge
potentials on R3 and corresponding gauge group G. But (5.10) shows that
the restriction P(A) <∞ provides no control over A in some directions (the
longitudinal directions). Defining A simply by the condition P(A) < ∞
would lead therefore to an unsatisfactory candidate for A, a circumstance
which we avoided in the electromagnetic case by imposing the Coulomb gauge
on A. In our non-abelian case we want to avoid such a gauge choice because
of the ever lurking Gribov ambiguity. We will instead put an indirect size
restriction on the gauge potentials allowed into our space A by making use
of the filtering action of the Yang-Mills-Poisson equation.
Let
‖ω‖H1/2 = ‖(−∆)1/4ω‖L2(R3)
for any k valued 1-form on R3. Here we are using the Laplacian −∆ :=
d∗d + dd∗ on k valued 1-forms over R3. We have chosen the Sobolev index
1/2 because in the electromagnetic case the size restriction P(A) <∞ gives
exactly H1/2 gauge potentials when the Coulomb gauge is imposed, as we
saw in (3.10). We are going to impose an H1/2 restriction on the “filtered
longitudinal part” of A as follows.
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Suppose that a(s) is a solution to (5.6) and that
a∞ := lim
s→∞
a(s) (5.11)
exists (for example in the sense of L2(R3)loc). We saw in (3.15) that a∞ exists
in the electromagnetic case and is precisely the longitudinal part (i.e. the
pure gauge part) of the initial potential A.
Notation 5.2 (R, A and C) Let
R = {solutions a to the differential equation in (5.6) such that
P(a(0)) + ‖a∞‖2H1/2 <∞}. (5.12)
The gauge potentials of interest to us will be the set of initial values of such
solutions:
A = {a(0) : a ∈ R}. (5.13)
We will say that a gauge potential A on R3 is in the soft Coulomb gauge
if it lies in A, and in the asymptotic Coulomb gauge if in addition a∞ = 0.
The examples we construct from instantons below will be in the asymptotic
Coulomb gauge.
Having now chosen the space A in a way that parrots the electromagnetic
case, the gauge group G appropriate for this choice must be chosen so as to
preserve A as a set and also to be isometric for the as yet to be determined
Riemannian metric on A. If a is the Poisson extension of A then ag is
the Poisson extension of Ag as we have seen in the proof of (5.8). Since
lims→∞ a
g(s) = (a∞)
g we need
a
g
∞ ∈ H1/2 whenever a∞ ∈ H1/2
in order for A to be a gauge invariant set under the gauge function g. In view
of (5.9) we therefore need g−1dg to be itself in H1/2. With this as motivation
we define
G = {gauge functions g : R3 → K such that g−1dg is in H1/2
and g(x)→ I as x→∞}. (5.14)
The second condition reflects the fact that we are interested in charge zero.
The relation between the behavior at infinity of a gauge function on the
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one hand and total charge on the other results from the well known relation
between gauge invariance and conservation of charge. This will be elaborated
on in a future work.
It happens that G is a complete topological group in its natural metric
under pointwise multiplication. It is also the critical gauge group for three
spatial dimensions in the sense that for any ǫ > 0, the set of gauge functions
for which g−1dg lies in the (locally) larger space H1/2−ǫ is no longer a group:
It is not closed under multiplication. See [19] for further properties and
proofs. Combining the set A of “H1/2” gauge potentials with the matching
group G of “H3/2” gauge functions, we define the configuration space for the
non-abelian gauge field to be
C = A/G. (5.15)
We will make A into a Riemannian manifold with a G invariant metric in the
next two sections. To this end we will gather information on the derivatives
of P in the next section. This produces, of course, a Riemannian metric on
C also.
Remark 5.3 In addition to the fundamental mathematical question as to
the existence and uniqueness of solutions to the Yang-Mills-Poisson equation
(5.6), these definitions raise the question as to whether the limit a∞ actually
exists for some appropriate class of gauge potentials A. For the Yang-Mills
heat equation a similar question has been addressed in many works. See e.g.
[22, 21, 23], [9], [28], [43] and references therein.
5.2 Restriction of instantons
Example 5.4 (Restriction of instantons) Finite action solutions to the Yang-
Mills-Poisson equation can be constructed from instantons by gauge trans-
forming an instanton to the Euclidean temporal gauge and then restricting
it to a half-space. Take, for example, K = SU(2). The simplest instanton is
given by
Aµ(x) = σµ,νx
ν/(|x|2 + ρ2), x = (x, s) ∈ R4.
where σµ,ν = −σν,µ ∈ k = su(2) and ρ > 0 and constant. Its curvature is
given by
Fµ,ν = −4σµ,ν ρ
2
(|x|2 + ρ2)2 .
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See e.g. [6] or [4] or [54, Eq. (21.26)] or [58].
We want to gauge transform A into the Euclidean temporal gauge, i.e.,
so that its new fourth component is equal to zero. For a gauge function
g : R4 → SU(2) we have (Ag)4 = g−1A4g + g−1∂sg. So we want to choose g
so that A4 + (∂sg)g
−1 = 0. We may write
A4(x, s) =
u
s2 + a2
,
where u =
∑3
j=1 σ4,jx
j ∈ k and a2 = |x|2 + ρ2. The solution which is the
identity element of SU(2) at s = 0 is given by Bitar and Chang [6, Equ.
(4.4)] as gbc(x, s) = exp(−(u/a)tan−1(s/a)). For 0 ≤ s < ∞, gbc(·, s) lies
in our critical gauge group G, but gbc(·,∞) does not. We need to use the
solution which is the identity element at s =∞. It is given by
g(x, s) = exp
(u
a
{
(π/2)− tan−1(s/a)
})
, (x, s) ∈ R4.
Then (Ag)4 = 0 and
aj(x, s) ≡ (Ag)j(x, s)
= g(x, s)−1Aj(x, s)g(x, s) + g(x, s)
−1∂jg(x, s), j = 1, 2, 3.
Since g(x,∞) = I and Aj(x,∞) = 0 we see that (Ag)j(x,∞) = 0. So
Ag is in Euclidean temporal gauge and also in asymptotic Coulomb gauge.
Since it is the four dimensional gauge transform of an instanton it satisfies
d∗eAgF (A
g) = 0, which is Poisson’s equation (5.6) for a. Its curvature is square
integrable over all of R4 and therefore over the half-space R4+. Hence a has
finite action and is in asymptotic coulomb gauge. In particular its initial
value, a(0), lies in A.
Since, by definition, an instanton has finite action, this construction ap-
plies to any instanton as long as the time dependent gauge transformation
g(x, s) needed to transform the instanton to temporal gauge can be chosen
to be the identity of the group K at s =∞.
5.3 Derivatives of the Poisson action.
Notation 5.5 (Variational equation) If A(t) is a time dependent family of
gauge potentials on R3 and if u := (d/dt)A(t)
∣∣∣
t=0
then u is a k valued 1-form
on R3 and measures the variation of A(t) at t = 0. For any function f on A
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the derivative of f at A in the direction u is given, in accordance with the
chain rule, by
(∂uf)(A) = (d/dt)f(A(t))|t=0, (5.16)
where A = A(0).
Suppose that for each t the Poisson extension of A(t) is at(s). The Poisson
equation a′′t (s) = d
∗
at(s)
bt(s) can be differentiated with respect to t at t = 0
to find the variational equation associated to the variation u. Define u(s) =
(∂/∂t)at(s)
∣∣∣
t=0
. Then we find for u(s) the variational equation
u
′′(s) = d∗
a(s)da(s)u(s) + [u(s)y b(s)]. (5.17)
Here a(s) ≡ a0(s) is the Poisson extension of A ≡ A(0) and u : [0,∞) →
L2(R3; Λ1 ⊗ k) is a function satisfying u(0) = u in addition to (5.17). The
last term in (5.17) has been defined in the paragraph after Eq. (5.6). In the
following we will always assume that for a variation u of interest to us there
is a unique solution to the variational equation (5.17) with initial value u and
such that u(s)→ 0 as s→∞. We will refer to u(s) as the Poisson extension
of u along a.
We can compute the derivative of the Poisson action as follows.
Lemma 5.6 Let u be a variation of a point A in A, i.e. u is a k valued
1-form on R3. If a(s) is the Poisson extension of A then
∂uP(A) = −2(u, a′(0))L2(R3;Λ1⊗k). (5.18)
Proof. Denote by u(s) the Poisson extension of u. Suppose that A(t) is a
curve with A(0) = A and (d/dt)A(t)|t=0 = u and that at(s) is the Poisson
extension of A(t). Then we have, at t = 0,
(d/dt)‖a′t(s)‖2 = 2(a′(s), u′(s)) and (d/dt)‖bt(s)‖2 = 2(b(s), da(s)u(s)).
Therefore, using the Poisson equation (5.6) in the third line below, we find
∂uP(A) = 2
∫ ∞
0
(
(a′(s), u′(s)) + (b(s), da(s)u(s))
)
ds (5.19)
= 2
∫ ∞
0
({
(d/ds)(a′(s), u(s))
}
− (a′′(s), u(s)) + (da(s)∗b(s), u(s))
)
ds
= 2(u(s), a′(s))
∣∣∣∞
0
= −2(u(0), a′(0)).
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Remark 5.7 (Longitudinal and transverse) The decomposition of an elec-
tromagnetic field into longitudinal and transverse parts is not a gauge in-
variant decomposition. Nor is there any gauge invariant analog of this de-
composition for non-abelian gauge fields. But for the tangent spaces to the
manifold A there is a well known gauge invariant decomposition analogous
to the Coulomb gauge. The terminology, vertical and horizontal, for the dif-
ferential analogs of longitudinal and transverse goes back to Ambrose and
Singer [2]. This will be reviewed here in our special context to help establish
notation.
Notation 5.8 (Vertical and horizontal) If λ : R3 → k is a reasonable func-
tion then g(t, x) := exp(tλ(x)) defines a curve t → g(t) in the gauge group
G. Given a point A ∈ A the curve t 7→ Ag(t) is a curve in A. Since, at
t = 0 one has (d/dt)Ag(t) = [A, λ] + dλ, the tangent to this curve in A at
t = 0 is given by the 1-form dAλ := dλ + [A, λ]. The vertical subspace of
TA(A) is by definition the set of tangent vectors to these curves at A. They
consist therefore of k valued 1-forms dAλ with λ running over the Lie algebra
of G. The subspace of L2 orthogonal to the vertical subspace is called the
horizontal subspace. Thus a k valued 1-form u on R3 is
vertical at A if u = dAλ for some scalar function λ. (5.20)
horizontal at A if d∗Au = 0. (5.21)
This is the standard terminology associated to the Coulomb connection for
the G bundle A, [56]. In this discussion we have made the usual identification
of a tangent vector to A with a k valued 1-form on R3. The corresponding
action of a gauge function on such a form is given by u 7→ ug := g−1ug.
Lemma 5.9 If f : A → C is gauge invariant then
∂vf(A) = 0 (5.22)
for any vertical vector v = dAλ.
Proof. Let g(t, x)) = exp(tλ(x)). By assumption f(Ag(t)) = f(A). But at
t = 0, (d/dt)Ag(t) = v. Therefore (∂vf)(A) = 0 by the chain rule.
Corollary 5.10 If a(·) is a solution to the Yang-Mills-Poisson equation of
finite action and a(0) = A then a′(0) is horizontal at A. That is,
d∗Aa
′(0) = 0. (5.23)
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Moreover
d∗
a(s)a
′(s) = 0 ∀s ≥ 0. (5.24)
Proof. Since P is gauge invariant Lemma 5.9 shows that ∂vP(A) = 0 for
any vertical vector v, say v = dAλ. But the derivative of P is given by
(5.18), from which we can conclude that (dAλ, a
′(0))L2 = 0 for all λ. That is,
(λ, d∗Aa
′(0))L2 = 0 for all λ. Hence (5.23) holds. Now for any k valued 2-form
ω we have the identity (d∗A)
2ω = [Byω], which follows by duality from the
Bianchi identity (dA)
2φ = [B, φ] for scalar functions φ. Hence
(d/ds)
(
d∗
a(s)a
′(s)
)
= d∗
a(s)a
′′(s) + [a′(s)y a′(s)]
= d∗
a(s)d
∗
a(s)b(s) + 0
= [b(s)y b(s)]
= 0.
Therefore d∗
a(s)a
′(s) is constant in s. Since, by (5.23), it is zero at s = 0 it is
identically zero.
Theorem 5.11 (Second derivatives of the Poisson action) Suppose that A
has finite Poisson action and that u and v are k valued 1-forms on R3. Denote
by a the Poisson extension of A and by u, v the respective Poisson extensions
of u and v along a. Then
(1/2)∂v∂uP(A) =
∫ ∞
0
{(
u
′(s), v′(s)
)
L2
+
(
d
a(s)u(s), da(s)v(s)
)
L2
+
(
[u(s) ∧ v(s)], b(s)
)
L2
}
ds (5.25)
and also
−(1/2)∂v∂uP(A) =
(
u, v′(0)
)
=
(
v, u′(0)
)
. (5.26)
In particular,
(1/2)∂2uP(A) =
∫ ∞
0
{
‖u′(s)‖2L2 + ‖da(s)u(s)‖22 +
(
[u(s) ∧ u(s)], b(s)
)}
ds
(5.27)
and also
∂2uP(A) = −2(u, u′(0)) = −(d/ds)‖u(s)‖2L2
∣∣∣
s=0
. (5.28)
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Proof. Differentiate (5.18) with respect to A in the direction v to find
−(1/2)∂v∂uP(A) =
(
u, v′(0)
)
L2
. (5.29)
Using the variational equation (5.17) we get
(d/ds)(u(s), v′(s))
= (u(s), v′′(s)) + (u′(s), v′(s))
= (u(s), d∗
a
dav(s) + [v(s)y b(s)]) + (u
′(s), v′(s))
= (dau(s), dav(s)) + (u(s), [v(s)y b(s)]) + (u
′(s), v′(s))
= (dau(s), dav(s)) + ([v(s) ∧ u(s)], b(s)) + (u′(s), v′(s)). (5.30)
Assuming that (u(s), v′(s)) goes to zero as s → ∞ we may integrate this
identity over [0,∞) to find, using [u ∧ v] = [v ∧ u],
− (u(0), v′(0)) (5.31)
=
∫ ∞
0
{
(dau(s), dav(s)) + ([u(s) ∧ v(s)], b(s)) + (u′(s), v′(s))
}
ds.
(5.25) and (5.26) now follow from (5.29), (5.31) and the symmetry in u and
v in (5.31). Set v = u in (5.25) and (5.26) to find (5.27) and (5.28).
Remark 5.12 (Expansion of P near zero.) The behavior of P(A) for small
A is given by
P(u) = (|C|u, u)L2(R3;Λ1⊗k) +O(u3), (5.32)
where u is a small variation of A at A = 0. To see this observe that the
Poisson extension of A = 0 is a(s) = 0. The variational equation (5.17)
is therefore u′′(s) = d∗du(s), which is the Maxwell-Poisson equation for the
k valued 1-form u(s). The solution, as in the real valued case, (3.8), is
u(s) = e−s|C|u, where C is the curl acting on each k component of u. Hence
u
′(0) = −|C|u. We find therefore, P(0) = 0, (∂uP)(0) = −2(u, a′(0)) = 0
and (1/2)(∂2uP)(0) = (|C|u, u), from which (5.32) follows.
Remark 5.13 It may be useful to observe that a′(s) is itself a variational
field along a, and if u is also a variational field along a then
(u(0), a′′(0)) = (u′(0), a′(0)). (5.33)
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Proof. Let v(s) = a′(s). Then
v
′′(s) = (d/ds)a′′(s)
= (d/ds)d∗
a
b
= d∗
a
daa
′(s) + [a′(s)y b(s)]
= d∗
a
dav(s) + [v(s)y b(s)].
Therefore a′ is a variational field along a. Upon taking v(s) = a′(s) in (5.26)
we find (5.33).
5.4 The Riemannian metrics on A and C
We want to define a Riemannian metric on A which is gauge invariant, cap-
tures a non-linear version of the electromagnetic norm identity (3.12), and,
unlike (3.12), does not require the Coulomb gauge. We aim to do this by
using the first variation of the Poisson action to define a norm on horizontal
vectors and then using an explicitly defined norm on vertical vectors that’s
commensurate with our choice of gauge group, G.
Notation 5.14 (Riemannian metric on A) Suppose that A is in A and that
a is its Poisson extension. If u is any k valued 1-form on R3 and u is its
Poisson extension along a define
A‖u‖2 =
∫ ∞
0
(
‖u′(s)‖22 + ‖da(s)u(s)‖22
)
ds. (5.34)
Suppose that w is a k valued 1-form on R3 which decomposes into horizontal
and vertical components:
w = u+ v, d∗Au = 0, v = dAλ.
Define
‖w‖2A = ‖u+ v‖2A = A‖u‖2 + ‖(−∆A)1/4v‖2L2(R3), (5.35)
where ∆A =
∑3
j=1(∂
A
j )
2 and ∂Aj = ∂j + [Aj, ·]. We define the horizontal
subspace at A by
u ∈ HA if
{
d∗Au = 0 and
‖u‖A <∞.
(5.36)
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It seems likely that the norm ‖u‖A is non-degenerate on HA and we will
assume this in the following. But the integral in (5.34) is meaningful even
if u is not horizontal at A. However A‖u‖ is not a norm since it can be
degenerate on non-horizontal elements, as will be shown in the next example.
For this reason we have added the second term in (5.35). We will see that it
is commensurate with our choice of G, defined in (5.14).
In the case of electromagnetism, where K = U(1), (3.12) shows that
P(A) = ‖A‖2H1/2 when A is in Coulomb gauge. Identifying, as usual, the
tangent space to A with A itself in this linear theory, we see that the norm
‖u‖A in (5.35) reduces to the H1/2 norm of electromagnetism when u is
horizontal. One should think of ‖u‖A as an “H1/2”-like norm on HA in the
non-abelian case.
Example 5.15 (Degeneracy) If A = 0 then, for any k valued function λ on
R3, dλ is a vertical vector at A and we have
A‖dλ‖ = 0. (5.37)
This is easily seen because the Poisson extension of A := 0 is a(s) ≡ 0.
Therefore if we define u(s) = dλ for all s ≥ 0 then u′(s) = u′′(s) = 0,
while d∗du(s) = d∗d2λ = 0 and b(s) = d2λ = 0, from which we see that
the variational equation (5.17) is satisfied. Since also u(0) = dλ, u(s) is the
Poisson extension of dλ. But then the right hand side of (5.34) is zero.
Lemma 5.16 (Gauge invariance of the metric) Let w ∈ TA(A) and let g ∈
G. Suppose that w = u+ v with u horizontal at A and v vertical at A. Then
wg = ug + vg with ug horizontal at Ag and vg vertical at Ag. Moreover
‖wg‖Ag = ‖w‖A (5.38)
Proof. Horizontal and vertical are preserved under gauge transformations
because d∗Agu
g = (d∗Au)
g and (dAλ)
g = dAgλ
g. In view of the definition (5.35)
it suffices to show that (5.38) holds for u and v separately.
Concerning the horizontal component, let a be the Poisson extension of
A and let u be the Poisson extension of u along a. Then ag is the Pois-
son extension of Ag, as we saw in Section (5.1), and ug(s) := g−1u(s)g
is the Poisson extension of ug, as one sees by a similar argument. Since
‖(ug)′(s)‖2 = ‖g−1u′(s)g‖2 = ‖u′(s)‖2 and dag(s)ug(s) = g−1da(s)u(s))g, (5.38)
follows from (5.34) for the horizontal component of w.
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Concerning the vertical component, observe that the gauge covariant
Laplacian ∆A commutes with gauge transform in the sense that ∆Agv
g =
g−1(∆Av)g for any k valued 1-form v. Since Ad g
−1 is unitary in L2(R3; Λ1⊗k),
it follows from the spectral theorem that (−∆Ag)1/4vg = g−1((−∆A)1/4v)g.
Therefore ‖(−∆Ag)1/4vg‖L2 = ‖(−∆A)1/4v‖L2 .
Corollary 5.17
|∂uP(A)| ≤ 2
√
P(A)‖u‖A, u ∈ HA(A) (5.39)
|(u, a′(0))| ≤
√
P(A)‖u‖A, u ∈ HA(A). (5.40)
Proof. From (5.19) and the Schwarz inequality we see that
|∂uP(A)| ≤ 2
√
P(A)
√∫ ∞
0
(
‖u′(s)‖22 + ‖da(s)u(s)‖22
)
ds, (5.41)
which is (5.39). (5.40) follows from (5.18).
Note: Both inequalities hold for all u ∈ TA because ∂vP(A) = 0 for
vertical v, by Lemma 5.9.
Notation 5.18 (Riemannian metric on C) Since G acts isometrically on A it
induces a metric on C := A/G, which makes the projection into a submersion
of Riemannian manifolds. We take this induced metric as the Riemannian
metric on C.
Remark 5.19 (Kinematic and dynamic norms) A point q in configuration
space is a G orbit, q := AG, through a point in A. The tangent space to such
an orbit is the set of vertical vectors dAλ at A and the tangent space to C at
the orbit q can be identified with the set of horizontal vectors at A. Since the
norm defined in (5.35) is gauge invariant in the sense of (5.38), it descends
to a norm on Tq(C). But the simple L2 norm ‖u‖L2(R3;Λ1⊗k) on HA is also
gauge invariant and also descends to a norm on Tq(C). Unlike the first norm
the L2 norm does not depend in any way on the dynamics, which was used
e.g. in (5.6). The L2 norm is entirely kinematic and should appropriately be
referred to as the kinematic Riemannian metric for configuration space, in
contrast to the dynamic Riemannian metric (5.35). We already saw in the
electromagnetic case that the norm on phase space (2.15), induced from the
dynamic norm on configuration space by the duality set up by the kinematic
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norm, gives the unique Lorentz invariant norm. Both the kinematic and
dynamic norms thereby appear naturally in considerations of phase space.
The kinematic metric is needed to construct the Coulomb connection. See
e.g. [55, 56, 40]. Other Sobolev norms have been used in some works to
ensure that only irreducible connections need be considered, thereby ensuring
in turn that Green functions exist. See e.g. [39, 3]. These strong norms enter
in a technical way only.
5.5 Phase space
The phase space for the gauge field is T ∗(C), as usual in classical mechanics.
The natural Riemannian metric on C to use here is the one defined in No-
tation 5.18, which gives the Lorentz invariant norm in the electromagnetic
case. An electric field is a member of T ∗A(A) for some point A ∈ A. In the
electromagnetic case the space T ∗A(A) can be taken to be independent of A
because A is a linear space. The electric field can therefore be, and cus-
tomarily is, taken to be independent of A. But not in a non-abelian gauge
theory.
If the electric field E annihilates all vertical vectors at A, that is, 〈dAλ,E〉L2(R3) =
0 for all k valued scalar functions λ, then d∗AE = 0. Otherwise one has
d∗AE = −4πρ for some k valued charge distribution ρ. One can see already
from this that charge is connected to vertical vectors by some duality and
therefore also to the dual space of the Lie algebra of the gauge group. At
an informal level this statement just reflects the well recognized fact that
conservation of charge is a consequence of gauge invariance. See e.g. [46,
pages 210-211]. But the charge will not show up in the structure of T ∗(C)
because the projection of E into T ∗(C) depends on evaluation of E on hor-
izontal vectors only. To incorporate charge, from either external sources or
additional fields, one must make further use of A and the gauge group G, be-
yond their roles in forming the configuration space A/G. The incorporation
of charge into our phase space framework will be addressed quantitatively in
a future work. But in the present paper we are only concerned with helicity
and therefore we will always take the charge to be zero.
As already noted in Remark 2.13, only the decomposition of configuration
space must be specified in order to define helicity, whether in the classical
or quantum theory, because the associated decomposition of T ∗(C) is auto-
matically determined by this decomposition in the classical theory and is not
needed in the quantum theory. In the remainder of this paper we will be
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concerned only with decomposition of the non-abelian configuration space
C into submanifolds C± analogous to those of the electromagnetic case. We
limit further discussion of phase space to the following remarks.
Remark 5.20 (Lorentz invariance) In the case of electromagnetism we saw
how the phase space norm gives the Bargmann-Wigner Lorentz invariant
norm. (cf. (2.21).) For non-abelian fields the configuration space C is not
linear and one must replace what was previously a norm on C ⊕ C∗ (namely
(2.21)) by a Riemannian metric on T ∗(C). This space automatically inherits
a Riemannian metric from the Riemannian metric on C, defined in Notation
5.18. It remains to be seen whether this Riemannian metric is invariant
under the action of the Lorentz group. Invariance under spatial rotations
and spatial translations is clear. But invariance under time translation is
not. It is not at all clear that the Riemannian metric on T ∗(C) needs to be
Lorentz invariant in order for the configuration space itself to play its usual
role in the quantized theory, where quantum time evolution is not so simply
related to the non-linear classical evolution.
Remark 5.21 (History, Symplectic form, Complex structure) Candidates
for the phase space associated to linear and non-linear wave equations have
been investigated from many different viewpoints. One expects a symplectic
structure on the phase space and in some cases one can hope also for a
Riemannian structure on this infinite dimensional manifold. In field theory
the symplectic structure is an infinite dimensional analog of the canonical
2-form
∑n
j=1 dpj ∧ dqj . There is a large literature devoted to the role of the
symplectic structure in quantization of the field theory. See e.g. [47, 52, 44,
48, 49, 51, 45, 59, 12, 14, 13, 15, 16] for samples. The phase space is usually
not chosen in a quantitative way, however, as we have done above. But the
references [44, 48, 49, 45] do discuss the symplectic form in combination with
a Riemannian metric on the phase space. See especially [49] for a discussion
of phase space for Yang-Mills fields and a proposed quantitative candidate
for it. In the context of the Yang-Mills theory the symplectic form is given
by the 2-form,
ω〈X1, X2〉 =
∫
R3
(
〈u1(x), v2(x)〉 − 〈u2(x), v1(x)〉
)
d3x (5.42)
where Xj := uj, vj, j = 1, 2 are two elements of TA,ET
∗(A) and 〈u(x), v(x)〉 =
〈u(x), v(x)〉Λ1⊗k. If A evolves by the hyperbolic Yang-Mills equation and
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Xj(t) evolves by the induced flow then it is known that
(d/dt)ω〈X1(t), X2(t)〉 = 0.
Moreover ω is gauge invariant, Lorentz invariant and descends to a non-
degenerate symplectic form on T ∗(C). See e.g. [47]-[52] and especially [49]
for early discussions of these structures. The 2-form ω is continuous in the
uj and vk because they are in dual spaces. But our particular choice of the
metric on configuration space gives the Sobolev indices ±1/2 for these spaces,
which match fortuitously with the expectation that the electric field should
be one derivative less regular than the potential.
The complex structure on the linear phase space for electromagnetism,
used in the proof of Theorem 2.9, has a natural analog in the non-abelian
theory. If u varies A and v varies E then the map j : {u, v} 7→ {vˆ,−uˆ},
where TA,E←ˆ→T ∗A,E is the natural isometry, generalizes the electromagnetic
complex structure given in the proof of Theorem 2.9.
6 Decomposition of Yang-Mills configuration
space by (anti-) self-duality
6.1 Definition of C±
The four dimensional curvature of the 1-form a on the half space R3× [0,∞)
is given by (5.3). Its Euclidean dual is given by ∗eF = ds ∧ ∗b(s) + ∗a′(s),
where ∗ is the three dimensional Hodge star operator. As in the discussion
in Section 3.2 the conditions for Euclidean self-duality or anti-self-duality,
∗eF = ±F , of the curvature of a(·) can be written in terms of a as follows.
Definition 6.1 A function a : (0,∞)→ L2(R3; Λ1 ⊗ k) is self-dual if
a
′(s) = ∗b(s), 0 < s <∞.
It is anti-self-dual if
a
′(s) = − ∗ b(s), 0 < s <∞.
The following lemma restates for temporal gauge a well known fact.
Lemma 6.2 If a(·) is self-dual or anti-self dual then it satisfies the Yang-
Mills-Poisson equation (5.6).
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Proof. If a′(s) = ∗b(s)ǫ with ǫ = ±1 then
a
′′ = (d/ds) ∗ b(s)ǫ
= ∗da(s)a′(s)ǫ
= ∗d
a(s) ∗ b(s)ǫ2
= d∗
a(s)b(s)
since ∗d
a(s)∗ = d∗a(s) when acting on two forms.
Lemma 6.3 Let g : R3 → K be a gauge function. If a is (anti-)self-dual
then so is ag.
Proof. Since the three dimensional curvature of ag(s) is g−1b(s)g we have,
for ǫ = ±1,
(d/ds)ag(s) = g−1a′(s)g = g−1 ∗ b(s)ǫ g = ∗g−1b(s)g ǫ = ∗Curv ag(s) ǫ.
where Curv means the three dimensional curvature.
Notation 6.4 (R±, A±, C±) Denote byR+ the set of anti-self-dual solutions
in R and by R− the set of self-dual solutions in R. R+ and R− are each
gauge invariant sets by Lemma 6.3. Let
A+ := {a(0) : a ∈ R+}, (6.1)
A− := {a(0) : a ∈ R−}. (6.2)
A± are gauge invariant sets because if a is the Poisson extension of A then
a
g is the Poisson extension of Ag. We define submanifolds of configuration
space by
C+ = A+/G, C− = A−/G (6.3)
The definitions of C± given in Notation 6.4 in the non-abelian case are pre-
cisely analogous to those for the electromagnetic field and reduce to them
when K = U(1). We saw that in the electromagnetic case these manifolds
control helicity in the sense that a solution to Maxwell’s equations with ini-
tial data in T ∗(C+) has only positive helicity plane waves in its plane wave
decomposition. Similarly for T ∗(C−). In the next section and in [17] we
will provide further justification for the interpretation of the manifolds C± as
characterizers of helicity in the non-abelian case .
Remark 6.5 In the Riemannian metric on A defined in Section 5.4 the
subsets A± are closed in A. Since G acts as isometries on A the quotient
spaces C± are also closed submanifolds of C.
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6.2 Flows of the helicity vector fields and positivity of
curlA
We will give support in this section for the interpretation of the submanifolds
C± as the non-abelian analogs of the electromagnetic helicity subspaces. For
non-abelian fields we have used (anti-)self duality to define the submanifolds
C± in Section 6.1. Now we are going to show how this decomposition of
configuration space relates to the signature of the covariant curl. We will also
show that the orthogonal direct sum (2.38), that holds in electromagnetism,
has an analogous product decomposition in the non-abelian case.
The transition from the electromagnetic linear space theory to the Yang-
Mills non-linear theory will be guided by the following observations, which
will gradually shift the paradigm from functional analysis over the electro-
magnetic Hilbert space C to infinite dimensional differential geometry over
the analogous non-abelian configuration space. Denote again by C the oper-
ator curl.
a. In electromagnetism the positive spectral subspace of C is the null
space of the operator |C| − C.
b. The function
h+(A) := −(|C| − C)A (6.4)
can be interpreted as a vector field on the electromagnetic Hilbert space C.
As such, it has a flow exp(th+). It will be shown that the flow converges as
t→∞ to the orthogonal projection P+ of C onto C+
c. The operator |C|, whose definition as
√
C2 has a functional analytic
character, can be replaced in electromagnetism by use of the Maxwell-Poisson
semigroup, which has a PDE character. Indeed we see from (3.8) that |C|A =
−a′(0), where a(s) is the solution to the Maxwell-Poisson equation with initial
value A.
d. The second term in the vector field h+(A) in (6.4) is just the mag-
netic field curl A in its usual representation as a 1-form (which is better
written as ∗B with B = dA). Thus the vector field h+ can be specified in
electromagnetism by the expression
h+(A) = a
′(0) + ∗B, (6.5)
thereby bypassing the functional analytic construction |C| =
√
C2.
e. (Decomposition of configuration space) In the non-abelian theory we
want to avoid making any gauge choice, such as the Coulomb gauge. The
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expression (6.5) defines a vector field on A in the non-abelian case. We will
show that it flows exactly onto A+ as t→∞, analogous to the abelian case,
thereby producing a non-linear map P+ : A → A+. Similarly for A−. Upon
quotienting by the gauge group, we arrive at a decomposition C = C+ × C−.
The one-to-one ness of this map needs to be verified, however.
f. (Positivity of the covariant curl.) In electromagnetism one has
(curlA,A)L2(R3) ≥ 0 for all A ∈ C+ by (2.36) and Theorem 2.9. In the
non-abelian case curlA, the gauge covariant curl, does not act on connection
forms A but on tangent vectors to A. We will show that (curlAu, u)L2(R3) ≥ 0
for all A ∈ A+ and for all tangent vectors u to A+ at A. The form of the last
statement reflects the change often needed when replacing a linear space by
a non-linear manifold, where one can no longer identify the manifold with its
tangent spaces.
Definition 6.6 For a point A in A denote by B its curvature: B = dA +
A ∧ A and by a(s) the Poisson extension of A. Define
h+(A) = a
′(0) + ∗B (6.6)
h−(A) = a
′(0)− ∗B. (6.7)
Note that h±(A) are 1-forms and therefore can be identified as tangent vectors
to A at A. h± therefore can and will be identified as vector fields on A.
Moreover they are both gauge covariant:
h±(A
g) = g−1h±(A)g.
Theorem 6.7
a. The vector fields h±(A) are horizontal at A and mutually orthogonal
in L2(R3) for each point A ∈ A.
b. h± is zero exactly on A±.
c. The flows exp th± generated by the vector fields h± for t ≥ 0 satisfy
P+(A) := lim
t→∞
(exp th+)A lies in A+. (6.8)
P−(A) := lim
t→∞
(exp th−)A lies in A−. (6.9)
P±(A) = A if A ∈ A±. (6.10)
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d. Suppose that the Poisson action is convex at A. That is,
∂2uP(A) ≥ 0 for all u. (6.11)
If A ∈ A+ and u is tangential to A+ at A then
(curlAu, u)L2 ≥ 0. (6.12)
If A ∈ A− and u is tangential to A− at A then
(curlAu, u)L2 ≤ 0. (6.13)
The proof depends on the following lemmas.
Lemma 6.8
a.) d∗A h±(A) = 0 ∀ A ∈ A. (6.14)
b.) (h+(A), h−(A))L2(R3;Λ1⊗k) = 0 ∀ A ∈ A. (6.15)
c.) h+(A) = 0 if and only if A ∈ A+ and (6.16)
h−(A) = 0 if and only if A ∈ A−.
Proof. From (5.23) we see that d∗Aa
′(0) = 0. Moreover d∗A(∗B) = −(∗dA∗) ∗
B = − ∗ dAB = 0 by the Bianchi identity. We have used here the identity
d∗A = − ∗ dA∗ when acting on 1-forms. Both terms in h±(A) are therefore
horizontal at A, which proves (6.14).
To prove (6.15) we will first establish the identity
‖a′(s)‖22 = ‖b(s)‖22 ∀ s ≥ 0. (6.17)
The computation
(1/2)(d/ds)
(
‖a′(s)‖22 − ‖b(s)‖22)
= (a′′(s), a′(s))− (b′(s), b(s))
= (d∗
a(s)b(s), a
′(s))− (da(s)a′(s), b(s))
= (b(s), d
a(s)a
′(s))− (d
a(s)a
′(s), b(s))
= 0
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shows that ‖a′(s)‖22 − ‖b(s)‖22 is constant in s. Since P(A) < ∞ it follows
that the constant is zero. This proves (6.17). Using (6.17) we find
(h+(A), h−(A))2 = (a
′(0), a′(0))2 − (∗b(0), ∗b(0))2
= ‖a′(0)‖22 − ‖b(0)‖22
= 0.
This proves (6.15).
For the proof of (6.16) observe that if A ∈ A+ and a is its Poisson
extension then a′(s) + ∗b(s) = 0 for all s ≥ 0 and in particular h+(A) =
a
′(0) + ∗b(0) = 0. Similarly, if A ∈ A− then h−(A) = 0.
To prove the converses let α(s) = a′(s) + ∗b(s). Then
(d/ds)α(s) = a′′(s) + ∗daa′(s)
= d∗
a
b(s) + ∗daa′(s)
= ∗da(∗b(s) + a′(s))
= ∗d
a(s)α(s).
This is a linear homogeneous first order differential equation in α(s). There-
fore if α(0) = 0 then α(s) ≡ 0. So if h+(A) = 0 then a′(s) + ∗b(s) = 0 for
all s ≥ 0. Therefore a is anti-self-dual and A ∈ A+. Similarly if h−(A) = 0
then the function β(s) ≡ a′(s)− ∗b(s) is zero at s = 0 and, since it satisfies
the differential equation (d/ds)β(s) = − ∗ da(s)β(s), it is identically zero. So
a is self-dual and A ∈ A−.
Lemma 6.9 For t ≥ 0, P(exp(th±)A) is a non-increasing function of t for
each A ∈ A and for each of the two flows.
Proof. It suffices to compute the derivative of P(exp(th±)A) at t = 0
because exp(th±) are semigroups. At t = 0 we have, by (5.18),
(1/2)(d/dt)P(exp(th+)A)
∣∣∣
t=0
= (1/2)∂uP(A)
∣∣∣
u=h+(A)
= −(u, a′(0))
∣∣∣
u=h+(A)
= −(a′(0) + ∗B, a′(0))
= −‖a′(0)‖22 − (∗b(0), a′(0)).
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But from the Schwarz inequality and (6.17) we find
|(∗b(0), a′(0))| ≤ ‖b(0)‖2‖a′(0)‖2
≤ ‖a′(0)‖22.
Hence
(d/dt)P(exp(th+)A)
∣∣∣
t=0
≤ 0.
A similar proof applies to exp(th−).
Lemma 6.10 Let A ∈ A.
If h+(A)P(A) = 0 then h+(A) = 0.
If h−(A)P(A) = 0 then h−(A) = 0.
Proof. The hypotheses are short for ∂uP(A)
∣∣∣
u=h±(A)
= 0. Using (5.18) we
see that
0 = (1/2)h+(A)P(A) = −(h+(A), a′(0)) (6.18)
= −(a′(0) + ∗B, a′(0)) (6.19)
= −‖a′(0)‖22 − (∗b(0), a′(0)). (6.20)
Therefore
− (∗b(0), a′(0)) = ‖a′(0)‖22 (6.21)
But ‖−∗b(0)‖2 = ‖a′(0)‖2 by (6.17). Therefore −∗b(0) = a′(0) by saturation
of the Schwarz inequality. That is, h+(A) = 0. In the case of h− one finds
(∗b(0), a′(0)) = ‖a′(0)‖22 and therefore ∗b(0) = a′(0). Hence h−(A) = 0.
Proof of Theorem 6.7. Items a) and b) of the theorem are proved in
Lemma 6.8.
Heuristic argument for (6.8): The existence of
A+ := lim
t→∞
(exp th+)A (6.22)
in the L2(R3) sense of convergence is reasonable because P is decreasing on
the orbit of the flow by Lemma 6.9, while {A : P(A) ≤ const.} (modulo gauge
transformations) is compact in L2 norm over each bounded set in R3, since
P has nominally a Sobolev H1/2 strength (modulo gauge transformations).
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Assuming then the existence of the limit, P(A+) cannot decrease anymore
under the flow. Hence h+(A+)P(A+) = 0. Therefore h+(A+) = 0 by Lemma
6.10. So A+ ∈ A+ by (6.16). Conversely, if A ∈ A+ then h+(A) = 0
by (6.16). Therefore exp(th+)A = A. So A+ = A if A ∈ A+. A similar
argument applies to A−. This proves item c) of the theorem. Of course this
ensures that the maps P± : A → A± are surjective.
For the proof of (6.12) suppose that A ∈ A+ and that u is tangential to
A+ at A. Since h+ is identically zero on A+ its tangential derivative ∂uh+(A)
is zero. That is, by (6.6),
u
′(0) + ∗dAu = 0, (6.23)
where u(s) is the Poisson extension of u along a. So curlAu = ∗dAu = −u′(0).
From the second derivative formula (5.28) we find ∂2uP(A) = −2(u, u′(0)) for
all A and u. In particular
∂2uP(A) = 2(u, curlAu) if A ∈ A+ and u is tangential to A+. (6.24)
From our convexity assumption on the Poisson action at A it now follows
that (6.12) holds. In case A ∈ A− we find curlAu = u′(0) and therefore
(6.13) holds.
Remark 6.11 The intersection A+ ∩A− consists of pure gauges. Indeed if
A lies in this intersection then h+(A) = h−(A) = 0. Therefore ∗B = 0 and
a
′(0) = 0. Since B = 0, A is a pure gauge.
6.3 The flows in the electromagnetic case
In the electromagnetic case the vector fields h± are given by
h±(A) = (−|C| ± C)A, (6.25)
as we see from the argument showing equality between (6.4) and (6.5). We
can operate in Coulomb gauge in this example. The limits of the flows of h±
are given in the following theorem.
Theorem 6.12 (Electromagnetic case.) Denote by P± the orthogonal pro-
jections of C onto C± respectively. Then
lim
t→∞
exp(th±)A = P±A for A ∈ C. (6.26)
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Proof. The flow equations for these vector fields are the linear differential
equations
(d/dt)A(t) = (−|C| ± C)A(t),
whose solutions with initial value A are correctly given by
A(t) = et(−|C|±C)A, t ≥ 0
because −|C| ± C ≤ 0 in both cases. But −|C| + C is zero on C+ and is
−2|C| on C−. Therefore, writing A = P+A + P−A, we find
A(t) = et(−|C|+C)(P+A + P−A) = P+A+ e
−2t|C| P−A,
which converges in C norm to P+A as t→∞ because |C| ≥ 0 and has trivial
null space in our Coulomb gauge. This proves (6.26) in the case of h+. The
case of h− is similar because −|C| − C is zero on C− and is −2|C| on C+.
7 Open questions
1. Existence and uniqueness of solutions to the Euler equation (5.6) for
the minimization of the Poisson action have been assumed throughout the
sections on the Yang-Mills helicity theory. A slight variant of this non-linear
boundary value problem has been investigated in deep work by Marini and
Isobe cited in Section 5.1. The form of the existence and uniqueness theorem
we need is still open.
2. The soft Coulomb gauge and asymptotic Coulomb gauge were defined
in Section 5.1 under the assumption that lims→∞ a(s) exists in some useful
sense. It needs to be proven that this limit actually exists for H1/2 initial
data for the Yang-Mills-Poisson equation and is a pure gauge. Such a limit
theorem has been established for the Yang-Mills heat equation in various
cases. See Remark 5.3.
3. The flows of the vector fields h± have been assumed to exist in Theo-
rem 6.7 for all positive time. This needs to be proven along with the existence
of the limits as time goes to infinity. The resulting limit maps P± are gauge
invariant and therefore produce a map P+ × P− : C → C+ × C−. For electro-
magnetism this gives the linear decomposition C = C+⊕C−. In the non-linear
case it remains to be seen whether this map is one-to-one.
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4. The region of convexity of the Poisson action function P should be
understood better. Is there a neighborhood of A = 0 on which P is con-
vex? Is there a boundary to this region which somehow reflects the Gribov
ambiguity?
5. The Lorentz invariance of the natural metric on phase space should
be proven or disproven in the non-abelian theory, as already pointed out
in Remark 5.20. The first step would be to prove invariance under time
translation, just at an informal level for, say, smooth initial data. If such
invariance should hold then the metric itself would be a candidate for a
useful invariant for proving short and long time existence of solutions to the
hyperbolic Yang-Mills equation with H1/2 ⊕H−1/2 initial data. Existence of
solutions to this equation has not yet been proven for these critical initial
data over three dimensional space. See e.g. [50, 10, 11, 30, 57, 41, 42,
53]. Invariance under Lorentz boosts requires gauge transforming a boosted
solution to temporal gauge as part of the boost transformation.
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