1 reported a new class of high-order CESE methods for solving nonlinear hyperbolic partial differential equations. A series of high-order algorithms have been developed based on a systematic, recursive formulation that achieves fourth-, sixth-, and eighth-order accuracy. The new high-order CESE method shares many favorable attributes of the original second-order CESE method, including: (i) compact mesh stencil involving only the immediate mesh nodes surrounding the node where the solution is sought, (ii) the CFL stability constraint remains to be the same, i.e., ≤ 1, as compared to the original second-order method, and (iii) superb shock capturing capability without using an approximate Riemann solver. The new algorithm has been demonstrated by solving Burger's equation.
I. Introduction
In this work, we extend Chang's fourth-order CESE method 1 for one nonlinear hyperbolic equation to a system of coupled hyperbolic partial differential equations (PDEs). The new formulation is general and can be used to achieve arbitrarily order of convergence. To demonstrate the capabilities of the new scheme, we apply the method to solve three sets of equations: (i) the one-dimensional Euler equations, (ii) the linearized acoustic equations, and (iii) a convection equation with a source term.
The original second-order CESE method 2 solves the hyperbolic PDEs by discretizing the space-time domain by using the conservation elements (CEs) and solution elements (SEs). The profiles of unknowns are prescribed by assumed discretization inside SEs. Aided by the approximation for the unknowns in the SEs, space-time flux conservation can be enforced over each CE. The calculation of space-time flux conservation results in the formulation for updating the unknowns in the time marching process. The special features of the CESE method include: (i) The a scheme, the core scheme of the CESE method, is non-dissipative.
(ii) The CESE method has the most compact mesh stencil and it involves only the immediate neighboring mesh points that surround the mesh node where the solution is sought. (iii) The method uses explicit integration in time marching. The stability criterion is CFL ≤ 1. (iv) No approximate Riemann solver is used and the scheme is simple and efficient. This paper is organized as the following. Section II reports the fourth-order CESE method for the coupled equations formulated in a vector form. Section III shows the application of the general formulation to the one-dimensional Euler, linear acoustic, and convection equation. Section IV provides the results and discussions. In Section V, we draw our conclusions.
II. Arbitrary-Order, One-Dimensional CESE Method
Consider a system of coupled convection equations:
where
There are M equations to be solved in the system Eq. (1). The space-time stencil used in this derivation is the same as that reported by Chang 3 and is repeated here for completeness. In Fig. (1) the solid dots A, C, and E are the solution points. A is at (x j , t n ) and C and E are at (x j−1/2 , t n−1/2 ) and (x j+1/2 , t n−1/2 ), respectively. P + is between M + and F . P − is between M − and B. The distance between P ± and M ± is determined by a parameter τ . The rectangles ABCD and ADEF are basic CEs (BCEs), while the rectangle BCEF is the compound CE (CCE) associated with the solution point A. To facilitate the discussion, we let SE(j, n) denotes the SE located at x = x j and t = t n . To denote high-order derivatives, we use the following notations:
In SE(j, n), the unknown variables u m , m = 1, . . . , M , are approximated by a Taylor series:
where N M is the desired order subtracted by 1, e.g., for the fourth-order scheme, N M = 3. The superscript * represents the numerical approximation of the variable. Inside of a SE u mx a t b are constant. The flux functions f m , m = 1, . . . , M , can also be represented with the Taylor expansion as:
Inside a SE, f mx a t b are constant. An advantage of a Taylor series is that its derivatives can also be expressed as a Taylor series
and
Equations 2 and 3 contain 2
n unknowns. In the following derivation, it will be shown, for a given SE(j, n), the only independent variables are the spatial derivatives (u m )
Since it is assumed that the fluxes are known functions of the flow variables. The flux terms in Eq. (3) can be determined from the chain rule. To proceed, we define:
where m, l, k, p = 1, . . . , M . For SE(j, n), we obtain:
for m = 1, . . . , M . Equation Eq. (7) shows the derivatives required by the fourth order scheme but these equations will continue to the derivatives required by the desired order. By substituting Eqs. (2) and (3) into Eq. (1) in a given SE(j, n), we demand:
Then by taking derivatives of Eq. (8) in both space and time we get In what follows, we introduce an arbitrary order CESE c-τ scheme for a system of M PDEs. The c-τ scheme uses space-time integration for the advancing formula for the even-order derivatives, while the odd-order derivatives are calculated from a central-difference-like procedure. 
II.A. Even-Order Derivatives
It can be shown that by differentiating Eq. (8) twice with respect to x, we obtain:
or in a more general form
Consider the Euclidean space E 2 with the coordinates (ξ 1 , ξ 2 ) = (x, t). Aided by defining:
and the divergence theorem, Eqs. (8) and (11) can be transformed into integral equations as:
where S(V ) is the closed boundary of an arbitrary region V and ds is defined in Fig. (2) . We define:
where ∆x = x j+1/2 − x j−1/2 and ∆t = t n − t n−1 . In order to write equations more compactly, any local constant enclosed within a square bracket will be evaluated at the location specified by the subscript and superscript written on the enclosing square bracket, e.g.:
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Aided by Eqs. (13) and (14), Eq. (12) gives:
Equation (16) provides and explicit formulation for all even spatial derivatives. As long as the highest even derivative is calculated first the last term on the RHS will have already been calculated. It should also be noted that the * is absent from the source term. This is because the source term treatment varies when dealing with different flow physics.
II.B. Odd-Order Derivatives
In order to compute the odd derivatives a central differencing approach is applied following the c-τ scheme. There are two possible formulations for the odd-order derivatives (i) the standard c-τ scheme which is applicable if there are no discontinuities present and (ii) a re-weighted c-τ scheme which is used if there are discontinuities in the flow field.
In order to mitigate the dissipation as the local CFL number decreases the central differencing is applied at points P + and P − . Where P ± are points located at
Where τ is the absolute value of the local CFL number. First we define u * mx z (P ± ) to be the Taylor series expansion of (u mx z ) j n from (x j , t n ) to x(P ± ). Then we can solve for u mx z+1 by subtracting u * mx z (P − ) from u * mx z (P + ):
for z = 0, 2, 4, . . . , N M − 1 and m = 1, 2, . . . , M . Since we can not calculate u *
is the Taylor series expansion from (x j±1/2,t n−1/2 ) to x(P ± ) respectively.
When discontinuities are present in the flow field a re-weighting of the derivatives is required. All previously derived re-weighting schemes used in second order CESE schemes should be applicable to the higher order CESE schemes. In this paper the derivation of the W2 scheme 3 will be presented. First the function W is given as
To remain stable in the presence of discontinuities α ≥ 1. The odd-order derivatives are now defined by:
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where (u
n j±1/2 is the Taylor series expansion from (x j±−1/2 , n − 1/2) to (x j±−1/2 , n). The above equations provide an explicit formulation for the odd spatial derivatives when discontinuities are present in the flow field.
III. Jacobian Matrices
In this section we present the derived Jacobian matrices for the different flow physics used as test cases. The three flow physics used are the Euler, linear acoustic, and convection equations.
To construct a fourth-order CESE solver for the one-dimensional Euler equations, we plug the following unknown vector and flux function vector into Eq. (1):
where ρ is the density, v is the velocity, E is the internal energy and γ is the ratio of specific heat. For the higher order derivatives the order of differentiation does not mater, i.e.
so only the first such permutation is expressed. The first-order derivatives of the flux function f 1 are:
and the second-and third-order derivatives are:
The first-order derivatives of the flux function f 2 are:
the second-order derivatives are:
and the third-order derivatives are:
The first-order derivatives of the flux function f 3 are:
the third-order derivatives are:
Next we present the derived Jacobian for the linear acoustic equation
The first-order derivatives for the flux functions are:
Since all of the first-order derivatives are constant the higher derivatives are zero. This reduces the calculation of all fluxes to a matrix vector multiplication. Finally we present the derivation needed for the convection with source term equation.
where a and S 0 are constant. In this case the source term is only a function of space and an exact integration is possible. For S = aS 0 cos(x) the integrals become
, . . . ,
IV. Results
The following test cases show how the CESE method improves as the order of accuracy of the method employed increases. These cases are presented, including (i) acoustic waves modeled by the linearized Euler equations, (ii) acoustic waves modeled by the nonlinear Euler equations, and (iii) a simple convection equation with a source term. For all three cases, we calculate the order of accuracy by using the following formula:
where φ i is defined as the difference between the analytical and numerical solution and ∆x i is the grid spacing at a given location i. In all cases ∆x is constant. The rate of convergence is taken as the slope of the best fit line through the points (log 10 (∆x), log 10 (ℓ 2 ) ).
The
where ρ, U , a, n, l, and ε are respectively the density, velocity, speed of sound, number of waves, length of the domain, and an amplification factor. The speed of sound is equal to γp/ρ with γ=1. 4 .
The CFL number is constant throughout the domain and is equal to 0.75. As seen in Fig. (3) our desired order of convergence closely matches the actual order of convergence. The above cases showed that we were able to achieve higher-order convergence for coupled, linear, wave equations. In the following, we show fourth-order convergence for solving non-linear equations but for linear physics . The same analytical solution used for the linear acoustic equation is used. There are some problems DISTRIBUTION A. #10624 Approved for public release; distribution unlimited. when using this solution because the Euler solver will capture the non-linearities present in the flow field while the "analytical" solution does not. This will lead to increasing errors in the analytical solution as ∆x decreases. To mitigate the error, the perturbation was reduced to 10 −6 . For this test case p inf =1/γ, ρ inf =1, n=2, and l=4 and the simulation time is 2.5 l a inf . The CFL number is almost constant throughout the domain and is equivalent to 0.8. As seen in Fig. (4) we achieved a convergence rate of 2.01 and 3.97 for the second-and fourth-order CESE schemes, respectively. The final test case is solving the convection equation with a source term. Under the periodic boundary condition, the analytical solution to this problem is u(x, t) = cos(x − at) + S 0 sin(x), −2π < x < 2π; t > 0.
For the convergence tests, a = S 0 = 1 and the test time was set to 2.5 l a , where l is the length of the domain. In all calculations, CFL = 0.7. Shown in Fig. (5) and Table ( 2), the actual convergence rate agrees well with the order of accuracy of the scheme employed. The computational scaling shows that by doubling the order of the Taylor series the time required to complete a simulation will increase by about 2 Another important aspect to consider is whether the higher-order resolution is worthy for the additional computational cost. For this, we refer to Figures (6) and (7). Shown in the figures, it is more efficient to use a higher-order method rather than increasing the resolution for a linear solver. Next, we demonstrate the new high-order CESE method by examining numerical resolution for shocks and contact discontinuities. We will run two different test cases at various resolutions and compare the results with an "analytical" results obtained by using very fine mesh. Three solvers will be used in the test cases, the second-and the fourth-order CESE and the fifth-order space third-order time monotonicity preserving (MP53) method. 4 The comparison between the 4 th -order CESE scheme and the MP53 method is not completely valid because the CESE scheme employed has higher order in time but low order in space. 
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For both simulations using the second-and fourth-order CESE methods, α in Eq. (20) is set to be unity. Shown in Figures (8) and (9) , the fourth-order CESE method provides more accurate solutions than the second-order CESE method in the region where the solution is smooth. When discontinuities are present, the fourth-order scheme still does a better job but has more overshoots than the second-order CESE method. Moreover, the results obtained by using CESE schemes compare favorably with that by the MP53 scheme.
V. Concluding Remarks
In this paper, we extended Chang's fourth-order CESE method for one convection equation for solving a system of coupled hyperbolic PDE's with arbitrarily high-order convergence. Numerical results show that DISTRIBUTION A. #10624 Approved for public release; distribution unlimited. the extended algorithm can achieve higher-order convergence for both linear and non-linear hyperbolic PDEs. The shock-capturing capability of the new method was comparable to that of the original second-order CESE scheme as well as that of the fifth-order space third-order time monotonicity preserving scheme. Further development of the high-order CESE method can benefited from investigations in several areas, including the effect of different limiters on the higher-order derivatives, and the effects of the boundary condition treatments and the source-term treatments for high-order accuracy.
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