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ABSTRACT
In this paper, we study finite-sample properties of the least squares
estimator in first order autoregressive processes. By leveraging a
result from decoupling theory, we derive upper bounds on the prob-
ability that the estimate deviates by at least a positive ε from its true
value. Our results consider both stable and unstable processes. Af-
terwards, we obtain problem-dependent non-asymptotic bounds on
the variance of this estimator, valid for sample sizes greater than or
equal to seven. Via simulations we analyze the conservatism of our
bounds, and show that they reliably capture the true behavior of the
quantities of interest.
Index Terms— Autoregressive Processes, Non-Asymptotic Es-
timation, Least Squares, Finite Sample Analysis.
1. INTRODUCTION
Identification of autoregressive (AR) processes is a well-developed
research topic, which is deeply connected with the areas of probabil-
ity and statistics, time series analysis, econometrics, system identifi-
cation, signal processing, machine learning and control.
In AR processes, estimation of parameters given data is com-
monly done by the least squares method, which is known to have
good statistical performance and is related to maximum likelihood
in a Gaussian noise framework. Consequently, the asymptotic prop-
erties of this method for AR processes have been studied thoroughly,
starting since at least [1]. In general regression models, a detailed
consistency analysis of the least squares estimate was given in [2].
Despite the popularity of least squares, non-asymptotic perfor-
mance bounds with this method are rare in the literature. Finite-time
bounds are important for computing the number of samples needed
for achieving a specified accuracy, deriving finite-time confidence
sets, and designing robust control schemes. Most of the difficulties
in obtaining these bounds lie on the limitations of classical statistical
techniques, which are better suited for asymptotic analyses.
Recently, results in statistical learning theory, self-normalizing
processes [3] and high dimensional probability [4], have motivated
control, signal processing, and machine learning communities to
explore finite-time properties of linear system estimates by least
squares. Among topics of interest, we can find sample complexity
bounds [5], 1 − δ probability bounds on parameter errors [6], con-
fidence bounds [7, Chap. 20], Crame´r-Rao lower bounds [8], and
bounds on quadratic criterion cost deviation [9, 10]. In these works
general autoregressive structures often appear, but the powerful sta-
tistical machinery used usually leads to loss of insight in scalar cases,
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where specialized theory could serve better. A problem-dependent
sharp analysis of AR(1) processes is therefore needed, as it can
be considered as a natural stepping stone towards studying finite-
time properties of more general model structures such as ARX and
ARMAX models, and can also be useful for analyzing finite-time
properties of two-stage ARMA estimation algorithms [11].
In summary, the main results of this paper are:
• For both stable and unstable single-parameter scalar autore-
gressive processes, we derive upper bounds on the deviation
probability of the least-squares estimate;
• We provide interpretable upper bounds on the variance of this
estimated parameter for both aforementioned scenarios;
• We show that our variance bound for the stable case matches
the well-known asymptotic linear decay; and for unstable sys-
tems, the variance bound decays exponentially on the number
of data points, with rate of decay proportional to the magni-
tude of the unstable pole;
• We illustrate the applicability of these bounds via Monte
Carlo simulations, and show that they manifest the correct
qualitative behavior of deviation probability and variance.
The rest of this paper is organized as follows. We put our work
into context in Section 2, and explicitly formulate the problem in
Section 3. Preliminaries from decoupling theory are introduced in
Section 4. After this, we state and prove our non-asymptotic bounds
for stable and unstable processes in Sections 5 and 6 respectively.
Simulations and conclusions are presented in Sections 7 and 8.
2. RELATION TO PRIOR WORK
In signal processing, Crame´r-Rao lower bounds for finite number
of measurements were studied in [8]. In a time-series context, [12,
13] studied large deviation rates of the least squares estimator in an
AR(1) process. In adaptive control, a bound on the estimation error
of the parameter of a scalar first order system was given in [14], to-
gether with an upper bound on the variance of the estimate. Although
similar to our work, these bounds do not depend on the real system
parameter. This leads to a) conservatism, as usually the worst-case-
scenario is taken into account, and b) lack of insight on the effect of
stability margins in the accuracy of the estimate. A deviation bound
for finite time that is also problem independent was given in [15].
In a broader context, one of the first non-asymptotic results in
system identification was presented in [10], where a uniform bound
for the difference between empirical and theoretical identification
costs was obtained. More recently, among works that have ana-
lyzed finite-time identification for stochastic processes are [6, 16,
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17, 18]. These papers have focused on vector autoregressive mod-
els described by matrix parameters in the form of state-space real-
izations, which do not reduce to interpretable and tight bounds for
scalar cases. Only [16] studied a scalar system separately, and de-
rived probability 1 − δ error guarantees depending on the real pa-
rameter value. However, as opposed to our bounds, these results are
rather difficult to interpret, and no variance bound is obtained.
3. PROBLEM FORMULATION
Consider the AR(1) process
yt = a0yt−1 + et, (1)
where {et} is a Gaussian white noise process of variance σ2, and a0
is unknown. GivenN data points {yt}Nt=1, the least squares estimate
of a0 [11, Chap. 3] is
aˆN :=
N∑
t=2
ytyt−1
N−1∑
t=1
y2t
= a0 +
N∑
t=2
etyt−1
N−1∑
t=1
y2t
. (2)
It is challenging to derive an analytical expression for the distribu-
tion of the random variable aˆN − a0. Therefore, instead of exact
expressions, it is of interest to obtain an upper bound for the devi-
ation of aˆN around the true value a0 for finite samples. Due to the
symmetry of the distribution, our interest lies on upper bounding
P(aˆN − a0 > ε)
for any positive and fixed ε. Provided this probability bound, the
next natural step is to compute an upper bound on the variance of
least squares for finite samples in this scenario, which is defined as
var{aˆN} = E[(aˆN − a0)2].
The goal of this paper is to compute both bounds under two different
regimes: stable (|a0| < 1) and strictly unstable (|a0| > 1). For this
purpose, we make use of an exponential inequality for martingales,
which we detail next.
4. PRELIMINARIES: THEORY OF DECOUPLING
In this section we give a brief summary of decoupling theory, mostly
based on [19]. Decoupling theory provides an approach to handling
complex problems were dependent variables are involved. By break-
ing the dependence structure, it is possible to tackle inequalities with
greater ease. Before presenting the result we have used, we state two
important definitions.
Definition 1 ({Fi}-tangent sequence). Let {di}i∈N, {ei}i∈N, be
two sequences of random variables adapted to an increasing se-
quence of σ-fieldsFi, and assume thatF0 is the trivial σ-field. Then
{ei} is said to be {Fi}-tangent to {di} if for all i,
p(di|Fi−1) = p(ei|Fi−1),
where p(di|Fi−1) denotes the conditional probability law of di
given Fi−1.
Definition 2 (Condition CI). A sequence {ei} of random variables
adapted to an increasing sequence of σ-fields Fi contained in F is
said to satisfy condition CI if there exists a σ-algebra G contained in
F such that {ei} is a sequence of conditionally independent random
variables given G and
p(ei|Fi−1) = p(ei|G)
for all i. The sequence {ei} is then said to be decoupled.
It is known [20] that there always exists a sequence {di}ni=1
of conditionally independent random variables given a master σ-
algebra G (where usually G = σ({ei})) that has the same indi-
vidual marginals as the original sequence. In particular, di has the
same conditional distribution as ei, for all i = 1, . . . , n, since it can
be seen as drawn from independent repetitions of the same random
mechanism. This construction can be made sequentially [19].
We now are ready to state the key Proposition used in this work.
Proposition 1. [19, Corollary 3.1] Let {di}, {ei} be {Fi}-tangent.
Assume that {ei} is decoupled (i.e., condition CI is satisfied).
Let g ≥ 0 be any random variable measurable with respect to
σ({di}∞i=1). Then for all finite t,
E
[
g exp
{
t
n∑
i=1
di
}]
≤
√√√√E[g2 exp{2t n∑
i=1
ei
}]
.
5. BOUNDS FOR STABLE AR(1) PROCESSES
In this section, we derive the first key result of this paper, Theorem
1, which provides deviation probability and variance bounds for a
stable first order autoregressive process and stationary data {yt}Nt=1.
We do this by exploiting Proposition 1.
Theorem 1. Consider the AR(1) process described by (1), and
the least-squares estimate (2). Assume that {yt} is stationary and
|a0| < 1. Then, for all ε > 0 and sample size N ≥ 2,
P(aˆN − a0 > ε) ≤
(
1− a20
1− a20 + ε2
) 1
4
×
1 + a20 + ε2
2
+
√(
1 + a20 + ε
2
2
)2
− a20

−(N−2)
4
. (3)
Furthermore, for all N ≥ 7,
var{aˆN} ≤ 8
N − 6 −
8a20
N + 2
. (4)
Proof sketch. Given ε > 0, we have that
P(aˆN − a0 > ε) = P
(
N∑
t=2
etyt−1 − ε
N−1∑
t=1
y2t > 0
)
≤ inf
λ>0
E
[
exp
{
λ
N∑
t=2
(etyt−1 − εy2t−1)
}]
,
where we have used Chernoff’s inequality [4, Chap. 2]. Next, we
need a bound on the right hand side. This can be derived by con-
structing a decoupled sequence and applying Proposition 1, as fol-
lows: let dt ∈ Ft := σ{e1, . . . , et}with the sameFt−1-conditional
distribution as etyt−1. Moreover, let the sequence {dt} be condi-
tionally independent given the master σ-field G := σ({et}). Given
this decoupled sequence, from Proposition 1 we have that
inf
λ>0
E
[
eλ
∑N
t=2(etyt−1−εy2t−1)
]
≤ inf
λ˜>0
√
E
[
eλ˜
∑N
t=2(dt−εy2t−1)
]
= inf
λ˜>0
√
E
[
e
(
λ˜2σ2
2
−ελ˜
)∑N−1
t=1 y
2
t
]
,
where we have used the fact that {yt}N−1t=1 is G-measurable. Now,
λ˜2σ2/2−ελ˜ is minimum at λ˜opt = ε/σ2 > 0, giving (λ˜opt)2σ2/2−
ελ˜opt = −ε2/(2σ2). Thus, we have found the following bound,
valid for stable and unstable systems:
P(aˆN − a0 > ε) ≤
√√√√E[exp{− ε2
2σ2
N−1∑
t=1
y2t
}]
. (5)
To further compute this bound for the stable case, notice that[
y1 · · · yN−1
]> ∼ N (0,RN−1), where RN−1 is a Toeplitz
covariance matrix. By computing the moment generating function
in (5) using [21, Theorem 3.2a.1], we find that√√√√E[exp{− ε2
2σ2
N−1∑
t=1
y2t
}]
= det−
1
4
(
IN−1 +
ε2
σ2
RN−1
)
. (6)
From now on, we denote the symmetric Toeplitz matrix IN−1 +
(ε2/σ2)RN−1 as TN−1. The final step consists in finding a lower
bound for det(TN−1), for which we rely on a result from estimation
theory. As minimum values of one-step prediction errors of increas-
ing predictor complexity [22], it is known that
det(TN+1)
det(TN )
≤ det(TN )
det(TN−1)
, N > 1,
and also
lim
N→∞
det(TN+1)
det(TN )
= exp
{
1
2pi
∫ pi
−pi
log
(
1 +
ε2
σ2
Φy(e
jω)
)
dω
}
,
where in this case, Φy(ejω) = σ2/|ejω−a0|2. Hence, we can lower
bound det(TN−1) as follows:
det(TN−1) =
det(TN−1)
det(TN−2)
det(TN−2)
det(TN−3)
. . .
det(T2)
T1
T1
≥
[
exp
{
1
2pi
∫ pi
−pi
log
(
1 +
ε2
|ejω − a0|2
)
dω
}]N−2
T1. (7)
Here, T1 can be computed as (1−a20 +ε2)/(1−a20), while the inte-
gral in (7) can be evaluated using Szego¨’s formula [22], according to
which the integral is equal to the minimum variance of the prediction
error for a process with spectrum Φy˜(ejω) := 1 + ε2|ejω − a0|−2.
By this result and (6), we obtain (3).
Finally, the upper bound of the estimator’s variance for finite
samples can be computed through the following inequality:
var{aˆN} =
∫ ∞
0
P{(aˆN − a0)2 > x}dx
≤ 2
∫ ∞
0
(
1 + a20 + x
2
+
1
2
√
(1 + a20 + x)
2 − 4a20
)−(N−2)
4
dx
=
8
N − 6 −
8a20
N + 2
.
Note that our probability bound does not depend on the noise
variance, which is intuitive since the random variable {aˆN − a0}
is unaffected by scale changes. Regarding variance, our bound cap-
tures the correct behavior of the least squares estimate for this sce-
nario, since stable systems that are closer to the stability limit are in
fact easier to learn due to a greater signal-to-noise ratio, as argued in
[16]. By comparing (4) to the well-known asymptotic Crame´r-Rao
variance lower bound for this case, which says that for large N ,
var{aˆN} ≈ 1− a
2
0
N − 1 ,
we see that the variance bound we have obtained has the same struc-
ture up to a positive constant factor, indicating that it is rate-optimal.
Finally, N ≥ 7 is needed since the integral of the probability bound
solved for the variance does not converge for N ≤ 6.
6. BOUNDS FOR UNSTABLE AR(1) PROCESSES
In the previous section, we provided a rigorous finite-sample anal-
ysis of a stable AR(1) process. We will now consider the unstable
case, where |a0| > 1. Contrary to the previous scenario, stationarity
cannot be assumed. Despite this, a similar analysis still holds, and
we are able to show that the variance bound decays exponentially in
the number of samples, in contrast with the stable case. We state the
result in Theorem 2.
Theorem 2. Consider the AR(1) process described by (1) where
|a0| > 1 and y0 = 0, and consider the least-squares estimate (2).
Then, for all ε > 0 and sample size N ≥ 2,
P(aˆN − a0 > ε) ≤
(
λ2 − λ1
(λ2 − 1)λN1 − (λ1 − 1)λN2
) 1
4
, (8)
where
λ1,2 =
1 + a20 + ε
2
2
∓
√
(1 + a20 + ε
2)2 − 4a20
2
, λ2 > λ1. (9)
Furthermore, for all N ≥ 7,
var{aˆN} ≤ |a0|− 2N5 ×[
2a40(N + 5)
N
+ 8 4
√
N
N + 5
(
a20
N − 6 −
1
N + 2
)]
. (10)
Proof sketch. By following the same lines as the stable case proof,
we reach (5). Since y0 = 0, we find that
[
y1 · · · yN−1
]> ∼
N (0, R¯N−1), where R¯N−1 is a covariance matrix with entries
r¯ij = a
|i−j|
0 σ
2 a
2min{i,j}
0 − 1
a20 − 1
, i, j = 1, . . . , N − 1.
This covariance matrix can be shown to satisfy σ2R¯−1N−1 = T¯N−1−
a20ηN−1η
>
N−1, where ηN−1 ∈ RN−1 denotes the N − 1-th column
of the identity matrix of size N − 1, and T¯N−1 is a non-singular
tridiagonal Toeplitz matrix with tridiagonal formed by {−a0, a20 +
1,−a0}. Thus, by similar computations as in (6), we reach
P(aˆN − a0 > ε) ≤ det− 14
(
IN−1 +
ε2
σ2
R¯N−1
)
=
(
det(T¯N−1 − a20ηN−1η>N−1)
det(T¯N−1 + ε2IN−1 − a20ηN−1η>N−1)
) 1
4
.
Using Cauchy’s rank-one perturbation formula [23], and the fact that
η>N−1T¯
−1
N−1ηN−1 = det(T¯N−2)/ det(T¯N−1), we can write the
previous inequality as
P(aˆN − a0 > ε) ≤(
det(T¯N−1)− a20 det(T¯N−2)
det(T¯N−1 + ε2IN−1)− a20 det(T¯N−2 + ε2IN−2)
) 1
4
.
The rest of the proof consists in calculating the determinants, which
can be done by exploiting properties of continuants [24, p. 564].
These computations lead to the bound in (8).
In order to obtain a bound on the variance, we first determine
another probability bound which is easier to integrate. By manipu-
lating the roots λ1,2 in (9), we find that λ1 < 1 < λ2, and hence, we
can relax the deviation bound to
P(aˆN − a0 > ε) ≤ min
{
1,
1
λ
N/4
2
(
λ2 − λ1
1− λ1
)m}
, (11)
where m ≥ 1/4 is a fixed value which we will set later. For the next
calculations, we take a fixed positive number x∗, which we will also
determine later, and
z∗ :=
1 + a20 + x
∗
2
+
1
2
√
(1 + a20 + x
∗)2 − 4a20.
By substitution with this same relation, we compute
var{aˆN} ≤ 2x∗ + 2
∫ ∞
z∗
4
√
z2 − a20
z − a20
z−
N
4
−2(z2 − a20)dz
≤ 2x∗ + 8
4
√
z∗ − a20
(
|a0|3−N2
N − 6 −
|a0|1−N2
N + 2
)
, (12)
where we have used that z∗ > a20, which is justified because
z∗ =
1
2
(
1 + a20 + x
∗ +
√
(1− a20 − x∗)2 + 4x∗
)
> a20 + x
∗.
Next, we must find an appropriate value for x∗ and z∗. The idea
behind our approach is to make x∗, z∗ (approximately) coincide with
the change of regime of the bound of (11). It can be shown that valid
values for x∗ and z∗ are
x∗ <
|a0|4− N2m (N + 4m)
N
, z∗ = a20 +
|a0|4− N2m (N + 4m)
N
.
By replacing these quantities into (12), we can obtain the best rate
of decay by choosing m = 5/4, leading to the bound in (10).
This bound provides the intuitive decay for unstable systems: as
the sample size increases, the variance of the least squares estimate
decreases exponentially, and the rate of decay is proportional to the
degree of instability of the system.
7. SIMULATIONS
To validate our theoretical results, we show how the bounds obtained
in Theorems 1 and 2 perform in practice. First, we test the probabil-
ity bounds given in (3) and (8). With 5 · 105 Monte Carlo runs, we
have obtained sample probabilities for the event {aˆN − a0 > ε} for
ε ranging from 0.01 to 5, and N from 2 to 100. Both simulated and
upper bound surfaces for a0 = 0.5, 0.98, 1.01 and 1.1 can be seen
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Fig. 1. True deviation probability P(aˆN − a0 > ε) (green) and its
upper bound (yellow) for a0 = 0.5, 0.98, 1.01, and 1.1.
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Fig. 2. True (solid) and upper bounds (dashed) for var{aˆN}. Left:
a0 = 0.5 (red), 0.98 (blue). Right: a0 = 1.01 (red), 1.1 (blue).
in Fig. 1. We have also obtained the sample variance for the same
number of Monte Carlo runs, and from N = 7 to N = 1000. Fig. 2
shows the results for the same values of a0 previously studied.
For both stable and unstable cases, the bounds in deviation prob-
ability and variance are shown to have similar qualitative behavior to
the simulated curves. Some conservatism was expected, due in part
to Chernoff’s inequality and by the square root introduced by the ap-
plication of Proposition 1. As the real parameter ranges from stable
to unstable, the deviation probability flattens to zero quicker due to
the increase of λ2, which is a pivotal term in both bounds. For fixed
N , this naturally leads to a reduction of variance for more unstable
systems, which is also qualitatively predicted with our results.
8. CONCLUSIONS
In this paper we have obtained finite-sample upper bounds for the
probability of deviation and variance of the least square estimator of
the parameter of a scalar AR(1) process. Our results consider both
stable and unstable cases, and reflect the correct qualitative behavior
for both scenarios. For obtaining these bounds we have used ele-
ments of decoupling theory, which provides a promising approach
to obtaining finite-sample bounds in dynamical systems.
Future work includes extending these results for general au-
toregressive processes with sub-Gaussian noise, and applying these
bounds for performing a non-asymptotic analysis of general system
identification model structures.
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10. SUPPLEMENTARY MATERIAL
In this section we complete details on parts of the proofs of Theorems 1 and 2.
Fact 1. The following identity holds:
1
2pi
∫ pi
−pi
log
(
1 +
ε2
|ejω − a0|2
)
dω = log
1 + a20 + ε2
2
+
√(
1 + a20 + ε
2
2
)2
− a20
 . (13)
Proof. By Szego¨’s formula [25], the integral in question is equal to log(re), where re is the constant factor of the spectral factorization of
Φy˜(z) =
1 + a20 − a0(z + z−1) + ε2
|z − a0|2 .
Here, 1 + a20 − a0(z + z−1) + ε2 = z−1(−a0z2 + [1 + a20 + ε2]z − a0), and therefore the numerator of Φy˜(z) has roots at
z1 =
1 + a20 + ε
2
2a0
−
√
(1− a20 + ε2)2 + 4a20ε2
2a0
, z2 =
1 + a20 + ε
2
2a0
+
√
(1− a20 + ε2)2 + 4a20ε2
2a0
.
Thus,
Φy˜(z) =
(√
a0z2
z − z1
z − a0
)(√
a0z2
z − z1
z − a0
)∗
.
With this factorization, we conclude that re = a0z2, from which we obtain (13).
Fact 2. The matrix R¯N−1/σ2 formed with entries
r¯ij = a
|i−j|
0
a
2min{i,j}
0 − 1
a20 − 1
, i, j = 1, . . . , N − 1,
has a tridiagonal matrix inverse of the form
σ2R¯−1N−1 =

a20 + 1 −a0 0
−a0 a20 + 1 −a0
−a0
. . .
. . .
. . . a20 + 1 −a0
0 −a0 1
 . (14)
Furthermore, the Toeplitz matrix σ2R¯−1N−1 + a
2
0ηN−1η
>
N−1, where ηN−1 is the N − 1-th column of the identity matrix of size N − 1, is
non-singular for |a0| > 1.
Proof. Denote the matrix product between σ2R¯N−1 and the matrix in (14) as J, and denote the elements of σ2R¯N−1 and the matrix in (14)
as {rij} and {r˜ij} respectively. We shall compute the elements of the matrix J, labeled {Jij}.
• For 1 < i < N − 1:
Jii =
N−1∑
k=1
rikr˜ki = −a0ri,i−1 + (a20 + 1)rii − a0ri,i+1 = −a
2
0(a
2i−2
0 − 1) + (a20 + 1)(a2i0 − 1)− a20(a2i0 − 1)
a20 − 1
= 1.
• For 1 < j < i ≤ N − 1:
Jij = −a0ri,j−1 + (a20 + 1)rij − a0ri,j+1 = −a
i−j+2
0 (a
2j−2
0 − 1) + (a20 + 1)ai−j0 (a2j0 − 1)− ai−j0 (a2j+20 − 1)
a20 − 1
= 0.
• For 1 ≤ i < j < N − 1:
Jij = −a0ri,j−1 + (a20 + 1)rij − a0ri,j+1 = −a
i−j
0 (a
2i
0 − 1) + (a20 + 1)aj−i0 (a2i0 − 1)− aj−i+20 (a2i0 − 1)
a20 − 1
= 0.
• For j = 1, i > 1:
Ji1 = (a
2
0 + 1)ri1 − a0ri,2 = (a20 + 1)ai−10 − ai−10
(
a40 − 1
a20 − 1
)
= 0.
• For i < N − 1, j = N − 1:
Ji,N−1 = −a0ri,N−2 + ri,N−1 = −a0aN−i−20
(
a2i0 − 1
a20 − 1
)
+ aN−i−10
(
a2i0 − 1
a20 − 1
)
= 0.
Lastly, J11 = (a20 + 1)− a
2
0(a
2
0−1)
a20−1
= 1 and JN−1,N−1 = −a
2
0(a
2N−4
0 −1)
a20−1
+
(a2N−20 −1)
a20−1
= 1, from which we conclude that J = IN−1.
Regarding the invertibility of σ2R¯−1N−1 + a
2
0ηN−1η
>
N−1, we use Gersˇgorin’s circle Theorem
1 [23] and the symmetry of this matrix to
bound the spectrum of σ2R¯−1N−1 + a
2
0ηN−1η
>
N−1. This spectrum, which we call Λ, satisfies
Λ ⊂ {λ ∈ R : |λ− a20 − 1| ≤ 2|a0|} ∪ {λ ∈ R : |λ− a20 − 1| ≤ |a0|}
= {λ ∈ R : |λ− a20 − 1| ≤ 2|a0|},
which implies that each eigenvalue λk of σ2R¯−1N−1 + a
2
0ηN−1η
>
N−1 must satisfy
− 2|a0| ≤ λk − a20 − 1 ≤ 2|a0| ⇐⇒ 0 < (|a0| − 1)2 ≤ λk ≤ (|a0|+ 1)2.
We note that similar results regarding inverses of covariance matrices have been studied before; we refer to [27] for more details.
Fact 3. Denote T¯N as the tridiagonal Toeplitz matrix of size N × N with non-zero diagonal elements {−a0, a20 + 1,−a0}. Then, the
following determinant equalities hold:
det(T¯N−1)− a20 det(T¯N−2) = 1,
det(T¯N−1 + ε
2IN−1)− a20 det(T¯N−2 + ε2IN−2) = (λ2 − 1)λ
N
1 − (λ1 − 1)λN2
λ2 − λ1 ,
where
λ1 =
a20 + ε
2 + 1
2
−
√
(a20 + ε
2 + 1)2 − 4a20
2
, λ2 =
a20 + ε
2 + 1
2
+
√
(a20 + ε
2 + 1)2 − 4a20
2
.
Proof. For det(T¯N−1), via Proposition 2 in Section 10.1, we know that the following determinant relation holds:
det(T¯N−1) = (a
2
0 + 1) det(T¯N−2)− a20 det(T¯N−3),
with det(T¯1) = T¯1 = a20 + 1, and det(T¯2) = a40 + a20 + 1. So, we see that
det(T¯N−1)− a20 det(T¯N−2) = det(T¯N−2)− a20 det(T¯N−3) = · · · = det(T¯2)− a20 det(T¯1) = 1.
For the second equality, we denote T˜N−1 := T¯N−1 + ε2IN−1. Due to the tridiagonal structure, by using Proposition 2 again, we know that
the determinants of interest satisfy
det(T˜N−1) = (a
2
0 + ε
2 + 1) det(T˜N−2)− a20 det(T˜N−3),
with det(T˜1) = a20 + ε2 + 1, and det(T˜2) = (a20 + ε2 + 1)2 − a20. So, we write[
det(T˜N−2)
det(T˜N−1)
]
=
[
0 1
−a20 a20 + ε2 + 1
] [
det(T˜N−3)
det(T˜N−2)
]
=
[
0 1
−a20 a20 + ε2 + 1
]N−3 [
det(T˜1)
det(T˜2)
]
.
For simplicity, we denote α := −a20, β = a20 + ε2 + 1. We are interested in
det(T˜1)− a20 det(T˜2) =
[
α 1
] [0 1
α β
]N−3 [
β
β2 + α
]
=
−1
α
√
β2 + 4α
[
α 1
] [ λ2 λ1
−α −α
] [
λN−31 0
0 λN−32
] [−α −λ1
α λ2
] [
β
β2 + α
]
=
−1√
β2 + 4α
[
λ2 − 1 λ1 − 1
] [λN−31 0
0 λN−32
] [−αβ − λ1β2 − λ1α
αβ + λ2β
2 + λ2α
]
.
By noting that β2λ1,2 + αβ = βλ21,2, we obtain
det(T˜1)− a20 det(T˜2) = −1√
β2 + 4α
[
λ2 − 1 λ1 − 1
] [λN−31 0
0 λN−32
] [−λ21β − λ1α
λ22β + λ2α
]
=
(λ2 − 1)λN1 − (λ1 − 1)λN2
λ2 − λ1
1En fact, an explicit expression for the eigenvalues exists: it can be shown (see e.g. [26]) that the eigenvalues of σ2R¯−1N−1 + a
2
0ηN−1η
>
N−1 are given by
λk = a
2
0 + 1− 2|a0| cos
(
kpi
N
)
, k = 1, 2, . . . , N − 1, which implies that λk ≥ a20 + 1− 2|a0| = (|a0| − 1)2 > 0 for k = 1, . . . , N − 1.
Fact 4 (Choices for x∗ and z∗). We seek for a computable value for x∗ such that the bound (12)
var{aˆN} ≤ 2x∗ + 8
4
√
z∗ − a20
(
|a0|3−N2
N − 6 −
|a0|1−N2
N + 2
)
,
is as tight as possible. Here, z∗ is computed as
z∗ =
1 + a20 + x
∗
2
+
1
2
√
(1− a20 + x∗)2 − 4a20.
where x∗ > 0. An appropriate value for x∗ should be directly related to the change of regime in the probability bound (11). Valid choices for
x∗ and z∗ are
x∗ =
|a0|4− N2m (N + 4m)
N
, z∗ = a20 +
|a0|4− N2m (N + 4m)
N
.
Proof. We are interested in the value of ε when the following equality holds
λ2 − λ1
(1− λ1)λ
N
4m
2
= 1.
If we denote λ2 = z, we have λ1 = a20/z, and hence the equality can be written as
z
N
4m
+1 − a20z
N
4m − z2 + a20 = 0.
Since λ1 < 1, we require that z > a20. Hence, we propose z = a20 + ξ, where ξ > 0. The goal is to find an appropriate ξ now. If we write
f(z) := z
N
4m
+1 − a20z N4m − z2 + a20, we see that f(a20) < 0. So, an appropriate ξ would satisfy f(a20 + ξ) > 0. For this, it is sufficient that
f(a20 + ξ) = ξ(a
2
0 + ξ)
N
4m − (a40 + 2a20ξ + ξ2 − a20)
> ξ
(
|a0| N2m + N
4m
|a0|2( N4m−1)ξ
)
− ξ2 − 2a20ξ + a20 − a40
= 0.
This is simply a quadratic equation in ξ. So, we can solve for ξ:
ξ =
2a20 − |a0| N2m +
√
|a0|Nm − 4|a0| N2m+2 − Nm |a0|
N
2m + N
m
|a0| N2m+2 + 4a20
2
(
N
4m
|a0| N2m−2 − 1
)
<
2a20 − |a0| N2m +
√
|a0|Nm + Nm |a0|
N
2m
+2
N
2m
|a0| N2m−2
<
4m|a0|4− N2m
N
− 2ma
2
0
N
+
2ma20
N
+ |a0|4− N2m
=
|a0|4− N2m (N + 4m)
N
.
So, thanks to the substitutions we have made in the integrals that lead to (12), we can see that a choice for z∗ can actually be
z∗ = a20 +
|a0|4− N2m (N + 4m)
N
, m ≥ 1
4
.
Finally, we proceed to obtain a bound on x∗. Here, we denote ξ∗ := z∗ − a20. Note that the relationship between z∗ and x∗ is given by
z∗ =
1 + a20 + x
∗
2
+
√(
1 + a20 + x
∗
2
)2
− a20 ⇐⇒
z∗2 + a20
2z∗
=
1 + a20 + x
∗
2
,
from which we conclude that
x∗ = z∗ +
a20
z∗
− 1− a20 = ξ∗ + a
2
0
a20 + ξ
∗ − 1 = ξ
∗
(
1− 1
a20 + ξ
∗
)
> 0.
For simplicity, we can bound x∗ by ξ∗.
10.1. Auxiliary results
Proposition 2 (Determinant of tridiagonal matrices). Consider the sequence of Toeplitz tridiagonal matrices {TN} of increasing size N and
non-diagonal elements {α, β, γ}. Then,
det(TN ) = β det(TN−1)− αγ det(TN−2). (15)
Proof. By Laplace’s expansion formula, we find that det(TN ) = β det(TN−1)− γ det(SN−1), where
SN−1 =

α γ 0 0
0 β γ
α
. . .
. . .
. . . β γ
0 α β
 ∈ R
(N−1)×(N−1).
Clearly, det(SN−1) = α det(TN−2), and hence (15) follows.
Proposition 3 (Quotients of determinants of symmetric Toeplitz matrices). Consider the sequence {Tn} of symmetric Toeplitz matrices,
each one with elements {ti}n−1i=0 . Then, for N > 1,
det(TN+1)
det(TN )
≤ det(TN )
det(TN−1)
. (16)
Proof. Consider the weakly stationary process {Xi}, where Xi is a zero-mean Gaussian random variable. Furthermore, assume that the
process exhibits covariance E[XkXj ] = tk−j . Let us solve the problem of finding the best linear predictor of XN based on N previous
values of the random process {Xi}:
XˆN =
N∑
i=1
aiXN−i.
If the cost is E[(XN − XˆN )2], then it is well known (see, e.g. [28]) that the optimal predictor is in fact
XˆoptN = E[XN |X0, . . . , XN−1] = KXNXN−1K−1XN−1XN−1,
where
KXNXN−1 =
[
t1 t2 . . . tN
]
, KXN−1 =

t0 t1 · · · tN−1
t1 t0 · · · tN−2
...
...
. . .
...
tN−1 tN−2 · · · t0
 , XN−1 =

XN−1
XN−2
...
X0
 .
Note thatKXN−1 = TN−1. Hence, the optimal cost is given by
E[(XN − XˆoptN )2] = t0 −KXNXN−1K−1XN−1KXN−1XN =
det(KXN )
det(KXN−1)
=
det(TN )
det(TN−1)
. (17)
Now, if we find the best linear predictor based on N + 1 previous values, following the same computations we reach the optimal cost
det(TN+1)/det(TN ). This quantity cannot be greater than (17), due to the increasing complexity of the predictor. Thus, (16) follows.
