Abstract. A pair of sequences of natural numbers is called planar if there exists a simple, bipartite, planar graph for which the given sequences are the degree sequences of its parts. For a pair to be planar, the sums of the sequences have to be equal and Euler's inequality must be satisfied. Pairs that verify these two necessary conditions are called Eulerian. We prove that a pair of constant sequences is planar if and only if it is Eulerian (such pairs can be easily listed) and is different from (3 5 | 3 5 ) and (3 25 | 5 15 ).
Introduction
The theory of graphic sequences dates back to the classical result of P. Erdős and T. Gallai from 1960 [3] , which gives a necessary and sufficient condition for a sequence to be graphic. Recall that a sequence of natural numbers is called graphic if there exists a simple graph (no loops, no multiple edges), for which the given sequence is the sequence of degrees of its vertices. In the bipartite case, one speaks of a pair of sequences of natural numbers. Such a pair is called graphic if there exists a simple bipartite graph the degree sequences of whose parts are the given two sequences. In 1957, D. Gale and H. Ryser independently found necessary and sufficient conditions for a pair of sequences to be graphic [5, 11] . At present, there are many different proofs and equivalent formulations of the graphicality condition. For most recent results in the bipartite case, we refer the reader to [1, 2, 9] and the bibliographies therein.
The picture is much less clear for planar graphic sequences, that is, for those which can be realised by a planar simple graph. As the authors say in [12] , "The complete characterization of planar graphical degrees sequences is an extremely difficult problem". The classification of planar graphic sequences is known for regular (constant) sequences [7, 10] , for "almost regular" sequences, the ones whose maximal and minimal terms differ by no more than 2 and for some other classes. In the regular case, the characterisation is as follows.
Call a sequence S (Euler's inequality). These conditions are clearly necessary for the sequence to be planar graphic. For p ≥ 1 and a ≥ 1 we denote (a p ) the regular sequence consisting of p repeats of a.
Theorem 1 ( [7, 10] ). Let D = (a p ) be a regular sequence. 
(2) The sequence D is planar graphic if and only if it is Eulerian and is different from (4 7 ) and (5 14 ).
We note that assertion (1) is immediate, and then to prove Theorem 1 one constructs the plane drawings explicitly. The most technically involved part is the proof that the two Eulerian sequences excluded in assertion (2) are indeed not planar graphic.
In this paper, we prove the bipartite counterpart of Theorem 1. Following a similar approach, we will define the class of Eulerian sequences which satisfy the "minimal" necessary conditions, and will then see that these conditions are almost sufficient, with the exception of two cases.
For 1 ≤ a ≤ b and p, q ≥ 1, we denote (a p | b q ) the pair of sequences in which the first sequence consists of p repeats of number a, and the second one, of q repeats of number b. We call such a pair a bipartite biregular pair. We say that a bipartite biregular pair is planar graphic (or simply planar ), if there exists a simple, bipartite, planar graph for which one part consists of p vertices of degree a, while the other part has q vertices of degree b. A bipartite biregular pair is said to be Eulerian, if ap = bq, q ≥ a, and Euler's inequality m ≤ 2(p + q) − 4 is satisfied, where m = ap = bq and p + q ≥ 3. These conditions are necessary for the pair to be planar graphic. We prove the following.
(1) The pair P is Eulerian if and only if Throughout the paper, a "drawing" of a graph always means an embedding.
2. Proof of Theorem 2 , and then the remaining cases follow. (2) Planar cases. We first show that all the pairs which are claimed to be planar are indeed planar, by explicitly exhibiting plane drawings.
If a = 1, the pair P = (1 bq | b q ) is always planar: we can take q disjoint copies of K 1,b . Note that there is only one graph realising this pair and that for q ≥ 2, it is disconnected. However, in all the cases which follow the plane drawings can be made connected using the following simple procedure. Given the drawings of the disjoint union of two graphs, we place them as on the left in Figure 1 and then reconnect two edges as on the right in Figure 1 . This results in a plane drawing of a bipartite graph, with the "correct" degrees of the vertices. If the degrees of all four vertices shown in Figure 1 are at least 2, the resulting graph is connected.
If a = 2, we consider two cases depending on the parity of q. If q = 2r, we have P = (2 br | b 2r ). This pair is always planar: we can take r copies of K 2,b (one can make the resulting drawing connected repeatedly using the procedure as in Figure 1 ). If q is odd, then P = (2 qr | (2r) q ), q ≥ 3. This pair is also planar. To see that, take q copies of K 2,r and in the i-th copy, i = 1, . . . , q, denote v i , v i+1 the two vertices of degree r if r = 2, (if r = 2, denote v i , v i+1 any two non-adjacent vertices in the i-th copy of K 2,2 ). Now identify the points having the same label v i (where i is computed modulo q).
If
For any even p ≥ 4, the pair P is planar: a planar realisation is the p-prism. Replacing a vertex by seven vertices as in Figure 2 we obtain that if the pair (3 p | 3 p ) is planar, then the pair (3 p+3 | 3 p+3 ) is also planar. It follows that for all p ≥ 6 and for p = 4, the pair P = (3
The pair P = (3 4r | 4 3r ), r ≥ 2 is always planar. To see that, we consider two concentric circles with the center at some point O and the domain U in the intersection of the annulus between the two circles and the central angle of size . We then inscribe the drawing in Figure 4 in the domain U and take the union of its images under the rotations by Plane drawings of the pairs P = (3 5r | 5 3r ) for r = 7 and r = 9 are given in Figures 5 and 6 respectively. Now for any odd r ≥ 11, a plane drawing of the pair P = (3 5r | 5 3r ) can be obtained by taking the disjoint union of the drawings for r = 7 and for the corresponding even r ≥ 4 (the resulting graph can be then made connected by the procedure shown in Figure 1 ) . Non-planar cases. To complete the proof we have to show that the pairs (3 5 | 3 5 ) and (3 25 | 5 15 ) are not planar. In the both cases, we follow the same strategy, although the second case is substantially more technical.
Suppose the pair (3 5 | 3 5 ) is planar. There are obviously 15 edges and 10 vertices, so using Euler's formula, it is not difficult to see that there is necessarily one hexagonal face and six quadrilateral faces. Take a point in the hexagonal face and join it to the three vertices belonging to the second part by non-crossing arcs. We obtain a plane drawing of the pair (3
2 ) in which all the faces are quadrilaterals. We now join by a diagonal, in every quadrilateral, the two vertices belonging to the second part, and then remove from the resulting drawing the vertices of the first part and the interiors of all the edges incident to those vertices. We obtain a plane drawing of the sequence (4 3 , 3 2 ). Note that by construction, the faces of that drawing are in one-to-one correspondence with the vertices of the first part and moreover, as all those vertices were of degree 3, all the faces of the drawing are triangles. We also note that the three vertices of degree 4 lie on the boundary of one face.
If the pair (3 25 | 5 15 ) is planar, then its plane drawing has 75 edges and 40 vertices. Then there are 37 faces and so, similar to the previous case, the drawing has one hexagonal face and all the other faces are quadrilateral. Then the same procedure applied to the pair (3 25 | 5 15 ) produces a plane drawing of the sequence (6 3 , 5 12 ) all of whose faces are triangles and such that the three vertices of degree 6 lie on the boundary of one face. Lemma 1. The underlying graphs of the both drawings are simple.
Proof. We start by considering both drawings simultaneously. The fact that there are no loops follows from the fact that the original drawings had no multiple edges.
Suppose a pair of vertices A, B is joined by two edges e 1 , e 2 . We can view our drawing as a drawing on the sphere. Consider the two domains U δ 1 (B) . Suppose first that δ 1 (A) = 1. If δ 1 (B) = 1, we get a drawing in the closure of U 1 as on the left in Figure 7 . This is a contradiction, as both domains must be faces and the graph has no vertices of degree 2. If δ 1 (B) = 2, we get a drawing in the closure of U 1 as in the middle in Figure 7 (there may be some more edges incident to C which are not shown). This is again a contradiction, as the two edges joining B and C must lie on the boundary of a single triangular face. It follows that δ 1 (B) ≥ 3. of degree 6. Continuing with the drawing of the graph (6 3 , 5 12 ) we notice that no two vertices can be joined by more than two edges (otherwise, by the argument above, their degrees are too high). For every pair of vertices joined by two edges, the union of the edges is a simple closed curve c; call it a circle. No two circles may cross, but some of them can touch at a vertex (note that we have only three vertices of degree 6, so there are no more than three circles). We can now choose a circle c with the property that one of the domains U 1 bounded by it contains no points of any other circle (call such a domain minimal ). Denote U 2 the other domain bounded by c and let A, B ∈ c be the vertices of the drawing joined by two edges e 1 , e 2 with c = e 1 ∪ e 2 . With the notation as above, we cannot have δ 1 (A) = 1 or δ 1 (B) = 1 as this creates double edges lying in the closure of U 1 hence contradicting the fact that U 1 is minimal. Then δ 1 (A), δ 1 (B) ≥ 2, and so δ 2 (A), δ 2 (B) ≤ 2. From the argument above, δ 2 (A) ≥ 1 and if δ 2 (A) = 1, then δ 2 (B) ≥ 3. It follows that δ i (A) = δ i (B) = 2, for i = 1, 2. Now consider the part of the drawing lying in the closure of U 1 . The two edges incident to A and pointing towards U 1 cannot have a common endpoint (other than A). The same is true for the two edges incident to B and pointing towards U 1 , so the two triangular domains containing e 1 (respectively e 2 ) on their boundaries are as on the right in Figure 7 . The degree of each of the vertices C, D is at least 5; the starting segments of some of the edges incident to them are shown in Figure 7 . In the rotation diagram at C, the segments Cγ (respectively Cα) is the first (respectively the last) when we turn in the positive direction from CB to CA. For D, we label the starting segments similarly. Then the path αCADβ lies on the boundary of a face, so the segments Cα and Dβ lie on the same edge. By a similar argument, the segments Cγ and Dε lie on the same edge. This gives two edges joining C and D which contradicts the fact that U 1 is minimal.
We need to show that the degree sequence (4 3 , 3 2 ) (respectively (6 3 , 5 12 )) admits no plane drawing all of whose faces are triangles, with all the three vertices of degree 4 (respectively 6) lying on the boundary of one face and such that the underlying graph is simple. Assuming such a drawing exists, we call a partial drawing a drawing of a subset of vertices with some edges connecting them, and with starting segments of all the other edges adjacent to these vertices drawn in such a way that at each vertex, we have the same rotation diagram as in the final drawing.
For the degree sequence (4 3 , 3 2 ), we start with the partial drawing containing three vertices of degree 4, the edges connecting them and the starting segments of all the other edges incident to these vertices, as in Figure 8 . The triangular face having the vertices of degree 4 on its boundary is the outer face. An easy inspection shows that we cannot add two vertices of degree 3 and connect the edges to get the required drawing. Consider the degree sequence (6 3 , 5 12 ). Note that this sequence is planar [6, 12] , but, as we will show, in no plane drawing there is a face with three vertices of degree 6. We also note that the dual to a planar graph with such a degree sequence is known as a fullerene graph [8] ; such graphs are extensively studied in chemistry [4] .
Assuming that the required drawing exists, we start with a partial drawing as on the left in Figure 9 , with the three vertices of degree 6 and with the corresponding face to be the outer domain of the circle. All the remaining vertices will be of degree 5. For each of the three edges, consider the two starting segments closest to it in the rotation diagrams at its endpoints. Then the edge and the two segments lie on the boundary of a single face, so that the edges of the drawing which extend these two starting segment share a common vertex. That vertex cannot be one of the three existing vertices and the three new vertices so constructed are pairwise distinct (as the graph is simple). We get the partial drawing as on the right in Figure 9 . The starting segments at the three new vertices point towards the hexagonal domain, as the three triangular domains are faces. For a, b, c ≥ 0, we call an (a, b, c)-triangle a partial drawing consisting of a drawing of a 3-cycle ABC with a (respectively b, c) starting segments incident to vertex A (respectively B, C), with all the starting segments pointing to the same domain U in the complement of the drawing of the 3-cycle ABC. We say that a triangle is bad, if there is no graph drawing in the closure of U for which all the faces are triangular, all the vertices are either the vertices A, B, C or lie in U and have degree 5, and the only edges incident to A, B, C are the extensions of the given starting segments. (x, 1, 1), x > 0, as in the middle in Figure 10 . In any drawing which extends it, the path γBCδ lies on the boundary of a triangular face, and so the edges containing the segments Bγ and Cδ share a common vertex D. Note that the three starting segments at vertex D point outside the triangle DBC (otherwise DBC is a bad triangle), as on the right in Figure 10 . But then the segments Dµ and Aα lie on the same edge and the segments Dν and Aβ lie on the same edge which contradicts the fact that the graph is simple. By similar arguments, for the triangle (2, 2, 1), we are forced to add two edges which then produces a bad triangle (2, 1, 1).
We now consider the six edges lying on the boundary of the inner triangular domain of the partial drawing on the right in Figure 9 . Each of them lies on the boundary of a triangular face other than the one already shown in Figure 9 . The third vertex of that face is the common endpoint of the two edges which extend the two closest starting segment at their endpoints of the edge. We first show that none of these vertices can be one of the existing six vertices. By symmetry, we can consider one of the six edges and then, as the graph is simple, if the two edges extending the two starting segments have one of the two existing vertices as their endpoint, then we get three possible partial drawings shown in Figure 11 . In all three cases, we get a bad triangle, (3, 1, 0), (2, 2, 1) and (2, 2, 0) respectively. We next show that all the six new vertices are pairwise distinct. Label the edges as in Figure 12 and denote A i the third vertex of the corresponding triangular face. Clearly A 1 = A 2 and A 1 = A 6 are impossible. The cases when A 1 = A 5 and A 1 = A 3 can be obtained from one another by rotation. Hence it suffices to consider two cases: A 1 = A 4 and A 1 = A 3 . If A 1 = A 4 , we have two possible partial drawings depending on the direction of the remaining starting segment at the vertex A 1 = A 4 ; these drawings are shown in Figure 12 . But in the drawing on the left, we are forced to have an edge shown in the broken line which then produces a non-simple graph. Similarly, in the drawing on the right, we must have an edge shown in the broken line which then produces a bad triangle (2, 1, 1). In the case A 1 = A 3 , we also have two possible partial drawings depending on the direction of the remaining starting segment at the vertex A 1 = A 3 . Both of them lead to a bad triangle, either (2, 1, 1) or (2, 1, 0).
It follows that all the six vertices A i , i = 1, . . . , 6, are pairwise distinct. Moreover, every pair of vertices (A 1 , A 6 ), (A 2 , A 3 ) and (A 4 , A 5 ) has to be joined by an edge and then the remaining starting segments at these vertices point outside the resulting triangular domains (to avoid bad triangles (x, 0, 0), x > 0). We get the drawing shown in Figure 13 . Denote U the inner nonagonal domain and c its bounding cycle. Note that there are only three remaining vertices to be added to that partial drawing. Denote them A, B and C; all three have degree 5 and lie in U. It may happen that two of the starting segments in Figure 13 lie on the same edge; we call such an edge a diagonal. The degree count shows U Figure 13 . The nonagonal domain U with starting segments. that the number of diagonals δ equals the number of edges joining the vertices A, B, C, so δ ∈ {0, 1, 2, 3}. But if δ = 0 then each of the vertices A, B, C is connected to five different vertices on the cycle c, and no two such sets of five vertices share more than two elements (otherwise there will be edge crossings). But there are only nine vertices on c and as each of them has no more than two starting segments, we get a contradiction. Similarly, if δ = 1, then one of the three vertices A, B, C is connected to five different vertices on c, and the other two, to four vertices on c, which is again a contradiction. It follows that we have δ ∈ {2, 3} diagonals. They split U into δ + 1 domains, with at least two having the property that the intersection of their boundary with c is connected. On the other hand, the vertices A, B, C have δ ≥ 2 edges joining them, and so all three lie in a single domain in the complement to the diagonals. It follows that there exists a domain which contains no vertices of the drawing and whose boundary is the union of an arc c ′ of c and a diagonal. But then the interior of c ′ contains at least one vertex of c as the graph must be simple, and so there is "no other endpoint" for a segment starting at that vertex.
This completes the proof of Theorem 2.
