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Abstract 
The iris identification as one of the most effective ways in biometrics identification, which obtain more and more 
attention  in all walks of  life to a wide range of applications, but the recognition of the quality and speed still exist 
noise interference such as eyelash, eyelid, and sampling flare. In the paper we put forward a method that unified noise 
used to between login iris and sample iris images aiming at the widespread adoption of matching method. Basing on 
this way, we can effectively reduce the noise interference and increase for identification of utilization as soon as 
possible. It is found  that the method can be applied to reduce regional differences resulted from noise regional 
disunity errors, and make us to get more effective iris image area, especially in inferiorly non-aggressive iris image 
area. Our study Indicates the result of calculation iris matching has better effect in direct gray-level surface. 
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1. Introduction 
As for the biometric identification technologies, the iris identification is one of the technologies with 
the most convenient and accurate application at present. As the high technology which is flourished in the 
late 20th century, it has played an increasingly important position in social life, which has fundamentally 
changed the human way of life. The application of iris identification has become the mainstream 
biometric identification technology in the future society because of its unique advantages in the aspects of 
collection and accuracy, etc. It has been gradually emerged in the various applications around the world. 
The appearance diagram of eye is consisted of the sclera, the iris and the pupil. The iris is located between 
the sclera and the pupil, which contains the most abundant texture information and accounts for 65%. 
After being enlarged, it is found that the eye is composed by the crypt, the winkles, the pigment spots and 
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some others, which is one of the most unique structures in human body. The formation of iris is 
determined by genes and the human gene expression has determined the morphology, the physiology, the 
color and the overall appearance of iris. During childhood, the iris is basically developed to a sufficient 
size, which has entered a relatively stable period. The iris morphology can be maintained for decades 
without much change unless the rare abnormal status and the physical or mental trauma have changed the 
appearance of iris. On the other hand, the iris is externally visible. But it also belongs to the internal 
organization, which is located behind the cornea. In order to change the appearance of iris, the delicate 
surgery is required. The highly uniqueness and the stable characteristic of iris are the material basis for the 
phenomenon that the iris can be used for the identification.  
2. The process of iris identification 
The existing theories are conducted on the assumption that the iris is exposed and the interference is 
less. However, the noiseless case is not available in the practical application. Assuming that the registered 
image which is stored in the iris database is imgR , and the landing iris image which is temporarily 
obtained for identification and matching is imgP . The process of iris identification can be shown as follows: 
2.1 The iris registration 
The main purpose of this step is to segment or extract the images in iris regions. This stage is very 
important and not every collection can be completely involved the entire iris region. Due to the influence 
of environmental equipments or the state of subjects, the iris region has been covered to some extent. 
Then the detection of noise will be involved. Currently, in view of the hough transformation of eyelids[1], 
the curve fitting method is mainly employed to detect the eyelids. The detection of eyelashes is more 
mature, which mainly includes the following methods: 
1) Gabor filters[2]. The spatial domain can be shown as follows: 
 
                                  ( ) 2 2G x,μ,δ exp{ / 2 }cos(2 )x xδ πμ=                                                               (1) 
                                    ( ) ( ) 1f x *G x,μ,δ K<                                                                                           (2) 
Application of convolution * :, 1K is a pre-set threshold value. When it meets the formula, it will be 
determined as the point on the eyelashes.  
2) The standard deviation method[3]. It can be shown in (3). 
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M is the gray average in window, (2N+1) is the size of window and 
2K is the threshold value.  
What’s more, the gray level threshold method[4] and the roof edge detection method[5] can effectively 
detect the eyelashes. In fact, the wool spot can be removed by employing the specific equipment or the 
spots will be controlled in the pupil area. The above methods must be considered in order to get the 
effective iris area. In the current algorithm, it is difficult to completely restore the iris area covered by the 
eyelashes and the eyelid. In order to get the iris area, it is necessary to conduct the edge detection. The iris 
images can be segmented after detecting the edge. Currently, the differential and integral circle detection 
operator[6] is commonly used, which can be shown in (4).  
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3) Hough transformation[7]. As for a set of detected edge points can be shown in (5) and (6).  
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2.2The iris normalization 
When the iris is separated from the human eyes, the iris regional images with the uniform size and the 
uniform shape will be given through adjusting the inside and outside circles with different center of iris 
image and employing the certain data mathematical means. Finally the images will be expanded into the 
matrix. All of them are committed to establish a standardized platform.  
The feature extraction and the encoding of iris is related to the grayscale information corresponding to 
the texture information and the texture location of the spatial domain characteristics and some others. 
Currently, the Gabor filters[7] are used for the feature extraction, which can be shown in (7). 
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The iris grayscale information can be also extracted through the pyramid method[8], which can be 
shown in (8). 
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2.3 The feature matching of iris 
Through comparing the collected iris image characteristics and the registered iris image characteristics 
which are stored in computers, the identification of individual identity can be achieved. One of the 
existing matching methods refers that the characteristics should be respectively extracted from the iris 
images and the iris samples for comparison. The second method refers that the difference characteristics 
of the iris effective area should be directly calculated for the identification in the absence of noise 
interference. No matter which matching method is employed, we should try our best to obtain the 
effective, clear and interference-free iris image area, which will be conducive to the feature extraction and 
the matching. One of the methods used for the feature matching is the Fourier phase transformation[9].  
The main idea refers that the Fourier transformation X and Y of the registered images and the loading 
images should be respectively calculated. The cross-power spectrum is *s xy= . * is the conjugate 
symbol, which can be shown in (9). 
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(10) is the correlation function. The direct matching method[10] based on the gray surfaces is the 
simplest method, but the requirement is more stringent, which can be shown in (11) and (12). 
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3. The relationship between the sizes of the regional extraction in iris identification 
3.1. The ring mode 
From the iris information we can find that the ring area around the pupils contains the most abundant 
information in iris. As for the border region where is close to the sclera, the information is relatively less. 
Under certain conditions, it is not necessary to conduct the extraction and the matching for the entire iris 
regions, especially in the case of higher speed. If there is no blocking of eyelashes and eyelids, it will be 
good to adopt the ring method to extract the iris regional images for identification. when the iris is 
completely exposed and there is no other noise, the ring effective area is adopted. Generally speaking, the 
iris region will be transformed through the polar coordinate method. The regional percentage can be used 
after the image normalization: ( ) / (R r) 100%�L R− − × . According to the test, it is found that when the 
exposed inner area of iris reaches to 37.5%, the required characteristic quantity of iris identification will 
be reached. In many cases, under the influence of eyelashes and eyelids, only the pupil is not blocked by 
them in the natural state.  
3.2. The fan-shaped mode 
From the effective fan-shaped anglea, we can find that the employment of the fan-shaped region can 
effectively reduce the percentage of the fan-shaped region of eyelids: /180 100%α= × . If the percentage 
of the fan-shaped region is greater than 70 degrees, namely 38.89%, then the required value of 
identification will be reached. 
3.3 The irregular region 
For most cases, the situation will be presented. It is rare that the noiseless iris images can be obtained 
by completely using the above two regions. As the iris sampling is non-invasive and it is also affected by 
the complex sampling environment, it is required to carry on the noise reduction processing. At the same 
time, the spots are not fixed and they may appear in any regions, which will cause the larger errors. It is 
just the noise that is formed in the image acquisition process. Coupled with the noise in the process of 
registering the iris images, it will be difficult to determine the effective regions. As for the same person, 
the extracted features at different times in different areas often increase the false reject rate FRR. If we 
can find a way to conduct the feature extraction and the identification in the same area without 
interference after the normalization, it will provide the basis for the good identification.  
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We can establish the following noise point model: assuming that the registered iris image is A, the real-
time sampling iris sample is B, the corresponding noise point set is RX and PX , the normalized region is S 
and the available effective regions are respectively RS and PS .  
                                      
n
A i
i 0
X a
=
= ∑ , mB i
i 0
X b
=
= ∑ ,
0 0
n n
i i
i i
X a b
= =
−= ∑ ∑                                              
     
(13) 
Here (
A AS S X= − , B B  S S X= − and ia are the sets of noise points in the sampled iris images. is the set 
of noise points in the registered iris images. the effective region AX is different from XB .  
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Then there is the common basis S . As for the different shapes of S , we can employ the feature shape 
extraction means of appropriate methods. 
4. The application of the noise normalization model 
The pupil with the same pixel is the foundation. MATLAB has been adopted for processing and the 
iris has been transformed into the polar coordinate form. The iris after the normalization has the same 
area. The direct matching method based on the gray surfaces can’t directly filter the interference of 
various noises in calculating the overlap ratio of the sampled iris images and the registered iris images. It 
is only necessary to select the area without interference. It is difficult to immediately determine the same 
area of the two images. After the noise normalization, as the two images are built on a unified area, the 
effective normalization of the sampled iris images and the registered iris images has provided the basis 
for the graysacle analysis and comparison processing of digital images. It is required to select the samples 
from the CASIA-Iris database. And the iris images of A1, A2, A3 and A4 sampled by the same person at 
different times should be adopted for the experiment.  
Table 1 The iris identification matching comparison 
 A1 A2 A3 
 μ  δ  μ  δ  μ  δ  
A1 -- --     
A2 6.0438 4.1697 -- --   
A3 4.1148 4.0045 5.8308 4.6626 -- -- 
A4 4.6916 4.1724 5.8040 4.4435 3.7891 3.7104 
The variance of the same person with the same eye through this method fluctrates around 4.00. 
Temporarily assuming thatδ is the determination threshold, which is 4.6626. Comparing the 21 different 
eyes with μ  and δ  of A1 loading images in Table 1, the minimum difference of δ is above 1.2. The 
smaller δ is, the higher the matching degree will be.  
The grayscale surface of the noise normalization is adopted to conduct the subtraction between the 
pixel grayscale value of the two surfaces, and there may be the following situations: 1) the difference of 
the grayscale value of the two images is zero, which indicates that the two images are matched. 2) The 
difference of the grayscale value is a constant or fluctuates within a numerical range, which also indicates 
that the two images are matched. Because the lighting conditions of the registered images and the loading 
images are different and there is also a constant brightness difference. 3) the sum of the difference of 
grayscale values is larger. The new images are composed by the points with larger difference so as to 
observe whether there is a law. If there is no law, then the two iris images are not matched. The analysis 
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of the operation results will achieve a better effectiveness through employing the repeated training 
approach of automated machine learning under the conditon of large-scale data.  
Table 2 The iris identification matching comparison of different eyes 
imgP  imgR  
μ  δ  4.6626δ ≤  
Y/N img
P
 img
R
 
μ  δ  4.6626δ ≤  
Y/N 
A1 B1 8.0158 6.3351 N  B12 8.0331 5.9996 N 
 B2 5.7086 5.3910 N  B13 6.5723 6.1367 N 
 B3 12.5079 7.8116 N  B14 7.1744 6.0575 N 
 B4 7.0781 5.7715 N  B15 7.4338 6.0768 N 
 B5 7.6119 6.2378 N  B16 7.2477 6.6485 N 
 B6 10.7910 7.1848 N  B17 6.3449 5.8882 N 
 B7 5.7411 5.9622 N  B18 6.9276 5.7157 N 
 B8 7.7991 6.1001 N  B19 8.8395 6.5490 N 
 B9 12.4323 7.2740 N  B20 6.4767 5.8964 N 
 B10 12.7241 7.4657 N  B21 8.1736 7.3043 N 
 B11 9.3905 6.7026 N  
5. Conclusion 
As for the extraction of the inner features of iris images, the comparison with the characteristics of iris 
library is a method and the distance calculation comparison based on the two iris images is another 
method. In most cases, it is not conducted in the complete normalization regions, which will cause the 
increase of the false reject rate or the false accept rate. In the normalization regions, the basis as well as 
the noise is the same. The threshold can be set and the noisy regions can be completely eliminated. Even 
if there is the error, it is just the smooth error in the color saturation. It can be also considered that the iris 
has the same feature domain. It is required to use the image processing method to directly calculate the 
distance of the corresponding pixel. And the threshold should be set so as to obtain the matching results. 
This situation requires a higher processing speed of computers, but a better matching identification can be 
ensured. As for the additional enhanced iris identification, it is required to immediately make the 
registered images and the sampled images conduct the quick conparison and matching.  
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