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Pardoux and Peng (Systems Control Lett. 14 (1990) 55) introduced a class of nonlinear
backward stochastic differential equations (BSDEs). According to Pardoux and Peng’s
theorem, the solution of this type of BSDE consists of a pair of adapted processes, say ðy; zÞ:
Since then, many researchers have been exploring the properties of this pair solution ðy; zÞ;
especially the properties of the ﬁrst part y. In this paper, we shall explore the properties of the
second part z: A comonotonic theorem with respect to z is obtained. As an application of this
theorem, we prove an integral representation theorem of the solution of BSDEs.
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yt ¼ xþ
Z T
t
gðys; zs; sÞds 
Z T
t
zs dW s; 0ptpT : (1)
Since then, many researchers have been working on this subject and related
properties of the solutions of BSDEs, due to the connection of this subject with
mathematical ﬁnance, stochastic control, partial differential equation, stochastic
game and stochastic geometry and mathematical economics see for example
[1,3,5–9,11–14] and references therein. Among these results is the comparison
theorem of BSDEs with respect to y. Such a comparison theorem, as stated by El
Karoui [4, p. 15], ‘‘plays the same role that the maximum principle in the theory of
partial differential equation.’’
An interesting study is to obtain a comparison result applicable to the second part
z of the solution ðy; zÞ of BSDE (1). In fact, because z in BSDE (1) is a speed
(volatility in mathematical ﬁnance), it is not easy to make comparisons regarding z in
the same way as to make comparisons regarding y. In this paper, we try to explore
the comonotonicity of z. That is, let ðy1; z1Þ and ðy2; z2Þ be the solutions of BSDE (1)
corresponding to terminal value x ¼ x1 and x ¼ x2; respectively. We shall give a
sufﬁcient condition on x1 and x2 under which
z1t  z2tX0 a:e: t 2 ½0; TÞ:
Here for any z; x 2 Rd ; denote z  x :¼ðz1x1; z2x2; . . . ; zdxdÞ; where zi and xi are the
ith components of z and x; i ¼ 1; 2; . . . ; d: Furthermore z  xX0 means zixiX0; and
z  x40 means zixi40:2. BSDEs and related properties
In this section, we shall present some notation and lemmas that are used in this
paper.
Fix T 2 ½0;1Þ; let ðW tÞ0ptpT be a d-dimensional standard Brownian motion
deﬁned on a completed probability space ðO;F; PÞ and fFtg0ptpT be the natural
ﬁltration generated by Brownian motion, i.e.
Ft ¼ sfW s : sptg:
For simplicity, we take F to be FT : Deﬁne
L2ð0; T ; RnÞ :¼fX : X t is Ft-adapted Rn-valued process with
E
R T
0
jX sj2 dso1g;
L2ðO;F; PÞ :¼fx : x is F-measurable random variable such that Ejxj2o1g:
Suppose function g : R  Rd  ½0; T  ! R satisﬁes the following conditions:
ðH1Þ For any ðy; zÞ 2 R  Rd ; R T
0
jgðy; z; sÞj2 dso1;
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m40 such that for any ðyi; ziÞ 2 R  Rd ; i ¼ 1; 2; jgðy1; z1; tÞ  gðy2; z2; tÞjp
mðjy1  y2j þ jz1  z2jÞ; t 2 ½0; T :The next lemma is a special case of Pardoux and Peng’s theorem [10]:
Lemma 1 (Pardoux and Peng [10]). Suppose g satisfies (H1) and (H2). Then for any
x 2 L2ðO;F; PÞ; the BSDE
yt ¼ xþ
Z T
t
gðys; zs; sÞds 
Z T
t
zs dW s (2)
has a unique pair of adapted processes ðy; zÞ 2 L2ð0; T ; RÞ  L2ð0; T ; RdÞ:
The following Lemma can be found in [6,13,14].
Lemma 2. Suppose that g1 and g2 satisfy (H1) and (H2). For any x1; x2 2 L2ðO;F; PÞ;
let ðy1; z1Þ and ðy2; z2Þ be the solutions of BSDE (2) corresponding to x ¼ x1; g ¼ g1 and
x ¼ x2; g ¼ g2; respectively. Then there exists a constant c40 such that
E sup
0pspT
jy1s  y2s j2 þ
Z T
0
jz1s  z2s j2 ds
 
pcE jx1  x2j2 þ
Z T
0
jgsj2 ds
 
;
where gs :¼ g1ðy1s ; z1s ; sÞ  g2ðy1s ; z1s ; sÞ:
Assumption A. Let bðt; xÞ : ½0; T   R ! R; sðt; xÞ : ½0; T   R ! Rd be continuous
in ðt; xÞ and uniformly Lipschitz continuous in x 2 R:
By the existence theorem of stochastic differential equations (SDE), the following
SDE has a unique strong solution fX t;xs g satisfying
dX s ¼ bðs; X sÞds þ sðs; X sÞdW s;
X t ¼ x; s 2 ½t; T :
(3)
Suppose FðxÞ is a continuous function deﬁned on R such that FðX t;xT Þ 2
L2ðO;F; PÞ: Let ðyt;x; zt;xÞ be the solution of BSDE:
ys ¼ FðX t;xT Þ þ
Z T
s
gðyr; zr; rÞdr 
Z T
s
zr dW r; s 2 ½0; T : (4)
Then the following Lemma can be found in [6].
Lemma 3. Suppose all the functions b; s in (3) and F; g in (4) belong to C1;3ð½0; T  
R; RÞ: Then the solution ðyt;xs ; zt;xs Þ of the BSDE (4) satisfies
(i) yt;xt 2 C1;2ð½0; T   R; RÞ and uðt; xÞ :¼ yt;xt is the unique solution of the following
partial differential equation (PDE):
@tuðt; xÞ þLuðt; xÞ þ gðuðt; xÞ;sðt; xÞ@xuðt; xÞ; tÞ ¼ 0;
uðT ; xÞ ¼ FðxÞ; (5)
where Luðt; xÞ :¼ 1
2
sðt; xÞsðt; xÞ@2xxuðt; xÞ þ bðt; xÞ@xuðt; xÞ:
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derivatives of uðt; xÞ with respect to x and s is the transpose of vector s:3. A comonotonic theorem of BSDEs
In this section, we shall obtain a comonotonic theorem for the solutions of
BSDEs. More speciﬁcally, we suppose throughout that g1 and g2 satisfy the
assumption (H1) and (H2). For any x1 and x2 2 L2ðO;F; PÞ; let ðyi; ziÞ be the
solutions of the following BSDEs for i ¼ 1 and 2
yit ¼ xi þ
Z T
t
giðyis; zis; sÞds 
Z T
t
zis dW s; t 2 ½0; T : (6)
In this paper, we consider the case where random variables x1 and x1 satisfy that
there exist two functions F1 and F2 such that x1 and x2 are of the form
xi ¼ FiðX iT Þ; (7)
where fX itg are the solutions of the following SDEs, respectively,
dX is ¼ biðs; X isÞds þ siðs; X isÞdW s;
X i0 ¼ xi; xi 2 R; i ¼ 1; 2
(8)
and bi and si satisfy Assumption A for each i ¼ 1; 2:
We now begin to exploit the conditions on Fi and si under which both z1 and z2
satisfy
z1t  z2tX0 a:e: t 2 ½0; TÞ: (9)
We now introduce the following deﬁnition.
Deﬁnition 1. The functions F andC are said to be comonotonic, if both F and C are
of the same monotonicity, that is, if F is increasing (or decreasing), so is C:
Furthermore, F and C are said to be strictly comonotonic, if F and C are strictly
monotonic.
The following example shows that if F and C are not comonotonic, then
inequality (9) is not true.
Example 1. Considering the case where fW tg is one-dimensional Brownian motion.
Choose F1ðxÞ ¼ x2; F2ðxÞ ¼ x and g1ðy; z; tÞ ¼ 1; g2ðy; z; tÞ ¼ z: Let ðyt; ztÞ and ðyt; ztÞ
be the solutions of the following BSDEs with x1 ¼ F1ðW T Þ and x2 ¼ F2ðW T Þ;
yt ¼ ðW T Þ2 
Z T
t
ds 
Z T
t
zs dW s
and
yt ¼ W T þ
Z T
t
zs ds 
Z T
t
zs dW s:
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ðyt; ztÞ ¼ ðW 2t ; 2W tÞ and ðyt; ztÞ ¼ ðW t þ T  t; 1Þ:
Thus
zt  zt ¼ ztzt ¼ 2W t; t 2 ½0; T 
which does not satisfy (9). The main reason is that x2 and x are not comonotonic.
However, we have the following theorem.
Theorem 1. Suppose that ðy1; z1Þ and ðy2; z2Þ are the solutions of BSDE (6)
corresponding to terminal values x1 ¼ F1ðX 1T Þ and x2 ¼ F2ðX 2T Þ in (7), respectively.
(i) If F1 and F2 are comonotonic and s1ðt; X 1t Þ  s2ðt; X 2t ÞX0; a.e. t 2 ½0; TÞ;
then
z1t  z2tX0 a:e: t 2 ½0; TÞ:(ii) In particular, suppose that bi; si; Fi and gi are C
1;3ð½0; T   R; RÞ: If F1 and F2 are
strictly comonotonic, then
z1t  z2t40 a:e: t 2 ½0; TÞ
if and only if
s1ðt; X 1t Þ  s2ðt; X 2t Þ40 a:e: t 2 ½0; TÞ:Proof. The proof of this theorem is broken into two steps.
Step 1: For each i ¼ 1; 2; we assume functions Fi; bi; si and gi are C1;3ð½0; T  
R; RÞ:
Let fX t;x;is g be the solution of SDEs with i ¼ 1; 2
dX t;x;is ¼ biðs; X t;x;is Þdt þ siðs; X t;x;is ÞdW s;
X t ¼ xi; s 2 ½t; T 
(10)
and let ðyt;x;is ; zt;x;is Þ be the solutions of the BSDEs with i ¼ 1; 2
ys ¼ Zi þ
Z T
s
giðyr; zr; rÞdr 
Z T
s
zr dW r; s 2 ½0; T  (11)
corresponding to terminal values Zi ¼ FiðX t;x;iT Þ; respectively.
Comparing SDEs (10) with SDEs (8), obviously if let t ¼ 0 in SDEs (10),
then SDEs (10) become (8), that is X 0;x;is ¼ X is: Thus the solutions ðyi; ziÞ
of BSDE (6) and the solutions ðyt;x;is ; zt;x;is Þ of BSDE (11) have also the following
relation:
zis ¼ z0;x;is ; s 2 ½0; T :
For i ¼ 1; 2; set uiðt; xÞ :¼ yt;x;it : By Lemma 3(ii),
zt;x;is ¼ si ðs; X t;x;is Þ@xuiðs; X t;x;is Þ a:e: s 2 ½0; T ; (12)
ARTICLE IN PRESS
Z. Chen et al. / Stochastic Processes and their Applications 115 (2005) 41–5446Setting t ¼ 0; we have
z1s  z2s ¼ z0;x;1s  z0;x;2s
¼ s1ðs; X 1s Þ@xu1ðs; X 1s Þ  s2ðs; X 2s Þ@xu2ðs; X 2s Þ
¼ s1ðs; X 1s Þ  s2ðs; X 2s Þ@xu1ðs; X 1s Þ@xu2ðs; X 2s Þ a:e: s 2 ½0; TÞ: ð13Þ
We now begin to prove (i). By the comparison theorem of SDE (see for example
[15]), for ﬁxed t and T, X t;x;1T and X
t;x;2
T are increasing in x. Since F1 and F2 are
comonotonic, thus for ﬁxed T and t; F1ðX t;;1T Þ and F2ðX t;;2T Þ are almost surely
comonotonic. By the comparison theorem of BSDE [13], we can conclude that if F1
and F2 are increasing, then y
t;x;1
t and y
t;x;2
t are increasing, but if F1 and F2 are
decreasing, then yt;x;1t and y
t;x;2
t are decreasing. Thus
@xu1ðt; Þ@xu2ðt; ÞX0 a:e: t 2 ½0; TÞ:
Therefore, from (13) and the assumption s1ðt; X 1t Þ  s2ðt; X 2t ÞX0; we obtain
z1t  z2tX0 a:e: t 2 ½0; TÞ:
Step 2: For each i ¼ 1; 2; if bi; si; gi; Fi do not belong to C1;3ð½0; T   R; RÞ; we can
construct a sequence of C1;3ð½0; T   R; RÞ-functions bi ;si ; gi ;Fi ; which satisfy the
assumption in Step 1, such that bi ; s

i ; g

i ;F

i converge to bi;si; gi;Fi uniformly over
compact sets, respectively, as  ! 0: For 40; let z1;t and z2;t be solutions of BSDE
(6) corresponding to bi ;s

i ; g

i ;F

i ; by Step 1 and (13),
z1;t  z2;t X0 a:e: t 2 ½0; TÞ:
Applying Lemma 2, z1; ! z1 and z2; ! z2 in L2ð0; T ; RdÞ as  ! 0: This completes
the proof of (i).
We now prove (ii): If F1 and F2 are strict comonotonic, by the strict comparison
theorem of BSDE [13], yt;x;1t and y
t;x;2
t are strict comonotonic in x for the ﬁxed t: Thus
@xu1ðt; Þ@xu2ðt; Þ40; t 2 ½0; T :
From (13), the proof of (ii) is complete. &
Remark 1. In Theorem 1, s1 and s2 are actually the volatilities of forward SDE (8),
but z1 and z2 are actually the volatilities of BSDE (6), thus Theorem 1 shows a
relation of volatilities between forward SDEs and backward SDEs.
From Theorem 1, immediately we obtain the following.
Theorem 2. Suppose that b; s satisfy Assumption A. Let fX sg be the solution
of SDE
dX s ¼ bðs; X sÞdt þ sðs; X sÞdW s;
X 0 ¼ x; s 2 ½0; T ;
(14)
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and g satisfies (H1) and (H2). Let ðyt; ztÞ be the solution of the BSDE
yt ¼ FðX T Þ þ
Z T
t
gðys; zs; sÞds 
Z T
t
zs dW s: (15)(i) If F is a increasing function, then
zt  sðt; X tÞX0 a:e: t 2 ½0; TÞ:
(ii) If F is a decreasing function, then
zt  sðt; X tÞp0 a:e: t 2 ½0; TÞ:Proof. Since fX sg is the solution of SDE (14), we can rewrite it as a BSDE
X s ¼ X T 
Z T
s
bðr; X rÞdr 
Z T
s
sðr; X rÞdW r; s 2 ½0; T : (16)
Compare BSDE (16) with BSDE (15), since FðxÞ and x are increasing, applying
Theorem 1(i)
zt  sðt; X tÞX0 a:e: t 2 ½0; TÞ:
The proof of (i) is complete.
If FðxÞ is decreasing, we can rewrite BSDE (16) as
X s ¼ X T þ
Z T
s
bðr; X rÞdr 
Z T
s
sðr; X rÞdW r; s 2 ½0; T :
this comparing with BSDE (15), since FðxÞ and x are decreasing, applying
Theorem 1(i), implies (ii). The proof of Theorem 2 is complete. &
We now consider the case where F is an indicator function. For any constants
aoboc and for given the solution fX tg of SDE (14). Set
A :¼fX Toag; B :¼fX TXbg; C :¼fX TXcg:
Obviously, C  B and A \ B ¼ ;: Let ðyA; zAÞ; ðyB; zBÞ and ðyC ; zCÞ be the solutions
of the BSDE (15) corresponding to FðX T Þ ¼ IA; IB and IC ; respectively. Observing
zC  zB and zA  zB; we have
Corollary 1. Under the assumptions of Theorem 2, we have(i) zCt  zBt X0 a.e. t 2 ½0; TÞ;
(ii) zAt  zBt p0 a.e. t 2 ½0; TÞ:Proof. Since indicator function F1ðxÞ ¼ I ½c;1ÞðxÞ and F2ðxÞ ¼ I ½b;1ÞðxÞ are bounded
and increasing functions, by Theorem 1, we obtain (i).
We now prove (ii). Indeed, since ðyA; zAÞ is the solution of BSDE
yAt ¼ I ðX ToaÞ þ
Z T
t
gðyAs ; zAs ; sÞds 
Z T
t
zAs dW s;
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1 yAt ¼ I ðX TXaÞ þ
Z T
t
gðyAs ; zAs ; sÞds 
Z T
t
ðzAs ÞdW s:
This implies that ðyAt þ 1;zAt Þ is the solution of BSDE:
yt ¼ I ðX TXaÞ þ
Z T
t
gðys; zs; sÞds 
Z T
t
zs dW s;
where gðy; z; tÞ :¼  gðy þ 1;z; tÞ: By Theorem 1
ðzAs Þ  zBsX0 a:e: s 2 ½0; TÞ:
The proof of (ii) is complete. &
Combining Theorem 2 and the comparison theorem of BSDE [13], we can obtain
a sufﬁcient condition under which the solution ðy; zÞ of BSDE (15) is positive.
Corollary 2. Under the assumption of Theorem 2, if(i) F is increasing with Fð0Þ ¼ 0;
(ii) sðt; xÞ40; (i.e. each component of s is strictly positive).
(iii) gð0; 0; tÞX0 for all t 2 ½0; T ;
then the solution ðy; zÞ of BSDE (15) is positive in the sense that each component of
ðy; zÞ is positive.
Proof. By the comparison theorem of BSDE [13], condition (i) and (iii) imply ytX0:
But by Theorem 2, condition (i) and (ii) imply each component of zt is positive. The
proof is complete. &4. Additivity of g-expectations
For given g and T ; the solution ðy; zÞ of the BSDE (2) depends on terminal
value x: Peng [13] introduced the concept of g-expectation via the solution of
BSDE (2).
Deﬁnition 2. Suppose g satisﬁes (H1) and (H2). For any x 2 L2ðO;F; PÞ; let ðyx; zxÞ
be the solution of BSDE (2) with terminal value x: Considering the mapping Eg½ :
L2ðO;F; PÞ ! R denoted by
Eg½x ¼ yx0:
We call Eg½x the g-expectation of x:
In BSDE (2), if gðy; z; tÞ is nonlinear in ðy; zÞ; then Eg½ is usually nonlinear on
L2ðO;F; PÞ: However, for some special random variables and applying our
comonotonic theorem, then Eg½ still has the additivity property even when g is
nonlinear. We introduce the following deﬁnition.
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if for any ðy1; z1Þ and ðy2; z2Þ 2 R  Rd ; then
gðy1 þ y2; z1 þ z2; tÞ ¼ gðy1; z1; tÞ þ gðy2; z2; tÞ;
whenever y1y2X0; z1  z2X0 8t 2 ½0; T :
From the above deﬁnition, we have
Property 1. If g is a positively additive function, then(1) for any constant aX0; we have
gðay; az; tÞ ¼ agðy; z; tÞ; t 2 ½0; T :
In particular, gð0; 0; tÞ ¼ 0 8t 2 ½0; T :
(2) for any x 2 L2ðO;F; PÞ and any constant aX0; we have
Eg½ax ¼ aEg½x:It is easy to check that the following type of nonlinear functions is a positively
additive function:
gðy; z; tÞ ¼ aðtÞjyj þ
Xd
i¼1
miðtÞjzij þ y:
where zi is the ith component of z:
Theorem 3. Suppose that F1ðX 1T Þ and F2ðX 2T Þ are the random variables defined in
Theorem 1 and that g is a positively additive function.(i) Suppose F1 and F2 are comonotonic with F1ðX 1T ÞX0; F2ðX 2T ÞX0 (or F1ðX 1T Þp0;
F2ðX 2T Þp0Þ: If s1ðt; X 1t Þ  s2ðt; X 2t ÞX0; then
Eg½F1ðX 1T Þ þ F2ðX 2T Þ ¼ Eg½F1ðX 1T Þ þ Eg½FðX 2T Þ:
In particular,
Eg½F1ðX 1T Þ þ F2ðX 1T Þ ¼ Eg½F1ðX 1T Þ þ Eg½F2ðX 1T Þ:(ii) If g does not depend on y; then the assumptions F1ðX 1T ÞX0; F2ðX 2T ÞX0
(or F1ðX 1T Þp0; F2ðX 2T Þp0Þ in (i) can be dropped.Proof. (i) For each i ¼ 1; 2; let ðyit; zitÞ be the solution of BSDEs:
yit ¼ FiðX iT Þ þ
Z T
t
gðyis; zis; sÞds 
Z T
t
zis dW s: (17)
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Theorem 1(i),
z1t  z2tX0 a:e: t 2 ½0; T :
We next show y1t y
2
tX0; t 2 ½0; T : Indeed, if F1ðX 1T ÞX0; F2ðX 2T ÞX0; then applying
the comparison theorem of BSDE [13],
y1tX0; y
2
tX0:
If F1ðX 1T Þp0; F2ðX 2T Þp0; applying the comparison theorem of BSDE again,
y1tp0; y2tp0:
Hence
y1t y
2
tX0; t 2 ½0; T :
This with
z1t  z2tX0; t 2 ½0; TÞ
and the assumption that gðy; z; tÞ is a positively additive function implies
gðy1t þ y2t ; z1t þ z2t ; tÞ ¼ gðy1t ; z1t ; tÞ þ gðy2t ; z2t ; tÞ:
Thus, we can conclude that ðy1t þ y2t ; z1t þ z2t Þ is the solution of BSDE
yt ¼ F1ðX 1T Þ þ F2ðX 2T Þ þ
Z T
t
gðys; zs; sÞds 
Z T
t
zs dW s
this with the notation of g-expectation implies
Eg½F1ðX 1T Þ þ F2ðX 2T Þ ¼ Eg½F1ðX 1T Þ þ Eg½F2ðX 2T Þ:
The proof of (i) is complete.
In particular, since s1ðt; X 1t Þ  s1ðt; X 1t ÞX0; repeating the above proof, we
obtain
Eg½F1ðX 1T Þ þ F2ðX 1T Þ ¼ Eg½F1ðX 1T Þ þ Eg½F2ðX 1T Þ:
(ii) is obvious. The proof of this theorem is complete. &5. An integral representation theorem
It is well known that for a given probability measure P and a random variable x;
the classical mathematical expectation EP½x can be computed as
EP½x ¼
Z 0
1
½PðxXtÞ  1dt þ
Z 1
0
PðxXtÞdt:
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the following deﬁnition.
Deﬁnition 4. (i) A real-valued set function V on F is called a capacity if(1) V ð;Þ ¼ 0; V ðOÞ ¼ 1;
(2) V ðAÞpV ðBÞ for any A  B:(ii) (Choquet integral) Given a capacity V ; Choquet integral of x with respect to
capacity V is deﬁned by
EV ½x :¼
Z 0
1
½V ðxXtÞ  1dt þ
Z 1
0
V ðxXtÞdt:
such an integral usually is called Choquet integral with respect to V. Obviously, the
Choquet integral does not preserve the additivity
EV ½xþ Z ¼ EV ½x þ EV ½Z
because the capacity V does not preserve the additivity in the sense of
V ðA [ BÞ ¼ V ðAÞ þ V ðBÞ; A \ B ¼ ;:
Given Eg½; for any A 2F; let V ðAÞ :¼Eg½IA clearly V is a capacity. A natural
question is: can Eg½X T  be represented by Choquet integral with respect to V? The
answer of the following theorem is yes.
Theorem 4. Suppose that fX sg is the solution of SDE (14) and F is a monotonic
function such that FðX T Þ 2 L2ðO;F; PÞ: Let g be a positively additive function
satisfying (H1) and (H2). For any A 2F; set V ðAÞ :¼Eg½IA:(i) If FðX T ÞX0 or FðX T Þp0; then
Eg½FðX T Þ ¼ EV ½FðX T Þ:(ii) If g does not depend on y; then the assumption FðX T ÞX0 or FðX T Þp0 in (i) is not
necessary.Proof. (i) We only prove the claim for FðX T ÞX0; the other case being similar. Set
x :¼FðX T Þ and deﬁne for N40 and n ¼ 1; 2; . . .
xðnÞN :¼
X2n
i¼0
iN
2n
I iN
2n
px^Noðiþ1ÞN
2nð Þ:
Then xðnÞN ! x as N; n !1 in L2ðO;F; PÞ:
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i¼0
iN
2n
I iN
2n
pxðnÞ
N
oðiþ1ÞN
2nð Þ ¼
X2n
i¼0
iN
2n
ðI xðnÞ
N
XiN
2nð Þ  I xðnÞN Xðiþ1ÞN2nð ÞÞ
¼
X2n
i¼1
iN
2n
I xðnÞ
N
XiN
2nð Þ 
X2nþ1
i¼2
ði  1ÞN
2n
I xðnÞ
N
XiN
2nð Þ
¼
X2n
i¼1
iN
2n
I xðnÞ
N
XiN
2nð Þ 
X2n
i¼2
ði  1ÞN
2n
I xðnÞ
N
XiN
2nð Þ
¼ N
2n
X2n
i¼1
I xðnÞ
N
XiN
2nð Þ:
Let FiðxÞ :¼ I y:FðyÞ^NXiN
2nð ÞðxÞ; i ¼ 1; 2; . . . ; 2
n; then Fi are positive increasing
functions.
Applying Theorem 3(i),
Eg
X2n
i¼0
iN
2n
I iN
2n
pxðnÞ
N
oðiþ1ÞN
2nð Þ
" #
¼ Eg
N
2n
X2n
i¼1
I xðnÞ
N
XiN
2nð Þ
" #
¼ N
2n
X2n
i¼1
Eg½I xðnÞ
N
XiN
2nð Þ:
Note that
V ðxðnÞN XsÞ ¼ Eg½I xðnÞ
N
Xsð Þ:
Thus
EV ½FðX T Þ ¼
Z 1
0
V ðFðX T Þ4sÞds
¼ lim
N!1
Z N
0
V ðxðnÞN XsÞds
¼ lim
N!1
lim
n!1
X2n
i¼0
N
2n
V xðnÞN X
iN
2n
 	
¼ lim
N!1
lim
n!1
X2n
i¼0
N
2n
Eg½I xðnÞ
N
XiN
2nð Þ
¼ lim
N!1
lim
n!1
Eg
X2n
i¼0
iN
2n
I iN
2n
pxðnÞ
N
pðiþ1ÞN
2nð Þ
" #
¼ lim
N!1
Eg½xðnÞN  ¼ Eg½FðX T Þ:
The proof of (i) is now complete.
(ii) We now prove that if g does not depend on y; then (i) is true even when FðX T Þ
is not positive.
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WðNÞ;
then
FðX T Þ
_
ðNÞ þ NX0:
If gðy; z; tÞ ¼ gðz; tÞ does not depend on y; since g is positively additive, by Property 1,
we have gð0; tÞ ¼ 0;8t 2 ½0; T : Hence, by the property of g-expectation [13],
Eg½xN þ N ¼ Eg½xN  þ N:
But by the deﬁnition of Choquet integral,
EV ½xN þ N ¼
Z 1
N
aðsÞds þ N ;
where
aðsÞ :¼ V ðx
NXsÞ; sX0;
V ðxNXsÞ  1; so0:
(
On the other hand, since xþ NX0; by the proof of (i),
EV ½xN þ N ¼ Eg½xN þ N:
Thus
Eg½xN  ¼
Z 1
N
aðsÞds ¼
Z 0
N
½V ðFðX T ÞXsÞ  1ds þ
Z 1
0
V ðFðX T ÞXsÞds:
Letting N !1; we complete the proof. &Acknowledgements
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