Meta-learning, or learning-to-learn, seeks to design algorithms that can utilize previous experience to rapidly learn new skills or adapt to new environments. Representation learning-a key tool for performing meta-learning-learns a data representation that can transfer knowledge across multiple tasks, which is essential in regimes where data is scarce. Despite a recent surge of interest in the practice of meta-learning, the theoretical underpinnings of meta-learning algorithms are lacking, especially in the context of learning transferable representations. In this paper, we focus on the problem of multi-task linear regression-in which multiple linear regression models share a common, low-dimensional linear representation. Here, we provide provably fast, sample-efficient algorithms to address the dual challenges of (1) learning a common set of features from multiple, related tasks, and (2) transferring this knowledge to new, unseen tasks. Both are central to the general problem of meta-learning. Finally, we complement these results by providing information-theoretic lower bounds on the sample complexity of learning these linear features, showing that our algorithms are optimal up to logarithmic factors.
Introduction
The ability of a learner to adapt to new tasks is crucial for sample-efficient inference and prediction. One of the most well-known successes of transfer learning has been in initializing neural network weights in early layers using ImageNet pre-training/features, and subsequently re-training the final layers on a new task [Donahue et al., 2014] . However, even beyond few-shot image classification [Vinyals et al., 2016] , learning efficient data representations that can generalize to multiple, unseen tasks has also become vital in applications ranging from deep reinforcement learning [Baevski et al., 2019] to natural language processing [Ando and Zhang, 2005, Liu et al., 2019] .
There has been a recent resurgence of interest in developing (and understanding) generic algorithms for transfer (or meta) learning applicable in diverse domains [Finn et al., 2017] . Surprisingly, despite a long line work on transfer learning, there are few efficient algorithms for feature learning that provably generalize to new, unseen tasks. Sharp guarantees are even lacking in the linear setting. Indeed, formally characterizing the goal of learning a transferrable representation remains nontrivial.
In this paper, we attack the problem of meta-learning the features in a linear model in which multiple tasks share a common set of low-dimensional features. Our aim is twofold. First, given a set of diverse samples from t different tasks we ask how we can efficiently (and optimally) learn a common feature representation? Second, having learned a common feature representation, how can we use this representation to improve sample efficiency in a new (t + 1)st task where data may be scarce? 1 Formally, given an (unobserved) linear feature matrix B = (b 1 , . . . , b r ) ∈ R d×r with orthonormal columns, our statistical model for data pairs (x i , y i ) is:
where there are t (unobserved) underlying task parameters α j for j ∈ {1, . . . , t}. Here t(i) ∈ {1, . . . , t} is the index of the task associated with the ith datapoint, x i ∈ R d is a random covariate, and i is additive noise. We assume the sequence
is independent of all other randomness in the problem. In this framework, the aforementioned questions reduce to recovering B from data from the first {1, . . . , t} tasks, and using this feature representation to recover a better estimate of a new task parameter, β t+1 = Bα t+1 , where α t+1 is also unobserved.
Our main result which targets the problem of learning-to-learn (LTL), shows how a feature representationB learned from t diverse tasks can improve learning on an unseen (t + 1)st task which shares the same underlying linear representation. We informally state this result below. 2 Theorem 1 (Informal). Suppose we are given n 1 total samples from t diverse tasks which are used in Algorithm 1 to learn a feature representationB, and n 2 samples from a new (t + 1)st task which are used along withB and Algorithm 2 to learn the parametersα of this new (t + 1)st task. Then, the parameterBα has the following excess prediction error on a new test point x drawn from the training data covariate distribution:
with high probability over the training data.
The naive complexity of linear regression which ignores the information from the previous t tasks has complexity O( d n2 ). Theorem 1 suggests that "positive" transfer from the first {1, . . . , t} tasks to the final (t + 1)st task can dramatically reduce the sample complexity of learning when r d and n1 n2 r; that is, when (1) the complexity of the shared representation is much smaller then the dimension of the underlying space and (2) when the ratio of the number of samples used for feature learning to the number of samples present for a new unseen task exceeds the complexity of the shared representation. We believe that the LTL bound in Theorem 1 is the first bound, even in the linear setting, to sharply exhibit this phenomena (see Section 1.1 for a detailed comparison to existing results). Prior work provides rates for which the leading term in (2) decays as ∼ 1 √ t , not as ∼ 1 n1 . We identify structural conditions on the design of the covariates and diversity of the tasks that allow our algorithms to make full benefit of all samples available when learning the shared features. Our primary contributions in this paper are too:
• Establish all local minimizers of the (regularized) empirical risk induced by (1) are close to the true linear representation up to a small, statistical error. This provides strong evidence that first-order algorithms, such as gradient descent , can efficiently recover good feature representations (see Section 3.1).
• Provide a method-of-moments estimator which can efficiently aggregate information across multiple differing tasks to estimate B-even when it may be information-theoretically impossible to learn the parameters of any given task (see Section 3.2).
• Demonstrate the benefits and pitfalls of transferring learned representations to new, unseen tasks by analyzing the bias-variance trade-offs of the linear regression estimator loaded with a biased, feature estimate (see Section 4).
• Develop a minimax lower bound for the problem of feature learning, demonstrating that the aforementioned estimator optimally estimates B up to logarithmic factors. To our knowledge, this is the first information-theoretic lower bound for feature learning (see Section 5).
Related Work
While there is a vast literature on papers proposing multi-task and transfer learning methods, the number of theoretical investigations is much fewer. Understanding the statistical sample complexity of the questions 3 we address here dates back to Baxter [2000] , who studied a model where tasks with shared representations are sampled from the same underlying environment. Ando and Zhang [2005] cast multi-task learning as a semi-supervised learning problem with "fake" tasks; however their bounds do not imply generalization to new, unseen tasks. Pontil and Maurer [2013] and Maurer et al. [2016] , using tools from empirical process theory, develop a generic and powerful framework to prove generalization bounds in multi-task and learning-to-learn settings most closely related to ours. The closest guarantee to that in our Theorem 1 that we are aware of is Maurer et al. [2016, Theorem 5] . Instantiated in our setting, Maurer et al. [2016, Theorem 5] provides an LTL guarantee showing that the excess risk of the loss function with learned representation on a new datapoint is bounded bỹ O( r √ d √ t + r n2 ), with high probability. There are several principal differences between ours and the aforementioned works. 2 Theorem 1 follows immediately from combining Theorems 3 and 4; see Theorem 6 for a formal statement. 3 often referred to as learning-to-learning, continual learning, meta-learning, and multi-task learning.
First, we also address the algorithmic component (or computational aspect) of meta-learning while the aforementioned works assume access to a global empirical risk minimizer (ERM) . Computing the ERM in these settings requires solving a nonconvex optimization problem that is in general NP-hard. Second, in contrast to Maurer et al. [2016] , we also provide guarantees for feature recovery in terms of the parameter estimation error-measured directly in the distance in the feature space. Third, and most importantly, in Maurer et al. [2016] , the leading term capturing the complexity of learning the feature representation decays only in t but not in n 1 (which is typically much larger than t). Although, as they remark, the 1/ √ t scaling they obtain is in general unimprovable in their setting, our results leverage assumptions on the distributional similarity between the underlying covariates x and the potential diversity of tasks to improve this scaling to 1/n 1 . That is, our algorithms make benefit of all the samples in the feature learning phase. We believe for many settings (including the linear model herein) such assumptions are natural and that our rates reflect the practical efficacy of meta-learning techniques. Indeed, transfer learning is often successful even when we are presented with only a few training tasks but with each having a significant number of samples per task (e.g., n 1 t). 4 More recently, Bullins et al. [2019] developed an efficient online learning approach to learn linear embeddings within a discriminative model which can indirectly generalize across a distribution of tasks. The setting is distinct from ours and not directly comparable. However, one principal difference between our results is that Bullins et al. [2019, Theorem 2] guarantees the excess-per-task loss evaluated on a feature representation learned from t tasks with n t samples per task decays asÕ( 1 √ t ), which does not improve as n t increases. There has also been line of recent work providing guarantees for gradient-based meta-learning (MAML) [Finn et al., 2017] . Finn et al. [2019] , Khodak et al. [2019a] and Denevi et al. [2019] work in the framework of online convex optimization (OCO) and use a notion of task similarity that assumes closeness of all tasks to a single fixed point in parameter space to provide guarantees. Khodak et al. [2019b] strengthens earlier meta-learning guarantees in the OCO framework and provides bounds with more general notions of data-dependent task similarity. In contrast to this work, we focus on the setting of learning a representation common to all tasks in a generative model. The task model parameters need not be close together in our setting.
Preliminaries
Throughout, we will use bold lower-case letters (e.g., x) to refer to vectors and bold upper-case letters to refer to matrices (e.g., X). We exclusively use B ∈ R d×r to refer a matrix with orthonormal columns spanning an r-dimensional feature space, and B ⊥ to refer a matrix with orthonormal columns spanning the orthogonal subspace of this feature space. The norm · appearing on a vector or matrix refers to its 2 norm or spectral norm respectively. · F on a matrix is its Frobenius norm. x, y is the Euclidean inner product, while M, N = tr(MN ) is the inner product between matrices. Generically, we will use "hatted" vectors and matrices (e.g,α andB) to refer to (random) estimators of their underlying population quantities. We will use , , and to denote greater than, less than, and equal to up to a universal constant and useÕ to denote an expression that hides polylogarithmic factors in all problem parameters.
Formally, an orthonormal feature matrix B is an element of an equivalence class (under right rotation) of a representative lying in Gr r,d (R)-the Grassmann manifold [Edelman et al., 1998 ]. The Grassmann manifold, which we denote as Gr r,d (R), consists of the set of r-dimensional subspaces within an underlying d-dimensional space. To define distance in Gr r,d (R) we define the notion of a principal angle between two subspaces p and q. If C is an orthonormal matrix whose columns form an orthonormal basis of p and D is an orthonormal matrix whose columns form an orthonormal basis of q, then a singular value of decomposition of CD = UDV defines the principal angles as:
The distance of interest for us will be the subspace angle distance sin θ 1 , and for convenience we will use the shorthand sin θ(C, D) to refer to it. With some abuse of notation we will use B to refer an explicit orthonormal feature matrix and the subspace in Gr r,d (R) it represents.
We now detail several assumptions we use in our analysis.
Assumption 1 (Gaussian Design and Noise). The zero-mean i.i.d. covariate vectors are standard Gaussian: x i ∼ N (0, 1). Moreover, the additive noise variables i are i.i.d. sub-gaussian with variance parameter 1 and are independent of x i .
Throughout we work in the setting of random design linear regression, and in this context Assumption 1 is standard. With the exception of Theorem 3, our results do not rely critically rely the Gaussian design assumption although its use simplifies several technical arguments. In the following we define the population task diversity matrix as A = (α 1 , . . . , α t ) ∈ R t×r , ν = σ r ( A A t ), and the average condition number asκ =
. Assumption 2 (Task Diversity and Normalization). The t underlying task parameters α j satisfy α j = Θ(1) for all j ∈ {1, . . . , t}. Moreover, we assume ν > 0.
Recovering the feature matrix B is impossible without structural conditions on A. Consider the extreme case in which α 1 , . . . , α t are restricted to span only the first r − 1 columns of the column space of the feature matrix B. None of the data points (x i , y i ) contain any information about the rth column-feature which can be any arbitrary vector in the complementary d − r − 1 subspace. In this case recovering B accurately is information-theoretically impossible. The parameters ν andκ capture how "spread-out" in the column space of B the tasks α j are. The condition α j = Θ(1) is also standard in the statistical literature and is equivalent normalizing the signal-to-noise ratio to be Θ(1).
Our overall approach to meta-learning of representations in this paper consists of two phases we term meta-train and meta-test. First, in the meta-train phase (see Section 3), we provide algorithms to learn the underlying linear representation from a set of diverse tasks. Second, in the meta-test phase (see Section 4) we show how to transfer these learned features to a new, unseen task to improve the sample complexity of learning.
Meta-Train: Learning Linear Features
Here we address both the algorithmic and statistical challenges of provably learning the linear feature representation B.
Local Minimizers of the Empirical Risk
The remarkable, practical success of first-order methods for training nonconvex optimization problems (including meta/multi-task learning objectives) motivates us to study the optimization landscape of the empirical risk induced by the model in (1). We show in this section that all local minimizers of a regularized version of empirical risk recover the true linear representation up to a small statistical error.
Jointly learning the population parameters B and (α 1 , . . . , α t ) defined by (1) is remniscent of a matrix sensing/completion problem. We leverage this connection for our analysis, building in particular on results from . Throughout this section assume that we are in a uniform task sampling model-at each iteration the task t(i) for the ith datapoint is uniformly sampled from the t underlying tasks. We first recast our problem in the language of matrices, by defining the matrix we hope to recover as M = (α 1 , . . . , α t ) B ∈ R t×d . Since rank(M ) = r, we let X D (Y ) = SVD(M ), and denote U = X (D ) 1/2 ∈ R t×r , V = (D ) 1/2 Y ∈ R d×r . We also denote σ 1 and σ r as the first and rth singular values of M , and κ = σ 1 /σ r its condition number. In this notation, we see the observations: 5
To frame recovery as an optimization problem we consider the Burer-Monteiro factorization of the parameter M = UV where U ∈ R t×r and V ∈ R d×r . This motivates the following objective:
The second term in (4) functions as a regularization to prevent solutions which send U F → 0 while V F → ∞ or vice versa. If the value of this objective (4) is small we might hope that an estimate of B can be extracted from the column space of the parameter V, since the column space of V spans the same subspace as B. Informally, our main result states that all local minima of the regularized empirical risk are in the neighborhood of the optimal V , and have subspaces that approximate B well. Before stating our result we define the constraint set, which contains incoherent matrices with reasonable scales, as follows:
for some large constant C 0 . Under Assumption 2, this set contains the optimal parameters. Note that U and V satisfy the final two constraints by definition and Lemma 17 can be used to show that Assumption 2 actually implies U is incoherent, which satisfies the first constraint. Our main result follows.
Algorithm 1 MoM Estimator for Learning Linear Features
Theorem 2. Let Assumptions 1 and 2 hold in the uniform task sampling model. If the number of samples n 1 satisfies n 1 polylog(n 1 , d, t)κ 2 r 4 max{t, d}(κ ) 4 , then, with probability at least 1 − 1/poly(d), we have that given any local minimum (U, V) ∈ int(W) of the objective (4), the column space of V, spanned by the orthonormal feature matrixB, satisfies:
We make several comments on this result:
• The guarantee in Theorem 2 suggests all local minimizers of the regularized empirical risk (4) will produce a linear representation at mostÕ( max{t, d}r/n 1 ) away from the true underlying representation. Theorem 5 guarantees that any estimator (including the empirical risk minimizer) must incur error dr/n 1 . Therefore, in the regime t ≤ O(d), all local minimizers are statistically optimal up to logarithmic factors.
• Combined with a recent line of results showing that (noisy) gradient descent can efficiently escape strict saddle points to find local minima , Theorem 2 provides strong evidence that first-order methods can efficiently meta-learn linear features. 6
The proof of Theorem 2 is technical so we only sketch the high-level ideas. The overall strategy is to analyze the Hessian of the objective (4) at a stationary point (U, V) in int(W) to exhibit a direction ∆ of negative curvature which can serve as a direction of local improvement pointing towards M (and hence show (U, V) is not a local minimum). Implementing this idea requires surmounting several technical hurdles including (1) establishing various concentration of measure results (e.g., RIP-like conditions) for the sensing matrices e t(i) x i unique to our setting and (2) handling the interaction of the optimization analysis with the regularizer and noise terms. Performing this analysis establishes that under the aforementioned conditions all local minima in int(W) satisfy UV − M F ≤ O(σ t max{t,d}r log n1 n1 ) (see Theorem 8). Guaranteeing that this loss is small is not sufficient to ensure recovery of the underlying features. Transferring this guarantee in the Frobenius norm to a result on the subspace angle critically uses the task diversity assumption (see Lemma 16) to give the final result.
Method-of-Moments Estimator
Next, we present a method-of-moments algorithm to recover the feature matrix B with sharper statistical guarantees. An alternative to optimization-based approaches such as maximum likelihood estimation, the method-of-moments is amongst the oldest statistical techniques, dating back to Pearson's approach to parameter identification in a two-mixture Gaussian model [Pearson, 1894] . It has also seen a recent revival in a series of works where it has been used to estimate parameters in latent variable models [see, for example, Anandkumar et al., 2012] .
As we will see, the technique is particularly well-suited to our formulation of multi-task feature learning (and we believe its use in this setting is novel). We present our estimator in Algorithm 1, which simply computes the top-r eigenvectors of the matrix (1/n 1 ) n1 i=1 y 2 i x i x i . Before presenting our result, we define the averaged empirical task matrix asΛ = 1 n n i=1 α t(i) α t(i) whereν = σ r (Λ), andκ = tr(Λ)/(rν) in analogy with Assumption 2.
are generated from the model in (1) and that Assumption 1 holds. Then, if n 1 polylog(d, n 1 )rdκ/ν, the outputB of Algorithm 1 satisfies sin θ(B, B) ≤Õ κ ν dr n 1 , Algorithm 2 Linear Regression for Learning a New Task with a Feature Estimate
). Moreover, under Assumption 2, if the number of samples generated from each task are equal (i.e.,Λ = 1 t A A), then the aforementioned guarantee holds withκ =κ andν = ν. We first make several remarks regarding this result before sketching the proof of the theorem.
• Theorem 3 is flexible-the only dependence of the estimator on the distribution of samples across the various tasks is factored into the empirical task diversity parametersν andκ. Under a uniform observation model the guarantee also immediately translates into an analogous statement which holds with the population task diversity parameters ν andκ.
• Theorem 3 provides a non-trivial guarantee even in the setting where we only have Θ(1) samples from each task, but t =Θ(dr). In this setting, recovering the parameters of any given task is information-theoretically impossible. However, the method-of-moments estimator can efficiently aggregate information across the tasks to learn B.
• The estimator does rely on the moment structure implicit in the Gaussian design to extract B. However, Theorem 3, to our knowledge, establishes the first information-theoretically optimal recovery guarantee for linear feature learning 7 (see Theorem 5 for our lower bound).
We now briefly sketch the proof of the theorem. Under oracle access to the population mean E[ 1
, we can extract the features B by directly applying PCA to this matrix, under the condition thatκ > 0, to extract its column space. In practice, we only have access to the samples {(x i , y i )} n i=1 . Algorithm 1 uses the empirical moments 1 n i y 2 i x i x i in lieu of the population mean. Thus, to show the result, we argue that 1
where E is a small, stochastic error (see Theorem 7). If this holds, the Davis-Kahan sin θ theorem [Bhatia, 2013] shows that PCA applied to the empirical moments provides an accurate estimate of B under perturbation by a sufficiently small E.
The key technical step in this argument is to show sharp concentration (in spectral norm) of the matrix-valued noise terms, E 1 , E 2 , and E 3 :
which separate the empirical moment from its population mean (see Lemmas 3, 4 and 5). The exact forms are deferred to the Appendix B, but as an example we have that E 2 = 1 n n i=1 2 i x i Bα t(i) x i x i . The noise terms E 1 , E 2 , and E 3 are neither bounded (in spectral norm) nor are they sub-gaussian/sub-exponential-like, since they contain fourth-order terms in the x i and i . The important tool we use to show concentration of measure for these objects is a truncation argument along with the matrix Bernstein inequality (see Lemma 27).
Meta-Test: Transferring Features to New Tasks
Having estimated a linear feature representationB shared across related tasks, our second goal is to transfer this representation to a new, unseen task (the (t + 1)st task) to improve learning. In the context of the model in (1), the approach taken in Algorithm 2 usesB as a plug-in surrogate for the unknown B, and attempts to estimate α t+1 ∈ R r . Formally we define our estimator α as,α
where n 2 samples (X, y) are generated from the model in (1) from the (t + 1)st task. Effectively, the feature representation B performs dimension-reduction on the input covariates X, allowing us to learn in a lower-dimensional space. Since the optimization problem in (6) is simply an ordinary least-squares objective, not only can it be analytically solved as in Algorithm 2, but is also amenable to fast, high-precision optimization by gradient-based methods [Bubeck et al., 2015] .
Hence, our focus is on understanding the generalization properties of the estimator in Algorithm 2. Assuming we have produced an estimateB of the true feature matrix B we can present our main result on the sample complexity of meta-learned linear regression.
Theorem 4. Suppose n 2 data points, {(x i , y i )} n2 i=1 , are generated from the model in (1), where Assumption 1 holds, from a single task satisfying α t+1 2 ≤ O(1). Then, if sin θ(B, B) ≤ δ and n 2 r log n 2 , the outputα from Algorithm 2 satisfies
with probability at least 1 − O(n −100 2 ).
Note that Bα t+1 is simply the underlying parameter in the regression model in (1). We make several remarks about this result:
• Theorem 4 decomposes the error of transfer learning into two components. The first termÕ(δ 2 ) arises from the bias of using an imperfect feature estimateB to transfer knowledge across tasks. The second termÕ( r n2 ) in (7) arises from the variance of learning in a space of reduced dimensionality.
• Standard generalization guarantees for random design linear regression ensure the parameter recovery error is bounded by O( d n2 ) w.h.p. under the same assumptions . Meta-learning the linear representationB can provide a significant reduction in the sample complexity of learning when δ 2 d n2 and r d.
• Conversely, if δ 2 d n2 the bounds in (7) imply the overhead of learning the feature representation may overwhelm the potential benefits of transfer learning (with respect to baseline of learning the (t + 1)st task in isolation). This accords with the well-documented empirical phenomena of "negative" transfer observed in large-scale deep learning problems where meta/transfer-learning techniques actually result in a degradation in performance on new tasks [Wang et al., 2019] . Using Algorithm 1 to estimateB suggests that ensuring δ 2
r. That is, the ratio of the number of samples used for feature learning to the number of samples used for learning the new task should exceed the complexity of the feature representation to achieve "positive" transfer.
In order to obtain the rate in Theorem 4 we use a direct analysis of the estimator errorBα − Bα t+1 (and do not appeal to uniform convergence arguments). Using the definition of the y we can write the error as,
The first term contributes the bias term to (7) while the second contributes the variance term. Analyzing the fluctuations of the (mean-zero) variance term can be done by controlling the norm of its square, A , where A = XB(B X XB) −2B X . We can bound this (random) quadratic form by first appealing to the Hanson-Wright inequality to show w.h.p. that A tr(A) +Õ( A F + A ). The remaining randomness in A can be controlled using matrix concentration/perturbation arguments (see Lemma 18) .
With access to the true feature matrixB (i.e., settingB = B) the termB(B X XB) −1 BX XBα 0 − Bα 0 = 0, due to the cancellation in the empirical covariance matrices, (B X XB) −1 BX XB = I r . This cancellation of the empirical covariance is essential to obtaining a tight analysis of the least-squares estimator. We cannot rely on this effect in full sinceB = B. However, a naive analysis which splits these terms, (B X XB) −1 andBX XB can lead to a large increase in the variance in the bound. To exploit the factB ≈ B, we project the matrix B in the leading XB term onto the column space ofB and its complement-which allows a partial cancellation of the empirical covariances in the subspace spanned byB. The remaining variance can be controlled as in the previous term (see Lemma 19) .
Lower Bounds for Feature Learning
To complement the upper bounds provided in the previous section, in this section we derive information-theoretic limits of feature learning in the model (1). To our knowledge, these results provide the first sample-complexity lower bounds for feature learning in the multi-task setting. While there is existing literature on (minimax)-optimal estimation of low-rank matrices (see, for example, Rohde et al. [2011] ), that work focuses on the (high-dimensional) estimation of matrices, whose only constraint is to be low rank. Moreover, error is measured in the additive prediction norm. In our setting, we must handle the additional difficulties that arising from the fact that we are interested in (1) learning a column space (i.e., an element in the Gr r,d (R)) and (2) the error between such representatives, which is measured in the subspace angle distance. We begin by presenting our lower bound for feature recovery.
Theorem 5. Suppose a total of n data points are generated from the model in (1) satisfying Assumption 1 with i ∼ N (0, 1), with an equal number from each task, and suppose that Assumption 2 holds with α j for each task normalized to α i = 1 2 and ν ≥ Ω(1). Then for r ≤ d 2 and n ≥ r(d − r),
with probability at least 1 2 , where the infimum is taken over the class of estimators that are functions of the n data points. Before diving into the technical analysis we make several comments on the result.
• The result of Theorem 5 shows that the estimator in Algorithm 1 provides a minimax-optimal estimator of the feature representation parametrized by B (up to logarithmic factors) when ν ≥ Ω(1).
• The dimension of the Gr r,d (R) (i.e., the number of free parameters needed to specify a feature set) is r(d − r) ≥ Ω(dr) for d/2 ≥ r; hence Theorem 5 matches the rate that we intuit from parameter counting.
We now present an overview of the proof strategy which uses a f -divergence based minimax technique from Guntuboyina [2011] , similar in spirit to the global Fano (or Yang-Barron) method. We restate this result for convenience.
Lemma 1. [Guntuboyina, 2011, Theorem 4 .1] For any increasing function :
In the context of the previous result N (η) denotes a lower bound on the η-packing number of the metric space (Θ, ρ). Moreover, M C ( , Θ) is a positive real number for which there exists a set G with cardinality ≤ M C ( , S) and probability measures Q α , α ∈ G such that sup θ∈S min α∈G χ 2 (P θ , Q α ) ≤ 2 , where χ 2 denotes the chi-squared divergence. In words, M C ( , S) is an upper bound on the -covering on the space {P θ : θ ∈ S} when distances are measured by the square root of the χ 2 -divergence.
There are two key ingredients to using Lemma 1 and obtaining a tight lower bound. First, we must exhibit a large family of distinct, well-separated feature matrices {B i } M i=1 (i.e., a packing at scale η). Second, we must argue this set of feature matrices induces a family of distributions over data {(x i , y i )} Bi which are statistically "close" and fundamentally difficult to distinguish amongst. This is captured by the fact the -covering number, measured in the space of distributions with divergence measure D f (·, ·), is small. The standard (global) Fano method, or Yang-Barron method (see Wainwright [2019, Ch. 15] ), which uses the KL divergence to measure distance in the space of measures, is known to provide rate-suboptimal lower bounds for parametric estimation problems. 8 Our case is no exception. To circumvent this difficulty we use the framework of Guntuboyina [2011] , instantiated with the f -divergence chosen as the χ 2 -divergence, to obtain a tight lower bound.
Although the geometry of Gr r,d (R) is complex, we can adapt results from Pajor [1998] to provide sharp upper/lower bounds on the metric entropy (or global entropy) of the Grassmann manifold (see Proposition 9). At scale δ, we find that the global covering/packing numbers of Gr r,d (R) in the subspace angle distance scale as r(d − r) log( 1 δ ). This result immediately establishes a lower bound on the packing number in Gr r,d (R) at scale η.
The second technical step of the argument hinges on the ability to cover the space of distributions parametrized by B in the space of measures {P B : B ∈ Gr r,d (R)}-with distance measured by an appropriate f -divergence. In order to establish a covering in the space of measures parametrized by B, the key step is to bound the distance χ 2 (P B 1 , P B 2 ) for two different measures over data generated from the model (1) with two different feature matrices B 1 and B 2 (see Lemma 21). This control can be achieved in our random design setting by exploiting the Gaussianity of the marginals over data X and the Gaussianity of the conditionals of y|X, B, to be ultimately be expressed as function of the angular distance between B 1 and B 2 . From this, Proposition 9 also furnishes a bound on the covering number of {P B : B ∈ Gr r,d (R)} at scale . Combining these two results with Lemma 1 and tuning the scales η and appropriately gives the final theorem.
Simulations
We complement our theoretical analysis with a series of numerical experiments highlighting the benefits (and limits) of meta-learning. 9 For the purposes of feature learning we compare the performance of the method-of-moments estimator in Algorithm 1 vs. directly optimizing the objective in (4). Additional details on our set-up are provided in Appendix G. We construct problem instances by generating Gaussian covariates and noise as x i ∼ N (0, I d ), i ∼ N (0, 1), and the tasks and features used for the first-stage feature estimation as α i ∼ 1 √ r · N (0, I r ), with B generated as a (uniform) random r-dimensional subspace of R d . In all our experiments we generate an equal number of samples n t for each of the t tasks, so n 1 = t · n t . In the second stage we generate a new, (t + 1)st task instance using the same feature estimate B used in the first stage and otherwise generate n 2 samples, with the covariates, noise and α t+1 constructed as before. Throughout this section we refer to features learned via the first-order method as LF-FO and the corresponding meta-learned regression parameter on a new task by meta-LR-FO. We use LF-MoM and meta-LR-MoM to refer to the same quantities save with the feature estimate learned via the method-of-moments estimator. We also use LR to refer to the baseline linear regression estimator on a new task which only uses data generated from that task.
We begin by considering a challenging setting for feature learning where d = 100, r = 5, but n t = 5 for varying numbers of tasks t. As Fig. 1 the tasks as t increases to slowly improve its feature estimate, even though n t d. The loss-based approach struggles to improve its estimate of the feature matrix B in this regime. In this setting, we also generated a (t + 1)st test task with d n 2 = 2500, to test the effect of meta-learning the linear representation on generalization in a new, unseen task against a baseline which simply performs a regression on this new task in isolation. Fig. 1 also shows that meta-learned regressions perform significantly worse than simply ignoring first t tasks. Theorem 4 indicates the bias from the inability to learn an accurate feature estimate of B overwhelms the benefits of transfer learning. In this regime n 2 d so the new task can be efficiently learned in isolation. We believe this simulation represents a simple instance of the empirically observed phenomena of "negative" transfer [Wang et al., 2019] .
We now turn to the more interesting use cases where meta-learning is a powerful tool. We consider a setting where d = 100, r = 5, and n t = 25 for varying numbers of tasks t. However, now we consider a new, unseen task where data is scarce: n 2 = 25 < d. As Fig. 2 shows, in this regime both the method-of-moments estimator and the loss-based approach can learn a non-trivial estimate of the feature representation. The benefits of transferring this representation are also evident in the improved generalization performance seen by the meta-regression procedures on the new task. Interestingly, the loss-based approach learns an accurate feature representationB with significantly fewer samples then the method-of-moments estimator, in contrast to the previous experiment.
Similarly, if we consider an instance where d = 100, r = 5, t = 20, and n 2 = 50 with varying numbers of training points n t per task, we see in Fig. 3 that meta-learning of representations provides significant value in a new task. Note that these numerical experiments show that as the number of tasks is fixed, but n t increases, the generalization ability of the meta-learned regressions significantly improves as reflected in the bound (2). As in the previous experiment, the loss-based approach is more sample-efficient then the method-of-moments estimator. 
Conclusions
In this paper we show how a shared linear representation may be efficiently learned and transferred between multiple linear regression tasks. We provide both upper and lower bounds on the sample complexity of learning this representation and for the problem of learning-to-learn. We believe our bounds capture important qualitative phenomena observed in real meta-learning applications absent from previous theoretical treatments.
Appendices
Notation and Set-up We first establish several useful pieces of notation used throughout the Appendices. We will say that a mean-zero random variable x is sub-gaussian, x ∼ sG(κ), if E[exp(λx))] ≤ exp( κ 2 λ 2 2 ) for all λ. We will say that a mean-zero random variable x is sub-exponential,
2 ) for all |λ| ≤ 1 α . We will say that a mean-zero random vector is sub-gaussian,
). Throughout we will use c, C to refer to universal constants that may change from line to line.
A Proofs for Section 1
Here we provide a formal statement of Theorem 1.
Theorem 6 (Formal statement of Theorem 1). Suppose we are given n 1 total samples from (1) which satisfy Assumption 1, with an equal number of samples from each task, which collectively satisfy Assumption 2, and n 2 samples also from (1), satisfying Assumption 1, but from a t + 1st task which satisfies α t+1 2 ≤ O(1). Then, if the n 1 samples are used in Algorithm 1 to learn a feature representationB, which is used in Algorithm 2 along with the n 2 samples to learnα, and n 1 polylog(d, n 1 )κ dr ν , and n 2 r log n 2 the excess prediction error on a new datapoint drawn from the covariate distribution (i.e., x ∼ N (0, 1)), is,
Combining Theorem 4 and Theorem 3 and applying a union bound then gives the result.
B Proofs for Section 3.2
Analyzing the performance of the method-of-moments estimator requires two steps. First, we show that the estimator (1/n) · n i=1 y 2 i x i x i converges to its mean in spectral norm, up to error fluctuationsÕ( dr n ). Showing this requires adapting tools from the theory of matrix concentration. Second, a standard application of the Davis-Kahan sin θ theorem shows that top-r PCA applied to this noisy matrix, (1/n) · n i=1 y 2 i x i x i , can extract a subspaceB close to the true column space of B up to a small error. Throughout this section we letΓ = 1 n n i=1Γ i withΓ i = Bα t(i) α t(i) B . We also let Λ = 1 n n i=1 α t(i) α t(i) be the empirically observed task matrix. Note that under Assumption 2, we have thatΓ and Λ behave identically since B has orthonormal columns we have that tr(Γ) = tr(Λ) and σ r (Γ) = σ r (Λ). Furthermore throughout this section we useκ andν to refer to the average condition number and r-th singular value of the empirically observed task matrixΛ -since all our results hold in generality for this matrix. Note that under the uniform task observation model the task parameters ofΛ and the population task matrix A A t are equal. We first present our main theorem which shows our method-of-moments estimator can recover the true subspace B up to small error.
Proof of Theorem 3. The proof follows by combining the Davis-Kahan sin θ theorem with our main concentration result for the matrix 1
Note that under the conditions of the result for n ≥ cd we have that E ≤Õ( dκrν n ) by Theorem 7 for large-enough c due to the SNR normalization; so again by taking sufficiently large c such that n ≥ c · polylog(d, n)κrd/ν we can ensure that E ≤ δ ≤ 2ν for as small δ as we choose with the requisite probability. Since E ≤ δ we have that σ r+1 (y 2 i x i x i ) − σ r+1 ((2Γ + (1 + tr(Γ))I d ) ≤ δ and sinceΓ is rank r, σ r ((2Γ + (1 + tr(Γ))I d ) − σ r+1 ((2Γ + (1 + tr(Γ))I d ) = 2σ r (Γ). Hence, applying the Davis-Kahan sin θ theorem shows that,
where the final inequalities follows by taking c large enough to ensure δ ≤ µ and Theorem 7.
We now present our main result which proves the concentration of the estimator, Theorem 7. Suppose the n data samples (x i , y i ) are generated from the model in (12) and that Assumptions 1 and 2 hold with x i ∼ N (0, 1) i.i.d. Then if n c for sufficiently large c,
with probability at least 1 − O(n −100 ).
Proof. Note that the mean of 1 n n i=1 y 2 i x i x i is 2Γ + (1 + tr(Γ))I d ) by Lemma 2. Then using the fact that y i = x i Bα t(i) + i , we can write down the error decomposition for the estimator into signal and noise terms,
We proceed to control the fluctuations of each term in spectral norm individually using tools from matrix concentration. Applying Lemma 3, Lemma 4, Lemma 5, the triangle inequality and a union bound shows the desired quantity is upper bounded as,
Finally, using Assumption 2 and the fact that trΓ = trΛ and the fact β i = α i , simplifies the result to the theorem statement. Note that since α i = Θ(1) for all i we have that, tr(Γ) = Θ(1) so the SNR normalization guarantees the leading noise term satisfies 1 ≤ O(tr(Γ)).
We begin by computing the mean of the estimator.
Lemma 2. Suppose the n data samples (x i , y i ) are generated from the model in (1) and that Assumptions 1 and 2 hold. Then,
Proof. Since i is mean-zero, using the definition of y i we immediately obtain,
Due to the isotropy of the Gaussian distribution, it suffices to compute E[(x e 1 ) 2 xx ] and rotate the result back to v i . In particular we have that,
from which the conclusion follows.
We start by controlling the fluctuations of the final noise term (which has identity mean).
Lemma 3. Suppose the n data samples (x i , y i ) are generated from the model in (1) and that Assumptions 1 and 2 hold. Then for n ≥ c for sufficiently large c,
Proof. We first decompose the expression as,
We begin by controlling the second term. By a sub-exponential tail bound we have that P 8) by Lemma 23. Letting t = c log( 1 δ )/n for sufficiently large c, and assuming n log
) on this event. Now we apply Lemma 24 with a i = i to control the first term. Using the properties of sub-Gaussian maxima we can conclude that P[max i | | i ≥ t] ≤ 2n exp(−t 2 /2); taking t = 4 √ log n + c log(1/δ) for sufficiently large c implies that max i | i | ≤ O( √ log n) + O( log(1/δ)) with probability at least 1 − δ. In the setting of Lemma 24, conditionally on i , K = max i | i | and Σ = I d so taking t = c log(1/δ) for sufficiently large c implies that
) with probability at least 1 − 2δ conditionally on i . Conditioning on the event that max i | i | ≤ O( √ log n) + O( log(1/δ)) to conclude the argument finally shows that,
with probability at least 1 − 5δ. Selecting δ = n −100 implies that 1
We now proceed to controlling the fluctuations of the second noise term (which is mean-zero). Our main technical tool is Lemma 27.
Lemma 4. Suppose the n data samples (x i , y i ) are generated from the model in (1) and that Assumptions 1 and 2 hold. Then,
with probability at least 1 − O((nd) −100 ).
Proof. To apply the truncated version of the matrix Bernstein inequality (in the form of Lemma 27) we need to set an appropriate truncation level R, for which need control on the norms of
Using sub-gaussian, and sub-exponential tail bounds we have that | i | ≤ O(1+ log(1/δ)), x i 2 ≤ O(d+max( d log(1/δ), log(1/δ))) = O(d + √ d log(1/δ)), and |x i Bα t(i) | ≤ O( β i (1 + log(1/δ)) each with probability at least 1 − δ. Accordingly with probability at least 1 − 3δ we have that Z i ≤ O( β i d(1 + log 2 (1/δ))). We can rearrange this statement to conclude that P[ Z i ≥ c 1 β i d + t] ≤ 3 exp(−c 2 ( t βi d ) 1/2 ) for some c 1 , c 2 . Define a truncation level R = c 1 max i β i d + K max i β i d for some K to be chosen later. We can also use the aforementioned tail bound to control
Next we must compute an upper bound for the matrix variance term
, taking an expectation over i in the first equality, and diagonalizingΓ. As before due to isotropy of the Gaussian it suffices to compute the expectation with v i = e 1 and rotate the result back to v i . Before computing the term we note that for a standard normal gaussian random variable g ∼ N (0, 1) we have that E[g 6 ] = 15, E[g 4 ] = 3, E[g 2 ] = 1. Then by simple combinatorics we find that,
Finally, we can assemble the previous two computations to conclude the result with appropriate choices of R (parametrized through K) and t by combining with Lemma 27. Before beginning recall by definition we have that tr(Γ) = 1 n max i β i 2 . Let us choose √ K = c3 c (log(n) + log(d)) for some sufficiently large c 3 . In this case, we can choose c 3 such that ∆ ≤ O((log n + log d) maxi βi d n 10 d 10 ) ≤ O( √ tr(Γ) n 8 d 8 ), since tr(Γ) ≥ 1 √ n max i β i . Similarly, our choice of truncation level becomes R = O((log 2 (n) + log 2 (d)) max i β i d). At this point we now choose t = c 4 (log n + log d) max(σ/ √ n, R/n) for sufficiently large c 4 . For large enough c 4 we can guarantee that t ≥ 2∆ =⇒ t − ∆ ≥ t 2 . Hence combining these results together and applying Lemma 27 we can provide the following upper bound on the desired quantity,
by taking c 3 and c 4 sufficiently large, with t = O((log n + log d)
n .
Finally we turn to controlling the fluctuations of the primary signal term around its mean using a similar argument to the previous term.
Lemma 5. Suppose the n data samples (x i , y i ) are generated from the model in (1) and that Assumptions 1 and 2 hold. Then
Proof. The proof is similar to the proof of Lemma 4 and uses Lemma 27. We begin by controlling the norms of
Using Gaussian and sub-exponential tail bounds we have that,
and (x i Bα t(i) ) 2 ≤ O( β i 2 (1 + log(1/δ))) each with probability at least 1 − δ. Hence with probability at least 1 − 2δ we find that Z i ≤ O(d β i 2 (1 + log 2 (1/δ)).
We can rearrange this statement to conclude that P[ Z i ≥ c 1 β i 2 d + t] ≤ 2 exp(−c 2 ( t βi 2 d ) 1/2 ) for some c 1 , c 2 . Define a truncation level R = c 1 max i β i 2 d + K max i β i 2 d for some K to be chosen later. We can use the aforementioned tail bound to control
Next we must compute an upper bound the matrix variance term
As before due to isotropy of the Gaussian it suffices to compute each expectation assuming β i ∝ e 1 and rotate the result back to β i . Before computing the term we note that for a standard normal gaussian random variable g ∼ N (0, 1) we have that E[g 8 ] = 105, E[g 6 ] = 15, E[g 4 ] = 3, E[g 2 ] = 1. Then by simple combinatorics we find that,
Finally, we can assemble the previous two computations to conclude the result with appropriate choices of R (parametrized through K) and t by combining with Lemma 27. Before beginning recall by definition we have that trΓ ≥ 1 n max i β i 2 .
Let us choose √ K = c3 c (log(n) + log(d)) for some sufficiently large c 3 . In this case, we can choose c 3 such that ∆ ≤ O((log n + log d) maxi βi 2 d n 10 d 10
, since tr(Γ) ≥ 1 √ n max i β i . Similarly, our choice of truncation level becomes R = O((log 2 (n) + log 2 (d)) max i β i 2 d). At this point we now choose t = c 4 (log n + log d) max(σ/ √ n, R/n) for sufficiently large c 4 . For large enough c 4 we can guarantee that t ≥ 2∆ =⇒ t − ∆ ≥ t 2 . Hence combining these results together and applying Lemma 27 we can provide the following upper bound on the desired quantity:
by taking c 3 and c 4 sufficiently large, with t = O((log n + log d) dtr(Γ) max i β i 2 n + d max i β i 2 (log 2 (n) + log 2 (d)) n .
.
C Proofs for Section 3.1
In our landscape analysis we consider a setting with t tasks and we observe a datapoint from each of the t tasks uniformly at random at each iteration. Formally, we define the matrix we are trying to recover as
with U = X (D ) 1/2 , and (D ) 1/2 (Y ) = (V ) , from which we obtain the observations:
where we sample tasks uniformly t(i) ∼ {1, . . . , t} and x i is a N (0, I d ) Gaussian random vector. Note that M is a rank-r matrix, U ∈ R t×r , and V ∈ R d×r . In this section, we denoted = max{t, d} and let σ 1 , σ r be the 1-st and r-th eigenvalue of matrix M . We denote κ = σ 1 /σ r as its condition number. We now present the proof of our main result.
Proof of Theorem 2. Under the conditions of the theorem note that by Theorem 8 we have that,
for n ≥ polylog(n, d, t)Cµ 2 r 4 max{t, d}(κ ) 4 . First recall by Lemma 17 the incoherence parameter can in fact be shown to be µ = O(κ) under our assumptions which gives the precondition on the sample complexity due to the task diversity assumption and normalization. To finally convert this bound to a guarantee on the subspace angle we directly apply Lemma 16 once again noting the task diversity assumption.
C.1 Geometric Arguments for Landscape Analysis
Our arguments here are generally applicable to various matrix sensing/completion problems so we define some generic notation:
where A i = √ te t(i) x i . We work under the following constraint set for large constant C 0 :
We renormalize the statistical model for convenience simply for the purposes of the proof throughout Appendix C the remainder of as:
where n i ∼ √ tσ · i and where i is a sub-gaussian random vector with parameter 1 (note this is because we have scaled A i up by a factor of √ t). M is rank r, and we let X be the left singular vector of M , and assume X is µ-incoherent; 10 i.e., max i e i X 2 ≤ µr/t.
We now reformulate the objective (denoting M = UV ) as
where M : H 0 : M = 1 n n i=1 A i , M 2 and E[M : H 0 : M] = M 2 F and Q is a regularization term:
In this section, we denoted = max{t, d} and let σ 1 , σ r be the 1-st and r-th eigenvalue of matrix M . We denote κ = σ 1 /σ r as its condition number.
The high-level idea of the analysis uses ideas from . The overall strategy is to argue that if we are currently not located at local minimum in the landscape we can certify this by inspecting the gradient or Hessian of f (U, V) to exhibit a direction of local improvement ∆ to decrease the function value of f . Intuitively this direction brings us close to the true underlying (U , V ).
We now establish some useful definitions and notation for the following analysis C.1.1 Definitions and Notation
Let M = UV be the current point in the landscape. We reduce the problem of studying an asymmetric matrix objective to the symmetric case using the following notational transformations:
We will also transform the Hessian operators to operate on (t + d) × r matrices. In particular, define the Hessians H 1 , G such that for all W we have:
We now introduce the definition of local alignment of two matrices.
Definition 2. Given matrices W, W ∈ R d×r , define their difference ∆ = W − W R , where R ∈ R r×r is chosen as
Note that this definition tries to "align" U and U before taking their difference, and therefore is invariant under rotations. In particular, this definition has the nice property that as long as N = WW is close to N = W (W ) in Frobenius norm, the corresponding ∆ between them is also small (see Lemma 8).
C.1.2 Proofs for Landscape Analysis
With these definitions in hand we can now proceed to the heart of the landscape analysis. Since W has rotation invariance, in the following section we always choose W so that it aligns with the corresponding W according to Definition 2.
We first restate a useful result from , Lemma 6 ( [Ge et al., 2017, Lemma 16] ). For the objective (16), let ∆, N, N be defined as in Definition 1, Definition 2. Then, for any W ∈ R (t+d)×r , we have
where H = 4H 1 + G. Further, if H 0 satisfies M : H 0 : M ∈ (1 ± δ) M 2 F for some matrix M = UV , let W and N be defined as in (15), then N :
With this result we show a key result which shows that with enough samples all stationary points in the incoherence ball W that are not close to W have a direction of negative curvature.
Lemma 7. If Assumption 1 holds, then when the number of samples n ≥ Cpolylog(d, n, t)µ 2 r 4 max{t, d}(κ ) 4 for a sufficiently large constant C, with probability at least 1 − 1/poly(d), all stationary points W ∈ int(W) satisfy:
Proof. We divide the proof into two cases according to the norm of ∆ and use different concentration inequalities in each case. In this proof, we denote ∆ = (∆ U , ∆ V ) , clearly, we have
On the other hand, denote S = W ∆ + ∆(W ) , by (18) and Lemma 6, we know:
Since we choose W to align with the corresponding W according to Definition 2, by Lemma 8.
This gives: 
Finally, we know N − N = S + ∆∆ , and S 2 F ≥ 2σ r ∆ 2 F ≥ 500 ∆ 4 F = 500 ∆∆ 2 F . Therefore:
This gives:
Case 2: ∆ 2 F ≥ σ r /1000, by (20), we have:
This implies:
Then by (19), we have:
where the last step follows by applying Lemma 8. This finishes the proof.
With this key structural lemma in hand, we now present the main technical result for the section which characterizes the effect of the additive noise n i on the landscape.
Theorem 8. If Assumption 1 holds, when the number of samples n ≥ Cpolylog(n, d, t)µ 2 r 4 max{t, d}(κ ) 4 for sufficiently large constant C, with probability at least 1 − 1/poly(d), we have that any local minimum (U, V) ∈ int(W) of the objective (10) satisfies:
t max{t, d}r log n n .
Proof. By Lemma 7, we know
In order to use Lemma 6, we bound the contribution from the noise term Q. Recall (14):
Let B i be the (d 1 + d 2 ) × (d 1 + d 2 ) matrix whose diagonal blocks are 0, and off diagonal blocks are equal to A i and A i respectively. Then we have
Now we can use Lemma 15 again to bound the noise terms:
On the one hand, by Lemma 8, we have:
On the other hand, again by Lemma 8, we have:
In sum, we have:
Therefore, by Lemma 6, the Hessian at ∆ direction is equal to:
When the point further satisfies the second-order optimality condition we have N − N F ≤ O σ t max{t, d}r log n n .
In particular, M − M is a submatrix of N − N , so M − M F ≤ O(σ t max{t,d}r log n n ).
C.2 Linear Algebra Lemmas
We collect together several useful linear algebra lemmas.
Lemma 8. Given matrices W, W ∈ R d×r , let N = WW and N = W (W ) , and let ∆, R be defined as in Definition 2, and letW = W R then we have the followings properties: 
Proof. For the first statement, the left inequality is immediate, so we only need to prove right inequality. To prove this, we let ∆ = U − Y, and expand:
The last inequality follows since U Y is a p.s.d. matrix. For the second statement, again, we have:
where the last inequality follows since U ∆ = ∆ U.
C.3 Concentration Lemmas
We need to show three concentration-style results for the landscape analysis. The first is an RIP condition for over matrices in the linear space T = {U X + YV |X ∈ R t×r , Y ∈ R d×r } using matrix concentration. The second and third are coarse concentration results that exploit the rank r structure of the underlying matrix M and are used in the two distinct regimes where the distance to optimality can be small or large. Also note that throughout we can assume a left-sided incoherence condition on the underlying matrix of the form max i∈[t] e i U 2 ≤ µr t due to Assumption 2. We first present the RIP-style matrix concentration result which rests on an application of the matrix Bernstein inequality over a projected space. The proof has a similar flavor to results in Recht [2011] . First we define a projection operator on the space of matrices as P T Z = P U Z + ZP V − P U ZP V where P U and P V are orthogonal projections onto the subspaces spanned by U and V . While P U and P V are matrices, P T is a linear operator mapping matrices to matrices. Intuitively we wish to show that for all W ∈ R t×d , that the observations matrices are approximately an isometry over the space of projected matrices w.h.p: 1 n n i=1 t( e t(i) x i , P T W 2 ≈ P T W 2 F = W 2 F . Explicitly, we define the action of the operator
We record a useful fact we will use in the sequel:
where the last inequality holds almost surely. We now present the proof of the RIP-style concentration result.
Lemma 10. Under Assumptions 1 and 2 and the uniform task sampling model above,
Proof. Note that under the task assumption, Lemma 17 diversity implies incoherence of the matrix U with incoherence
To apply the truncated version of the matrix Bernstein inequality from Lemma 27 we first compute a bound on the norms of each C i to set the truncation level
) using the fact the operator A i is rank-one along with the Lemma 17 which shows task diversity implies incoherence with incoherence parameterκ. Now exploiting Gaussianity of the design we have that Now x i 2 ≤ O(d + max( d log(1/δ), log(1/δ))) = O(d + √ d log(1/δ)) and P V x i 2 ≤ O(r + √ r log(1/δ)) with probability at least 1 − 2δ using sub-exponential tail bounds and a union bound.
We can rearrange this statement to conclude that P
for some K to be chosen later. We can use the
Now we consider the task of bounding the matrix variance term. The calculation is somewhat tedious but straightforward under our assumptions. We make use of the standard result that for two matrices X and Y that X − Y ≤ max( X , Y ).
It suffices to bound the operator norm E[ P T A i 2 F P T A i (P T A i ) . Using the calculation from the prequel and carefully cancelling terms we can see that,
We show how to calculate these leading terms as the subleading terms can be shown to be lower-order by identical calculations. First note using the fact that E[ P U e i 2 ] ≤ r t ≤ 1, since t ≥ r by the task diversity assumption. Then
Similarly, we have that,
≤ µr 2 d using incoherence and by Lemma 25. Finally, we have that t 2 · O( E[ P V x i 4 e i e i ) ≤ O(tr 2 ). Hence we have that σ 2 = n · O(µr 2 d + tr 2 ). Finally, we can assemble the previous two computations to conclude the result with appropriate choices of R (parametrized through K) and x by combining with Lemma 27. Let us choose K = c3 c (log(n) + log(d) + log(t)) for some sufficiently large c 3 . In this case, we can choose c 3 such that ∆ ≤ O( µr √ d+t √ r n 10 d 10 t 10 ) ≤ O( µ n 10 d 8 ). Similarly, our choice of truncation level becomes R = O(µrd + tr + (log n + log d + log t)(µr
. At this point we now choose x = c 4 (log n + log d + log t) max(σ/ √ n, R/n) for sufficiently large c 4 . For large enough c 4 we can guarantee that x ≥ 2∆ =⇒ x − ∆ ≥ x 2 . Hence combining these results together and applying Lemma 27 we can provide the following upper bound on the desired quantity:
by taking c 3 and c 4 sufficiently large, with x = O((log(ndt)) µdr 2 +tr 2 n + (µrd+tr)+(µr √ d+t √ r)(log(ndt))) n . Lemma 11. Let the covariates x i satisfy the design conditions in Assumption 1 in the uniform task sampling model. Then for all matrices M matrices that are of rank 2r, we have uniformly that,
with probability at least 1 − (3000r) −10 max(t,d)r .
Proof. Note that by rescaling it suffices to restrict attention to matrices M that are of rank 2r and have Frobenius norm 1 (a set which we denote Γ). Applying Lemma 12, we have that,
for any fixed M ∈ Γ with probability at least 1 − δ. Now using 13 with = 1 1000 have that the set Γ admits a cover K of size at most |K| = (3000r) (t+d+1)r . Now by choosing δ = (3000) −c(t+d+1)r for a sufficiently large constant c we can ensure that,
with probability at least 1−(3000r) −10 max(t,d)r using a union bound. Now a straightforward Lipschitz continuity argument shows that since any M ∈ Γ can be written as M = M i + a i for M i ∈ K and another a i ∈ Γ, then
and hence the conclusion follows. Rescaling the result by M 2 F finishes the result.
Lemma 12. Let the covariates x i satisfy the design condition in Assumption 1 in the uniform task sampling model. Then if Y i = t(e t(i) Ax i ) 2 − A 2 F , Y i is a sub-exponential random variable, and
for any fixed M with probability at least 1 − δ.
Proof. First note that under our assumptions Y i , E[t(e j Ax i ) 2 ] = A 2 F . To establish the result, we show the Bernstein condition holds with appropriate parameters. To do so, we bound for k ≥ 1,
by introducing an independent copy of Y , using Jensen's inequality, and the inequality ( a+b 2 ) k ≤ 2 k−1 (a k + b k ) in the first inequality, and the sub-gaussian moment bound E[Z 2k ] ≤ 2kΓ(k)C 2k ≤ k!C 2k for universal constant C which holds under our design assumptions. Hence directly applying the Bernstein inequality (see Wainwright [2019, Proposition 2.9] shows that,
Hence, using a standard sub-exponential tail bound we conclude that,
for any fixed A ∈ Γ with probability at least 1 − δ.
We now restate a simple covering lemma for rank-O(r) matrices from Candes and Plan [2010] .
Lemma 13 (Lemma 3.1 from Candes and Plan [2010] ). Let Γ be the set of matrices M ∈ R t×d that are of rank at most r and have Frobenius norm equal to 1. Then for any < 1, there exists an -net covering of Γ in the Frobenius norm, S, which has cardinality at most ( 9 ) (t+d+1)r .
We now state a central lemma which combines the previous concentration arguments into a single condition we use in the landscape analysis.
Lemma 14. Let Assumptions 1 and 2 hold in the uniform task sampling model. When number of samples is greater than n ≥ Cpolylog(d, n, t)µ 2 r 4 max{t, d}(κ ) 4 with large-enough constant C, with at least 1 − 1/poly(d) probability, we have following holds for all (U, V) ∈ W simultanously:
where M = UV and ∆ U , ∆ V are defined as in Definition 2. Here µ = O(κ).
Proof. This result follows immediately by applying Lemma 10 to the first statement and Lemma 11 to the following two statements using the definition of the incoherence ball W.
Lemma 15. Suppose the set of matrices A 1 , A 2 , ..., A n satisfy the event in Lemma 14, let n 1 , n 2 , ..., n m be i.i.d. subgaussian random variables with variance parameter tσ 2 , then with high probability for any (U, V) ∈ W, we have
Proof. Note since the left hand side of the expressions are linear in the matrices we can normalize to those of Frobenius norm 1. The proof of both statements is identical so we simply prove the second.
for convenience, which can be thought of as arbitrary rank-r matrices. Then let S be an -net for all rank-r matrices with Frobenius norm 1; by Lemma 13 we have that log |S| ≤ O(max(t, d)r log( 1 )). We set = 1 n 3 so log( 1 ) = O(log n). Now for any matrix M ∈ S we have that 1 n A i , M is a sub-gaussian random variable with variance parameter at most tσ 2 δ 2 n . Thus, using a sub-gaussian tail bound along with a union bound over the net shows that uniformly over the M ∈ S,
with probability at least 1 − 1 poly (d) . We now show how to lift to the set of all M. Note that with probability at least 1 − e −Ω(n 1/4 ) that n = O( √ tσ √ n) by a sub-gaussian tail bound. Let M be an arbitrary element, and M its closest element in the cover; then we have that z i = A i , M − M ≤ δ n 2 using the precondition on A i . Combining and using a union bound then shows that,
Rescaling and recalling the definition of δ gives the result.
C.4 Task Diversity for the Landscape Analysis
Here we collect several useful results for interpreting the results of the landscape analysis. Throughout this section we use the notation U ∈ R t×r and V ∈ R d×r . The first result allow us to convert a guarantee on error in Frobenius norm to a guarantee in angular distance, assuming an appropriate diversity condition on U.
Lemma 16. Suppose V andV are orthonormal projection matrices, that is V V = I r , andV V = I r . Then, for any > 0, if ÛV − UV 2 F ≤ for someÛ and U, then:
Here the distance function is the sine function of the principal angle; i.e.
and ν = σ r (U U)/t represents an analog of the task diversity matrix.
Proof. Define the function f (Ũ) = ŨV − UV 2 F . The precondition of the theorem states that there existsÛ so that ÛV − UV 2 F ≤ . This clearly implies the following:
Setting the gradient df /dŨ = 0, we have the minimizerŨ satisfies:
Plugging this back to Eq. (21) gives: UV (VV − I) 2 F ≤ . Finally, we have:
The second last inequality follow since for any p.s.d. matrices A and B, we have tr(AB) ≥ σ min (A)tr(B). This concludes the proof.
For the following let A = (α 1 , · · · , α t ) ∈ R t×r and denote the SVD of A = UΣV . Next we remark that our assumptions on task diversity and normalization implicit in the matrix A are sufficient to actually imply an incoherence condition on U (which is used in the matrix sensing/completion style analysis).
Lemma 17. If σ r (A A)/t ≥ 1/(µr) and max i∈[t] α i 2 ≤ C, then we have:
which finishes the proof. Note in the context of Assumption 2 the incoherence parameter corresponds to the parameter κ.
D Proofs for Section 4
Assuming we have obtained an estimate of the column space or feature setB for the initial set of tasks, such that B B ≤ δ, we now analyze the performance of the plug-in estimator (which explicitly uses the estimateB in lieu of the unknown B) on a new task. Recall we define the estimator for the new tasks by a projected linear regression estimator: α = argmin α y − XBα 2 =⇒α = (B X XB) −1B X y.
Analyzing the performance of this estimator requires first showing that the low-dimensional empirical covariance and empirical correlation concentrate inÕ(r) samples and performing an error decomposition to compute the bias resulting from usingB in lieu of B as the feature representation. We measure the performance the estimator with respect to its estimation error with respect to the underlying parameter Bα 0 ; in particular, we use Bα − Bα 0 2 . Note that our analysis can accommodate covariates x i generated from non-Gaussian distributions. In fact the only condition we require on the design is that the covariates are sub-gaussian random vectors in the following sense.
. Moreover, the additive noise i is i.i.d. sub-gaussian with variance parameter 1 and is independent of x i .
Note that Assumption 1 immediately implies Assumption 3. Throughout this section we will letB andB ⊥ be orthonormal projection matrices spanning orthogonal subspaces which are rank r and rank d − r respectively-so that range(B) ⊕ range(B ⊥ ) = R d .
Proof of Theorem 4. To begin we use the definition of α = (B X XB) −1B X y = (B X XB) −1B X XBα 0 + (B X XB) −1B X to decompose the error as,
Now squaring both sides of the equation gives, so
The first bias term can be bounded by Lemma 18, while the the variance term can be bounded by Lemma 19 . Combining the results and using a union bound gives the result.
We now present the lemmas which allow us to bound the variance terms in the aforementioned error decomposition. For the following two results we also track the conditioning dependence with respect C min and C max . We first control the term arising from the projection of the additive noise onto the empirical covariance matrix.
Lemma 18. Let the sequence of n i.i.d. covariates x i and n i.i.d. additive noise variables i satisfy Assumption 3. Then if n C 2 cond r log n,
Proof. Since B (B X XB) −1B X 2 ≤ (B X XB) −1B X 2 , it suffices to bound the latter term. Consider 1 n
So applying the Hanson-Wright inequality [Vershynin, 2018, Theorem 6.2.1] (conditionally on X) to conclude that P
) with probability at least 1 − δ 1 . Now using cyclicity of the trace we have that
Applying Lemma 20 to the matrix E with δ = n −200 and assuming n C 2 cond r log(1/δ) C 2 cond r log n shows that (B ΣB) −1 E ≤ 1 4 . Also note that on this event and this regime of sufficiently large n, this concentration result shows that σ min (B X X nB ) > C min /2, so the matrix is invertible. Hence an application of Lemma 22 shows that A ≤ 1 n ( . We now control the error term which arises both from the variance in the random design matrix X and the bias due to mismatch betweenB and B.
Lemma 19. Let the sequence of n i.i.d. covariates x i satisfy the design assumptions in Assumption 3, and assume sin(B, B) ≤ δ ≤ 1. Then if n C 2 cond r log n,
Proof. To control this term we first insert a copy of the identity I d =BB +B ⊥B ⊥ to allow the variance term in the design cancel appropriately in the span ofB; formally,
We now turn to bounding the second error term, (B X XB) −1B X XB 2 . Let E 1 =B X X nB −B ΣB and E 2 =B X X n B −BΣB. Applying Lemma 20 to the matrix E 1 with δ = n −200 and assuming n C 2 cond r log(1/δ) C 2 cond r log n shows that (B ΣB) −1 E 1 ≤ 1 4 and E 1 ≤ O(C max r log n n ) with probability at least 1 − O(n −100 ). A further application of Lemma 22 shows that (B X X
Similarly, definingB X X n B = E 2 +B ΣB and applying Lemma 20 again but to the matrix E 2 with δ = n −200 and assuming n C 2 cond r log(1/δ) C 2 cond r log n, guarantees that E 2 ≤ O(C max ( r log n n ) with probability at least 1 − O(n −100 ). Hence on the intersection of these two events,
under the condition n C 2 cond r log n n . Taking a union bound over the aforementioned events and combining terms gives the result.
Finally we present a concentration result for random matrices showing concentration when the matrices are projected along two (potentially different) subspaces.
Lemma 20. Suppose a sequence of i.i.d. covariates x i satisfy the design assumptions in Assumption 3. Then, if A and B are both rank r orthonormal projection matrices,
with probability at least 1 − δ.
Proof. The result follows by a standard sub-exponential tail bound and covering argument. First note that for any fixed u, v ∈ S r−1 , we have that u A x i and v B x i are both sG( √ C max ). Hence for any fixed u, v ∈ S r−1 ,
Now, let S denote a -cover of S r−1 which has cardinality at most ( 3 ) r by a volume-covering argument. Hence for = 1 5 ,
using a union bound over the covers and a sub-exponential tail bound. Taking t = C ·C max ( r n + r n + log(1/δ)
for sufficiently large C, shows that 225 r exp(−cn min(t 2 /C 2 max , t/C max ))) ≤ δ. Finally a standard Lipschitz continuity argument yields
which gives the result.
E Proofs for Section 5
We begin by presenting the proof of the main statistical lower bound for recovering the feature matrix B and relevant auxiliary results. Following this we provide relevant background on Grassmann manifolds. As mentioned in the main text our main tool is to use is a non-standard variant of the Fano method, along with suitable bounds on the cardinality of the packing number and the distributional covering number, to obtain minimax lower bound on the difficulty of estimating B. We restate the f -divergence based lower bound below (which we instantiate with χ 2 -divergence). Using this we provide the proof of our main lower bound.
Proof of Theorem 5. For our present purposes we simply take (·) to be the identity function in our application of Lemma 1.
Then by the duality between packing and covering numbers we have that log N ≥ log M at the same scale (see for example Wainwright [2019, Lemma 5.5]), so once again by Proposition 9 we have that log N (η) ≥ r(d − r) log( c1 η ). Then applying Lemma 21 we have that M C ( , Θ ) ≤ ( c2n log(1+ 2 ) ) r(d−r)/2 . For convenience we set k = r(d − r) in the following. We now choose the pair η and appropriately in Lemma 1. The lower bound writes as,
with the implicit constraint that = 2 n log(1 + 2 ) < 1. A simple calculus argument shows that →
We now take η = C k/n so the bound simplifies to 1− ( η c2 ) k + (2e c1
By choosing C to be sufficiently small and taking n > k we ensure that 1 − ( C c2 k/n) k + (2e c1 c 2 2 C 2 ) k/4 ≥ 1 2 . Finally, under the condition r ≤ d 2 we have that k ≥ dr 2 . Combining with Lemma 1 gives the result.
To implement the lower bound we require an upper bound on the covering number in the space of distributions of P B . Throughout we use standard properties of the χ 2 -divergence which can be found in Tsybakov [2008, Section 2.4 ].
Lemma 21. Suppose n data points, (x i , y i ), are generated from the model in (1) with i.i.d. covariates x i ∼ N (0, I d ) and independent i.i.d. noise i ∼ N (0, 1) . Further, assume the task parameters satisfy Assumption 2 with each task normalized to α i = 1 2 and ν ≥ Ω(1). Then if r ≤ d 2 ,
Proof. We first upper bound the χ 2 divergence between two data distributions for two distinct B i and B j . Now the joint distribution over the observations for each measure P B i can be written as
where p(X t ) corresponds to the density of the Gaussian design matrix, and p(y|X t , B i , α t ) the Gaussian conditionals of the observations y. So using standard properties of the χ 2 -divergence we find that,
where θ 1 is largest principal angle between the subspaces, we have that 1 − σ k ((B i ) B j ) = 1 − 1 − (B i ⊥ ) B j 2 ≤ (B i ⊥ ) B j 2 ≤ 1, using the elementary inequality 1 − √ 1 − x 2 ≤ x 2 for 0 ≤ x ≤ 1. Thus, (B i α t − B j α t ) 2 ≤ 1 4 . Now we use the identity that for x ∼ N (0, I d ), and v ≤ 1 2 that E x exp((v x) 2 ) = E x [exp( v 2 (( v v x) 2 − 1)] exp( v 2 ) = exp(− v 2 )) √ 1−2 v 2 · exp( v 2 ) ≤ exp(2 v 4 ) · exp( v 2 ) ≤ exp(2 v 2 ). Hence combining the above two facts we obtain,
Hence to ensure that χ 2 (P B i ,B j ) ≤ 2 we take B i to be the closest element in a cover, S, of Gr r,d (R) to B j . Since further χ 2 (P B i , P B j ) ≤ exp( n 2 ( ) 2 ) − 1 this is satisfied by taking = 2 n log(1 + 2 ) (with the constraint we have < 1). Using Proposition 9, we then obtain that,
, for a universal constant c.
We now provide brief background on Gr r,d (R) and establish several pieces of notation relevant to the discussion. We denote the Grassmann manifold, which consists of the the set of r-dimensional subspaces within the underlying d-dimensional space, as Gr r,d (R). Another way to define it is as the homogeneous space of the orthogonal group O(d) in the sense that, O(d − r) ), which defines its geometric structure. The underlying measure on the manifold G r,n (R) is the associated, normalized invariant (or Haar) measure.
Note that each orthonormal feature matrix B, is contained in an equivalence class (under orthogonal rotation) of an element in Gr r,d (R). To define distance in Gr r,d (R) we define the notion of a principal angle between two subspaces p and q. If C is an orthonormal matrix whose columns form an orthonormal basis of p and D is an orthonormal matrix whose columns form an orthonormal basis of q, then the singular values of the decomposition of C D = UDV defines the principal angles as follows: D = diag(cos θ 1 , cos θ 2 , . . . , cos θ k ),
where 0 ≤ θ k ≤ . . . ≤ θ 1 ≤ π 2 . As shorthand we let θ = (θ 1 , θ 2 , . . . , θ k ), and let sin and cos act element-wise on its components. The subspace angle distance which is induced by ∞ norms on the vector sin θ. We refer the reader to Pajor [1998] for geometric background on coding and packing/covering bounds in the context of Grassmann manifolds relevant to our discussion here.
In the following we let M (Gr r,d (R), sin θ 1 , η) denote the η-covering number of Gr r,d (R) in the subspace angle distance.
Proposition 9. [Pajor, 1998, Adapted from Proposition 8] For any integers 1 ≤ r ≤ d 2 and every > 0, we have that,
for universal constants c 1 , c 2 > 0.
Proof. Define for a linear operator T , σ q (T ) = ( i≥1 |s i (T )| p ) 1/p for all 1 ≤ q ≤ ∞ where s i (T ) denotes its ith singular value. Note that Proposition 8 in Pajor [1998] states the result in the distance metric d(E, F ) = σ q (P E −P F ) where P E and P F denotes the projection operator onto the subspace E and F respectively, and σ q (T ) = ( i≥1 |s i (T )| p ) 1/p . However, as the computation in Proposition 6 of Pajor [1998] establishes, we have that σ q (P E − P F ) = (2 r i=1 (1 − cos 2 θ i ) q/2 ) 1/q ; taking q → ∞ implies σ q (P E − P F ) = sin θ 1 , and hence directly translating the result gives the statement of the proposition.
F Auxiliary Results
Here we collect several auxiliary results. We begin by stating a simple matrix perturbation result.
Lemma 22. Let A be a positive-definite matrix and E another matrix which satisfies EA −1 ≤ 1 4 , then,
Proof.
(A + E) −1 = A −1 (I + EA −1 ) −1 .
Under the condition, EA −1 ≤ 1 4 , I + EA −1 is invertible and has a convergent power series expansion so
where F = A −1 · (−EA −1 + (EA −1 ) 2 + . . .). Moreover,
We now present several results related to the concentration of measure.
Lemma 23. Let x, y be mean-zero random variables that are both sub-gaussian with parameters κ 1 and κ 2 respectively. Then z = xy − E[xy] ∼ sE(8κ 1 κ 2 , 8κ 1 κ 2 ).
The proof is a standard argument and omitted. Next we prove a matrix concentration result for the individually rescaled covariance matrices of i.i.d. random variables. The proof uses a standard covering argument.
Lemma 24. Let X ∈ R n×d be a random matrix with rows a i x i , where x i are i.i.d. random vectors satisfying the design conditions in Assumption 1. Then, 1 n X X − 1 n n i=1 a 2 i Σ ≤ Σ K 2 max(δ, δ 2 ) for δ = C( d/n + t/ √ n), with probability at least 1 − 2 exp(−t 2 ). Here C denotes a universal constant and K = max i |a i |.
Proof. First note that we bring all the vectors to isotropic position by rotating so that 1 n X X − 1 n n i=1 a 2 i Σ ≤ Σ 1 n n i=1 a 2 i (Σ −1/2 x i )(Σ −1/2 x i ) − 1 n n i=1 a 2 i I d . Now by definition for any fixed v ∈ R d : v = 1, each v Σ −1/2 x i is sG(1) and hence a 2 i (v Σ −1/2 x i )(Σ −1/2 x i ) v is sE(8a 2 i , 8a 2 i ) by Lemma 23. For the latter quantity Vershynin [2018, Theorem 4.6.1, Eq. 4.22] proves the result when a i = 1 using a standard covering argument along with a sub-exponential tail bound. A close inspection of the proof of Vershynin [2018, Theorem 4.6.1, Eq. 4.22] shows that the aforementioned analogous statement holds when the sequence of random vectors is scaled by a i .
We now include two useful results on operator norm bounds of higher-order matrices. The results only require the condition of O(1)-L4-L2 hypercontractivity (which is directly implied by Assumption 1-see for example the sub-gaussian moment bounds in Wainwright [2019, Theorem 2.6]). Formally, we say a random vector x is L-L4-L2 hypercontractive if E[ v, x 4 ] ≤ L 2 (E[ v, x 2 ]) 2 for all unit vectors v. Also note that if x is hypercontractive this immediately implies that P V x is also hypercontractive with the same constant where P V is an orthogonal projection operator.
Lemma 25. Let x be a mean-zero random vector from a distribution that is L-L4-L2 hypercontractive with covariance Σ and let P V be an orthogonal projection operator onto a rank-r subspace. Then
Proof of Lemma 25. We introduce a vector v with v ≤ 1. Then, Lemma 26. Let x be a mean-zero random vector from a distribution that is L-L4-L2 hypercontractive with covariance Σ and let P V be an orthogonal projection operator onto a rank-r subspace. Then
Proof of Lemma 26. A short computation using the Cauchy-Schwarz inequality and L4-L2 equivalence shows that,
x, e i 2 ) 2 ] = E[ a,b
x, e a 2 x, e b 2 ] ≤ The second statement follows since E[ P V x 2 ] = E[tr(P V xx ] = tr(P V Σ) ≤ r Σ where the last line follows by the von Neumann trace inequality and the fact P V is a projection operator. The final statements follow by combining the previous calculations.
Finally, we prove a truncated version of the matrix Bernstein inequality we can apply to matrices that are unbounded in spectral norm. This is our primary technical tool used to show concentration of the higher-order moments used in the algorithm to recover the feature matrix B.
