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Optimal gradient continuity for
degenerate elliptic equations
by
Damião J. Araújo, Gleydson Ricarte, Eduardo V. Teixeira ∗
Abstract
We establish new, optimal gradient continuity estimates for solutions to a class of 2nd order partial
differential equations, L(X ,∇u,D2u) = f , whose diffusion properties (ellipticity) degenerate along the
a priori unknown singular set of an existing solution, S(u) := {X : ∇u(X) = 0}. The innovative feature
of our main result concerns its optimality – the sharp, encoded smoothness aftereffects of the operator.
Such a quantitative information usually plays a decisive role in the analysis of a number of analytic and
geometric problems. Our result is new even for the classical equation |∇u| ·∆u = 1. We further apply
these new estimates in the study of some well known problems in the theory of elliptic PDEs.
Keywords: Smoothness properties of solutions, optimal estimates, degenerate elliptic PDEs
AMS Subject Classifications: 35B65, 35R35.
1 Introduction
Regularity theory for solutions to partial differential equations has been a central subject of research since
the foundation of the modern analysF of PDEs, back in the 18th century. Of particular interest are phys-
ical and social phenomena that involve diffusion processes, whose mathematical models are governed by
second order elliptic PDEs.
Smoothness of weak solutions to 2nd order uniformly elliptic equations, both in divergence and in non-
divergence forms, is nowadays fairly well established. The cornerstone of the theory is a universal modulus
of continuity for solutions to the homogeneous equation: Lu = 0. This is the contents of DeGiorgi-Nash-
Moser theory for the divergence equations and Krylov-Safonov Harnack inequality for non-divergence
operators.
Despite of the profound importance of the supra-cited works, a large number of mathematical models
involve operators whose ellipticity degenerates along an a priori unknown region, that might depend on the
solution itself: the free boundary of the problem. This fact impels less efficient diffusion features for the
model near such a region and therefore the regularity theory for solutions to such equations become more
sophisticated from the mathematical view point.
The most typical case of elliptic degeneracy occurs along the singular set of an existing solution:
S(u) := {X : ∇u(X) = 0}.
In fact, a number of degenerate elliptic equations has its degree of degeneracy comparable to
(1.1) f (∇u)|D2u| ≈ 1,
∗Corresponding author.
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for some function f : Rd → R, with Zero( f ) = {0}. Thus, understanding the precise effect on the lack
of smoothness impelled by the emblematic model (1.1) shades lights on the underlying sharp regularity
theory for a number of typical degenerate elliptic operators – see the heuristic comments in Section 3.
The main goal of this present work is to derive sharp interior regularity estimates for degenerate elliptic
equations of the general form
(1.2) H (X ,∇u)F(X ,D2u) = f (X), B1 ⊂ Rd ,
where f ∈ L∞(B1) and H : B1×Rd →R degenerates as
(1.3) λ |~p|γ ≤H (X ,~p)≤ Λ|~p|γ ,
for some γ > 0. The 2nd order operator F : B1×Sym(d)→R in equation (1.2) is responsible for diffusion,
i.e., F will be assumed to be a generic fully nonlinear uniformly elliptic operator: λ Idd×d ≤ ∂i, jF(X ,M)≤
Λλ Idd×d . In Section 2 we give a more appropriate notion of ellipticity.
Regularity theory for viscosity solutions to fully nonlinear uniformly elliptic equations,
F(D2u) = 0,
has attracted the attention of the mathematical community for the last three decades or so. It is well
established that solutions to the homogeneous equation is locally of class C1,α0 for a universal exponent
α0, i.e., depending only on d, λ and Λ, see for instance [2]. If no additional structure is imposed on F ,
C1,α0 is in fact optimal, see [18], [19], [20].
A quick inference on the structure of equation (1.2) reveals that no universal regularity theory for such
equation could go beyond C1,α0 . In fact the degeneracy term H (X ,∇u) forces solutions to be less regular
than solutions to the uniformly elliptic problem near its singular set. This particular feature indicates that
obtaining sharp regularity estimates for solutions to (1.2) should not follow from perturbation techniques.
Indeed, it requires new ideas involving an interplay balance between the universal regularity theory for
uniform elliptic equations and the degeneracy effect on the diffusion attributes of the operator coming from
(1.3).
In this present work we show that a viscosity solution, u, to (1.2) is pointwise differentiable and its
gradient, ∇u, is locally of class C0,min{α
−
0 ,
1
1+γ }, which is precisely the optimal regularity for degenerate
equations of the type (1.2). We further estimate the corresponding maximum regularity norm of u by a
constant that depends only on universal parameters, γ , ‖ f‖∞ and ‖u‖∞. Sharpness of our estimate can be
verified by simple examples. We have postponed the precise statement of the main Theorem to Section 3.
We highlight that the result proven in this manuscript is new even for the classical family of degenerate
equations
(1.4) |∇u|γ∆u = 1, γ > 0.
The key, innovative feature of our main result lies precisely in the optimality of the gradient Hölder
continuity exponent of a solution to the degenerate equation (1.2), which in turn is an important piece of
information in a number of qualitative analysis of PDEs, such as blow-up analysis, free boundary problems,
geometric estimates, etc. It is quantitative bonus acquisition to the recent result in [11], where it is proven
that viscosity solutions to (1.2) are continuously differentiable. The logistic reasoning of the proof of our
main result is inspired by recent works of the third author, [23], [24], [25], and it further uses the main
crack from [11] to access a priori C1 estimate for solutions to (1.2).
The paper is organized as follows. In Section 2 we gather the most relevant notations and known results
we shall use in the paper. In Section 3 we present the main Theorem proven in this work. In Section 4
we provide a few implications the sharp estimates from Section 3 have towards the solvability of some
well known open problems in the elliptic regularity theory. The proof of Theorem 3.1 is delivered in the
remaining Sections 5, 6, 7 and 8.
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2 Notation and preliminares
In this article we use standard notation from classical literature. The equations and problems studied in this
paper are modeld in the d-dimensional Euclidean space, Rd . The open ball of radius r > 0 centered at the
point X0 is denoted by Br(X0). Usually ball of radius r, centered at the origin is written simply as Br. For a
function u : B1 →R, we denote its gradient and its Hessian at a point X ∈ B1 respectively by
∇u(X) := (∂ ju)1≤ j≤d and D2u(X) := (∂i ju)1≤i, j≤d,
where ∂ ju and ∂i ju denote the j-th directional derivative of u and the i-th directional derivative of ∂ ju,
respectively.
The space of all d× d symmetric matrices is denoted by Sym(d). An operator F : B1×Sym(d)→ R
is said to be uniformly elliptic if there there exist two positive constants 0 < λ ≤ Λ such that, for any
M ∈ Sym(d) and X ∈ B1,
(2.1) λ‖P‖ ≤ F(X ,M+P)−F(X ,M)≤ Λ‖P‖, ∀P≥ 0.
Any operator F satisfying the ellipticity condition (2.1) will be referred hereafter in this paper as a
(λ ,Λ)-elliptic operator. Also, following classical terminology, any constant or entity that depends only on
dimension and the ellipticity parameters λ and Λ will be called universal. For normalization purposes, we
assume, with no loss of generality, throughout the text that F(X ,0) = 0, ∀X ∈ B1.
For an operator G : B1×Rd×Sym(d)→R, we say a function u∈C0(B1) is a viscosity super-solution to
G(X ,∇u,D2u) = 0, if whenever we touch the graph of u by below at a point Y ∈ B1 by a smooth function ϕ ,
there holds G(Y,∇ϕ(Y ),D2ϕ(Y ))≤ 0. We say u∈C0(B1) is a viscosity sub-solution to G(X ,∇u,D2u) = 0,
if whenever we touch the graph of u by above at a point Z ∈ B1 by a smooth function φ , there holds
G(Y,∇ϕ(Y ),D2ϕ(Y ))≥ 0. We say u is a viscosity solution if it is a viscosity super-solution and a viscosity
sub-solution. The crucial observation on the above definition is that if G is non-decreasing on M with
respect to the partial order of symmetric matrices, then the classical notion of solution, sub-solution and
super-solution is equivalent to the corresponding viscosity terms, provided the function is of class C2. The
theory of viscosity solutions to non-linear 2nd order PDEs is nowadays fairly well established. We refer
the readers to the classical article [6].
Let us discuss now a little bit further the existing regularity theory for uniformly elliptic equations. As
mentioned earlier in the Introduction, it follows from the celebrated Krylov-Safonov Harnack inequality,
see for instance [2], that any viscosity solution to the constant coefficient, homogeneous equation
(2.2) F(D2h) = 0,
is locally of class C1,α0 for a universal exponent 0 < α0 < 1. Hereafter in this paper, α0 = α0(d,λ ,Λ) will
always denote the optimal Hölder continuity exponent for solutions constant coefficients, homogeneous,
(λ ,Λ)-elliptic equation (2.2). If no extra structural condition is imposed on F , C1,α0loc is indeed the optimal
regularity possible, [18], [19], [20]. However, under convexity or concavity assumption on F , solutions are
of class C2. This is a celebrated result due to Evans [7] and Krylov [15, 16], independently.
For varying coefficient equations, solutions are in general only C0,α0loc and this is the optimal regularity
available, unless we impose some continuity assumption on the coefficients, i.e., on the map X 7→ F(X , ·),
Such condition is quite natural and it is present even in the linear theory: Lu := ai j(X)Di ju. Since we aim
for a universal C1,α estimate for solutions to equation (1.2), hereafter we shall assume a uniform continuity
assumption on the coefficients of F , appearing in (1.2), namely
(2.3) sup
‖M‖≤1
|F(X ,M)−F(Y,M)|
‖M‖
≤Cω(|X −Y |),
where C ≥ 0 is a positive constant and ω is a normalized modulus of continuity, i.e., ω : R+ → R+ is
increasing, ω(0+) = 0 and ω(1) = 1. Such condition could be relaxed: it suffices some sort of VMO
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condition, see [1]. We have decided to present the results of this present article under (2.3) for sake of
simplicity. For notation convenience, we will call
(2.4) ‖F‖ω := inf
{
C > 0 : sup
‖M‖≤1
|F(X ,M)−F(Y,M)|
‖M‖
≤Cω(|X −Y |), ∀X ,Y ∈ B1
}
.
We close this Section by mentioning that under continuity condition on the coefficients, viscosity solu-
tions to
F(X ,D2u) = f (X) ∈ L∞(B1)
are locally of class C1,β , for any 0 < β < α0, where α0 is the optimal Hölder exponent for solutions to con-
stant coefficient, homogeneous equation F(D2h) = 0, coming from Krylov-Safonov, Caffarelli universal
regularity theory. See [1], [24].
3 Main results
In this Section, we shall present the main result we will prove in this present work. As mentioned earlier,
the principal, ultimate goal of this article is to understand the sharp smoothness estimates for functions u,
satisfying
(3.1) |∇u|δ · |F(D2u)|. 1, δ > 0,
in viscosity sense, for some uniformly elliptic operator F . Clearly, as commented in the previous Section,
even in the non-degenerate case, δ = 0, the best regularity possible is C1+α
−
0
loc . The delicate point, though,
is to obtain a universal estimate, fine enough as to sense and deem the singularity appearing in RHS of
Equation (3.1), along the singular set (∇u)−1(0), as δ > 0 varies.
As to grasp some feelings on what one should expect, let us naïvely look at the ODE
u′′(t) = (u′)−δ , u(0) = u′(0) = 0,
which can be simply solved for t ∈ (0,∞). The solution is u(t) = t
2+δ
1+δ
. After some heuristics inference, it
becomes reasonable to accept that C
2+δ
1+δ is another upper barrier for any universal regularity estimate for
Equation (3.1). Thus, if no further obscure complexity interferes on the elliptic regularity theory for fully
nonlinear degenerate elliptic equation, the ideal optimal regularity estimate one should hope for functions
satisfying Equation (3.1) should be C1,min{α−0 , 11+δ }.
After these technical free and didactical comments, we are able to state the main result we establish in
this paper.
Theorem 3.1. Let u be a viscosity solutions to
(3.2) H (X ,∇u)F(X ,D2u) = f (X) in B1.
Assume f ∈ L∞(B1), H satisfies (1.3) and F : B1× Sym(d)→ R is uniform elliptic with continuous coef-
ficients, i.e., satisfying (2.3). Fixed an exponent
α ∈ (0,α0)∩
(
0, 1
1+ γ
]
,
there exists a constant C(d,λ ,Λ,γ,‖F‖ω ,‖ f‖∞,α) > 0, depending only on d,λ ,Λ,γ,‖F‖ω ,‖ f‖∞ and α ,
such that
‖u‖C1,α(B1/2) ≤C(d,λ ,Λ,γ,‖F‖ω ,‖ f‖∞,α) · ‖u‖L∞ .
An important consequence of Theorem 3.1 is the following:
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Corollary 3.2. Let u be a viscosity solutions to
(3.3) H (X ,∇u)F(D2u) = f (X) in B1.
Assume f ∈ L∞(B1), H satisfies (1.3), F is uniformly elliptic and concave. Then u is locally in C1,
1
1+γ and
this regularity is optimal.
Corollary 3.2 follows from Theorem 3.1 since solutions to concave equations are locally of class C1,1
by Evans-Krylov Theorem.
It is interesting to understand Theorem 3.1 as a model classification for degenerate elliptic equations,
linking the magnitude of the degeneracy of the operator to the optimal regularity of solutions. A quan-
titative, intrinsic signature of the degeneracy properties of the equation. In fact, as mentioned earlier,
many classical equations have their degree of degeneracy comparable to a model equation of the form
|∇u|γ |F(D2u)|. 1. We shall explore this perspective within the next Section.
4 Applications and further insights
The heuristics from the “degeneracy classification" mentioned in the previous paragraph has indeed a wide
range of applicability. In this intermediary Section we comment on some consequences the optimal regu-
larity estimates stated in Section 3 have in the elliptic regularity theory.
In the sequel we shall use Theorem 3.1 and Corollary 3.2 to solve particular cases of some well known
open problems. The results provided in this section give hope that decisive progress can be attempted for
the general cases in the near future.
4.1 Equations from the theory of superconductivity
We start off by commenting on some applications Theorem 3.1 has to the theory of superconductivity,
where fully nonlinear equations with patches of zero gradient
(4.1) F(X ,D2u) = g(X ,u)χ{|∇u|>0}
governs the mathematical models. Equation (4.1) represents the stationary equation for the mean field
theory of superconducting vortices when the scalar stream function admits a functional dependence on
the scalar magnetic potential, see [5]. Existence and regularity properties of Equation (4.1) were studied
in [3] and in [4]. The novelty to study Equation (4.1) is that one tests the equation only for touching
polynomials for which |∇P(X0)| 6= 0. It is proven in [3], Corollary 7, that solutions are locally C0,α for
some 0 < α < 1. For concave operators, it is proven, see [3] Corollary 8, that solutions are in W 2,p. An
application of Alt-Caffarelli-Friedman monotonicity formula, [3] Lemma 9, gives regularity C1,1 for the
particular problem
(4.2) ∆u = cu χ{|∇u|>0}.
Equation (4.1) can be obtained as a limiting problem, as δ → 0, for the family of singular equations
(Eδ ) |∇uδ |δ ·F(X ,D2uδ ) = g(X ,uδ ), B1.
Indeed, it follows from Theorem 3.1 that if uδ is a normalized solution to (Eδ ), for δ small enough, i.e., for
δ < 1−α−0 ,
then we can estimate
(4.3) ‖u‖
C
1,α−0
loc
≤C,
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for a constant C > 1, that does not depend on δ . In particular, estimate (4.3) gives local compactness for
the family of solutions {uδ}δ>0 to (Eδ ). Let u0 be a limiting point of such a sequence, i.e.
u0 = limj→0 uδ j ,
for δ j = o(1). From (4.3), we have,
∇uδ j −→ ∇u0 locally uniformly,(4.4)
u0 ∈ C
1,α−0
loc (B1).(4.5)
Now, fixed a regular point Z ∈ B1 of u0, i.e.,
|∇u0(Z)| > 0.
Gradient convergence (4.4) and estimate (4.5) yield the existence of a small η > 0, such that
inf
Bη(Z)
|∇uδ | ≥
1
10 |∇u0(Z)|=: c0,
for all δ ≪ 1. Thus,
g(X ,uδ ) · |∇uδ |−δ −→ g(X ,u0), uniformly in Bη(Z).
We sum up the above discussion as the following Theorem:
Theorem 4.1. Let uδ ∈C0(B1) be a viscosity solution to (Eδ ), with |uδ | ≤ 1, δ ≪ 1, where g is continuous
w.r.t. u and measurable bounded w.r.t. X. Assume the operator F is under the hypotheses of Theorem 3.1.
Then, fixed a number α < α0(d,λ ,Λ), for δ small enough, we have
‖uδ‖C1,α (B4/5) ≤C(d,λ ,Λ,α).
In particular,
uδ → u0 ∈C1,α(B1/2),
and u0 is a viscosity solution to (4.1).
The advantage of Theorem 4.1, in comparison to the regularity theory developed in [3] is that it provides
the asymptotically sharp C1,α estimate in the general case of fully nonlinear operators, not necessarily
concave.
4.2 Visitng the theory of ∞-laplacian
Let us now visit the theory of the ∞-laplacian operator, i.e.,
(4.6) ∆∞v := ∑
i, j
viv jvi j
which is related to the problem of best Lipschitz extension to a given boundary datum - a nonlinear and
highly degenerate elliptic operator. The theory of infinity-harmonic functions, i.e., solutions to the homo-
geneous PDE
∆∞h = 0,
has received a great deal of attention. One of the main open problems in the modern theory of PDEs is
whether infinity-harmonic functions are of class C1. This conjecture has been answered positively by O.
Savin [22] in the plane. Evans and Savin, [8] sharpened the result to C1,α for some small α > 0, but
still in only dimension two. Quite recently, Evans and Smart proved that infinity-harmonic functions are
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everywhere differentiable regardless the dimension, [9]. Nevertheless, no continuity feature of ∇u can be
inferred by their ingenuous reasoning. The famous example of the infinity-harmonic function
(4.7) a(x,y) := x 43 − y 43
due to Aronsson from the late 60’s sets the ideal optimal regularity theory for such a problem. That is, no
universal regularity theory for infinity harmonic functions can go beyond C1, 13 . Up to our knowledge, there
has been no prior meaningful mathematical indication that infinity-harmonic functions should or should not
have a universal C1, 13 regularity theory, other than speculation based on Aronsson’s example. Another way,
though, to surmise the C1, 13 conjecture for infinity harmonic function would be by exploring the scaling
properties of the equation. For instance, it one writes the infinity-laplacian as
∆∞v = (∇v)t ·D2v ·∇v,
it becomes tempting to compare its degeneracy feature with
(4.8) |∇u|2 · |∆u|. 1,
that has the same scaling properties as ∆∞ and whose solutions are locally C1,
1
1+2 regular from Corollary
3.2. Although, it is not in general true that infinity-harmonic functions satisfy (4.8), this observation sets
an interesting heuristic guide.
Notice that Aronsson’s example - as many popular examples in the theory of PDEs - is a function of
separable variables. In the sequel, as an application of Corollary 3.2, we show that any infinity-harmonic
function with separable variables is locally of class C1, 13 .
Proposition 4.2. Let u : B1 ⊂Rd →R be infinity harmonic. Assume u is a function of separable variables,
i.e.,
u(X) = σ1(x1)+σ2(x2)+ · · ·σd(xd),
for σi ∈C0(B1). Then u ∈C1, 13 (B1/2).
Proof. Formal direct computation gives
(4.9) 0 = ∆∞u = |σ1(x1)′|2σ ′′(x1)+ |σ1(x2)′|2σ ′′(x2)+ · · ·+ |σd(xd)′|2σ ′′(xd).
It is a manner of routine to justify the above computation using the viscosity solution machinery. We notice,
however, that the ith term in (4.9) depends only upon the variable xi. Thus, since they sum up to zero, each
of them must be constant, i.e.,
(4.10) |σi(xi)′|2σ ′′(xi) = τi,
d
∑
i=1
τi = 0.
C1, 13 -regularity of each σi follows from Corollary 3.2 and the proof of Proposition 4.2 is concluded.
In a number of geometrical problems, it is often that solutions behave asymptotically radial near sin-
gular points. It is therefore interesting to analyze the regularity theory for solutions that are smooth up to a
possible radial singularity. More precisely, we say a function u is smooth up to a possible radial singularity
at a point X0 if we can write, near X0,
u(X) = ϕ(X)+ψ(|X−X0|),
with ϕ ∈C2 and ϕ(X) = O(|X −X0|2).
In the sequel we shall prove that functions smooth up to a possible radial singularity whose infinity-
laplacian is bounded in the viscosity sense is of class C1, 13 . This regularity is optimal as
∆∞|X |
4
3 = cte.
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Theorem 4.3. Let u ∈C0(B1) satisfy
∆∞u = f (X) ∈ L∞(B1)
in the viscosity sense. Assume u is smooth up to a possible radial singularity. Then u ∈C1,
1
3
loc (B1).
Proof. With no loss of generality, we can assume X0 = 0. If u = ϕ(X)+ψ(|X |) is smooth up to a radial
singularity near the origin, then formally a direct computation yields
∇u(X) = ∇ϕ +ψ ′ X
|X |
,
D2u(X) = D2ϕ + 1
|X |2
ψ ′′X ⊗X +ψ ′
[
1
|X |
Id− 1
|X |3
X ⊗X
]
.
Owing to the estimates
|X |−2|ϕ |+ |X |−1|∇ϕ |+ |D2ϕ | ≤ C1,
|ψ |+ |∇ψ | ≤ C2,
|∆∞u| ≤ C3,
we end up with (
O(r)+ |ψ ′|2
)
· |ψ ′′| ≤C4,
which ultimately gives the desired regularity for ψ . Again is it standard to verify the above computation
using the language of viscosity solutions.
For functions with bounded infinity-laplacian, E. Lindgren, following ideas from [9], has recently es-
tablished Lipschitz estimate and everywhere differentiability.
4.3 Further degenerate elliptic equations
Another interesting example to visit is the p-laplacian operator, p≥ 2:
(4.11) ∆pu := div
(
|∇u|p−2∇u
)
.
It appears for instance as the Euler-Lagrangian equation associated to the p-energy integral∫
(Du)pdX → min.
Equations involving the the p-laplacian operator has received a great deal of attention for the past fifty
years or so. In particular, the regularity theory for p-harmonic functions has been an intense subject of
investigation, since the late 60’s, when Uraltseva in [26] proved that weak solutions to the homogeneous
p-laplacian equation
(4.12) ∆ph = 0,
is locally of class C1,α(d,p), for some α(d, p) > 0. The sharp regularity for p-harmonic functions in the
plane was obtained by Iwanec and Manfredi, [13]. The precise optimal Hölder continuity exponent of the
gradient of p-harmonic functions in higher dimensions, d ≥ 3, has been a major open problem since then.
The p-laplacian operator can be written in non-divergence form, simply by passing formally the deriva-
tives through:
(4.13) ∆pu = |∇|p−2∆u+(p− 2)|∇u|p−4∆∞u.
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The notions of weak solutions, using its divergence structure in (4.11), and the non-divergence form in
(4.13) are equivalent, [14].
Within the context of functions with bounded p-laplacian, the conjecture is that the optimal regularity
should be Cp′ , where
1
p
+
1
p′
= 1.
Our next result gives a partial answer to this conjecture.
Theorem 4.4. Let p≥ 2 and u satisfy
|∆pu| ≤C,
Assume u is smooth up to a possible radial singularity. Then u ∈Cp
′
loc(B1).
Proof. Assume u = ϕ(X)+ψ(r), with ϕ = O(r2), r = |X |, has bounded p-laplacian in the viscosity sense.
Direct computation implies(
O(r)+ |ψ ′|
)p−2
|ψ ′′|+
(
O(r)+ |ψ ′|
)p−4
|ψ ′|2|ψ ′′| ≤C+ ˜C,
holds in the viscosity sense, where ˜C depends only on ϕ , the non-singular part of u. Thus, Corollary 3.2
gives
u ∈C
1, 11+(p−2)
loc
∼=Cp
′
loc,
and the Theorem is proven.
Estimates of the form |∇u|p−2|D2u| < C are not rare in a number of geometric problems involv-
ing the p-laplacian operator, see for instance [17]. Let us also mention that estimates of the form (ε +
|∇v|2) p−12 |D2v|<C are usually obtained for bounded weak solutions to divergent form equations, Di
(
Ai(Dv)
)
=
0, see for instance [10], Chapter 8.
Let us finish this Section, by revisiting the derivation of the infinity-laplacian operator as the limit of
p-laplace, as p → ∞. Let h ∈ C0(B1) be an infinity-harmonic function. For each p ≫ 1, let hp be the
solution to the boundary value problem{
∆php = 0, in B3/4
hp = h, on B3/4.
It is known that hp form a sequence of equicontinuous functions and hp → h locally uniformly to h. In
particular
∆∞hp = o(1), as p→ ∞.
Hereafter, let us call hp the p-harmonic approximation of the infinity-harmonic function h in B3/4.
Proposition 4.5. Let h ∈ C0(B1) be an infinity-harmonic function and hp its p-harmonic approximation.
Assume |∆∞hp|= O(p−1) as p→ ∞. Then h ∈C1,
1
3 (B1/2).
Proof. Since hp is p-harmonic, it satisfies
|∇hp|2∆hp = (2− p)∆∞hp.
By the maximum principle,
‖hp‖L∞
(B4/5)
≤ ‖h‖L∞
(B1)
.
From the approximation hypothesis and Corollary 3.2, we deduce
‖hp‖
C1,
1
3 (B1/2)
≤C,
for a constant C that is independent of p. The proof of Proposition follows by standard reasoning.
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Another interesting Proposition regards p-harmonic functions with bounded infinity-laplacian.
Proposition 4.6. Let u be a p-harmonic function in B1 ⊂Rd . Assume ∆∞u∈ L∞(B1). Then u∈C1, 13 (B1/2).
Proof. The proof follows by similar reasoning as in the proof of Proposition 4.5. We omit the details.
We leave as an open problem whether Proposition 4.6 holds true without the extra assumption on the
boundedness of the infinity-laplacian. We further conjecture that if α(d, p) is the optimal (universal) Hölder
continuity exponent for p-harmonic functions, then
α(d, p)> 13 + o(1), as p → ∞.
5 Universal compactness
From this Section on we start delivering the proof for the main sharp regularity estimate announced in
Section 3, namely, Theorem 3.1. In this first step, we obtain a universal compactness device to access the
optimal regularity theory for solutions to Equation (1.2). The proof we shall present here uses the main
technical tool obtained in the recent work of Imbert and Silvestre, [11].
Lemma 5.1. Let~q ∈ Rd be an arbitrary vector and u ∈C(B1), a viscosity solution to
(E~q) |~q+∇u|γF(X ,D2u) = f (X),
satisfying ‖u‖L∞(B1) ≤ 1. Given δ > 0, there exists ε > 0, that depends only upon d,λ ,Λ, and γ , such that
if
(5.1) ‖M‖−1 · ‖F(X ,M)−F(0,M)‖L∞(B1)+ ‖ f‖L∞(B1) < ε,
then we can find a function h, solution to a constant coefficient, homogeneous, (λ ,Λ)-uniform elliptic
equation
(5.2) F(D2h) = 0, B1/2
such that
(5.3) ‖u− h‖L∞(B1/2) ≤ δ .
Proof. Let us suppose, for the sake of contradiction, that the thesis of the Lemma fails. That means that
we could find a number δ0 > 0 and sequences, Fj(X ,M), f j ,~q j and u j, satisfying
Fj(X ,M) is (λ ,Λ)-elliptic,(5.4)
‖M‖−1 · ‖F(X ,M)−F(0,M)‖L∞(B1) = o(1),(5.5)
‖ f j‖L∞(B1) = o(1),(5.6)
‖u j‖L∞(B1) ≤ 1 and |~q j +∇u j|
γ Fj(X ,D2u j) = f j ,(5.7)
however,
(5.8) sup
B1/2
|u j− h| ≥ δ0,
for any h satisfying a constant coefficient, homogeneous, (λ ,Λ)-uniform elliptic equation (5.2).
Initially, arguing as in [11], the sequence u j is pre-compact in C0(B1/2)-topology. In fact, as in [11],
Lemma 4, there is a universally large constant A0 > 0, such that, if for a subsequence {~q jk}k∈N, there holds,
|~q jk | ≥ A0, ∀k ∈N,
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then, the corresponding sequence of solutions, {u jk} j∈N, is bounded in C0,1(B2/3). If
|~q j|< A0, ∀ j ≥ j0,
then, by Harnack inequality, see [12], {u j} j≥ j0 is bounded in C0,β (B2/3) for some universal 0 < β < 1.
From the compactness above mentioned, up to a subsequence, u j → u∞ locally uniformly in B2/3. Our
ultimate goal is to prove that the limiting function u∞ is a solution to a constant coefficient, homogeneous,
(λ ,Λ)-uniform elliptic equation (5.2). For that we also divide our analysis in two cases.
If |~q j| bounded, we can extract a subsequence of {~q j}, that converges to some ~q∞ ∈ Rd . Also, by
uniform ellipticity and (5.5), up to a subsequence Fj(X , ·)→ F(·), and
|~q∞ +∇u∞|γF(D2u∞) = 0,
Arguing as in [11], Section 6, we conclude that u∞ is a solution to a constant coefficient, homogeneous
elliptic equation, which contradicts (5.8).
If |~q j| is unbounded, then taking a subsequence, if necessary, |~q j| →∞. In this case, define~e j =~q j/|~q j|
and then u j satisfies ∣∣∣∣~e j + ∇u j|~q j|
∣∣∣∣
γ
Fj(X ,D2u j) =
f j(X)
|~q j|γ
.
Letting j → ∞ and taking another subsequence, if necessary, we also end up with a limiting function u∞,
satisfying F∞(D2u∞) = 0 for some (λ ,Λ)-uniform elliptic operator, F∞. As before, this gives a contradic-
tion to (5.8). The Lemma is proven.
6 Universal flatness improvement
In this Section, we deliver the core sharp oscillation decay that will ultimately imply the optimal C1,α
regularity estimate for solutions to Equation (1.2). The first task is a step-one discrete version of the aimed
optimal regularity estimate. This is the contents of next Lemma.
Lemma 6.1. Let~q∈Rd be an arbitrary vector and u∈C(B1) a normalized, i.e., |u| ≤ 1, viscosity solution
to
(E~q) |~q+∇u|γF(X ,D2u) = f (X).
Given α ∈ (0,α0)∩ (0, 1γ+1 ], there exist constants 0 < ρ0 < 1/2 and ε0 > 0, depending only upon d,λ ,Λ,γ
and α , such that if
(6.1) ‖M‖−1 · ‖F(X ,M)−F(0,M)‖L∞(B1)+ ‖ f‖L∞(B1) ≤ ε0,
then there exists an affine function ℓ(X) = a+~b ·X, such that
sup
Bρ0
|u(X)− ℓ(X)| ≤ ρ1+α0 .
Furthermore,
|a|+ |~b| ≤C(d,λ ,Λ),
for a universal constant C(d,λ ,Λ) that depends only upon dimension and ellipticity constants.
Proof. For a δ > 0 to be chosen a posteriori, let h be a solution to a constant coefficient, homogeneous,
(λ ,Λ)-uniform elliptic equation that is δ -close to u in L∞(B1/2). The existence of such a function is the
thesis of Lemma 5.1, provided ε0 is chosen small enough, depending only on δ and universal parameters.
Since our choice for δ - later in the proof - will depend only upon universal parameters, we will conclude
that the choice of ε0 is too universal.
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From normalization of u, it follows that ‖h‖L∞(B1/2) ≤ 2; therefore, from the regularity theory available
for h, see for instance [2], Chapters 4 and 5, we can estimate
sup
Br
|h(X)− (∇h(0) ·X + h(0)) | ≤ C(d,λ ,Λ) · r1+α0 ∀r > 0,(6.2)
|∇h(0)|+ |h(0)| ≤ C(d,λ ,Λ),(6.3)
for a universal constant 0 <C(d,λ ,Λ). Let us label
(6.4) ℓ(X) = ∇h(0) ·X + h(0).
It readily follows from triangular inequality that
(6.5) sup
Bρ0
|u(X)− ℓ(X)| ≤ δ +C(d,λ ,Λ) ·ρ1+α00 .
Now, fixed an exponent α < α0, we select ρ0 and δ as
ρ0 := α0−α
√
1
2C(d,λ ,Λ) ,(6.6)
δ := 1
2
(
1
2C(d,λ ,Λ)
) 1+α
α0−α
,(6.7)
where 0 < C(d,λ ,Λ) is the universal constant appearing in (6.2). We highlight that the above choices
depend only upon d,λ ,Λ and the fixed exponent 0 < α < α0. Finally, combining (6.2), (6.5), (6.6) and
(6.7), we obtain
sup
Bρ0
|u(X)− ℓ(X)| ≤
1
2
(
1
2C(d,λ ,Λ)
) 1+α
α0−α +C(d,λ ,Λ) ·ρ1+α0 ·ρ
α0−α
0
=
1
2
ρ1+α0 +
1
2
ρ1+α0
= ρ1+α0 ,
and the Lemma is proven.
In the sequel, we shall iterate Lemma 6.1 in appropriate dyadic balls as to obtain the precise sharp
oscillation decay of the difference between u and affine functions ℓk.
Lemma 6.2. Under the conditions of the previous lemma, there exists a sequence of affine functions
ℓk(X) := ak +~bk ·X satisfying
(6.8) |ak+1− ak|+ρk0|~bk+1−~bk| ≤C0ρ (1+α)k0 ,
such that
(6.9) sup
Bρk0
|u(X)− ℓk(X)| ≤ ρk(1+α)0 .
where α is a fixed exponent within the range
(6.10) α ∈ (0,α0)∩
(
0, 1
1+ γ
]
and C0 is a universal constant that depends only on dimension and ellipticity.
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Proof. We argue by finite induction. The case k = 1 is precisely the statement of Lemma 6.1. Suppose we
have verified (6.9) for j = 1,2, · · · ,k. Define the rescaled function
v(X) :=
(u− ℓk)(ρk0X)
ρk(1+α)0
.
It readily follows from the induction assumption that |v| ≤ 1. Furthermore, v satisfies∣∣∣ρ−kα bk +∇v∣∣∣γ Fk(X ,D2v) = fk(X),
where
fk(X) = ρk[1−α(1+γ)]0 f (ρk0 X)
and
Fk(X ,M) := ρk(1−α)0 F
(
ρk0X ,
1
ρk(1−α)0
M
)
.
It is standard to verify that the operator Fk is (λ ,Λ)-elliptic. Also, the ω-norm of the corresponding
coefficient oscillation of Fk, as defined on (2.4), hereafter called βk, does not increase. Also, one easily
estimate
‖ fk‖L∞(B1) ≤ ρk[1−α(1+γ)]0 ‖ f‖L∞(Bρk0 ).(6.11)
Due to the sharpness of the exponent selection made in (6.10), namely α ≤ 11+γ , we conclude (Fk, fk)
satisfies the smallness assumption (6.1), from Lemma 6.1.
We have shown that v is under the hypotheses of Lemma 6.1, which assures the existence in the affine
function ˜ℓ(X) := a+~b ·X with |a|+ |~b| ≤C(d,λ ,Λ), such that
(6.12) sup
Bρ0
|v(X)− ˜ℓ(X)| ≤ ρ1+α0 .
In the sequel, we define the (k+1)th approximating affine function, ℓk+1(X) := ak+1 +~bk+1 ·X , where the
coefficients are given by
ak+1 := ak +ρ (1+α)k0 a and ~bk+1 :=~bk +ραk0 ~b.
Rescaling estimate (6.12) back, we obtain
sup
Bρk+10
|u(X)− ℓk+1(X)| ≤ ρ (k+1)(1+α)0
and the proof of Lemma 6.2 is complete.
7 Smallness regime
In this Section we comment on the scaling features of the equation that allow us to reduce the proof of
Theorem 3.1 to the hypotheses of Lemma 6.1 and Lemma 6.2.
Let v ∈C(B1) be a viscosity solution to
H (X ,∇v)F(X ,D2v) = f (X),
where H satisfies (1.3) and F is a (λ ,Λ)-elliptic operator with continuous coefficients, i.e., satisfying
(2.3). Fix a point Y0 ∈ B1/2 define u : B1 →R as
u(X) :=
v(ηX +Y0)
τ
,
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for parameters η and τ to be determined. We readily check that u solves
Hη,τ (X ,∇u)Fη,τ(X ,D2u) = fη,τ (X),
where
Fη,τ(X ,M) :=
τ
η2 F
(
ηX +Y0,
η2
τ
M
)
(7.1)
Hη,τ (X ,~p) :=
(
τ
η
)γ
H
(
ηX +Y0,
η
τ
~p
)
(7.2)
fη,τ (X) := η
γ+2
τγ+1
f (ηX +Y0).(7.3)
Easily one verifies that Fη,τ is uniformly elliptic with the same ellipticity constants as the original operator
F , i.e, it is another (λ ,Λ)-elliptic operator. Also Hη,τ satisfies the degeneracy condition (1.3), with the
same constants. Let us choose
τ := max
{
1,‖v‖L∞(B1)
}
,
thus, |u| ≤ 1 in B1. Now, for the universal ε0 appearing in the statement of Lemma 6.1, choose
η := min
{
1,λ · (ε0‖ f‖−1L∞ )
1
γ+2 ,ω−1
(ε0
C
)}
.
With these choices, u is under the assumptions of Lemma 6.1.
The above reasoning certifies that in order to show Theorem 3.1, it is enough to work under the small-
ness regime requested in the statement of Lemma 6.1. Once established the desired optimal regularity
estimate the normalized function u, the corresponding estimate for v follows readily.
8 Sharp local regularity
In this Section we conclude the proof of Theorem 3.1. From the conclusions delivered in Section 7, it
suffices to show the aimed C1,α estimate at the origin for a solution u under the hypotheses of Lemma
6.1 and Lemma 6.2. For a fixed exponent α satisfying the sharp condition (6.10), we will establish the
existence of an affine function
ℓ⋆(X) := a⋆+~b⋆ ·X ,
such that
|~b⋆|+ |a⋆| ≤C,
and
sup
Br
|u(X)− ℓ⋆(X)| ≤Cr1+α , ∀r ≪ 1,
for a constant C that depends only on d, λ , Λ, γ and α .
Initially, we notice that it follows from (6.8) that the coefficients of the sequence of affine functions ℓk
generated in Lemma 6.2, namely~bk and ak, are Cauchy sequences in Rd and in R, respectively. Let~b⋆ and
a⋆ be the limiting coefficients, i.e.,
lim
k→∞
~bk =: ~b⋆ ∈ Rd(8.1)
lim
k→∞
ak =: a⋆ ∈ R.(8.2)
It also follows from the estimate obtained in (6.8) that
|a⋆− ak| ≤
C0
1−ρ0
ρk(1+α)0 ,(8.3)
|~b⋆−~bk| ≤
C0
1−ρ0
ρkα0 .(8.4)
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Now, fixed a 0 < r < ρ0, we choose k ∈ N such that
ρk+10 < r ≤ ρk0 .
We estimate
sup
Br
|u(X)− ℓ⋆(X)| ≤ sup
Bρk0
|u(X)− ℓ⋆(X)|
≤ sup
Bρk0
|u(X)− ℓk(X)|+ sup
Bρk0
|ℓk(X)− ℓ⋆(X)|
≤ ρk(1+α)0 +
C0
1−ρ0
ρk(1+α)0
≤
1
ρ1+α0
[
1+ C0
1−ρ0
]
· r1+α ,
and the proof of Theorem 3.1 is finally complete. 
Acknowledgement
The authors would like to thank Luis Silvestre for insightful and stimulating comments and suggestions that
benefited a lot the final presentation of this article. This work has been partially funded by CNPq-Brazil.
References
[1] Caffarelli, Luis A. Interior a priori estimates for solutions of fully nonlinear equations. Ann. of Math.
(2) 130 (1989), no. 1, 189–213.
[2] Caffarelli, Luis A.; Cabré, Xavier Fully nonlinear elliptic equations. American Mathematical Society
Colloquium Publications, 43. American Mathematical Society, Providence, RI, 1995.
[3] Caffarelli, L.; Salazar, J. Solutions of fully nonlinear elliptic equations with patches of zero gradient:
existence, regularity and convexity of level curves. Trans. Amer. Math. Soc. 354 (2002), no. 8, 3095–
3115.
[4] Caffarelli, L.; Salazar, J.; Shahgholian, H. Free-boundary regularity for a problem arising in super-
conductivity. Arch. Ration. Mech. Anal. 171 (2004), no. 1, 115–128.
[5] Chapman, S.J. A mean-field model of superconducting vortices in three dimensions. SIAM J. App.
Math. 55 (1995), 1259–1274.
[6] M.G. Crandall, H. Ishii, P.L. Lions, User’s guide to viscosity solutions of second order partial differ-
ential equations, Bull. Amer. Math. Soc. (N.S.) 27 (1) (1992) 1–67.
[7] Evans, L. C., Classical solutions of fully nonlinear, convex, second-order elliptic equations. Comm.
Pure Appl. Math. 35(3), 333–363, 1982.
[8] L.C. Evans and O. Savin, C1,α regularity for infinity harmonic functions in two dimensions, Calc. Var.
Partial Differential Equations 32 (2008), 325–347.
[9] L.C. Evans and C.K. Smart, Everywhere differentiability of infinity harmonic functions, Calc. Var.
Partial Differential Equations 42 (2011), 289–299.
[10] Guisti, E. Direct Methods in the Calculus of Variations. World Scientific Publishing, 2003.
[11] C. Imbert, L. Silvestre. C1,α regularity of solutions of degenerate fully non-linear elliptic equa-
tions.Preprint
OPTIMAL GRADIENT CONTINUITY FOR DEGENERATE ELLIPTIC EQUATIONS 16
[12] C. Imbert Alexandroff-Bakelman-Pucci estimate and Harnack inequality for degenerate/singular fully
non-linear elliptic equations.J. Differential Equations, 250(2011),pp. 1553-1574.
[13] T. Iwaniec, J. Manfredi Regularity of p-harmonic functions in the plane. Revista Matematica
Iberoamericana 5 (1989), 1–19.
[14] P. Juutinen, P. Lindqvist and J.J. Manfredi, On the equivalence of viscosity solutions and weak solu-
tions for a quasi-linear elliptic equation. SIAM J. Math. Anal. 33 (2001), 699–717.
[15] Krylov, N. V. Boundedly nonhomogeneous elliptic and parabolic equations. Izv. Akad. Nak. SSSR
Ser. Mat. 46 (1982), 487–523; English transl. in Math USSR Izv. 20 (1983), 459–492.
[16] Krylov, N. V. Boundedly nonhomogeneous elliptic and parabolic equations in a domain. Izv. Akad.
Nak. SSSR Ser. Mat. 47 (1983), 75–108; English transl. in Math USSR Izv. 22 (1984), 67–97.
[17] K. Lee, H. Shahgholian Hausdorff dimension and stability for the p-obstacle problem(2 < p < ∞). J.
Differential Equations, 195 (2003), no. 1, 14–24.
[18] N. Nadirashvili and S. Vladut, Nonclassical solutions of fully nonlinear elliptic equations. Geom.
Funct. Anal. 17 (2007), no. 4, 1283–1296.
[19] N. Nadirashvili and S. Vladut, Singular viscosity solutions to fully nonlinear elliptic equations. J.
Math. Pures Appl. (9) 89 (2008), no. 2, 107–113.
[20] N. Nadirashvili and S. Vladut, Nonclassical Solutions of Fully Nonlinear Elliptic Equations II. Hes-
sian Equations and Octonions. Geom. Funct. Anal. 21 (2011), 483–498
[21] Rossi, Julio D., Teixeira, Eduardo V. and Urbano, José Miguel Optimal regularity at the free boundary
for the infinity obstacle problem. Submitted, available at http://arxiv.org/abs/1206.5652
[22] O. Savin, C1 regularity for infinity harmonic functions in two dimensions, Arch. Ration. Mech. Anal.
176 (2005), 351–361.
[23] Teixeira, Eduardo V. Sharp regularity for general Poisson equations with borderline sources. J. Math.
Pures Appl. (9) 99 (2013), no. 2, 150–164.
[24] Teixeira, Eduardo V. Universal moduli of continuity for solutions to fully nonlinear elliptic equations.
To appear in Arch. Rational Mech. Anal.
[25] Teixeira, Eduardo V. Regularity for quasilinear equations on degenerate singular sets. To appear in
Math. Ann.
[26] Uraltseva, N.N. Degenerate quasilinear elliptic systems. Zap. Na. Sem. Leningrad. Otdel. Mat. Inst.
Steklov. (LOMI) 7, 184 – 222 (1968)
DAMIÃO ARAÚJO GLEYDSON C. RICARTE
Universidade Federal Ceará Universidade Federal Ceará
Department of Mathematics Department of Mathematics
Fortaleza, CE-Brazil 60455-760 Fortaleza, CE-Brazil 60455-760
djunio@mat.ufc.br gleydsoncr@ufc.br
EDUARDO V. TEIXEIRA
Universidade Federal Ceará
Department of Mathematics
Fortaleza, CE-Brazil 60455-760
teixeira@mat.ufc.br
