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Abstract
A ring R is said to be right McCoy if the equation f(x)g(x) = 0, where f(x)
and g(x) are nonzero polynomials of R[x], implies that there exists nonzero
s ∈ R such that f(x)s = 0. It is proven that no proper (triangular) matrix
ring is one-sided McCoy. If there exists the classical right quotient ring Q of
a ring R, then R is right McCoy if and only if Q is right McCoy. It is shown
that for many polynomial extensions, a ring R is right McCoy if and only if
the polynomial extension over R is right McCoy. Other basic extensions of
right McCoy rings are also studied.
Keywords: matrix ring, McCoy ring, polynomial ring, upper triangular ma-
trix ring.
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1. Introduction
Throughout this paper, all rings are associative with identity. Given a ring
R, the polynomial ring over R is denoted by R[x], and the ring of n×nmatrices
(resp., upper triangular matrices) over R is denoted by Mn(R) (resp., Tn(R)).
Recently, Nielsen [8] called a ring R right McCoy if the equation f(x)g(x) =
0, where f(x), g(x) ∈ R[x]\{0}, implies that there exists s ∈ R\{0} such
that f(x)s = 0. Left McCoy rings are defined analogously. McCoy rings
are the left and right McCoy rings. In [8, Claim 7 and 8], it is shown that
there exists a left McCoy ring but not right McCoy. The name “McCoy” was
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chosen because McCoy [7] had noted that every commutative ring satisfies this
condition. Reversible rings (that is, ab = 0 implies ba = 0 for all a, b ∈ R)
are McCoy [8, Theorem 2], and the relationships among these rings and other
related rings are discussed in [5, 8]. A ring R is called an Armendariz ring [9]
if (
∑s
i=0 aix
i)(
∑t
j=0 bjx
j) = 0 in R[x] then aibj = 0 for all i and j. Armendariz
rings are McCoy by definition and an example below shows that McCoy rings
need not be Armendariz. Therefore, McCoy rings are shown to be a unifying
generalization of reversible rings and Armendariz rings.
In this paper, at first we consider whether the property “McCoy” is Morita
invariant. It is proven that for any ring R and n ≥ 2, Mn(R) (resp., Tn(R)) is
neither left nor right McCoy. Sequentially, we argue the property “McCoy” of
some kinds of polynomial rings. For many polynomial extensions, a ring R is
right McCoy if and only if the polynomial extension over R is right McCoy. It
is also proven that if there exists the classical right quotient ring Q of a ring
R, then R is right McCoy if and only if Q is right McCoy. Moreover, some
examples to answer questions raised naturally in the process are also given.
2. Matrix Rings Over Mccoy Rings
In this section, whether the property “McCoy” is Morita invariant and
the property “McCoy” of some subring of upper triangular matrix ring are
investigated.
We start with the following fact that is due to [5, Theorem 2].
Lemma 2.1. A ring R is right (resp., left) McCoy if and only if the ring
Rn =




a a12 a13 . . . a1n
0 a a23 . . . a2n
0 0 a . . . a3n
...
...
...
. . .
...
0 0 0 . . . a


: a, akl ∈ R


is right (resp., left) McCoy for any n ≥ 1.
Armendariz rings are McCoy, but there exists a McCoy ring which is not
Armendariz. If R is a McCoy ring, then so is R4 by Lemma 2.1. But R4 is not
Armendariz by [3, Example 3].
Based on Lemma 2.1, one may suspect that Mn(R) or Tn(R) over a McCoy
ring R is still McCoy. ButM2(Z4), which is not right McCoy ring by [10], erases
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the possibility. Therefore, the property “McCoy” is not Morita invariant. In
general, we obtain the following result.
Theorem 2.2. For any ring R, Mn(R) (resp., Tn(R)) is neither left nor right
McCoy for any n > 1.
Proof. If n = 2, then we denote A = C = e12, B = e11, D = −e22, where eij ’s
are the usual matrix units, and f(x) = A +Bx, g(x) = C +Dx ∈ M2(R)[x].
It is clear that f(x)g(x) = 0. But if f(x)P = 0 or Qg(x) = 0 for some
P,Q ∈M2(R), then P = Q = 0.
If n > 2, then we denote
F1(x) =
(
A 0
0 0
)
+
(
B 0
0 0
)
x,
G1(x) =
(
C 0
0 0
)
+
(
D 0
0 In−2
)
x,
F2(x) =
(
A 0
0 In−2
)
+
(
B 0
0 0
)
x,
G2(x) =
(
C 0
0 0
)
+
(
D 0
0 0
)
x ∈ Mn(R)[x].
So F1(x)G1(x) = 0 and F2(x)G2(x) = 0. But if SG1(x) = 0 or F2(x)T = 0
for some S, T ∈Mn(R), then S = T = 0. Therefore, Mn(R) is neither left nor
right McCoy for any n ≥ 2.
Note that f(x), g(x) ∈ T2(R)[x], and Fi(x), Gi(x) ∈ Tn(R)[x] for any i = 1, 2
and n > 2. Similarly, it is proven that Tn(R) is neither left nor right McCoy
for any n ≥ 2. 
Example 2.3. A ring R is a right (resp., left) McCoy ring if and only if the
ring
V (R) =




a d 0 0 0 0
0 b 0 0 0 0
0 0 c e 0 0
0 0 0 a 0 0
0 0 0 0 b f
0 0 0 0 0 c


: a, b, c, d, e, f ∈ R


is a right (resp., left) McCoy ring.
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Proof. It is sufficient to prove the case when R is right McCoy. The other case
is similar.
“⇒”. Let F (x) =
∑m
i=1Aix
i, G(x) =
∑n
j=1Bjx
j be nonzero polynomials in
V (R)[x] such that F (x)G(x) = 0, where
Ai = a1i(e11 + e44) + a2i(e22 + e55) + a3i(e33 + e66) + c1ie12 + c2ie34 + c3ie56,
Bj = b1j(e11 + e44) + b2j(e22 + e55) + b3j(e33 + e66) + d1je12 + d2je34 + d3je56.
Denote
fs(x) =
m∑
i=1
asix
i, pk(x) =
m∑
i=1
ckix
i,
gt(x) =
n∑
j=1
btjx
j , ql(x) =
n∑
j=1
dljx
j ,
where 1 ≤ s, t, k, l ≤ 3. Then we have
F (x) = f1(x)(e11+e44)+f2(x)(e22+e55)+f3(x)(e33+e66)+p1(x)e12+p2(x)e34+p3(x)e56,
G(x) = g1(x)(e11+e44)+g2(x)(e22+e55)+g3(x)(e33+e66)+q1(x)e12+q2(x)e34+q3(x)e56.
To prove that V (R) is a right McCoy ring, we may choose some fixed index
s, t, k or l of the set {1, 2, 3} for simplicity of statement. If fs(x) = 0 for some
s, then we can choose S = e12 if s = 1, S = e56 if s = 2 and S = e34 if s = 3
such that F (x)S = 0. Next suppose that fs(x) 6= 0 for any s.
Case 1. gt(x) 6= 0 for some t.
Assume t = 3. From F (x)G(x) = 0, we have f3(x)g3(x) = 0. It implies that
there exists nonzero r1 ∈ R such that f3(x)r1 = 0. So F (x)r1e34 = 0.
Case 2. gt(x) = 0 for every t.
Since G(x) 6= 0, ql(x) 6= 0 for some l. Assume q1(x) 6= 0. Since f1(x)q1(x) =
0, there exists nonzero r2 ∈ R such that f1(x)r2 = 0, implying F (x)r2e12 = 0.
Therefore, V (R) is a right McCoy ring.
“⇐”. Assume that f(x)g(x) = 0, where f(x) =
∑n
i=0
aix
i 6= 0, g(x) =∑m
j=0 bjx
j 6= 0, ai, bj ∈ R. Let F (x) =
∑n
i=0(aiI6)x
i, G(x) =
∑m
j=0(bjI6)x
j ∈
V (R)[x], where I6 is the identity matrix. Then F (x)G(x) = [f(x)I6][g(x)I6] =
0. Hence, there exists nonzero S = s1(e11+ e44)+ s2(e22+ e55)+ s3(e33+ e66)+
t1e12 + t2e34 + t3e56 ∈ V (R) such that F (x)S = 0 because V (R) is McCoy. If
si 6= 0 for some i ∈ {1, 2, 3} then f(x)si = 0. If si = 0 for every i, then there
exists tj 6= 0 for some j ∈ {1, 2, 3} since S 6= 0. We also have f(x)tj = 0.
Thus, R is right McCoy. 
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Remark 2.4. (1) For a McCoy ring R, eRe may not be McCoy for some
idempotent e ∈ R.
(2) R may not be McCoy even if eRe is McCoy for every nontrivial idem-
potent e of R.
Proof. (1) Let R be a McCoy ring. Then V (R) in Example 2.3 is McCoy. Set
e = e11 + e22 + e44 + e55 ∈ V (R). Then e is an idempotent of V (R), but
eV (R)e ∼=
(
R R
0 R
)
is never McCoy by Theorem 2.2.
(2) Let R = T2(Z2). Clearly, the nontrivial idempotents of R are
(
1 0
0 0
)
,(
0 0
0 1
)
,
(
1 1
0 0
)
and
(
0 1
0 1
)
. Though R is not McCoy by Theorem 2.2, eRe ∼= Z2 is
McCoy for every nontrivial idempotent e of R. 
Recall that both reversible rings and Armendariz rings are McCoy and
abelian (i.e., each idempotent is central). So it is natural to observe the rela-
tionships between them. A ring R is said to be semi-commutative if ab = 0
implies aRb = 0 for a, b ∈ R. Nielsen showed that semi-commutative (hence
abelian) rings need not be McCoy in [8, Section 3]. Conversely, V (R) over
each McCoy ring R is a non-abelian McCoy ring in Example 2.3.
3. Other extensions of McCoy rings
Basic extensions (including some kinds of polynomial rings and classical
quotient rings) of McCoy rings are investigated in this section.
Proposition 3.1. If R1 and R2 are right McCoy, then so is R = R1 × R2.
Proof. Let f(x) =
∑m
i=0(ai, bi)x
i and g(x) =
∑n
j=0(cj, dj)x
j ∈ R[x]\{0} such
that f(x)g(x) = 0. Set f1(x) =
∑m
i=0 aix
i, f2(x) =
∑m
i=0 bix
i, g1(x) =
∑n
j=0 cjx
j
and g2(x) =
∑n
j=0 djx
j . Then f1(x)g1(x) = 0 = f2(x)g2(x). If f1(x) = 0, then
f(x)(1, 0) = 0. If f2(x) = 0, then f(x)(0, 1) = 0. Next suppose f1(x) 6= 0
and f2(x) 6= 0. Since g(x) 6= 0, g1(x) 6= 0 or g2(x) 6= 0. If g1(x) 6= 0, then
there exists nonzero s1 ∈ R1 such that f1(x)s1 = 0. Thus f(x)(s1, 0) = 0. If
g2(x) 6= 0, then there exists nonzero s2 ∈ R2 such that f2(x)s2 = 0. Thus
f(x)(0, s2) = 0. Therefore, R is right McCoy. 
It is natural to ask whether R is a McCoy ring if for any nonzero proper
ideal I of R, R/I and I are McCoy, where I is considered as a McCoy ring
without identity. However, we have a negative answer to this question by the
following example.
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Example 3.2. Let F be a field and consider R = T2(F ), which is not McCoy
by Theorem 2.2. Next we show that R/I and I are McCoy for any nonzero
proper ideal I of R. Note that the only nonzero proper ideals of R are
(
F F
0 0
)
,(
0 F
0 F
)
and
(
0 F
0 0
)
.
First, let I =
(
F F
0 0
)
. Then R/I ∼= F and so R/I is McCoy obviously. Let
f(x) =
∑m
i=0
(
ai bi
0 0
)
xi and g(x) =
∑n
j=0
(
cj dj
0 0
)
xj be nonzero polynomials of
I[x] such that f(x)g(x) = 0, implying
f1(x)g1(x) = f1(x)g2(x) = 0, (∗)
where f1(x) =
∑m
i=0 aix
i, g1(x) =
∑n
j=0 cjx
j , g2(x) =
∑n
j=0 djx
j ∈ F [x]. If
f1(x) = 0, then f(x)e11 = 0. Suppose f1(x) 6= 0. Since g(x) 6= 0, g1(x) 6= 0 or
g2(x) 6= 0. From the equation (∗) and the condition that F is right McCoy, we
have f1(x)s = 0 for some nonzero s ∈ F, whence f(x)(se11) = 0. Thus, I is
right McCoy, and I is left McCoy since e12g(x) = 0. Next let J =
(
0 F
0 F
)
. Then
R/J and J are McCoy by the same method. Finally, let K =
(
0 F
0 0
)
. Then
R/K ∼= F
⊕
F is McCoy. Since for any h(x) ∈ K[x], h(x)e12 = e12h(x) = 0,
K is obviously McCoy.
A classical right quotient ring for R is a ring Q which contains R as a
subring in such a way that every regular element (i.e., non-zero-divisor) of R
is invertible in Q and Q = {ab−1 : a, b ∈ R, b regular}. A ring R is called
right Ore if given a, b ∈ R with b regular there exist a1, b1 ∈ R with b1 regular
such that ab1 = ba1. Classical left quotient rings and left Ore rings are defined
similarly. It is a well-known fact that R is a right (resp., left) Ore ring if and
only if the classical right (resp., left) quotient ring of R exists.
Theorem 3.3. Suppose that there exists the classical right quotient ring Q of
a ring R. Then R is right McCoy if and only if Q is right McCoy.
Proof. “⇒”. Let F (x) =
∑m
i=0 αix
i and G(x) =
∑n
j=0 βjx
j be nonzero poly-
nomials of Q[x] such that F (x)G(x) = 0. Since Q is a classical right quotient
ring, we may assume that αi = aiu
−1, βj = bjv
−1 with ai, bj ∈ R for all i, j
and regular elements u, v ∈ R by [6, Proposition 2.1.16]. For each j, there
exist cj ∈ R and a regular element w ∈ R such that u
−1bj = cjw
−1 also by [6,
Proposition 2.1.16]. Denote f1(x) =
∑m
i=0 aix
i and g1(x) =
∑n
j=0 cjx
j . Then
the equation
f1(x)g1(x)(vw)
−1 =
m∑
i=0
n∑
j=0
(aicj)(vw)
−1xi+j =
m∑
i=0
n∑
j=0
ai(u
−1bj)v
−1xi+j = F (x)G(x) = 0
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implies f1(x)g1(x) = 0. Thus, there exists a nonzero element s ∈ R such that
f1(x)s = 0, i.e., ais = 0 for every i. Then αi(us) = ais = 0 for every i. It
implies that F (x)(us) = 0 and us is a nonzero element of Q. Hence, Q is right
McCoy.
“⇐”. Let f(x) =
∑m
i=0 aix
i and g(x) =
∑n
j=0 bjx
j ∈ R[x]\{0} such that
f(x)g(x) = 0. Then there exists a nonzero element α ∈ Q such that f(x)α = 0
since Q is right McCoy. Because Q is a classical right quotient ring, we can
assume α = au−1 for some a ∈ R\{0} and regular element u. Then f(x)au−1 =
f(x)α = 0 implies that f(x)a = 0. Therefore, R is a right McCoy ring. 
By the Goldie Theorem, if R is semiprime left and right Goldie ring, then
R has the classical left and right quotient ring. Hence there exists a class of
rings satisfying the following hypothesis.
Corollary 3.4. Suppose that there exists the classical left and right quotient
ring Q of a ring R. Then R is McCoy if and only if Q is McCoy.
Recall that for a ring R with a ring endomorphism α : R → R, a skew
polynomial ring R[x;α] is the ring obtained by giving the polynomial ring
over R with the new multiplication xr = α(r)x for all r ∈ R. And a Laurent
polynomial ring R[x; x−1] is the ring consisting of all formal sums
∑n
i=k rix
i
with obvious addition and multiplication, where ri ∈ R and k, n are (possibly
negative) integers. For rings R[x]/(xn) and R[x;α]/(xn), we always consider
n ≥ 2.
Proposition 3.5. For a ring R and an endomorphism α of R, the following
statements hold:
(1) R is a right McCoy ring iff R[x;α]/(xn) is right McCoy.
(2) If α is monic and R is a left McCoy ring, then R[x;α]/(xn) is left
McCoy.
(3) If α2 = α and R is a left McCoy ring, then R[x;α]/(xn) is left McCoy.
(4) If α is an automorphism and R[x;α]/(xn) is left McCoy, then R is a left
McCoy ring.
Proof. Let F (y) =
∑p
i=0
fiy
i, G(y) =
∑q
j=0
gjy
j be nonzero polynomials in
R[x;α]/(xn)[y] such that F (y)G(y) = 0,where fi =
∑n−1
s=0 aisx
s, gj =
∑n−1
t=0 bjtx
t ∈
R[x;α]/(xn); let ks(y) =
∑p
i=0
aisy
i and ht(y) =
∑q
j=0
bjty
j. Then
[
n−1∑
s=0
ks(y)x
s][
n−1∑
t=0
ht(y)x
t] = F (y)G(y) = 0. (∗)
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(1) For the “only if” part, suppose k0(y) 6= 0 and hk(y) 6= 0 with k minimal.
Then k0(y)hk(y) = 0 by the equation (∗). Hence, there exists nonzero r1 ∈
R such that k0(y)r1 = 0, implying F (y)(r1x
n−1) = 0. If k0(y) = 0, then
F (y)xn−1 = 0. Therefore, R[x;α]/(xn) is right McCoy.
For the “if” part, let f(y) =
∑p
i=0 aiy
i, g(y) =
∑q
j=0 bjy
j ∈ R[y]\{0}
such that f(y)g(y) = 0. Because f(y) and g(y) are nonzero polynomials of
R[x;α]/(xn)[y] and R[x;α]/(xn) is right McCoy, there exists a nonzero poly-
nomial h1(x) =
∑n−1
k=0 ckx
k of R[x;α]/(xn) such that f(y)h1(x) = 0. Let ck0 6= 0
with k0 minimal. Thus, f(y)ck0 = 0. Hence, R is right McCoy.
(2) If h0(y) = 0, then x
n−1G(y) = 0. Next suppose that h0(y) 6= 0 and
kl(y) 6= 0 with lminimal. Thus kl(y)x
lh0(y) = 0, implying that kl(y)[
∑q
j=0 α
l(bj0)y
j] =
0. Since α is a monomorphism, αl(bj0) are not all zero, i.e.,
∑q
j=0 α
l(bj0)y
j 6= 0.
Because R is left McCoy, there exists r2 ∈ R\{0} such that r2[
∑q
j=0 α
l(bj0)y
j] =
0. It implies that r2α
l(bj0) = 0 for every j, whence α
n−1−l(r2)α
n−1(bj0) = 0
and αn−1−l(r2) 6= 0. So [α
n−1−l(r2)x
n−1]G(y) = 0. It shows that R[x;α]/(xn)
is left McCoy.
(3) The proof of (2) needs only minor modifications to apply here. If h0(y) =
0, then xn−1G(y) = 0. Next suppose that h0(y) 6= 0 and kl(y) 6= 0 with l
minimal. By α2 = α and kl(y)x
lh0(y) = 0, we have that kl(y)[
∑q
j=0 α(bj0)y
j] =
0. If all α(bj0) = 0, then x
n−1G(y) = 0. If α(bj0) are not all zero, then there
exists r3 ∈ R\{0} such that r3[
∑q
j=0 α(bj0)y
j] = 0 since R is left McCoy.
It implies that r3α(bj0) = 0 for every j, whence (r3x
n−1)G(y) = 0. Thus
R[x;α]/(xn) is left McCoy.
(4) Let f(y) and g(y) be the same as the “if” part in (1). Using a similar
proof, we can obtain that there exist nonzero dl0 ∈ R and 0 ≤ l0 ≤ n − 1
such that dl0x
l0g(y) = 0, i.e., dl0α
l0(bj) = 0 for every j. Because α is an
automorphism, there exists a nonzero element d′l0 ∈ R such that α
l0(d′l0) = dl0 .
So d′l0bj = 0 for every j, whence d
′
l0
g(y) = 0. Therefore, R is a left McCoy
ring. 
Example 3.6. Let R be a left McCoy ring. Consider Rm(m ≥ 2) in Lemma
2.1 and define α : Rm → Rm by α(A) = aIm, where a is the entry on the main
diagonal of A ∈ Rm. Then Rm and Rm[x;α]/(x
n) are left McCoy by Lemma
2.1 and Proposition 3.5 (3) respectively.
From Example 3.6, we know that the condition “R[x;α]/(xn) is left McCoy”
does not imply that α is monic or epic.
8
Lemma 3.7. Let R be a ring and ∆ be a multiplicatively closed subset of R
consisting entirely of central regular elements. Then R is right McCoy if and
only if ∆−1R is right McCoy.
Proof. Observe that it is easy to find a common denominator for finite sets of
elements in ∆−1R. Using the same way as Theorem 3.3, the proof is completed.

Theorem 3.8. For a ring R, the following are equivalent:
(1) R is a right McCoy ring.
(2) R[x] is a right McCoy ring.
(3) R[x; x−1] is a right McCoy ring.
(4) R[x]/(xn) is a right McCoy ring.
(5) R[{xα}] is right McCoy, where {xα} is any set of commuting indetermi-
nates over R.
Proof. (1) ⇔ (2) is due to [5, Theorem 1] and (1) ⇔ (4) is by Proposition 3.5
(1).
(1)⇒ (5). Let F (y), G(y) ∈ R[{xα}][y] with F (y)G(y) = 0.Then F (y), G(y) ∈
R[xα1 , xα2 , · · · , xαn ][y] for some finite subset {xα1 , xα2 , · · · , xαn} ⊆ {xα}. Fol-
lowing “(1) ⇒ (2)” and by induction, the ring R[xα1 , xα2 , · · · , xαn ] is right
McCoy, so there exists nonzero h1 ∈ R[xα1 , xα2 , · · · , xαn ] ⊆ R[{xα}] such that
F (y)h1 = 0. Hence, R[{xα}] is right McCoy.
(5) ⇒ (1) is similar to “(2) ⇒ (1)”.
(2) ⇔ (3). Let ∆ = {1, x, x2, · · · }. Then clearly ∆ is a multiplicatively
closed subset of R[x] consisting entirely of central regular elements. Since
R[x; x−1] = ∆−1R[x], R[x; x−1] is right McCoy iff R[x] is right McCoy by
Lemma 3.7. 
According to [4], an endomorphism α of a ring R is said to be rigid if
aα(a) = 0 implies a = 0 for every a ∈ R. Later, Hong et al. called a ring R
an α-rigid ring [2] if there exists a rigid endomorphism α of R. Clearly, if R is
an α-rigid ring, then α is a monomorphism and R is reduced (hence McCoy).
Combining Proposition 3.5 (1) and (2), we obtain
Corollary 3.9. If R is an α-rigid ring, then R[x;α]/(xn) is a McCoy ring.
If R is an α-rigid ring, then R[x;α] is McCoy because R[x;α] is a reduced
ring by [4, Corollary 3.4] or [2, Proposition 5]. In general, R[x;α] may not be
McCoy even if R is a commutative reduced ring and α is an automorphism of
R. To show it, we use a ring given in [3, Example 6].
9
Example 3.10. Let R = Z2
⊕
Z2 and α : R→ R defined by α((a, b)) = (b, a).
Then both R and R[x;α]/(xn) are McCoy, but R[x;α] is neither left nor right
McCoy.
Proof. R is a McCoy ring since R is commutative, and so is R[x;α]/(xn) by
Proposition 3.5 (2) since α is an automorphism of R. Let f(y) = (1, 0) +
[(1, 0)x]y and g(y) = (0, 1)+[(1, 0)x]y be elements inR[x;α][y]. Then f(y)g(y) =
0.Denote h1(x) =
∑m
i=0(ai, bi)x
i, h2(x) =
∑n
j=0(cj, dj)x
j ∈ R[x;α]. If f(y)h1(x) =
0, then
∑m
i=0(ai, 0)x
i+[
∑m
i=0(bi, 0)x
i+1]y = 0, whence ai = bi = 0 for all i. Thus
h1(x) = 0. If h2(x)g(y) = 0, then
∑n
j=0(cj, dj)α
j((0, 1))xj+[
∑n
j=0(cj, dj)α
j((1, 0))xj+1]y =
0, whence cj = dj = 0 for all j. Thus h2(x) = 0. Therefore, R[x;α] is neither
left nor right McCoy. 
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