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Abstract. In this paper we introduce the concept of rectangular co-solution of a polynomial 
matrix equation which permit us to obtain a description of the general solution of systems of 
higher order differential equations with constant coefficients in a way analogous to the scalar 
case. 
1. INTRODUCTION 
In a recent paper [2] the authors introduced the concept of co-solution for a polynomial 
matrix equation 
XP+A _ XP-‘+ P 1 . . . +Ao=O (1.1) 
where Ai, for 0 5 i 5 p-l, is a square complex matrix, element of C,,,, , as well as the 
concept of a complete set of co-solutions for equation (l.l), which were used to solve the 
matrix differential equation 
X(P) + Ap_lX(P-‘) + . . . + AoX = 0 (1.2) 
The main result of [2] p rovides the general solution of (1.2) when the Jordan canonical form 
of the companion matrix 
I 0 0 
0 I ‘0’ ::: 0 
: -A1 . . . . . . . . . -A,_1 1 (1.3) 
has exactly p Jordan blocks of dimension n. The aim of this paper is to find an analogous 
result for any equation of the type (1.2) and also for the non-homogeneous matrix equation 
X(P) + Ap_lX(f’-l) + . . . + AoX = F(t) 
where F is a continuous C,,, valued function. 
The work in this paper has been partially supported by a grant from the Direction General de lnvestigaci6n 
Cientifica y T&mica, D.G.I.C.Y.T., project PS87-0084. 
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2. RECTANGULAR CO-SOLUTIONS AND APPLICATIONS 
We begin this section with the definition of rectangular cosolution of equation (1.1) which 
generalizes the concept of co-solution introduced in [2]. 
DEFINITION 2.1. We say that (X, T) is a (n, q) co-solution of equation (1.1) if X E Cnxcl, 
T E Cqxq, X#Oand 
XTP + Ap_lXTp-l + . . . + A,,X = 0 (2.1) 
Note that the concept of co-solution introduced in [2] is a particular case of the concept 
introduced here where n = q. 
DEFINITION 2.2. Let (Xi,Ti) be a (n,mi) co-solution for 1 < i < k. We say that 
{(Xi,Ti), 1 5 i 5 k} is a k-complete set of co-solutions of (1.1) if the block matrix 
W = (Wd,j), with IV, = Xjq-l, for 1 5 i 5 p, 1 2 j 2 k, is invertible in Cnpxnp. 
Note that for the case k = n and mi = n for 1 5 i 5 k, this definition coincides with 
the DEFINITION 2.2 of [2]. The next result provides a k-complete set of cosolutions for any 
equation of the type (1.1) and for an appropriate integer k with 1 5 k 5 np. 
THEOREM 1. Let us suppose that the companion matrix Cr, has k JinearJy independent 
eigenvectors. Then equation (1.1) admits a k-complete set of co-solu tions. If M = (Mij) with 
Mij E ‘TlXmjt is an invertible matrix in Cnpxnp, 15 i <p, 15 j 5 k, andifthe canonical 
form of CL takes the form J = [Diag(Jr, . . . , Jk)], with Jj E CmjXmj, ml + . . . + mk = np, 
such that 
M[Diag(Jl,. . . ,Jk)]=&M (2.2) 
then {(Ml,,J,), 1 5 s 5 k) is a k-complete set of co-solutions of (1.1). 
PROOF: Since CL has k linearly independent eigenvectors from [l, p.361, its Jordan canon- 
ical form has k Jordan blocks. Hence, there exists an invertible block partitioned matrix 
M = (Mij), such that 1 5 i 5 p, 1 5 j 5 k, with Mij E CnXmj and satisfying (2.2). 
From (2.2) it follows that 
M,,Js = - f: Ak-lMks and Mi, Jd = Mi+l,, forl<i<p-1 (2.3) 
k=l 
From (2.3) one gets 
Mi, = Ml, Jj-l, l<i<p (2.4) 
and from (2.3), (2.4) we have 
MI, J,p = - 2 Ai_l MI, J,‘-’ (2.5) 
i=l 
Because of (2.4) and the invertibility of M, the matrix Ml, is non zero and thus (Ml,, JS) is 
a (n, m,) co-solution of (1.1). In order to prove that {(Ml,, J,), 1 < s < k} is k-complete we 
have to show that the matrix W associated to {(Ml,, JS)} by DEFINITION 2.2 is invertible, 
but from (2.4) the matrix W associated to (Ml,, Jb) coincides with M. Thus the result is 
established. 
The next corollary generalizes THEOREM 3 of [2]. 
COROLLARY 1. Let us suppose that CL has k linearly independent eigenvectors, and Jet 
{(Mlb, J,), 1 < s 5 k} the k-complete set of co-solutions provided by THEOREM 1. Then 
the general solution of the matrix differential equation (1.2) is given by 
k 
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where D,, is an arbitrary matrix in Cm,xn. If W is the block partitioned matrix associated 
to theset {(M1,,J,)} ~~DEF. 2.2, theonlysolution of(1.2) satisfying the Cauchyconditions 
X(j)(O) = Cj, 0 5 j 5 p-l, is given by (2.6), where the matrices D,, for 1 5 i 5 k, are 
uniquely determined by the expression 
(2.7) 
PROOF: It is analogous to the proof of THEOREM 3 of [2]. 
REMARK 1. Note that if the companion matrix CL hasp linearly independent eigenvectors, 
that is, its Jordan canonical form has p Jordan blocks but some of them are not nxn, then 
equation (1.1) does not admit a complete set of co-solutions, however, from THEOREM 1 
there exists a p-complete set of co-solutions and a description of the general solution of 
equation (1.2) of the type (2.6) is available. The next example shows that the concept of 
rectangular co-solution is useful in cases where the concept of co-solution introduced in [2] 
does not provides results. 
EXAMPLE 1. Let us consider the matrix differential equation in Czx2 
X(‘) + AIX(l) + AoX = 0; Al = 
An easy computation shows that the Jordan canonical form of Cr, takes the form 
J = [Diag( J1, Jz)], where 
[ 
1 1 0 
JI = (0); Jz= 0 1 1 0 0 1  
and the matrices 4411 and Ml2 are 
So, (M11, JI) and (M12, J2) define a 2-complete set of co-solutions and from COROLLARY 1 
the general solution of the matrix differential equation is 
X(t) = [i] Al+ [h 1: :] eq(tJ2)&; Dl E &x2, D2 E c3x2 
Note that in this case a complete set of co-solutions is not available because the Jordan 
blocks are not 2 x 2. 
COROLLARY 1 suggests that in analogous way to the scalar case we can obtain a method 
of variation of parameters in order to find the general solution of the non-homogeneous 
equation 
X(P) + Ap_lX(P-l) + . . . + A0X = F(t) (2.8) 
where F is a continuous C,,,, valued function. Let us suppose tha.t we are looking for 
solutions of (2.8) of the type 
X(2) = e MI, eq(tJ,) Ds(t) 
s=l 
(2.9) 
where D, takes values in CmBXnr for 1 5 s 5 k. Let W be the block matrix associated to 
the k-complete set of co-solutions {(Ml,, JS)} by DEFINITION 2.2 and let us denote by V 
the inverse of W, such that W-l = V = (K/;:j), 
W-‘=V=(Kj), &/;.jECmjxn, l<i<p,l<j<k (2.10) 
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Let us choose the functions Db(t) such that 
W[Diag(ezp(tJ,)); 15 s 5 k] 
Hence, taking into in account (2.10) and (2.11), it follows that 
(2.11) 
J 
t 
De(t) = L, + ezp(-d,) vsk F(u) du; 15 s < k; L, E Cm.xn (2.12) 
0 
Note that from (2.11), the derivatives of X(t) defined by (2.9) take the form 
X(‘)(t) = e Ml, J,i ezp(tJd) De(t); o<i<p-1 
a=1 
(2.13) 
and thus 
X(P) + Ap_lX(P-l) + . . . + AoX 
=&( J&&’ + A,-1 MI,J,P-’ + . . . + AC&II,) ezp(tJ,) Da(t) + F(t) = F(t) 
s=l 
because of (2.13) and the fact that each pair (Mlb, ,JS) is a (n, m,) co-solution of (1.1). Thus 
the following result has been established: 
THEOREM 2. Let k be the number of linearly independent eigenvectors of the companion 
matrix CL and Jet {(Ml,, Jd)} be the k-complete set of co-solutions provided by THEOREM 1. 
If W is the block matrix associated to the set {(Mlb, Jb); 1 5 s 5 k) by DEFINITION 2.2 
and V = W-l is block partitioned in the form (2.10), then the general solution of the non- 
homogeneous equation (2.8) is given by (2.9) where Da(t) are defined by (2.12), and L, are 
arbitrary matrices in C,,,,xn. 
REMARK 2. It is important to note that the concept of rectangular co-solution of equa- 
tion (1.1) permits us to get a set of generating functions of the general solution of equa- 
tion (1.2) in an analogous way to the scalar case while in [2] it was available only when the 
Jordan canonical form J of CL has p Jordan blocks of dimensions nxn. However, from a 
computational point of view the cost of solutions of (1.2) decreases when the Jordan blocks 
of J have dimensions close to n. Jf this is not the case, then some Jordan block has a big 
dimension, and therefore we would need to compute the matrix exponential of a Jordan 
block of big dimension. 
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