Abstract. Adaptive optics has been implemented in a range of high-resolution microscopes in order to overcome the problems of specimen-induced aberrations. Most implementations have used a single aberration correction across the imaged field. It is known, however, that aberrations often vary across the field of view, so a single correction setting cannot compensate all aberrations. Multi conjugate adaptive optics (MCAO) has been suggested as a possible method for correcting these spatially-variant aberrations. MCAO is modelled to simulate the correction of aberrations, both for simple model specimens and using real aberration data from a biological specimen.
Introduction
The spatial distribution of refractive index in a specimen gives rise to aberrations that a↵ect the resolution, signal level and contrast of high resolution microscope images. Adaptive optics (AO) has been used to overcome this problem by using a deformable mirror or spatial light modulator to compensate the specimen-induced aberrations [1] . Various adaptive optics schemes have been introduced across a range of microscope modalities, including indirect optimisation of aberration correction using "sensorless" methods [2, 3, 4, 5, 6] and direct wave front sensing [7, 8] . In most implementations, a single aberration correction setting has been used for the acquisition of a whole image with the implicit assumption that the aberrations will not vary significantly across the field of view. Whilst this may be the case over a su ciently narrow field, it is known that aberrations can change significantly as one moves from one part of a specimen to another [9, 10] . In this case, a single correction setting cannot compensate all aberrations; correction of part of the imaged field could be performed, but possibly at the expense of reducing image quality elsewhere in the image. In a scanning microscope, complete aberration correction could in principle be implemented by reconfiguring the adaptive element for each imaged pixel. However, this approach is impractical due to the bandwidth of available correction elements, which is typically orders of magnitude lower than the pixel rate of the microscope. This method would also be inappropriate in wide field microscopes, as all pixels are imaged simultaneously.
Multi-conjugate adaptive optics (MCAO) has been suggested as a method for overcoming the problem of field variant aberrations in microscopy [11] . In a conventional AO system, a single correction element is placed in a plane conjugate to the objective lens pupil. A MCAO system includes additional correction elements in non-pupil planes that are conjugate to particular depths in the specimen. The ensemble of correction elements acts as an approximate "inverse specimen" that unwraps the phase distortions introduced as light propagates to or from the focal plane. This configuration provides spatially variant aberration correction, as light corresponding to di↵erent image points passes through di↵erent parts of the correction elements. This concept is applicable to wide field microscopes, where the whole image is acquired simultaneously. It is also applicable to scanning microscopes, where the ensemble of static elements in e↵ect provides time varying aberration correction as the laser beam is scanned through the specimen. This MCAO approach is similar to that introduced for astronomical telescopes, where each adaptive element is placed conjugate to an aberrating layer of the atmosphere [12, 13, 14] .
In this paper, we present a model for analysis of the performance of a MCAO 3 system in a high numerical aperture microscope system. For simplicity of illustration, the model is first developed for a one-dimensional focussing system, before being extended to a more realistic two-dimensional focussing model. The analysis shows the e↵ects of including multiple aberration correction elements at di↵erent conjugate depths in the specimen. The MCAO system is modelled for idealised specimen structures and using real experimental aberration data. Finally, the benefits of the potential image improvements are contrasted with the introduction of additional complexity into the optical system.
Modelling multi-conjugate correction
MCAO simulations were performed using both a one-dimensional and a twodimensional focussing model. We employ a geometric ray optics model, which has been successfully used to simulate aberrations induced by small refractive index mismatches [9] . In the one-dimensional case, the focussed beam was considered to be a triangle of rays converging to the focal point. The structure of the specimen was modelled as a circular object of radius R having di↵erent refractive index to the surrounding medium placed above the focal plane. The focussed beam was scanned in a line across the focal plane and aberrations were calculated at each point by measuring the optical path length of each ray through the specimen (for simplicity, it was assumed that the refractive index variation was small so the ray did not deviate significantly as it traversed the object). In the two-dimensional case, the focussed beam was modelled as a cone of rays that passed through a spherical aberrating object. The beam was scanned across the two-dimensional focal plane to simulate the imaging process. Both models are illustrated in Figure 1 . To correct for the phase aberrations, adaptive elements were added to the model (not shown in Fg. 1). One element was placed in the pupil plane, so adding a static phase function that was independent of scan position, whilst others were added in planes conjugate to di↵erent depths in the specimen. The aberration compensation e↵ect of these elements was incorporated by adding a phase to each ray equal to the phase setting of the element at the intersection with the ray. To model correction for the spatially variant aberrations, the following method for both one-and two-dimensional (1D and 2D) cases was implemented. Firstly, the phase aberration induced by the specimen structure was calculated for each scan position. This phase function was then expanded into (for the 1D case) Legendre polynomials or (for the 2D case) Zernike polynomials. It was found that significant amounts of the lowest order modes, that is piston, tip/tilt and defocus modes, were present. It would be possible to try to correct also for these low-order modes, however, this would place significant extra demands on the correction elements. For this reason, these modes were not included in the correction process. The practical e↵ect of this was that field distortion was tolerated in order to obtain better average Strehl ratio correction across the image field. The adaptive elements were assumed to be able to produce a finite number (seven/ten) of Legendre/Zernike modes. This models approximately the behaviour of a simple deformable mirror that can only generate low order mode shapes. Constrained non-linear optimisation routines were used to adjust the coe cients of the Legendre/Zernike modes for each correction element whilst maximising the mean Strehl ratio averaged across the image field. These routines, utilising Matlab's fmincon function, used a start correction of 0 rad for each corrective element and a limitation of ±2⇡ rad. This process was then repeated, using the previous result as the initial value and without upper and lower limits to reduce the probability of false optimisation on a local maximum. For a given image point, the Strehl ratio S was calculated from the phase aberration as
where i represents the n discrete samples of the total phase aberration in the system pupil, including both specimen-induced aberrations and the e↵ects of the correction elements.ˆ i is the component of i contained in the piston, tip/tilt and defocus modes and j is the imaginary unit. The mean Strehl ratio was taken as the mean of the values of S calculated for each image point. This provided a useful single optimisation metric that is convenient for comparison of di↵erent configurations of the MCAO system.
One-dimensional aberration correction
The system was initially modelled with no correction; one element correction with that element in the pupil plane; then with two elements, one of which was positioned in the pupil plane and a variable position for the second. The circular object was defined as having a refractive index n 1 = 1.36 (i.e. typical of a biological structure [15] ) with the surrounding medium n 0 = 1.33 (i.e. equivalent to water). The illumination wavelength modelled was = 790nm (typical of a two-photon microscope) and the aberrating sphere had a radius R = 10µm. The NA of the objective was taken to be 1.2. Fg. 2 shows the modelled one-dimensional system. The extents of the focal cone are shown, as are the optical positions of three of the correction elements that were modelled. Fg. 3 shows the results of the modelling. The e↵ect of the aberrating circular object can be clearly seen in Fg. 3(a). The aberration from the centre-point below the circular object is well imaged, with the Strehl ratio dropping o↵ as the focussing cone is only partially obscured, reaching a low at a scan position of ⇡ ±0.5R before improving again as less of the focussing cone is obscured towards the extreme scan positions ±1R. has increased, but the optimisation goal was to increase the average Strehl ratio (shown above each plot),which has only increased by less than 1%. It is clear that in this particular configuration, the single element AO system would not provide good correction. Fg. 3(c), (d), (e) and (f) show the Strehl ratio improvement when adding a second adaptive element to a range of arbitrarily chosen conjugate planes in the optical system. At each position, the size of the adaptive element was adjusted such that it matched the scan range in this optical plane. By adding a second element at a distance 10 ⇥ R above the focal plane and finding the two element shapes that maximises the average Strehl ratio over the range of scan positions, the average Strehl ratio is improved by 44% compared to the uncorrected image (Fg. 3(c) ). By moving the element closer to the focus, this can be improved further, improving the average Strehl by 65% (Fg. 3(d)) and 67% (Fg. 3(e)) compared to the uncorrected case when positioning the elements a distance R and 0.5 ⇥ R above the focal plane respectively. However, since the adaptive elements have been modelled as only having the capability to replicate the first seven Legendre polynomials, this convergence does not continue indefinitely; by placing the second element a distance 0.1 ⇥ R above the focal plane, the improvement drops back to 35% when compared to the uncorrected case (Fg. 3(f)). This is because, when positioning the adaptive element too close to the focal plane, the aberration changes are too extreme for the element to replicate when it is limited to only the lower order Legendre polynomials. If the element were allowed to replicate an infinite series of the Legendre polynomials then it would be able to compensate for the aberration completely (when positioned arbitrarily close to the focal plane). However, this is not realistic for a real adaptive element, which is only able to produce a limited displacement between any two points on its surface. Fg. 3(e) shows the best correction of the conjugate positions tested with two elements in di↵erent planes. This positioning has given an image average Strehl of 0.57 and much of the image, apart from the two regions directly below the edge of the circle, has a Strehl ratio of > 0.6, which represents reasonable image quality across most of the image. This is a huge improvement on no correction (Fg. 3(a)) or single element correction (Fg. 3(b) ), although the peak Strehl ratio has been sacrificed to improve the average image Strehl ratio.
Fg. 4 shows the modelling of systems with one to four corrective elements present to see how much the average Strehl ratio can be increased by the addition of further adaptive elements. The e↵ect of having one or two elements, when compared to an uncorrected setup (shown in Fg. 3(a) ), has been discussed and the Strehl ratios and the corresponding shapes of the corrective elements are shown in Fg. 4(a), (b), (c) and (d). The first element was placed in the pupil plane and the second at a position 0.5 ⇥ R above the focal plane, since this was the position that saw the greatest improvement in Strehl ratio in Fg. 3. Adding a third adaptive element, positioned in this demonstration at a distance R above the focal plane, the average Strehl ratio is further improved to 73% above the uncorrected example (see Fg. 4(e)). Fg. 4(f) shows the shape of the three corrective elements, when each is restricted to the first seven 8 Legendre polynomials, to produce this improvement. Fg. 4(g) shows the increase in the average Strehl ratio made when using four adaptive elements, an improvement of 92% over the uncorrected case. Much of the Strehl ratio at individual points on the plot is up around 0.8, which is generally considered to be well corrected. Fg. 4(h) shows the adaptive element shapes required for this correction. Although the shapes are more complex than when there are fewer elements present, they consist only of low order polynomials, and could be realistically reproduced for example by existing deformable mirrors.
Two-dimensional aberration correction
To model two-dimensional aberrations, the same parameters were used as in the one-dimensional case (n 1 = 1.36, n 0 = 1.33, = 790nm, R = 10µm, NA = 1.2). As before, the system was initially modelled with no aberration correction; then using single element correction with that element in the pupil plane; then adding further elements, one of which was positioned in the pupil plane and the position of the additional elements varied. The modes used for the correction must now be twodimensional, so the Zernike polynomials were used. The adaptive element shapes were restricted to correction of modes 2 (tip) to 11 (spherical) to try and make the corrective shapes modelled realistic for replication on a commercial adaptive element.
Fg. 5 shows Strehl ratio results for 2D aberrations in a modelled 2D imaging system. Fg. 5(a) shows the modelled scan range of the system and the optical positioning of two of the corrective elements. Fg. 5(b) shows the Strehl ratio across the field of view with no aberration correction applied. The peak Strehl ratio is 0.57, which corresponds to a reasonably focussed image, however, as the average Strehl is 0.24, most of the field of view is not well imaged. The addition of one adaptive element to the system (placed in the pupil plane), makes a significant improvement: similar to the improvement demonstrated in the 1D system above, the peak Strehl ratio increases to 0.98, but more significantly the average Strehl ratio increases to 0.48, an increase of 99% on the uncorrected case. However, it is still predominantly the middle section that is well imaged, with the edges showing a significantly lower Strehl ratio (see Fg. 5(c)). By adding a second adaptive element, positioned in this example in a plane 0.5 ⇥ R above the focal plane, the peak Strehl remains up at 0.99 and the average Strehl increases to 0.81, an increase of 238% over the uncorrected case (see Fg. 5(d)). The significance now is that the central region remains up at an almost perfect Strehl ratio, but aberration correction is also improved in the peripheral regions. This trend continues by adding extra elements. Fg. 5(e) shows the Strehl ratio with three elements used for aberration correction, the average Strehl now showing an improvement of 274% over the uncorrected case. These improvements are further, though incrementally, increased by adding a fourth element (see Fg. 5(f)), with the average Strehl increasing to 277% over the uncorrected model. Fg. 5 has demonstrated the benefit of adding adaptive elements to a microscope with no aberration correction, or indeed adding further elements to create a microscope with multi-conjugate correction. From Fg. 5 it is clear that by adding more adaptive elements, whilst the average Strehl ratio does increase with each additional element, the additional benefit of new elements is reduced for each element already in place. As the specimen modelled in Fg. 5 is simple, both in terms of symmetry and complexity of aberration, other biological specimens may be more challenging to image and achieve such improvements in the Strehl ratio.
Fg. 6 shows the results from the same model, but with the scan range and corrective elements o↵set from the axis of the sphere, as shown in Fg. 6(a). This is, potentially, the hardest region over which to perform aberration correction since the aberrations are particularly complex when only part of the focussing cone passes through the spherical object. Fg. 6(b) shows the Strehl ratio without any aberration correction applied. By adding a single element in the pupil plane (Fg. 6(c)), the Strehl ratio can be improved by 68%, increasing to 90% with two or more multiconjugate elements (see Fg. 6(d), Fg. 6(e) and Fg. 6(f)). This is not as significant an improvement as that demonstrated in Fg. 5, but up to 90% improvement is still significant, especially given that this is the most di cult region over which to perform aberration correction.
Simulation of correction for a real specimen
So far, all the results have been achieved through modelling an idealised specimen in the imaging system. By simulating correction for data from a real specimen that exhibits non-regularly varying spatial aberrations to the imaging process, the improvements o↵ered by the multi-conjugate adaptive optics, particularly over singleelement systems, can be compared. To test the e↵ectiveness of a multi-conjugate adaptive optics system when imaging a real specimen, imaging of a C. elegans specimen was modelled using phase aberration data obtained using an interferometer. The phase aberration for each Zernike polynomial, from mode 2 to mode 22, was collected (data recorded by M. Schwertner [9] ). Fg. 7 shows the phase aberration maps for these modes.
The phase aberration at each point in the image was constructed as the Zernike series using the coe cients obtained from the interferometer measurements. The optimal shapes for each correction element were found using the method explained in the previous section (Section 2.2). By summing the phase aberration contribution from each mode, the total phase aberration could be calculated. The resulting Strehl ratio for the aberrated image is shown in Fg. 8.
Fg. 8(a) shows the Strehl ratio across the field of view of the C. elegans specimen, with no aberration correction. From Fg. 7 and Fg. 8(a), it is clear that the aberration amplitude towards the top right of the images is small and the variation smooth, whilst towards the bottom left the amplitude is much larger and the variation less smooth. It is probable, therefore, that the MCAO system would be able to correct for the top right region of aberrations much more easily than the bottom left region.
Fg. 8(b) shows the Strehl ratio over the image with correction modelled by four elements, one in the pupil plane and three in other optical planes. Comparing Fg. 8(b) to Fg. 8(a), it can be seen that the correction has improved the average Strehl ratio of the top right region (although the peak Strehl ratio has been reduced) and the back left to front right diagonal region. However, the front left region seems to have little or no improvement. This matches with the previous postulation, that better aberration correction would be achieved in the regions of constant or smoothly varying aberration than in those regions with high aberration variation. This aberration correction method optimised the average Strehl ratio of the complete field of view. This has clearly succeeded, since the average Strehl ratio has improved by 26% when compared to the uncorrected image. However, if there was some structure of interest, for example, in the lower left region of the image, where the Strehl ratio has had negligible change, then this correction would not be suitable. Therefore, the optimisation process was also repeated for specific regions of the image.
Fg. 9 shows the Strehl ratio for the complete field of view, but for the scenario where only a quarter of the field of view is used for the optimisation routine. Each quadrant optimisation, when compared to Fg. 8, shows some improvement over the optimisation for the complete field of view. For Fg. 9(a), Fg. 9(b) and Fg. 9(d) the improvement is large (the Strehl ratio is almost doubled) in comparison to Fg. 8(a). However, the improvement is less significant in Fg. 9(c). Fg. 8 and Fg. 9(c) both show this front left section to be the area worst a↵ected by aberrations with a Strehl ratio of 0.21 with no correction, even with the modelled multi-conjugate correction applied the Strehl ratio remains down at approximately 0.3. To test the ability of the multi-conjugate correction, a region of 3.2µm ⇥3.2µm in the corner of the image was used for optimisation.
Fg. 10(b) shows the Strehl ratio over the same C. elegans specimen but now only the front left 3.2µm ⇥3.2µm of the image has been used for the optimisation. With correction performed over quarter of the image, the average Strehl ratio for this region was approximately 0.3. However, now with the optimisation applied only over this worst a↵ected region, the average Strehl ratio was increased to 0.58 (with a peak value > 0.8), a significant improvement in this region. This indicates that with multi-conjugate adaptive optics, even regions with extreme aberrations can be improved to achieve a reasonably clear image. A further outcome of this correction is that the Strehl ratio across the remainder of the image is significantly degraded, but if it were only the one small region that was of particular interest then this would not matter.
Discussion and Conclusions
The modelling of spatially variant aberration correction through MCAO has shown that for such aberrations, the introduction of multiple adaptive elements positioned in conjugate planes in a microscope imaging system can significantly improve the mean Strehl ratio for an image. Spatially variant aberrations can be partially compensated by correcting for the full field of view. An improved level of correction can be achieved, if there is a specific region of interest, by correcting only over that particular region.
The modelling was limited to adaptive elements that could correct only a small number of low order aberration modes, in order to limit the complexity of the search space needed for the optimisation algorithms. Further investigations using higher order correction devices might show further benefits from use of the MCAO approach. For example, it might be beneficial to use di↵erent complexity of correction element near or away from the focal plane.
The presented results cover only the correction of spatially-variant aberrations and not the methods for determination of these aberrations. In practice, this might be achieved using either a direct method of measuring the aberrations induced in the path to the focal plane (e.g. with a Shack-Hartmann wavefront sensor) [8] or an indirect image-based feedback method [10] . Alternatively, one might use interferometry [9] , combined with tomography to determine the aberrations induced in the optical path to the imaged specimen plane. The indirect method is simplest to implement as it requires no additional optical components. However, the extra time required to measure the aberrations may be undesirable. Conversely, direct sensing could be faster, but the need to introduce more optical components increases complexity of the system and may reduce the optical throughput.
Whilst the potential benefits of an MCAO system are clear from the results, it is worth considering whether the extra e↵ort of introducing more adaptive elements, and so greater complexity and cost, to an optical system is worthwhile. The inclusion of additional adaptive elements would lead to greater optical losses, so the advantage of improved image quality would have to be balanced against the disadvantage of lower e ciency. Figure 5 . The layout of the modelled scenario, including the aberrating sphere, the focussing cones at the limits of the scan region, ±0.5 ⇥ R (where R is the radius of the aberrating circle), and the optical positioning of corrective elements 2 and 3 (a). The Strehl ratio across the field of view (i.e. for each scan position) with: no aberration correction (b); one correction element (c); two correcting elements (d); three correcting elements (e); and four correcting elements (f ). The elements were positioned: Element 1 in the pupil plane; Element 2 at a distance of 0.5 ⇥ R above the focal plane; Element 3 at a distance of R above the focal plane; and Element 4 at a distance of 10 ⇥ R above the focal plane. Figure 6 . The layout of the modelled scenario, including the aberrating sphere, the focussing cones at the limits of the scan region, 0.5 ⇥ R to 1.0 ⇥ R (where R is the radius of the aberrating circle), and the optical positioning of corrective elements 2 and 3 (a). The Strehl ratio across the field of view (i.e. for each scan position) with: no aberration correction (b); one correction element (c); two correcting elements (d); three correcting elements (e); and four correcting elements (f ). The elements were positioned: Element 1 in the pupil plane; Element 2 at a distance of 0.5 ⇥ R above the focal plane; Element 3 at a distance of R above the focal plane; and Element 4 at a distance of 10 ⇥ R above the focal plane. Image is 16µm by 16µm and was imaged using a 63 ⇥ 1.2NA water immersion objective. Aberration amplitude data is limited to ±1 rad. These data were recorded by M. Schwertner, 2003 [9] . Figure 8 . The Strehl ratio across the field of view (for each scan position) for data gathered from a C. elegans specimen with no aberration correction (a) and four elements correcting (b). The elements were positioned: Element 1 in the pupil plane; Element 2 at a distance of 0.5 ⇥ R above the focal plane; Element 3 at a distance of R above the focal plane; and Element 4 at a distance of 10 ⇥ R above the focal plane, where R = 10µm. The image size (or e↵ective scan range) is 16µm ⇥16µm.
