Hermitean Clifford analysis is a higher dimensional function theory centered around the simultaneous null solutions, called Hermitean monogenic functions, of two Hermitean conjugate complex Dirac operators. As an essential step towards the construction of an orthogonal basis of Hermitean monogenic polynomials, in this paper a Cauchy-Kovalevskaya extension theorem is established for such polynomials. The minimal number of initial polynomials needed to obtain a unique Hermitean monogenic extension is determined, along with the compatibility conditions they have to satisfy. The Cauchy-Kovalevskaya extension principle then allows for a dimensional analysis of the spaces of spherical Hermitean monogenics, i.e. homogeneous Hermitean monogenic polynomials. A version of this extension theorem for specific real-analytic functions is also obtained.
Introduction
The Cauchy-Kovalevskaya theorem (see e.g. [13, 23] ) is very well known; for a nice and welldocumented historical account on this result we refer to [15] . In its most simple setting the theorem reads as follows. has a unique solution which is analytic in a neighbourhood of the origin, provided that |α| + i ≤ k.
If the differential operator is chosen to be the Cauchy-Riemann operator, or more explicitly: ∂ t h = i∂ x h (with k = 1, |α| = 1, i = 0), it follows from this theorem that a holomorphic function in an appropriate region of the complex plane is completely determined by its restriction to the real axis. For a harmonic function though, or more explicitly when ∂ 2 t h = −∂ 2 x h (with k = 2, |α| = 2, i = 0), also the values of its normal derivative on the real axis should be given. In fact, there is a nice and simple construction formula for the holomorphic and harmonic CK-extensions, illustrating the necessity of these restricted values. Proposition 1. If the function f 0 (x) is real-analytic in |x| < a, then
is holomorphic in |z| < a and F (z)| t=0 = f 0 (x). If moreover f 1 (x) is real-analytic in |x| < a, then
is harmonic in |z| < a and G(z)| t=0 = f 0 (x), ∂ ∂t G(z)| t=0 = f 1 (x). The holomorphic CK-extension principle has been elegantly generalized to higher dimension in the framework of Clifford analysis, which in its most basic form is a higher dimensional generalization of holomorphic function theory in the complex plane, and a refinement of harmonic analysis, see e.g. [5, 17, 21, 22] . At the heart of this function theory lies the notion of a monogenic function, i.e. a Clifford algebra valued null solution of the Dirac operator ∂ = m α=1 e α ∂ Xα , where (e 1 , . . . , e m ) is an orthonormal basis of R m underlying the construction of the real Clifford algebra R 0,m . We refer to this setting as the Euclidean case, since the fundamental group leaving the Dirac operator ∂ invariant is the orthogonal group O(m; R), which is doubly covered by the Pin(m) group of the Clifford algebra.
In the books [25, 14] and the series of papers [26, 10, 18, 1, 2, 8, 19] so-called Hermitean Clifford analysis recently emerged as a refinement of Euclidean Clifford analysis, where the considered functions now take their values in the complex Clifford algebra C m or in complex spinor space. Hermitean Clifford analysis is based on the introduction of an additional datum, a so-called complex structure J, inducing an associated Dirac operator ∂ J . Hermitean Clifford analysis then focusses on the simultaneous null solutions of both operators ∂ and ∂ J , called Hermitean monogenic functions. The corresponding function theory is still in full development, see also [7, 11, 27, 3, 4] .
The aim of this paper is to establish a CK-extension theorem in Hermitean Clifford analysis and, in particular, to determine the necessary restricted values needed for a unique Hermitean monogenic extension to exist. We confine ourselves to homogeneous polynomials in view of the application of the obtained CK-extension theorem in the construction of orthonormal bases for spaces of Hermitean monogenic homogeneous polynomials using so-called branching rules in group representation theory (see the forthcoming paper [9] ). To make the paper self-contained an introductory section on Clifford analysis is included.
Preliminaries of Clifford analysis
For a detailed description of the structure of Clifford algebras we refer to e.g. [24] . Here we only recall the necessary basic notions.
The real Clifford algebra R 0,m is constructed over the vector space R 0,m endowed with a nondegenerate quadratic form of signature (0, m) and generated by the orthonormal basis (e 1 , . . . , e m ). The non-commutative Clifford or geometric multiplication in R 0,m is governed by the rules e α e β + e β e α = −2δ αβ , α, β = 1, . . . , m
As a basis for R 0,m one takes for any set A = {j 1 , . . . , j h } ⊂ {1, . . . , m} the element e A = e j1 . . . e j h , with 1 ≤ j 1 < j 2 < · · · < j h ≤ m, together with e ∅ = 1, the identity element. Any Clifford number a in R 0,m may thus be written as a = A e A a A , a A ∈ R, or still as a = 
2 , monogenicity can be regarded as a refinement of harmonicity. The Dirac operator being rotationally invariant, the above framework is usually referred to as Euclidean Clifford analysis.
The CK-extension theorem in Euclidean Clifford analysis is a direct generalization to higher dimension of the complex plane case; the monogenic extension is completely determined by its restriction to a real codimension 1 subspace. It reads as follows (see [5, p.110] for the version related to the Cauchy-Riemann operator instead of the Dirac operator used here). 
where ∂ stands for the restriction of ∂ to R m−1 .
Note that the CK-extension operator exp X m e m ∂ contains the "new variable" and derivatives with respect to the "old" variables, a typical form which will also be encountered in the Hermitean Clifford analysis case. This CK-operator is the sum of a scalar and a bivector part, since it can be written as
Note also that when the function f would happen to be monogenic, i.e.
When allowing for complex constants and taking the dimension to be even: m = 2n, the generators (e 1 , . . . , e 2n ), still satisfying (2), produce the complex Clifford algebra C 2n = R 0,2n ⊕ i R 0,2n . Any complex Clifford number λ ∈ C 2n may thus be written as λ = a + ib, a, b ∈ R 0,2n , leading to the definition of the Hermitean conjugation λ † = (a + ib) † = a − ib, where the bar notation stands for the Clifford conjugation in R 0,2n , i.e. the main anti-involution for which e α = −e α , α = 1, . . . , 2n. This Hermitean conjugation leads to a Hermitean inner product on C 2n given by
. This is the framework for so-called Hermitean Clifford analysis, where the considered functions will now be defined in open regions of C n ≃ R 2n and take their values in (subspaces of) the complex Clifford algebra C 2n .
An elegant way of introducing this framework consists in considering a complex structure, i.e. an SO(2n; R)-element J for which J 2 = −1 (see [1, 2] ). Here, J is chosen to act upon the generators e 1 , . . . , e 2n of C 2n as J[e j ] = −e n+j and J[e n+j ] = e j , j = 1, . . . , n. The projection operators 1 2 (1 ± iJ) associated with J produce the main objects of the Hermitean setting by acting upon the corresponding ones in the Euclidean framework. First the so-called Witt basis elements (
In the sequel we will consider functions with values in an irreducible representation S of the complex Clifford algebra C m , usually called spinor space. To this end first note that, as a vector space, C 2n is isomorphic with the complex Grassmann algebra *
where ( † n ) (r) stands for the space of r-blades, i.e.
Spinor space S is then realized within the Clifford algebra using a suitable primitive idempotent I, say I = I 1 . . . I n , with
With that choice it holds that S ≡ C 2n I ∼ = C n I ∼ = * † n I, implying that spinor space may decomposed into so-called homogeneous parts as follows:
3 The Hermitean Cauchy-Kovalevskaya extension
As mentioned in the introduction we will first establish the CK-extension in Hermitean Clifford analysis for polynomials, to which end it clearly suffices to consider polynomials of fixed bidegree in (z, z † ), and taking values in a fixed homogeneous part of spinor space. However, it is clear from the start that, when choosing such a polynomial arbitrarily, it might not have a Hermitean monogenic extension. So we expect the initial polynomials to be subject to additional conditions. In order to investigate this, let HM 
and accordingly decompose the considered functions as
The resulting components can be organized in a scheme as shown in Figure 1 below. This splitting of values not being possible for r = 0 nor for r = n, we will treat these two exceptional cases separately. So from now on we assume for the general case that 0 < r < n.
Since it is our intention to investigate the impact of the Hermitean monogenicity of M a,b on its components, we will, in the same order of ideas as above, split the Hermitean variables and Hermitean Dirac operators as . . . For M a,b to be Hermitean monogenic, the following conditions should then be satisfied:
Observe that for i = a and for j = b these conditions, viz ∂ z p 0,b−j = 0, j = 0, . . . , b, and 
Given a minimal number of polynomials on C n−1 , subject to some compatibility conditions, the CK-extension then consists in finding the corresponding unique Hermitean monogenic extension M a,b on C n . So we will now determine the necessary and sufficient number of suitable initial since ∆ is a scalar operator. This means that in the above scheme of Figure 1 each polynomial can be computed directly from the polynomial situated vertically two steps above.
Now we analyse conditions (5), which we rephrase as
For j = 0 and i = 1 we obtain f †
The first term and the last term take their values in f † 
which imply that ∂ z p 0 a−i,b−j = 0, i = 1, . . . , a, j = 0, . . . , b. Note that these compatibility conditions are imposed on the polynomials situated at the right upper edge of the scheme (see Figure 1) . The calculation rules allow for the computation of the 0-part of each polynomial directly from the 1-part of the polynomial situated vertically one step up.
In a similar way we now analyse the conditions (6), which we rephrase as
The first term vanishes. The second term can be rewritten as p 
which imply that ∂ † z p 1 a−i,b−j = 0, i = 0, . . . , a, j = 1, . . . , b. Note that these compatibility conditions are imposed on the polynomials situated at the left upper edge of the scheme (see Figure 1) . The calculation rules allow for the computation of the 1-part of each polynomial directly from the 0-part of the polynomial situated vertically one step up. Now (8) and (9) together yield
which is in accordance with (7), seen the fact that 
Remark 1. When r = 0 all polynomials considered take their values in ( † n−1 ) (0) I = span C (1) I, in other words they are scalar polynomials multiplied on the right with the idempotent I. It is also known (see [2] ) that in this particular case the notion of Hermitean monogenicity coincides with anti-holomorphy, whence the given polynomials in C n−1 only depend on the variables (z 
, in other words they are scalar polynomials multiplied on the right by
It is also known (see [2] ) that in this particular case the notion of Hermitean monogenicity coincides with holomorphy, whence the given polynomials in C n−1 only depend on the variables (z 1 , . . . , z n ), so b must be zero. It turns out that the polynomials p a−i,0 , i = 0, . . . , a, have to be holomorphic, while all other polynomials have to be zero. The corresponding Hermitean monogenic extension is then given by
Construction formula for the CK-extension
The CK-extension procedure as explained in the preceding section establishes an isomorphism between the space HM a,b of the Hermitean monogenic polynomials of fixed bidegree (a, b), taking their values in a fixed homogeneous subspace of spinor space on the one hand, and the direct sum of the spaces of initially given polynomials subject to compatibility conditions as described in Theorem 3 on the other. Now we want to construct formulae, similar to (3) and (4), expressing explicitly the Hermitean monogenic extension as the result of the action of an operator on the initially given data. To that end we consider the special case of the foregoing construction where all initially given polynomials but one, are zero. This means that we execute the CK-extension procedure vertically in one of the columns of the scheme in Figure 1 . This leads to the following results.
or, in view of the calculation rules established in the previous section,
As usual, these Fischer decompositions allow for counting the dimension of the spaces involved. Putting x a,b,r = dim(X a,b,r ) and y a,b,r = dim(Y a,b,r ) we deduce from the Fischer decompositions (10) and (11) We will now compare this expression with the dimension formula for spherical Hermitean monogenics obtained in [12] . There the dimension was established following two approaches, one of them involving the Fischer decomposition of harmonic homogeneous polynomials in terms of Hermitean monogenic ones, the other being based on the Weyl dimension formula (see [20, p.382] ). In the second approach the space M (see [16] ), where the last b + 1 appears at the r-th place. According to the Weyl dimension formula, its dimension is then given by where the h i,j are the so-called hook numbers shown in the Ferrer diagram above (see Figure 2) .
In [12] this lead for 0 < r < n to 
