Abstract. We seek random versions of some classical theorems on complex approximation by polynomials and rational functions, as well as investigate properties of random compact sets in connection to complex approximation.
Introduction
The main objective was to generalize complex approximation theorems to the case of random functions. Our aim was to find results similar to those of Andrus and Brown in [1] and Istrăţescu and Onicescu in [10] , while attempting to be as general as possible but at the same time avoiding "almost everywhere" results as much as possible.
We have obtained results comparable to those in the preceding articles. Our main results are the following :
• A generalization of Runge's theorem (Theorem 2); • A generalization of the Oka-Weil theorem (Theorem 13);
• The evaluation of a random function over a compact set is a random compact set (Theorem 7); • The polynomially and rationally convex hulls of a random compact set are random compact sets (Theorem 8 et 9); • The Siciak extremal function and the pluricomplex Green function of a random compact set are random functions (Theorem 10); • A useful convergence theorem, that states that from a weak form of convergence we may extract stronger convergence (Theorem 12).
There are two natural approaches to stochastic complex approximation. The first is to follow the proof of the deterministic case and prove that each step preserves measurability. This approach is used to prove the first result in our list.
The second approach is to apply measurable selection theorems, as the classical theorems always tell us it is possible to approximate our functions, but not that this approximation is measurable. We wish to underline here the importance of our convergence theorem. It shows (in the appropriate context) that pointwise convergence implies joint (uniform) convergence. Therefore, the real difficulty in generalizing theorems is found in the measurability part of the proof, since only a rather weak convergence is necessary. It follows that if we had stronger measurable selection theorems, we would be able to prove stronger random versions of classical complex approximation theorems.
We have only scarcely looked at measure spaces, instead concentrating on measurable spaces. The former would be very interesting, but our approach guarantees generality and thus all results also apply to measure spaces (as they are measurable spaces).
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Random functions
By a measurable space (Y, A) we mean a set Y with a σ-algebra A of subsets of Y and the members of A are called the measurable sets of Y. If Y is a topological space, we choose as σ-algebra the family B of Borel subsets of Y and consider the measurable space (Y, B). A function f : Y → Z from a measurable space (Y, A) to a measurable space (Z, C) is said to be measurable if f −1 (E) is measurable, for every measurable set E in Z.
As in [1] , if (Ω, A) and (Z, B) are two measurable spaces and X is an arbitrary non-empty set, then a function f : Ω × X → Z is said to be a random function if the function f (·, x) is measurable for each x ∈ X. Clearly, if f : Ω × X → Z is a random function and Y ⊂ X, then the restriction mapping f : Ω × Y → Z is a random function.
We remark that a random measurable function need not be measurable. That is, a function f (ω, x), such that f (·, x) and f (ω, ·) are both measurable, need not be measurable. To put it differently, a function which is separately measurable need not be jointly measurable. An example is given by Sierpinsiki (see [13, p. 167] ). However, Neubrunn [8] has shown the following result. Let X be a separable metric space. Let Y be an abstract set and T a σ-algebra of subsets of Y. Let f (x, y) be a real function defined on X × Y such that for every fixed y ∈ Y the function f y (x) = f (x, y) is continuous on X and for fixed x ∈ X the function f x (y) = f (x, y) is measurable in (Y, T ) Then, the function f (x, y) is measurable in the space (X × Y, S × T ). Thus, a function which is measurable in one variable and continuous in the other (Such functions are called Carathéodory functions.) is measurable. The same result holds for complex-valued functions.
Random Holomorphic Functions; one variable
If U is an open set in C n , we say that a function F : Ω × U → C is a random holomorphic function on U if F (ω, ·) is holomorphic for each z ∈ U and F (·, z) is measurable for each z ∈ U.
If E ⊂ C n , we say that a function f : Ω × E → C is a random holomorphic function on E, if for every ω ∈ Ω, there is an open neighbourhood U of E and a random holomorphic function F on U such that F (ω, ·) = f (ω, ·) on E.
Let K be a compact set in C n and f be a random continuous function on K which is holomorphic on the interior of K. We say that f is in R Ω (K) if there exists a sequence r j of random rational functions with no poles on K such that, for every ω ∈ Ω, r j (ω, ·) → f (ω, ·) uniformly . Similarly, we say that f is in R unif Ω (K) if for every ε > 0 there exists a random rational function r with no poles on K such that |r(ω, z) − f (ω, z)| < ε for all (ω, z) in Ω × K.
We have the following rather strong result stating that separately uniform convergence implies joint uniform convergence.
Proof. This is an application of Corollary 4 which can be found in Section 6.
It would thus be useful to have sufficient conditions for a random function f to be in R Ω (K). Let us call such a result a Runge theorem. We can formulate a first version of a Runge theorem.
Theorem 2. Let U be an open set in C and f : Ω×U → C be a random holomorphic function. Let K be a compact subset of U . Then, there exists a sequence R 1 , R 2 , . . . , of random rational functions with polls off K, such that, for each ω ∈ Ω,
Proof. We can cover K by a finitely many disjoint compact sets Q 1 , · · · , Q n , such that each Q k is contained in U and each Q k is bounded by finitely many disjoint polygonal curves. Set Γ = ∪ j ∂Q k . By the Cauchy formula, for each ω ∈ Ω,
is a random rational function. Put
where L(Γ) is the length of Γ. It follows from the uniform continuity of
Let {δ n } n be a sequence of positive numbers decreasing to zero and, for each δ n , let R n be a random rational function corresponding as above to δ n . Then, for each
However, the condition that f (ω, ·) be holomorphic on U for all ω ∈ Ω is quite strong and we would like to find a better version of Runge's theorem such as the following. Conjecture 1. Let f (ω, z) be a random holomorphic function on a compact set K ⊂ C. Then, there is a sequence R k (ω, z) of random rational functions such that, for each ω, R k (ω, ·) → f (ω, ·) uniformly on K.
From Conjecture 1 and Theorem 1, the following stronger version of Runge's theorem follows.
Conjecture 2. Let f be a random holomorphic function on a compact set K ⊂ C such that, for all ω ∈ Ω there exists an open set on which f (ω, ·) is holomorphic. Then, f ∈ R unif Ω (K).
Random Holomorphic Functions; several variables
If U is an open subset of C n , and (Ω, A) is a measurable space, a random function f : Ω × U → C is a random holomorphic function on U, if f (ω, ·) is holomorphic, for each ω ∈ Ω. As for random smooth functions (see Section 7), for α ∈ N n , we denote by f (α) the function defined for every fixed ω ∈ Ω as f (ω, ·) (α) . However, the derivative is now meant complex. Lemma 1. If f is a random holomorphic funtion, then, for each muli-index α, the function f (α) is also a random holomorphic function.
Proof. The proof is essentially the same as for Lemma 18 since the holomorphy of f ensures that the differential quotient tends to f (ω, z) (α) and the measurability of f (α) is guaranteed by Proposition 9 in the annex.
A sequence f j , j ∈ N of functions, defined on an open set Ω ⊂ C n , is said to converge compactly if it converges uniformly on compact subsets. A sequence f j , j ∈ Z is said to converge compactly if the sequences f j , j = 0, 1, . . . , and f j , j = −1, −2, . . . converge compactly. If a sequence f j , j ∈ Z, converges compactly, we set lim
It is then clear how to define the compact convergence of series of functions +∞ j=0 f j and
For n ∈ N, we say that a multiple series of the form α∈Z n a α , a α ∈ C converges if it converges absolutely. If f α , α ∈ Z n , is an indexed family of functions in an open set Ω ⊂ C n , we shall say that the multiple series α f α converges compactly to a function f in Ω if it is pointwise convergent to f and for every compact set K ⊂ Ω and for every ε > 0, there is a finite set of indices
We shall say that a formal Laurent series
converges normally in Ω if for every compact set K ⊂ Ω and for every ε > 0, there is a finite set of indices Λ ⊂ Z n , such that
If a formal Laurent series converges normally, then every arrangement converges compactly in Ω to a unique limit f. It follows that the series converges compactly to f. It also follows that the homogeneous series
converges compactly to f in Ω. For the basic properties of such multiple series, see [12, where α = (α 1 , . . . , α n ), α j ∈ N ∪ {0}, is a random power series, if each a α is measurable.
Theorem 3. If f is a random holomorphic function on the polydisc D n = {z : |z j | < 1, j = 1, . . . , n}, then f has a representation as a sum of a random power series
Proof. The proof follows directly from the previous lemma, since
and the a α are measurable by the measurability of f (·, 0) (α) .
If f is holomorphic in a polydisc
then the Taylor expansion of f at a converges to f normaly on D(a, r). Denote by
the sum of all terms of degree m in the Taylor expansion. Then, f has the homogeneous expansion
in terms of the m-homogeneous polynomials P m and this expansion converges normaly in D(a, r). If f is holomorphic in the unit ball B n of C n , then the Taylor expansion of f about the origin converges normaly to f on B n . Indeed, for every compact subset K ⊂ B n , there are finitely many open polydiscs D j , j = 1, . . . , k centered at 0, and
For each j, the homogeneous expansion convrges normaly on D j , so the homogeneous expansion converges uniformly on K j . It follows that the homogeneous expansion converges uniformly on Q and hence on K. Combining this with Theorem 3, and since partial sums of the homogeneous expansion are polynomials, we have the following result. This theorem follows directly from the previous discussion and the fact that a linear combination of measurable functions is measurable.
for all w in some neighbourhood of 0, where P m and Q m are m-homogeneous polynomials. Then, P m = Q m , m = 0, 1, . . . . Suppose, in particular, that P m is the homogeneous expansion of a function f holomorphic in a neighbourhood of 0. Let z = R(w) be a linear change of coordinates and let Q m be the homogeneous expansion of
Proof. We may assume that the equality holds on the unit ball B. Fix some point θ ∈ ∂B. Then, for each complex number λ, |λ| ≤ 1,
Therefore, P m (θ) = Q m (θ), for all m. Since, θ ∈ ∂B was arbitrary, we have that P m = Q m on ∂B. By the maximum principle, P m = Q m in B and hence everywhere.
Theorem 5. Let f (ω, z) be a random holomorphic function in U , where U is an open set with the property that if z ∈ U , then λz ∈ U for all |λ| ≤ 1. Then, there is a sequence p m (ω, z), m = 0, 1, . . . , of random polynomials such that, for every ω, the sequence p m (ω, ·) converges compactly on U to f (ω, ·).
Proof. Let U be an open subset of C n such that, for each a ∈ U, we also have λa ∈ U, for each λ ∈ C with |λ| ≤ 1. Let f (ω, w) be a random holomorphic function in U and fix a point a ∈ U \ {0} and ε > 0. Let R a be a unitary transformation such that R a (a) = (|a|, 0, . . . , 0). There is a polydisc D a centered at 0 and containing (|a|, 0, . . . , 0),
is a random holomorphic function on D a and hence has a random homogeneous expansion
which, for each ω, converges uniformly on D a . Thus,
converges, for each ω, uniformly on the open neighbourhood R −1 a (D a ) of a. Hence, there is an M = M ω,ε , such that for
Since homogeneous expansions are unique (Lemma 2), each of the expansions (1) is the random homogeneous expansion
Let p m (ω, w) be the m-th partial sum of this homogeneous expansion and fix ω. We have shown that for each a ∈ U, we have a neighbourhood V a and an m = m a such that |f (ω, w) − p m (ω, w)| < ε, for all w ∈ V a . Therefore, if K is a compact subset of U, we can cover K by finitely many such open sets V 1 , . . . , V k and conclude that there is an m = m K such that |f (ω, w) − p m (ω, w)| < ε, for all w ∈ K.
We recall that a domain (connected open set) U ⊂ C n is a connected Reinhardt domain if, for every z = (z 1 , . . . , z n ) ∈ U all points (e iθ1 z 1 , . . . , e iθn z n ), with θ 1 , . . . , θ n ∈ R, are also in U. If U satisfies the hypotheses of the previous theorem, then U is a Reinhhardt domain. We now generalize the previous theorem to Laurent series. For an introduction to Laurent series, see [4, 11, 12] . Theorem 6. Let f (ω, z) be a random holomorphic function in U , where U is a connected Reinhardt domain. Then, f has a unique expansion as a random Laurent series and for every ω, the series converges normaly on U to f (ω, ·).
Proof. Without loss of generality, assume the Reinhardt domain is centered at 0. 
where bP is the distinguished boundary of a polydisc P (0, ρ) centered at 0 with multiradius ρ chosen such that its closure is contained in U . Also, ζ ν+1 is shorthand for ζ
. The measurability of c ν follows from using Proposition 11 multiple times since the function
ν+1 is continuous and therefore Riemann integrable for fixed ω. Corollary 1. Let f (ω, z) be a random holomorphic function in a connected Reinhardt domain U. Then, there is a sequence of random rational functions r k (ω, z) such that, for each ω the sequence r j (ω, ·) converges compactly to f (ω, ·) on U.
The theorems in this section can be considered as special cases of Theorem 6. For example, suppose as in Theorem 5 that U is a domain with the property that λz ∈ U, for each z ∈ U and each λ with |λ| ≤ 1. Then U is a connected Reinhardt domain. Then, U is a connected Reinhardt domain. Now, suppose f is holomorphic in U. We claim that the Laurent series for f is in fact the Taylor series. It is sufficient to show that c ν = 0, if ν j < 0, for some j = 1, · · · , n. We may write
by Cauchy's Theorem. Thus, c ν = 0 as claimed and the Laurent series for f is indeed the Taylor series. By Theorem 6, for each ω, the Taylor series then converges normally to f (ω, ·) on U. It follows that the homogeneous expansion also converges compactly to f (ω, ·) and so the partial sums p m (θ, ·) converge compactly to f (ω, ·). Thus, we have Theorem 5.
Uniform algebras
Let A be a uniform algebra on a compact metric space K (see [3] ) and denote by M the maximal ideal space of A. A random element of A is a measurable mapping
The next property will be of use to us.
for some z ∈ K, is a continuous function. Proposition 1. Let F be a random element of A, and define a function
Then,
Proof. Let F be a random element of A. Since f (ω, ·) = F ω , we have that f (ω, ·) ∈ A. Thus f satisfies the first assertion of (3). For the second assertion of (3), we note that for z fixed,
Thus, f (·, z) is the composition of the measurable function F with the continuous function φ z . Therefore f (·, z) is indeed measurable.
Conversely, suppose f : Ω × K → C satisfies (3), with K a compact metric space (such as a compact subset of C n ). We may suppose that A is a uniform algebra over this space. We show this in multiple steps.
It is known that C(K) = C(K, C) is separable. Since A is a subset of C(K), a metric space, it is itself separable, with Q dense in A and countable.
1) Let f be a function respecting (3). We define h : Ω −→ A by h(ω) = f (ω, ·). Denote by B r (g) = {j ∈ A : sup x∈K |j(x) − g(x)| ≤ r} the closed ball of radius r > 0 around a point of A. Finally, we write f
We know by hypothesis that if E is measurable, then f
We now have that
We know that f (ω, ·) is continuous, as well as g and the norm function, and thus by composition |f (ω, x) − g(x)| is a continuous function of x. We know K is separable, with countable dense subset
. By continuity and density,
Thus, we can write
As the {λ ∈ C : |λ − g(x j )| ≤ r} are closed sets, and thus Borel-subsets of C. The pre-images will then be measurable and by countable intersection h −1 (B r (g)) will be measurable.
2) h is measurable : Let O be an open set of A. We recall that Q is a countable dense subset of A. As all points of O are interior, we have
Thus,
and h −1 (O) is thus the countable union of measurable sets. As this is true for all open sets in A, and the open sets are a base of the Borel subsets of A, the preimage of h of a Borel subset of A is measurable. As such, h is measurable. By the definition of h, we have that ω → f (ω, ·) is measurable.
Corollary 2. Let X be a compact metric space. Let
be a random element of C(X, C n ), and define a function
Conversely, if a function f : Ω × X → C n satisfies this condition, then ω → f (ω, ·) is measurable.
Proof. For j = 1, . . . , n, let F j (ω) be the components of F (ω) and, define functions
By Propositions 7 and 8 of the appendix, each F j is a random element of C(X, C) = C(X). By Proposition 1, for each j = 1, . . . n,
Invoking Propositions 7 and 8 again,
This proves the first part of the corollary. The proof of the other direction is similar.
Suppose f : Ω × K → C satisfies (3). Then, on account of Proposition 1, we shall by abuse of notation and terminology, say that f is a random element of A. To f we associate the Gelfand transorm
Proposition 2. Suppose f is a random element of A. Then, the Gelfand transform f is a random (continuous) function on M.
Proof. We must show that, for each φ ∈ M, the function f (·, φ) is measurable. This follows from the fact that f (·, φ) is the composition of the continuous function φ with the function ω → f (ω, ·), which is measurable, since f is a random element of A.
Random compact sets
Because of the Oka-Weil Theorem, the most important notions in complex approximation in several variables are those of polynomial or rational convexity of compacta. First we state a few basic properties if random compact sets and then show that the evaluation of a random function on a compact set is a random compact set. We also show that the polynomially and rationnally convex hulls are transformations that preserve randomness, and that the Siciak extremal function and pluricomplex Green function of a random compact set are random functions.
For a metric space, (X, d) we denote by (K ′ (X), d H ) the space of non-empty compact subsets of X equipped with the Hausdorff distance d H . We recall the following useful property.
Let g : X → Y be a continuous function. We may extend it to a function g
Lemma 5. Let X and Y be metric spaces. If g : X → Y is a continuous function on X, then the extension g
Proof. Let X be a metric space (not necessarily compact). It is sufficient to show that g K ′ is continuous at each point of K(X). Fix a compact set Q 0 ⊂ X and ε > 0. We claim there is a δ > 0, such that
By compactness of Q 0 , there are finitely many points a 1 , . . . , a n ∈ Q 0 , such that setting B j = B δj /2 (a j ), where δ j = δ aj , we have that
Using the triangle inequality, it is easy to see that (4) holds,
is a metric space, we may also consider it as a measure space, where the measurable sets are the Borel subsets of K ′ (X). We may also, as shown in Appendix C of [7] , characterize B(K ′ (X)) as the σ-algebra generated by the sets {K ∈ K ′ (X) : K ⊂ G} where G varies over the open sets of X. Alternatively, the Borel sets can be generated by the sets {K ∈ K ′ (X) : K ∩ G = ∅} where again G varies over the open sets of X.
, are two random compact sets, we denote by
By the characterization of Remark 1, it is easy to prove the following lemmas.
, are two random compact sets, then k 1 ∪k 2 is a random compact set. We also have the countable intersection of random compact sets is a random compact set.
be random compact sets. Suppose we know that for each ω, k(ω) = ∪ ∞ i=0 k i (ω) is a compact set. Then k is a random compact set. By corollary 2, if X is a compact metric space, we can say that a function f : Ω × X → C n is (by abuse of notation and terminology) a random element of
Lemma 8. Let X be a compact metric space and f : Ω × X → C n be a random element of C(X, C n ), Then for each x ∈ X, the function
is a random complex vector and the (singleton-valued) function
is a random compact set.
Proof. The first assertion follows from the definition of a random function. For brevity, we write F x = K f (·, {x}). We need to show that F x is measurable. We use separability arguments. For W ∈ K ′ (C n ) and r > 0, consider the closed
It is easy to see that every closed ball is closed.
Denote by x : C(X, C n ) → K ′ (C n ) the mapping g → {g(x)}, for g ∈ C(X, C n ). We then see directly that
As C n is separable and W ⊂ C n , W is also separable. There thus exists a countable dense subset W * of W and since d is a continuous function, we can restrict the intersection to W * . We also know that the {g ∈ C(X, C n ) : d(g(x), y) ≤ r} are measurable sets as they are closed. As such, x −1 (B r (W )) is measurable, being the countable intersection of measurable sets. We know from Lemma 4 that K(C n ) is separable. Thus, by a similar argument to that in the proof of Proposition 1, every open set of K ′ (C n ) can be expressed as a countable union of closed balls, and we can then generalize to all Borel subsets. Hence, the function x is a measurable function. By hypothesis, f is a random element of C(X, C n ), so the mapping ω → f (ω, ·) is measurable. It follows that F x is measurable, since it is the composition x(f (ω, ·)) of measurable functions:
Let K be a compact subset of C n and A a uniform algebra on K. As in [3] , we have that the spectrum of a function f ∈ A is σ(f ) = {λ ∈ C : λ−f is not invertible in A}. We may consider σ = σ(f ) as a mapping
Theorem 7. Suppose X is a compact metric space. If g : Ω× X → C n is a random continuous function on X, then X g (ω) is a random compact set in C n .
Proof. Let g : Ω × X → C n be a random continuous function. We need only show that X g is measurable. Let {x 1 , x 2 , . . .}, be a countable (ordered) dense subset of X; let X j be the set consisting of the first j elements of this set; and let g j (ω, x) be the restriction of g(ω, x) to Ω × X j . Clearly, for each j, the function g j is a random continuous function on X j . For each j = 1, 2, · · · , we define the set-function
We shall show that F j is a random compact set. By Lemma 8, the function F 1 is itself measurable (and analogously for all 1-element sets). By Lemma 5,
Denote by C(X, C n ) the set of continuous functions from X to C n and, for x ∈ X, denote by x : C(X, C n ) → K ′ (C n ) the mapping h → {h(x)}, for h ∈ C(X, C n ). Again, by Lemma 8, each x j is measurable and then applying Lemma 6, j times, we obtain that F j is a random compact set. Since g(ω, ·) is continuous for each ω, its extension g K ′ (ω, ·) to compact sets is continuous by Lemma 5. Since X j → X, one can then enter the limit into the function :
We have shown that the sequence F j of measurable functions converges pointwise to the function X g . Since these functions take their values in a metric space, it follows from Proposition 9 that X g is measurable, which concludes the proof.
Let K be a compact subset of C n and A a uniform algebra on K. If f : Ω×K → C is a random element of A, we define the spectrum σ(f ) to be the set of pairs {(ω, σ(f (ω, ·)) : ω ∈ Ω}. We may consider σ = σ(f ) as a mapping
Proposition 3. If A is a uniform algebra for which the maximal ideal space is a separable metric space, then the spectrum σ(f ) of a random element f of A is a random compact set.
Proof. By hypothesis, we know that M (the maximal ideal space) is a compact metric space. We wish to show that the mapping ω → σ(f (ω, ·)) is measurable. From Theorem 2.7 of [3] , this is equivalent to the mapping ω → f (ω,
is a random compact set, and thus σ(f ) is a random compact set.
The preceding proposition applies, for example, if A = C(K) or A = P (K).
, the joint spectrum σ(f 1 , . . . , f m ) of finitely many random elements f 1 , . . . , f m of A is a random compact set.
Proof. We define the function ψ :
For fixed φ, by Proposition 2 each f i (·, φ) is a measurable function. From Proposition 7 in the appendix, we have that ψ(·, φ) is a measurable mapping. For fixed ω, each f i (ω, ·) is a continuous function. From Proposition 8 in the appendix, we have that ψ(ω, ·) is a continuous mapping. Thus, ψ is a random continuous mapping.
From the definition of the joint spectrum [3] we have that σ(f 1 , . . . , f m )(ω) = ψ(ω, M A ). We see that the mapping ω → ψ(ω, M A ) is in fact the mapping ω → M ψ A (ω). We now apply Theorem 7, and we have that the joint spectrum is a random compact set.
We define a compact transformation as a function T : K ′ (X) → K ′ (X). We say that a compact transformation is randomness-preserving if K being a random compact set implies that T (K) is a random compact set. It is important that this property not depend of a specific structure of Ω, it must work for any measurable space.
Lemma 9. A compact transformation is randomness-preserving if and only if it is a measurable function.
Proof. Suppose a compact transformation T is randomness-preserving. This means that for any choice of random events set (Ω, A), the measurability of the mapping ω → K(ω) implies the measurability of the mapping ω → T (K(ω)).
We may thus choose Ω = K ′ (X) and A = B(K ′ (X)). We now look at the identity mapping I : Ω → K ′ (X) mapping K to K. This mapping defines a random compact set, since the identity function is certainly measurable. Thus, as T is randomness-preserving, the mapping K → T (I(K)) = T (K) is measurable.
The converse follows directly by composition of measurable functions.
For K ∈ K ′ (C n ), we denote by K the polynomially convex hull of K. It is defined as
where P (C n ) is the set of complex polynomials from C n to C. We would like to show that the polynomially convex hull of a random compact set is also a random compact set.
Lemma 10. Let K be a compact set of C n and let P Q (C n ) denote the polynomials in C n whose coefficients have rational real and imaginary part. Then,
Proof. Let ε > 0 and let K Q denote the right side of equation 5. From the definition of K, it is clear that K ⊂ K Q . We wish to prove that K Q ⊂ K. Let P be a polynomial of degree N which we write as
Let M α denote the maximum of |z α | over all z in K. By the density of the rationals, there exists b α with rational real and imaginary part such that, if |α| = k and µ(k) is the number of indices α with |α| = k, then
.
Let Q denote the polynomial with coefficients b α . Thus,
and so we conclude that for every polynomial P and ε > 0, there exists a polynomial Q in P Q (C n ) such that |P (z) − Q(z)| < ε for all z ∈ K. Let z 0 be a point in K c . Therefore there exists a polynomial P 0 with maximum in K denoted by M such that |P 0 (z 0 )| > M . This means there exists a η > 0 such that |P 0 (z 0 )| = M + η. By the previous explanation but applied to the compact set K ∪ {z 0 }, there exists a Q 0 in P Q (C n ) such that |P 0 (z) − Q 0 (z)| < η/4. Thus, using the reverse triangle inequality, we have that
We denote by K(X) the set K ′ (X) ∪ {∅} of all (including the empty set) compact subsets of X. Let W be a measurable space. We define as a pseudo-random compact set in X a mapping f : W → K(X), if pre-images of Borel subsets of K ′ (X) are measurable. Here W can be a metric space with the Borel sets, or W = Ω . We see that every measuralble compact set in C n is a pseudo-random compact set. If f is a pseudo-random compact set and f −1 ({∅}) is empty, then f is a measurable compact set (here we see f −1 ({∅}) as the pre-image of the empty compact set, and not as the the pre-image of an empty set of compact sets). We have directly that the composition of a measurable function followed by a pseudo-random compact set is a pseudo-random compact set.
We define as a pseudo-continuous compact-valued function a function f : W → K(C n ), where W is a metric space, if for all w ∈ W such that f (w) = ∅, and ε > 0, there exists δ > 0 such that if d(w, y) < δ and f (y) = ∅, then d H (f (w), f (y)) < ε, and if moreover the set f −1 (∅) is a measurable set.
be a sequence of pseudo-random compact sets, then
is a compact set for each ω, then K is a pseudo-random compact set.
Proof. This proof follows from the fact that we supposed that the pre-images of Borel subsets are measurable. We may use a similar proof method to Lemmas 6 and 7.
Lemma 12. Let f : X → K(C n ) be a pseudo-continuous compact-valued function. Then it is also a pseudo-random compact set.
Proof. By our definition of pseudo-continuous function, we have that the restriction
. From the definition of pseudo-continuity, f −1 (∅) is measurable in X, so X \ f −1 (∅) is also measurable. We have that f −1 (O) is a measurable subset of the measurable set X \ f −1 (∅). Thus, f −1 (O) is measurable relative to X. As the open sets generate the Borel subsets, all pre-images of measurable subsets of K(C n ) are measurable.
Theorem 8. Let K be a random compact set of C n . Then, its polynomially convex hull K, defined pointwise as K(ω) = K(ω), is a random compact set.
Proof. Let N K p = {z : |p(z)| ≤ max x∈K |p(x)|}. Then, by Lemma 10,
The function |p(·)| is continuous and thus
is a closed set as the pre-image of a closed set. But N K p is not necessarily bounded. To solve this, we may write :
This is true since for every ω, if i is great enough, the compact set K(ω) is contained in the ball of radius i. Each N K(ω) p ∩ B i (0) is compact, since it is the intersection of a closed set with a compact set.
Choose a rational non-constant polynomial p and a natural i. We shall show that the mapping ω → N K(ω) p ∩ B i (0) is a pseudo-random compact set. It will follow from Lemma 11 that p∈P Q (C n ) (N K(ω) p ∩ B i (0)) is a pseudo-random compact set, since the intersection is countable (P Q (C n ) is in bijection with the set V where n = 2 in the proof of Lemma 4). Then, as we already know that K(ω) is compact and non-empty, we can apply Lemma 11 to prove the theorem.
We consider several auxiliary mappings. We already know the mapping ω → K(ω) is measurable, by hypothesis. As |p(·)| is continuous, we know from Lemma 5 that K → |p|(K) is a continuous mapping from
. Also, the mapping K → max{x : x ∈ K} between K ′ (R) and R is also continuous. Let ε > 0 and fix
Then, for all x ∈ K 0 there is a y ∈ K, and for all y ∈ K there is a x ∈ K 0 , such that in both cases |x − y| < ε. It follows that | max{x :
We shall now show that the mapping W :
which generate the Borel subsets of
for some M 0 ∈ R. The mapping W is pseudo-random as a mapping from R to K(C n ).
We can now see that the mapping ω → N
and is therefore pseudo-random. Being always non-empty, it is random.
As noted earlier, this proves the theorem.
Corollary 3. The mapping
Proof. This follows from Lemma 9 and Theorem 8.
For a random compact set K : A → K ′ (C n ), we define the random polynomially convex hull as the function R K : A → K ′ (C n ), given by setting
|p(ω, x)|, ∀ random polynomials p}.
Because of the central role of the polynomially convex hull in the Oka-Weil Theorem, the random polynomially convex hull should be investigated in relation to approximation by random polynomials.
Proposition 5. Let K be a random compact set. Then, K = R K.
Proof. Let p be a polynomial. It is also a random polynomial, by defining p(ω, z) = p(z) for all ω. For fixed z, p(·, z) is a constant function. Thus, if E is a measurable set, we have that
and as both cases are measurable sets, this function is measurable. Thus, when filtering out points to form the random polynomially convex hull, all possible polynomials will be applied. But since all random polynomials take as value, for fixed ω, a polynomial, filtering will be done by all polynomials but only by polynomials. Thus, we have directly that K = R K.
Let us denote by R-hull K the rationally convex hull of a compact set K. It is defined as
is the set of rational functions from C n to C which are analytic over K.
Lemma 13. Let K be a compact set of C n and let R Q K (C n ) denote the rational functions in C n without singularities on K and whose coefficients have rational real and imaginary part. Then,
Proof. Let R Q -hull K denote the right side of equation 7. It is clear that R-hull K ⊂ R Q -hull K by the definition. Since every rational function with no singularities on K can be approximated on K by functions in R Q K (C n ), the inclusion R Q -hull K ⊂ RhullK then follows by the same arguments used at the end of the proof of Lemma 10.
Note : The result indeed follows from the proof of lemma 10 since if z 0 ∈ (R-hull K) c , we can find a rational function r without pole in K ∩ {z 0 } such that |r(z 0 )| > max x∈K |r(x)|. That is because if r = 1/q had a pole at z 0 , we can nudge it a bit to get the desired rational function by taking r(z) = 1/q(z + v) for v sufficiently small.
The following lemma is a known fact that we simply recall.
Lemma 14. Let r : C n → C be a rational function. Then, the set S(r) of singularities of r is a closed set.
The proof of the next lemma is very simple to do, and is thus left to the reader to verify.
Lemma 15. Let X be a metric space. Suppose X = A ∪ B, where A and B are disjoint measurable subsets. Let Y be a metric space and f : X → Y a function such that its restriction f A to the metric space A is measurable, and its restriction f B to the metric space B is measurable. Then f is a measurable function.
Theorem 9. Let K be a random compact set in C n . Then, its rationally convex hull R-hull K, defined pointwise as [R-hull K](ω) = R-hull (K(ω)), is a random compact set.
Proof. Let r be a rational function and K be a non-empty compact subset of
where N K r = {z ∈ C n : |r(z)| ≤ max x∈K |r(x)|}. We note that, for K ∈ B r , the set N K r is never empty, since it contains K. Since all polynomials are also rational functions, R-hull K ⊆ K. Therefore, we can write
where R Q (C n ) is the set of all rational functions in C n whose coefficients have rational real and imaginary parts. The intersection is countable since R Q (C n ) can be viewed as a subset of
It is thus sufficient to show that K → µ r (K) is measurable, for then by Lemma 6, the mapping ω → R-hull K(ω) will be measurable.
First of all, let us show that the subset A r ⊂ K ′ (C n ) is measurable. We may assume that A r = ∅ and hence S(r) = ∅, We construct a sequence of open subsets of C n defined as
We have that
By our 2nd characterisation of measurable sets (see Remark 1), this is a countable intersection of measurable sets, and thus measurable. We have shown that A r and hence also B r = K ′ (C n ) \ A r are measurable. The definition of the function µ r (K) depends on whether K is in A r or B r . Since K ′ (C n ) = A r ∪ B r is the union of disjoint measurable sets, in order to assure that µ r is measurable, it suffices, by Lemma 15, to show that the restrictions of µ r to A r and to B r are measurable .
By Corollary 3, we have that the mapping K → K is measurable, and thus its restriction to A r , which is the same as the restriction of µ r to A r , is also measurable.
We claim that the mapping K → K ∩ N K r , is measurable over B r . We first notice that over the elements of B r , our rational function r is in fact continuous. One might by essentially the same proof as for the polynomially convex hull , as it did not use any special properties other than that polynomials are continuous functions, show that (over B r ), the mappings K → N K r ∩B i (0) are pseudo-random. It then follows from Lemma 11, as the mapping K → K is measurable, that each mapping K → N K r ∩ B i (0) ∩ K is pseudo-random. We then have that the mapping By Lemma 15, the mapping µ r is measurable.
One might also be interested in using random compact sets to construct random functions. An important function for complex approximation (see [9] ) is the pluricomplex Green function V K for a non-empty compact set K ⊂ C n is defined as V K (z) = log Φ K (z), for z ∈ C n , where Φ is the Siciak extremal function, defined as
We have the following result.
Theorem 10. The Siciak extremal function and the pluricomplex Green function of a random compact set K are random functions. That is, the functions
Proof. It is sufficient to show that the Siciak Green function is a random function. Let p be a polynomial. We construct the function
which evaluates our polynomial if it respects the condition p K(ω) ≤ 1, and returns 0 if not. We first prove this function is a random function. We fix z ∈ C n . Let M be a measurable set of R. We now have
We remark that the sets {ω : 0 ∈ M } and {ω : |p(z)| 1/ deg p ∈ M } are always ∅ or Ω, as the conditions do not depend on ω. The set {ω : p K(ω) ≤ 1} is measurable, because the function |p(K(ω))| is measurable, since it is the composition of the measurable function K : Ω → K ′ (C n ) with the continuous function
. Thus, the set {ω : g p (ω, z) ∈ M } is measurable. This proves g p (·, z) is measurable, which means that g p is a random function.
Let us now return to the Siciak extremal function. We shall prove that it may be written as
is the set of all polynomials with rational coefficients. In order to do this, it is sufficient to show that for any ε > 0,
Suppose p has degree k. We will choose q of degree k also. Using the fact that if x > y ≥ 0, then x 1/k − y 1/k ≤ (x − y) 1/k , and the reverse triangle identity ||x| − |y|| ≤ |x − y| (this one also applies to the complex norm), we have that
This reduces the problem to finding q such that |p(z) − q(z)| < ε k . But we know this is possible, as we can approximate p by choosing q with very close rationnal coefficients.
But now, by the definition of g p , we have that
We were able to remove the condition over our polynomials that p K(ω) ≤ 1 since g p (ω, z) always returns 0 if the condition is not fulfilled. We now prove that this function is random; that is, that Φ K(·) (z) is measurable. Consider the subset (−∞, a] of R. We have that
As g p is a random function, we know that the sets {ω : g p (ω, z) ≤ a} are measurable.
As {p ∈ P Q (C n ) : deg(p) ≥ 1} is a countable set, this is a countable intersection of measurable sets, and is this a measurable set. Thus, Φ K(·) (z) is a random function.
Generalized random functions
Let K be a random compact set in C n . Let the graph of K be defined as in [1] :
If we consider a compact set K ⊂ C n as a random compact set K(ω) = K, for all ω ∈ K, then Gr K = Ω × K.
By abuse of notation, we set
and note that this does not correspond to the pre-image of the compact set {z}.
By the second equality, we see that this set is measurable. We define a generalized random function as a function f :
In case a compact set K is considered as a random compact set, then a generalized random function on Gr K = Ω × K turns out to be just a random function on K.
We can now formulate a weaker but random version of Roth's fusion lemma [2] . We were not able to prove it without our conjectured random version of Runge's theorem. Therefore, we formulate it as a conjecture, but it can be shown that it would follow directly from Conjecture 1, if the latter were true.
Conjecture 3. Let K 1 , K 2 and k be random compact sets of C such that K 1 and K 2 are uniformly disjoint (K 1 (ω) ∩ K 2 (ω) = ∅ for all ω). Furthermore, suppose
If there exists generalized random rational functions r 1 , r 2 : Ω × C → C such that r i (ω, ·) has no pole in K i (ω) for i = 1, 2 and if there exists a positive error function ε : Ω → R + such that
then there exists a generalized random rational function r : Ω × C → C and a measurable positive function A : Ω → R + depending solely on K 1 and K 2 such that
We say a random compact set K is uniformly separable if there exists a countable subset E of C n whose intersection with K(ω) is dense in K(ω) for every ω ∈ Ω. In a way it is a generalization of random compact sets taking countably many values. In fact, we have the following proposition.
Proposition 6. Let K be a random compact set. If K takes countably many values or if
then K is uniformly separable. Moreover, if K(ω) is the closure of a bounded open subset of C n for all ω ∈ Ω, then K is uniformly separable.
Proof. Let K be a random compact set. If K takes countably many values, for each ω, choose a countable dense subset E(ω) of K(ω), and set E = ∪ ω E(ω). This set is countable since it can be viewed as a countable union of countable sets and for every ω, its restriction to K(ω) is dense in K(ω). K is therefore uniformly separable. Let now K be a random compact set satisfying (8) . Let T be a countable dense subset of C n . Take E as
where
. By hypothesis, E is a countable subset of C n . Fix ω ∈ Ω and let z be a point in K(ω). We wish to prove that z is in the closure of K(ω) ∩ E. By using that U (ω) ⊂ K(ω), we have that
and therefore it is sufficient to prove that z is in the closure of either U (ω) or
If z is an isolated point, then z ∈ int K(ω), which means that z ∈ U (ω) and is therefore in U (ω).
If z is a limit point, it is either the limit of interior points or not. If it is the limit of interior points, we can find a sequence {z j } in T ∩ K(ω) such that z j → z. Thus z is in the closure of T ∩ K(ω). If it is not the limit of interior points, then z ∈ int K(ω) and therefore z ∈ U (ω) ⊂ U (ω).
In every case, we have that z is in the closure of U (ω) or K(ω) ∩ T . It follows that K is uniformly separable.
The last statement of the proposition is obvious.
Theorem 11. Let K be a uniformly separable random compact set. Let f j be a sequence of generalized random functions such that
Then, there exists a sequence F j of generalized continuous functions such that
and such that for all ω ∈ Ω and j ∈ N, there exists a k ∈ N with
Proof. The function f is well defined as a function from GrK to C. For each z ∈ C n such that K −1 (z) = ∅, the function f (·, z) is measurable on K −1 (z) by Proposition 9. Thus, f is a generalized random function.
Define the multifunction
This multifunction takes its values in the set of non-empty closed subsets of N since the uniform convergence guarantees non-emptiness.
We show in detail the third and fifth equalities. Fix b ∈ N and let
We wish to show that A = B to prove the third equality.
Define F (ω, z) = f ϕ(ω) (ω, z). Let U be a measurable subset of C and fix z ∈ C n . Then
and therefore F is a generalized continuous random function by the measurability of f j and ϕ. Also, by construction, we have that
and so by taking a sequence decreasing to 0, we can construct a sequence {F j } with the desired properties.
In particular, we can apply the previous theorem to families of functions. For each nonempty compact set K ⊂ C n , let A(K) be a family of continuous functions on K. Thus,
Suppose further that if Q ⊂ K is a compact set and f ∈ A(K), then f | Q ∈ A(Q). For example, A(K) can be the family of holomorphic, polynomial, or harmonic functions on K or the family of rational functions having no poles on K. For a random compact set K(ω), we define a generalized A(K)-random function as a generalized random function f :
[Ω] (K) the set of generalized C(K)-random functions f : Gr K → C, for which there exists a sequence of generalized A(K)-random functions {f j } ∞ j=1 such that f j → f uniformly on Gr K. The following theorem follows directly from the previous one.
We shall now, following rather closely the method of [1] , prove an "almost everywhere" version of a random Oka-Weil theorem. We first need the following lemmas :
Lemma 16. The set P (k, m) of polynomials in C n of degree at most k and coefficients bounded by m (in norm) is closed in every C(K, C) for every non-empty compact set K ⊆ C n .
Proof. Fix a non-empty compact set K. Let there be a sequence p i of polynomials in P (k, m) converging uniformly to a function f ∈ C(K, C). We wish to show f is in the restriction of P (k, m) over K. We denote d k the total number of possible terms in such polynomials. We in fact have that
We denote a i,α , where α ∈ N n the coefficient of z α . We may then form the d k -tuplets of coefficients (by choosing an ordering) : a i ∈ C d k for p i . To simplify our work, we may endow C d k with the max norm :
The a i,α are bounded in norm by m. Thus, the a i are all in the ball B m (0) ⊂ C d k , which is a compact set, and thus the sequence {a i } ∞ i=0 has a subsequence {a
which converges to a point b ∈ C d k . We denote the associated subsequence of polynomials as {p
. Since p i → f, the same is true for the subsequence p Lemma 17. The set of polynomials P(C n ) over C n is a Suslin subset of C(K, C) for every non-empty compact set K ⊆ C n .
Proof. Firstly, we have that
. If we fix a compact set K ⊂ C n , this is the countable union of sets, which by Lemma 16 are closed relative to C(K, C). Thus, P(C n )| K is a Borel subset of C(K, C). We have already shown in the proof of Proposition 1 that C(K, C) is separable. It is also complete, as a Cauchy sequence with the sup norm converges uniformly, and thus converges toward a continuous function. Thus, C(K, C) is a Polish space.
We know that a Borel subset of a Polish space is Suslin.
Theorem 13. Let (Ω, A, µ) be a σ-finite measure space. Let K be a random compact set that takes at most a countable number of different values. Let ε be a positive measurable function defined on Ω. Let K be polynomially convex : ∀ω, K(ω) = K(ω). Then if f is a generalized random function such that f (ω, ·) is holomorphic in a neighborhood of K(ω), for each ω, then there exists a generalized random polynomial p such that p(ω, ·) − f (ω, ·) K(ω) < ε(ω) for all ω except a set L ⊂ Ω such that µ(L) = 0.
Proof. We denote {K j } ∞ j=0 the values taken by K. We also denote Ω j = {ω ∈ Ω : K(ω) = K j } = K −1 (K j ).
As this is the pre-image of a closed set (the single compact set), each Ω j is measurable. We will define as measurable sets of Ω j the following σ-algebra : A j = {P ∩ Ω j : P ∈ A}. But Ω j is measurable in Ω, and thus this definition is equivalent to A j = {P ⊆ Ω j : P ∈ A}. Most importantly, every measurable set of Ω j is measurable in Ω.
Let f j be the restriction of f to Ω j × K j . We claim this is a random function. Fix z ∈ K j . We know that f (·, z) is a measurable mapping between K −1 (z) and C and, for an open set O,
This proves that f (·, z) is a measurable function over Ω j , and thus f is a random function. By Proposition 1, we know that the mapping ω → f (ω, ·) between Ω j and C(K j , C) is measurable.
We know that f j (ω, ·) is holomorphic in a neighbourhood of K j . But K j is, by hypothesis, polynomially convex. Thus, we have by the Oka-Weil Approximation Theorem that the multivalued mapping ψ j (ω) = {q ∈ P(C n ) : f j (ω, ·) − q(·) Kj < ε(ω)} is never empty. By Theorem 1 of [1] , and since P(C n ) is a Suslin subset of C(K j , C), this means there exists a measurable selection p j : Ω j → P(C n ) which approximates f almost everywhere.
We now define p : Ω → P(C n ) by setting p| Ωj = p j . Clearly, this function approximates f almost everywhere. Indeed, if we denote L j the set of ω ∈ Ω j for which p does not approximate f , we have that L = ∪ ∞ j=0 L j and thus µ(L) = ∞ i=0 µ(L j ) = 0. It is only left to show that this is a generalized random function. By Proposition 1, applied to the uniform algebra A j = C(K j , C), we have that for fixed z ∈ K j , the mapping ω → p j (ω, z) is measurable. Thus, we can now say that, for a given open set O ⊂ C and z ∈ C n , the set
is a measurable set as a countable union of measurable sets. Since this is a subset of the measurable set
the function p is measurable on K −1 (z) and hence p is a generalized random function.
We might be interested to see what happens when trying to remove the "almost everywhere" or by reducing the hypothesis of the compact set : could it be true if it were only uniformly separable, or even only random?
Annex
Recall that we here use the Borel σ-algebra on R n (and C n viewed as R 2n ) to define measurability. To facilitate the reading of this paper, we collect here some well known basic facts which have been used throughout the paper.
