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Abstract
We will show that the problem
−u = |u|4/(N−2)u in Ω, u = 0 on ∂Ω
has at least two pairs of solutions if Ω is an annular domain with a thin hole in RN (N  3).
© 2011 Elsevier Inc. All rights reserved.
Keywords: Variational method; Critical exponent; Multiple solutions
1. Introduction
We consider the problem {−u = |u|2∗−2u in Ω,
u = 0 in ∂Ω, (1.1)
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By Pohožaev’s identity [10] (see also [12,14]), we know that if Ω is star shaped, then prob-
lem (1.1) does not have a nontrivial solution. Thus, in order to show the existence of nontrivial
solution, we need to assume topological or geometric conditions on Ω . Coron [4] made a re-
markable progress as follows:
Theorem 1 (Coron). Let N ∈ N with N  3, let R2 > R1 > 0 and let Ω ⊂ RN be a bounded
domain such that ∂Ω is smooth,
Ω ⊃ {x ∈ RN : R1 < |x| < R2} and {x ∈ RN : |x| < R1} \ Ω = ∅.
If R2/R1 is large enough, then problem (1.1) has at least one positive solution.
Bahri and Coron [1,2] extended the theorem above. They showed that if the reduced homol-
ogy group of Ω with Z2 coefficients is nontrivial, then problem (1.1) has at least one positive
solution. On the other hand, Dancer [5], Ding [6] and Passaseo [9] showed that even in some con-
tractible domains, there exists a positive solution of problem (1.1). The following was essentially
established by them.
Theorem 2 (Dancer, Ding, Passaseo). Let N ∈ N with N  3, let R2 > R1 > 0 and let Ω˜ ⊂ RN
be a bounded domain such that ∂Ω˜ is smooth,
Ω˜ ⊃ {x ∈ RN : R1 < |x| < R2} and 0 /∈ Ω˜.
If η0 > 0 is small enough and Ω is a domain such that ∂Ω is smooth and
Ω˜η0 ⊂ Ω and Ω ⊂ Ω˜0, (1.2)
then problem (1.1) has at least one positive solution, where
Ω˜η = Ω˜ \
{
x = (x′, xN ) ∈ RN : xN  0, ∣∣x′∣∣ η} for η ∈ [0,∞).
Recently, Clapp and Weth [3] showed that under the same assumptions of Theorem 1, prob-
lem (1.1) has at least two pairs of nontrivial solutions as follows:
Theorem 3 (Clapp–Weth). Let N , R1, R2 and Ω be as in Theorem 1. If R2/R1 is large enough,
then problem (1.1) has at least two pairs of nontrivial solutions.
In order to prove their result, they used a topological tool “fixed point transfer” given in [7].
In this paper, we show that under the same assumptions of Theorem 2, problem (1.1) has at
least two pairs of nontrivial solutions. Our result is the following:
Theorem 4. Let N , R1, R2, Ω˜ and Ω˜η (η  0) be as in Theorem 2. If η0 > 0 is small enough
and Ω is a domain such that ∂Ω is smooth and (1.2) holds, then problem (1.1) has at least two
pairs of nontrivial solutions.
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For each nonempty open subset G ⊂ RN , we consider that D1,20 (G) is the completion of
C∞0 (G) with respect to the inner product
∫
G
∇u(x)∇v(x) dx for u,v ∈ C∞0 (G). We denote
by (u, v) and ‖u‖ the inner product of u,v ∈ D1,20 (RN) and the norm of u ∈ D1,20 (RN).
We can consider that D1,20 (G) ⊂ D1,20 (RN) by the zero extension. We define a functional
IRN : D1,20 (RN) → R by
IRN (u) =
∫
RN
(
1
2
∣∣∇u(x)∣∣2 − 1
2∗
∣∣u(x)∣∣2∗)dx, u ∈ D1,20 (RN ),
and we set its Nehari manifold as follows:
NRN =
{
u ∈ D1,20
(
R
N
) \ {0}: ∫
RN
∣∣∇u(x)∣∣2 dx = ∫
RN
∣∣u(x)∣∣2∗ dx}.
We set
c∞ = inf
{
IRN (u): u ∈ NRN
}
.
We note that
c∞ = inf
{
IRN (u): u ∈ NRN ∩ D1,20 (G)
} (2.1)
for each nonempty open subset G of RN . For each (ε, z) ∈ (0,∞) × RN , we set
Uε,z(x) =
(
N(N − 2))N−24 ( ε
ε2 + |x − z|2
)N−2
2
for x ∈ RN.
We note that u is a positive (resp. negative) solution of
u ∈ D1,20
(
R
N
)
, −u = |u|2∗−2u in RN, (2.2)
if and only if there is (ε, z) ∈ (0,∞) × RN such that u = Uε,z (resp. u = −Uε,z) and that u is
a positive or negative solution of (2.2) if and only if u ∈ NRN and IRN (u) = c∞. We also note
that
‖Uε,z‖2 =
∫
RN
∣∣Uε,z(x)∣∣2∗ dx = Nc∞.
The following is obtained by Weth [13].
Proposition 1 (Weth). There exists ε1 ∈ (0, c∞) such that IRN does not have a critical point
u ∈ D1,2(RN) such that IRN (u) ∈ (c∞,2c∞ + ε1].0
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IΩ˜(u) = IRN (u) for each u ∈ D1,20 (Ω˜) and NΩ˜ = NRN ∩ D1,20 (Ω˜).
We note that there exists C > 1 such that
‖u‖ C and
∫
Ω˜
∣∣u(x)∣∣2∗ dx  1
C
for each u ∈ NΩ˜ with IΩ˜(u) 3c∞. (2.3)
We also define two subsets of NΩ˜ by
N̂Ω˜ =
{
u ∈ NΩ˜ : u+ = 0, u− = 0
}
,
NΩ˜,∗ =
{
u ∈ NΩ˜ : u+, u− ∈ NΩ˜
}
,
where u+(x) = max{u(x),0} and u−(x) = min{u(x),0}. We set
τ(u) =
(∫
Ω˜
|∇u(x)|2 dx∫
Ω˜
|u(x)|2∗ dx
) 1
2∗−2
for each u ∈ D1,20 (Ω˜) \ {0},
T (u) = τ(u)u for each u ∈ D1,20 (Ω˜) \ {0}.
We can see T (u) ∈ NΩ˜ for u ∈ D1,20 (Ω˜) \ {0}. We also set
T∗(u) = T
(
u+
)+ T (u−) for each u ∈ N̂Ω˜ ,
α(t, v) = T ((1 − t)v+ + tv−) for each v ∈ NΩ˜,∗.
We can see T∗(u) ∈ NΩ˜,∗ for u ∈ N̂Ω˜ and t → α(t, v) is a path on NΩ˜ connecting v+ and v−
for v ∈ NΩ˜,∗. For (t, v) ∈ [0,1] × NΩ˜,∗, we can also see that
τ
(
(1 − t)v+ + tv−)= ( (1 − t)2‖v+‖2 + t2‖v−‖2
(1 − t)2∗‖v+‖2 + t2∗‖v−‖2∗
) 1
2∗−2
and
IΩ˜
(
α(t, v)
)= 1
N
((1 − t)2‖v+‖2 + t2‖v−‖2) 2
∗
2∗−2
((1 − t)2∗‖v+‖2 + t2∗‖v−‖2∗) 22∗−2
. (2.4)
We define μ : N̂Ω˜ → (0,1) by
α
(
μ(u), T∗(u)
)= u for each u ∈ N̂Ω˜ .
We note that μ : N̂Ω˜ → (0,1) is continuous and
μ
(
α(t, v)
)= t for v ∈ N˜ and t ∈ (0,1). (2.5)Ω,∗
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β(u) =
∫
Ω˜
x|u(x)|2∗ dx∫
Ω˜
|u(x)|2∗ dx for each u ∈ D
1,2
0 (Ω˜) \ {0}.
From (2.3), we can see that β is uniformly continuous on the set {u ∈ NΩ˜ : IΩ˜(u) 3c∞}.
Lemma 1. For each δ ∈ (0,1/2), there holds
inf
{∫
Ω˜
∣∣u±(x)∣∣2∗ dx: u ∈ N̂Ω˜ , IΩ˜ (u) 3c∞, ∣∣∣∣μ(u)− 12
∣∣∣∣ δ}> 0;
in particular, the mappings u → β(u±) are uniformly continuous on the set {u ∈ N̂Ω˜ : IΩ˜(u)
3c∞, |μ(u) − 1/2| δ}.
Proof. Suppose that the conclusion does not hold. Noting (2.3), we may assume that there exist
δ ∈ (0,1/2) and {un} ⊂ N̂Ω˜ such IΩ˜(un) 3c∞, |μ(un)− 1/2| δ,
lim
n→∞
∫
Ω˜
∣∣u+n (x)∣∣2∗ dx > 0 and limn→∞
∫
Ω˜
∣∣u−n (x)∣∣2∗ dx = 0.
We set vn = T∗(un), tn = μ(un) and kn = τ((1 − tn)v+n + tnv−n ) for each n ∈ N. Then we have
kn(1 − tn)τ
(
u+n
)= 1 and kntnτ(u−n )= 1 for each n ∈ N. (2.6)
Since |tn − 1/2|  δ for each n ∈ N, {τ(u+n )} is bounded and bounded away from 0 and
τ(u−n ) → ∞ as n → ∞, we obtain a contradiction. Thus we have shown our assertion. 
Lemma 2. For each ε > 0, there exists δ > 0 such that ‖u − T∗(u)‖ < ε for each u ∈ N̂Ω˜
satisfying IΩ˜(u) 3c∞ and |μ(u)− 1/2| < δ.
Proof. Let {un} ⊂ N̂Ω˜ such that IΩ˜(un)  3c∞ and μ(un) → 1/2. By (2.3) and the previous
lemma, we can find that {τ(u±n )} are bounded and bounded away from 0. Setting vn = T∗(un),
tn = μ(un) and kn = τ((1 − tn)v+n + tnv−n ) for each n ∈ N, and noting (2.6), tn → 1/2 and
{un} ⊂ NΩ˜ , we have τ(u±n ) → 1. Hence we obtain ‖un − T∗(un)‖ → 0. 
Lemma 3. There exist ε2 ∈ (0, ε1), δ2 ∈ (0,1/2) and R0 > 0 such that
(i) |β(u)|R0 for each u ∈ NΩ˜ with IΩ˜(u) c∞ + ε2,
(ii) |β(u+)|  R0 and |β(u−)|  R0 for each u ∈ N̂Ω˜ with IΩ˜(u)  2c∞ + ε2 and |μ(u) −
1/2| δ2.
Proof. (i): Suppose that the conclusion does not hold. Then there exists {un} ⊂ NΩ˜ such that
I˜(un) → c∞ and β(un) → 0. By Ekeland’s variational principle, we can show ‖∇I˜(un)‖→ 0.Ω Ω
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{λm} ⊂ (0,1), {zm} ⊂ Ω˜ and z ∈ Ω˜ such that zm → z, dist(zm, ∂Ω˜)/λm → ∞, and
‖unm − Uλm,zm‖ → 0 or ‖unm +Uλm,zm‖ → 0.
Then we have β(unm) → z, which yields z = 0. Since 0 /∈ Ω˜ , we obtain a contradiction. Thus we
have shown (i).
(ii): Suppose that the conclusion does not hold. Then, without loss of generality, we may
assume that there exists {un} ⊂ N̂Ω˜ such that limn→∞ IΩ˜(un)  2c∞, μ(un) → 1/2 and
β(u+n ) → 0. By the previous lemma, we have ‖un − T∗(un)‖ → 0, which yields ‖u±n −
(T∗(un))±‖ → 0. From (2.1), Lemma 1 and IΩ˜(T∗(un)) = IΩ˜((T∗(un))+) + IΩ˜((T∗(un))−) for
each n ∈ N, we have IΩ˜((T∗(un))+) → c∞ and β((T∗(un))+) → 0, which contradicts (i). Hence
we have shown our assertion. 
We set
μ2 = 12 − δ2 and μ2 =
1
2
+ δ2.
For v ∈ NΩ˜ and A ⊂ NΩ˜ , we set
dist(v,A) = inf
w∈A‖v −w‖.
Lemma 4. There exist ε3 ∈ (0, ε2) and C1 > 0 such that
dist(u, NΩ˜,∗) 2C1
for each u ∈ N̂Ω˜ satisfying |IΩ˜ (u)− 2c∞| ε3 and |μ(u)− 1/2| = δ2.
Proof. Suppose that the conclusion does not hold. Then there exist {un} ⊂ N̂Ω˜ and {vn} ⊂ NΩ˜,∗
such that IΩ˜(un) → 2c∞, |μ(un) − 1/2| = δ2 and ‖un − vn‖ → 0. From ‖un − vn‖ → 0 and
IΩ˜(un) → 2c∞, we have IΩ˜(vn) → 2c∞, which yields IΩ˜(v±n ) → c∞. By Ekeland’s variational
principle, we can show ‖∇IΩ˜(v±n )‖ → 0, which yields ‖∇IΩ˜(vn)‖ → 0. Using Struwe’s global
compactness theorem, we may assume that there exist {λ1n}, {λ2n} ⊂ (0,∞), {z1n}, {z2n} ⊂ Ω˜ and
z1, z2 ∈ Ω˜ such that dist(zin, ∂Ω˜)/λin → ∞ and zin → zi for i = 1,2,
max
{
λ1n
λ2n
,
λ2n
λ1n
,
|z1n − z2n|√
λ1nλ
2
n
}
→ ∞,
∥∥v+n −Uλ1n,z1n∥∥→ 0 and ∥∥v−n +Uλ2n,z2n∥∥→ 0.
Then we can infer that both {(λ2n)
N−2
2 u+n (λ2n ·+z2n)} and {(λ1n)
N−2
2 u−n (λ1n ·+z1n)} converge weakly
to 0 in D1,2(RN). Hence we have0
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= ∥∥un − (Uλ1n,z1n − Uλ2n,z2n)∥∥2 − 2∫
Ω˜
∇(u+n −Uλ1n,z1n)∇(u−n +Uλ2n,z2n)dx
= −2
∫
Ω˜
∇u+n ∇Uλ2n,z2n dx + 2
∫
Ω˜
∇u−n ∇Uλ1n,z1n dx + o(1)
= −2
∫
RN
∇((λ2n)N−22 u+n (λ2nx + z2n))∇U1,0(x) dx
+ 2
∫
RN
∇((λ1n)N−22 u−n (λ1nx + z1n))∇U1,0(x) dx + o(1) = o(1).
So we obtain ‖u±n ‖2 → Nc∞. On the other hand, without loss of generality, we may assume
μ(un) = μ2 for all n ∈ N. We set wn = T∗(un) and kn = τ(μ2w+n + μ2w−n ) for each n ∈ N.
Since ‖un − vn‖ → 0, we have∫
Ω˜
∣∣knμ2w+n − v+n ∣∣2∗ dx → 0 and ∫
Ω˜
∣∣knμ2w−n − v−n ∣∣2∗ dx → 0.
From {wn}, {vn} ⊂ NΩ˜,∗ and ‖v±n ‖2 → Nc∞, we obtain
(knμ2)
2∗−2∥∥u+n ∥∥2 → Nc∞ and (knμ2)2∗−2∥∥u−n ∥∥2 → Nc∞,
which contradict ‖u±n ‖2 → Nc∞ and μ2 = μ2. Hence we have shown our assertion. 
By Lemma 2 and the previous lemma, we can choose δ1 ∈ (0, δ2) such that
∥∥u− T∗(u)∥∥ C1 for each u ∈ N̂Ω˜ with IΩ˜(u) 3c∞ and ∣∣∣∣μ(u)− 12
∣∣∣∣ δ1. (2.7)
We set
μ1 = 12 − δ1 and μ1 =
1
2
+ δ1.
Lemma 5. There exist ε0 ∈ (0, ε3) and δ0 ∈ (0, δ1) such that
IΩ˜
(
α
(
t, T∗(u)
))
 2c∞
for each t ∈ [0,μ1] ∪ [μ1,1] and u ∈ N̂˜ satisfying I˜(u) 2c∞ + ε0 and |μ(u) − 1/2| δ0.Ω Ω
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∂
∂t
IΩ˜
(
α(t, v)
)= ((1 − t)2‖v+‖2 + t2‖v−‖2) 22∗−2
((1 − t)2∗‖v+‖2 + t2∗‖v−‖2∗) 2
∗
2∗−2
· ∥∥v+∥∥2∥∥v−∥∥2t (1 − t)((1 − t)2∗−2 − t2∗−2), (2.8)
which shows
∂
∂t
IΩ˜
(
α(t, v)
)
> 0 for 0 < t <
1
2
and
∂
∂t
IΩ˜
(
α(t, v)
)
< 0 for
1
2
< t < 1. (2.9)
Since
Nc∞ = inf
{∥∥v±∥∥2: v ∈ NΩ˜,∗}= lim
ε→+0 sup
{∥∥v±∥∥2: v ∈ NΩ˜,∗, IΩ˜ (v) 2c∞ + ε},
there exists ε4 ∈ (0, ε3) such that for each t ∈ [0,μ1] ∪ [μ1,1] and v ∈ NΩ˜,∗ with IΩ˜(v) 
2c∞ + ε4, there holds IΩ˜(α(t, v)) 2c∞. From (2.3) and Lemma 2, we can see that there exist
ε0 ∈ (0, ε4) and δ0 ∈ (0, δ1) such that for each u ∈ N̂Ω˜ satisfying IΩ˜(u) 2c∞ + ε0 and |μ(u)−
1/2| δ0, there holds IΩ˜(T∗(u)) 2c∞ + ε4. Hence we can find that our assertion holds. 
We set
μ0 = 12 − δ0 and μ0 =
1
2
+ δ0.
Lemma 6. There exists C > 0 such that
max
{∥∥τ(u+)u+∥∥,∥∥τ(u−)u−∥∥} C
for each u ∈ N̂Ω˜ satisfying IΩ˜(u) 3c∞ and |μ(u) − 1/2| δ2.
Proof. Let u ∈ N̂Ω˜ such that IΩ˜(u) 3c∞ and |μ(u)−1/2| δ2. We set v = T∗(u). From (2.4),
(2.9) and the previous lemma, we have IΩ˜(α(μ2, v)) 3c∞ or IΩ˜(α(μ2, v)) 3c∞, i.e.,
min
{
(μ22‖v+‖2 +μ22‖v−‖2)
2∗
2∗−2
(μ22
∗‖v+‖2 +μ22∗‖v−‖2)
2
2∗−2
,
(μ22‖v+‖2 + μ22‖v−‖2)
2∗
2∗−2
(μ22
∗‖v+‖2 + μ22∗‖v−‖2)
2
2∗−2
}
 3Nc∞.
Since ‖v±‖2 Nc∞, we can easily show that our assertion holds. 
Lemma 7. There exists C > 0 such that∥∥∥∥ ∂∂t α(t, T∗(u))
∣∣∣∣
t=μ(u)
∥∥∥∥ C
for each u ∈ N̂˜ satisfying I˜(u) 3c∞ and |μ(u) − 1/2| δ2.Ω Ω
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∥∥∥∥
= 1
2∗ − 2
(
(1 − t)2‖v+‖2 + t2‖v−‖2
(1 − t)2∗‖v+‖2 + t2∗‖v−‖2∗
) 3−2∗
2∗−2 ‖v+‖‖v−‖
((1 − t)2∗‖v+‖2 + t2∗‖v−‖2∗)2
· (∥∥v−∥∥2[−(2∗ − 2)t2∗+1∥∥v−∥∥2 + ∥∥v+∥∥2(2t (1 − t)2∗ − 2∗t2∗−1(1 − t)2)]2
+ ∥∥v+∥∥2[(2∗ − 2)(1 − t)2∗+1∥∥v+∥∥2 + ∥∥v−∥∥2(−2t2∗(1 − t)+ 2∗t2(1 − t)2∗−1)]2) 12 .
Using the previous lemma, we can obtain our assertion. 
From (2.8) and Lemma 6, we have the following.
Lemma 8. There exists C > 0 such that∣∣∣∣ ∂∂t IΩ˜(α(t, T∗(u)))
∣∣∣∣
t=μ(u)
∣∣∣∣ C
for each u ∈ N̂Ω˜ satisfying IΩ˜(u) 3c∞ and δ0  |μ(u) − 1/2| δ2.
We set
C2 = sup
{
2
(‖u‖ + (Nc∞)− 2N−2 ‖u‖2∗−1): u ∈ N̂Ω˜ , IΩ˜ (u) 3c∞, ∣∣∣∣μ(u)− 12
∣∣∣∣ δ2},
C3 = inf
{
(2∗ − 2)2
(2 + 2∗(Nc∞)− 2N−2 ‖u‖2∗−2)2
| ∂
∂t
IΩ˜ (α(t, T∗(u)))|t=μ(u)|2
‖ ∂
∂t
α(t, T∗(u))|t=μ(u)‖2
:
u ∈ N̂Ω˜ , IΩ˜ (u) 3c∞, δ0 
∣∣∣∣μ(u)− 12
∣∣∣∣ δ2}.
By (2.3) and Lemmas 7 and 8, we find that C2 and C3 are positive real numbers. Without loss of
generality, we may assume
2ε0 
C1C3
C2
. (2.10)
We set
S = {x = (x′, xN ) ∈ RN : ∣∣x′∣∣2 + x2N = 1}, (2.11)
where x′ = (x1, . . . , xN−1). We set n= (0, . . . ,0,1) ∈ S. We define θ :RN \ {0} → S by
θ(x) = x for x ∈ RN \ {0}.|x|
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R˜1 = R1 + R2 −R14 , R˜2 = R2 −
R2 −R1
4
and C0 = R2 −R110 . (2.12)
We choose χ ∈ C∞(RN) such that
0 χ(x) 1,
∣∣∇χ(x)∣∣ 2
C0
and χ(x) =
{
1 if |x| C0,
0 if |x| 2C0.
In the case of N  4, we choose κ ∈ C∞0 (RN) such that
0 κ(x) 1,
∣∣∇κ(x)∣∣ 2 and κ(x) = {0 if |x′| 1,
1 if |x′| 2,
where x = (x′, xN) ∈ RN , and for η > 0, we set κη(x) = κ(x/η) for x ∈ RN . In the case of
N = 3, for η ∈ (0,1), we set
κη(x) =
⎧⎪⎨⎪⎩
0 if |x′| η,
log |x′|−logη
log√η−logη if η |x′|
√
η,
1 if |x′|√η.
Lemma 9. In the case of N  4, for each ε ∈ (0,1), η ∈ (0, ε(2N−4)/(N−3)] and z ∈ Ω˜ such that
dist(z, ∂Ω˜) 2C0, there hold
(i) |∫
Ω˜
|∇(κη(x)χ(x − z)Uε,z(x))|2 dx − Nc∞| CεN−2,
(ii) |∫
Ω˜
|κη(x)χ(x − z)Uε,z(x)|2∗ dx − Nc∞| CεN ,
where C is a positive constant which does not depend on either ε, η or z. In the case of N = 3, for
each ε ∈ (0,1), η ∈ (0, exp(−2/ε2)] and z ∈ Ω˜ such that dist(z, ∂Ω˜) 2C0, there also hold (i)
and (ii).
Proof. Let 0 < η < ε be small and let z ∈ Ω˜ such that dist(z, ∂Ω˜)  2C0. For positive real
numbers a, b which may depend on ε, η or z, we write a  b if there is a positive constant C
such that a  Cb holds and C does not depend on either ε, η or z. For N  3, we have∣∣∣∣∫
Ω˜
∣∣∇(κη(x)χ(x − z)Uε,z(x))∣∣2 dx −Nc∞∣∣∣∣

∫
RN
(
1 − ∣∣κη(x)χ(x − z)∣∣2)∣∣∇Uε,z(x)∣∣2 dx + 2 ∫
RN
∣∣∇χ(x − z)∣∣2Uε,z(x)2 dx
+ 2
∫
RN
∣∣∇χ(x − z)∣∣Uε,z(x)∣∣∇Uε,z(x)∣∣dx + 2 ∫
RN
∣∣∇κη(x)∣∣χ(x − z)2Uε,z(x)∣∣∇Uε,z(x)∣∣dx
+ 2
∫
N
∣∣∇κη(x)∣∣2χ(x − z)2Uε,z(x)2 dx.
R
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∇Uε,z(x) = −
(
N(N − 2))N−24 (N − 2)( ε
ε2 + |x − z|2
)N−2
2 x − z
ε2 + |x − z|2 ,
we can easily see∫
RN
∣∣∇χ(x − z)∣∣2Uε,z(x)2 dx + ∫
RN
∣∣∇χ(x − z)∣∣Uε,z(x)∣∣∇Uε,z(x)∣∣dx  εN−2.
First, we treat the case N  4. Let ε ∈ (0,1) and η ∈ (0, ε(2N−4)/(N−3)]. Since we have
∣∣∇Uε,z(x)∣∣ (N(N − 2))N−24 (N − 2)2ε
(
ε
ε2 + |x − z|2
)N−2
2
,
we can show ∫
RN
∣∣∇κη(x)∣∣χ(x − z)2Uε,z(x)∣∣∇Uε,z(x)∣∣dx
 1
εη
∫
|x−z|2C0, |x′|2η
(
ε
ε2 + |x − z|2
)N−2
dx
 1
εη
∫
|x′|2η
(
ε
ε2 + |x′ − z′|2
)N−2
dx′
 1
εη
∫
|x′|2η
(
ε
ε2 + |x′|2
)N−2
dx′  η
N−2
εN−1
 εN−2,
∫
RN
∣∣∇κη(x)∣∣2χ(x − z)2Uε,z(x)2 dx
 1
η2
∫
|x′|2η
(
ε
ε2 + |x′ − z′|2
)N−2
dx′  η
N−3
εN−2
 εN−2,
and ∫
RN
(
1 − ∣∣κη(x)χ(x − z)∣∣2)∣∣∇Uε,z(x)∣∣2 dx

∫ ∣∣∇Uε,z(x)∣∣2 dx + ∫
′
∣∣∇Uε,z(x)∣∣2 dx
|x−z|C0 |x−z|C0, |x |2η
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ε2
∫
|x′|2η
(
ε
ε2 + |x′ − z′|2
)N−2
dx′
 εN−2 + η
N−1
εN
 εN−2.
Thus we obtain (i). By∣∣∣∣∫
Ω˜
∣∣κη(x)χ(x − z)Uε,z(x)∣∣2∗ dx − Nc∞∣∣∣∣

∫
RN
(
1 − ∣∣κη(x)χ(x − z)∣∣2∗)Uε,z(x)2∗ dx
 εN +
∫
|x′|2η
(
ε
ε2 + |x′ − z′|2
)N
dx′  εN + η
N
εN+1
 εN,
we have (ii). Next, we treat the case N = 3. Let ε ∈ (0,1) and η ∈ (0, exp(−2/ε2)]. We note
|∇κη(x)| 1/(|x′||log√η|). Then we have∫
R3
∣∣∇κη(x)∣∣χ(x − z)2Uε,z(x)∣∣∇Uε,z(x)∣∣dx
 1
ε|log√η|
∫
|x−z|2C0, η|x′|√η
1
|x′|
ε
ε2 + |x − z|2 dx
 1
ε2|log√η|
∫
η|x′|√η
1
|x′| dx
′ 
√
η
ε2|log√η|  ε,
∫
R3
∣∣∇κη(x)∣∣2χ(x − z)2Uε,z(x)2 dx
 1|log√η|2
∫
|x−z|2C0, η|x′|√η
1
|x′|2
ε
ε2 + |x − z|2 dx
 1
ε|log√η|2
∫
η|x′|√η
1
|x′|2 dx
′  1
ε|log√η|  ε
and ∫
N
(
1 − ∣∣κη(x)χ(x − z)∣∣2)∣∣∇Uε,z(x)∣∣2 dx  ε + 1
ε3
∫
η|x′|√η
dx′  ε + η
ε3
 ε,R
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Ω˜
∣∣κη(x)χ(x − z)Uε,z(x)∣∣6 dx − 3c∞∣∣∣∣ ∫
RN
(
1 − ∣∣κη(x)χ(x − z)∣∣6)Uε,z(x)6 dx
 ε3 + 1
ε3
∫
η|x′|√η
dx′  ε3 + η
ε3
 ε3,
we obtain (ii). 
Proposition 2. There exists η0 ∈ (0,1) such that for each domain Ω satisfying (1.2), there exist
f 1, f 2 ∈ C(S, NΩ˜ ∩ D1,20 (Ω)) such that
(i) suppf 1(x)∩ suppf 2(y) = ∅ for each x, y ∈ S,
(ii) f 1(x) 0 and f 2(x) 0 for each x ∈ S,
(iii) IΩ˜(f i(x)) c∞ + ε0/3 for each x ∈ S and i = 1,2,
(iv) |(θ ◦ β ◦ f i)(x)− x| 1 for each x ∈ S and i = 1,2.
Proof. Let ε ∈ (0,1). We set η = ε(2N−4)/(N−3) in the case of N  4 and η = exp(−2/ε2) in the
case of N = 3. We define
f 1(z) = T (κηχ(· − R˜1z)Uε,R˜1z) and f 2(z) = −T (κηχ(· − R˜2z)Uε,R˜2z)
for z ∈ S. We have f 1, f 2 ∈ C(S, NΩ˜ ). First, we will show that f 1, f 2 satisfy (i)–(iv) if we
choose ε ∈ (0,1) small enough. By (2.12), we see that (i) holds. From the definition of f 1
and f 2, (ii) holds. Let z ∈ S and i ∈ {1,2}. By the previous lemma, we have
IΩ˜
(
f i(z)
)= 1
N
( ‖κηχ(· − R˜iz)Uε,R˜i z‖2
(
∫
Ω
|κη(x)χ(x − R˜iz)Uε,R˜i z(x)|2∗ dx)2/2∗
)N/2
 1
N
(
Nc∞ +CεN−2
(Nc∞ − CεN)(N−2)/N
)N/2
 c∞ + C˜εN−2,
where C and C˜ are appropriate positive constants which do not depend on ε or z. Taking
ε ∈ (0,1) small enough, we obtain (iii). Since
β
(
f i(z)
)= β(κηχ(· − R˜iz)Uε,R˜i z)
=
∫
Ω˜
x|κη(x)χ(x − R˜iz)Uε,R˜i z(x)|2
∗
dx∫
Ω˜
|κη(x)χ(x − R˜iz)Uε,R˜i z(x)|2∗ dx
= R˜iz + ε
∫
RN
x|κη(εx + R˜iz)χ(εx)(1 + |x|2)−(N−2)/2|2∗ dx∫
RN
|κη(εx + R˜iz)χ(εx)(1 + |x|2)−(N−2)/2|2∗ dx
and suppχ ⊂ B2C0(0), we have |β(f i(z))− R˜iz| 2C0ε. Again, taking ε ∈ (0,1) small enough,
we obtain (iv).
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η0 = ε(2N−4)/(N−3) in the case of N  4 and η0 = exp(−2/ε2) in the case of N = 3. Then for
each domain Ω satisfying (1.2), we can infer f 1, f 2 ∈ C(S, NΩ˜ ∩ D1,20 (Ω)). 
We fix a domain Ω such that its boundary is smooth and it satisfies (1.2). We choose f 1 and f 2
satisfying the properties in the proposition above. As before, we consider D1,20 (Ω) ⊂ D1,20 (Ω˜)
by the zero extension. We set
I (u) = IΩ˜(u) for each u ∈ D1,20 (Ω),
N = NΩ˜ ∩ D1,20 (Ω), N̂ = N̂Ω˜ ∩ D1,20 (Ω),
and
β(u) = θ ◦ β(u) for each u ∈ D1,20 (Ω) \ {0} with β(u) = 0.
By Proposition 2 and a similar argument as in Lemma 3, we can show the following:
Lemma 10. It holds that
c∞ < c ≡ inf
{
I (u): u ∈ N , β(u) = 0, β(u) = n} c∞ + ε03 .
We set
Γ = {γ ∈ C(S, N ): β(γ (x)) = 0 for each x ∈ S and deg(β ◦ γ ;S,S) = 0},
c1 = inf
γ∈Γ maxx∈S I
(
γ (x)
)
,
where deg(β ◦ γ ;S,S) stands for the Brouwer degree of β ◦ γ :S → S; see [8].
Lemma 11. c c1  c∞ + ε0/3.
Proof. Let γ ∈ Γ . By deg(β ◦ γ ;S,S) = 0, there is x ∈ S such that β(γ (x)) = n, which yields
I (γ (x))  c. Hence we obtain c  c1. By Proposition 2, we have (1 − s)β(f 1(x)) + sx = 0
for each (x, s) ∈ S × [0,1]. So we can define H1 ∈ C(S × [0,1], S) by H1(x, s) = θ((1 −
s)β(f 1(x))+ sx). Then H1 is a homotopy from β ◦ f 1 to the identity mapping on S. Hence, by
the homotopy invariance property for the Brouwer degree, we have deg(β ◦ f 1;S,S) = 1. Thus
we have f 1 ∈ Γ . By Proposition 2, we also have I (f 1(x)) c∞ + ε0/3 for each x ∈ S, which
yields c1  c∞ + ε0/3. 
We define J ∈ C1(D1,20 (Ω),R) and X ∈ C1({u ∈ D1,20 (Ω): ∇J (u) = 0},R) by
J (u) = (∇I (u),u) for u ∈ D1,20 (Ω),
X(u) = ∇I (u)−
(
∇I (u), ∇J (u)‖∇J (u)‖
) ∇J (u)
‖∇J (u)‖ for u ∈ D
1,2
0 (Ω) with ∇J (u) = 0.
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Proposition 3. Problem (1.1) has at least one positive solution. Moreover, if problem (1.1) has
only one positive solution, c1 is its corresponding critical value for I .
Proof. Suppose that problem (1.1) does not have a positive solution or that it has only one
positive solution whose critical value for I is different from c1. Then we can choose ξ > 0 small
enough such that
inf
{∥∥∇I (u)∥∥: u ∈ D1,20 (Ω), c1 − 2ξ  I (u) c1 + 2ξ}> 0.
Since we have
∥∥X(u)∥∥2  ∥∥∇I (u)∥∥2( ∇J (u)‖∇J (u)‖ , u‖u‖
)2
= (2
∗ − 2)2‖u‖2
‖∇J (u)‖2
∥∥∇I (u)∥∥2 (2.13)
for each u ∈ N , we can find
inf
{∥∥∇X(u)∥∥: u ∈ N , c1 − 2ξ  I (u) c1 + 2ξ}> 0. (2.14)
We define ς ∈ C([0,∞) × N , N ) by
ς(0, u) = u, ∂
∂s
ς(s, u) = − dist(ς(s, u), N \A2ξ )
dist(ς(s, u), N \A2ξ )+ dist(ς(s, u),Aξ )X
(
ς(s,u)
)
for (s, u) ∈ [0,∞) × N , where Aη = {u ∈ N : c1 − η  I (u)  c1 + η} for η > 0. Let
γ ∈ Γ such that I (γ (x))  c1 + ξ for all x ∈ S. From (2.14), we can find s1 > 0 such that
I (ς(s1, γ (x))) c1 − ξ for all x ∈ S. From Lemma 3, we know that β(ς(s, γ (x))) = 0 for each
(s, x) ∈ [0, s1] × S. By the homotopy invariance, we have deg(β ◦ ς(s1, γ (·));S,S) = 0. Thus
we obtain ς(s1, γ (·)) ∈ Γ , which is a contradiction. Hence we have shown our assertion. 
We give the proof of Theorem 4 by contradiction. That is, we assume that problem (1.1) has
only one positive solution and it has no sign-changing solutions.
We set
β+(u) = θ
(
β
(
u+
))
and β−(u) = θ
(
β
(
u−
))
for u ∈ N̂ with β(u±) = 0.
We define ϕ ∈ C(S × S × [μ2,μ2], N ) by
ϕ(x, y, t) = α(t, f 1(x) + f 2(y)) for (x, y, t) ∈ S × S × [μ2,μ2].
We choose c0 such that
c∞ < c0 < c,
and we define σ˜ ∈ C([0,∞)× ϕ(S × S × [μ2,μ2]), N ) by
σ˜ (0, u) = u, ∂ σ˜ (s, u) = −X(˜σ(s,u))
∂s
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by
σ(s,u) =
{
σ˜ (s, u) if I (˜σ (s, u)) > c1 + c0,
σ˜ (min{t  0: I (˜σ (t, u)) c1 + c0}, u) if I (˜σ (s, u)) c1 + c0
for (s, u) ∈ [0,∞)× ϕ(S × S × [μ2,μ2]).
Lemma 12. There hold the following.
(σ1) σ ∈ C([0,∞)× ϕ(S × S × [μ2,μ2]), N ).
(σ2) I (σ (s, u)) I (σ (s′, u)) for all s, s′ ∈ [0,∞) and u ∈ ϕ(S×S×[μ2,μ2]) with s  s′  0.
(σ3) There exists s0 > 0 such that I (σ (s0, u)) c1 + c0 for all u ∈ ϕ(S × S × [μ2,μ2]).
(σ4) σ(s,u) = u for all s ∈ [0,∞) and u ∈ ϕ(S × S × [μ2,μ2]) with I (u) c1 + c0. In partic-
ular, σ(s,u) = u for all s ∈ [0,∞) and u ∈ ϕ(S × S × [μ2,μ1] ∪ [μ1,μ2]).
(σ5) σ(s,u) ∈ N̂ and μ(σ(s,u)) ∈ [μ2,μ2] for all s ∈ [0,∞) and u ∈ ϕ(S × S × [μ2,μ2]).
Proof. Since we assumed that only c1 is a critical value of I , I satisfies the Palais–Smale con-
dition in the level [c1 + c0,2c∞ + ε0]; see [3, Lemma 6]. By (2.13), we have
inf
{∥∥X(u)∥∥: u ∈ N , I (u) ∈ [c1 + c0,2c∞ + ε0]}> 0.
Hence we can infer that (σ1) and (σ3) hold. We can easily find that (σ2) and (σ4) hold. We
will show (σ5). Suppose not. Then there exists (s, u) ∈ (0,∞) × ϕ(S × S × [μ2,μ2]) such that
σ(s′, u) ∈ N̂ for each s′ ∈ [0, s] and μ(σ(s,u)) /∈ [μ2,μ2]. We may assume μ(σ(s,u)) < μ2.
From Lemma 5 and Proposition 2, we can find s1, s2 ∈ [0, s) such that s1 < s2, μ(σ(si, u)) = μi
for i = 1,2 and μ2 < μ(σ(s′, u)) < μ1 for each s′ ∈ (s1, s2). We note that 2c∞ + ε0 
I (σ (s, u)) > c1 + c0 for each s ∈ [s1, s2]. Noting( ∫
RN
|w|2∗ dx
) 1
2∗
 (Nc∞)−
1
N ‖w‖ for each w ∈ D1,20
(
R
N
)
and (2.13), we have
sup
{∥∥X(w)∥∥: w ∈ N̂ , I (w) 3c∞, μ(u) ∈ [μ2,μ2]}
 sup
{
2
∥∥∇I (w)∥∥: w ∈ N̂ , I (w) 3c∞, μ(u) ∈ [μ2,μ2]} C2
and
inf
{∥∥X(w)∥∥2: w ∈ N̂ , I (w) 3c∞, μ(u) ∈ [μ2,μ2]}
 inf
{
(2∗ − 2)2‖w‖2
‖∇J (w)‖2
∥∥∇I (w)∥∥2: w ∈ N̂ , I (w) 3c∞, μ(u) ∈ [μ2,μ2]} C3.
From Lemma 4 and (2.7), we have
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∥∥σ(s2, u)− σ(s1, u)∥∥ s2∫
s1
∥∥X(σ(τ,u))∥∥dτ  C2(s2 − s1).
Using the inequality above and (2.10), we obtain
ε0  I
(
σ(s1, u)
)− I(σ(s2, u))= s2∫
s1
∥∥X(σ(τ,u))∥∥2 dτ  C3(s2 − s1) C3C1
C2
 2ε0,
which is a contradiction. Hence we have shown (σ5). 
We set
ϕs(x, y, t) = σ
(
s, ϕ(x, y, t)
)
for s ∈ [0,∞) and (x, y, t) ∈ S × S × [μ2,μ2].
By defining an equivalence relation s ∼ t on [0,1] if s = t or {s, t} = {0,1}, we identify
[0,1]/∼ with the standard 1-dimensional sphere {(cos 2πt, sin 2πt): 0 t  1} and we denote
it by S1. We can consider two distances on S1; one is induced from [0,1] and the other is induced
from {(cos 2πt, sin 2πt): 0  t  1}(⊂ R2). According to a situation, these two distances will
be used properly. We consider that S × S × S1 is a submanifold of RN+1 × RN+1 × R2 by the
standard embedding. We define P12 :S × S × S1 → S × S and P3 :S × S × S1 → S1 by
P12(x, y, t) = (x, y) and P3(x, y, t) = t for (x, y, t) ∈ S × S × S1,
respectively. For a mapping h ∈ C(S × S × [μ2,μ2], S × S × [μ2,μ2]) such that⎧⎪⎨⎪⎩
P12
(
h(x, y,μ2)
)= P12(h(x, y,μ2)) for all (x, y) ∈ S × S,
P3
(
h(x, y,μ2)
)= μ2 for all (x, y) ∈ S × S,
P3
(
h(x, y,μ2)
)= μ2 for all (x, y) ∈ S × S,
we define E(h) :S × S × S1 → S × S × S1 by
E(h)(x, y, t) =
{
h(x, y, t) for (x, y, t) ∈ S × S × [μ2,μ2],
(P12(h(x, y,μ2)), t) for (x, y, t) ∈ S × S × (S1 \ [μ2,μ2]).
By Proposition 2, we have
deg
(
E
(
(β+, β−,μ) ◦ ϕ0
);S × S × S1, S × S × S1)= 1. (2.15)
Indeed, we define H2 ∈ C(S × S × S1 × [0,1], S × S × S1) by
H2(x, y, t, s) =
(
θ
(
(1 − s)β+
(
ϕ0(x, y, t)
)+ sx), θ((1 − s)β−(ϕ0(x, y, t))+ sy), t)
for (x, y, t, s) ∈ S × S × [μ2,μ2] × [0,1] and
H2(x, y, t, s) =
(
θ
(
(1 − s)β+
(
ϕ0(x, y,μ2)
)+ sx), θ((1 − s)β−(ϕ0(x, y,μ2))+ sy), t)
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homotopy from E((β+, β−,μ)◦ϕ0) to the identity mapping on S×S×S1. By the homotopy in-
variance of the Brouwer degree, we have shown (2.15). From (σ4), we have (β+, β−,μ) ◦ϕs0 =
(β+, β−,μ) ◦ ϕ0 on S × S × ([μ2,μ1] ∪ [μ1,μ2]), and hence E((β+, β−,μ) ◦ ϕs0) is well
defined. Using the homotopy invariance of the Brouwer degree again, we have
deg
(
E
(
(β+, β−,μ) ◦ ϕs0
);S × S × S1, S × S × S1)= 1. (2.16)
Now, we give the proof of our theorem.
Proof of Theorem 4. Let ε > 0. By Lemma 2, we can choose δ ∈ (0, δ1) such that
I
((
ϕs0(x, y, t)
)+) I(T ((ϕs0(x, y, t))+))− ε,
for each (x, y, t) ∈ S × S × [μ2,μ2] with |μ((ϕs0(x, y, t))+) − 1/2| δ. Taking δ > 0 smaller
if necessary, we can show
I
((
ϕs0(x, y, t)
)−) c − ε
for each (x, y, t) ∈ S × S × [μ2,μ2] with |β−(ϕs0(x, y, t)) − n| δ. We choose ψ ∈ C∞(S ×
S × S1, S × S × S1) such that
sup
(x,y,t)∈S×S×S1
∣∣ψ(x, y, t)− E((β+, β−,μ) ◦ ϕs0)(x, y, t)∣∣ δ2 . (2.17)
Since δ ∈ (0,1/2), by a similar argument as before, we can infer that there is a homotopy from
E((β+, β−,μ) ◦ ϕs0) to ψ , which yields
deg
(
ψ;S × S × S1, S × S × S1)= 1.
We write ψ = (ψ+,ψ−,ψμ). Since (ψ−,ψμ) ∈ C∞(S × S × S1, S × S1), we can choose
(n′, t ′) ∈ S × S1 such that |n′ − n|  δ/2, |t ′ − 1/2|  δ/2 and (n′, t ′) is a regular value of
(ψ−,ψμ) :S × S × S1 → S × S1. We set
G = (ψ−,ψμ)−1
(
n′, t ′
)
.
Then G is an (N − 1)-dimensional submanifold of S × S × S1. For each (x, y, t) ∈ G, we have∣∣∣∣P3(E((β+, β−,μ) ◦ ϕs0)(x, y, t))− 12
∣∣∣∣

∣∣P3(E((β+, β−,μ) ◦ ϕs0)(x, y, t))− ψμ(x, y, t)∣∣+ ∣∣∣∣ψμ(x, y, t)− 12
∣∣∣∣
 δ < δ1.
Thus, from (σ4), we have
G ⊂ S × S × [μ1,μ1]. (2.18)
3630 N. Hirano, N. Shioji / Journal of Functional Analysis 261 (2011) 3612–3632Since for each (x, y, t) ∈ G,∣∣μ(ϕs0(x, y, t))− 1/2∣∣ ∣∣μ(ϕs0(x, y, t))−ψμ(x, y, t)∣∣+ ∣∣ψμ(x, y, t) − t ′∣∣+ ∣∣t ′ − 1/2∣∣ δ,∣∣β−(ϕs0(x, y, t))− n′∣∣ ∣∣β−(ϕs0(x, y, t))−ψ−(x, y, t)∣∣+ ∣∣ψ−(x, y, t) − n′∣∣+ ∣∣n′ − n∣∣ δ,
we have
I
((
ϕs0(x, y, t)
)+) I(T ((ϕs0(x, y, t))+))− ε for each (x, y, t) ∈ G,
and
I
((
ϕs0(x, y, t)
)−) c − ε for each (x, y, t) ∈ G.
We claim deg(ψ+|G;G,S) = 0. Take z ∈ S such that z is a regular value of ψ+|G and ψ+. Then
we have ψ−1(z,n′, t ′) = (ψ+|G)−1(z) and we can see that (z,n′, t ′) is a regular value of ψ . Thus
there exist (x1, y1, t1), . . . , (xk, yk, tk) ∈ G such that
ψ−1
(
z,n′, t ′
)= {(x1, y1, t1), . . . , (xk, yk, tk)}.
By (2.16), we can find that k is an odd number. We note that
ψ−1
(
z,n′, t ′
)= (ψ−,ψμ)−1(n′, t ′)∩ψ−1+ (z).
Since (n′, t ′) is a regular value of (ψ−,ψμ) and z is a regular value of ψ+|G and ψ+, we can find
that (ψ−,ψμ)−1(n′, t ′) and ψ−1+ (z) intersect transversally. Then we have
T(xi ,yi ,ti )
(
S × S × S1)= T(xi ,yi ,ti )(G)⊕ T(xi ,yi ,ti )(ψ−1+ (z)) (2.19)
for each i = 1, . . . , k. Here, T(xi ,yi ,ti )(S × S × S1) stands for the tangent space of S × S × S1
at (xi, yi, ti ); T(xi ,yi ,ti )(G) and T(xi ,yi ,ti )(ψ
−1+ (z)) are also tangent spaces. Since (z,n′, t ′) is a
regular value of ψ , dψ(xi ,yi ,ti ) :T(xi ,yi ,ti )(S × S × S1) → T(z,n′,t ′)(S × S × S1) is bijective for
each i = 1, . . . , k, where dψ(xi ,yi ,ti ) is the derivative of ψ at (xi, yi, ti). We note
T(z,n′,t ′)
(
S × S × S1)= Tz(S) ⊕ T(n′,t ′)(S × S1),
and
dψ(xi ,yi ,ti ) =
(
d(ψ+)(xi ,yi ,ti ), d(ψ−,ψμ)(xi ,yi ,ti )
)
:
T(xi ,yi ,ti )
(
S × S × S1)→ Tz(S)⊕ T(n′,t ′)(S × S1),
d(ψ+)(xi ,yi ,ti )
(
T(xi ,yi ,ti )
(
ψ−1+ (z)
))= {0},
d(ψ−,ψμ)(xi ,yi ,ti )
(
T(xi ,yi ,ti )(G)
)= {(0,0)}
for each i = 1, . . . , k. From (2.19) and the bijectivity of dψ(xi ,yi ,ti ), we can infer that
d(ψ+|G)(xi ,yi ,ti ) :T(xi ,yi ,ti )(G) → Tz(S) is also bijective for each i = 1, . . . , k. Since k is
odd, we have deg(ψ+|G;G,S) = 0. Hence we have shown the claim. Next, we will show
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From (2.17), we have∣∣β(γ (x, y, t))−ψ+(x, y, t)∣∣

∣∣β(γ (x, y, t))− β((ϕs0(x, y, t))+)∣∣+ ∣∣β((ϕs0(x, y, t))+)−ψ+(x, y, t)∣∣
 δ
2
<
1
4
for each (x, y, t) ∈ G. We define H3 :G× [0,1] → S by
H3(x, y, t, s) = θ
(
(1 − s)β(γ (x, y, t))+ sψ+|G(x, y, t)) for (x, y, t, s) ∈ G× [0,1].
Then we can see that H3 is a homotopy from β ◦ γ to ψ+|G. From deg(ψ+|G;G,S) = 0 and the
homotopy invariance of the Brouwer degree, we have shown deg(β ◦ γ ;G,S) = 0. Since there
exists only one positive solution of (1.1), we have
max
(x,y,t)∈G
I
(
γ (x, y, t)
)
 c1.
Indeed, if not, by similar lines as those in the proof of Proposition 3, we can show that there is
another positive solution of (1.1) whose value for I is in [c, c1), which is a contradiction. Hence
we have
max
(x,y,t)∈S×S×[μ2,μ2]
I
(
ϕs0(x, y, t)
)
 max
(x,y,t)∈G
I
(
ϕs0(x, y, t)
)
 max
(x,y,t)∈G
I
((
ϕs0(x, y, t)
)+)+ min
(x,y,t)∈GI
((
ϕs0(x, y, t)
)−)
 max
(x,y,t)∈G
I
(
γ (x, y, t)
)− ε + c − ε  c1 + c − 2ε.
Since ε > 0 is arbitrary, we have
max
(x,y,t)∈S×S×[μ2,μ2]
I
(
ϕs0(x, y, t)
)
 c1 + c,
which contradicts (σ3). Thus we have shown that problem (1.1) has at least two pairs of solu-
tions. 
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