In this note, we study existence of the outgoing/incoming resolvents of repulsive Schrödinger operators which may not be essentially self-adjoint on the Schwartz space. Moreover, we recover the classical result: The repulsive Schrödinger operators with large repulsive constant is not essentially self-adjoint on the Schwartz space.
Introduction
In this paper, we consider the following repulsive Schrödinger operator:
where x = (1 + |x| 2 ) 1/2 and P 0 = P 0,α = −∆ − x 2α , α > 1, on R n and Op(V ) is the Weyl quantization of a symbol V : R 2n → R. Let p 0 (x, ξ) = |ξ| 2 − x 2α and p(x, ξ) = p 0 (x, ξ) + V (x, ξ). Suppose that Op(V ) is a differential operator and
V j (x, ξ), V j ∈ S 2−j,αj−µ .
for some 0 < µ < 1/2. We also suppose the ellipticity assumptions: for any M > 0 |p(x, ξ)| ≥ C ξ 2 , |x| ≤ M, |ξ| ≥ R 0 with some C > 0 and R 0 > 0. We study stationary scattering theory of P and give an application to limit circle problem. The usual scattering theory is based on the limiting absorption principle: the resolvent bound The difficulty in the case of P with α > 1 lies in the lack of essential selfadjointness of P in S(R n ). Since P may have many self-adjoint extensions, "the boundary value of the resolvent" seems to be meaningless. The recent progress in the microlocal analysis gives another definition of the outgoing/incoming resolvents of a pseudodifferential operator under some dynamical conditions. See [6] for the Anosov vector fields, [5] in the asymptotically hyperbolic spaces, [1] and [16] in the scattering Lorentzian spaces. We apply this technique to the repulsive Schrödinger operator P even for α > 1 and can prove existence of the outgoing/incoming resolvents. Moreover, as an application, we reprove that P is not essentially self-adjoint for α > 1. This is a classical result: a typical limit circle case (for example, see [14] ). However, it seems new result if Op(V ) is not a multiplication operator.
The repulsive Schrödinger operator is studied by several authors if Op(V ) is a multiplication operator. Time dependent scattering theory of the operator (1.1) for 0 < α ≤ 1 is studied in [2] in the short-range case. They prove the existence and the completeness of the wave operator and the asymptotic velocity. They also study that the existence of the outgoing/incoming resolvent and the absence of L 2 -eigenvalues. The recent works in [11] and [12] extend some results in [2] for the long-range case. Moreover, in [11] , the author of these papers proves the absence of eigenvalues in the Bezov space is proved, where the order of Bezov space is α−1 2 . This result is an extension of well-known results for the usual Schrödinger operators (α = 0) to the repulsive Schrödinger operators (0 < α ≤ 1).
From the usual stationary scattering theory of −∆, we know that:
• Eigenfunctions of −∆ with positive number do not exist in the weighted L 2 -space with the threshold weight:
• There are many eigenfunctions near L 2,− 1 2 :
The result in [11] and [12] suggests that the above results hold for the repulsive Schrödinger operator with 0 < α ≤ 1 with threshold weight α−1 2 . It is expected that these results also hold for α > 1. In this paper, we almost justify these and we prove the existence of non-trivial L 2 -solution to
for z ∈ C except for a discrete subsetS α of C. We introduce the variable order weighted L 2 -space L 2,k−tm(x,ξ) , where k, t ∈ R and m is a real-valued function on the phase space R 2n . Though we give a precise definition of
for large R > 0. The following theorem is an analog of [6, Theorem 1.4].
Theorem 1.1. Let m be as in subsection 3.1.
(i) Let 0 < |t| < 1/2 and z ∈ C. We define
is a Fredholm operator and coincides with the closure of (P − z) with domain S(R n ) with respect to its graph norm.
(ii) The Fredholm index of
From theorem 1.2 and [14, Theorem VIII.3, Corollary], we conclude that P is not essentially self-adjoint.
We expect that the self-adjoint extension of P | S(R n ) has a discrete spectrum since the problem seems to be similar to the boundary value problem for large α. However, we only prove the following weaker result. 
We fix some notations. S(R n ) denotes the set of all rapidly decreasing functions on R n and S ′ (R n ) denotes the set of all tempered distributions on R n . We use the weighted Sobolev space:
For Banach spaces X, Y , B(X, Y ) denotes the set of all linear bounded operators form X to Y . For a Banach space X, we denote the norm of X by · X . If X is a Hilbert space, we write the inner metric of X by (·, ·) X , where (·, ·) X is linear with respect to the left variable. We also
We denote the distribution pairing by < ·, · >. For I ⊂ R, we denote I ± = {z ∈ C | Re z ∈ I, ±Im z ≥ 0}. Set
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Preliminary

Notations and cut-off functions
In this subsection, we fix some notations and define cut-off functions which are used in this paper many times. Set
For R, L ≥ 1 and 0 < r < 1, setχ = 1 − χ and
We often use the symbol
Pseudodifferential operators
Set
We denote the Weyl quantization of
We denote OpS = Op(S) for S ⊂ S ′ (R 2n ). Recall that if a is real-valued, then Op(a) is formally self-adjoint with respect to the metric on L 2 (R n ). We denote the composition of the Weyl calculus by #:
The following lemmas are minor modifications of [3, Lemma E.25] and its corollaries.
The following proposition are proved by the standard parametrix construction.
Proposition 2.4 (Elliptic estimate I).
Let z ∈ C. If a ∈ S 0,0 is compactly supported in x or ξ variable, then for m, k ∈ R and N > 0, there exists C > 0 which is locally uniformly in C such that for
Remark 2.5. Proposition 2.4 holds when V is complex-valued.
Let γ > 1. There exists R 0 > 0 such that if R ≥ R 1 and a, a 1 ∈ S 0,0 is supported in Ω R,γ,1 ∪ Ω R,γ,2 and aa 1 = a, then there exists C > 0 such that for u ∈ H −N,−N with Op(a 1 )P u ∈ H k,l , we have Op(a)u ∈ H k+k1,l+αl1 and
Here C > 0 is locally uniformly in z ∈ C.
Remark 2.7. Proposition 2.6 holds when V is complex-valued.
The next lemma follows from a simple observation; |ξ| ∼ |x| α on supp a r,R .
where a r,R is as in subsection 2.1.
Proof. First, suppose |M | ≤ 1. By a support property of a r,R , we have
with some C > 0.
The next interpolation lemma is also standard.
Lemma 2.9. Let N > 0 and k, k ′ l, l ′ ∈ R with k < k ′ and l < l ′ . Then for any ε > 0 there exists C e > 0 such that
Proof. Let ε > 0 and u ∈ S ′ (R n ) such that the right hand side of (2.1). Take
The proof is completed.
3 Proof of Theorem 1.1
In this section, we assume α > 0.
Construction of an escape function
We define
where we recall η(x, ξ) = x · ξ/|x||ξ|
,
Proof. We learn
Note that the first line of the right hand side is positive for (
by (3.1) and (3.2). If |η| ≤ 1/4, then
Thus we complete the proof.
Fredholm properties
Let m = m J be as in subsection 3.1, where J is as in Lemma 3.1. For 0 < |t| ≤ 1/2 and z ∈ C ± , we set
whereG (α−1)/2,tm is as in Appendix A : (A.2). Then we have
We considerD tm (z) as a Banach space with its graph norm. Then S(R n ) is dense inD tm (z).
, then the elliptic estimates Proposition 2.4 and 2.6 imply 
Proposition 3.3. Suppose tIm z ≥ 0 if 0 < α ≤ 1. Let I ⊂ R be a relativity compact interval. Then there exists C > 0 such that for z ∈ I sgn t we have
Proof. If α > 1, then (3.4) and (3.5) hold for z ∈ I −sgn t though the constant C > 0 depends on Im z. In fact, since (α − 1)/2 > (1 − α)/2 if α > 1, then the elliptic estimates and the interpolation inequality implies that for any
We take ε 1 > 0 small enough and use (3.4) and (3.5) forz, then we obtain (3.4) for z ∈ I −sgn t . Thus it suffices to prove the proposition for z ∈ I sgn t .
We only prove (3.4) since (3.5) is similarly proved if we notice P tm (z) * = P (z) * −itOp(H p (m log x ))+OpS 0,−2+0 . It suffices to prove (3.4) for u ∈ S(R n ) by Lemma 3.2. By Lemma 3.1 and the sharp Gårding inequality, we have
for u ∈ S(R n ) and large N > 0. Thus since tIm z ≥ 0 and tε ≥ 0, then
By the elliptic estimates Proposition 2.4 and 2.6 and the interpolation estimate, we have
By using (3.6), (3.7) and the Cauchy-Schwarz inequality, we obtain (3.4) for u ∈ S(R n ).
if Im z > 0 is large enough. In fact, in (3.6), we have a stronger bound:
Hence we have
We use the trivial bound u H −N,−N ≤ u L 2 , then we obtain (3.8) for large Im z. Similarly, if t < 0, then (3.8) holds for large −Im z.
is a Fredholm operator. If α > 1, thenD tm =D tm (z) is independent of z ∈ C and there existsS α ⊂ C such that the map (3.9) is invertible for z ∈ C \S α Remark 3.6. Remark 3.4 implies that if t > 0 and Im z > 0 is large, then P tm (z, ε) is invertible. In fact, the injectivity of P tm (z) follows from (3.8) and the surjectivity follows from the injectivity of P tm (z) * .
Proof. First, we prove the map (3.9) is Fredholm. In order to prove that the dimension of Ker P m (z) is finite and Ran P m (z) is closed, every bounded sequence u k inD tm (z) such that P tm (z)u k is convergent in L 2,(1−α)/2 has a convergent subsequence inD tm (z) due to [9, Proposition 19.1.3]. However, it easily follows from (3.4) and the compactness of the inclusion L 2,(α−1)/2 ⊂ H −N,−N . In order prove that the cokernel of P tm (z) is of finite dimension, it suffices to prove that the kernel of
where we use Lemma 3.2 in the second line. Thus if u ∈ L 2,(α−1)/2 satisfies P tm (z) * u = 0, then this equality holds in the distributional sense. Then the claim follows same as in the first half part of this proof.
Next, we suppose α > 1. ThenD tm =D tm (z) is independent of z ∈ C by (α − 1)/2 > (1 − α)/2. Remark 3.4 and 3.6 impliy that if α > 1,
is an analytic family of Fredholm operators with respect to z ∈ C and is invertible at some points z. Thus the analytic Fredholm theorem [17, Theorem D.4] implies there exists a discrete setS α ⊂ C such that P tm (z) is invertible for z ∈ C \S α .
Proof of Theorem 1.1. Suppose α > 1. Then Theorem 1.1 follows from (3.3), Corollary 3.5 and Lemma A.3 (ii).
Proof of Theorem 1.2
In this section, we assume α > 1.
Outgoing/incoming parametrices
In this subsection, we construct outgoing/incoming parametrices. Set
The main result of this subsection is the following theorem.
Theorem 4.1. Fix a signature ± and a ∈ C ∞ (S n−1 ). Then there exists ϕ ± ∈ S 1+α (R n ) such that
The proof of the theorem is a series of the proposition and lemmas.
Moreover, let a ∈ C ∞ (S n−1 ) and set b(x) = |x|
Proof. We need the following propositions.
Lemma 4.3. Fix a signature ±. Let ϕ and b be as in the above proposition. Then
. We write ϕ = ϕ ± and ϕ 0 = ϕ 0,± = ±|x| 1+α /(1 + α). We learn
Thus it suffices to compute R. Since V is a polynomial of degree 2 with respect to ξ-varibble, we have
This completes the proof. Now we find an approximation solution to the eikonal equation:
Remark 4.6. In this construction, R N depends on N .
Proof. We set
Note that Im e 1,± ∈ S
if R > 0 is large enough. In fact, ∇ϕ 0,± + t∇e 1,± (x) = |x| α−1 x + O(|x| α−µ ) and hence ∂ ξ V (∇ϕ 0,± + t∇e 1,± (x)) = O(|x| α−µ ) uniformly in 0 ≤ t ≤ 1. Now we construct ϕ N ∈ S α+1 and e N ∈ S α+1−N µ inductively as follows:
Then we note that
and Im e N,± ∈ S 1−α−N µ (R n ). Then
and α > 1. Thus this completes the proof.
Proof of Theorem 4.1. Fix a signature ±. Let N > 0 be an integer such that
We take ϕ = ϕ ± = ϕ ±,N as in Proposition 4.5. Then Proposition 4.2 gives Theorem 4.1.
Construction of the L 2 -solutions
Now we construct the L 2 -solutions to
, we have
Now we take 0 < t < 1/2 such that t < min(µ/2, (α − 1)/2) and m = m J be as in subsection 3.1, where J is as in Lemma 3.1. Then since
by Theorem 1.1. Thus u = u 1 + e iϕ− b, then u ∈ L 2 and satisfies (P − z)u = 0 since t < (α − 1)/2. In order to prove u = 0, we use the wavefront condition of u 1 and e iϕ− b.
Proof. By (4.1), Proposition 2.4 and Proposition 2.6 implies that (1−Op(a r,R ))u 0 ∈ L 2,(α−1)/2 . Moreover, by a simple calculation, we have
Note that if r 1 , δ are small and R 1 is large, for (x, ξ) ∈ supp (a r1,R1 − b r1,R1,δ )
by a symbol calculus and (4.2). Thus if
2 . However, this is a contradiction since u 0 / ∈ L 2,(α−1)/2 by a simple calculation.
Lemma 4.8. For small 0 < r 1 , δ < 1 and large
2). Moreover, we note m(x, ξ) = −1 on supp b r1,R1,δ if small 0 < r 1 , δ < 1 and large
By the above two lemmas, we obtain u = u 0 + u 1 = 0. This completes the proof of Theorem 1.2.
5 Proof of Theorem 1.4
Lemma 5.1. Let α > 1. For δ > 0, there exists C > 0 such that
min . Proof. We may assume 0 < δ < µ. Set
If (x, ξ) ∈ supp b r,R ,then
with C > 0 if R > 0 is large enough. Since H V b r,R ∈ S 0,α−1−µ and 0 < δ < µ,
where e r,R ∈ S 0,α−1 supported away from the elliptic set of P with some C > 0 if R > 0 is large. Hence by the sharp Gårding inequality
for any u ∈ S(R n ) Take a r,2R a r1,R1 = a r,2R . Substituting Op(a r1,R1 ) into (5.2) and using the disjoint support property and a support property of a r1,R1 , then we have
for u ∈ S(R n ) with some C > 0. Using the elliptic estimates Lemma 2.4 and 2.6 in order to estimate the term (u, Op(e r,R )u) L 2 , we have
for u ∈ S(R n ) with some C > 0. Thus we obtain (5.3) for u ∈ S(R n ). To prove (5.3) for u ∈ D α min , it remains to use a standard density argument. Let
Hence Op(a r,2R )u k has a weak*-convergence subsequence in L 2,
and its accumulation point is Op(a r,2R )u. Thus we obtain Op(a r,2R )u ∈ L 2,
Combining this lemma with the elliptic estimates Proposition 2.4, 2.6 and Lemma 2.8, we have the following proposition: 
A Variable order wighted L
-spaces
Let m ∈ S 0,0 be real-valued and k, t ∈ R.
Thus u = 0. This completes the proof.
Moreover, the inverse is a pseudodifferential operator with its symbol in S 0,−k−tm(x,ξ) . Moreover, the symbol of its inverse is G −k,−tm + S −1,−k−1−tm(x,ξ)+0 .
Proof. We follow the argument as in [7, Appendix Lemma 12] . Since G(t) is selfadjoint, then the restriction G(t) : Ran G(t) ∩ D G(t) → Ran G(t) is invertible. By the standard parametrix construction, there exists a formally self-adjoint pseudodifferential operator Q(t) ∈ OpS 0,−k−tm(x,ξ) such that Op(G k,tm )Q(t) = QOp(G k,tm ) = I + R(t), where R(t) ∈ OpS −∞.−∞ . Since R(t) is compact in L 2 (R n ), Z(t) = Ker L 2 (R n ) (G(t)) is of finite dimension. Moreover, since R(t) ∈ OpS −∞.−∞ , Z(t) ⊂ S(R n ). We denote the orthogonal projection into Z(t) by P (t), then P (t) ∈ OpS −∞.−∞ . SetG(t) = G(t)(I − P (t)) + P (t), thenG(t) : D G(t) → Ran L 2 (R n ) G(t) ⊕ Ker L 2 (R n ) G(t) is invertible. Similarly, there exists a formally self-adjoint pseudodifferential operatorQ(t) such that Q(t) − Q(t) ∈ OpS −∞,−∞ andQ(t) : D Q(t) → Ran L 2 (R n ) Q(t) ⊕ Ker L 2 (R n ) Q(t) is invertible. We note that Q(t)G(t) =G(t)Q(t) = I +R(t), (A.1) whereR(t) ∈ OpS −∞,−∞ . Now we prove that I +R(t) is invertible in S(R n ) → S(R n ). It suffices to prove that I +R(t) is invertible in L 2 (R n ) → L 2 (R n ). In fact, by the Beals theorem, (I +R(t)) −1 is a pseudodifferential operator and maps from S(R n ) to S(R n ). Since I +R(t) is Fredholm with index zero in L 2 (R n ), then it suffices to prove its injectivity. If u +R(t)u = 0 for some u ∈ L 2 (R n ), then the invertibility ofQ(t) : D Q(t) → Ran L 2 (R n ) Q(t) ⊕ Ker L 2 (R n ) Q(t) andG(t)u ∈ D Q(t) implỹ G(t)u = 0. SinceG(t) − G(t) ∈ OpS −∞,−∞ , then u ∈ D G(t) . Thus u = 0.
We setG(t) −1 =Q(t)(I +R(t)) −1 ∈ OpS 0,−k−tm(x,ξ) , thenG(t) −1 is exactly the inverse ofG(t) in S(R n ) → S(R n ). We set R 1 (t) = (I − G(t))P (t), then the proof is completed.
LetG k,tm ∈ S 0,k+tm(x,ξ) such that Op(G k,tm ) = Op(G k,tm ) + R 1 (t). (A.2)
Now we introduce the variable order weighted L 2 space by
for k ∈ R and |t| < 1/2 and its inner metric by
Then L 2,k+tm(x,ξ) is a Hilbert space. We state the some property of L 2,k+tm(x,ξ) .
Lemma A.3. (i) (L 2,k+tm(x,ξ) ) * = L 2,−k−tm(x,ξ) .
(ii) For u ∈ S ′ (R n ), u ∈ L 2,k+tm(x,ξ) if and only if x k u ∈ L 2,tm(x,ξ) . Moreover, there exists C > 0 such that u ∈ L 2,k+tm(x,ξ) is bounded in L 2 by Lemma A.2. We are done.
