Abstract.-Nested clade phylogeographic analysis (NCPA) is a widely used method that aims to identify past demographic events that have shaped the history of a population. In an earlier study, NCPA has been fully automated, allowing it to be tested with simulated data sets generated under a null model in which samples simulated from a panmictic population are geographically distributed. It was noted that NCPA was prone to inferring false positives, corroborating earlier findings. The present study aims to evaluate both single-locus and multilocus NCPA under the scenario of restricted gene flow among spatially distributed populations. We have developed a new program, ANeCA-ML, which implements multilocus NCPA. Data were simulated under 3 models of gene flow: a stepping stone model, an island model, and a stepping stone model with some long-distance dispersal. Results indicate that single-locus NCPA tends to give a high frequency of false positives, but, unlike the random-mating scenario presented previously, inferences are not limited to restricted gene flow with isolation by distance or contiguous range expansion. The proportion of single-locus data sets that contained false inferences was 76% for the panmictic case, 87% for the stepping stone model, 79% for the stepping stone model with longdistance dispersal, and more than 99% for the island model. The frequency of inferences is inversely related to the amount of gene flow between demes. We performed multilocus NCPA by grouping the simulated loci into data sets of 5 loci. The false-positive rate was reduced in multilocus NCPA for some inferences but remained high for others. The proportion of multilocus data sets that contained false inferences was 17% for the panmictic case, 30% for the stepping stone model, 4% for the stepping stone model with long-distance dispersal, and 54% for the island model. Multilocus NCPA reduces the falsepositive rate by restricting the sensitivity of the method but does not appear to increase the accuracy of the approach. Three classical tests-the analysis of molecular variance method, Fu's Fs, and the Mantel test-show that there is information in the data that gives rise to explicable results using these standard approaches. In conclusion, for the scenarios that we have examined, our simulation study suggests that the NCPA method is unreliable and its inferences may be misleading. We suggest that the NCPA method should not be used without objective simulation-based testing by independent researchers.
Populations of organisms typically have a complex history of dispersal, with fluctuations in density (Woods and Davis 1989) . These processes are captured imperfectly in the genealogy of contemporary organisms (Wiuf 2003) , which we try to decipher through genetic analysis. The causal links between demographic history and patterns of haplotypic variation can be tenuous, but nonetheless, a variety of approaches have been developed that attempt to infer history from these patterns (Knowles 2009 ). These can be grouped into methods that infer parameters in specific demographic models (Williamson et al. 2005; Fagundes et al. 2007) , and nonparametric techniques more closely based on the shape of inferred gene genealogies (Templeton et al. 1995; Bandelt et al. 1999 ). The term "nonparametric" is used here to describe methods in which the model structure and parameters are not specified beforehand but are derived from the data. The focus of the present study is to extend the work of Panchal and Beaumont (2007) and examine further the performance of one of these latter approaches (nested clade phylogeographic analysis [NCPA]; Templeton et al. 1995) using data simulated under a number of known scenarios.
NCPA is a method, based on the analysis of single or multiple haplotype networks, that aims to identify past demographic events that have shaped the history of a population. A clustering method based on the rules presented in Templeton et al. (1992) is used to create groups referred to as clades from which summary statistics are calculated. These summary statistics are computed using the equations in Posada et al. (2006) implemented in GeoDis . Multiple summary statistics are calculated within each clade. It is assumed that the presence of a significant summary statistic indicates that there is some association between the geography and the haplotypes. Panchal and Beaumont (2007) found that many summary statistics can be significant when there is no association between haplotypes and geography, leading to many false inferences (i.e., significant associations between haplotypes and geography were inferred even though no such structure existed because the data were simulated under a condition of population panmixia). Furthermore, when significant associations are detected, the inferences about the underlying processes by NCPA do not appear to be accurate when there is geographic structuring. Knowles and Maddison (2002) found that NCPA yielded many inferences that did not correspond to the history of fragmentation simulated. However, this was criticized by Templeton (2004b) , who suggests NCPA can accurately infer processes and discriminate between them (for further discussion, see Knowles 2008 and Templeton 2009b) . This final stage of single-locus NCPA consists of a series of questions that interpret patterns of summary statistics and geographical distribution known as the inference key. It is the inference 416 SYSTEMATIC BIOLOGY VOL. 59 key that finally identifies which process or historical event occurred that caused the particular association and geographic distribution of haplotypes within a clade.
Recently, there has been much discussion of the NCPA procedure. In particular, responding to criticism by Petit (2008) , Templeton (2008) has argued against the findings in Panchal and Beaumont (2007) , who have in turn defended their results (Beaumont and Panchal 2008) . Further criticisms of the NCPA procedure have been made by Knowles (2008) and defended by Templeton (2009b) . Additional comments are to be found in Templeton (2009a) and Nielsen and Beaumont (2009) . A key feature of recent defences of NCPA by Templeton has been to acknowledge the tendency of the method to produce false positives, and the need to correct for multiple testing (Templeton 2008 (Templeton , 2009b , but then to emphasize the utility of multilocus extensions to the NCPA method, even though it has never been tested.
Multilocus NCPA is designed to combat the problem of false positives and false negatives from singlelocus NCPA (Templeton 2004b ) and was first used in Templeton (2002) to describe a model of human evolution. In population genetics, generally, there has been a recognition of the need to base inferences on multiple loci (Jennings and Edwards 2005; Carstens and Knowles 2007) , and the switch in emphasis from single-locus to multilocus NCPA has been claimed to be part of this trend (Templeton 2004b) . However, there is a fundamental difference between the arguments favoring multiple loci in model-based statistical tests, which hinge on the increased power (Rannala and Yang 2003) , in comparison with the arguments in favor of multiple-locus NCPA that acknowledge the need to reduce false positives (Templeton 2009a (Templeton , 2009b . In the first case, inferences were simply never made because the tests were underpowered. In the second case, many inferences were made, yet these may well have been wrong.
It should be noted that the vast majority of published studies have used single-locus NCPA. We have found fewer than 20 articles that have used multiple loci, yet more than 265 articles (Posada et al. 2006 ) have reported inferences using single-locus NCPA. It is thus important to establish the validity of claims in previously published single-locus studies and that is the main aim of the current paper.
With multiple loci, NCPA is applied to each locus as before. However, each inference must be corroborated by similar inferences in another locus. For an inference to be "cross-validated," it must follow certain criteria, which are 1) any inference must be supported by clades in at least 2 loci, 2) the inferences must be the same qualitative type of inference, 3) the clades must be geographically concordant, and 4) inferences of historical events must be temporally concordant (Templeton 2004b ). This extension of NCPA, although used in a number of more recent studies (Templeton 2002; Templeton 2005; Brisson et al. 2005) , and described as the solution to the false positives for single-locus NCPA (Templeton 2008 ), has not been tested and validated in any published study. We have developed a new program (ANeCA-ML) that allows the user to take the single-locus output from the program ANeCA (Panchal 2007) and perform multilocus NCPA.
Because of the wide scope of inferences claimed for NCPA, there is much that needs to be validated and tested. No single simulated scenario can examine all the possibilities. Templeton (2004b) tested a subset of NCPA's capability using real data sets that had strong prior evidence of fragmentation and range expansion. Templeton (2004b) noted, however, that simulations were also needed to test NCPA: to determine the true type 1 error rate under a panmictic model (these simulations were performed by Panchal and Beaumont 2007) and to test recovery of inferences under various patterns of gene flow. It is this last set of simulations that we aim to investigate here. In addition to a study of single-locus NCPA, we also provide data for multilocus NCPA, treating data sets from the single-locus study as independent loci. Templeton et al. (1995) provide an overview of the expected phylogeographic distribution under the 3 scenarios of restricted gene flow, range expansion, and fragmentation. Templeton (1998 Templeton ( , 2004b tests NCPA using empirical data sets in which the populations have strong a priori evidence of range expansion and/or fragmentation. We chose to add to this information by investigating 3 models of gene flow: a stepping stone model, an island model, and a stepping stone model with some long-distance dispersal. A stepping stone model (Kimura and Weiss 1964) represents the extreme of short-distance movements, whereas an Island model (Wright 1931) represents the extreme of long-distance dispersal. The stepping stone model with some long-distance dispersal represents a more realistic compromise between these 2 models, with mostly short-distance movements, but with some long-distance dispersal events. These models are described in more detail below. More complex models of gene flow would incorporate at least one of these models.
SIMULATION MODEL PARAMETERS AND METHODS
Each gene flow model (stepping stone, island, and stepping stone with long-distance dispersal) was simulated on a flat x × x lattice of demes, where x was either 3, 7, or 10. The total population size was 90,000 for a 3 × 3 grid (10,000 individuals per deme), 98,000 for a 7 × 7 grid (2000 individuals per deme), and 100,000 for a 10 × 10 grid (1000 individuals per deme). Two sampling schemes were also used. The first sampling scheme sampled all demes on the grid. In the second sampling scheme, referred to as the half-sampled scheme, demes were sampled beginning with the first deme, sampling only diagonally adjacent demes to those that were sampled. Three groups of sample sizes were also used. In the first group, when all demes were sampled, the total sample size was 900 for the 3 × 3 grid, 980 for the 2010 PANCHAL AND BEAUMONT-EVALUATING NCPA UNDER RESTRICTED GENE FLOW 417 7 × 7 grid, and 1000 for the 10 × 10 grid, and when using the half-sampled scheme, the total sample size was 500 for the 3 × 3 grid, 500 for the 7 × 7 grid, and 500 for the 10 × 10 grid. In the second group, sampling all demes, the total sample size was 450 for the 3 × 3 grid, 490 for the 7 × 7 grid, and 500 for the 10 × 10 grid. Under the half-sampled scheme, the total sample sizes for the second group were 250 for all 3 grid sizes. In the third group, when all demes were sampled, the total sample sizes were 180 for the 3 × 3 grid, 196 for the 7 × 7 grid, and 200 for the 10 × 10 grid, and under the half-sampled scheme, 100 under all 3 grid sizes. For each model of gene flow, we chose migration matrices that had the same probability of sharing a common ancestor within a deme without intervening migration. In an island model with low mutation rate, this becomes the same as the parameter F ST , defined in, for example, Rousset (2003) , and we will refer to it here as F ST (as in Nichols 1996 and Balding 2004) . It should be noted that standard estimators of F ST will then have expectations close to the value of F ST used in the simulations only in the case of the island model and will be larger than expected for the stepping-stone model (Crow and Aoki 1984) . Genealogies were simulated with F ST of either 0.03, 0.05, 0.1, or 0.2, where, from coalescent theory, the probability that 2 lineages in a randomly chosen deme coalesce before migrating (backward in time) is Beaumont and Nichols (1996) . Here, N i is the number of individuals in deme i, k is the number of demes, m i = k j=1 m ij is the total immigration rate into deme i, and m ij is the migration rate from deme j to deme i. In the stepping stone model, migration rates were identical between neighboring demes or 0 otherwise. In the island model, migration rates were identical between all demes (migration between a given deme and itself being zero). In the stepping stone distribution with some long-distance dispersal, migration rates were based on a Cauchy distribution, given by f (x ; x 0 , γ) = γ/(π((x − x 0 ) 2 + γ 2 )), where x 0 = 0 is the location parameter and γ is the shape parameter, given in Table 1 . We chose a Cauchy because it is quite widely used in dispersal models (e.g., Skarpaas et al. 2005) for modeling fat-tailed distributions. For each combination of factors (72 combinations of parameters for each model), 100 genealogies were generated using the software Simcoal v1.0 (Excoffier et al. 2000) and analyzed using the software ANeCA v1.2 (Panchal 2007) , which implements the November 2005 inference key and includes the software TCS 1.21 (Clement et al. 2000) and GeoDis 2.5 , using both the longitude-latitude and geographic distance matrix method of input to GeoDis. The program TCS is used to construct haplotype networks, and the program GeoDis computes the statistics D c and D n and performs permutation tests to generate P values. The statistic D c measures the geographical spread of members of a clade relative to their mean location and D n measures the geographical spread of members of a clade relative to the mean location of all members of the nesting clade. DNA sequence data were simulated 500 bp long with a mutation rate per generation of 0.00002 and a transition bias of 0.66666666. The mutation rate per generation was derived by assuming 4 years per generation and that mitochondrial DNA has an overall mutation rate of 1 × 10 −8 per site (Pesole et al. 1999) . We also assumed that the mutation rate was gamma distributed with a shape parameter of 4 using 10 rate classes. The intention was to simulate data with a θ = 2Dn d μ ≈ 2, where D is the number of demes and n d is the deme size. The results obtained by Panchal and Beaumont (2007) used ANeCA v1.0. The present version includes a minor bug fix and updates to TCS, GeoDis, and the inference key described in the software distribution. We have reanalyzed the data sets generated under panmixia in Panchal and Beaumont (2007) using ANeCA v1.2, and the results are indistinguishable within sampling error to those described in that publication.
This study also uses classical summary statistics to examine if there is information in the data that could be used by NCPA to make inferences. For each parameter set, the analysis of molecular variance (AMOVA) method within Arlequin (Excoffier et al. 2005 ) was used to calculate F ST and detect significant structure. We also chose to look at Fu's Fs (Fu 1997) , which is sensitive not only to selection but also to demographic expansion when loci are neutrally evolving. Both selection and demographic expansion can result in an excess of rare haplotypes, and Fu (1997) states that θ estimated by the average pairwise difference,θ π , is likely to be smaller than θ based on the number of alleles when there is an excess of recent mutations. Fu's Fs assumes a single closed population. However, its behavior in structured populations has been previously studied (e.g., Ray et al. 2003) , and it has been shown to be able to detect evidence of population expansion during spatial expansions in structured populations that also include an expansion of metapopulation size. The Mantel test was used to look for the presence of isolation by distance. The Mantel test is a test of correlation between 2 matrices, in this case the geographic distances between demes and Slatkin's linear F ST (given by F ST /(1 − F ST )). If the null hypothesis of no correlation between the matrices is true, then permuting the rows and columns of the matrix should be equally likely to produce a larger or smaller coefficient. If the null hypothesis of no correlation is rejected, it implies that there is isolation by distance (increasing differentiation between demes as geographic distance increases).
IMPLEMENTATION OF MULTILOCUS NCPA
To test multilocus NCPA, an application (ANeCA-ML) was written in the Java language and uses the output files from ANeCA to perform the multilocus analysis. A full description of the software is given in online Appendix 5 (available from http://www.sysbio. oxfordjournals.org/) with a brief overview given here. The methods described below follow those given by Templeton as closely as possible. It should be noted that we do so in order to test the method. We do not endorse any of these procedures as valid. In particular, the methods for dating historical demographic events have been severely criticized (Tavare et al. 1997; Beaumont et al. 2010) .
The software collects together a list of all the clades with inferences that are of the type restricted gene flow with isolation by distance (RGF IBD), restricted gene flow with long-distance dispersal, contiguous range expansion (CRE), allopatric fragmentation, and longdistance colonization. Each clade is then clustered if it shares greater than 75% overlap in geographic area with at least one other clade in the cluster. The choice of percentage overlap is somewhat arbitrary. Templeton has stated that the inferences found at different loci should be "qualitatively" similar (Templeton 2004b) , which involves judgement on the part of the user. In the study of human demographic history (Templeton 2002) , for example, some loci were sampled at up to 4 geographic sites and others at 35 sites, requiring some arbitrary grouping of geographic areas when judging overlap. Inferences of RGF IBD and restricted gene flow with some long-distance dispersal are not subjected to further "cross-validation" because there is no stipulation that the inferences should be concordant across time. However, if a cluster of geographically concordant inferences (in different clades) are all inferred at the same locus, they are also discarded (because they are not cross-validated).
For historical events (allopatric fragmentation, CRE, and long-distance colonization), it is necessary to compute the times associated with the events and to determine whether the inferred times are consistent across loci. Templeton (2002 Templeton ( , 2004a uses theory from Takahata et al. (2001) to estimate the Time to Most Recent Common Ancestor (T MRCA ) associated with each clade, which is taken to date the event. Essentially (for the haploid case), the expected pairwise difference E[π] = 2Nμ, where μ is the mutation rate and N is the population size. Under the standard coalescent, E[T MRCA ] = 2N, and therefore, an estimate of T MRCA is given byπ/μ using the empirical mean pairwise difference. In this calculation, we used the same mutation rate of 0.00002 per 500 bp sequence that was used to generate the data. Templeton refers to this as the TLS (Takahata-Lee-Satta) estimator.
Templeton (2002) devised a test for homogeneity of estimated coalescence times, based on the assumption that they follow a gamma distribution, computed by means of a G-statistic (equations 16 and 19 in Templeton 2004a). The G-statistic is calculated for the geographically concordant group. If the P value is < 0.95 (unable to reject the null hypothesis of a single event), the cluster is regarded as temporally concordant. This test is used to identify temporally concordant groups of clades. However, as noted in Templeton (2002) , a number of temporally distinct events, "cross-validated" at different loci, may be identified in this way. For example, in Templeton (2002, fig. 3 ), the G-statistic was used to reject the null hypothesis of a single date of population range expansion, inferred at 5 loci in humans. These were then grouped (apparently, visually) into 2 different temporal groups within which the G-statistic was not significant: 3 (autosomal) loci supporting an older expansion and 2 (mitochondrial DNA and Y) loci supporting a younger expansion. A general algorithm therefore requires that subgroups of temporally concordant clades are identified in an automatic way.
To achieve this, the program proceeds as follows. Starting with the geographically concordant clades with the same type of inference, we enumerate the powerset. Each subgroup must satisfy the following tests:
1. The G-statistic is nonsignificant. 2. Within a geographically concordant group, all clades must not be from the same locus. 3. For allopatric fragmentation, all the isolates that are identified using the inference key must be concordant too. If the intersection of the set of populations is greater than 75% of the union of populations for 2 isolates, then they are considered as geographically concordant. If there are 2 or more isolates identified for a locus, then they all must be geographically concordant with the 2 or more isolates identified on the other loci. If just a single isolate is identified on a locus, it must be geographically concordant with at least one of the isolates identified on another locus. 4. For CRE and long-distance colonization, the intersection of the populations for tip clades must be greater than 75% of the union of populations for the tip clades and similarly for the interior clades to be geographically concordant.
The program then retains the largest subsets that satisfy these criteria. Thus, in the example given in figure 3 of Templeton (2002) , this algorithm would result in the 2 identified groups of clades.
To summarize, inferences of restricted gene flow are cross-validated only if they are concordant in space, and historical events are only cross-validated if they are concordant in time and also identify the same isolates (in the case of allopatric fragmentation) or identify the 2010 PANCHAL AND BEAUMONT-EVALUATING NCPA UNDER RESTRICTED GENE FLOW 419 same origin and destination (in the case of CRE and long-distance colonization).
In order to test the multilocus NCPA procedure, we grouped the simulated single-locus data sets, described above, into sets of 5 loci. Thus, each replicate of 100 loci was reduced to 20 data sets. We then applied ANeCA-ML and recorded the inferences obtained in the same way as for the single-locus data.
RESULTS

Prior Expectations of NCPA
For each gene flow model, different results are expected from NCPA. Under the stepping stone model, only inferences that include isolation by distance are expected, such as "RGF IBD." Under the island model, only inferences that include long-distance dispersal are expected, such as "restricted gene flow/dispersal but with some long-distance dispersal." In the stepping stone model with some long-distance dispersal, inferences of both isolation by distance and long-distance dispersal are expected, although a greater proportion are expected to be of isolation by distance.
Distribution of NCPA Inferences-Single Locus
The distribution of mean frequencies for each inference in each model is shown in Figures 1-3 . Following Panchal and Beaumont (2007) , we distinguish between inferences made from clades individually (clade-level inferences) and those made at least once within an entire data set (data set level). The distribution of mean frequencies for each inference at the clade level are the proportions of clades within a parameter group (a particular combination of grid size, sample size, and sampling scheme) that gave rise to that particular inference regardless of clade level or data set/genealogy. The distribution of mean frequencies for each inference at the data set level are the proportions of data sets within a parameter group that gave rise to at least one inference of that type. Although it is interesting to see how frequently an inference is made within a clade, generally only one clade needs to contain an inference within a data set to potentially form the basis of a publication and is why the distinction is made.
The results show that under all 3 models, the null hypothesis of no geographic association is rejected with greater frequency compared with a panmictic model. This also increases with F ST , showing that the results of NCPA are sensitive to the amount of geographic structuring. The results also show, however, that NCPA is not able to discriminate effectively between demographic scenarios, shown by the increase in frequency of most other inferences, in particular at the data set level. Under the panmictic model, false positives were only commonly observed for the inferences of RGF IBD and CRE (Panchal and Beaumont 2007) . By contrast, under these 3 models of gene flow, a much wider range of inferences are obtained. In this case, inferences other than those that include restricted gene flow are false positives and their frequency increases with increasing population structure. Table 2 shows which inferences are considered true and which inferences are considered false for each model.
For the stepping stone model, we found that 24% of all clades resulted in inferences of RGF IBD, marginal to the parameters. We also found that 22% of all clades were false conclusive inferences. The remainder of the clades were either unable to reject the null hypothesis of no geographic association, inconclusive outcome, or one of the various inferences of insufficient sampling. On the data set level, only 13% of all data sets inferred at least one RGF IBD and no other concrete inferences (inferences of inconclusive outcome or sampling inadequacy were ignored). However, 8% of data sets did infer at least one other concrete inference that was not RGF IBD in which there were no inferences of RGF IBD.
In the stepping stone model with some long-distance dispersal, we found that 21% of all clades inferred the above inferences, marginal to the parameters, and 15% of clades inferred a concrete inference other than that of restricted gene flow. At the data set level, only 21% of all data sets inferred only restricted gene flow and no other concrete inference (again ignoring inferences of inconclusive outcomes or sampling inadequacy) and 10% of all data sets inferred at least one concrete event other than restricted gene flow and did not infer restricted gene flow.
In the island model less than 1% of clades inferred restricted gene flow with long-distance dispersal and 32% of clades were some other concrete inference. Less than 1% of data sets inferred at least one restricted gene flow with some long-distance dispersal and no other concrete inference. We found that 85% of data sets inferred at least one inference that was not restricted gene flow with long-distance dispersal and did not infer at least one restricted gene flow with long-distance dispersal.
It can also be seen that the proportions of inferences are similar for each inference between the 3 models. A closer comparison between the 3 models also indicates that NCPA finds more signals of long-distance dispersal in the stepping stone model compared with the island model; however, this may be due to slightly greater geographic structuring within the stepping stone models in general (see below, and online Appendices 2-4-http://www.sysbio.oxfordjournals.org). In fact, there is little inference of long-distance dispersal at all in the island model and of those inferences that do include long-distance movements the majority also indicate past fragmentation (RGF LDD PF and LDC PF). CRE also continues to be inferred in high proportions under all 3 models.
There are wide intervals on the mean frequencies of inferences because these are marginal to the factors investigated, which are sample size, grid size, and sampling scheme. Additionally, the difference in frequencies of inferences between F ST can also be explained by the greater structuring as F ST increases, leading to larger haplotype networks. Larger haplotype networks will 420 SYSTEMATIC BIOLOGY VOL. 59 FIGURE 1. Stepping stone model: a) the distribution of means of all inferences at the clade level from each parameter group and b) the distribution of means of all inferences at the data set level from each parameter group. Distributions of means are separated by F ST (panmixia = F ST =0, F ST =0.03, F ST =0.05, F ST =0.1, and F ST =0.2 from darkest to lightest). The key to the inference codes are as follows and are given in online Appendix 1 that also includes the questions that lead to the given inference. NHNR, the null hypothesis of no geographic association is not rejected; IO, inconclusive outcome; RGF IBD, restricted gene flow with isolation by distance (restricted dispersal by distance in nonsexual species); RGF LDD, restricted gene flow/dispersal but with some long-distance dispersal; RGF LDD PF, restricted gene flow/dispersal but with some long-distance dispersal over intermediate areas not occupied by the species, or past gene flow followed by extinction of intermediate populations; AF, allopatric fragmentation; CRE, contiguous range expansion; LDC PFxPF INT, long-distance colonization possibly coupled with subsequent fragmentation or past fragmentation followed by range expansion; LDC PF, long-distance colonization and/or past fragmentation; IGR, insufficient genetic resolution to discriminate between range expansion/colonization and restricted dispersal/gene flow; SDI IBD LDD, sampling design inadequate to discriminate between isolation by distance (short-distance movements) versus long-distance dispersal; GSI PF IBD, geographical sampling scheme inadequate to discriminate between fragmentation and isolation by distance; SDI CRE LDC PF, sampling design inadequate to discriminate between CRE, long-distance colonization, and past fragmentation; GSI F RE IBD, geographical sampling scheme inadequate to discriminate between fragmentation and isolation by distance; IGS, inadequate geographical sampling. The whiskers of each box plot indicate the maximum and minimum mean frequency. The box range is from the upper quartile to lower quartile of the distribution of mean frequencies, and the line through each box is the median. mean either the creation of more clades, potentially more statistics per clade, or perhaps both, potentially leading to more inferences. Table 3 shows that under all 3 scenarios, the average number of clades per data set increases with F ST ; however, the average number of statistics per clade decreases slightly.
This shows that the increase in frequency of inferences can be due to an increase in the number of clades, but not to an increase in the number of statistics per clade. This does not tell us whether the underlying geographic structure is affecting the chance of having at least one significant statistic per clade. To determine the factors that affect the probability of having at least one significant statistic per clade, we performed a stepdown regression, including the number of statistics (numerical), the sample size (factor), the sampling scheme 3 ) change in deviance, which shows geographic structure, independent of the other factors, has an effect on the chance of finding at least one significant statistic within a clade. The number of statistics per clade was the only variable that caused a greater change in deviance in all 3 models. Under the stepping stone model, and stepping stone model with some longdistance dispersal, the exclusion of sampling scheme as an explanatory variable was nonsignificant; it does not effect the chance of finding at least one significant statistic within a clade.
Overall we see that NCPA has performed poorly, leading to a similar pattern of frequency of inferences made, regardless of the model of gene flow (i.e., Figs. 1-3 look very similar). It is also shown that a greater frequency of inferences of all types are likely to be made under a scenario of restricted gene flow unlike under a model of panmixia. Inferences of RGF IBD and CRE are the most common outcome, as previously noted for the panmictic scenario (Panchal and Beaumont 2007) . The results also show that as geographic structure increases, so do the number of clades per data set. However, even though the number of clades increases per data set as geographic structure increases, the number of statistics per clade do not. The results also show that there is an increasing chance of finding at least one significant statistic within a clade as geographic structure increases, Notes: Each data set consists of 5 loci. The proportions shown here are each based on 720 data sets for the panmictic case, and 2880 data sets for each of the other models. RGF IBD is the chance of getting at least one cross-validated inference of restricted gene flow with isolation by distance. Similarly, RGF LDD is restricted gene flow with some long-distance dispersal, CRE is contiguous range expansion, AF is allopatric fragmentation, and LDC is long-distance colonization. The column "False" is the proportion of data sets that falsely cross-validate at least one inference not simulated. These are all inferences for the panmictic model, the set of RGF LDD, CRE, AF, and LDC for the stepping stone model; the set of CRE, AF, and LDC for the stepping stone model with some long-distance dispersal; and the set of RGF IBD, CRE, AF, and LDC for the island model.
which is independent of the number of statistics within that clade.
Distribution of NCPA Inferences-Multiple Loci
The results that we have obtained using multilocus NCPA with GeoDis are presented in Table 4 . As with the single-locus results described above, for ease of exposition, we have chosen to present the results for the 5-locus data sets marginal to the parameters that were varied (sample size, number of demes, proportion of demes sampled, F ST , and whether coordinates or distance matrices are used as input to GeoDis). Thus, each proportion is based on either 2880 samples or, in the panmictic case where F ST is not varied, 720 samples.
It can be seen that the cross-validation procedure does indeed reduce the level of false positives. In particular, in the stepping stone model with long-distance dispersal, the false-positive rate is reduced from 79% of data sets that have at least one false inference in the singlelocus case to less than 5% that falsely cross-validate at least one inference that was not simulated in the multilocus case. (We will refer to the former quantity as the false-positive rate for the single-locus case and the latter as the false-positive rate for the multilocus case.) The degree to which the false positives are reduced is somewhat patchy. For example, in the island model, the majority of cross-validated inferences are of RGF IBD, as indeed is the case for all the scenarios that we looked at (including the panmictic case). Thus, for the island model, the false-positive rate is 54%. In the case of the stepping stone model, 81% of cross-validated inferences are indeed of isolation by distance, but, in addition, 28% are of long-distance dispersal, and overall, there is a 30% false-positive rate. In the panmictic case, 16% of the inferences are of RGF IBD, which is by far the commonest inference, and the overall false-positive rate is 17%. In the panmictic scenario, only 13% of data sets have no significant D c or D n , and 24% have no significant outcome (either the null hypothesis could not be rejected or resulted in an "inconclusive outcome" in the inference key) (Panchal and Beaumont 2007) . Whereas for the multilocus case, 83% have no cross-validated inference. The inference of restricted gene flow with long-distance dispersal is rare (0.4%) in the panmictic case and more common in all the other scenarios. In this sense, it appears more sensitive to the scenario modeled than the inference of isolation by distance, which is generally by far the commonest inference in the table, even with panmictic data. The inferences of CRE, allopatric fragmentation, and long-distance colonization are much rarer, generally. This probably reflects the additional requirements for cross-validation of the timing of events and the additional geographic requirements. For example, in the single-locus case, CRE is observed in approximately 50% of data sets simulated under panmixia, whereas in the cross-validated data sets, it is reduced to less than 1%.
Results of Classical Summary Statistics
Although the results show NCPA performs poorly, one possible explanation is that perhaps the simulated data show signals other than those expected. Figures  4-6 show the proportions of significant results under each model, separated by F ST . We found the measured F ST s to be very close to the simulated F ST s expected from the simple theory in the case of the island model (online Appendix 4). However, for the stepping stone models, there was greater differentiation than under the island model, for the same F ST , as expected (online Appendices 2 and 3).
Under the stepping stone model, there is generally a high chance of detecting structure using AMOVA when it is present, increasing as geographic structuring increases (Fig. 4a) , compared with the 5% falsepositive rate when there is no structure (Panchal and Beaumont 2007) . Results are similar under the island model (Fig. 5a) , and stepping stone model with some long-distance dispersal (Fig. 6a) , although it appears that there is greater difficulty in detecting structure when there are more long-distance movements.
Under the stepping stone model, the Mantel test detects isolation by distance on average in less than half of the data sets, even with stronger geographic structuring (Fig. 4b) . Under the island model, we do not expect signals of isolation by distance, and this is confirmed with a false-positive rate of about 5% regardless of the level of structuring (Fig. 5b) . Under the stepping stone model with some long-distance dispersal, we do expect some signal of isolation by distance, but not as strong, and this is exactly what is shown. The proportion of data sets in which isolation by distance is detected is generally small (between 10% and 15%; Fig. 6b ). Under these 3 models, the Mantel test is accurate to the extent that it is not prone to false positives; however, it does not have much power under these models.
Fu's Fs can be used to test for evidence of population expansion in single closed populations. Ray et al. (2003) have shown that Fu's Fs does detect signals of expansion in various models of spatial expansion that include an expansion of metapopulation size. In our case, the metapopulation size is constant and so we do not expect to find signals of expansion. However, in addition, it is also known that models with restricted gene flow will show signals of population contraction (De and Durrett 2007; Nielsen and Beaumont 2009) . Thus, overall, we expect to find no evidence of population expansion through Fu's Fs, but some signals of contraction that increase with increasing F ST . Fu's Fs is calculated on each deme, and so the frequency of significant Fu's Fs and the proportion of data sets with at least one significant Fu's Fs (one tailed) are presented. The reason we present a one-tailed Fu's Fs test is so that we then distinguish between signals of expansion and contraction. At the deme level, we see a false-positive rate of around 3% in all 3 models (Figs. 4c, 5c , and 6c). At the data set level though, the proportion of data sets that have at least one significant Fu's Fs is about 18% when structuring is low, decreasing as structuring increases (Figs.  4d, 5d, and 6d) . However, this is without correcting for multiple testing. Because each test within a data set is independent, a Bonferroni correction can be easily applied. After application of the Bonferroni correction, no significant Fu's Fs were found. Figures 4-6 also support the prediction in Nielsen and Beaumont (2009) that as geographic structuring increases, so does the chance of finding individual populations with signals of contraction (Fig. 7) .
Overall the summary statistics have shown that the island model has estimates of F ST close to the expected values. The stepping stone model has higher estimates of F ST . Unfortunately, we cannot compare the simulated results with analytical theory because there are no results for lattice models without periodic boundaries (Crow and Aoki 1984) . In all cases, there is good evidence of population structure but no evidence of expansion. Furthermore, using the Mantel test, the island 2010 PANCHAL AND BEAUMONT-EVALUATING NCPA UNDER RESTRICTED GENE FLOW 427 FIGURE 7. These charts show the measured F ST against the proportion of demes with a significant positive Fu's Fs (P ≥ 0.98) under a) the stepping stone model, b) the stepping stone model with some long-distance dispersal, and c) island model. model shows no signals of isolation by distance, whereas an appreciable proportion of simulations of the stepping stone model show this pattern.
The Distribution of Statistics
So where do the inaccuracies in NCPA arise? By examining the distributions of statistical significance given by the NCPA statistics, and comparing them with the patterns described by Templeton et al. (1995) , we can attempt to determine at which stage in the NCPA analysis errors occur. According to Templeton et al. (1995) , the following patterns will be found in a clade if restricted gene flow is the cause of geographic association (the D c and D n statistics were originally defined in Templeton et al. 1995 , but currently use the equations described by Posada et al. 2006 in the GeoDis software). In general, although the patterns described by Templeton et al. (1995) can be found, other patterns also occur, indicating that it is not due to the inference key alone that false positives are made. Under all 3 scenarios, we see that for tip clades, the D c s are primarily small, but for interior clades, the D c s are also primarily small (Tables 5-7) , which indirectly contrasts with the pattern given by Templeton et al. (1995) . However, it is true that there are a proportion of interior clades with significantly large D c s (coupled with significantly large D n s), and so Pattern 1 is supported by the distribution of statistics, although it indicates that other patterns are present too. Pattern 2 is also generally supported by the statistics under all 3 models, but again other patterns are present. Pattern 3, which requires a more detailed look at the results, is interestingly only used to provide additional confirmation of restricted gene flow. Under Pattern 4, we expect to see the same patterns for D n as we do for D c unless long-distance dispersal occurs.
Under the stepping stone model, we see that a greater proportion of D n for tip clades are significantly large; however, when D c s are significantly small, a greater proportion of tip clades have significantly small D n s as well (which is why we see a large number of inferences of RGF IBD). This also holds under the other 2 models, but with the proportions of significantly large D n s and significantly small D n s becoming more similar as more long-distance dispersal is involved (which is perhaps why we see less inferences of long-distance dispersal when more are occurring in the model). Under the stepping stone model, we also see that the proportions of significantly smallD n (I) −D n (T) and significantly large Posada et al. (2006) . DISCUSSION NCPA remains a popular method (Garrick et al. 2009 ). It is a complex procedure, however, and deserves to be thoroughly tested. The studies in which it has been tested have themselves been subject to vigourous criticisms (see Templeton 2008 Templeton , 2009a Templeton , 2009b . Before discussing the results that have been obtained in the current study, we would like to address some of the recent criticism of previous examinations of NCPA.
Recently, Templeton (2009b) has stated "The critics have come to different conclusions because they have focused on the pre-2002 versions of NCPA and failed to take into account the extensive developments in NCPA since 2002." In fact, only the simulation study of Knowles and Maddison (2002) (necessarily) uses an inference key prior to 2002. Before Templeton (2002) , the only modifications to NCPA came from Crandall (1996) to the nesting algorithm and to the various updates of the inference key from Templeton (1998) . The work of Panchal and Beaumont (2007) takes both these updates into account. Templeton (2009b) has defended his tests of NCPA that are based on empirical data sets: "This method validates NCPA in the most relevant way: how it behaves with real data and actual historical events." In fact, unlike the case with simulated data, there is no certainty in any of the assumed demographic histories of these data, and therefore, any validation obtained in this way, uncorroborated by simulation-based tests, must be regarded as weak. Furthermore, as noted by Knowles (2008) , the tests based on empirical data sets did not show how many times processes were inferred other than those that were expected. Templeton (2009b) has disputed this by emphasizing the point made in Templeton (2004b) that "all the inferences from NCPA with respect to historical events" are presented. The word "all" is emphasized in Templeton (2009b) , but actually, it is "with respect to historical events" that is most significant: Templeton does not consider the inferences of restricted gene flow, and there are no data on any inferences other than historical events. This means that the false-positive rate is not an upper bound as claimed because there may have been many more inferences that were not considered tested and verified. Templeton (2009b) has suggested that the figure of a 75% false-positive rate reported in Panchal and Beaumont (2007) is wrong for a number of reasons. First, he states "The first source of error arises from unrealistic simulations. The simulation program they used, SIMCOAL, only allows the use of unrealistic mutation models . . . . Simulations with unrealistic mutational models are known to generate false positive phylogeographic inferences (Palsboll et al. 2004) ." Panchal and Beaumont (2007) use a Kimura 2-parameter model modified to allow for gamma-distributed mutation rates at each site. Although for particular data sets, other mutational models may be appropriate, as noted by Ripplinger and Sullivan (2008) the Kimura 2-parameter model is a widely used default model. In general, we have no idea what would be a "realistic" model, and no such model is implemented in NCPA. It should be noted that AMOVA, which uses haplotype information, showed a correct false-positive rate with these simulated data. Moreover, Templeton (2009b) miscites Palsboll et al. (2004) . That paper simply shows that when using a model-based method, if data are simulated with a mutation model that is different from that assumed by the model, poor inferences may result. Templeton (2009b) states "Moreover, in half of their simulations they assumed exhaustive sampling of every local deme in their species, and in the other half they assumed 50% coverage of all local demes . . . . These assumptions eliminate or minimize geographical sampling as a source of error, thereby creating artificial power." The false-positive rate for a panmictic model is not affected by sampling scheme because the false positives are generated by GeoDis and not the sorting of significance patterns by the inference key, which is the only place in NCPA in which the sampling scheme is important. Therefore, this cannot be a source of error.
In continuing his critique of Panchal and Beaumont (2007) , Templeton (2009b) states "Second, Panchal and Beaumont (2007) do not use the inference key that has been legitimately validated by the criteria given in Knowles (2008) ; rather they use their own unvalidated inference algorithm. I know from personal experience that the inferences emerging from their algorithm can be discrepant with inferences from the validated inference key, and I know from direct communication that other users of NCPA have also encountered discrepancies." Knowles (2008) does not specify any criteria for validation, and this appears to be a miscitation. Furthermore, we would argue that Templeton's point is hearsay-unless results are published that show a clear discrepancy between the outcome of using ANeCA and an automated, replicable, implementation of NCPA that is deemed "correct" by Templeton, there can be no valid scientific discussion on this point. Panchal (2007) and Panchal and Beaumont (2007) have published an explicit algorithm laying out the precise details of the simulations, the code of which is publicly available. To date, there has been no explicit statement by Templeton of which steps in the algorithm are incorrect. VOL. 59 Templeton (2009b) has suggested that Beaumont and Panchal (2008) are now "rejecting the premise of the entire section of Panchal and Beaumont (2007) that compared their simulated results to actual results, now arguing that actual data and simulated data are so different that no valid comparison can be made . . . . Hence, all agree now that the 75% figure does not reflect the behaviour of NCPA with real data." This is a clever miscitation. The context in which this arises is that in Beaumont and Panchal (2008) , we do not accept that the 75% false-positive figure we observed should be the same as the 23% asserted by Templeton (2008) . The reason we do not accept this is that our simulations were based on panmixia, whereas the assumed "truth" in the studies by Templeton (2004b) always involved a complex history. We felt it self-evident that these different cases were not comparable in terms of false-positive rate: the false-positive rate will vary, as indeed is demonstrated by the present paper, depending on what is chosen to be the "true" history. All the inferences under panmixia are false in Panchal and Beaumont (2007) , whereas only historical events not expected under prior knowledge are considered false in Templeton (2004b) . Now, of course, the false premise in the argument of Templeton (2009b) is that because "real" data are generally not panmictic, the 23% figure is correct. However, as demonstrated in the current paper, even with nonpanmictic data, the false-positive rates can be as high as 99%. It is quite possible that the true demography assumed by Templeton is not, in fact, true and is actually unknown, and, as noted above, the 23% figure is falsely calculated because a large class of inferences were ignored. Moreover, we do not accept that our argument invalidates the comparisons that were made in Panchal and Beaumont (2007) , where we showed that there was a statistically significant rank order correlation between the inferences made in the panmictic case and those obtained from real data. If NCPA has specific biases to make particular inferences regardless of the true history, this could still be evident regardless of the true history and hence false-positive rate.
Having addressed some of the earlier criticisms by Templeton in order to justify the current study, we now discuss the results in more detail. Earlier work (Knowles and Maddison 2002; Petit and Grivet 2002; Templeton 2004b; Pulquério 2005; Panchal and Beaumont 2007) shows that changes in parameters and assumptions affect inferences and consequently this study varies particular factors: the sample size, the number of demes simulated (corresponding to geographic locations), the proportion of demes sampled, the amount of structuring (measured though an estimator of F ST ), and the method used to calculate the summary statistics on the inferences made.
The results presented here show that NCPA is likely to infer false positives under models of gene flow. It also fails to discriminate adequately between long-distance and short-distance movements. We showed that there is information in the data that can be used by statistical methods. The results with 3 classical summary statistics suggested that there was readily interpretable information in the data. AMOVA was shown to have a false-positive rate of 5% when no structure was present (Panchal and Beaumont 2007) and increasing power to detect population structure as levels of genetic differentiation increased. The Mantel test had a false-positive rate of approximately 5% under the island model and inferred isolation by distance on average 40% of the time in the stepping stone model. By contrast, using single-locus NCPA, as previously found in the case of a panmictic model, RGF IBD and CRE, continued to be the commonest inferences. However, in contrast to the panmictic model, all other inferences became more frequent that were otherwise rare when there was no structuring. With increasing levels of F ST increased, there was an increased rate of rejection of the null hypothesis of no geographic association. The randomization procedure in GeoDis yields more positives when there is genetic structure, and our analysis also shows that with increasing genetic differentiation, there is an increase in the number of clades and therefore in the number of statistical tests, leading to an increased number of inferences. However, despite this increased rate of rejection of the null hypothesis of no geographic association, the GeoDis statistics themselves do not convey sufficient information for the inference key to have any discriminative power.
Although Templeton (2004b) claims that NCPA is reasonable under scenarios of fragmentation and range expansion (but see Knowles 2008) , this may be due to the creation of fewer clades, especially because in a range expansion setting, haplotype networks will be more star like. However, even if NCPA is more accurate under those 2 scenarios, we have shown that those inferences will also arise under several gene flow models, and so makes NCPA unreliable as a method of discrimination between them. Furthermore, we have shown that although the patterns described by Templeton et al. (1995) do occur under restricted gene flow scenarios, other patterns also arise, and this is not taken into account anywhere in the NCPA methodology. This is also hindered by the lack of proof that the patterns given by Templeton solely occur under a given model. The lack of error estimates, or probability that other scenarios are plausible, makes NCPA much less functional than other model-based analyses (also highlighted by Knowles and Maddison 2002) . As pointed out in Beaumont and Panchal (2008) (see also Templeton 2009b), correction for multiple testing is also not simple due to dependence between statistics within a clade and also because clades in different levels are not necessarily independent of each other (data from subclades are included again at higher levels of nesting).
We have shown that the implementation of multilocus NCPA has indeed reduced the false-positive rate, as claimed by Templeton (2004a) . However, the falsepositive rates are still high and depend on the model. In particular, the method seems to be unable to distinguish between restricted gene flow caused by isolation 2010 PANCHAL AND BEAUMONT-EVALUATING NCPA UNDER RESTRICTED GENE FLOW 431 by distance or caused by long-distance dispersal. Thus, the proportion of inferences are quite similar for the different models of population structure with reduced gene flow. The false-positive rates differ greatly because of how they are defined. Increasing levels of genetic differentiation lead to more cross-validated inferences. There were typically few inferences of CRE, allopatric fragmentation, and long-distance colonization, which would have been false positives under our scheme. However, we note that in these cases, additional levels of cross-validation are required (both temporally and geographically), which will reduce the frequency with which the method makes these inferences, and means the lower false-positive rate cannot be attributed to the methods ability to detect these processes effectively. We also note in passing that there are some problematic aspects to the multilocus procedure. The cross-validation criterion itself is arbitrary. No justification is given for the need for an inference to match at 2 loci. Perhaps it would be better to require a match at half the loci. Presumably, there will be some optimum requirement that depends on the data. The theory for dating the clades is based on the standard coalescent but is then applied to scenarios that explicitly do not correspond to it. Also, as noted by Rannala and Bertorelle (2001) , clades within a genealogy do not follow the coalescent. Furthermore, there need be no expectation that the genealogical dates concord with demographic dates (Nielsen and Beaumont 2009) .
A working hypothesis of the behavior seen is that NCPA is structurally predisposed to make certain inferences. The rate of making these inferences is dependent on the amount of geographic structuring. This is not surprising given that the method depends on rejection of hypotheses based on randomization tests that relate genetic to geographic distances (much as in the Mantel test). The method, however, appears unable to differentiate accurately between different scenarios (at least in the case considered here of geographically structured models at equilibrium). Cross-validation, although it generally restricts the sensitivity of the method (by requiring the data to jump through additional hoops), and thereby reduces the false-positive rate, does not appear to increase the accuracy of the approach.
In conclusion, having tested the NCPA method under a variety of settings (Panchal and Beaumont 2007 , this study), we have demonstrated that the method is at best unreliable. It does appear to be sensitive to population structure, but a standard method such as AMOVA has much better statistical properties. It is, of course, perfectly normal that statistical methods are developed, are evaluated and criticized, and, in response to criticism, modified or superseded. The NCPA procedure continues to be strongly defended (Templeton 2008; Templeton 2009a Templeton , 2009b and is unusual in that it has been particularly difficult to test because it has relied on lengthy manual procedures, as outlined in Panchal and Beaumont (2007 
