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One dimensional Ginzburg-Landau equation (GLE) (1) where ¢ is a complex function of the space coordinate x and time t plays an important role in a great variety of different physical phenomena.
1H ) It is well known that the only stable solutions of Eq. (1) have the form (see, e.g., Ref. 4», (2) where R=I¢I, ¢=arg¢, k is a wavenumber and ¢o is an arbitrary constant. All of the solutions (2) are stable against infinitesimal perturbations. However, it is evident that there is always a· finite-amplitude perturbation, inducing a transition from any given initial stable state to any final one. The subject matter of our analysis is to find the smallest perturbation of such a kind.
It is well known that Eq. (1) may be rewritten as (3) where the asterisk designates the complex conjugation and F(¢, ¢*) is the so-called Lyapunov functional, which does not depend on the time directly but only by ¢(x, t).
As it follows from Eq. (3) any dynamic process results in a decrease of F: The only possible steady states of the system coincide with local extrema of the Lyapunov functional. Every solution of the form (2) is a stable fixed point in the function space of Eq. (1) . To induce a transition from one stable point to another one, say from the state with k=kl to the state with k=k2 (k1<k2<1/13), the system must be perturbed in such a way that the initial point of the phase trajectory (state ks) is found on the separatrix surface, separating in the functional space the domains of the attraction of these two stable fixed points. A "natural" way to determine the "smallest" perturbation in this case is to suppose that the smallest one corresponds to such a position of the initial point on the separatrix for which the difference LlF1S2 =Fs -Fl approaches *) Permanent address: "IZMET", P. O. Box 512, SU-125057 Moscow, USSR.
its minimum, where FS,1 stand for the values of the Lyapunov functional for the states kS,1 respectively. Note now, that any separatrix surface must possess at least one fixed point of a saddle type. Another thing important to our analysis is the fact that a separatrix surface, by definition, is an invariant one. This means that if at least one nonsingular point of a phase trajectory belongs to this surface, the whole trajectory belongs to this surface also. To combine these two properties of separatrix surfaces with the consequences of Eq. (3) mentioned above, one can conclude that local minima of the Lyapunovfunctional on any separatrix surface must be realized at saddle points belonging to this surface. Thus to find LlF1S2 we must determine all saddle points which are connected by phase trajectories with the points k1,2 and to select from them the one minimizing the quantity LlF1S2.
Let us recall now some well-known properties of the saddle solutions of Eq. (1) (see, e.g., Refs. 4)~6)). The stationary (time independent) version of Eq. (1) has a first integral of the form
where M and E are constants. It is easy to find that finite solutions of Eqs. (4) 
It is easy to see that these trivial solutions describe the family (2) . In this
All the rest are the saddle solutions. It is important to emphasize that there is no one saddle state which would not belong to the family of solutions of Eq. (4).
Returning to our problem, it may be reformulated in this way: Let us find instead of all saddle points, being connected with two fixed stable states k1,2, all stable states which may be approached if one starts from some fixed saddle point. It is well known 2 ),4),7) that for the case of the problem formulated for a finite segment -L/2~x ~L/2 with any "natural" boundary conditions (rigid, periodic,etc.) at x= ±L/2, Eq.
(1) has a weak conservation law:
] between the edges of the segment does not vary in time. The quantity @ may be changed only as a result of the so-called phase slip process. Such a process takes place when the amplitude R(x, t) at a certain moment tps at a certain point Xps vanishes, so that the phase ¢(xps, tps) is shifted on 2Jr. In this case the wavenumber of the final stable state is given by the formula: (7) where N is the total number of the phase slips accompanying the approach to this final state.
S )
Thus searching all possible stable states, that may be approached as a result of the given saddle state decomposition, one should find the maximum (Nmax) and minimum (Nmio) numbers of the phase slips induct;d by infinitesimal perturbations of the saddle state. To answer this question it is necessary to study a non-linear evolution of the initial saddle state. There is no general analytical solution of this problem yet. For this reason we will restrict ourselves by the consideration of transitions between two different stable states being close to each other, i.e., by the case kz-kl<f...kl,Z. As it will.be seen later, a state of great importance for these transitions is the marginal saddle state (5) . For this state instead of a band of unstable modes only one single unstable mode exists.
G )
In order to study the non-linear evolution of the initial perturbations proportional to this mode, a computer simulation was carried out. The problem formulated for a boundless space was simulated by one for a finite segment -L/2~x~L/2 with large enough value of L (L=47[) supplemented by periodic boundary conditions. Instead of Rand ¢ new independent variables: A real (u=Rcos¢) and imaginary (v=Rsin¢) parts of rf were introduced, which gave rise to the elimination of singularities at a phase slip moment.
)
The computer simulation was done by the work station SUN 3-260 (SUN Microsystems Inc.), using the second order Runge-Kutta m~thod for time derivatives and the explicit difference scheme method for space. The initial conditions were as follows:
The perturbation, i.e., the term Ul, was taken in such a form that it has a non-zero projection on the unstable eigenmode.
G )
We used ks =1/3, so that a=j(1/3) and the total phase difference (([J) between the edges of the segment equals 27[. To stimulate the motion along each of the independent unstable directions, two different values of 10 (E=±10-3) were used.
As it follows from Eq. (5) the distribution Rs(x) has a dip at x=O. The simulation shows that the initial perturbation which increases this dip (the one with 10< 0) results in the further increase of it: The amplitude R(O, t) decreases until it vanishes at a certain moment t=tps. At this moment a phase slip takes place, the phase ¢(O, tps) instantly decreases on 27[, and then the system relaxes to a new stable state with k=O, d. Eq. (7). This process is described in more detail in Ref. 7) . In another case (10)0) the initial perturbation stimulates a disappearance of the dip: The ampli-}Jro~ress lSetters Vol. 86, No.5 tude R(O, t) increases monotonically and finally the system relaxes to the stable state with k=I/2. . It is very important that the instability of the saddle state (5) in fact is a local instability. It is developed in a small region close to the minimum of the function 
As it follows from Eqs. (9) , (10) the most convenient way of parametrization for saddle solution now is not by quantities M and E but by A and ks. In this case the covering conditions written in the explicit form result in the following inequalities: 
