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For a given graph G and vertices u, v in G let ,,,~ ~(.,~) G(-,,o) G~, o) denote the graph Gm ~ Va  , ~ s  :, 
obtained from G by merging vertices u, v, adding edge (u, v), subdividing edge (u, v), 
contracting edge (u, v) of G, respectively. We give upper and lower bounds for the bandwidth 
of ~'~ ~(~'~) G~ ''°) in terms of the bandwidth of G. Also given is an upper bound on the Gm , VS  ' 
bandwidth of G~ 'U) in terms of the bandwidth of G and the distance of u from v in G. It is 
shown that none of these bounds can be improved. 
1. Introduction and notation 
Let G be a graph with at least one edge, V(G)  the set of vertices of G. A 
one-to-one mapping f from V(G)  to positive integers is called a labelling of G. 
Let 
and 
tzI= max [f(u)-f(v)l 
(u,v)EE(G) 
q0(G) = rain/.ty. 
f 
A labelling f of G is called a bandwidth labelling if lz I = qg(G) and q0(G) is called 
the bandwidth of G. 
In this paper we consider some operations on graphs and investigate the 
relation between the bandwidth of the original graph and the bandwidth of graphs 
generated by these operations. 
Definition 1. Let G be a graph and u, v be vertices of G. 
Graph G~a u'~) denotes the graph obtained from G by the addition of edge (u, v), 
i.e., 
V(G~ "'~')) = V(G) ,  E(G~ ~'~)) = E(G)  LI {(u, v)}. 
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Graph G~ v denotes the graph obtained from G by the merger of vertices u and 
v, i.e., 
V(G~V)=(V(G) -{u ,  v})U{z}, where z ~ V(G), 
E(G~") = (E(G) - {(x, y) Ix  e V(G), y e {u, v}})U {(x, z){x g {u, v} 
and either (x, u) e E(G) or (x, v) e E(G)}. 
Let (u, v) be an edge of G. Graph G~ u'o) denotes the graph obtained from G by 
the subdivision of edge (u, v), i.e., 
V(G~ "'~)) = V(G) tO {z}, where z ~ V(G), 
E(G~ ~,°~) = (E(G)u {(u, z), (z, v) ) ) -  {(u, v)). 
Graph G(~ ''~) denotes the graph obtained from G by the contraction of edge 
U,O (u, v), i.e., graph isomorphic to Gm • 
Operations from Definition 1 are illustrated in Fig. 1. 
G: 
x 
t 
Gr,t  
m 
G(r,s) G(X, t) G(r, t) 
s c a 
Fig. 1. 
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Whenever we refer to the bandwidth of a graph or to the value of #r for some 
labelling f of a graph, it will be assumed that the graph concerned has at least one 
edge, even if this is not stated explicitly. 
While the problem of finding the bandwidth of a graph is an NP-complete 
problem (see [7, 5]), there are certain classes of graphs for which the bandwidth 
can be determined by an explicit formula or by a polynomial algorithm (see [6, 8, 
3, 2]). By using the above operations on graphs the bandwidth of which have 
been determined, we obtain lower and upper bounds for a large class of graphs. 
The following notation is used throughout this paper. 
The degree of a vertex v in a graph G, denoted by d(v), is the number of edges 
incident with v. The distance d(u, v) between two vertices u and v in a connected 
graph G is the length of a shortest path joining them. The diameter d(G) of a 
connected graph G is the maximum distance between two vertices of G. 
We use [n] to denote the least integer greater or equal to n. 
In several proofs the following lower bound on the bandwidth of a graph from 
[1] will be used. 
<p(a) ~ r ( Iv (a ) l -  1)ld(a)l. O) 
2. Upper and lower bounds 
First we shall investigate the upper bound on the bandwidth of G~ ~'~) in terms 
of tp(G) and the distance of u from v in G. 
Lemma 1. Let G be a graph, g be a labelling of G, and u, v be vertices of G, 
(u, v) ~ E(G). Let c = [g(v) - g(u)l. There exists a labelling f of G~ ~" ~) such that 
#r<~ [13 max{0, c-/zg}] + #g. 
Proof. We have to prove the lemma only in the case of c > #g. We may assume 
without loss of generality that g(u) < g(v). Consider a labelling f of G~ u'') defined 
by 
(i) f(u) = g(u) + [~(c - #g)], 
(ii) f(v) =f(u) + [13(c + 2#g)], 
(iii) f(x) = ag(x) for x ~ V(G) - {u, v}, where aj is the 
jth positive integer different from f(u), f(v). 
Since f (v ) - f (u )= [13(c + 2#g)] > #g, it follows that for any edge (x, y) of 
G~ u'~) such that x, y ~ {u, v} we cannot have g(x)<f(u) and g(y)>~f(v). Hence 
i f (x)- f~y) l  ~< Ig(x)-gCy)l + 1 ~<~g + 1 for all such edges (x, y). Let (u,x) be an 
edge of Gta ~'~), x ~ v. If g(u) > g(x), then 
f (u ) - f (x )  = g(u) + [~(c-  ~g)i -ag~x)=g(u)-g(x) + [~(c - ~g)] 
~< ~,~ + [~(c - ~,)1, 
since (u, x) is an edge of G. 
144 J. Chvatalova, J. Opatrny 
If g(u) < g(x), then f (x)  - f (u )  <<-Ig(x) - g(u)l ~</~g. Similarly it can be shown 
that ~f(v) - f (x ) [  ~</tg + r~(c -/~g)] for any edge (v, x) of G~ ''~), x :/= u. Since 
f (v ) - f (u )  = [~(c + 2/%)] = [~(c + 3#g-/~g)] =/tg + [~(c-/~g)] we have /~i~ < 
+ - [ ]  
Theorem 1. If  G is a connected graph and u, v are vertices of G, then 
qg(G(a "'°)) ~< min{ r31(d(u, v) + 2)qg(G)], 2qg(g)} 
Proof. Let g be a bandwidth labelling of G. We may assume that Ig(u) - g(v)[ > 
tp(G). Clearly, Ig(u)-g(v)l<~qg(G)d(u, v). By Lemma 1, there exists a 
labelling f of G such that 
~r = [~( Ig (u)  - g (o ) l -   o(G))I - ~0(6)  
~< r(tp(G), d(u, v) + 2tp(G))] = rla(d(u, v) + 2)qg(G)l. 
The inequality tp(G~ ''~)) <~ 2tp(G) is proved in [3]. [] 
The upper bound on the bandwidth of G~ u'v) from Theorem 1 is an 
improvement of the bound from [3] in the case d(u, v)~< 3. We will show in 
Theorem 2 that the upper bound from Theorem 1 is the best possible in terms of 
q~(G) and d(u, v). 
Defmilion 2. We write P~ for the lth power of the path P,,, i.e., P /has  n vertices 
xl, x2, • • •, xn, and xi, xj are adjacent in P / i f  and only if 0 < [i - II ~< l. 
It has been shown in [1] that tp(P~)= l. 
Theorem 2. For integer i = 2, 3 or 4 and every integer k there exists a graph Gk, 
and vertices u, v in Gk, such that 
(a) (p(Gk,) ~> k, 
(b) d(u, v) = i, 
(c) qo((Gk,)~ '''~)) = [~(d(u, v) + 2)q0(Gk,)l 
Proof. Let i be one of integers 2, 3 or 4. Let j = (i + 1)k + i. Consider the graphs 
Gki = J P~(i+2)+1 and (Gk,)(. '''), when u =x~+l, and v = xj(i+l)+l. Clearly, cp(Gk,)=j, 
d(u, v) = i in Gk,, and d((Gk,)(. ''°)) = 3. By Theorem 1, (p((Gk,) ('' ')) ~< [!3(i + 2)j]. 
However, by (1), 
[(IV((Gk,)(;',°)I- 1)/d((GO(: ",0)] = r (i + 2)j]. 
Thus, 
tP((Gk)~ ''v) = [la(i + 2)j1 = [~(d(u, v) + 2)q~(Gk,))l. [] 
Next we shall investigate the relation between the bandwidth of GU.; ~ and the 
bandwidth of G. 
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Theorem 3. If G is a graph and u, v are vertices of G, then 
tp(G) - 1 ~< tp(G~ ~) <~ 2tp(G). 
Proof. Let z be the vertex of G~ ~ which is not in G. 
(a) First we shall prove (p(G~ '~)) ~< 2(p(G). Let f be a bandwidth labelling of 
G. We may assume without loss of generality that f (u )>f (v ) .  Let gl be a 
mapping of V(G) defined as follows: 
g l (x )=½+2[ f (x ) - j -~[ ,  where j=½(f (u )+f (v ) ) .  
It can be easily verified that g~(x) ~eg~(y) for x ~:y. Thus, gl is a labelling of G. 
Furthermore, 
gl(v) - gl(u) = ½ - 2f(o) + 2j + ½ - ½ - 2f(u) + 2j + ½ = 1. (2) 
Let g2 be a mapping of G"~ ° defined as follows: 
if gl(x) < gl(u), gE(x)=gl(x) 
gE(z)=gl(u), 
g2(x) = g~(x) - I if gl(x) > gl(v). 
Since GUm v does not contain vertices u and v and gx is a labelling of G satisfying 
(2), g2 is a labelling of ~u'~ ~-Pn l  • 
Let (x, y) be an edge in G"g ~ which is also an edge in G. Then 
[g2(x) - g2(Y)l ~< [g~(x) - ga(Y)l-  211f(x) - J  - ~,l- If(Y) - J  - I l l  
~<2 If(x) -f(y)[ ~< 2(p(G). 
If (x, z) is an edge in G~,~ °, then 
Ig2(x) - g2(z) l  -- Ig2(x) - g~(u)l  
~< min( Ig l (x )  - g l (u)[ ,  [g l (x)  - g~(v)[)  ~< 2~0(G). 
(b) Now we prove q)(G) - 1 <~ (p(G~°). Let h be a bandwidth labelling of G~ ~. 
Let h '  be a labelling of G defined as follows: 
h ' (x )=h(x)  if h (x)<h(z) ,  
h ' (u )=h(z) ,  
h ' (x )=h(x)+ l if h (x)>h(z) ,  
h'(v) - h(u) + 1. 
Clearly/Zh, ~< (p(G~ ~) + 1, and the theorem follows. [] 
Theorem 4. For every n there exists a graph G,, and vertices u, v in G,, such that 
q~(G,) > n and q~((Gn)~ ~) = 2~0(Gn). 
Proof. Let j = [13n], Let Gn be a graph such that V(G~)= {x~, x2 , . . . ,  x~2j+9}, 
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and 
E(Gn) = {(x,, x3j+3) I i ~<6] + 5, i ~ 3.i + 3} U ((x9j+7 , xi) li >>-6] + 5, i =/=gj + 7}. 
It is easy to verify that d(G. )  = 4. 
Consider a labelling f of G. defined by f(xi)  = i. Clearly #f = 3j + 2. Using (1), 
~0(a.) ~> [(Iv(a.)l- 1)/d(a.)] = 3j + 2. Thus, tp(Gn) = 3j + 2> n. Let u - x3]+3 ,
v = Xgj+7. Using (1), 
qg((G,)~) i> [(12] + 7) /d ( (G , )~) ]  = 2qg(G,). 
This, combined with Theorem 3, gives tp((G.)~ °) = 2tp(G.). [] 
Theorem 5. For every n there exists a graph Hn and vertices u, v in H. such that 
q~(H.) > n and qg((G.)~ °) = qg(G.) = 1. 
Proof. Let H, be the bipartite graph KEn+l,2. It has been shown in [1] that 
tp(K2n+l,2) -" n -I- 2. Let u and v be the two vertices of K2n+l,2 of degree 2n + 1. 
Observe that (H,,)~; ~ = K2,+1,1 and hence qg((Hn)~ = n + 1 as shown in [1]. [] 
Thus, the bounds from Theorem 3 cannot be improved. 
Definition 4. Let G be a graph containing as its subgraph a path P, = 
(v0, V l , . . . ,  Vn), n I> 1, such that in G, d(vi) = d(v2) =. - .  = d(V,_l) = 2. Let k 
be an integer, n > k t> 0. Define G~, to be the graph obtained from G by deleting 
vertices Vk+X, 13k+2, •• • , 13n-1 and all edges incident with them, and by merging 
U k and Vn. 
We shall now investigate the relation between qg(Gk) and qg(G). From this 
relation we can derive directly an upper bound for tp(G(e ''°)) and a lower bound 
for tp(G~ ' ' ' ) )  in terms of tp(G). 
Lemma 2. Let G be a graph containing as a subgraph a path P ,= 
(Vo, vl,  . . . , v , )  such that in G, d(v 0 = d(v2) =- - .  = d(v ,_ l )  = 2. Then 
Proof. Let f be a bandwidth labelling of G. We will consider the following two 
cases :  
(a) d(vo) - 1, d(vn) - 1 respectively. Since in this ease G~. is isomorphic to the 
subgraph of G induced by V(G)  - {Vo, vl ,  • . .  , V,-k-1}, V (G) -  
{Vk+l, Vk+2, • • • , Un} respectively, the lemma is clearly satisfied. 
(b) d(uo)> 1 and d(vn)> 1. We may assume without loss of generality that 
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f(Vo) <f(v, ) .  Let s, l be vertices of G such that 
f(l) = max( f (u ) I  (on, u)e E(G), u #:v~-l), 
f ( s )  = min{f(u) I (Vo, u) e E (G) ,  u ~v l} .  
Let z be the vertex of Gk which is not in G. 
(bl) Assume that f ( s )  <f(Vo) <. . -<f (vn)  <f(/).  Let 
h = [((n + 2)q0(G) - n + k ) / (k  + 2)]. 
Let i be the smallest positive integer such that ( f ( l )  - n + k )  - hi <-f(Vk-i+~). Let  
ar be the rth positive integer for which ar ~ {f( l )  - n + k - jh  [ 1 <~ j <. i - 1 }. 
Define a labelling g of Gkn as follows: 
g(Y) = aranktf(v)) for v e V(Gk  ) -- {Vk-i+2, . . . , Vk}, 
where rank(f (v)) is the rank among the numbers 
if(x) Ix vk}}, 
g(z )  =f(1) - n + k - h, 
g(Vk- j+ 1) = f ( l )  -- nk  - jh, 2<~j<~i -1 .  
Intuitively, g is constructed as follows. Since f(1) - f ( s )  <~ (n + 2)~(G), and G~, 
has n -  k fewer vertices than G, labelling g tries to bridge a gap of size 
(n + 2)tp(G) - n + k in a.path of length k + 2. This leads us to the definition of h 
and labelling g. 
Since h > ~(G) we have Ig(u) - g(v)[ ~< ~(G)  + 1 for every edge (u, v) in Gk  
which is not incident with {Vk- i+2, . . . ,  Vk-1, Z}. Clearly, Ig(v~_l)-g(z)[ = h 
and ]g (Vk_ j+ l ) - -g (Vk_ j ) [=h for 2<~j<<-i-1.  If (u ,z )  is an edge of Gk,  
u #:Vk-X, then 
Ig(z) - g(u)l = I f ( l )  - n + k - h - a/(,) I <~ If(1) - n + k - h - f ( l )  + n - k[ = h. 
Therefore q0(Gke,) ~< h. Since Gk is a subgraph of GOd '~-, ~(G~,) <~ q0(G~ '~') <~ 
2tp(G) by Theorem 3. 
(b2) Assume that the sequence of integers f ( s ) ,  f (vo) , . . . ,  f (v , , ) ,  f(1) is not 
increasing. Since f (vo)< f (v , , )  there exists integer i such that f (v i -1 )>f (v i )< 
f(vi+~), 0 <~ i <~ n. Consider graph G~ and labelling fl of G~ defined as follows. 
{G~ ~'-1'~') if 1 <~ i <~ n, 
G1 = G~c~O.~ ) if i = O. 
f l (x )  =f (x )  for x e V(G)¢q  V(G1),  
f l (v~) = ~f(v i -1)  if 1 <~ i ~< n; 
if(v1) if i = 0, 
where v" is the new vertex obtained in the operation of edge contradiction. G1 
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contains as its subgraph path / ' , -1= (Vo , . . . ,  vi-2, v', l J i+ l , . . .  , 1Jn) , ~ .L f l~f ,  
and (G1)k_l is isomorphic to Gk. 
If k=n-  1, then Gx satisfies the lemma. If the sequence of integers 
fl(s), f l(Vo),. . .  , f l (v ' ) , . . .  , fl(v,), fl(s) is not increasing and k <n - 1, then we 
can repeat the previous construction to obtain graph G2, . . . ,  etc. We thus can 
construct a sequence of graphs G = Go, G1, (32, • • •, Gj, j ~< n - k such that: 
- Gr contains as its subgraph path P~_,, 0 ~< r ~< j of length n - r; 
- G k ( r)e._, is isomorphic to Gk,  0 ~< r <~j; 
- There exists a labelling f~ of G~ such that #It ~< #I, 0 ~< r ~< j; 
- Either j=  n -  k or fj(s), fj(VJo),..., fj(v~_i), fj(l) is an increasing sequence, 
where P,_j = (vg, . . . , v~_j). 
Therefore, if j = n - k, then, clearly tp(G k) ~< tp(G), otherwise we can apply part 
(bl) of this proof to Gj to verify the lemma. [] 
Theorem 6. For every graph G and every edge (u, v) in G, 
qo(G) + 1 >i (p(G~ ' ' ' ) ) /> [-~(3qo(G) - 1)]. 
Proof. Let P2 be a path in G~ "'~) consisting of vertices u, r, v, where r is the 
vertex obtained by the subdivision of edge (u, v) of G. Since G can be obtained 
from G~ "'~) by contracting the edge (r, v) of path P2, 
tp(G) ~< min{2tp(G~"'o)), [~(4(p(G~ ''0)) - 1)]} 
by Lemma 2. Therefore, 
q0(G) - z3 <~ ½(4q0(G~ u'~)) - 1 
and 
¼(3~(G) - 1) ~< ~(G~"'~)). 
Since G is isomorphic to the graph obtained from G~"' ~) by merging u and r, 
q~(G) >t q~(G~ "'')) - 1 by Theorem 3. [] 
Theorem 7. For every integer n > 0 there exists a graph Gn and edge (u, v) in (3, 
such that qg(G,,) > n and tp((G,,)~ "'')) = [(3tp(G) - 1)]. 
Proof. Let j = [14n]. Let (3. be a graph such that V(G.)= {xl, x2 , . . . ,  x12j+8}, 
and 
E(Gn) = {(xi, x4j+4) I i + 4, i 4:4j + 4} U {(x4j+4, X8]+7)} 
0 {(xi, xsj+7) li> 6] + 5, i#=8j + 7}. 
I t  can  eas i ly  be  ver i f ied  that  d(G.)= 3. 
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Consider a labelling f of G, defined by f(xi) = i. Clearly, #I = 4j + 3. Using (1), 
, [ Iv(e.) :  11] 
tP(On) >~ [ d(O, )  = 4j + 3. 
Therefore, cP(Gn) = 4j + 3 > n. 
Let u =x4j+4, v =xaj+7. Using (1), tp((G~)~"'°) >~ 3j + 2= -~(3qg(G)- 1). [] 
Theorem 8. For every graph G and every edge (u, v) in G, 
qg(G) - 1 ~< q0(G (''~)) ~< [½(3q0(G) - 1)]. 
Proof. Since G~ ''v) is obtained from G by contracting the edge (u, v) of path 
/'1 = (u, v), qg(G~"' o))<_ [½(3tp(G)- 1)] by Lemma 2. Graph G~ ''v) is isomorphic 
to graph G~' ~) and hence qg(G~ ''~)) >t tp(G) - 1 by Theorem 3. [] 
Theorem 9. For every integer n > 0 there exists a graph (i, and edge (u, v) in (i. 
such that cp(G,) > n and u'v)) = - 1 ] .  
Proof. Let j = [½n]. Let (3, be a graph such that V(G,) = (xl, x2 , . . . ,  x6j+4} and 
E(GD= {(xi, x2j+2) l i <-3j + 1, i 4= 2j + 2} U {(x2/+E, X4/+3)} 
O {(x4j+3, xi) l i~  3j + 2, ig:4j + 3}. 
It can be easily verified that d(G,) = 3. 
Let f be a labelling of (3;, defined by f(xi)= i. Clearly,/9 = 2] + 1. Using (1), 
qg(G.) >I 2j + 1. Therefore, qg(G,) = 2j + 1 > n. Let u = x2j+2, v = x4/+3. By (1), 
tp((G,,)[¢'" ")~ > 3j + 1 = [½(3qg(Gn)- 1]. 
Therefore, "''°) = [½(3~(G.) -  1]. [] 
Since the graph (H.)~ ~ in the proof of Theorem 5 is isomorphic to (H,)~ "'~), 
and the graph H, is isomorphic to the graph obtained from (H,,)~ ~ by the 
subdivision of an edge, the lower bound on the bandwidth of G~ "'~) in Theorem 8 
and the upper bound on the bandwidth of G~ "'~) in Theorem 6 cannot be 
improved. Thus, Theorems 6 and 8 give the best bounds for the bandwidth of 
G~ "'~) and G~ "'~) in terms of the bandwidth of G. 
Alternative proofs of the lower bound for G~ ' ' )  and the upper bound for G~ "'') 
are given in [3]. 
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