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A bstract
In this thesis we present a study of quantum transport in mesoscopic structures in the low-temperature 
regime; the structures are small enough that the transport is coherent. A theory based on Green’s 
functions is constructed, including an explicit and practical approach to including the effect of a 
magnetic field. A single, numerically robust computational framework implementing this theory allows 
the calculation of not only the transmission and reflection coefficients -  and therefore the electrical 
conductance -  but also the thermoelectric coefficients and local density of states, all on a per-mode 
basis. Additionally, realistic models of spatially-distributed disorder can be applied to any structure 
and the resulting effects examined. For the purposes of comparison, this theory is applied to simple 
narrow wires and quantum point contacts, before using it to model much more complex single, double 
and U-bend structures and rectangular rings. The U-bend exhibits peaks in the transmission coefficient 
as a function of energy, which leads to large fluctuations in the thermopower. The ring displays the 
classic feature of Aharonov-Bohm-type oscillations in the transport properties as a function of magnetic 
field strength, as well as magnetically-enhanced resonant transmission; in the absence of a magnetic 
field it can also perform efficiently in terms of thermoelectric conversion, which may be of practical 
importance. The effect of disorder due to site-specific impurities and edge roughness is investigated, 
highlighting a number of interesting physical effects which are seldom discussed in the literature. 
Calculations of the transport properties of a U-bend in the presence of disorder show that these are 
quite robust. Similar calculations for the rectangular ring also show that the Aharonov-Bohm-type 
behaviour persists in the presence of moderate disorder -  albeit somewhat chaotically -  but breaks 
down in more disordered structures.
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Chapter 1
Introduction
1.1 D evice developm ent and quantum  transport theory
In the past thirty years, the world has witnessed a staggering level of technological progress. Mobile 
telephones provide a prime example of this: three decades ago these were bulky devices capable only 
of making and receiving voice calls. Nowadays, the smartphone is omnipresent. These compact, 
feature-rich devices allow communication via numerous routes including wireless internet connection, 
with high-quality audio and video outputs and large storage capacity giving the ability to play music 
and films, and relatively powerful processors allowing them to be applied to a wide range of tasks. 
In the 1980s, such gadgets would be considered to be in the realm of science fiction, but have come 
into existence as a result of development of the underlying electronics. The techniques involved in 
both the design and manufacture of electronic components have progressed, allowing their size to be 
reduced; consequently, an increased number can be fitted into a given space, improving the power and 
speed of the final product. This was foreseen by Moore [1] in 1965, who predicted that the number 
of transistors packed into integrated circuits would approximately double every two years. Although 
his initial prediction was that this would be the case for the next ten years, the trend has held true 
for almost 50 years, up to the present day. Indeed, scaling is now so well-progressed that electronic 
junctions formed of single molecules [2] and even atoms [3] have been demonstrated.
This scaling of components is ongoing, as it needs to be in order for further progress in electronic 
devices to be made. Systems with sub-micron lengths -  so-called “mesoscopic” systems, since they 
fall between the macro- and microscopic scales -  and smaller nanoscale setups have been realised in
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the laboratory for years, and as fabrication techniques have advanced to facilitate the production of 
such small structures, our understanding of the associated theory has also improved. There have been 
theories relating to the transport of electrons through structures for many years; perhaps the most 
widely-known of these is the classical Ohmic view of electrons drifting along in response to an applied 
electric field. However, when making devices this small, we are passing two critical length scales which 
define the boundaries between classical and quantum transport.
The first of these length scales is the mean free path, which is the average distance that an 
electron travels between collisions. If a structure is smaller than this length, the electrons will behave 
ballistically whilst they are inside it. This renders the Ohmic view of transport unusable since it relies 
on the assumption that in traversing a structure, the electrons follow a sequence of free travel followed 
by a scattering event that sets them on a new path, with a net drift velocity as the result. This is no 
longer the case for ballistic transport. Butcher [4] has shown an interesting method of interpolating 
between the ballistic and non-ballistic regimes, based on the elastic relaxation and ballistic transit 
times for a device. This allows the transition between these regimes to be studied. The second 
crucial length scale is the phase relaxation length; this is the average distance that electrons travel 
without experiencing any phase-breaking (i.e. inelastic) interactions. When a structure’s length is 
smaller than the phase relaxation length, the electronic transport through it will be coherent as the 
electrons will retain their phase information for the duration of their travel through the structure. 
Small devices1 which meet both of these conditions necessitate the use of a fully-quantum treatment 
to obtain accurate theoretical predictions.
The Boltzmann transport equation provided the first step away from classical transport theory 
with a move to a more statistical approach. It has been used to model mesoscopic systems with 
an acceptable level of accuracy, aided by its semiclassical nature -  it draws on the Pauli exclusion 
principle [5] and band structure and scattering rate calculations taken from quantum theory. However, 
it begins to fail at nanometre length scales [6, 7, 8], one of the reasons being the large and rapidly- 
changing electric fields inherent in such small devices [9]. Additionally, one of the key quantities 
appearing in the equation is a probability distribution function which is dependent on both the single- 
particle position and momentum, but we know from elementary quantum mechanics -  Heisenberg’s 
uncertainty principle -  that we cannot precisely know both of these quantities simultaneously. Finally, 
the Boltzmann equation does not account for the phase of electrons, which as we have already discussed
1From this point onwards we will consider the term “device” to have the same meaning as the word “structure” and 
will use the two terms interchangeably.
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is important in nanoscale devices whose size is less than the phase relaxation length. Without including 
phase in a calculation, interference effects such as Aharonov-Bohm oscillations [10] and universal 
conductance fluctuations [11] will not be visible in any subsequent results. These points are further 
evidence that a more rigorous treatment of transport is required in order to account for quantum 
effects.
Mesoscopic and nanoscale structures display a highly recognisable signature of quantum transport: 
quantised conductance. This was first shown experimentally in 1988 by van Wees et al [12], and al­
most simultaneously by Wharam et al. [13], and is very different to the classical picture of electronic 
transport. Such small devices can also exploit quantum effects such as reduced dimensionality, tun­
nelling and interference. These are all features which should be accounted for by a quantum transport 
formalism. Additionally, thought must be given to how the structure being studied is connected to 
the “outside world”, since in isolation they cannot accomplish anything useful. In 1957 Landauer [14] 
suggested that in transport theory, the device should be viewed as an obstacle, or “scattering region”, 
placed in between two leads. From this, he developed a compact and elegant equation for the electrical 
conductance as a function of the probability of an electron incident on the scattering region from one 
lead to exit via the other lead; Biittiker [15, 16, 17] took this equation and extended it to systems 
with arbitrary numbers of independent terminals, which can also be used to treat systems containing 
multi-moded leads. The majority of quantum transport theories that have been proposed since are 
based on this approach because it allows the behaviour of the device to be studied in a straightforward 
way.
Appropriate theories have been developed based on a number of techniques. Perhaps the most 
fundamental of these is a direct calculation of the electron wavefunction inside the device, from which 
various properties can be computed [18]. A similar technique suitable for more complex structures is 
the mode-matching method proposed in the late 1970s by Kiihn [19], where the device is partitioned 
into sections with known analytical wavefunctions, and matching conditions are used to determine the 
behaviour of the overall structure. An alternative approach is that based on the use of the density 
matrix of the system, whose evolution can be studied according to a master equation. The density 
matrix can be viewed as an operator representing the state of the quantum system, which goes a 
step beyond studying a wavefunction since it allows for the effects of correlation between different 
electron states; this is essential for the correct treatment of irreversible quantum phenomena [20]. 
Transformations of the density matrix such as the Wigner function have also been successfully applied 
to quantum transport [20, 21].
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The transfer and scattering matrix methods have achieved a large degree of popularity, helped 
in part by their intuitive concept. Both are similar in that they look at the probability of electrons 
incident in a given mode in one lead transferring or scattering to any mode in another (or the same) 
lead [22], but the scattering matrix is more stable from a numerical point of view compared to the 
transfer matrix method in its original form [23]. We also note that often a combination of different 
elements taken from a number of approaches is used to obtain the transport properties of the system, 
making it hard to classify many calculations under a particular method.
In the work presented in this document, we have chosen to use the non-equilibrium Green’s function 
formalism pioneered by Kadanoff and Baym [24] and Keldysh [25] in the 1960s. This can be classified 
alongside the density matrix and Wigner function techniques since the Green’s function is essentially 
an operator containing information about correlations between electron states. There are many reasons 
for choosing this formalism: it gives a complete picture of quantum transport, and can account for 
any kind of interaction provided it can be expressed in a particular form. It can be applied to non­
equilibrium scenarios as well, making it useful when studying transport at high electric fields or for 
investigating transient device behaviour [26]. Structures can be described by single- or multi-band 
effective mass equations [27, 28], with the latter involving only minimal additional conceptual difficulty 
in comparison to the former. The same is true for accounting for spin effects [29]. From this brief list 
it is clear that this formalism is powerful, extendible and relatively straightforward from a conceptual 
viewpoint.
The theory we develop below is a simplified version of the full non-equilibrium Green’s function 
method. We treat the system using a finite difference approach first published by Caroli et al. [30] and 
later popularised by Datta [31], and we also include a magnetic field, since this provides an additional 
means by which the performance of a structure can be controlled and can lead to many interesting 
effects in nanoscale transport. The leads connecting the microstructure to the reservoirs are accounted 
for by self-energy matrices; a similar method of handling the leads was given by Feuchtwang [32], which 
is something like a continuous version of Caroli’s approach, as demonstrated by Michael and Johnson 
[33]. Although we look at a single-electron picture of coherent transport, the self-energy technique 
allows the effects of phase-breaking interactions to be included in a conceptually straightforward way; 
Biittiker [34, 35] showed that one or more fictitious voltage probes may be attached to the device, 
which have the effect of randomising the phase of carriers by effectively extracting and re-injecting 
them. A similar approach was also used by Datta [36, 37] to account for both elastic and inelastic 
phase-breaking interactions. Once the self-energy matrices are known, the Green’s function for the
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system is found, from which we compute the transmission coefficients based on Fisher and Lee’s 
expression [38] for the scattering matrix elements in terms of the Green’s function.
In addition to the transmission coefficients discussed above, we are also interested in the thermal 
and thermoelectric behaviour of the structures we investigate. This was studied in relation to electronic 
transport by Sivan and Imry [39] in 1986. Streda [40] extended this theory to obtain a formula for the 
thermopower equivalent to that found previously by Cutler and Mott [41]. Following on from this, 
Butcher [42] related the electrical and thermal conductances2 and the thermopower to the transmission 
coefficients of an arbitrary microstructure in the linear response regime -  that is, for small potential 
and temperature differences across the system -  which paved the way for a number of studies of the 
thermoelectric behaviour of different devices.
From these quantities we evaluate the thermoelectric figure of merit [43], which enables us to gauge 
how effective a device is at “converting” between heat and electric currents. This is valuable since we 
may for example be able to recover electricity from energy that might otherwise be wasted in the form 
of heat, using only solid-state technology, if efficient enough devices can be made. There has been 
interest in using nanostructures for this purpose since they can potentially offer better performance 
in this regard than bulk materials. Hicks and Dresselhaus [44, 45] proposed that the reduction in 
dimensionality possible with nanometre-scale structures can dramatically improve the thermoelectric 
performance obtainable from a material. Their reasoning was that the confinement of electrons to one 
or two dimensions does not apply to phonons, which can scatter off the surface of the structure thereby 
reducing the phonon contribution to the thermal conductance; as a proof of concept they calculated 
that the figure of merit for Bi^Te^ at room temperature could increase by a factor of up to 14 if a 
“superlattice” were fabricated of the same material. Tretiakov et al [46] have similarly theorised that 
dislocation engineering can also lend low-dimensional thermoelectric performance to bulk materials. 
Hochbaum et al [47] have recently demonstrated experimentally that by fabricating a “pseudo-bulk” 
material from nanowires made of silicon -  which is not a good thermoelectric material in the bulk -  
a reasonable performance can be achieved at room temperature. This shows that high-performance 
thermoelectric conversion may be possible without having to use special materials.
With a view to improving thermoelectric performance, Tsaousidou and Triberis [48, 49] explained 
that a violation of the classically-derived Wiedemann-Franz law [50], which states that the ratio 
of electrical and thermal conductance is proportional to temperature, can lead to large values of
2In general from this point, when we refer to “thermal conductance”, we specifically mean the electronic contribution 
to the thermal conductance, ignoring the phonon contribution.
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the figure of merit; Fazio et al. [51] also point out that under particular conditions in a nanowire 
the thermal conductance may be small independent of the electrical conductance, which again is a 
violation of the Wiedemann-Franz relation and could lead to enhanced thermoelectric performance. 
Such deviations occur even with a relatively straightforward theory for a simple device [52], and 
although these will not always result in efficient thermoelectric conversions this is a possible avenue of 
investigation for improving the figure of merit. Finally, we note that while the linear response regime 
might seem restrictive or simplistic, Dzurak et al [53] devised an elegant extension of the theory to 
large temperature differences, with which they demonstrated that as long as the temperature used is 
chosen appropriately, the linear expression for the thermopower can give results in good agreement 
with non-linear calculations. If a non-linear treatment is still required, extensions to the theory can 
be used which make it applicable to larger potential and temperature differences, such as those by 
Lesovik and Presilla [54] and Martin-Moreno et al. [55].
The majority of quantum transport studies have focussed on theoretically perfect devices, where 
for instance the device edges are considered to be smooth and the materials from which the structures 
are formed are free of defects. However, at the nanoscale these assumptions do not necessarily hold; 
as a real-world example of this, Topinka et al. [56] have shown that the current flowing through 
a quantum point contact does not fan out evenly as theory predicts, but instead forms a number of 
rivulets due to disorder in the background potential. Additionally, variation between samples is highly 
likely in such small structures, making an investigation of the possible outcomes of such imperfections 
potentially valuable. A discretised approach lends itself well to this, allowing us to model defects 
such as edge roughness, single or multiple impurities, and (elastic) disorder with ease, especially in 
comparison to more “manual” theories such as mode-matching [57]. To do this, we adopt the standard 
delta-potential method to investigate the effect of single impurities and use an edge roughness model 
based on that given by Todorov and Briggs [58]; disorder is treated using Anderson’s method [59] 
which is a simple yet effective phenomenological technique for studying the effect of an imperfect 
material.
1.2 Literature overview
We now present a brief review of theoretical and experimental studies of a number of types of structure 
which relate to those we investigate in this work, starting with that from which many of the initial 
discoveries of quantum transport were observed: the quantum point contact. These are microstructures
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which are narrow in two dimensions, with a constriction at some point along the third (longitudinal) 
direction. Owing to the relative ease of producing such structures, these were the first devices for 
which quantised conductance was demonstrated experimentally [12, 13, 60]. These works also show 
the effect of applying a magnetic field to the system, which is to increase the spacing between the 
conductance plateaus and also to add intermediate steps in the conductance due to spin splitting of 
subbands. Kirczenow [61] attempted to replicate these results theoretically, modelling the constriction 
as an abrupt, hard-edged gap in a square potential barrier. With this approach, the step-like behaviour 
of the conductance is reproduced but is overlaid with ringing-type oscillations resulting from the model 
used for the potential. Molenkamp et al [62] used a setup consisting of two point contacts to measure 
the transverse voltage across a narrow channel. They found that this quantity oscillates due to the 
quantum behaviour of the thermopower, which despite being an indirect observation provided the first 
experimental evidence for the oscillatory structure predicted previously by Streda [40]; Okuyama et 
al [63] and Palacios and Tejedor [64] then gave theoretical reproductions of these results.
Biittiker [65] took a theoretical step towards a more realistic model for an electrostatically-defined 
point contact by using a saddle-point for the potential, which causes the steps in the transmission 
function3 to be smooth, unlike the hard steps assumed in Streda’s theory. Proetto [66] applied this 
to calculate the thermopower and found that it results in a broadening of the thermopower peaks. 
He also examined the effect of a magnetic field on the resistance and thermopower and found that 
a non-zero magnetic field can cause the appearance of oscillations in the thermopower, which is a 
consequence of the alteration of the spacing between levels in the conductance. We note that more 
recently Margulis and Shorokhov [67] presented an interesting study of this behaviour using a method 
which decomposes both the conductance and thermopower into monotonie and oscillatory parts. Also 
of interest is a treatment by Nôckel [68], who examined the role of inter-subband scattering in this 
saddle-point potential. Shortly after Proetto’s work, Molenkamp et al [69] gave the first experimental 
demonstration of the quantisation of the Peltier coefficient and thermal conductance of a quantum 
point contact. They did this by using secondary point contacts as thermometers to measure the 
temperature of the electron gas either side of the one being studied.
With good experimental and theoretical results for the electric, thermal and thermoelectric be­
haviour having been published, a number of authors turned to variations of the point contact sce­
nario. Chu and Chou [70] used a mode-matching technique to investigate the effect of an attractive 
delta-function impurity both inside and outside the classically forbidden region of a saddle-point con-
3 By “transmission function” we mean the total transmission coefficient as a function of the particle energy.
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striction, finding that the effect on the conductance is reflected in the thermopower. Interestingly 
when the impurity was in the forbidden region of the device, the conductance gained resonances and 
antiresonances, with the thermopower showing positive-negative pairs of large-magnitude peaks as a 
consequence. Meanwhile, Faist et al. [71], then Holweg et al. [72] and Kozub et al. [73] had observed 
fluctuations of a similar form to the universal conductance fluctuations seen in the diffusive transport 
regime in a cylindrical ballistic quantum point contact. These occurred as a function of magnetic 
field [71, 72] and applied voltage [73]; such behaviour had been predicted in earlier numerical work, 
for example that of Masek et al. [74]. Grincwajg et al. [75] also investigated these results using 
a discrete Green’s function method by comparing a smooth constriction containing a small number 
of delta-function impurities to one with Anderson disorder applied, finding th a t both models can 
replicate experimental results reasonably if the parameters are chosen correctly. Many more investi­
gations of various behaviours of quantum point contacts have followed, such as tha t by Céspedes et 
al. [76] who use a two-band Green’s function approach to calculate large magnetoresistance ratios for 
nanoconstrictions made from nickel, a magnetic material.
Closely related to the quantum point contact is the nanowire. In fact, the similarity is such that 
in many studies, the distinction between nanowires and point contacts is not always clear. As an 
example of this we refer to the work of Bogacheck et al. [77] which details the three-dimensional 
cylindrical modelling of what the authors refer to as “nanowires”. However, these structures actually 
contain a constriction so could be viewed as point contacts. Interestingly they present a comparison of 
the conductance for long nanowires with a constriction of slowly-varying width and shorter structures 
with a faster-varying constriction width. The former setup corresponds more closely to a nanowire 
and the latter bears a greater resemblance to the point contacts discussed above. The results for the 
two structures are very similar, the only difference being that the steps between conductance plateaus 
occur over a wider energy range for the more point contact-like structure. This is because in a perfect 
structure, it is the width of the narrowest part of the constriction which determines the energies of 
the steps in the conductance, whilst the smoothness with which that width is reached determines how 
sharp the steps are. The model used by those authors appears to be a good representation of early 
short nanowires fabricated by Brandbyge et al. [78], who found that the measured conductance is 
quantised as predicted.
Overlooking a number of studies of “nanowires” which contain constrictions and are as such es­
sentially quantum point contacts, there have been numerous interesting investigations of nanowires -  
by which we mean a straight, narrow section of wire -  of which we list a small sample here. As noted
by Kim et al. [79], quantum size effects can lead to enhanced thermoelectric performance, and so we 
also consider studies of this in our review. A Green’s function method was employed by Kearney and 
Butcher [80] to study the effect of point scatterers on the density of states, conductance and ther­
mopower of a quasi-ID wire. Marigliano Ramaglia et al [81] modelled a hard-edged square barrier 
across a parabolic nanowire in a magnetic field using an approach based on Green’s functions. They 
found that a strong magnetic field can lead to tunnelling through the barrier via quasi-bound states, 
giving rise to resonances in the transmission. Kunze and Bagwell [82] also used a Green’s function 
method to investigate the effect of magnetic impurities on the conductance of a nanowire. Their re­
sults show that the electrons can scatter inelastically (but coherently) between spin-up and spin-down 
subbands separated by Zeeman splitting, causing the appearance of a Fano resonance.
Guttman et al. [83] used the concept of Biittiker probes [34] to introduce decoherence into a generic 
nanostructure and looked at the effect of this on the thermopower; shortly afterwards Gagel et al. [84] 
extended this approach to include a probe connected to each grid point of the wire they modelled, 
using this to examine the impact of partial decoherence and Ohmic contacts on the Hall conductance. 
Nanowires have also been used experimentally to investigate the “0.7 effect”, where a plateau at a value 
of 0.7 x 2e2/h  is seen in the conductance. Seeking to understand the cause of this behaviour, Appleyard 
et al. [85] measured the conductance and thermopower of a nanowire. Their results confirmed the 
single-particle model relating the thermopower to the gradient of the zero-temperature conductance, 
except in the region of the 0.7 structure where they found that this relation is violated. They used 
this evidence to suggest that the 0.7 structure could be a many-body effect.
With a view to thermoelectric applications, Yang et al. [86] modelled tubular and core-shell 
nanowires to study the thermal conductivity due to phonon transport, finding it to be sensitive to 
both the material used and the radius of the wire. A detailed three-dimensional Green’s function- 
based simulation4 of a silicon nanowire was presented by Jin et al. [87]. They included the effects of 
electron-electron and electron-phonon interactions, and used a mode-space approximation to reduce 
computational strain. However, in a later string of papers Martinez et al. [88, 89, 90, 91] pointed 
out that this approximation, as well as one- or two-dimensional simulations, cannot truly capture 
the three-dimensional nature of quantum transport. The model they use includes electron-electron 
interactions via a self-consistent potential, but not phonon effects. In these papers they applied this 
model to nanowire transistors, investigating the effects of interfacial roughness and random dopants
throughout this work, we use the term “simulation” to refer to a computer-based calculation using an analytical or 
numerical model.
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modelled as delta potentials. We note that such a model for impurities on a three-dimensional grid 
will inherently have a lesser impact on the transport properties than calculations performed using a 
two-dimensional simulation, because the electrons have an extra dimension by which they can avoid 
any point impurities. In a similar study, Buran et al. [92] also investigated the effect of surface 
roughness on a silicon nanowire transistor in the presence of a magnetic field to gain a sense of how a 
real-world structure would perform in comparison to a theoretically perfect one. Lastly, we mention 
Ryu and Klimeck’s work [93] using a tight-binding Green’s function method to model a nanowire in 
three dimensions with an impurity in the centre. They found that the impurity causes highly resonant 
transmission. Their calculations were a demonstration of an early adaptation of the “contact block 
reduction” method first introduced by Mamaluy et al [94, 95] to allow faster calculation of transport 
properties using Green’s functions.
Some of the models used for two-dimensional nanowires have effectively been electron waveguides. 
Such designs can easily be modified to explore new behaviour, a good example being the addition of 
one or more discontinuities in the channel. An early example of this was a Green’s function-based 
calculation by Sols et al [96] which explored the effect of interference between waveguide sections of 
different widths connected in series. A similar effect was demonstrated by Weisshaar et al [19] in 
1989 using a mode-matching technique with a scattering matrix method to model right-angle bends in 
waveguides. This is not a particularly intuitive scenario and so their results are interesting: they found 
that a single bend resulted in peak-trough structure in the transmission function, with total reflection 
occurring over a range of energies. Adding a second bend a short distance from the first, they found 
that the same overall form was seen in the transmission, but with sharp oscillations superimposed on 
it.
Shortly after the work of Weisshaar et al, an experimental study of the conductance of a dou­
ble bend was published [97] which confirmed the theoretically-predicted resonant structure of the 
conductance of the first transverse mode. Xu [98] applied the transfer matrix method to a similar 
structure formed by adding two or more hard-edged constrictions to a waveguide; the resulting device 
lies somewhere between a resonant tunnelling diode and the double bend of Weisshaar et al The 
results obtained reflect this, with the transmission function showing elements of both double barrier 
and double bend behaviour. Further theoretical studies by Kawamura and Leburton [57, 99] using 
Green’s functions showed that the form of the transmission found by Weisshaar et al is present, with 
increasing numbers of bends leading to something like the formation of energy bands in the conduc­
tance. Their discretised approach also allowed them to examine the effects of defects on the behaviour
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of the double bend; they showed that the structure of the conductance is relatively unaffected by weak 
Anderson-type disorder but breaks down in a sample-specific way as the disorder strength is increased
[99]. They also investigated the effect of edge roughness and a single repulsive delta-function impurity 
at different locations in the structure [57].
The first observation of thermoelectric effects in a double bend was published by Hannan et al.
[100], who suggested that the structure could show stronger thermoelectric behaviour than a quantum 
point contact; the results presented show both Peltier and Seebeck effects, the latter being particularly 
large. Forsberg and Wesstrom [18] present a method of solving the effective mass equation directly and 
couple this with a self-consistent algorithm to account for electron-electron interactions and finite bias, 
applying this to a double bend amongst other structures. Using a Green’s function technique with a 
simple potential model to account for Zeeman-type splitting, Shi et al [101] showed that the resonant 
structure of the transmission function through a double bend could give large spin polarisation, leading 
to possible use of this simple structure as an effective spin filter.
The transmission of phonons through a double bend in two dimensions as a function of the structure 
geometry was investigated by Huang et al. [102]. From their results they calculated the phonon 
contribution to the thermal conductance, finding that this can be tuned by varying the geometry; a 
similar calculation was performed by Xie et al. [103], who found that in a three-dimensional double 
bend the transmission probability for phonons is different to that of electrons. This suggests that 
the double bend could have an improved thermoelectric figure of merit if the structure can be tuned 
such that the thermal conductance due to phonons is small while the electrical conductance and 
thermopower are large. Lastly, we note that Zhou and Yang [104] have used a Green’s function 
method to study the transmission coefficients and thermopower of a two-dimensional double bend, 
finding that the resonant form of the former quantity leads to large magnitudes -  both positive and 
negative -  of the latter. They also give brief mention to the effect of Anderson-type disorder, with 
their findings agreeing with those given previously by Kawamura and Leburton [99]. Aside from this, 
we find that there has been very little work done on the thermoelectric properties of waveguides with 
bends, particularly in the presence of defects.
We extend the study of bends in waveguides to investigate a structure composed of right-angle 
bends arranged to form a rectangular ring, with two leads attached on opposite sides. The behaviour 
of such a design in the presence of a magnetic field is of interest due to predictions made by Aharonov 
and Bohm [10] in 1959, who proposed that a non-zero vector potential inside the ring would cause
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interference between different coherent paths through the system, with a period of hje. Interestingly 
this should occur even if the magnetic field in the transport path is zero, making it a quantum 
phenomenon. Such interference behaviour was first reported experimentally for circular gold rings by 
Webb et al [105], and also for a square loop in antimony by the same authors [106].
Following on from these reports, a number of studies of systems involving rings were carried out. 
Biittiker et al. [107] had already predicted that the transmission coefficients for a normal metal ring 
would show resonances at energies corresponding to standing waves in the ring. Guttman et al. [108] 
modelled a system consisting of a ring with a barrier in each arm, finding that the structure of the 
transmission and its variation with the flux through the ring has a knock-on effect on the thermopower; 
they state that this mechanism gives a means by which the thermopower and thermoelectric efficiency 
can be controlled via the magnetic field.
A number of papers have been published in which systems with similar physics to the ring we 
investigate are studied, which we can draw parallels with when examining the results obtained for our 
structure. As an example of this, Blanter et al. [109, 110] showed that the thermopower of a ring 
coupled to a non-interacting quantum dot in one arm is affected by the Aharonov-Bohm interference, 
changing sign in some cases. Similar calculations were later performed with the inclusion of interactions 
by Kim and Hershfleld [111]. At about the same time, a paper was published [112] in which the 
conductance of a system of two quantum dots between two leads was calculated using Green’s functions. 
The setup used was such that the coupling of the two dots to the leads could be altered from series 
to parallel, and anywhere in between, with the authors finding that the states of the molecule formed 
by the double quantum dot determine the transmission behaviour of the device. A follow-up paper 
by the same group [113] investigated this further, focussing on the effect of asymmetry between the 
arms of the structure.
A rectangular ring similar to the one we model was studied by Wu et al. [114], with the addition 
of a spin-dependent multiple barrier potential in each arm. Using a technique akin to that of Shi et al.
[101], they demonstrated that their device could function as a high-performance spin filter, with the 
flux through the ring giving an extra degree of control over the spin polarisation of the transmitted 
current. The effects of Rashba and Dresselhaus spin-orbit interactions were included in a tight-binding 
representation of a one-dimensional ring by Maiti et al. [115], and the dependence of the band structure 
of the ring on the enclosed flux was also investigated; Maiti [116] also showed that such rings can be 
used to implement logic gates, where the magnetic flux through the ring controls the output. Liu et al.
12
[117] studied a parallel double quantum dot system like those of references [112] and [113], accounting 
for the Coulomb interaction between the two dots. They found that the magnitude of the thermopower 
is large when the chemical potential is similar to the energy of the antibonding state of the double 
dot molecule. This is due to an associated Fano resonance in the conductance, which is caused by 
interference between the discrete quantum dot states and the continuous distribution of states in the 
leads. As a result, the system shows a respectable figure of merit at room temperature in the presence 
of electron-phonon interactions; the authors also demonstrate that this can be enhanced somewhat by 
tuning of the Aharonov-Bohm flux. Similar calculations were reported by Xue et al [118], with Rashba 
and Zeeman effects accounted for. The results show that the spin-orbit interactions and the magnetic 
field can enhance the figure of merit, and that spin-polarised thermopower is achievable. Finally, 
Zheng et al. [119] have recently applied the non-equilibrium Green’s function formalism to a ring with 
a single quantum dot embedded in one arm, finding that the figure of merit at room temperature 
could be as high as 3 due to the Fano lineshape appearing in the transmission function.
1.3 O utline o f the thesis
In this thesis we present a comprehensive overview of the theory of quantum electronic transport in 
quasi-two-dimensional nanoscale structures, using a Green’s function formalism based on real-space 
discretisation. We pay particular attention to the way in which the leads are accounted for, especially 
in the presence of a magnetic field, as this is an area which is invariably overlooked yet can have 
a marked effect on the results. The theory allows the calculation of a number of properties for a 
wide variety of geometries, including the full set of transmission coefficients, the local density of 
states and the conductance, thermopower and thermal conductance in response to small potential 
and temperature differences across the device. In addition, we show how the contribution to these 
properties due to each individual transverse mode of each lead can be found; this allows the behaviour 
of a structure to be probed at a fundamental level, and can help clarify the origins of features in the 
results which could otherwise be unclear.
Based on this theory, in Chapter 3 we explore the transport properties of a number of different 
structures, including some which to the best of our knowledge have not been studied before. We begin 
by demonstrating that the theory reproduces the by now well-known results for the electrical and 
thermal conductances and the thermopower in a straight section of narrow wire, which also confirms 
that the calculation of the transmission coefficients is correct. We then apply the theory to a quantum
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point contact in the presence of a magnetic field, allowing us to show that our approach to magnetic 
field transport gives good agreement with more sophisticated methods.
Having established that the theory handles these scenarios well, we then apply it to structures 
consisting of single or double right-angle bends, again obtaining good agreement with results found 
in the literature. A U-bend structure formed of two double bends placed back-to-back is investigated, 
and we find that the lengths between the bends allow the tuning of the energies at which resonant 
transmission and total reflection occur. At low temperatures this device is capable of efficient thermo­
electric conversion due to the structure of its transmission function. We then examine a rectangular 
ring placed between two reservoirs, finding that the transmission function shows characteristics sim­
ilar to those of the U-bend. The behaviour of this device in a magnetic field is of interest, with the 
transmission function exhibiting Aharonov-Bohm-type oscillations. We also conclude that an applied 
magnetic field leads to a breaking of symmetry between the arms of the ring, which results in the 
broadening of Fano-type resonances in the transmission function which are otherwise too fine to be 
observed.
The discretised nature of our calculations and the way the simulation is implemented make it 
straightforward to account for defects such as impurities, disorder and edge roughness. In Chapter 
4, we investigate the effect of these on the devices already studied in Chapter 3 to try and gain 
an understanding of how the performance of real-world devices may differ from that of defect-free 
theoretical ones. We find that some interesting physics occurs as a result of these defects. Disorder 
in a narrow wire leads to inter-subband scattering, and to a breaking of symmetry which invalidates 
some of the reciprocity relations for the transmission probabilities. If the disorder strength is large 
enough, the electron states become localised inside the device region. We then examine the effect of a 
single impurity in the barrier region of a quantum point contact, finding that an attractive impurity 
aids transmission through the barrier.
An edge roughness model is then applied to a U-bend and the effects of different random con­
figurations of the roughness are demonstrated. For the parameters used in our calculations, we see 
that the transmission function in a rough U-bend corresponds more closely to a smooth but uniformly 
narrowed version of the structure than to the original, defect-free one. A study of Anderson disorder 
in a U-bend then shows the transport to be relatively robust against moderate amounts of disorder, 
although for higher levels of disorder the configuration-dependent nature of the effects of such defects 
is demonstrated once again.
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Finally, we investigate the effects of defects in the rectangular Aharonov-Bohm ring structure. 
Edge roughness is found to have a similar effect on the transmission function as with the U-bend, 
but with the ring it also alters the Aharonov-Bohm-type oscillation of the transmission coefficients as 
a function of magnetic field strength, weakening the interference effect. In addition, the breaking of 
symmetry between the two arms of the device resulting from the edge roughness is found to broaden 
the Fano-type resonances observed in the transmission function. This is confirmed by a systematic 
study of the effect of an individual impurity positioned at different sites in the ring. Lastly, we 
look at the effect of Anderson disorder on the properties of the ring, once again finding that this 
is configuration-dependent, but that the local density of states shows much more variation with the 
disorder configuration than the transmission coefficients. Lastly, a weak amount of disorder is shown to 
both broaden the Fano-type resonances in the transmission function and introduce rapid fluctuations 
in the transmission coefficient at a constant energy as a function of magnetic field strength.
With the work outlined above carried out, we proceed to draw our conclusions in Chapter 5. We 
summarise both the theory and results presented in the thesis, then finish with a short discussion of 
possible extensions to this work. These consist of the modelling of systems to which our theory is 
already well-suited but has not yet been applied, improvements to the speed of the computational 
approach, and additions or alterations to the theory to account for more complex scenarios.
Some of the results presented in this thesis are being prepared for publication. Two papers are 
envisaged, with the provisional titles “Coherent thermoelectric transport in single, double and U-bend 
structures” and “Thermoelectric effects in a rectangular Aharonov-Bohm geometry”.
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Chapter 2
Theory
2.1 The Landauer picture of quantum  transport
We are interested in studying the behaviour of nanoscale electronic devices, and in this chapter we 
derive the theory we use for this purpose. The work presented relies on an underpinning set of as­
sumptions about the physics involved in the system being studied, which together form what is known 
as the Landauer picture of quantum transport [14]. This creates a framework for studying nanoscale 
electronic devices as part of an open quantum system, which is a necessity for transport calculations. 
Under this model, the entire system is considered to consist of a central region representing the device 
itself, connected to an arbitrary number of leads via perfect, reflectionless contacts. Each of these 
leads is assumed to be independent, multi-moded (we will discuss what this means in section 2.2.6) 
and semi-infinite, terminating at the end away from the device in a “reservoir”. Additionally, the leads 
are considered to be perfect, so that no inter-subband1 scattering occurs in them and all the states 
at the lead-device interfaces are well-defined [39]. We assume that the reservoirs are large enough 
that the addition or removal of a carrier will not affect its internal state; thus, each reservoir acts 
as both a source and sink for carriers in its respective lead, with these states being maintained at a 
local equilibrium temperature and chemical potential along the length of the lead and all equilibration 
occurring in the reservoirs. An example system is shown in figure 2.1.
With the assumptions above in place, we can begin to develop the transport theory used in this 
work. Initially we will introduce expressions in the absence of a magnetic field for the sake of simplicity,
i Throughout this work we will use the terms subband and (transverse) mode interchangeably.
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Lead 2 Lead 3
Lead 4
Device
Lead 1
Lead 5
Figure 2.1: A general schematic of the types of structure studied in this thesis. A number of semi­
infinite leads are indicated, each of which is connected to a reservoir at the far end.
and then show how these are modified with the inclusion of a magnetic field in section 2.4. This allows
us to isolate how the magnetic field is treated in different parts of the system and in the corresponding
theory.
2.2 C alculations in the absence of a m agnetic field
2.2.1 M odelling  th e  d ev ice
We wish to model the behaviour of the electrons in the device, which we assume is small enough in the 
z-direction that it decouples from the x-y plane to leave us with a quasi-two-dimensional system. The 
starting point is the time-independent single-band effective mass equation in continuous space,
HV(r) = EV{r)  (2.1)
with the Hamiltonian operator H  given by
H  = £ z  + 0 (r )  (2.2)
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where p  = —iïïV  is the momentum operator and m* is the effective mass of the electrons, which is 
assumed to remain constant throughout the system. U(r) is the potential in the device at position r , 
which is arbitrary and can be used to alter the geometry of the device or to model physical effects such 
as disorder or roughness. This single-electron approach ignores phase-breaking interactions such as 
electron-electron and electron-phonon interactions, meaning that the transport we study is coherent. 
We do this for the sake of simplicity, but will discuss later how these effects can be included in our 
model.
To proceed, we discretise the system using a centred finite difference approach. The device region 
is split into a grid oî N  = Nx x N y points, with the points labelled by the indices i and j  and spaced by 
the lattice constants ax and ay respectively, as shown in figure 2.2. With the origin at (?!, j)  =  (1,1), 
each point then corresponds to a position r* =  {(î — l)ax, (j — l)a y}. This discretisation procedure
J
1 2 N
i
Figure 2.2: The real-space discretisation scheme used in the calculations. Each grid point is referred 
to by an index pair (i, j).
makes the assumption that the number of eigenstates of the device can be truncated to iV; however, 
if the grid is fine enough to provide a good numerical approximation, N  will be large enough that this 
is not an issue. The nature of the grid also means that the device region is always rectangular, but 
the potential U(r) can be used to refine the shape of the device within this area by creating exclusion 
zones. When the leads are attached, they are constrained to lie parallel to either the x- or y-axis so 
that they align with the grid and the edges of the device region.
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Using centred finite differences, for small values of ax and ay the first derivatives of the wavefunction 
can be approximated as
_  y j r  + aq/2) -  ^ ( r  -  aq/2)
~  a , (
where aq = aqq with q = x, y and q a unit vector in the g-direction. Applying the finite difference 
technique again, we obtain expressions for the second derivatives as
d2^ ( r ) _  # (r  +  aq) -  2$(r) +  # (r  -  aq) Zo ^
a?: ~  4  ' I ^
These can be used to replace the second derivatives in the Hamiltonian, allowing us to write
# * (r )  =  [2(4, +  y  +  U (r)]$(r)
— tx [V& (r +  ax) 4- ^(r* — ax)\
— ty [ty(r + dy) + ^ ( r  — ay)] (2.5)
where tx and ty are defined as
<I =  2 ^ |  fmd t y = 2 ^ f  (2'6)
and so are dependent only on the effective mass and the grid spacing. As long as the wavefunction is 
slowly-varying over the length scales ax and ay, equation 2.5 is a good approximation. Higher-energy 
wavefunctions oscillate more rapidly than low-energy ones, meaning that the lattice needs to be made 
finer to obtain accurate results if high energies are to be studied, but in general we are not interested 
in this regime and so do not require the grid to be excessively fine.
The quantities tx and ty as defined by equation 2.6 have dimensions of energy, and are of a similar 
magnitude to the lowest energy of a particle of mass m* in an infinite square well of length ax or ay. 
They arise from the kinetic energy part of the Hamiltonian operator. Equation 2.5 looks similar to a 
tight-binding model with tx and ty giving the magnitude of the coupling between nearest neighbours; 
by analogy we therefore refer to the ts as “tight-binding energies” , or more simply just as “binding
energies”. It is also not uncommon to see these quantities referred to as “hopping energies” in the
literature, since they give the kinetic energy associated with movement from one site on the grid to 
an adjacent site.
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We can view equation 2.5 as a matrix representing the Hamiltonian multiplying a column vector 
whose N  elements are the value of vIy at each point on the two-dimensional grid [120]. We assign an 
index to each grid point so that we can refer to them by their position; for example, point n  would 
have a position r n. Thus the Hamiltonian matrix [H] must be of size N  x N ,  with elements given 
by
W n m  =  < (2.7)
2 {tx T ty) U(rn) , I'm = I'm
I'm = Tn Q>xi
~ t" y i  I 'm  ~  T n  CLy,
0, otherwise.
This discretisation procedure gives us a nearest-neighbour tight-binding-like model for the device, 
since the only non-zero bindings are those between horizontally- and vertically-adjacent lattice sites. 
The result is a matrix which encapsulates the physics of the device itself: the diagonal elements give 
the on-site energy at each grid point. The grid points on the perimeter of the device only couple to 
other points in the device region. This means that for the time being, there is effectively nothing 
beyond the perimeter of the device, which is an implementation of a hard-wall potential around the 
edge of the device.
2 .2 .2  G re e n ’s fu n c tio n s : A  re c a p
Green’s functions provide a powerful method of tackling differential problems such as those involving 
our Hamiltonian above. Formally, a Green’s function is defined as the inverse of an operator, so that 
for an arbitrary operator O in continuous space, the associated Green’s function G0 would be defined 
by the relation
0(r )  G0 (r, r z) = ô (r  - r ' ) . (2.8)
(3o(r,r ') then represents the response of the system at r  to a unit impulse at r '.  Applying this to an 
effective mass equation with Hamiltonian operator H  at energy E, we have
( E - H ' \ G ( r , r ' ) = 5 ( r - r ' )  (2.9)
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which can be brought into our discrete representation by discretising the delta function as the average 
value of the function in a given grid cell:
5(r -  r') = 5{x  — x') S(y -  y')
r X n + a x r y - n + d y
Ly Jxn jyn
2 r d n+U  
Wnm = ------  /  /  -  Xm) 5{y -  ym) dy dx
aX& r, Jv
—  ôrJnm dx (ly
=  —  [/]. (2.10)
Q,xCLy
Here, [/] is the identity matrix. Then in matrix form, equation 2.9 becomes
( £ [ / ] - [ f f ] ) [ G ]  =  - i - [ / ] .  (2.11)
CLx^ y
It is then a straightforward numerical task to obtain the Green’s function matrix through inver­
sion:
lG} = - ^ - ( E [ I } - [ H ] ) - 1. (2.12)
CLxdy
2.2 .3  B oundary cond itions
As with any differential equation, the Green’s function in equations 2.11 and 2.12 is only uniquely 
defined when boundary conditions have been accounted for. The Green’s function must be well- 
behaved, in that it must vanish at infinity; an elegant way of ensuring this is the case is to add an 
infinitesimal imaginary component to the energy:
(^E + ir) — Gr  (r, r') = 5 (r — r')
=*• M  = - L ( ( E  +  j„) [/] -  [JÎ])-1. (2.13)
CLx&y
Here, y = 0+ . If we view the Green’s function as the wavefunction at r  arising from an impulse at r z, 
we can imagine that in one dimension it would have the form elk(x~x') for x > a/, and e- %k^x~x') for
x < x', where k — yj2m*E/h2. Then the change E  E  d-iy introduces an infinitesimal imaginary 
part to k, so that k ^  k ( l  + iô), making the exponential decay to zero as \x — x'\ —> oo. This example 
assumes that the waves are outgoing from r z; however, an equally valid solution is for waves which 
originate at infinity and vanish at r'. In this case, the solutions, again in one dimension, are of the
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form for x > xr, and elk x^~x'^  for x  < x'. We then need to take E  -> E  — irj to ensure
the solution behaves properly at infinity. This means that we can write a second Green’s function 
as
( e  — ir} — H^j GA(r ,r ')  = ô(r — r')
=*• M  = - 4 - ( ( E - i-q) [/] -  [ff])"1. (2.14)(IxCLy
Gr  and Ga are respectively called the retarded and advanced Green’s functions. Their names come 
from their physical interpretation in time-dependent problems: the retarded Green’s function prop­
agates a state from a time t to a time tz, with t' > t, and thus requires knowledge of the system 
in the past, while the advanced Green’s function takes a state from time t to tf where tr < t, 
meaning that it has knowledge of the system in advance [29]. The matrices for the two functions 
are related by the expression
[Ga] = [C 'Y  (2.15)
where the dagger denotes the conjugate transpose. This relationship is obtained by taking the con­
jugate transpose of both sides of the matrix version of the first part of equation 2.13, then making 
use of the fact that the Hamiltonian, as a matrix representing an observable, is Hermitian, meaning 
that [HŸ = [H]. In general when we mention a Green’s function with no further qualification, we are 
referring to the retarded Green’s function.
2.2 .4  C onn ectin g  th e  device
As stated previously, we need to include the leads in our calculations to connect our device to the 
reservoirs; without doing this, the device is isolated and no transport will occur. In principle we could 
set up a Hamiltonian matrix representing the entire leads-plus-device system and invert that to obtain 
the Green’s function in the presence of the leads, but the leads are semi-infinite which means that the 
matrix to be inverted would be infinite. Instead, we partition the matrices based on the regions of the 
system [30, 31]. For an arbitrary system with two leads connected to the device, we can take equation
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2.11 and write it as 
/ (£  +  n/) [ / ] - [ / f i ]  [rld] 0
M  (E4-277) N 2]
0 [r2d] {E + i r , ) \ I } - \H 2] )
^ P i]  Pld] [^ 12] ^
Pdl] [Gd\ [Gd2[
\  [C?2l] [G2d] [ G 2] j
1
Q'xQ'y
(  [/] 0 o ' '
0 [/] 0
0 0 [i\ J
(2.16)
where subscripts of 1, 2 and d refer to the regions for lead 1, lead 2 and the device respectively and 
the rs are coupling matrices specifying the binding between the regions, with [r^] =  [r^]^, p =  1, 2. 
In this way, each region is accounted for, including the connections between the leads and device, 
while the zeroes in the first matrix specify that there is no coupling between the different leads -  
thus implementing our earlier assumption that the leads are independent. The Hamiltonian for the 
isolated device region, [Hd], is given by our earlier expression (equation 2.7). Prom equation 2.16 
we can extract the following relations:
((£  +  in) [/] -  m  [Gu \ +  h j  [Gi] = 0 
[Tdl] [Gld] +  ((£  +  in) [1] — [fld]) [Crf] +  [’VI2] [<J2d] =  [1] 
[r2d] [Gd] +  ((£  +  in) [/] -  [H2}) [G2i] =  0. (2.17)
The first and last of these can be rearranged for [Gi<j] and [G2d] respectively, and the resulting expres­
sions are then substituted into the middle relation. Some simple rearranging yields
{((£ + in) [i] -  [Hd]) +  hi] ((£ + in) M -  [ffi])"1 [nj
+  M  ((£  +  in)[I] -  m r 1 M } [Gd] =  —  [/]•ClxCly
(2.18)
We recognise that the inverted terms take the form of equation 2.13, and are thus Green’s functions 
themselves:
((E +  ir]) [/] -  [Hi]) 1 =  axay [Gf] and ((E +  irj) [/] -  [H2]) 1 =  axay [G$] . (2.19)
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These are therefore the Green’s functions for the isolated leads. We can define the retarded lead 
self-energy matrices
[ ^ ] = a I a!,[T(ip][G ” ] M  (2.20)
where p =  1, 2, allowing us to write
[Gd\ = - L - { ( E  + in) [/] -  [Hd] -  [Ef] -  [E*] } "1 (2.21)
CLx&y
which is a form of the Dyson equation. Equation 2.21 is the matrix representation of the retarded 
Green’s function of the device region in the presence of the leads: the self-energy matrices allow us to 
fold the effects of the semi-infinite leads into the device space. Since the leads are considered to be 
independent of each other, we can follow the above procedure for any arbitrary number of leads. The 
resulting Green’s function is then
[%] = - ^ - { { E  + in) [7] -  [Hi] -  [Efl] (2.22)
with the total self-energy given by
[ S * ] = £ [ E * ]  (2.23)
P
where p runs over all leads. We can also obtain the advanced lead self-energy matrices in the same 
way:
[£p] =  axCiy [rdp\ [Gp] [Tp d ] and [Ea ] =  ^  [Ea ] . (2.24)
p
The retarded and advanced self-energies are related in the same way as the retarded and advanced 
Green’s functions,
[£*] =  [S? ] 1 (2.25)
which means that the advanced Green’s function for the device in the presence of the leads,
[GA] = —— {(£  —zrç) [J] -  [tfd] -  [EA] } 1 (2.26)
dx dy
is still the conjugate transpose of the retarded Green’s function as per equation 2.15. In general from
this point, when we use GR or GA without subscripts we are referring to the Green’s function for the
device region in the presence of the leads.
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2.2.5 A ccou n tin g  for in teractions
As mentioned previously we neglect phase-breaking processes such as electron-electron and electron- 
phonon interactions for the sake of simplicity. In general, phonons will also have little effect at the low 
temperatures at which we perform our calculations. However, effects such as phonon drag can still be 
significant in this regime [121], and so we point out that our calculations are only for the electronic 
contribution to the device behaviour, with phonon contributions neglected. It is possible to extend 
the theory if we wish to account for these mechanisms. The general technique is to add one or more 
additional self-energy terms to the m atrix to be inverted for the Green’s function in equation 2.21. 
Here we shall briefly discuss the most common approaches.
In the Biittiker probe method [34, 35], one or more reservoirs are connected to the device by 
fictitious leads, which are attached to the device using self-energy matrices as in the previous section. 
The current drawn by each probe is held at zero by adjusting the chemical potential of the reservoir 
to which it is connected, so that the probes serve only to randomise the phase of the extracted and 
re-injected electrons. A similar approach has been used to model phonon interactions [36, 37, 122]. 
This technique has been taken to great lengths, to the extent that each individual grid point effectively 
has its own reservoir attached to it to model dissipation across the entire device region, resulting in an 
imaginary contribution being added to the on-site potential of each grid point [84, 123]. By varying 
the coupling between the device and the probe, the amount of decoherence can be controlled, allowing 
transport to be studied from the coherent through to the Ohmic regimes [124, 125].
The treatm ent of electron-electron interactions is most commonly done via a self-consistent solution 
of Schrôdinger- and Poisson-type equations, generating an additional potential which is added to the 
effective Hamiltonian ol the system [31, 126, 127]. This accounts for the Coulomb interaction between 
the single electrons, at the expense of requiring a number of iterations of calculating the Green’s 
function and solving the Poisson equation, which can be a computationally-intensive process. More 
complex, non-local effects such as correlation and exchange potentials can also be included via self- 
energy-style matrices [29, 31, 126], although as with phonon effects we do not pursue these any further 
in this work.
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2.2 .6  Lead self-energies and surface G reen’s functions
We now return to the self-energy matrices representing the effects of the leads. We have seen that 
these are derived from the lead Green’s functions (equation 2.20), meaning that they are still infinite 
in size; however, the nearest-neighbour coupling obtained from our discretisation procedure allows us 
to work around this. We assume that the coupling between the device and leads is the same as that 
between adjacent grid points in the device, so that the elements of the coupling matrix for lead p are 
tXp for points adjacent to lead p and zero otherwise, where xp is the longitudinal direction in lead p 
and yp the transverse direction:
OCrt — 4
yP
x, p is oriented parallel to the x-axis,
y, p is oriented parallel to the y-axis,
%/, p is oriented parallel to the x-axis,
x, p is oriented parallel to the y-axis.
(2.27)
Thus, from equation 2.20, the lead self-energy matrix elements are
P X m  =
axaytlp [Gp ]nm, r m and r n adjacent to lead p, 
0, otherwise,
(2.28)
meaning that we only require the Green’s function for the lead at the points adjacent to the device, 
which are those on the surface of the isolated lead. This makes the self-energy matrices finite-sized 
so that the Green’s function for the device in the presence of the leads can be found computationally 
using equation 2.22.
To evaluate the elements of the lead Green’s function, we begin with its definition in a continuous 
real-space representation (equation 2.13). We use the wavefunctions in the isolated lead p, ^ Q, which 
are defined by the effective mass equation Hpil)a(rp) = eQ'0 (T'p) and are therefore orthogonal, to 
express the Green’s function using the »^as as a basis, so that
Gp ( rp y p) = 2 3 Ca(r p) ^ a ( rp). (2.29)
a
Here, the subscript a  refers to the combination of all quantum numbers which define an individual 
state. Inserting this into the definition for Gp , multiplying through by ^ ( r p) and integrating over
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r p, we can make use of the orthogonality relation f  'iftai'Tp) ^  (rp) drp = ôap to obtain
=  E+^ir i-ep  (2-30)
so that the Green’s function is given by
which is the spectral representation. We can now use the wavefunctions to evaluate this for the leads. 
We assume that the potential in the leads is constant in the longitudinal direction and we allow
two possibilities for the transverse confining potential: an infinite square well, or a parabolic oscillator
potential. The square well is simpler to model computationally owing to our rectangular discretisation 
of real space, and as such is the model we choose for our calculations, but we also consider the parabolic 
oscillator potential since it gives a more realistic profile when narrow, electrostatically-defined channels 
are involved with only one or two occupied subbands [61, 128]. In addition, the eigenstates of the 
parabolic potential can be found analytically even in the presence of a magnetic field, which makes 
it appealing when considering a magnetic field in the leads as we will discuss in section 2.4.3. For 
both the square well and oscillator potentials, we can write the wavefunctions and energies in the 
form
'4>k,a('Ep'> Vp) — 6 Pua(yp) and £k,a. — 2m* T Gq, (2.32)
where k is the longitudinal wavenumber and now a  is the transverse mode index (o: =  1 ,2 ...) .  For a 
square well lead, the potential is defined as
U W  =  < (2.33)
oo, otherwise,
so that the lead is of width W  and is centred at yp = 0. The eigenstates for this potential are
V^ Sin(^% ^) and £“ = |^ 2- (2'34)
In the case of the oscillator potential, the confinement is given by
U(Vp) = ^ y 2P (2.35)
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where ujq is the “frequency” of the potential and determines the strength of the confinement; again, 
the lead is centred at yp = 0. The eigenstates of such a potential are
Ua(yP) = ^  = ^ « - 1  (\Æô?/p) e~noyp^2 and ea = (a -  1/ 2) Zkv0 (2.36)
where f2o =  m*cvo/ h and Ha is a Hermite polynomial,
Ha.{x) = (—1)“ ex ^ e x . (2.37)
We apply boundary and normalisation conditions to the wavefunction before using it to evaluate the 
Green’s function. The coordinate system is defined such that =  0 is the location of the end of the 
lead, and therefore the position of the interface between the lead and the device. The wavefunction 
must disappear on the boundary of the isolated lead, meaning that we must have — 0, yp) = 0.
The longitudinal component of the wavefunction is not square integrable and so we choose to normalise 
it over some length L. Combining these conditions, we have
V%a(zp, Vp)  = ^J~^sm(kxp) ua(yp) . (2.38)
Lastly, we account for the direction of motion in the longitudinal direction explicitly by writing k — |fc| 
if the electron is moving in the positive xp direction, and k —> —\k\ if the motion is in the negative 
direction. When calculating the lead Green’s function, we can use either incoming or outgoing states 
as long as we are consistent across all leads. It is slightly more intuitive to use incoming states, so 
that the wavefunction is given by
(2.39)
X sin(|&|a;p) ua(yp) , lead p on left or lower edge of device,
iftkjaiXpiVj)) — <
- } / ^ s m ( \ k \ x p) ua (yp) , lead p on right or upper edge of device, 
which we substitute into equation 2.31 to obtain
G ^ z ' ^ E )  =  E  (2-40)
where we have made use of the fact that the transverse modes are purely real to write w* =  ua,
and
-ka =  ^ r n ' ( E  + iV - e a) ( 2 .4 1 )
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The sum over a theoretically runs over all transverse modes in the lead. However, we limit the
When ea > E, the mode is an evanescent state and decays quickly in the longitudinal direction. In 
our treatment this means that the probability of such modes transmitting from one lead to another is 
negligible, so that they have little effect on the transport properties. They will contribute to the local
states. Methods of doing this exist [129, 130, 131], but this is beyond the scope of the work presented 
here and we continue under the assumption that they are unimportant in our model.
Since we are only interested in the surface Green’s function, we set x'p = xp, and because the 
lead is semi-infinite, & is a continuous variable, so we change the sum over \k\ to an integral via the 
prescription
The integral is evaluated using contour integration; this is done by rearranging it as follows:
Then if xp > 0, xp = \xp\ and the integrand is bounded in the upper half-plane. The simple pole at
summation to include only the propagating modes at energy E,  which are the states for which ea < E.
density of states (which we will discuss in section 2.2.7) in the region immediately around the interface 
between the leads and the device, but we are primarily concerned with the electronic behaviour in the 
central region of the device and so this effect is unimportant to us. If electron-electron interactions 
are included self-consistently in the calculations, this contribution to the local density of states will 
affect the self-consistent potential, and as such it may be necessary to include a number of evanescent
(2.42)
so that
(2.44)
1^1 =  ha. is slightly off the real axis because of the ir) term in equation 2.41, and is therefore completely 
enclosed by the contour, meaning that the result of the integral is given by the residue at this pole. If 
xp < 0, then xp =  —\xp\ and the integrand is bounded in the lower-half plane. Then taking the residue 
for the pole at \k\ = —ka gives the same result as for Zp =  |zp|, which in the limit 77 —>• 0 is
7T eîfcûlXplsin(A:a |xp|) 
2 ka (2.45)
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where ka = y/2m* (E — ea) /h2. This process shows the importance of the boundary conditions 
represented by 77 in the calculation: if we set 77 =  0 before evaluating the integral, we lose the imaginary 
component of the result, which as we will discuss later plays an important part in the Green’s function 
of both the lead and the whole system. Using this result we have
G p ix p .y p ' . x ^X p .y ' ^ É )  = - W  % )   s in k k p l)  (2.46)
We now discretise this expression to obtain the elements of the surface Green’s function. To do this, 
we assume that the transverse wavefunctions vary slowly over the length aVp so that the average value 
of the uas in the grid cell surrounding a point r n is simply ua(yn). We also note that because the grid 
points in the device space include the boundary of the device region, the first point inside the leads 
will always be a distance aXp into the lead, so that we replace \xp\ with aXp. Finally, the discretised 
quantities we are deriving are only strictly valid in the limit ax,ay 0, for which we make the 
replacement sm(kaaXp) —> kaaXp. Thus the elements of the lead surface Green’s function matrix are 
given by
[Gf] E  «■ (ypj  eik^  (2.47)
a
where yPn is the transverse coordinate in lead p of the position vector r n. Using equation 2.28 we can 
then write the elements of the self-energy matrix as
r Pi I ~ txi'a'Si' £ 0  “o (%>») u<* (ypm)e’k°a*r > r m and r n adjacent to lead p,
(2.48)
0, otherwise.
Once this has been evaluated, the advanced self-energy matrices can be found using equation 2.25.
2 .2 .7  E ffects o f th e  leads
The effect of the lead self-energies is very profound: these matrices connect the device to the reservoirs, 
and thus encapsulate the open boundary conditions required for transport calculations. The boundary 
condition on the Green’s functions, accounted for by the infinitesimal imaginary component 777, results 
in a significant imaginary part in the self-energy matrices. This in turn makes the effective Hamiltonian
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of the leads-plus-device system non-Hermitian:
[Hsys] = [Hd] +  [2*]
=> [HsysŸ = [Hd] +  [2A] • (2.49)
The condition for the system Hamiltonian to be Hermitian is [Hsys]^  =  [Hsys] > which would require 
[Eæ] =  [X1A] . However, we can see that this is not the case; in fact, we can measure the anti- 
Hermitian part of the self-energy matrices, and therefore the system Hamiltonian, based on this 
requirement:
[r] =  i([E * ] -  [SA] ) .  (2.50)
Here, [F] is called the broadening matrix, for reasons we will see shortly. If [F] =  0, then the self-energy 
matrix, and thus the system Hamiltonian, is Hermitian. From equations 2.23, 2.48 and 2.25, we can 
write the non-zero elements of the broadening matrix for lead p as
[r]nrn =  ^Xpayp 5 3  Ua (yPn) Ua {ypm) sin(fcQ;aXp) (2-51)
p a
which in general is non-zero.
As a simple example of the effect of the leads, we can consider a one-dimensional wire in the 
x-direction, with a single grid point in the middle representing the device and the remaining portion 
either side constituting a lead. With only one grid point, all of our matrices become scalars, and 
the Hamiltonian is simply 2tx . The lead self-energies can be found following the procedure in section 
2.2.6 starting with the one-dimensional wavefunction V'fc =  sin(±kx), where +k is taken for incoming 
states in the left lead and —k is for states coming from the right lead. This gives the total self-energy 
for both leads as E =  —2txelkEClx, with ks  = \ /2m*E/h2. The coupling to the two leads therefore 
modifies the single eigenenergy of the system as
E  = 2tx - ï  E  = 2tx 1 _  eikEax
= 2tx [1 -  cos(kEax) -  isin(À;£aæ)] . (2.52)
From this, we see that the state both shifts in energy and picks up a finite imaginary term, the 
magnitude of which is equal to half the broadening F =  i (E — £*). If we look at the time-dependent
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effective mass equation,
H'ipfa, t) = i h ^ ÿ i x ,  t) (2.53)
we can separate the wavefunction into the product of spatially- and time-varying components so that 
^(x, i) = 'ipo(x)T(t), where T(t) = and to is some initial time. We can then see that the
imaginary term in the eigenenergy of the system, which is always negative, has the effect of making 
the wavefunction decay in time; the state therefore has a finite lifetime. This corresponds to the 
electron leaving the device through one of the leads, and can only happen because of the boundary 
conditions we have imposed: without the infinitesimal imaginary component in the definition of the 
Green’s function, the lead self-energies would have no imaginary part, so the broadening would be 
zero and the eigenenergy of the system would be purely real, meaning that there would be no flow of 
electrons through the system.
To see why the broadening is named as such, we first need to relate it to the Green’s function. 
This can be done by subtracting the inverse of the advanced Green’s function from the inverse of the 
retarded matrix, using the definitions in equations 2.22 and 2.26:
=  iaxay [F]. (2.54)
We can then left- and right-multiply by the retarded and advanced Green’s functions respectively, or 
vice-versa, to obtain
i ( [G*] -  [Ga ] ) =  axay [Gfi] [T] [Ga ] =  ax0y [GA] [T] [GR] . (2.55)
If we consider the isolated device -  that is, the device region in the absence of the leads -  the states 
will be orthogonal and we can use the spectral representation (equation 2.31) and the relation between 
the retarded and advanced Green’s functions (equation 2.15) on the left-hand side, giving
i ( [ G l ]  -  [Gi,]) = 2 X > ( r ) y > ; ( r ')  x \ 2 2 (2.56)
a x-^  eoJ T V
where the subscript of dO on the Green’s functions here is to remind us that this expression is for the 
isolated device. A representation of the delta function is
and since we have 7] = 0+ , we can write
< ( [Gg,] -  [Gg,] M r )  C  ( / )  « (£  "  W - (2-58)
a
We therefore see that the imaginary part of the Green’s function of the isolated device is something 
like a density of states, consisting of spikes where E  = ea. Indeed, we can express the local density of 
states, which is the density of states at a point r, as
D(rn) = l ^ Gd0^ n ~  [^ d o W  (2.59)
This is for the isolated device, but generalises to any other Green’s function as well, so that we can 
write
i ([G^l — )
D(rn) = — J-nno 1 innJ (2.60)2ir
with Gr  and GA as the retarded and advanced Green’s functions of the device region in the presence of 
the leads. This means that the density of states at any point in the system is related to the imaginary 
part of the diagonal element of the Green’s function at that point, in the same way that the broadening 
comes from the imaginary part of the self-energy. We can also use the link just established between 
the Green’s functions and the broadening to write
.  w „ m i n £ i k ,  w i m n £ 3 L .
As has already been mentioned, the coupling to the leads makes the effective system Hamiltonian non- 
Hermitian (equation 2.49). This means that its eigenstates are no longer orthogonal, and the spectral 
representation as given in equation 2.31 is not valid. Instead, we can define two sets of eigenstates
[31],
[•tfsys] Y’g (r)  =  e a i> £ ( r )  and [ H s M  i ’a { r )  =  (2.62)
which form a bi-orthonormal set and therefore have the orthogonality relation
J  ''Pair) |> A(r)] *  d r =  ôal3 (2.63)
so that we can repeat the derivation of the spectral representation of the Green’s function to ob­
tain
G« ( r y )  ^ s i r m i r w  ^  GAi r y ) = E m M i r r  (264)
x z ^  E  + i r ) - e a x ^  E - i r j - e *  v '
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a
In the simple example shown above, we saw that the act of coupling the device to the leads adds both 
a real and an imaginary part to the eigenenergies; let us write this as ea = +  A — ry, where is
the eigenenergy of the device in isolation. Substituting these into equation 2.60 for the local density 
of states then yields
Dsys(rn) = l> a M ]* x 7------ / 7 Xl2  (2-65)7T a [£ :_ (e“0)+A). +  7
where 7 introduces a finite imaginary term, making ir) insignificant. The Lorentzian function is 
effectively a broadened Delta function as represented by equation 2.57, and is given by
where /3 is the width of the peak. Using this we see that the local density of states of the device in 
the presence of the leads is
D s y s ( r n )  =  X > * ( r )  [ ^ ( r ) ] * z , ( £  -  (e™ + a )  ,27) .  (2.67)
a
though we note that in general the energy shift A and broadening 7 are functions of energy, so that 
the local density of states does not take a true Lorentzian form. From equation 2.67, it is clear that 
7 , the imaginary component introduced by the lead self-energies, is responsible for the broadening 
of the density of states away from the sharp peaks seen for the isolated device. A non-zero value 
of 7 is a direct result of a non-Hermitian component of [S^], which is measured by [F]; indeed, for 
the one-dimensional example given above, 7 =  [F] =  Im (S^). This is the reason that we call it the 
broadening matrix.
2.2 .8  P er-lead  and per-m ode m atrices
The matrices relating to the leads have so far been summed up so the effects of the individual leads 
are lost. This is the extent of the treatment commonly seen in the literature; however, it is possible 
to separate these matrices so that the effect of each individual mode of each lead can be seen. This 
can be useful in understanding what exactly is happening inside a structure.
The first of these quantities is the collection of self-energy matrices. As we saw in section 2.2.4, 
when we calculate the Green’s function for the entire device-plus-leads system we use the total self­
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energy, which is the sum over all leads as given by equation 2.23. From the expression obtained earlier 
for the self-energy of a single lead (equation 2.48), we can view each per-lead self-energy as the sum 
of the contributions for each mode, given by
r B 1 I ~ t:craypUa(ypn) ua(yPm) e'k'*arr , r m and r n adjacent to lead p,
=  (2 .68)
0, otherwise,
where the subscript p:a shows that this quantity is for mode a  in lead p. Then the self-energy for 
lead p is the sum of the per-mode self-energies of each mode in p; the same can also be done for the 
advanced self-energy matrices, so that
[s p ] =  E  P&»] aM  [ 2 ? ] = £ [ I & J .  (2-69)
a  a
with =  [Xya] * as for the per-lead self-energies. In the previous section, the broadening matrix
was introduced. We only ever discussed it as a single, total quantity for the whole system, but 
because it emerges as the sum of self-energies it is clear that it can be split into per-lead and per-mode 
contributions as
[F] — M  M  =  2 2  PW l and [Ijm] =  i — [E ^ J )  • (2.70)
p  a
The per-mode broadening can then be used in place of the total broadening in our earlier expression 
for the local density of states, equation 2.61, to study the local density of states resulting from a 
particular lead, or even a single mode in that lead,
Dp{rn) = Y l DP-<x(r n) with Dp:a{rn) = axay^   ^ ^  ^ nn (2.71)
a  ^
where the Green’s functions must still be evaluated using the total self-energy, so that the effects of 
all modes and leads are considered. In section 2.2.10 we will show how these per-mode quantities can 
be used to calculate the transmission and reflection probabilities between individual modes.
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2.2 .9  S ta tes in th e  system
We now know that the local density of states is related to the imaginary part of the Green’s function. 
However, we have only looked at the diagonal elements of this quantity. We can define a matrix [A]
as
[A] = i{[GR} ~ [ G A}) (2.72)
which we call the spectral function, with the Green’s functions as those for the device in the presence 
of the leads. This is related to the density of states, so that using equations 2.60 and 2.61 we can 
write
{A] =  axay [Gfi] [T] [Ga] = axay [GA] [T] [Gr ] (2.73)
and
D (r n) =  t& m . (2.74)
The first of these two relations allows us to define a spectral function for each mode and lead in the 
same way as for the self-energies and broadenings in section 2.2.8:
M  =  2 2  lAp] with [Ap] = 2 2  [Ap:a] and [Ap:a] = axay [Gr ] [rp:a] [Ga] . (2.75)
P a
The second of these, equation 2.74, shows that by looking at the local density of states, we are 
using only the diagonal elements of the spectral function and are therefore ignoring the rest of the 
information carried by the matrix. In general, the spectral function can be seen as a list of all the 
states in the system, whether occupied or unoccupied, with diagonal elements [A]nn representing the 
density of states at point r n and off-diagonal elements [A]nm relating to transitions between states at 
r n and r m.
If the spectral function is a list of states, we can estimate the occupancy of these by assuming that 
states originating from lead p are filled according to the Fermi function for that lead,
=  i  +  e { E - ti p ) / k B Tp (2-76)
where pp and Tp are respectively the chemical potential and absolute temperature maintained by the 
reservoir to which lead p is connected. Then we can define the electron and hole correlation functions 
for lead p as
lG p ]  = f p ( E ) Ia p\ and [G+] =  (1 -  f p(E)) [Ap] (2.77)
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respectively, which can again be split into the sum of matrices representing the effect of each mode,
or summed over all leads to obtain a total m atrix for the entire system,
[c ± ] =  £  [GP ] and [Sp] = £ [ < > « ]  (2.78)
p a
with the per-mode matrices found using equations 2.77 with [Ap\ replaced by [Ap:a\. The electron 
correlation matrix [G- ], when divided by 27r, is equivalent to the density m atrix used in statistical 
approaches to quantum transport, with the diagonal elements [G~]nn giving the electron density at 
the grid point at r n [29].
It is worth noting tha t for our two-dimensional system, each of these densities gives a quantity per 
unit energy, per unit area. They can therefore be integrated over these variables to obtain a “to ta l” 
value. As an example, assuming that the variation across grid cell n  is small, the number of electrons 
in that cell in an energy range E  —> E  + dE  is axay [G'- ]nn dE/2Tv. Then the total number of electrons 
in the cell is
"('•") =  ^ / [ G " ] nnd £  (2.79)
which can be summed over the whole grid to obtain the number of electrons in the device. The same
approach can be applied to any of the quantities discussed in this section.
2.2 .10 T ransm ission probabilities
One of the most important properties of the device is the set of probabilities for an electron entering 
the device in one mode to scatter out in another (or the same) mode. The derivation for these 
probabilities in terms of the Green’s functions of the system makes use of the concept of the scattering
matrix [A], which we also refer to as the 5-m atrix from this point. The elements snm of the 5-m atrix
are numbers between 0 and 1 representing the fraction of the amplitude of the electronic wavefunction 
entering the device in a state m  that will leave in state n, where ?n and n  are modes which can be 
in either the same lead or different leads. Thus if we label the input amplitudes a and the output
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amplitudes as b, we can write
h
b2
bjy
S ll S12 • • S i// a i
S21 S22 • • S2N
<
02
SJV1 SN2  • • SNN 1
(2.80)
with N  the total number of modes in all leads. We are interested in the current carried by each 
state, which is related to the product of the amplitudes for each mode and the root of their respective 
velocities:
Sn.m.O/r (2.81)
To establish a link between the S'-matrix and the Green’s functions, known as a Fisher-Lee relation 
[38], we begin by looking at the scattering from mode a  in lead p to mode (3 in lead g, where a  and 
(3 can refer to the same mode if a  =  /3 and p = q. We have seen that the Green’s function GR(r,r' ) 
is the response at r  to a unit impulse at r z, where we are working in continuous space for the time 
being; thus GRp(yq,yp) = GR(xq = 0,yq',xp = 0,yp) denotes the response at a point (xq = 0,yq) at 
the interface between the device and lead q to an impulse at (xp = 0, yp), located at the interface 
between lead p and the device. The impulse gives rise to waves travelling both towards and away from 
the device, which have amplitudes A+ and A~ respectively. The wave moving towards the device will 
scatter and a fraction of it, given by the scattering matrix element of equation 2.81, will exit the device 
in a mode of lead q. The wave travelling away from the device will contribute to the response as well, 
if it is in the same lead and mode as the response we are studying, and the whole result is weighted by 
the transverse wavefunction at yq. The Green’s function is then the sum of these contributions over 
all source and destination modes. From this we can write [31]
G^p{yq, yP) — ^  53
a  /?
Ôp:a,q:pAa +  ^  -^SpaA* (2.82)
The mode amplitudes are obtained using the definition of a general retarded Green’s function 
( E  + i y -  Ê^j gR(%, y \a/, %/; É) = S(x -  x') ô ( y -  y ' ) . (2.83)
9*
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When x ^  x ' , gR is simply a superposition of the eigenstates of the Hamiltonian. The infinitesimal 
imaginary quantity ir] enforces the boundary conditions and ensures that the retarded Green’s function 
is composed only of waves originating at x'  and travelling away from that point:
9 (x, y \ x', y'; É) = <
9>, x > x ’, 
9<, x < x',
(2.84)
where
3* = and s? = (2.85)
Integrating equation 2.83 from x' — e to x f + e and taking the limit of e —>• 0 yields the condition for 
the discontinuity in the gradient of gR at x = xf. Integrating a second time gives the condition for 
continuity, so that
dg
dx
dg
dx
2m*
H? 5{y -  y')
9 > \x = x '  9 < \x= x '  ~  0
R\ (2 .86)
Substituting in the expressions for gR and gR, we can take advantage of the orthogonality of the 
transverse modes ua by multiplying both of these conditions through by u*p and integrating over y.
From this we find that
— A* — fi2]~a Ua M (2.87)
where ua is real so that u*a = ua from this point onwards. We can find the velocity of mode a  from 
the relation
Vty --
  d£k,a
dpa
(2.88)
where pa =  hka is the longitudinal momentum, which with equation 2.32 gives
Vfy -- hka (2.89)
Combining equations 2.82, 2.87 and 2.89 with the replacement y' —> yp, multiplying through by 
up'(yq)u a>(yp) then integrating over yq and yp, we obtain the Fisher-Lee relation [38], which after 
dropping the primes on the mode indices (3 and a gives us the scattering matrix element spa in terms
39
of the Green’s function for the device in the presence of the leads,
s/3a =  ~ fip :a ,q :P  4" ~ ^ ‘\ / kakp J  J  Uptyq) G q p ( y q , y p )  U a ( y p )  d l / p d l / q .  (2.90)
Here, the delta-function term represents reflection when the source and destination modes are the 
same, while the second term gives the part of the impulse which enters the device from mode a  in 
lead p and scatters out into mode /3 in lead q.
The probability of transmission from mode a  in lead p to yd in lead q is given by the square modulus 
of the appropriate S-matrix element,
tpa — |s/3a|
=  < W :/3 j l  -  J IUa^'p) ^G^(y'p,yp) -  [GK(y!p,yp)]*}ua(yp)dy'pdyp^
^  I I I I  W  2/p) W  [ G q p { y q , y p ) T  U a (y p )  d y 'q d y 'p d y q d y p . (2.91)
h4kakt
m.
At this point, most authors assume that the source and destination modes are different, so that the 
delta-function term representing reflection vanishes. In principle this is not an issue as we can always 
calculate the full set of transmission probabilities ^  where j3 a, and then invoke the conservation 
of probability to obtain the reflection coefficients taa and tpp. However, for the sake of completeness 
we prefer not to take this step, instead retaining the full expression which is valid for both reflection 
and transmission coefficients.
Using the fact that for a complex number z = a + ib we have z — z* =  2ib, and that from equation 
2.15 we can write GA( r , r z) =  [G ^(r',r)]* , equation 2.91 becomes
tf ia =  Ôp:*,q:i3 j l  +  J  J  ua (y'p) I m [ G ^ ( ^ , p p ) ]  ua{yp) d ^ d % , j
k k (*(*(*(*
^ r -  J  j j j  u p (y q )  G qp(yq’ y p ) u a ( y p ) u / 3 {y'q) G£q(y'p ,y 'q) u a (y'p) d y fq d y 'p d y q d y p . (2.92)+ TTT
The integrals are then discretised by the prescription
2 3  and J d y j p  -> ayp 2 3  (2.93)q - ^ ayq
i(') m(z)
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and we use the per-mode broadening matrices given by equation 2.70 to express the us in terms of the 
broadening matrices. Since the discretisation and associated theory are only strictly valid in the limit 
ax, dy —> 0, we can make the replacement sm[kaaXp) —> kaaXp in spite of the fact that as the energy
is increased, ka can become large enough that the approximation is no longer accurate. From this we
get the transmission in terms of our earlier matrices as
tfia = 3p:ot,q:P S 1 +  2axOy ^  ^  ^m ( [^ ]m 'm )
I rn rn'
+  0x°y 2 3 2 3 2 3 1 3  n'm' t ^ ]  mn (2.94)
n m n' m!
where we have made use of the constraint that the leads must all lie parallel to either the x- or y-axis 
to write aXqayq = aXpayp = axay. The ordering of the matrices in this expression is unimportant since 
from equations 2.22, 2.51 and 2.28 we can see that exchanging the coordinates in the matrices does 
not change them -  that is, the matrices are symmetrical. This expression can be simplified further by 
noting that the nearest-neighbour coupling between grid sites ensures that [rp:a]mm, — 0 when either 
one or both of the grid points r m and r mi are not adjacent to lead p, so that we can replace the 
summations by the trace of the product of the relevant matrices:
tpa = 5p:Q,g:/3 {l +  2axayT r[[rp:a] Im Q G ^])]} +  a^ayTr[[rg:jg] [G^] [rp:Q;] [G^]] . (2.95)
This gives us the transmission between individual modes; we can sum over the modes in one of the 
leads to study mode-to-lead or lead-to-mode probabilities,
t,a = ^ ,{1  + 2as;a!/'Iï[[rp;a]Iin([GH])]} + ^ a2Tr[[r?J [gA]
t/3p =  5OT{l +  2axa!,Tr[[r?;j3]Im([Gfl] ) ]} + a 2 a jT r [ [ r^ ]  [GA] [Tp] [Gfl]] (2.96)
and then summing again over the modes in the other lead, we find the total transmission coefficient 
from lead p to lead q over all modes as
tqP = Spq {Mp +  2axayTr[[rp] Im ^G ^])] } +  a^ayTr[[rg] [Ga ] [Fp] [G^]] (2.97)
where Mp is the number of modes in lead p,
Mp =  ^   ^1. (2.98)
a
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It is worth noting that the transmission and reflection coefficients calculated using equations 2.95 
and 2.96 are true probabilities, in that an electron entering the device in each mode must exit the 
device into another (or the same) mode and lead. Thus, the sum of the transmission coefficients over 
all possible outgoing modes for a particular incoming mode must be unity. This is not true for the 
lead-to-lead transmission coefficients, which are “quasi-probabilities” in that the sum over all possible 
exits will equal the number of modes in the input lead, which is energy-dependent and can be greater 
than one.
2.3 D evice properties from transm ission coefficients
The transmission coefficients are the key quantity we require when calculating the properties of devices, 
since they tell us where an electron incident on the device is likely to scatter to. They axe not something 
that can be directly measured experimentally, but they can be used to calculate a number of quantities 
which are observable in the lab.
2.3 .1  C alcu lating  th e  current
One of the main results of the Landauer formalism [14] is that the current density per spin per unit 
energy in lead p is given by [15]
f p { E )  M p  +  f q ( E )  tpg (2.99)
where f p is the Fermi distribution for the states in lead p as in equation 2.76. This is simply a 
statement that the current in lead p is the difference between the flow of electrons from lead p into 
the device and the flow from the other leads out of the device via lead p. The sign of this quantity is 
governed by the convention chosen for the current; here we have defined a net flow of electrons exiting 
the device (i.e. a net flow of positive charge entering the device) to give a positive contribution to the 
current. The temperatures and chemical potentials of the reservoirs enter the expression through the 
Fermi distributions, whilst the transmission coefficient accounts for the effects of the geometry of the 
device and leads and, as we will see in section 2.4.1, the magnetic field, if it is present. To find the
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total current in lead p, we sum the current density over the spins and integrate over energy,
since we ignore the splitting of spin states by, for example, magnetic or electric fields. For a system 
with only two leads, q and p, we can simplify this expression:
Since we have only two leads, to conserve the probabilities we must have that tqp +  tpp = Mp, so that
total Mp, so that tpq +  tpp = Mp. From this we deduce that tpq = tqp for the two-lead system [132], so 
that the current can be written as
We can see from swapping the lead indices that Iq = —Ip, as required for current conservation. It is
and so for a current to flow, the chemical potential, temperature, or both must be different in the two 
reservoirs. If not, the flow of electrons from lead p to lead q is the same as that from q to p and the 
net current is zero.
Throughout the above discussion, the integrals have been over all energy. However, as we have just
we note that the equations given in this section are not based on any assumptions such as small 
temperature or potential differences between leads, and as such they are valid beyond the linear 
response regime. However, if these quantities are large, we end up with a situation in which a strong 
electric field will build up across the device, which can give rise to significant non-linear effects in the 
transport. These are not treated in our model, meaning that we still restrict usage of the current 
equations to the linear response regime.
spins
(2 .100)
(2 .101)
Mp -  tpp = tqp. Somewhat more subtly, the coefficients of the states scattering into lead p must also
(2 .102)
also clear that the current is determined in part by the difference of the Fermi functions for the leads,
seen, the current flow is significant only in a window of energy defined by the difference between the 
Fermi functions; this allows us to set endpoints to perform the integration numerically. Additionally,
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2.3 .2  T h erm oelectric  effects
As suggested in the previous section, a difference in temperature between two reservoirs can give rise 
to a current in the device. Such links between electric and thermal currents have been known since 
the 19th century. If we look at equation 2.102 for the current in a two-lead system, we can see that 
even if no bias is applied, a current can still flow as long as there is a temperature gradient across 
the system. Generally this current will only be temporary; electrons will move from the hotter lead 
to the cooler side of the device, building up until their collective charge opposes and cancels the flow 
of electrons from the hotter lead. The result is a thermoelectric voltage across the device, the size of 
which is related to the temperature difference by the thermopower or Seebeck coefficient S.
The thermopower is not the only thermoelectric effect; we can link electric and thermal currents 
I  and Q to small differences in chemical potential and temperature Afi/\e\ and AT via the relation 
[133]
G L 
M  K
(
\
A///|e|
AT
(2.103)
where G and K  are respectively the electrical and thermal conductance. The assumption that the 
potential and temperature differences are small constitutes a linear response approximation, where 
higher-order terms in A ///|e| and AT are negligible. The off-diagonal elements L and M  in equation 
2.103 are thermoelectric coefficients, with L  relating the electric current to a temperature difference 
and M  the constant of proportionality between the bias and thermal current. This form of the relations 
is commonly used by theorists to allow the calculation of an electric current in response to an applied 
bias. Alternatively we can write these as
Q /
R  S  
II —AC
\ / , \
\  A T /
(2.104)
where R  is the electrical resistance, S  is the Seebeck coefficient or thermopower as discussed at the 
beginning of this section, II is the Peltier coefficient giving the amount of heat flow associated with 
an electric current, and zc is again a thermal conductance2. This form is preferred by experimentalists 
since it is easy to measure a potential difference across a resistance. Writing the relations in this way 
implies that
1 L M  MT.
(2.105)s ~ ~ ê -s AC =  — K.G
From here, when we refer to the thermal conductance without specifying K  or k, we mean the latter quantity.
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We note that the quantity k which we are referring to as the thermal conductance is more specifically 
the electronic contribution to that property. The other contribution would be due to the effects
of phonons, which can themselves transport heat and thereby contribute directly to the thermal 
conductance. We follow the lead of others [44, 117] and neglect phonon effects, which is justified given 
the low-temperature regime at which we study our structures [85, 134, 135]. This also means that 
we do not consider the phonon drag contribution to the thermopower [121, 136]. The two quantities 
K  and —k are equivalent when the thermopower S  is zero, as has been confirmed experimentally
Our derivation now follows that of Butcher [42]. To evaluate these quantities we define a global 
chemical potential // and temperature T  so that for lead p we can write
Then making use of our earlier assumption that the temperature and potential differences are small,
linear approximation for the Fermi distributions from equation 2.107 and the fact that 53^ tap = 1, 
we find
[52].
(ip = p -  \e\Vp and Tp = T  -  6p. (2.106)
the Fermi function for each lead can be expanded with a Taylor series about energy E  and temperature
T.
/p(E ,T ) =  / o ( E + |e % , T - ^ )
=  f 0(E, T)  +  \\e\Vp +  (£  -  m) I ]  M E ,  T) (2.107)
where /q =  dfo/dE.  From equation 2.100, with the temperature argument dropped for clarity, the 
current in mode a of lead p is
(2.108)
where the sum over /3 covers all modes in all leads and q is the lead which contains mode p. Using the
(2.109)
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which we can compare to equation 2.103 to obtain expressions for the conductance and thermoelectric 
coefficient from mode /3 to mode a, respectively Gap and Lap, as
Gaft — 
Lap —
2 \e\ 
h
2je|
h T
■ J ( t a P  àp:a,q:p) [ /o ( - ^ ) ]  d S
J ( t a p  ~  àp:a,q-.p) ( E  ~  V)  [_ /o ( - ^ ) ]  d E . (2 .110)
The coefficients for the thermal current can be found in the same way, by realising that / a is the net 
flow of charge into or out of mode a  while Qa is the flow of energy. Then multiplying equation 2.109 
by E  -  fiq % E -  p,  which is the energy supplied to mode a  by carriers in mode (3 of lead q, and 
dividing by the electron charge — |e|, we find
Q a  — J  ( ta p  — Ôp:a,q:p) (E ~  fl) eVq - ^ 0 q (2 .111)
Following the same steps as for the electrical current, we obtain Mayg and K ap as
2Je |
h
M a p  — ^  J ( t a p — ôp:a,q:p) (E — fl) [—^ (E)]  dE
K aP — j ( ^ P  ~ Sp-.a,q-.p) (E ~  /i)2 [—fo(E)] dE. (2 .112)
Comparing these to equation 2.110 we see that
Mayg =  - T L a P  (2.113)
so that the electrical current due to a temperature difference only differs by a factor of — T  from the 
thermal current due to a potential difference. Since these are observable quantities, we are interested 
in these coefficients between entire leads, not just modes, and so we sum over a  in lead p and (3 in 
lead g as we did previously for the transmission to obtain
G p q  —  -  J ( t p g  — S p q M p )  [—f 0(E)\ dE  
L p q  =  -jjÿT J ( t p q  -  S p q M p )  (E -  p )  [-/^(E)] dE
E-pq = ~ ftp J  ( t p q -  S p q M p )  (E -  /i)2 [~fo(E)] dE. (2.114)
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We do not write an explicit expression for Mpq since this is readily found from equation 2.113 using 
Lpq. With these quantities known, we can evaluate the Seebeck coefficient S  and thermal conductance 
k using equations 2.105 and 2.113:
SPq = —- 7-^ - and Kpq = —Kpq — ^  . (2.115)
The derivative of the Fermi function appearing in the above equations is
f'o(E) = ----------------------------------------------------------------(2.116)
which decays rapidly as the energy moves away from fi. This allows us to set limits on the inte­
grals for the purposes of numerical evaluation. At very low temperatures equation 2.116 looks like a 
delta-function, meaning that GPq in equation 2.114 effectively becomes a constant multiplied by the 
transmission evaluated at E  = /j,] in the same regime, the integral for LPq becomes proportional to 
something like the gradient of the transmission function, allowing us to predict the behaviour of the 
thermopower as a function of the chemical potential from tpq alone. Finally, it is also of interest to 
calculate the thermoelectric figure of merit (ZT)pq:
(ET)„  =  (2.117)
r^ pq ^pqripq
This is a dimensionless value giving a measure of the efficiency of a device when used for thermoelec­
tric applications [46]; values of at least unity are needed before a device can be considered for real 
mesoscopic usage [137] and a value of 3 or more is desirable for solid-state thermoelectric structures 
to compete with existing mechanical methods of converting between electric and thermal currents 
[138].
2.4 Calculations in the presence o f a m agnetic field
The previous sections outline our transport theory in the absence of a magnetic field. To include 
a non-zero magnetic field, a number of the expressions derived above need to be reconsidered. The 
assumptions constituting the Landauer picture are maintained as is the discretisation of real-space. 
However, some of the key derivations require some additional modifications or justifications, which we 
shall consider below. Following on from this, we discuss the merits of a number of different approaches
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towards accounting for the magnetic field in the lead regions and give the reasoning behind our decision 
of which one we select.
2.4 .1  T he vector p o ten tia l and dev ice  H am ilton ian
We wish to include a magnetic field B  in our calculations; this is done through the magnetic vector 
potential A, the curl of which gives the magnetic field:
B  =  V x A. (2.118)
By explicitly writing out the components of the magnetic field vector, we have
We restrict the magnetic field to always be perpendicular to the plane of the device, so that 
Bx = By = Q and B  = B zz,  where z is a unit vector in the z-direction.
To simplify the theory, we insist that the magnetic field is held constant over the entire system 
with magnitude B, so that B  = B z  with B  ^  B(r).  There exist an infinite number of choices for 
A x and Ay which give the desired magnetic field; those which we consider in this thesis are of the 
form
A =  - B i  (y - y A ) x  + B 2 (x -  x a ) y  (2.120)
where Bi, B2, xa and y  a are constants with Bi +  B2 =  B. The choice of these constants constitutes 
the gauge of the vector potential. The physics that influences the behaviour of the device is determined 
purely by B , and as such is independent of the gauge. In most of what follows, we choose the gauge 
with parameters Bi = B, B2 =  0 and y  a  =  By/2, with some exceptions which we will discuss later; 
however, we always choose our gauge such that it lies parallel to either the x- or %/-axis.
We now present a derivation of a discretised Hamiltonian which is a generalisation of a mathe­
matical treatment given by Rosen [139]; we note that Governale and Ungarelli [140] reach the same 
result following a more physical approach. The vector potential modifies the mechanical momentum 
as p  -* p  — g A, so that the Hamiltonian becomes [141]
H  =  (^ ^ | A)2 +  U(r) (2.121)
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where we have taken q = —\e\ as we are interested in the behaviour of electrons, and the effects of 
spin are neglected for the sake of simplicity. We could discretise this in the same way as we did for the 
non-magnetic field Hamiltonian; however, doing so leads to a gauge dependence which is unphysical 
[142] and also makes it possible for the matrix to be non-Hermitian. Instead, we expand the squared 
term in the Hamiltonian, introduce the lattice constants ax and ay and rearrange so that
H ~  ™2^ |  +  +  + C/M -  (2'122)
The second-order Taylor polynomial of e±x is 1 ±  x + x2/2, which means we can approximate x2
as
I —xex +  e"æ -  2 (2.123)
which we can use in the Hamiltonian to write
2 — e ax -^ + i\e \a xA x(r ) /h  _  g-a=^-z|e|a%A%(r)/&j 
2 — e av'5à+ i \e \av A iÂr ) /h  _  e ~ av ^  - 4 el°yAy(r)//t
H  & t x
+  t y
+  U(r) (2.124)
with tXjy defined as in equation 2.6. The condition for the validity of equation 2.123 is x <C 1. The
term that we are replacing using this approximation contains operators, and as such it is not obvious
whether this substitution is generally valid. However, we justify this step by stipulating that ax and 
a,y are small, as with the Hamiltonian matrix we derived in section 2.2.1, and will expand on this point 
at the end of this section. For now we continue by making a constraint on the gauge that
V  • A  =  0 (2.125)
which is known as the Coulomb gauge. This restriction does not limit our choice of magnetic field -  
it merely reconfirms that the values of Bi, B^, xa and y a in equation 2.120 must be constant across 
the device region. Given that the commutator [d/dx, Ax{r)\ is zero, we can write
e ±ax-j^±i\e\axA 3{ r ) / h  _  &± a x ^ e ±i\e\axA x(r ) /h
= e±4e|oxAx(r)/ne±ax£  (2.126)
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and the same is true for the ^/-exponentials. The last exponential in this expression is the translation 
or shift operator; this can be seen by expanding it and operating with it on a function / ( r ) ,  which 
yields a Taylor series of f ( r ± a x). This means that
e±a* ax Ÿ (r) =  Ÿ(r ±  ax) and e ayày\^[r) = ^ ( r  ±  a y) (2.127)
so that the Hamiltonian operating on the wavefunction gives
È y { r )  = [2(tx + ty) + U{r))ï!{r)
-  tx +  aa.) +  e-i\e\axAd.r)/hmr  _  ^
-  ty +  ay) + -  ay) (2.128)
From this we can obtain the elements of the Hamiltonian matrix as we did in going from equation 2.5 
to equation 2.7 earlier, giving
W n m  = <
2 (tx +  fy) 4" U(rn) , tm — r n,
=  r»  d:
—tye±l^ ayA^ rn^ h, r Tn = r n ± a y,
0, otherwise.
(2.129)
Comparing this to equation 2.7 for the Hamiltonian without a magnetic field, we see that provided the 
vector potential satisfies the Coulomb gauge condition, the nearest-neighbour coupling is modified by 
a phase factor known as a Peierls factor [141] when a magnetic field is added, making the transition 
of the Hamiltonian matrix from zero to non-zero magnetic field easy to implement numerically. The 
only additional computational consideration is that the spatial discretisation must be fine enough to 
accurately represent the wavefunctions in the device in the presence of the magnetic field, which can 
give rise to more rapid oscillations compared to the same device modelled with no magnetic field. 
This corresponds to the requirement that ax and ay are small, as noted in going from equation 2.122 
to 2.124. We also point out that this matrix is valid for any vector potential that takes the form of 
equation 2.120 and obeys the Coulomb gauge condition.
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2.4 .2  M agn etic  field in th e  leads
Having obtained an expression for the Hamiltonian matrix elements which accounts for the vector 
potential, we now turn our attention to how the magnetic field is handled in the leads. In this section 
we outline and justify the approach we adopt for this, before discussing some alternative methods in 
section 2.4.3.
Recalling the assumptions used in setting up the Landauer picture of transport, the leads are 
present purely to supply electrons to the device in pre-prepared states, and to return the electrons 
to the reservoirs for thermalisation. Thus, the leads should not affect the physics of the device per 
se; however, the states in the leads in the vicinity of the microstructure are important and must be 
reproduced correctly.
As a way of including the magnetic field in the leads, we can consider including each lead in its 
entirety in the device region. The Peierls factors discussed above then mean that the states of the 
leads are those in the presence of the magnetic field. However, this method is impractical because the 
leads are semi-infinite -  this is why the procedure of representing the leads by self-energy matrices 
given in section 2.2.4 is used. Instead, we can imagine an approximation where the length of each lead 
included in the device region is long but finite. The states near the microstructure will then still be a 
good match to those of the semi-infinite lead in a magnetic field. By taking this step, the effect of the 
magnetic field in the parts of the leads beyond the device region becomes progressively less important 
since they are too far away from the structure to have any significant influence on the transport. As 
such, we can neglect the magnetic field in those parts of the leads so that the self-energy matrices, 
and all derivative quantities such as the transmission coefficients, are unaffected. We can therefore 
continue to use all of the expressions derived in section 2.2, with the exception of the Hamiltonian 
matrix which is modified as shown in section 2.4.1.
The assumption underlying this approach is that the portion of each lead included in the device 
region is long. This would necessitate the use of a very large number of grid points to model the leads, 
in addition to those used for the structure itself. From a computational viewpoint, the consequence 
is that the memory and time needed to evaluate the transport equations would increase greatly. 
However, the only requirement on the length of the leads included in the device region is that it is 
long enough that the states at the boundaries between the leads and the microstructure itself are a 
good approximation to those of the full semi-infinite lead. We have found that this condition can be
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satisfied even when this length is relatively short, as we will show later. This allows accurate results 
to be obtained without an overly-large computational penalty.
It is important to note that when using this approach, we must be careful with our choice of 
gauge in relation to the orientation and positioning of the leads. If all of the leads in the system are 
oriented the same way, all we need to do is ensure that the vector potential is chosen to lie parallel to 
the longitudinal direction of the leads. As an example, consider a system where all of the leads are 
connected to the left and right edges of the microstructure, and therefore all run in the æ-direction. 
We would choose a gauge in the form of equation 2.120 with B2 = 0, so that Ax = —B  {y — y a) and 
Ay =  0 in the device region, and in each of the leads we have =  Ay =  0 since we are ignoring the 
field there. We usually choose y a = Ly/2 so that the vector potential is symmetrical in the device 
region, but this is not a necessity and has no bearing on the remainder of this thought experiment. 
We recall that the only contributions to the magnetic field come from gradients in the components of 
the vector potential of the form dAq/dp  where p ^  q (equation 2.119). From this, we can see that 
the magnetic field behaves as we expect at the interface between each lead and the device, since only 
the æ-component of the vector potential changes as we move in the z-direction across the interfaces. 
Thus, there are no spurious contributions to the magnetic field despite the gauge changing across the 
interface. If we have all leads parallel to the y-axis, we simply choose a gauge where Ax = 0 and the 
same conditions apply.
However, if we mix the orientations of the leads so that some are in the z-direction and others 
are in the ^/-direction, we can no longer achieve this condition. In this situation we again use a gauge 
Ax = - B  (y -  pa) and Ay = 0, but now the choice of pa becomes important. To illustrate this, 
consider an interface between a lead connected to the top or bottom edge of the device. If pa is not 
chosen appropriately, we can end up with a situation where A x jumps from zero on the lead side to a 
non-zero value on the device side of the interface. This happens over a length of one grid spacing ay, 
which must be small as discussed earlier, meaning that dAx/d y  is large. Consequently an unwanted 
spike appears in the magnetic field at the lead-device interface. The magnitude of this can easily be 
large enough to impact on the transport, and so such a situation must be avoided.
To address this issue, we choose y a such that Ax — O at the row of grid points in the device 
adjacent to the lead in question: doing this means that there is no change in the vector potential 
across the interface, and as such the magnetic field behaves as expected. As a consequence, we are 
constrained to have all leads which are orthogonal to the vector potential attached to the same side
52
of the device, so that a single value of îja can be chosen to ensure that the magnetic field behaves 
across every lead-device interface. This condition arises because we have not fully accounted for the 
magnetic field in the leads. In practice, however, this is not an issue, since for all of the structures we 
have studied, the gauge can be chosen such that we have at most one lead perpendicular to it.
2.4 .3  A ltern ative  approaches
It is worth giving some consideration to how we might avoid the limitations of the method outlined in 
the previous section. To do this, it is necessary to explicitly account for the magnetic field along the 
entire length of each of the leads. The most obvious route here would be to extend the procedure used 
in section 2.2.6 to re-derive the lead self-energy matrix elements using wavefunctions which explicitly 
include the effects of the magnetic field. This gives a transparency to the physics which is lacking in 
some other methods, which we will talk about at the end of this section.
To proceed, it is sensible to use a parabolic confining potential in the leads. The eigenstates of 
such a potential in the presence of a magnetic field can be obtained analytically. As an example, we 
consider a lead p oriented parallel to the x-axis, centred at i/o with transverse coordinate yp =  y — yo, so 
that the longitudinal and transverse directions are given respectively by x and y. We again start from 
the single-band effective mass equation with the Hamiltonian as given by equation 2.121. Choosing a
gauge directed along the wire with the zero along the axis of the lead,
Ac =  - B y p =  - B  (y -  y0) , Ay =  0 (2.130)
and an oscillator confining potential in the transverse direction (equation 2.35), we find that the 
eigenstates take a similar form to the zero-magnetic field case:
^ k A x iyp) = elkxua{yp -  yk) and efc,a =  ( — ') ^ 7  +  ea . (2.131)
\^ c0 /  dm,
Here, ivco =  \/w§ +  is the effective confinement frequency, u c = |e |£/m * is the cyclotron frequency 
and the magnetic shift is given by
u c hk
while the transverse parts are
ua {y) =  /2« -i (a e_fic°y2/2 and ea =  (a  -  1/ 2) ^vc0 (2.133)
with Oco =  m^ujco/h. These are almost the same expressions as earlier for a parabolic lead in the 
absence of a magnetic field but with two noteworthy differences. Firstly, the magnetic shift ijk shows 
that the magnetic held “pushes” the centre of the transverse wavefunction away from the centre of the 
lead, and this shift is proportional to the wavenumber k. Thus, right- and left-moving electrons shift in 
opposite directions, with the magnitude of the shift being determined by the longitudinal momentum. 
This behaviour is analogous to the classical cyclotron motion exhibited by a charged particle moving 
in a magnetic held as a consequence of the Lorentz force. The magnetic shift is responsible for the 
“edge state” behaviour which results in the quantum Hall effect [143, 144], a signature of small-scale 
device physics. We note that whilst the magnetic shift is not explicitly included anywhere in the theory 
we use as outlined above, it will still be present in the calculations for the device region because of 
the Peierls factors in the Hamiltonian. The other difference of note is that the longitudinal energy 
ek,a — ea is reduced by the addition of a magnetic held; this again is a consequence of cyclotron-like 
behaviour.
The wavefunctions in equations 2.131 and 2.133 demonstrate the effects of the magnetic held on the 
states in a lead in a transparent manner, subject to the condition that the zero of the vector potential 
is aligned with the lead axis. In general the geometry will be such tha t the axes of different leads 
oriented in the same direction will not coincide -  or even that leads will be oriented at right-angles to 
each other. In these cases we must take care with the vector potentials in each section of the system so 
that the magnetic held behaves across the lead-device interfaces, as discussed in section 2.4.2.
To ensure that the magnetic held is modelled correctly, we can use the same consistent gauge across 
all regions of the system. Given that the wavefunctions above are for a specihc lead with its own local 
gauge -  which will in general not be the same as the global gauge used throughout the system -  
they will need modification. This is straightforward enough if we employ gauge transformations, as 
shown by Baranger and Stone [145]. In principle, by doing this we can remove the limitation on the 
placement of leads necessitated by our approach.
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The theory of gauge transformations is that if we have Hamiltonians H (A)  and H'{A!) with 
wavefunctions if) and ip' such that
Êijj = Eip and È'ip' = Eip’ (2.134)
and the vector potentials are related by
A z =  A +  V /( r )  (2.135)
then the wavefunctions differ only by a phase factor, with
(2.136)
where again we take q = —\e\ for electrons. The gauge transformation leaves the magnetic field un­
changed, since
jB' =  V  x A '
=  (V x A) +  (V x V /( r ) )
=  V  x A
=  B .  (2.137)
We would then look for transformations between gauges of the form given in equation 2.120. It should
be noted that these transformations are applied only to the lead wavefunctions, leaving the gauge -
and thus the Hamiltonian -  for the device region unmodified.
This theory, in conjunction with equations 2.131 and 2.133, allows us to express the states in each 
lead analytically under any choice of gauge. The resulting wavefunctions are still orthogonal since 
the gauge transformation only introduces a phase factor; thus, we can insert them into the spectral 
representation of the Green’s function for the isolated lead (equation 2.31) and continue as in section
2.2.6. Following these steps, we end up with an expression containing an integral of the form
ua (yp =f= 7/|fc|) ua (y'p =p y^\) --_2 ^ ^ ^  d|&| (2.138)
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which cannot be solved using the contour integration method applied to equation 2.43 because the 
exponentials in the uas mean that the integrand is unbounded as |fc| ±ioo. At this point we are 
left with the choice to either evaluate the integral numerically, or assume that the variation of the 
uas with \k\ is small so that they can be moved outside the integral. The former is time-consuming 
since it needs to be done at every energy for all combinations of grid points at every lead-device 
interface, while an evaluation of d \ua (yp =p 2/|&|) ua (y'p Z/|fc|)]/d|k| shows that the second option is 
essentially an assumption that the magnetic field is weak compared to the confining potential of the 
lead -  that is, that ojc/(jJcq <C 1. Neither of these options is particularly attractive; as such we do 
not take this method any further, though it is included here because it is instructive to consider the 
physical effects of the magnetic field on the leads. We also note that the transverse modes as given by 
equation 2.133 are not orthogonal because of the magnetic shift %/&. This means that the derivation 
of the transmission coefficients given in section 2.2.10 is not valid when the magnetic field is included 
in the lead regions, and so an alternative -  and more complex -  expression is needed. This is another 
practical reason behind our choice to neglect the magnetic field in the extremities of the leads.
As an alternative to our simple approach or a purely analytical method, a numerical technique for 
calculating the self-energy matrices for arbitrary lead profiles and magnetic fields was introduced by 
Ando [129] and further refined by authors following his method, with Wimmer [130] giving a thorough 
discussion on the matter. When there is no magnetic field, the resulting expression reduces to equation 
2.48, but also includes both evanescent states and energetically unavailable modes; when a magnetic 
field is present, the necessary gauge transformations discussed above can be performed so that leads 
may be arbitrarily oriented. A similar approach was used [131, 146] to allow the modelling of a Hall 
bar with the magnetic field present in the leads, with a good description of the method given by Gagel 
and Maschke [147]. Wimmer [130] has also shown that even with a magnetic field in the leads, the 
transmission part of equations 2.95 and 2.97 is still valid provided the self-energy matrices are of the 
correct form. There is no such confirmation given for the reflection terms, but as mentioned in section 
2.2.10 this is not a limitation as they can be obtained from the transmission coefficients using the 
conservation of probability.
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Chapter 3
Results: The role of geom etry
Having derived and discussed the theory for modelling quantum transport in nanoscale devices, we now 
apply it to calculate the transport properties of a number of structures. This allows us to confirm that 
the results obtained using our theory are reasonable and agree with those elsewhere in the literature. 
With this done, we then apply the theory to more complex structures to investigate their transport 
behaviour.
3.1 Narrow wires
The most basic and intuitive (as regards its behaviour) device on which we can test our modelling 
approach is a simple section of narrow wire in the absence of a magnetic field; this is effectively just a 
section of wire narrow enough that quantum confinement effects are apparent. To model this setup, we 
set the potential inside the device to be zero and match square-well leads to the device region so that 
the entire system has the same width throughout, as depicted in figure 3.1. Since we are in the ballistic 
regime, the electrons supplied from the reservoirs via the leads will pass straight through the wire and 
exit into the other lead, meaning that the transmission probability for each energetically available 
mode will be unity [12]. As the total electron energy is increased, additional modes become available 
one at a time, giving a step-like structure to the total transmission coefficient which is responsible 
for the quantised conductance found in nanoscale devices. Many papers [40, 52, 144] assume perfect 
transmission for each mode, resulting in the zero-temperature conductance taking the well-known form 
G =  2e?M/h, where M  is the number of available modes. Figure 3.2 shows that the results of our 
simulation agree with this theory.
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Lead 1 Lead 2
L
Figure 3.1: The setup used to model a section of narrow wire. The central region is what we consider 
as the “device” and is of dimensions Lx x Ly. A lead is connected to either side of this, with the lead 
widths matched to the width of the device part.
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Figure 3.2: Total transmission coefficient for a section of narrow wire. The wire was modelled as a 
device with Lx = Ly = 20nm on a 30 x 30 grid, with effective mass m* = 0.067mo and no magnetic 
field.
The simple structure of the transmission function makes it easy to predict how the conductance, 
thermopower and thermal conductance -  which we shall collectively refer to as the linear response 
coefficients -  will behave at low temperature. In figure 3.3 we show these quantities calculated as 
functions of the chemical potential fi for the same section of wire. The results agree well with theoretical 
values published by van Houten et al. [52] and Streda [40]. The electrical conductance G is quantised 
in units of the quantum of conductance per spin, Gq = e2/Zi, with the plateaus at multiples of 
2Gq because of spin degeneracy [31]. As expected, this curve resembles a smoothed version of the
58
7.0
0.0
5.0
4.0
s  3.0
5  2.0
1.0
0.0
0.0 25.0 50.0 75.0 100.0 125.0 150.0
Chemical potential (meV)
Figure 3.3: Linear response coefficients G (solid curve, units of Gq = e^/h), S  (dotted, units of kg/Se), 
and k (dash-dot, units of Gth =  k‘gir2T/3h) as functions of the chemical potential fi for a narrow wire. 
The parameters used were Lx = Ly = 20nm and m* = 0.067mo, with thermal energy k s T  = 0.5meV 
(T «  6K).
transmission function plotted in figure 3.2, with the smoothing being a result of non-zero temperature. 
The thermal conductance k is also quantised in units of Gth =  kgir2T/3h, the quantum of thermal 
conductance per spin [148], and the plateaus are separated by 2Gth for the same reason as for the 
electrical conductance. At the steps between plateaus, k shows an interesting feature like a small 
secondary plateau first noted by van Houten et al. [52], which is a result of the double-peak structure 
of (E -  n)2 [-fo{E)] in the integrand for K  in equation 2.114. From the form of the integrand we can 
see that this vanishes at zero temperature, becoming more pronounced as the temperature is increased 
before the smoothing effects of increasing temperature eventually make it indistinguishable. These 
secondary plateaus constitute a minor deviation from the Wiedemann-Franz law [50], since at these 
chemical potentials the electrical and thermal conductances are no longer proportional.
The thermopower S  in figure 3.3 displays a series of peaks whose magnitudes reduce with increasing 
chemical potential. The peaks occur at the energies at which each new mode becomes available, while 
S  goes to zero elsewhere; this is in agreement with Proetto [66], who shows that the thermopower 
is proportional to the energy derivative of the transmission coefficient. In the plateau regions this 
quantity is zero while at the steps when new modes become available it will display a resonance. 
This dependence on the gradient of the transmission function makes the thermopower a useful tool
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in studying the transport properties of nanoscale devices [53, 149], especially at higher temperatures 
where thermal smoothing can hide features in the conductance [150]. Indeed, it has been used to try 
and ascertain the cause of the “0.7 structure”, where a plateau appears in the conductance at a value 
of 0.7 x 2e2//r in zero magnetic held [151, 152].
We note here that when the chemical potential is taken below the energy of the first transverse 
mode, S  grows rapidly as /r is reduced to zero. This is a result of the conductance going to zero, as 
seen from equation 2.115. van Houten et al. [52] discuss the behaviour of the thermopower at low 
tem perature in this region, and they hnd that the increase in 5  as /r 0 is limited to a finite value in 
a slightly more complex structure in which a saddle-shaped constriction is placed in the device.
3.2 Quantum  point contacts
A quantum point contact (QPC) is a type of device which essentially consists of a constriction in a 
section of wire and represents a level of complexity above the simple wire discussed above. It was 
in such a device that quantised conductance was first demonstrated experimentally by van Wees et 
al. [12]. Many further experimental [56, 62, 69, 71, 72] and theoretical [63, 64, 65] results followed, 
making this another ideal test bed for our theory. The basic behaviour of the point contact is that 
the transmission coefficients follow the same general form as for a section of wire as modelled above, 
but with the mode energies determined by the constriction rather than the wire. If the transition 
between the “bare” wire and the constriction is smooth, the transmission function will be step-like 
with well-defined plateaus [65, 66], whereas if the transition is abrupt the steps become modulated by 
ringing-type oscillations, which become more rapid with increasing levels of constriction [58, 61].
Our setup follows that of Ando [129], in which square-well leads are attached to a device with an 
adiabatic constriction in its centre. This constriction has a parabolic cross-section and also includes 
a smooth barrier, the height of which acts like the gate voltage of a real QPC and is given by the 
parameter Vq. As discussed by Biittiker [65], this smooth potential is more realistic than the abrupt 
models used by other authors such as Kirczenow [61]. Mathematically the potential is defined as
j f  [l +  +  , 4 /2 ,
0, otherwise,
(3.1)
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where xq gives the longitudinal position of the centre of the constriction, l c is the length of the
constriction including the adiabatic transition region and Uw is the parabolic “wall” potential defined
by
^  h , (32)
0, otherwise,
with i/o the transverse position of the centre of the constriction, wc a param eter tha t controls the 
width of the constriction, /r as the chemical potential, and
yw(x) — —£ 27r ( x -  x 0)1 — COS ' (3.3)
An example of this potential is shown in figure 3.4, and figure 3.5 shows the zero-temperature conduc­
tance obtained for such a device; as discussed in section 2.3.2, this quantity is simply the transmission 
coefficient as given by equation 2.97 but in units of 2Gq. The parameters used to obtain these results 
were chosen to recreate figure 2 of Ando’s paper [129] which provides a good benchmark for our simula­
tion, based on an effective mass of m* =  0.067mo as found in GaAs [153]. The agreement with Ando’s
Figure 3.4: The quantum point contact, modelled with parameters Vq = 0.5//, £c — Lx/2, x q  =  Lx/2, 
Vo =  Ty/2, and wc = Ly/4c for fi — 17.2meV. The shorter edges are where the leads are attached and 
the long edges represent the sides of the device, with an effectively infinite potential beyond them.
results is good even with a large magnetic field, which is an interesting result since we effectively ignore 
the magnetic field in the leads whilst it is treated rigorously in Ando’s theory. The same quantised
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Figure 3.5: Zero-temperature conductance for a QPC at a range of barrier heights, magnetic field 
strengths and lead inclusion lengths d. The device dimensions were Ly = 145nm and Lx =  Ly (solid 
lines), 1.51/y (dotted lines), 2Ly (dash-dot) and 2.5Ly (dash-dot-dot) to give respectively d =  0, 36.25, 
72.5 and 108.75nm. The effective mass was m* =  0.067mo and the potential parameters were l c =  Ly, 
xo = Lx/ 2, yo = Ly/2 and wc = Ly/4  with fi = 17.2meV. Many of these curves are so similar as to 
be almost indistinguishable. The lines for different magnetic field strengths have been offset on the 
y-axis for clarity.
behaviour is seen, with enhancements to the step-like quantisation being clearly visible for increasing 
magnetic field strengths. This agreement supports our earlier discussion regarding the way in which 
we account for the magnetic field, and also our justification for disregarding evanescent states, since 
his method of calculating the lead self-energy matrices includes both of these explicitly.
By setting l c to be smaller than the device length Lx, we are in effect including a length d = 
(Lx — i c) /2  of the leads in the device region. As discussed earlier, this improves the agreement of the 
results obtained using our magnetic field approach with those found using more complex treatments 
involving the magnetic field explicitly in the lead region; this is visible in figure 3.5. However, the plots 
also show that including a length of lead in the device region has some effect on the results even when 
a magnetic field is not present. The extra length of lead gives the electrons time to “settle” and results 
in more pronounced quantisation of the conductance. This is something not generally discussed by 
other authors, who often model the leads such that they continue right up to the microstructure and 
as such may not be getting accurate results. This is another point in favour of our chosen method of 
treating the field in the leads, in which we always include a portion of each lead in the device region as 
discussed above. It seems reasonable that the location of the split between the lead and device regions
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would have an effect on the theoretical results; for instance, the lead self-energy matrices are calculated 
using the Green’s function for an isolated lead, the wavefunction of which must go to zero at the end 
which will be connected to the device. By including a length of lead in the device region, not only are 
we giving the states being fed to the device a chance to settle in the presence of the magnetic field, but 
we are also shifting the longitudinal component of those states relative to the device. From figure 3.5, 
we conclude that including a length of lead in the device region gives more consistent results because 
of the similarity of the results for all values of d > Onm, but that we need only include a relatively 
short length as the results begin to converge with increasing d, and the impact on computation time 
of making d any larger is undesirable.
The linear response coefficients of the QPC are easily predicted. The transmission is effectively 
a smoothed version of the step-like results of figure 3.2 [65], with the energies of the steps controlled 
by the width of the constriction. From this we can say that the curves for the electrical and thermal 
conductance will look like smoothed versions of those obtained for the narrow wire (figure 3.3). We 
can also predict that the thermopower will again take the form of a series of peaks coinciding with 
the energies of the conductance steps, but these will be broadened and with lower magnitudes in 
comparison to the narrow wire results [52]. Since the constriction is parabolic, we know that the steps 
will be evenly spaced in energy. The results in figure 3.6 confirm these predictions.
We note a number of differences between these results and those in figure 3.3: the steps in the 
electrical and thermal conductances are very much less pronounced than for the section of wire, and 
the definition of the thermopower peaks is greatly reduced. These are both consequences of the 
smoothing of the step-like structure in the transmission function. This, and to a lesser extent the 
lower temperature, means that the secondary plateaus in the thermal conductance are less obvious, 
and as such the difference between the curves for G and k is less pronounced and the Wiedemann- 
Franz law holds well. Lastly, the thermopower does not appear to rise as rapidly as // is reduced to 
zero, which is in agreement with the discussion of van Houten et al [52] as mentioned in the previous 
section.
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Figure 3.6: Normalised linear response coefficients G/Go (solid curve), S/(kB/5e) (dotted), and ft/Gth 
(dash-dot) for a quantum point contact defined by the parameters Ly = 145nm, Lx =  2Ly, Zc = Ly, 
%o =  Lx/Z, Vq = Ly/2  and wc — Ly/A. The effective mass was m* = 0.067mo, the thermal energy 
was k s T  = 0.125meV (T  % 1.4K) and the barrier height Vq was held constant at around 3.4meV. No 
magnetic field was applied.
3.3 R ight-angle bends
We now move on to a device consisting of either a single right-angle bend, or a number of such bends 
in series. The behaviour of such a structure in the ballistic regime is of interest because it is somewhat 
unintuitive as to what conditions must be satisfied to achieve high transmission probabilities.
It is prudent to examine the properties of a single bend initially; in our case we do this by attaching 
one lead to the top edge of the device and another to the right side. As discussed in the previous 
section, the location of the interfaces between the lead and device regions has some effect on the results 
even when there is no magnetic field in the system; we can account for this by using a potential defined
as
0, x < W  o? y <W ,
U(r) = < (3.4) 
Vo, otherwise,
where W  is the width of the hard-wall waveguide from which the bend is formed, such that d = 
Lx - W  = Ly - W  is the length of the leads included in the device region. We set Vq to an arbitrarily
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high value to ensure that no leakage into the “forbidden” region occurs, so that the bend itself has 
the same dimensions regardless of the interface locations. This is indicated in figure 3.7.
Lead 1
L
Lead 2
L
Figure 3.7: The single bend setup showing how lengths d of the leads are included in the device 
region. The rectangle of size Lx x Ly is the device region and the leads, whose width is given by W, 
are attached to the upper and right sides as shown. A high potential is applied to the hatched region 
to ensure no carriers are present there.
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Figure 3.8: Transmission curves for a single right-angle bend with four different values of d. The 
waveguide width was W  = 40nm, the effective mass was m* =  0.067mo and there was no magnetic 
field.
The transmission for such a setup for a range of values of d is shown in figure 3.8. For this device 
a smaller value of d is used than for the QPC in the previous section because the device dimensions
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are smaller -  we have kept the ratio of d to the device dimensions approximately the same. There is 
a clear trend that regardless of the value of d, the transmission climbs to approximately 0.85 shortly 
after the first mode becomes available, after which it drops to zero as the energy is increased. Beyond 
this point the transmission increases again and the second mode also becomes available, allowing the 
total transmission coefficient to rise above unity. The results are similar to those obtained by other 
authors using a mode-matching technique [154].
Whilst the general behaviour of the transmission function is the same regardless of d, the location 
of the cutout energy shifts noticeably when this quantity is non-zero, converging as it is increased. 
Such behaviour is unsurprising if we consider that the treatment of the leads assumes them to be 
straight. Because of this, the states at the lead-device interfaces are those of a straight lead, but 
clearly the effect of the bend on the states begins slightly before the corner itself. As a result, we 
again conclude that it is better to include approximately 20nm (= W/2) of lead in the device region 
to overcome this issue. We could include a longer portion — and the transmission plot would converge 
as this length was increased -  but this requires more grid points and consequently an exponentially 
longer calculation time, and the resulting change in the results is quite minimal. Additionally, a 
large number of the extra grid points are effectively wasted as they will have a potential of Vq as per 
equation 3.4 and thus contribute nothing to the results. Nonetheless, this is an artificial by-product 
of the numerical procedure, not the behaviour of the device itself, and is something to be aware of. 
We do not discuss this point further, but in all of the following simulations we have checked that the 
portions of the leads included in the device area are long enough that the results become insensitive 
to further increases.
Figure 3.9 shows the effect of applying a magnetic field to the single bend, taking care with our 
choice of gauge as discussed in section 2.4.2. The magnetic field applied is quite large, which is a 
consequence of the relatively small device dimensions; larger devices offer less confinement and so the 
magnetic field required to produce similar effects to those shown here is smaller. When B = 2.5T, 
the transmission is not very different to that obtained in the absence of the magnetic field, although 
the cut-out in the transmission seen around llm eV for zero magnetic field becomes sharper and shifts 
to a higher energy. Increasing the magnetic field strength to 5T and beyond, we see a change in 
the form of the results, with the transmission function now displaying a series of oscillations at low 
energies before forming a rough plateau around unity. This is similar to the known behaviour of 
QPCs as discussed above, where the quantisation is improved by the application of a magnetic field. 
In this case the reason is that the strong magnetic field gives rise to edge states [17, 155, 156, 157]:
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Figure 3.9: Transmission function of a single bend with parameters W  =  40nm, d = 20nm and 
m* = 0.067mo in an applied magnetic field. The curves for different magnetic field strengths are offset 
for clarity.
as mentioned in section 2.4.3, the electrons experience a Lorentz force which shifts them towards the 
edge of the device. From a classical point of view, the electrons undergo cyclotron motion, moving 
in arcs; when their trajectory meets the edge of the device, they bounce elastically off the hard wall 
and begin another arc, and thus “skip” along the edges of the device, leading to high transmission 
probabilities. Those entering from the upper lead will be forced in the positive æ-direction and will 
skip around the inside of the bend, whilst electrons coming from the right lead will be pushed in the 
negative ^-direction and will consequently travel around the outer edge of the bend. The local density 
of states plot in figure 3.10 supports this interpretation, showing that the electrons traverse the bend 
via the outer and inner corners of the waveguide rather than the centre. This makes the discontinuity 
presented by the bend less significant, and once the magnetic field strength and the electron energy 
are large enough the structure will act almost as if it were a straight waveguide. We also note that 
because of the symmetry of the local density of states in figure 3.10, the only way to tell which lead 
is which is by the direction of the bend in conjunction with the schematic in figure 3.7. This confirms 
the validity of our approach to perpendicular leads in a magnetic field as discussed in section 2.4.2: 
if there was a gauge mismatch between one of the leads and the device area, the result would be an 
unintended spike in the magnetic field at that interface. This would make the magnetic field different 
in the two sections of lead included in the device region, which would manifest itself as asymmetry in 
the local density of states.
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Figure 3.10: Local density of states for a single right-angle bend with parameters W  = 40nm, d =  20nm 
and 777* =  0.067777-0. Arrows mark the points where the carriers enter and exit the device from the 
leads. The magnetic field strength was B  =  10T and the total electron energy was E  =  15meV. The 
spatial separation of the states corresponding to travel in opposite directions is well-pronounced.
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Figure 3.11: Normalised linear response coefficients G /G q (solid curve), 6"/(A;g/2e) (dotted), and 
K/G th (dash-dot) (left) and thermoelectric figure of merit Z T  (right) for a single bend with parameters 
W  =  40nm, d =  20nm and m* = 0.067mo. The thermal energy was =  0.125meV (T  % 1.4K).
We now turn  to the linear response behaviour of the single bend, with sample results shown in 
figure 3.11. As expected, the conductance appears as a slightly smoothed version of the transmission 
from figure 3.8, with the thermal conductance following a similar curve as per the Wiedemann-Franz
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law, only differing substantially around yu =  14meV where the second mode becomes available, for 
reasons as discussed above for the narrow wire. The thermopower, however, displays much more 
interesting behaviour, with a negative peak followed by two positive peaks in the upper half of the 
chemical potential range shown. This is expected because as mentioned previously, S  is approximately 
proportional to the energy derivative of the transmission function. The combination of somewhat 
large values of S  for chemical potentials where G and k are quite small leads to the figure of merit 
approaching unity, which is quite a reasonable performance for such a simple structure. We stress that 
we are not suggesting that this is a practical thermoelectric device, but rather that we have calculated 
Z T  as a means of comparing the conversion efficiency of different structures.
3.4 D ouble bend structures
With the preliminary work on single bends above carried out, we are ready to examine double bend 
structures. Such devices have been studied both experimentally [97] and theoretically [19] by other 
authors using a variety of techniques [57, 99, 104]. Despite being proposed over twenty years ago, 
double bends are still of interest and recently [101] have been demonstrated to be effective spin filters 
when the Zeeman splitting is large enough, showing that they may have a part to play in future 
systems.
Figure 3.12: The double bend structure. Leads of width W  are attached at the upper-left and lower- 
right edges. The inter-bend section has length a and width b and the length of each lead included in 
the device region is d = (Lx — b) /2.
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Figure 3.13: Transmission for a number of double bend structures varying the inter-bend length a. 
The lead and inter-bend width was W  = b — 30nm, the length of each lead included in the device 
region was d = 16nm and the effective mass was m* = 0.067mo. The curves for the different structures 
have been offset on the y-axis for clarity.
The setup we use is shown in figure 3.12, and figure 3.13 gives the results of the transmission 
calculation for a variety of values of the inter-bend length a. Comparing these results to figure 3.8, we 
see that the device behaviour becomes much more complex with the addition of the second bend. As 
expected, a peak-trough structure similar to the single bend transmission function can be seen, but this 
has a series of resonances superimposed on it as well [19]. The results match well both qualitatively and 
quantitatively with those published elsewhere [57, 104]. Increasing the inter-bend length a shifts the 
resonant peaks to lower energies, giving us a method to tune the location of the resonances simply by 
controlling the device geometry. The reason for this is that the maxima in the transmission occur when 
the electron wavenumber satisfies a standing wave condition in a two-dimensional box approximately 
the size of the section between the bends [19]. As this box is increased in length, its energy levels 
move closer together and so a greater number of standing waves can be obtained in a given energy 
range. When the standing wave condition is satisfied, the electron is effectively in a propagating state 
in the inter-bend region and so has a large probability of travelling to the second bend; otherwise, the 
electron is in something that could be viewed as an evanescent state, so its probability amplitude will 
decay rapidly with distance from the bend.
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The length of the inter-bend region affects the transmission as discussed above, but its width b 
also plays a part in the characteristics of the device. When b is increased, the transverse modes in the 
central region move to lower energies so that for a given total energy, the wavenumber in the transport 
direction is larger. Owing to this, we would expect that the peaks of the transmission would move 
to lower energies as b is made wider. Figure 3.14 confirms that this is indeed the case. In addition
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Figure 3.14: The effect of altering the width of the inter-bend section, 6, on the transmission of a 
double bend. Parameters were W  = 30nm, d = 16nm, a = 20nm and the width b as indicated. The 
effective mass was m* = 0.067mo. Curves for different values of b are offset for clarity.
to shifting with 6, the shape of the peaks also changes. The most striking feature is an antiresonance 
when the energy is just below 17meV when b = 40nm, which is not seen in the other curves and is in 
sharp contrast to the fine resonance around 18meV for b = 30nm. It occurs because of a mismatch 
between the single mode available in the 30nm wide regions and the two modes in the inter-bend 
section, making transmission through the structure impossible.
The direction of the second bend in such a structure has an effect on the transmission when the 
inter-bend distance is short, but as a is increased the results for the two setups converge, as shown in 
figure 3.15. This is a consequence of the electrons losing their memory of the first bend they encounter 
if they travel a large enough distance before entering the second bend, suggesting that there is some 
level of coupling between the two bends which weakens as they are separated spatially.
With the transmission behaviour of the double bend established we will now examine the linear 
response performance, shown in figure 3.16. We see that the conductance follows the transmission
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Figure 3.15: The transmission for structures where the second bend direction is reversed so that both 
leads are connected to the same side of the device. For comparison, the dotted lines show the results 
obtained for the original “zig-zag” double bend where the leads are attached to opposite sides of the 
device. The parameters used were W  = b = 30nm, d = 16nm and m* = 0.067mo and were the same 
for each set of devices with only the direction of the second bend reversed. The results for different 
values of a are offset for clarity.
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Figure 3.16: Normalised linear response coefficients G/G q (solid curve), S/(kB/2e)  (dotted), and 
K/Gth (dash-dot) (left) and figure of merit for a double bend with a = 20nm, W  = b = 30nm, 
d = 16nm and m* =  0.067mo. The thermal energy was kg T  = 0.125meV (T % 1.4K).
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closely again, but even at this low temperature the peak around 18meV is substantially reduced by 
thermal smearing. This peak leads to a positive-negative pair of spikes in the thermopower and a small 
double peak in the thermal conductance. The resulting figure of merit around this chemical potential 
is too low to be of any practical use. In the upper part of the energy range the transmission function 
displays a sharp dip just before 25meV, which gives rise to similar structure in the linear response 
coefficients, but this time because the gradient of the transmission is steeper and the conductance is 
smaller, the thermopower reaches larger absolute values and the figure of merit is more respectable, 
peaking at just under 0.4.
3.5 U -bend structures
The work on the double bend structures leads into the study of a new type of device which we refer to 
as a U-bend. This is a combination of two double bends placed back-to-back, as illustrated in figure 
3.17. The addition of the second double bend gives us three inter-bend lengths with which to tune the
Figure 3.17: A schematic of the U-bend device. The parameters a and b specify the lengths between 
bends in the y- and ^-directions respectively. Leads of width W  are attached to the left and right 
edges of the structure and aligned with the waveguide. The length of each lead included in the device 
region is d =  {Lx -  2W  -  b) /2.
behaviour of the device instead of the one present in the double bend; however, we choose to keep the 
lengths of the two y-oriented sections equal to limit the parameter space of the investigation. Whilst 
studies of two and three identical double bends have been carried out [57], the U-bend is different in 
having the second double bend as a mirror image of the first; our system differs from that of Xu [98]
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in that our leads are the same width as the bends themselves, rather than the width of the whole 
device. Under the constraint we have imposed that the two î/-oriented sections both have the same 
length a, the two leads are located at the same ^-coordinate, meaning that a single U-bend structure, 
or even a series of them, is quite compact, which could be beneficial from a design or fabrication 
viewpoint.
The calculated transmission coefficient for a range of U-bend geometries is shown in figure 3.18. 
From these plots we can see that the transmission function displays a series of peaks and troughs, the
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Figure 3.18: Transmission for a range of U-bend geometries with small inter-bend lengths. The lead 
width was W  = 24nm and a length d = 16nm of each lead was included in the device region. The 
effective mass was m* = 0.067mo and curves for different values of a are offset for clarity.
energies of which are dependent on the spacing between the bends, as with the double bend devices. 
With the a = 2nm curves, we see that increasing b brings the peaks closer together by reducing 
the energies of the higher-energy peaks, leading to the first two peaks almost merging to form one 
broad peak when b = 26nm. When a is larger, the effect of increasing b becomes more complex but 
still results in a shift of the energies of the peaks. An interesting observation is that the bottoms 
of the valleys in the transmission plots follow smooth, somewhat oscillatory paths which seem to be 
determined solely by the parameter a, suggesting that this behaviour is a consequence of the double 
bend portion of the device and is unaffected by the distance between the two double bends. From 
this we can deduce that the transmission of the U-bend structure is essentially a series of peaks whose 
spacing is determined by the distance b between the two double bends, superimposed on a smoother
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curve arising from the double bends themselves. This gives us some insight into the behaviour of the 
device, allowing us to use the parameters a and b to tune the energies at which the transmission is 
strong or weak. At larger values of a we end up with a pronounced range where the transmission 
cuts out, with perhaps a resonance or two depending on the value of b. The cut-out is a result of a 
mismatch between the quantised energies of the “boxes” forming the inter-bend regions.
To investigate the behaviour of the transmission further, it is useful to increase the lengths a and 
b, so that the effects of the coupling between bends become less noticeable. To facilitate the study, 
we examine U-bends where a = b, from which we obtain the transmission plots in figure 3.19. A clear
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Figure 3.19: Transmission probabilities for larger U-bends under the constraint that a = b. The other 
parameters used were W  = 24nm, d = 16nm and m* = 0.067mo. The curves are offset on the y-axis 
for different device sizes.
pattern emerges from these curves: as the lengths between the bends are increased, the transmission 
peaks move to lower energies. With such geometries, we can loosely group the peaks into triplets. 
We have found this behaviour to generalise so that for structures consisting of N b  bends, groups 
of N b  — 1 peaks form in the transmission function, in agreement with Xu [98]. This is similar to 
multiple-barrier tunnelling devices, where the number of resonances in the transmission is one less 
than the number of barriers [158, 159]. The energy of each group of peaks corresponds very roughly 
to the eigenenergies of a two-dimensional infinite square well whose dimensions are slightly smaller 
than the sections between the bends. This again suggests that the U-bend behaves in a similar way to
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resonant tunnelling devices, with the bends playing the role of barriers and the transmission peaking 
when the electron energy matches the energy of a standing wave in the inter-bend sections.
We have already seen that patterns of peaks in the transmission function can lead to interesting 
thermoelectric behaviour. For this reason we plot the linear response coefficients of a sample U-bend 
with a = b = 52nm in figure 3.20. As usual at this low temperature, we see that the conductance follows
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Figure 3.20: Normalised linear response coefficients G/Go (solid curve), S/{kB/e) (dotted), and /t/Gth 
(dash-dot) (left) and thermoelectric figure of merit (right) for a U-bend defined by a — b = 52nm, 
W  = 24nm and d = 16nm. The effective mass was m* =  0.067mo and the thermal energy was 
kBT  = 0.125meV (T  % 1.4K).
the transmission curve closely, and the thermal conductance looks for the most part like a smoothed 
version of the electrical conductance. When the chemical potential is in the area of low transmission 
above 23meV, the resonances which occur in the transmission function lead to large magnitude peaks in 
the thermopower. In conjunction with the low electrical and thermal conductances in the surrounding 
area, these give rise to values of Z T  in excess of 10. This is very large, although the calculation was 
performed for a low temperature and will not persist with increasing T. However, we note that the 
ability to engineer the transmission function by controlling the device geometry allows the chemical 
potential at which this occurs to be tuned.
The effect of a magnetic field on the transmission curve of the U-bend is interesting; figure 3.21 
shows the results of our calculations for devices with small inter-bend lengths. We see that when 
B = 5T the results are not hugely different from those obtained in the absence of a magnetic field,
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Figure 3.21: U-bend transmission in an applied magnetic field. The parameters used were W  = 24nm, 
d = 16nm and m* = 0.067mo. The curves for different geometries have been offset for clarity.
apart from some shifting of the peak energies and some broadening of the higher-energy resonances. 
However, when the strength of the magnetic field is increased to 10T we once again see edge state 
behaviour [17, 155, 156, 157] as discussed in section 3.3. This makes the bends less significant, and in 
this large magnetic field regime the device acts almost as if it were a straight waveguide. The local 
density of states plot in figure 3.22 supports this viewpoint. An interesting observation is that the 
density of states is greater at those corners where the skipping orbits span a 90° arc than when they 
have to span 270° which suggests that the electrons “pool” at those bends where they travel around 
the outside edge rather than the inside.
We conclude the study of the U-bend by looking at the effect of a strong magnetic field on the 
linear response coefficients, as shown in figure 3.23. With no magnetic field we still have the same kind 
of results as seen in figure 3.20 but without such large or frequent variations in any of the coefficients. 
The result is that the maximum figure of merit (not shown) takes a lower value, with a single peak 
of just under 4.5 at // «  25meV. This is still very good when compared to the structures studied in 
previous sections. When a magnetic field is applied, the broadening of the transmission peak seen 
near 25meV into a plateau results in the thermopower dropping to almost zero, and so the figure of 
merit also practically vanishes. While the oscillations induced in the lOmeV < jj, < 18meV range lead 
to some large fluctuations in 5, the electrical and thermal conductances are large enough throughout 
this region that the figure of merit is small, peaking at just under 0.25 when n  % llmeV. We thus
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Figure 3.22: Local density of states in a tight U-bend with a = b = 2nm, W  =  24nm, d = 16nm and 
m* = 0.067mo in a strong magnetic field (B  =  10T). The total electron energy is just under 24meV, 
corresponding to the end of the transmission plateau seen for this setup in 3.21.
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Figure 3.23: Normalised linear response coefficients G /G q (solid curve), 6"/(&g/2e) (dotted), and k/ G ^  
(dash-dot) for a U-bend with parameters a = b = 2nm, W  = 24nm, d = 16nm and rn* = 0.067mo, at 
magnetic field strengths of B =  0T (left) and 10T (right). The thermal energy was k g T  = 0.125meV 
(T =  1.4K).
conclude that the magnetic held greatly reduces the thermoelectric efficiency of the U-bend at low 
temperature.
3.6 R ectangular A haronov-Bohm  rings
By adding an upper branch to the U-bend structure, we can create a similar-looking device but one 
whose behaviour is remarkably different. The result is a rectangular ring as shown in figure 3.24. 
Figure 3.25 shows the transmission behaviour of such a structure. In the absence of a magnetic field,
Figure 3.24: The rectangular Aharonov-Bohm ring, formed by splitting a waveguide into two paths 
before recombining on the other side of the device. The waveguide width is kept at a constant value W  
throughout the structure, and the dimensions are defined by the parameters a and b as shown. Leads 
are attached to the left and right edges, with a length of lead d = (Lx — 4W — b) /2  being included in 
the device region.
the transmission function looks quite similar in characteristic to that of the U-bend, as one might 
expect. With a weak magnetic field applied, the location and breadth of the peaks changes, with some 
resonances appearing prominently when the energy is taken above 28meV. When the magnetic field 
strength reaches 1.25T, the transmission drops to zero across nearly the whole energy range shown, 
with the exception of a few resonances which appear to be the same as those in the plots for weak 
magnetic fields (OT < B < IT) but shifted in energy. Increasing the strength of the magnetic field 
back up to 2.5T, the transmission is restored to a very similar result to that seen at OT, with the 
resonances that emerged on the way persisting. This periodic behaviour is related to the Aharonov- 
Bohm effect [10] and is the result of interference between paths around the two arms of the device. As 
the electrons travel on a path P  through the device, they pick up a phase shift given by [160]
Igl f
(fip =  —jry  A - d r .  (3.5)
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Figure 3.25: Transmission for a rectangular Aharonov-Bohm ring at a range of magnetic field strengths 
from 0T (lowest curve) up to 2.5T (topmost curve) in increments of 0.25T. The parameters used were 
W  = a = b = 20nm, Lx = 92nm to include d = 16nm of each lead in the device region, and 
m* =  0.067mo. The 0T results are overlaid as a dotted line on the 2.5T curve for comparison and the 
curves for different magnetic field strengths are offset for clarity.
For our choice of vector potential, A  = —B  (y — Ly/2) x, if we assume that the electrons travel around 
the centre of the waveguides, we find that those traversing the upper arm pick up a phase shift of 
(f>u =  |e|B {a +  W) (b +  W )/2h  while the phase shift for those that pass through the lower arm is 
4>l =  —ÿu- The phase difference between the two paths is therefore
Aÿ =  \<f>u -  M  =
\e\BA
h (3.6)
where A =  (a +  W) (b +  W) is the area enclosed by the loop that the electrons travel around. The 
effect of the interference should be periodic such that if we look at the transmission as a function of 
A^, we expect that
T(A4, +  27r)= T (A f). (3.7)
From this we find that the change in magnetic field needed to undergo one cycle is
B  -  —P ~ N A - (3.8)
When the magnetic field is turned off (i.e. B = 0T), the arm along which an electron traverses 
the structure makes no difference to the phase it picks up, so there is no phase difference between
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the paths and the interference will be constructive. In this case, the transmission at all energies 
will be unaffected by the interference. In principle the same applies whenever B is a multiple of Bp 
due to the periodicity of the phase difference. When B =  (n +  V2) Bp, where n is any integer, the 
interference between the two paths is totally destructive and so the transmission drops to almost 
zero. Using the parameters for the calculation shown in figure 3.25 oi a = b = W  = 20nm we 
find Bp = 2.6T, which agrees well with the results obtained; we have also found this agreement for 
devices of different dimensions. Figure 3.26 confirms this, showing that the lowest energy transmission 
maximum at B % 17meV oscillates between 1 and 0 as the magnetic field strength is swept over a 
range of approximately — 4Bp < B < 4Bp. The effect is still clear at higher energies, as shown on the 
right side of figure 3.26 which is for the peak appearing in the middle of the energy range in figure 
3.25, but with increasing magnetic field strength the regular oscillatory pattern at this energy begins 
to break down as the strong magnetic field influences the behaviour of the higher-energy electrons.
EH
FM ( n (
1- :
-10.0 -5.0 0.0 5.0
Magnetic field strength (T)
10.0 -10.0 -5.0 0.0 5.0
Magnetic field strength (T)
10.0
Figure 3.26: Transmission probability through a rectangular ring with parameters W  = a = b = 20nm, 
d =  16nm and m* = 0.067mo. The total electron energy was held constant at approximately E  =  
17meV (left) and 25meV (right) to show the Aharonov-Bohm-style oscillation of the transmission 
peaks with magnetic field strength. These energies correspond to the first and third peaks in the 
transmission function for the structure at B =  0T.
While this accounts for the drop-off in transmission at most energies as the magnetic field strength 
is increased to 1.25T, it does not explain the resonances which appear in the plots where B ^  0. 
Resonances are predicted in the optical absorption spectra of Aharonov-Bohm-type devices [161], with
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these becoming more pronounced with an increased magnetic field strength. This is consistent with 
what we have observed in figure 3.25. This effect is more noticeable in larger rings. Gudmundsson et 
al. [162] have also reported this phenomenon for rings embedded in quantum wires. In similar devices 
consisting of two quantum dots coupled asymmetrically to two leads [112, 113], it has been shown 
that the form of the transmission function is the result of a combination of Lorentzian- and Fano-type 
resonances, which are respectively of the form [163]
A -to  ^  ^ 2 ^ 2  /f(x )  oc ^ 2++7^  (3.9)
where 7 defines the width of the peaks and the parameter q introduces a degree of asymmetry; its 
sign determines which way the lineshape is skewed. Note that we have defined the scale and width of 
the Lorentzian slightly differently to equation 2.66. Examples of each of these functions are given in 
figure 3.27.
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Figure 3.27: Examples of Lorentz- (left) and Fano-type (right) resonances for a number of widths 7 
and asymmetry parameters q. Changing the sign of q for the Fano lineshape is equivalent to negating 
the ^-coordinate.
The findings of Ladrôn de Guevara et al [112] and Orellana et al [113], based on systematic 
studies of transitions between symmetric and asymmetrically-coupled double quantum dot (DQD) 
Aharonov-Bohm-type devices, show that the Fano-type resonances appear as a result of asymmetry, 
vanishing when the coupling between the leads and dots is either purely series or parallel. Whilst our 
geometry is completely symmetric, we reason that the Lorentz force of the magnetic field acting on the
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electrons causes them to couple preferentially to either the upper or lower arm of the ring, depending 
on the direction of their motion and thus which lead they are entering the structure from. This 
introduces a level of asymmetry to the electronic transport and allows our results to be tied to those 
for the double quantum dot setup. There, the resonances come in pairs consisting of one Lorentzian 
and one Fano peak each; the Fano resonance corresponds to tunnelling through the anti-bonding state 
while the Lorentzian is where the bonding state aids transmission, and so the Fano resonance always 
occurs at a higher energy than the corresponding Lorentzian. We can see a similar pattern in our 
2.5T results with the Fano resonances occurring after a Lorentzian-type peak, though the pairs have 
a far greater separation in energy than those in the DQD results.
It is of interest to see how far the periodic behaviour with increasing magnetic field strength 
continues, and for this reason we show in figure 3.28 the transmission at a number of larger values 
of B. There is an interesting progression in both of the sets of results. For both the integer and
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Figure 3.28: Rectangular Aharonov-Bohm ring transmission for stronger magnetic fields. The left 
plot shows the results for B  = nBp while the right is for B  = (n + 1/ 2) Bp, where n is an integer and 
the approximation used for the magnetic field strength period was Bp «  2.5T. The other parameters 
were W  = a = b = 20nm, d = 16nm and m* =  0.067mo. Curves for different values of n are offset for 
clarity.
half-integer multiples of Bp, the transmission probability increases with magnetic field strength across 
almost the entire energy range shown. It appears that the same enhancement in quantisation due to 
edge states seen in the U-bend also occurs in this ring structure, and overrides the interference effect 
seen in weaker magnetic fields. The difference in this case to the U-bend discussed above is that for
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the ring structure, the energies where the transmission drops at lower values of B  become pronounced 
antiresonances at higher magnetic field strengths. This happens when the electrons get “trapped” 
around the disallowed region in the centre of the structure, as shown in figure 3.29. At all other
Figure 3.29: Local density of states plots corresponding to the antiresonance around E  =  26.5meV 
(left) and high transmission coefficient at 30meV (right) in the transmission function of a rectangular 
ring with a = b — W  =  20nm, d =  16nm and m* = 0.067mo when B  =  12.5T % 5Bp. The vertical 
scale is different between the two plots as an aid to visualisation.
energies, the skipping orbit mechanism aids the electrons in their transmission through the device. 
This is illustrated in the 30meV plot in figure 3.29, where peaks in the density of states are seen around 
the outer edge of the structure at intervals of approximately 8 grid spacings. W ith ax — ay — 2nm, 
this agrees well with the cyclotron radius of hk/\e\B  =  8.8nm found for these parameters.
Studying the positions of the antiresonances in the transmission in a strong magnetic field, we find 
that they occur when the longitudinal energy of the electrons, E  — ei, coincides with an energy of a 
box whose length is slightly under 160nm, which is the length of the path the electrons would take 
to complete one circuit around the central forbidden block of the microstructure. The antiresonant 
energies, however, occur at every other energy of such a box, with the B  % n B p transmission cutting 
out at odd energy indices and the cut-out happening at energies with even indices for B «  (n +  1/2) Bp. 
As a result, the antiresonances of the integer-magnetic field transmission fall between those of the half­
integer-magnetic field case. We also find that the antiresonant energies move smoothly with the field 
strength for intermediate values of B.
From the structure of the transmission of the ring, we can predict that the linear response coeffi­
cients will show interesting behaviour; the results are shown for four different magnetic field strengths 
in figure 3.30. As with previous linear response plots at this low tem perature, the conductance and 
thermal conductance look like slightly smoothed versions of the transmission curves. The fine reso-
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Figure 3.30: Normalised linear response coefficients G /G q (solid curve), 5 '/(2% /e) (dotted), and 
tt/Gth (dash-dot) for a rectangular Aharonov-Bohm ring with parameters a = b — W  — 20nm, 
d = 16nm and m* = 0.067mo- The magnetic field strength was B  = 0T (top left), 1.25T % 0.5BP 
(top right), 2.5T % Bp (bottom left) and 11.25T % 4.5Bp (bottom right). The thermal energy was 
kBT  = 0.125meV (T  % 1.4K).
nances are washed out as a result of this smoothing so that G and k show much less structure than 
the transmission coefficient does.
However, this is not the case for the thermopower, which for the 0, 1.25 and 2.5T plots shows pairs 
of very large-magnitude peaks, one positive and one negative, for each resonance in the transmission. 
Once the magnetic field is made stronger than approximately 3Bp, these resonances disappear to be
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replaced by an almost constant transmission probability of 1, with antiresonances as discussed above. 
These are not sharp enough to have any large effect on the thermopower of the device, as can be seen 
by comparing the 11.25T curves to those for weaker magnetic fields.
Equation 2.117 tells us that the thermoelectric figure of merit will be large when the thermopower 
is large and the electrical and thermal conductances are small. These criteria are satisfied by the square 
ring at a number of values of the chemical potential, and so we predict that under the right conditions 
such a device can have a very large value of ZT, as shown in figure 3.31. We see that the very narrow 
resonance in the transmission of the device at 33.5meV for B  =  OT leads to a massive value of Z T  
approaching 30, whilst at other magnetic field strengths the effect is weakened, but peak values well 
in excess of 1 are still present. We have aheady shown that these large values for the figure of merit 
are a consequence of fine resonances in the transmission in areas where the electrical and thermal 
conductances are otherwise low; controlling the device geometry allows us to adjust the energies at 
which this occurs, giving us the means to tune the chemical potential at which the thermoelectric 
performance is best. At room temperature {ksT  = 26meV, not shown) the thermal smearing results 
in a reduction of the peak in Z T  ah fi — 33.5meV for B  =  OT, but we calculate that the figure of 
merit can still be in excess of 1. We also note that the Fano-type resonances in the transmission 
are very fine so can lead to large magnitudes in the thermopower. However, they will not in general 
give rise to large figures of merit even at low temperature because they tend to occur in the slopes of 
Lorentzian-type peaks, meaning that the electrical and thermal conductances will be large enough to 
reduce Z T  to a small value.
One final point we emphasise is that these calculations are theoretical predictions, and in themselves 
are not a guarantee that such a structure will be a high-performance thermoelectric device at real- 
world operating temperatures. Our results show that the thermal smearing resulting in increasing the 
temperature from 6K to ~300K leads to a reduction in Z T  of almost a factor of 30, and increasing the 
temperature further can be expected to reduce this even more. There is also a phonon contribution 
to the thermal conductance which we have not treated in our calculation, which is in addition to the 
electronic part and as such will reduce the value of Z T  further. A more detailed model accounting 
for such effects would be needed in order to make firmer predictions about the efficiency of such a 
structure at higher temperatures.
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Figure 3.31: Thermoelectric figure of merit Z T  for a rectangular ring in the presence of a magnetic 
field, calculated from the linear response coefficients in figure 3.30, i.e. foi a = b = W  = 20nm, 
d = 16nm, m* =  0.067mo and kgT  = 0.125meV (T  % 1.4K). The plots show the overall structure for 
B =  0, 1.25 and 2.5T (top left), and enlarged views of the same curves for B =  0 (top right), 1.25 
(bottom left) and 2.5T (bottom right).
3.7 Sum m ary
In this chapter we have presented results obtained by applying our theory to a number of structures. 
Starting with narrow wires and quantum point contacts, we have shown that the theory reproduces 
results published by other authors, and highlight that the magnetic field results we obtain are in 
agreement with those of other authors using more complex theories to treat the magnetic field in the
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leads. With our theory thus validated, we studied structures formed of right-angle bends in electron 
waveguides, and have again obtained results in agreement with those given elsewhere in the literature. 
The single, double and U-bend devices modelled all exhibit resonant behaviour in the transmission 
function, which gives rise to large magnitude peaks in the thermopower. In the U-bend, this leads 
to a high figure of merit. Lastly, we have examined a rectangular ring, finding that the Aharonov- 
Bohm oscillations of the transport properties with the magnetic field strength are reproduced by our 
theory. In addition, we found that a magnetic field broadens Fano-type resonances in the transmission 
function of the ring, which we attribute to the Lorentz force introducing a level of asymmetry to the 
system. As a consequence of fine resonances in the transmission function in energy ranges where the 
transmission is otherwise small, the ring displays a large figure of merit, which we have found to be 
tunable via the magnetic field strength.
Chapter 4
Results: Disorder and im perfections
The devices studied in the previous chapter demonstrate some interesting physics, as well as providing 
strong evidence that the results obtained using the theory presented earlier are consistent with those of 
other works. We have also applied the theory to some new microstructures and shown that interesting 
transport behaviour occurs in these. However, the power of a numerical approach such as the one we 
use is the ability to make the scenario being modelled far more complex, without having to change 
the way our results are calculated. In this chapter we will use this capability to look at the effects of 
a number of issues that would face such devices in the real world.
4.1 D isordered wires and inter-subband scattering
In the previous chapter, most of the structures which we studied had interesting aspects to their 
behaviour when only a single mode was energetically available. As such, we did not investigate them 
at energies large enough for multiple (propagating) subbands to be present. However, imperfections 
can introduce changes in the transport when multiple modes are available which are worthy of attention 
for even a simple structure. To demonstrate this, we examine the effect of disorder on the narrow wire 
which we looked at in section 3.1.
It is probable that the material used to fabricate devices will not be perfectly pure. To simulate 
the resulting disorder we can apply a random potential to each grid point. This on-site potential 
is chosen from a uniform distribution in the range —Vp to +Vd inclusive; thus, the parameter Vjj 
allows us to control how strong the disorder is, giving us a means to study how the device behaves
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as the level of disorder is increased. This method is known as Anderson disorder [59], and whilst 
it is only a simple phenomenological model rather than a rigorous treatment of the disorder, it is a 
straightforward technique which allows us to investigate how device performance is affected by an 
imperfect material. We consider the effective mass to be unchanged by the presence of such disorder, 
since this is a property of the system in which the device is defined, and the disorder is only in a small 
part of the system and thus can be viewed as a perturbation. The disorder model is phenomenological 
rather than atomistic, since the grid spacings ax and ay are larger than the atomic lattice spacing. 
Therefore we note that the values of ax and ay need not change with the introduction of disorder, 
since in our theory these are simply discretisation parameters; the choice of ax and ay can be validated 
by showing that reducing these lengths makes no significant change to the results obtained, assuming 
that the disorder potential is scaled accordingly.
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Figure 4.1: Total transmission coefficient for a narrow wire for a single configuration of disorder at a 
range of strengths Vo, measured in units of i =  h2/2m*a2. The effective mass was m* = 0.067mo and 
the grid spacing in both directions was a = ax = ay = 0.67nm to give t = 1.28meV. The size of the 
disordered region of the wire was Lx = Ly = 20nm. The curves for different disorder strengths are 
offset for clarity.
Figure 4.1 shows the total transmission coefficient through the narrow wire for a number of values 
of the disorder strength Vp, measured in units of the tight-binding energy t = h2/2m*a2, where 
a = ax = ay for a grid consisting of square cells. The disorder has a pronounced effect on the 
transmission. For a relatively weak disorder parameter of Vb =  O.lf, the steps seen in the zero- 
disorder transmission become smooth, but once the longitudinal energy E  — ea (a = 1,2 in these
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results) becomes large enough the transmission probability for each mode becomes unity. When the 
disorder strength is increased further, the transmission function begins to lose its step-like form and in 
some cases gains broad resonances. This can be attributed to a combination of back-scattering from 
the disorder potential and interference between different paths through the structure [164].
What figure 4.1 does not show us, however, is that there is a more subtle change in the transport 
caused by the disorder. To demonstrate this, we draw upon the ability of our theory to examine the 
contributions of the individual subbands to the overall device characteristics, noting that such studies 
of transport at a per-mode level are relatively uncommon (though not unheard of -  see for example 
the work of Nockel [68] and Luna-Acosta et al. [165]).
In figure 4.2 we show all combinations of the transmission and reflection probabilities tq:p^:a for 
the disordered wire, where we use the notation p:a introduced in section 2.2.8 to refer to mode a  in 
lead p, and the transmission is from the second mode in the subscript to the first. We have a two-lead 
system with up to two energetically-available modes in each of the leads, meaning that p, q, a  and (3 
can all take a value of 1 or 2. These results show that the presence of disorder leads to inter-subband 
scattering -  that is, non-zero values of tq:p,p:a when (3 ^  a. In our tests we have found that these 
probabilities can be quite large, depending on the strength and configuration of the disorder.
The inter-subband scattering occurs as a result of electrons changing their transverse momentum, 
and hence their transverse energy, in response to the disorder; thus, the disorder brings about this 
behaviour and it is not seen in the wire when Vp =  0. These are still elastic effects, meaning that the 
electrons do not lose energy overall as a result of their interactions with the disorder potential, but 
instead transfer some energy from their longitudinal motion to their transverse motion (or vice-versa). 
Any aspect of the system which causes the transverse modes to change as a function of the longitudinal 
coordinate can therefore give rise to inter-subband scattering, but what is interesting here is that we 
have not substantially changed the structure which we are modelling. A similar effect is found for a 
simple wire with point scatterers, even when averaging over impurity configurations [80].
An additional point about the effect of disorder on the transmission probabilities is that as a 
result of the random nature of the resulting potential, the symmetry of the system is broken and the 
structure no longer looks the same to electrons entering it from one lead as it does to those coming 
from the other lead. In the absence of disorder, the symmetry means that the following relations 
hold:
tq:l3,p:a =  tp:f3,q-.ai tq:/3,p:a =  fg :a ,p :/3 j and fg :/3 ,g :a  —  tp:a,p:P- (4.1)
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Figure 4.2: Transmission and reflection probabilities for each mode in the disordered wire with L x =  
L y =  20nm and m* =  0.067mo. The disorder strength was Vp = 0.4t — 0.51eV. Each subfigure shows 
the probabilities of each of the possible exits for an electron incident in one source mode; the source 
modes are 1:1 (top left subfigure), 1:2 (top right), 2:1 (bottom left) and 2:2 (bottom right). The lower 
two curves in each subfigure represent transmission of the form tq:/3jP:a with q p, whilst the upper 
curves are for reflection back into the original lead {q = p )’, solid curves are for probabilities where 
(3 = a, and dotted lines represent cases where f3 ^  a. Thus, the top-left subfigure shows t2:i,i:i (lower 
solid curve), £2:2,in (lower dotted), tnpn i (upper solid) and £n2,i:i (upper dotted).
That is, we can exchange the lead and mode indices and the transmission probability will remain 
unchanged, even in the presence of a magnetic field. This is because we have no way of distinguishing 
one end of the device from the other, and as such the transmission coefficients must be the same 
under each of the exchanges in equation 4.1. Similar “reciprocity relations” exist for quantities such
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as the linear response coefficients [132, 164]. There is an additional relation which is true for any two- 
terminal device as discussed in section 2.3.1, which is that tq.^jP:a = tp:a q^:p [132]. Unlike equations 
4.1, this is a result of probability conservation rather than symmetry; when the symmetry is broken, 
only this relation remains valid and equations 4.1 no longer hold [164]. We can see this in figure 4.2 
by comparing the various lines closely.
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Figure 4.3: Comparison of the transmission coefficients for the disordered wire with Lx = Ly = 20nm, 
m* = 0.067mo and disorder strength Vb =  0.5£ =  0.64eV. Each point represents the relationship 
between the two transmission probabilities for a single energy in the range £2 < E  < lOOmeV (left) 
and ei < E  < lOOmeV (right), with ei % 14meV and €2 = 4ei «  56meV. The step between consecutive 
points is constant at 0.25meV and the diagonal dotted line shows where the points would fall if the 
symmetry of the system were unbroken.
A clearer way of showing this is to plot curves of the form tq:p#:a against tp:p)q:a or tq:ajP:p, or 
tq:p,q;a against tp:p)P:a-, some examples of this are shown in figure 4.3. If the relations in equations 4.1 
were valid in the presence of disorder, all of the points would lie on the dotted diagonal line. Clearly 
this is not the case, due to the breaking of symmetry as described above. We have picked a high 
level of disorder to show in figure 4.3 since this demonstrates the effect most clearly, though it is still 
evident even for the smallest non-zero value of Vb used in figure 4.1.
When Anderson [59] proposed this model for the disorder, one of his intentions was to study 
localisation effects. The simple wire modelled here is perfect for this since the zero-disorder case has 
very simple analytical solutions; thus, the effects of the disorder are very easy to see when comparing 
results for Vb =  0 and Vb 7^  0. Figure 4.4 shows the effect on the local density of states of introducing
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disorder to the wire. The energy chosen for these two plots is just below £2, where the transmission
Figure 4.4: Local density of states for a section of defect-free (left) and strongly disordered (Vp = 
0.5t — 0.64eV, right) wire. Parameters were Lx = Ly = 20nm and m* =  0.067mo, with the same 
disorder configuration as used throughout this section and the total electron energy fixed at E  = 
56meV. Arrows show the direction of transport through the wire. The two plots are not to scale as 
the large spike in the disordered results is an order of magnitude larger than the central peak in the 
undisordered wire.
coefficient for Vq =  0.5f in figure 4.1 shows a dip. The disorder-free wire shows a predictable half- 
sinusoidal form dictated solely by the transverse wavefunction, and is practically independent of the 
longitudinal coordinate as we would expect. With a high level of disorder, the local density of states 
takes the same basic form, though due to the difference in scale between the two plots, this is not 
particularly visible in figure 4.4. This is because the density of states gains peaks in a number of 
positions, the highest of which is approximately ten times larger than the peak in the disorder-free 
results, showing that the electrons become localised in regions due to confinement by the disorder 
potential. As a result, the transmission drops because the carriers become bound by the disorder, 
disrupting their travel through the device region. For any given disorder configuration, the exact 
details of the localisation are energy-dependent, with different transverse modes and longitudinal 
energies becoming trapped in different locations, though the most prominent peaks in figure 4.4 are 
always amongst those with the highest density of states.
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4.2 Single im purities in quantum  point contacts
We will now look at quantum point contacts (QPCs) as discussed in section 3.2, with a single impurity 
added in the constriction area. This represents the addition of a single atom of a different element 
to the device material. Such studies have been performed before with some interesting results being 
found, particularly when the impurity is located in the classically forbidden region of the constriction 
[70, 166]. A consequence of our simulation being two-dimensional is that the single impurity will 
have a greater effect than if a full three-dimensional treatment was used, because of the constrained 
geometry [89], which means that our results will only be directly comparable with those obtained for 
two-dimensional calculations.
We account for the impurity by adding a potential Vimp to a single point on our real-space grid, 
kimp is given in units of the binding energy t as for the disorder strength in the previous section. If 
the impurity is a donor, it will be attractive to the electrons in the device and thus is represented by a 
potential V[mp < 0; conversely to model an acceptor, which will repel electrons, we set kimp > 0.
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Figure 4.5: Zero-temperature conductance for a QPC with a single attractive (left) and repulsive 
(right) impurity in the centre for a range of impurity strengths kimp measured in units o ft = h2/2m*a2. 
The grid spacing in both directions was a = ax = ay = 7.25nm and the effective mass was m* =  
0.067mo so that t =  llmeV. The parameters for the QPC potential were Ly = 145nm, Lx = 2Ly, 
£C — Ly, xq = Lx/ 2, yo = Ly/2, and wc = Ly/ 4 with fi = 17.2meV. Different magnetic field strengths 
are offset for clarity.
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Figure 4.5 shows the effect of such an impurity, positioned in the exact centre of the device, on the 
zero-temperature conductance of a QPC. It is clear that the impurity affects the energies at which the 
steps occur in the conductance, particularly in the strongest magnetic held case where the quantisation 
is most pronounced. Attractive impurity potentials shift the downward steps in the conductance to 
higher values of the barrier energy Vq whilst positive values of Idmp make the steps occur at lower bar­
rier energies. The reason is straightforward: an acceptor acts as an additional barrier to the electrons, 
making it less probable that they will pass through the constriction, whilst an attractive impurity 
effectively lowers the barrier in the QPC, allowing transmission to occur for greater values of Vq-
Figure 4.6: Local density of states for the QPC with a point impurity in the centre with strength 
Vimp =  +£ (left) and Idmp =  —t (right), with t = llm eV . The parameters used for the constriction 
were L y  — 145nm, L% — 2L^, -Q — L y , x q  L x /2, yo L y /2, Wq  — L y / A .  and Vq 0.645yu with
H =  17.2meV. The edge states caused by the strong magnetic field (B =  2.5T) are clearly visible. The 
arrows on the left plot show the longitudinal direction of the structure.
Comparing the local density of states for Vimp =  and —t confirms this (figure 4.6). When 
Qmp =  t the density of states in the centre of the device is small and the electrons populating the 
edge states deflect off the impurity, before leaving the device via the same lead they entered from. 
When Vimp is negative, there is a high density of states at the impurity site signifying a quasi-bound 
state localised around the impurity. This facilitates transmission through the constriction by allowing 
electrons to pass through the device via coupling to the quasi-bound state.
W ith the mechanism of how the impurity affects the transmission probability established, we can 
make further predictions about the device behaviour if the impurity is not centred in the constriction. 
In general we would expect that moving the impurity slightly away from the centre would reduce the 
effect regardless of the sign of Pimp, since it would be in a less critical position and would not affect the 
barrier in the constriction as much as if it were centred. However, at certain combinations of barrier
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height and magnetic field strength the density of states will peak in areas close to the constriction, at 
which point the effect of the impurity can still be significant. Figure 4.7 shows this to be the case, 
particularly for the curves where the impurity is offset by 2ay = 0.1Ly. The (0,2) offset curves also
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Figure 4.7: Zero-temperature conductance for a QPC with a single impurity offset from the centre of 
the constriction by (n, m), where n is the offset in the x-direction in units of ax and m  is the ^-offset 
in units of ay and ax = ay = 7.25nm. The impurity strength was Vimp =  —t (left) and t (right), 
with t = llmeV. Other parameters were Ly = 145nm, Lx = 2Ly, t c =  Ly, xq =  Lx/2, y0 =  Ly/2, 
wc = Ly/A and fi = 17.2meV. In some places the curves are so similar as to be almost indistinguishable. 
Results for different magnetic field strengths are offset for clarity.
show that for certain barrier heights, an attractive impurity displaced in the transverse direction can 
actually enhance the conductance. This is again a consequence of the impurity effectively lowering 
the barrier.
4.3 Surface roughness in U -bends
The precision with which nanoscale devices can be fabricated is limited, meaning that the edges of 
microstructures will not necessarily be perfectly straight or smooth; the ability to easily model this 
type of disorder is a strength of our discretised theory.
We now take one of the earlier U-bend devices and examine the effect of surface roughness on its 
performance, using a model based on that of Todorov and Briggs [58] which is explained in figure 4.8. 
A correlation length Lcor and variance Lvar are specified in integer numbers of lattice sites; we then
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Figure 4.8: Schematic of the roughness model used in our calculations. Hatched areas have a large 
potential applied to exclude electrons from them. Each edge of the structure is divided into sections, 
with the length of each section Ln (in grid spacings) being chosen at random from the three values 
Lcor -  LVar, LCOr and LCOr +  Lvar. These sections alternate between unaltered and narrowed, with the 
latter having the potential applied to Wn rows of grid points, where Wn is picked at random such that
1 < Wn < Wmax-
Figure 4.9: Schematic of a U-bend device with the regions affected by the edge roughness model 
shaded in grey.
work around the perimeter of the device -  the shaded area in figure 4.9 -  in sections. The length 
of each section is chosen randomly between LCor -  Lvar, LCor and Lcov +  Lvar, with an equal chance 
of each being picked. The sections alternate between unaltered (i.e. with no additional potential 
applied), and having a large potential added to a number of grid points in the direction orthogonal 
to the device edge; this number is chosen randomly from 1 to Wmax inclusive, with each value having 
an equal probability of being selected. Thus, the parameters Lcor, Lvar and Wmax characterise the
disorder. An example of the result of applying this roughness model to a U-bend structure is shown 
in figure 4.10.
Figure 4.10: A U-bend with edge roughness applied. The model parameters were L, 
and IFmax — 2.
W ith random configurations such as this, the results are sample-dependent. For this reason, 
we show the transmission plots for four different edge roughness configurations generated with two 
different sets of roughness parameters in figure 4.11. We also show the transmission for the original 
smooth device and for a structure where a single continuous row of grid points along each of the 
edges highlighted in figure 4.9 have the roughness potential applied. This results in a smooth-edged 
structure with each of the edges moved in by one grid spacing, and could be described by the roughness 
parameters Lcor =  oo and Wmax — 1. W hat we can see is that the edge roughness results match 
this narrowed device more closely than the original, unmodified device. This is understandable as 
statistically, the average narrowing caused by our choice of Wmax =  2 should be 0.75, which is closer 
to the smooth narrowed device than the unmodified one. It also means tha t the resonance around 
24.5meV in the unmodified device is lost, which will alter the thermoelectric performance of the device 
regardless of the configuration of the roughness. The leads are unchanged by the edge roughness, 
meaning tha t when any narrowing is present in the device, there is an effective mismatch between 
the lead and device widths. This contributes to the peak structure at lower energies as shown by 
Kirczenow [61]. W ith the less extreme roughness, shown in the left plot in figure 4.11, the overall 
transmission is relatively unchanged compared to the smooth narrowed device. This suggests tha t
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Figure 4.11: Transmission plots for a U-bend with parameters W  = 24nm, inter-bend lengths a = b = 
2nm, a length d — 16nm of each lead included in the device region and effective mass m* = 0.067mo. 
From bottom to top, the curves are for a device with no edge roughness, followed by a narrowed 
device as described in the text, and then four different edge roughness configurations with parameters 
Lcor — 3, LVar =  1 and Wmax =  2 (left) and Lcor = 5, Lvar =  2 and Wmax = 2 (right). Curves for 
different structures and configurations are offset for clarity.
the performance of the U-bend is fairly robust against a minor degree of edge roughness. When the 
amount of roughness is increased as in the right side of figure 4.11, the impact on the transmission is 
understandably more pronounced. For configurations 1 to 3, the higher-energy transmission is greatly 
reduced compared to the smooth narrowed device, which is a consequence of the electrons reflecting off 
the rough edges. Interestingly, the transmission function for configuration 4 shows very little change 
from the smooth narrowed setup, which upon inspection of the roughness pattern seems to be due to 
the longest section length (LCOT +  Lvar) having been chosen many more times than the shortest section 
length (Lcor — Lvar), leaving the edges smoother than in the other configurations.
4.4 A nderson disorder in U -bends
Edge roughness allows us to model the effects of the limited precision of, for example, deposition and 
lithography of the gates used to shape the device. However, as discussed in section 4.1, the material 
used to form the device is not always perfectly pure. We now use the same Anderson model described 
in that section to introduce disorder to the U-bend. An example of the transmission function for
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two different random disorder configurations is shown in figure 4.12. The two configurations affect
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Figure 4.12: The effect of the disorder strength parameter Vp on a U-bend with W  = 24nm, a = 
b =  2nm, d =  16nm and m* = 0.067mo- The left and right plots show the outcome of two different 
disorder configurations, both generated randomly. The grid spacing in the x- and ^-directions was 
ax = ay = 2nm so that t = 0.14eV. The results for different disorder strengths are offset for clarity.
the transmission differently throughout the range of energies shown. For the first configuration the 
peaks shift to lower energies with what appears to be an approximately quadratic dependence on the 
disorder strength, while for the second configuration the positions of the peaks are far less dependent 
on Vd - In the left plot the transmission probability in the lower and middle parts of the energy range is 
mostly undiminished by the disorder, persisting strongly even when the disorder strength is taken up 
to 0.4t, whilst with the right curves the transmission drops dramatically across the low- and mid-range 
energies once Vd is increased above O.lf.
Clearly the effect of the disorder is both energy- and configuration-dependent, which is demon­
strated further by the plots in figure 4.13. In addition, these results show that the effect of a magnetic 
field is also dependent on the configuration of the disorder. When the magnetic field strength becomes 
large, the path the electrons take through the device will be significantly different to that taken when 
no magnetic field is present, with edge states being a good example of this. As such the disorder 
potential they encounter can be very different. The most obvious example of this is for the upper 
part of the energy range for configuration 2, which shows almost no transmission when there is no 
magnetic field but much higher probabilities at B =  5T.
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Figure 4.13: Transmission for a U-bend with W  = 24nm, a = b = 2nm, d = 16nm and m* = 0.067mo 
with four different random disorder configurations. The disorder strength was Vd = 0.3i (t = 0.14eV), 
and the magnetic field strength was B  = 0T (left) and 5T (right). Results for different configurations 
of the disorder are offset for clarity.
What we can conclude from these investigations is that the performance of the U-bend is quite 
robust against moderate amounts of edge roughness and random disorder, whilst higher levels of 
disorder can cause very unpredictable changes in the transmission profile of the device, and thus the 
behaviour of the linear response coefficients as well. This is shown in figure 4.14, where we can see 
that the electrical and thermal conductances follow the shape of the transmission function in figure 
4.13 closely. The sharpness of the features in the transmission once again leads to large magnitudes 
of the thermopower, meaning that the figure of merit can be quite large for ranges of ji where the 
electrical and thermal conductances are low (figure 4.15). The values obtained are slightly lower than 
those for the defect-free structure, and as such we conclude that the presence of disorder in a U-bend 
can be detrimental to the thermoelectric performance.
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Figure 4.14: Normalised linear response coefficients G /G q (solid curve), S/(2kB/e) (dotted), and 
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Figure 4.15: Thermoelectric figure of merit Z T  calculated from the linear response coefficients for 
the disordered U-bends in figure 4.14, i.e. with parameters W  = 24nm, a = b = 2nm, d = 16nm, 
m* =  0.067mo and Vf> = 0.3t (t = O.MeV).
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4.5 D efects in A haronov-Bohm  rings
In comparison to the U-bend, the rectangular rings studied in section 3.6 have an additional depen­
dency on their geometry. This is because it influences the Aharonov-Bohm-type oscillations seen in 
the transmission coefficients as a function of the magnetic field strength. We have seen that resonances 
in the transmission function can have dramatic effects on the thermoelectric properties of the ring, 
and that asymmetry in the effective coupling of the leads to the arms of the device can enhance these 
resonances. Aspects such as these make a study of the effects of defects in this structure an attractive 
prospect.
Figure 4.16: Schematic of a rectangular Aharonov-Bohm ring with the regions affected by the edge 
roughness model shaded in grey.
Using the same model as for the U-bend, we investigate the effect of edge roughness on the 
rectangular ring. The edges which have roughness applied to them are shown in figure 4.16 and a 
sample edge roughness configuration is depicted in figure 4.17.
The transmission plots for a number of such structures are shown in figures 4.18 and 4.19. As with 
the U-bend, as well as studying the original device, we also plot the transmission for a smooth-edged 
structure narrowed by a single continuous row of grid points along all of the edges highlighted in 
figure 4.16 for comparison. Unlike with the U-bend results, the transmission plots for the various edge 
roughness configurations do not in general show a great similarity to that of either the narrowed or 
original structures. However, they do still bear a greater resemblance to the narrowed device as we
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Figure 4.17: A rectangular Aharonov-Bohm ring with edge roughness applied. The model parameters 
were Lqqj- — 5, Ly&x == 2 and IFmax =I 2.
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Figure 4.18: Transmission plots for a rectangular Aharonov-Bohm ring with parameters W  = a = b = 
20nm, Lx = 92nm to include a length d = 16nm of each lead in the device region and effective mass 
m* = 0.067mo. From bottom to top, the curves are for a device with no edge roughness, followed 
by a smooth, narrowed device as described in the text, and then three different edge roughness 
configurations with parameters Lcor = 3, Lvar =  1 and Wmax = 2. The magnetic field strength was 
B = 0 (left, solid curves), 1.25 (right) and 2.5T (left, dotted), corresponding approximately to B — O, 
0.5 and lB p respectively. The coefficients for each configuration have been offset for clarity.
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Figure 4.19: Transmission of a rectangular ring with W  = a = b = 20nm, d = 16nm, m* =  0.067mo 
and edge roughness parameters Lcor = 5, Lvar = 2 and Wmax =  2. The magnetic field strength was 
B  = 0 (left, solid curves), 1.25 (right) and 2.5T (left, dotted), corresponding approximately to B =  0, 
0.5 and 1BP respectively. Results for different configurations are offset for clarity.
would expect for the chosen value of Wmajc = 2, for the same reason as for the U-bend in section 
4.3.
Whilst the results appear markedly different in the presence of edge roughness, we believe that part 
of this is due to the broadening of already-existing resonances and antiresonances, which are present in 
the B = 0T results for the smooth-edged structures but are too narrow to be resolved with the spacing 
of 3.125/zeV used between the points on the energy axis. The mechanism responsible for this broaden­
ing is the asymmetry created by the random roughness configurations, which as discussed in section 
3.6 has been found to be responsible for the Fano-type resonances seen in other Aharonov-Bohm-type 
devices [112, 113, 117]. As a consequence, the 2.5T results appear to be a closer match to the 0T plots 
when edge roughness is present than for smooth devices, because the resulting asymmetry broadens 
the resonances so that the effect of the magnetic field, which is similar, becomes less noticeable. We 
attribute the remaining changes in the transmission profile to scattering off the “bumps” in the walls 
of the structure, which are different in each arm and thus will also affect the interference between the 
two paths. This manifests itself clearly in the B  ~  Bp/2  results: the reduction in transmission due to 
maximum destructive interference is still seen, but depending on the edge roughness its effect can be 
greatly reduced; this is particularly obvious in the plot for configuration 3 in figure 4.19.
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Having seen that asymmetry gives rise to broadening of the Fano resonances in the transmission 
function, we now place a single impurity in the structure to probe this further. As with the QPC 
impurity study, we do this by adding an energy Vimp to the potential at a single point on the grid, 
with figure 4.20 showing the locations we choose for the impurity site. Figure 4.21 shows the outcome
Figure 4.20: Locations at which the single impurity is positioned in the ring. Placing the impurity 
at site 1 results in a break of symmetry in the ^-direction only, while site 3 breaks symmetry in the 
x-direction. Site 2 breaks symmetry in both the x- and ^-directions.
for two different impurity locations, each of which breaks the symmetry in the ^-direction between 
the two paths through the structure, at varying values of Vimp- We can see that the energies of the 
transmission peaks are shifted by the presence of the impurity in an energy-dependent manner. The 
lower-energy peaks move more when the impurity is in the arm of the structure, while those at higher 
energies are affected more by the impurity when it is in one of the bends of the device. Incidentally, 
this would mean that the high thermoelectric efficiency found for the rectangular ring in section 3.6 
will be almost completely untouched by an impurity in the centre of one of the arms.
As predicted, the Fano-type resonance appearing in the approximate range 19meV < E  < 21meV 
in figure 4.21, which is too narrow to be observed in the absence of both the magnetic field and the 
impurity, broadens when the impurity is added and so becomes more noticeable. As a result, the 
apparent difference between the OT and B æ Bp curves in this energy range is greatly reduced by the 
addition of the impurity. This again supports the theory that the Fano resonances are enhanced by 
asymmetry between the arms of the structure, and shows that in the lower part of the energy range for 
which we show our results, the symmetry breaking caused by the impurity swamps that arising from 
the magnetic field. This is unsurprising if we compare the relative energies of these two mechanisms:
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Figure 4.21: The effect of a single impurity on the transmission of a rectangular ring with W  = a = 
b = 20nm, d =  16nm and m* =  0.067m0 for B  = 0T  (solid lines) and B  =  2.5T % Bp (dotted lines). 
The impurity was positioned at site 1 (left) and site 2 (right) as marked in figure 4.20. The grid 
spacing was ax = ay = 2nm giving a binding energy of t = O.MeV. The curves for different impurity 
strengths have been offset for clarity.
we can express a magnetic field as an energy E b  = bwc = ehB/m *, which for the parameters used 
here gives Eb  ~  4meV. This is only around 6% of even the smallest value of T4mp used in figure 4.21, 
confirming that the impurity effect should be much stronger than that of the magnetic field.
To demonstrate that it is the asymmetry between the arms that has this broadening effect and not 
just the presence of an impurity, we move the impurity site to the centre of the T-shaped section where 
the two arms separate, marked as site 3 in figure 4.20. This positioning makes the setup asymmetric 
in the x-direction but restores symmetry in the ^/-direction, meaning that the effective coupling of the 
leads to each arm of the device is once again equal in the absence of a magnetic field. As a consequence 
we see in figure 4.22 that the Fano resonance narrows to the point that it is no longer resolved when 
there is no magnetic field, but reappears when B ^  0, in the same way as for the setup without the 
impurity. This provides further evidence that the Fano resonances in the transmission are broadened 
by asymmetry in the ^/-direction, while a break of symmetry in the x-direction does not have the same 
effect. Other than this, the transmission coefficients seem to be quite robust against the effects of 
the single impurity: aside from some shifting and reduction of some of the peaks, the structure of the 
transmission function is relatively unchanged.
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Figure 4.22: Transmission plots for a rectangular ring with a single impurity positioned in the centre 
of the T-shaped region where the single lead splits into two arms (site 3 in figure 4.20), making the 
structure symmetric in the ^/-direction. The parameters used were LF = a, = b = 20nm, d = 16nm and 
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Figure 4.23: Transmission of a rectangular Aharonov-Bohm ring with parameters W  = a = b = 20nm, 
d =  16nm and m* = 0.067m0 for increasing levels of disorder. The left and right plots show the effect 
of two different random disorder configurations and the grid spacing of ax = o,y = 2nm gives a binding 
energy of £ =  O.MeV. Curves for different disorder strengths are offset for clarity.
109
Finally, we turn our attention to the effect of Anderson disorder on the rectangular ring. We use 
the same model as before with the disorder strength being controlled by the parameter Vd - Figure 4.23 
shows the effect of increasing this variable for two different random disorder configurations. As with 
the U-bend, the disorder results in a configuration-dependent shift in the energies of the transmission 
peaks. We also see that the Fano-type resonances are again enhanced due to the disorder breaking 
the symmetry between the two arms of the structure. Interestingly, this effect occurs prominently 
even at values of VD = O.lt, which is weak enough that the rest of the transmission curve is virtually 
unchanged by the presence of the disorder.
Figure 4.24: Local density of states in a rectangular ring with parameters W  = a = b = 20nm, 
d 16nm and m  — 0.067mo. The top plots are for one disorder configuration with the energy on the 
left edge (left) and right edge (right) of the Fano resonance near E  = 20meV in the left part of figure 
4.23; the bottom  plots are for a different configuration with energies just to the left (left) and right 
(right) of the same resonance on the right side of figure 4.23. The disorder strength was VD =  O.lt for 
all calculations.
Looking at the local density of states for these calculations shown in figure 4.24, the disorder still 
has a very obvious effect, despite being relatively weak with Vp = O.K. The upper plots show that the 
density of states peaks in the lower arm when the electron energy is just below that of the Fano peak
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near 20meV, and the peak shifts to the upper arm when the energy is slightly above the resonance 
value. The lower plots show the same progression of the density of states with energy for a different 
disorder configuration, which has its Fano resonance at a slightly higher energy, just below 21meV. 
For this configuration, all of the peaks in the local density of states appear to shift clockwise about 
the central disallowed region as the energy is swept across the resonance, and the peaks are quite 
symmetrically distributed between the two paths through the structure. This behaviour continues 
across a range of several meV beyond the energies shown in figure 4.24, with the local transmission 
minimum occurring when the density of states in one arm best resembles a reflection of the other arm 
in the longitudinal axis of the structure. Clearly the effect of the disorder on the local density of states 
is dependent on the specific configuration of the disorder, but the impact on the transmission is quite 
similar for both of the configurations examined here.
For the investigations that follow, we use a single configuration for the disorder, which is the same as 
that used for the right side of figure 4.23. As we have already mentioned, the effects of each individual 
configuration will be different, but we can gain some insight into these effects by considering only one 
configuration. We use this approach to study the periodic variation of transmission with magnetic field 
strength, finding that this does not hold up well with the inclusion of disorder as shown in figure 4.23. 
When the disorder parameter is small (Vd ~  0.2f) the interference effect persists and when B  % 0.5Bp, 
a general reduction in transmission is seen across the energy range studied, though this difference is 
much less obvious than in the zero-disorder case. Raising Vd to 0.3t, we find that this drop-off in the 
transmission does not occur any more, and instead the transmission peaks shift in energy indicating 
that the interference effect is beginning to break down. When we increase Vd further to 0.5<, the 
magnetic field has little effect and the transmission becomes very similar for B  = 0 ,0.5 and 1BP. At 
this point the Aharonov-Bohm effect is diluted by the disorder to the extent that it no longer plays 
any major part in the transport characteristics of the structure.
The effect of the disorder on the Aharonov-Bohm interference is far more pronounced than we might 
expect from looking at the transmission coefficients as a function of energy alone. To demonstrate 
this, we consider a weak disorder parameter of Vjp =  O.Olt. Figure 4.26 shows that this has only a 
minimal effect on the transmission, broadening a couple of Fano-type resonances but otherwise leaving 
the results practically unaltered; however, plotting the transmission coefficient at a fixed energy as 
a function of magnetic field strength as in figure 4.27, we observe that chaotic-looking fluctuations 
appear even for this small amount of disorder. At this stage the periodic Aharonov-Bohm structure 
is still very obvious, but when the disorder strength is increased to Vd = 0.5£ or beyond (not shown),
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Figure 4.25: Transmission plots for a rectangular ring with W  = a = b = 20nm, d = 16nm and 
m* = 0.067mo at magnetic field strengths of B =  0,0.5 and 1BP, with Bp «  2.5T. The 0T curve is 
overlaid as a dotted line on the 2.5T results for comparison. The disorder strength was Vb =  0 (top 
left), 0.2 (top right), 0.3 (bottom left) and 0.5t (bottom right) with t =  O.MmeV. The same disorder 
configuration was used for all of these calculations and curves for different magnetic field strengths 
have been offset for clarity.
the magnitude of these fluctuations becomes large enough that the oscillatory behaviour is masked by 
them. We have already shown in figure 4.25 that the periodic pattern of constructive and destructive 
interference displayed by the transmission function can still occur up to levels of disorder around 
Vj) = 0.3£; we now see that this is relatively robust when we consider how strongly the Aharonov- 
Bohm-type results of figure 4.27 are affected by much smaller values of Vd -
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Figure 4.26: A comparison of the transmission function for defect-free (Vd = 0t) and very slightly 
disordered (Vd = O.Olf) rings with parameters W  = a = b = 20nm, d = 16nm and m* =  0.067mo. 
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Figure 4.27: Transmission at a constant energy E  = 19.75meV as a function of magnetic field strength 
across a range of approximately 0 < B  < Bp. The parameters used were W  = a = b = 20nm, d = 16nm 
and m* =  0.067mo, with the left plot showing the results for a structure with no disorder and the 
right one having weak disorder of strength Vd =  O.Oli (t = O.MeV).
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4.6 Sum m ary
In this chapter we have applied Anderson disorder, edge roughness and single impurities to the struc­
tures studied in Chapter 3 in order to gain some insight into the effects of such imperfections on the 
transport behaviour. We have shown that the presence of Anderson disorder in a section of narrow 
wire causes a drop in transmission due to back-scattering and localisation, as well as invalidating a 
number of symmetry relations for the transport. A single attractive point impurity in a quantum 
point contact was shown to enhance transmission by effectively lowering the barrier height, whilst 
a repulsive impurity has the opposite effect. Investigations into the effects of edge roughness and 
Anderson disorder in a U-bend showed that the transport behaviour is relatively robust against a 
moderate level of these imperfections, whilst for higher levels the impact on the device properties is 
more pronounced and is very configuration-dependent. Lastly, we examined the effect of edge rough­
ness, single impurities and Anderson disorder on the rectangular ring, with our results supporting our 
earlier hypothesis that asymmetry between the arms of the ring leads to a broadening of Fano-type 
resonances in the transmission function. In addition, studies of the transmission probability as a 
function of magnetic field strength revealed that even a small amount of disorder introduces rapid 
fluctuations in the Aharonov-Bohm oscillations.
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Chapter 5
Conclusions
5.1 Sum m ary of the work presented
In this thesis, we have presented an in-depth derivation and discussion of the Green’s function formal­
ism as applied to quantum electronic transport in nanometre-scale structures. Our theory is powerful, 
transparent and extendible, and has pulled together a range of aspects of this large topic, allowing 
us to apply these in combinations which have previously received little attention. A method has 
been shown which allows the examination of the contribution of each individual mode, originating in 
any lead in the system, to a number of device properties. The electrical, thermal and thermoelec­
tric transport coefficients in the linear response regime can be calculated, allowing us to look at the 
interplay between electricity and heat. We have also considered issues relating to the inclusion of a 
magnetic field which are often skimmed over in the literature; we reason that a treatment in which the 
magnetic field is neglected in the extremities of the leads is suitable if the system is set up correctly. 
This is sufficient to model a large number of different systems, and the physical manifestations of 
the magnetic field such as the Aharonov-Bohm effect -  and even those due to strong fields such as 
edge states -  are reproduced well by this method. The results generated using this approach give a 
high level of agreement with those obtained from more advanced techniques, thereby validating our 
reasoning.
We have written a simulation which implements this theory. This allows us to calculate the 
local density of states and electron density, transmission coefficients and currents for a wide range 
of device geometries in the presence of a magnetic field. The electrical and thermal conductances,
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and the Seebeck and Peltier coefficients, can also be found in the linear response regime. All of these 
properties can be broken down to examine the part played in the transport by each transverse mode. 
Applying this simulation to a number of microstructures, we have demonstrated its agreement with 
both theoretical and experimental results published by other authors. Building on this success, we 
have used it to investigate the behaviour of several more complex devices, which exhibited noteworthy 
effects.
Electron waveguide-like structures comprising one or more right-angle bends were shown to have 
stop-band behaviour in their transmission function, with sharp resonances appearing in these regions 
resulting in respectable thermoelectric efficiency at low temperatures. The geometry of the struc­
ture allows the energies at which these features occur to be tuned. We also found that the edge 
state behaviour resulting from the application of a strong magnetic field enhances the transmission 
probabilities and brings about a progression towards perfectly quantised transmission.
A closed rectangular ring was formed of right-angle bends to create an Aharonov-Bohm-type 
structure, the transport properties of which exhibit a number of interesting features. Firstly, we 
demonstrated the periodic modulation of the transmission coefficient with the magnetic field strength 
-  the Aharonov-Bohm effect -  which proved to be evident over a number of periods. The numerically- 
obtained frequency of these oscillations was in good agreement with that predicted by a simple theory. 
The transmission function was found to consist of a mixture of Lorentzian and Fano-type peaks, with 
the strength of the applied magnetic field having some effect on both the position and width of these. 
The band-stop energy range which was observed in the simpler bend structures was found to be present 
in the rectangular ring as well, with very fine resonances in this region giving rise to large values of 
the thermoelectric figure of merit at low temperature; whilst this value is reduced by the thermal 
smearing brought on by increasing temperature, we found that values in excess of unity still persist 
at room temperature.
These studies were augmented by modelling the same structures with imperfections included. This 
was accomplished by applying potentials representing the effects of single impurities, and random 
configurations of edge roughness and Anderson-type disorder; the ease of doing this is a strength 
of our numerical approach. We showed that random disorder in a length of narrow wire affects the 
transmission via back-scattering, localisation and interference between different electron paths, as well 
as causing inter-subband scattering which is not seen for a perfect wire; it also results in symmetry 
relations for the transmission coefficients becoming invalid. An attractive impurity in the central
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region of a saddle-point quantum point contact was found to enhance the transmission by assisting 
the passage of electrons through the barrier; consequently, the cut-off in the conductance shifts to 
larger barrier heights. The effects of edge roughness and disorder on the transport properties of U- 
bend structures were investigated, with our findings indicating that for low levels of disorder these were 
relatively unaffected. With stronger disorder, the impact on the behaviour of the device is strongly 
configuration-dependent as expected. Finally, our investigations into the effects of edge roughness 
and single impurities in rectangular rings gave additional support to our earlier hypothesis that the 
broadening of the transmission resonances in a magnetic field was the result of asymmetric coupling 
between the leads and the arms of the structure. This viewpoint was further reinforced by results 
obtained in the presence of disorder, which also showed that the Aharonov-Bohm-type behaviour gains 
rapid, chaotic-looking fluctuations even with very weak disorder, and breaks down completely when 
the disorder strength is made large enough.
5.2 Future work
The theory and subsequent results shown in this thesis represent a solid contribution to the problem 
of quantum transport in nanostructures. However, there are still many interesting and possibly useful 
scenarios which we have not yet investigated, but which can be tackled using our theory in its current 
state. In addition, we have mentioned above that the theory is extendible. In this section, we discuss 
some of these systems and the ways in which our work could be adapted to allow its application to 
problems for which it is not currently ideally-suited.
Almost all of the theory presented in Chapter 2 is general enough to be applicable to systems where 
an arbitrary number of leads are connected to the device. Despite this ability, all of the geometries 
we have applied it to have only had two leads. This has been sufficient to demonstrate a wide range 
of physical effects and so we have not felt the need to go beyond two-lead systems; however, there are 
potentially interesting structures to be investigated which employ three or more leads. An example 
of such a device is the Y-branch switch proposed by Palm and Thylén [167], which Forsberg and 
Wesstrdm [18] have also modelled. The behaviour of such multiply-connected structures in a magnetic 
field may also be of interest.
We now consider a computational aspect of our simulation. Our implementation of the Green’s 
function formalism was chosen because it is numerically robust, and it allows a great deal of flexibility
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with regard to both the geometry of the microstructure and variations such as defects. Additionally, 
it stores information such as the local density of states for the whole device region, which can be of 
use both in its own right and for other calculations. However, it is also known to be computationally 
expensive, and in the form used in this work the reason for this is the size of the matrices. We 
require a number of matrices representing different quantities which are all of size N  x N , with 
N  = Nx x Ny being the number of points on the grid used to discretise the device. To obtain good 
results from this scheme, the spacing between grid points must be suitably small, meaning that N  
can become large. As a consequence, the numerical procedure can be quite memory-intensive. Also, 
whilst numerically robust, the brute-force matrix inversion to find the Green’s function in equation 
2.22 is a time-consuming process: we utilise a routine from the LAPACK library which is based on 
LU decomposition, and requires on the order of N 3 operations to execute.
This is undoubtedly a less than optimal approach, and schemes have been described to improve 
performance in this area. A commonly-used method is the recursive Green’s function technique in­
troduced by Thouless and Kirkpatrick [168], in which the Green’s function is built up one row or 
column of grid points at a time using a Dyson equation. The concept is similar to the way in which 
the leads are accounted for. This can be much faster than inverting the whole matrix in one step, 
because building up the Green’s function one “slice” at a time requires Nx inversions of an Ny x Ny 
matrix (or Ny inversions of an Nx x Nx matrix), and will therefore need on the order of NxNy (or 
N 3Ny) operations, compared to the N 3 =  (NxNy)3 operations needed to invert the full N  x N  matrix 
in one step. Because of this, the recursive algorithm has been used in a large number of works, such 
as that of Ando [129], Kawamura and Leburton [57, 99], Zhou and Yang [104], Lee and Fisher [169], 
and Nonoyama and Oguri [170], amongst many others. Skjânes et al [171] also use this approach but 
propose a simple method for improving performance when the number of grid points in the transport 
direction is large. A similar method was described by Pendry et al [172] and was used by Todorov 
and Briggs [58] in their study of impurities and roughness in nanowires.
A further improvement in efficiency is gained by the use of the so-called “contact block reduction” 
method introduced by Mamaluy et al [94, 95], who realised that the calculation of the transmission 
coefficients is dependent on only a single strip of grid points adjacent to each of the leads. They used 
this insight to reduce the size of the matrix requiring inversion to Nc x NC: where Nc is the number 
of grid points in the device which are adjacent to a lead. In all of the calculations we have performed 
in the course of this work, this would require a single inversion of a matrix whose absolute maximum 
size would be either 2Ny x 2Ny or (Nx +  Ny) x (Nx +  Ny). This provides us with some idea of the
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computational saving that the contact block reduction method could provide. Ryu and Klimeck [93] 
have presented results for a nanowire transistor with an impurity in the channel using this method. 
Both the recursive Green’s function and contact block reduction techniques lead to reduced memory 
requirements and computation times, but they are not ideally suited to the study of the local density 
of states -  or calculations involving this quantity -  since they are not designed to store information 
relating to the grid points in the inner part of the device. Since we are interested in the local density 
of states in the structures we model, we prefer to use our method of calculating the Green’s function, 
which makes this quantity readily available across the entire device.
Spintronics is a field which has attracted a lot of attention in recent years, thanks in part to 
proposed applications in areas such as quantum computing and encryption. A number of papers have 
been published which show the potential of nanostructures such as those studied in this work for 
spintronics applications. As examples, we refer to the work of Shi et al [101] and Wu et al [114], who 
respectively demonstrate the possible use of a double bend and rectangular ring as spin filters. These 
two publications actually use a very simple approach to account for spin, effectively including Zeeman 
splitting by the addition of a constant spin-dependent potential to the on-site energies, which requires 
only a minor and straightforward modification of our implementation. More advanced approaches can 
also be used to account for Rashba spin-orbit interactions caused by structural inversion asymmetry 
[173, 174], which can lead to interesting spin effects without the requirement that a magnetic field be 
present. The theory presented in this thesis requires only a relatively small modification to account 
for these spin-orbit interactions, with the required changes consisting mostly of doubling the size of 
each matrix and adding the relevant interactions to the Hamiltonian matrix before inverting for the 
Green’s function.
Another area which we have touched on is the sample-dependent nature of defects such as edge 
roughness and disorder. We have seen in this thesis that changing the configuration of these random 
elements can lead to pronounced differences in the behaviour of a structure. With regard to fabricating 
real-world devices, it is important to understand what these differences are and whether or not they will 
degrade performance to an unusable level. For this reason, the ensemble statistics of the characteristics 
of a structure averaged over a large number of different defect configurations could be of use. An 
example of such a treatment for random configurations of multiple barriers is given by Guttman et al
[175] and makes for interesting reading.
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The vast majority of work which has been carried out on transport in the literature has been 
in the steady-state, equilibrium limit. However, given its nature, transport is intrinsically a non­
equilibrium process. The Green’s function formalism was originally developed to allow the handling 
of non-equilibrium many-body problems [24, 25], meaning that the theory we have discussed can 
be extended to this regime. This allows for the study of interesting aspects such as the transient 
behaviour of devices [26, 176]. Mizuta and Goodings [153] demonstrated a finite difference approach 
to such a scenario using the density matrix, with many of the considerations and techniques they 
discussed being applicable to the Green’s function technique. The Green’s function itself encapsulates 
the physics described by the Hamiltonian of the device region, and so a good starting point would be 
to extend this to the time-dependent version. This is useful because real-world devices do not always 
operate in steady-state conditions.
In the work we have presented, the assumption has been made that any potential and temperature 
differences between the reservoirs are small, so that only the linear terms of the transport coefficients 
are needed. This simplifies the calculation of these quantities, but what it actually means is that any 
bias or temperature gradient across the device must be vanishingly small. Clearly for any device to 
be usable in reality, at least one of these quantities must be non-zero. Dzurak et al [53] have used 
an appealing numerical scheme to show that the expressions for transport coefficients calculated using 
linear response expressions can give good agreement with both numerical and experimental results in 
the non-linear regime; however, there is an aspect relating to finite bias which they did not account for, 
which is the question of how the chemical potential varies spatially due to the resulting electric field 
across the structure. This has been studied by a number of authors [55, 177] and needs to be included 
to give a proper description of transport beyond linear response [178]. For example, to correctly model 
resonant tunnelling devices a voltage drop across the structure must be accounted for, otherwise the 
negative differential resistance for which these devices are known cannot occur.
The self-consistent method of accounting for electron-electron interactions is conceptually quite 
similar to this voltage drop. In this approach, an initial guess is made for the potential experienced 
by a single electron due to the presence of other electrons in the device. This potential is used in 
the Hamiltonian, from which the Green’s function is obtained. The resulting local electron density, 
which is found using the local density of states and the Fermi function for each lead, is used in a 
Poisson-type equation to obtain an updated estimation of the potential. These steps are iterated until 
the potential converges [31, 126, 127], at which point the Green’s function which has been obtained 
can be used to evaluate the device properties in the same way as we have described in this work.
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We note however that the role of evanescent states in the lead self-energy matrices would need to 
be reconsidered as discussed in section 2.2.6. The simple numerical scheme we have used to find the 
Green’s function is beneficial for this self-consistent approach, in that we obtain the electron density 
at every grid point in a single operation. In contrast, the recursive Green’s function and contact block 
reduction methods described above never give the entire electron density at one time, making such a 
calculation more cumbersome. However, given the iterative nature of the self-consistent approach, the 
computational saving of one of these techniques may outweigh this problem. Examples of transport 
calculations which make use of this technique can be found in the work of Pdtz [179], Luisier et al.
[180], Salahuddin and Datta [181], and Birner et al. [182, 183] amongst others.
Having discussed electron-electron effects, we now give consideration to electron-phonon interac­
tions. At the temperatures used in almost all of our calculations, the effects of phonons are negligible; 
however, if we wish to calculate the electrical and thermal conductances, or the thermopower, at 
higher temperatures, this is no longer the case. In the Green’s function formalism, accounting for 
electron-phonon interactions is achieved using a self-energy-type term not unlike those used to include 
the leads [36, 37]; this is important when studying the thermopower, where the phonon-drag effect 
can influence the results [121]. A similar technique can be used to simulate the dephasing caused by 
general inelastic processes, as demonstrated by Gagel and Maschke [123, 147] and Ando [177]. This 
is an aspect worthy of further consideration since it allows the transition from coherent to incoherent 
transport to be investigated, which could have interesting consequences for the behaviour of devices 
based on interference effects such as our rectangular ring.
Finally, despite our discussion in this work, we feel that it would be valuable to give further 
attention to the inclusion of a magnetic field in the leads via the self-energy matrices. The approach 
we have adopted has been shown to work well, giving good agreement with the results obtained by 
others using more involved procedures. However, as discussed in section 2.4.2, a limitation of our 
method is that in order to include a magnetic field when we have leads oriented at right-angles to each 
other, the gauge must be chosen carefully; in addition, any leads which lie perpendicular to the chosen 
gauge must all be connected to the same edge of the device region to ensure the correct modelling of the 
magnetic field. For the work presented in this thesis, this has not proved to be restrictive. However, 
to properly simulate a full Hall bar, for instance, a method which accounts for the vector potential in 
the leads -  and any necessary gauge transformations -  is required. The numerical approach given by 
Ando [129], is a good example of this, and has been successfully applied to Hall bars by Guan and 
Ravaioli [131], Guan et al. [146] and Gagel and Maschke [123, 147]. Ideally we would like to have this
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ability using an analytical method where the magnetic field is explicitly included in the wavefunctions 
of each lead, which are then used to construct the self-energy matrices without needing to make the 
assumption that the magnetic field is weak. This would allow the study of effects due to large magnetic 
fields, yet keep the physics due to the magnetic field transparent, which we consider to be a useful 
aspect for those new to this area. Numerical techniques might be effective, but they can also mask 
what is actually happening in the system.
In this discussion, we have only touched on a small number of the possible avenues of investigation 
present in the field of quantum transport. Even with the theory as it stands in this thesis, there is still 
a vast array of structures which can be studied under a wide range of conditions: the permutations 
of geometry alone -  by which we mean the shape of the nanostructure to be examined, the finite 
potential in the interior which can represent barriers, defects and so on, and the leads attached to 
it -  are manifold. With the additional capabilities described here, these possibilities become almost 
endless. It is clear that the field of mesoscopic systems is still ripe with opportunities for further 
research, with exciting physics and potential applications awaiting exploration.
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