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2. rank ICAの基本原理
2. 1 順位表 R の作成
独立性を評価したい 2chのデータが，t = 1, 2, . . . , S
の S サンプル得られているとし，これを，{y1(t)} と
{y2(t)} と書くことにする．まず，{y1(t)} 内でソート
を行い，y1(t) の順位を R1(t) とする．また，{y2(t)}
内でもソートを行い，y2(t) の順位を R2(t) とする．







これを調べるために，本手法では，S 行 S 列の表
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図 1 散布図と順位表（散布表）の例．上段が散布図で下段はそれぞれに対応する順位表．
Fig. 1 Examples of scattering plots (a)～(d) and corresponding rank tables (e)～(h).
さて，一般に，t = 1, 2, . . . , S について，二次元座




図 1 に，散布図と順位表の例を示す．図 1 の中で，








































































この距離評価をすべての i, j (i = j) の組合せについ
て行い，それを集計して d(i, j) のヒストグラムを作
成する．こうして得られた経験分布が P (d) である．
さて，y1(t) と y2(t) が独立のとき，P (d) はどのよ
うな分布形になると期待できるか，考えてみよう．
まず，R1方向での距離成分を，d1=|R1(ti)−R1(tj)|
と定義し，d1 の確率分布を P1(d1) とする．R1(ti) と
R1(tj) の組合せは SC2 通りあり，そのうち距離が d1










と書ける．R2 方向についても，距離成分 d2 と確
率 P2(d2) を定義すれば，上式と同様の式が成り立
つ．ここで，R1 と R2 が独立なら，マンハッタン距
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(2 ≤ d ≤ S)
−2d3+12Sd2−2(12S2−1)d+4S(4S2−1)
3S2(S−1)2
(S ≤ d ≤ 2S − 2)
0 (otherwise)
(7)







2S − 3 (8)
と定義しておこう．これにより，距離 h がとり得る範
囲を，S にかかわらず，0 < h < 2 と固定できる．
次に，h を使って P3(d) の S → ∞ の極限での形












ここで，d(h) は h(d) の逆関数であり，round( ) は，
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図 2 独立な 2 信号に対するマンハッタン距離の分布
P4(h) とその漸近分布 P5(h)．上図は S=8，下図
は S=32．
Fig. 2 Distributions of Manhattan distance for inde-
pendent signals P4(h) and their asymptotic






P4(h)dh = 1 とするための補正であ










h3 − 4h2 + 4h (0 ≤ h ≤ 1)
−2
3
h3 + 4h2 − 8h+ 16
3






P5(h)dh = 1 であるので，
P5(h) 自体が密度関数である．
図 2 に，S が 8 と 32 の場合について P4(h) に
P5(h) を重ねて描いたグラフを示す．S ≥ 32 であれ
ば，P4(h)（すなわち P3(d)）の概形はほぼ P5(h) に
等しいので，d の代わりに h を使い，P3(d) の代わり
に P5(h) を使うことで，S に依存しない普遍的表現
が可能となる．
2. 4 P (d) を評価するコントラスト関数
独立であれば，経験分布 P (d) は理論分布 P3(d) に
近いはずだ．具体例で見てみよう．図 3 の (a)～(d)
に，図 1 の順位表 (e)～(h)に対する P (d) を示す（横









h −f ′1 = 1h2
f2(h) − 12−h f1 と回転対称
f3(h)
1
h − 12−h f1 + f2
f4(h) − log(h) −f ′4 = 1h
f5(h) log(2−h) f4 と回転対称
f6(h) − log(h) + log(2−h) f4 + f5
f7(h) h log(h) f8 と回転対称
f8(h) −(2−h) log(2−h) 便宜的エントロピー
f9(h) h log(h)− (2−h) log(2−h) f7 + f8
f10(h) P2(h−1) 　　　 P2 は二次のルジャンドル多項式
f11(h) P3(h−1) 　　　 P3 は三次のルジャンドル多項式
f12(h) P4(h−1) 　　　 P4 は四次のルジャンドル多項式
f13(h) P5(h−1) 　　　 P5 は五次のルジャンドル多項式






の範囲で P (d)=0 になってしまっている．これは，順
位表の四隅付近における黒印の欠如に起因している．






うに，ランダムな要因による P (d) の凹凸が大きく，
それが，非独立性に起因する P (d) と P3(d) との差を
覆い隠してしまっているからだと推察される．そこで，
rank ICAでは，以下のように P (d) を評価する．
まず，前もって適当なテスト関数 f(h) を決めてお
く．今回は，f(h) の候補として，表 1 に挙げる 13種
の関数を採用した．これらの波形を付録の図 A· 2 に挙
げておく．また，偏角 θ1 と偏角 θ2 をもつ 2直線を新
しい座標軸にするような線形変換を θ = (θ1, θ2) と書
くことにして，θ の r 番目の候補を，θr (r=1, 2, . . .)
と書こう．今，θr を施した 2 信号の独立性を評価し














図 3 マンハッタン距離の経験分布 P (d) と，独立を仮定したときの理論分布 P3(d)．
Fig. 3 Empirical distributions P (d) and their theoretical distributions P3(d).
図 4 生のコントラスト関数 e(θr) の軌跡の具体例
Fig. 4 Responses of the raw contrast function e(θr).
P (d) と P3(d) の差が平滑化され，両者の大局的な差
のみが検出できるだろうというのが，式 (12)の意図で
ある．そして，もし，θr において P (d) が P3(d) に
近ければ，e(θr) は，どのような f(h) を用いようと
も，ほぼ 0になるはずである．すなわち，独立の必要
条件が，e(θr)  0 となるわけだ．簡単には，|e(θr)|
を最小とする θr を選べばよいということになる．
ところで，実際に座標回転を行いながら e(θr) をプ
ロットしていくと，図 4 のようになる．図 4 は，（3.
で述べる方法により θ2 は θ1 から決定できるので）θ








最小とする θ を選んだのでは，図 4 の点 Aや点 Cが
選ばれることになってしまい好ましくない．点 Bが選
ばれるようにするには，図 4（上）の場合には e(θr)
の最小値点を，図 4（下）の場合には e(θr) の最大値
点を選ぶようにすればよい．そこで，コントラスト関
数 e˘(θr) を，改めて以下のように定義する．e˘(θr) の
最小値を与える θr が ICA解である．
e˘(θr) =









今，ICAしたい 2ch信号を，{x1(t)} と {x2(t)} と
する．2 時点 ti と tj (i=j) のすべての組合せにつ
いて，二次元平面上で，点 (x1(ti), x2(ti)) を起点と






< ψ(i, j) < π
2
となるよ
うに，必要なら i と j を入れ換える．ψ(i, j) の意味
は，新しい座標軸の偏角を増加させていくとき，偏角
が ψ(i, j) を通過した瞬間に，ti と tj に対応する点の
この座標軸上での順位が入れ換わるということである．
次に，ψ(i, j) を昇順にソートし，新しく三つの関数
ts(r)，te(r)，φ(r)を，ψ(i, j)の順位が r 位であったと





これら三つの関数の定義域は 1 ≤ r ≤ Sc であるが，
後の都合上，定義域を一つ拡張して，ts(Sc+1)=te(1),
te(Sc+1)=ts(1), φ(Sc+1)=φ(1)+π としておく．
図 5 に示すように，線形変換の新しい座標軸の第 1
軸を φ(1) < θ1 < φ(2) の範囲で動かしても第 1軸に
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図 5 線形変換後の新しい座標軸 θ1, θ2 が，必要十分に決
定できることの幾何学的説明．S=5 で r=1 の場合．
Fig. 5 Geometrical meanings of angles of linear




































しくは，S=1 (mod 4) となるよう S を選べばよい）．
以上で求まった最初の角度 θ1 = (θ1, θ2) で {x1(t)}
と {x2(t)}を座標回転して {y1(t)}と {y2(t)}を作る．
次に，これらをソートしてR を作り，R から P (d)を
算出し，e(θ1) を求める．
表 2 rank ICA のアルゴリズム
Table 2 An algorithm of rank ICA.
(1) 入力データセット {x1(t)}，{x2(t)} を入力する
(2) 散布図上の 2 点の組合せすべてに対し ψ(i, j) を算出
(3) ψ(i, j) をソートした後，ts(r)，te(r)，φ(r) を算出
(4) r=1 として，式 (14)，(15) より θ1 と θ2 を決定
(5) θ1, θ2 で線形変換を行い {y1(t)}，{y2(t)} を算出
(6) {y1(t)}，{y2(t)} をソートして，順位表 R を求める
(7) P (d) を求め，P (d) から e(θ1) を求める
(8) r = r+1 として，式 (14)，(15) より θ1 と θ2 を決定
(9) R1(ts(r)) と R1(te(r)) を交換
(10) R2(ts(Sc/2 + r)) と R2(te(Sc/2 + r)) を交換
(11) これらの交換に基づいて P (d) を修正し e(θr) を算出
(12) r < Sc/2 であれば，(8) に戻る
(13) e˘(θr) を求め，これを最小とする θr を ICA 解とする
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は，順位 R1(ts(r)) と順位 R1(te(r)) の交換だけにす
ぎない．この性質を利用して ts(r) と te(r) だけを手
掛りに P (d) を直接修正してしまうことが可能である．
もちろん，第 2 軸についても同様の工夫が成立する．
この工夫によって計算量が大幅に削減できる．
このようにして求めた e(θr) (r = 1, 2, . . . , Sc2 ) を
式 (13) で e˘(θr) に変換し，その最小値から最適角を
決める．以上述べたアルゴリズムを，表 2 にまとめる．









図 6 テスト関数 f1(h)～f13(h) の性能比較，13 種類のテスト関数と 24種類の原信号パ
ターンから決まるマスの中に描いてある 4 本の棒は，上から，S = 128，256，512，
1024 での角度誤差 E∆ を，横 13 個間での相対的な大きさの比として示したもの．
Fig. 6 Performance Comparison of 13 testing functions. Four bars in each table
cell indicate relative values of angular errors E∆ for S = 128, 256, 512,
1024.




原信号としては，表 A· 1 に挙げた 19種類の分布を
用い，同一分布同士の混合のほか，異なる分布の混合
5 パターンを加えて，計 24 の原信号パターンを用意
した．












4. 1 テスト関数 f(h) の比較
表 1 で紹介した 13個のテスト関数の性能を比較し
た．結果を図 6 に示す．
図 6 では，横軸にテスト関数をとり，縦軸に 24種
類の原信号パターンをとっている．これらの組合せで
決まるますの中にある 4本の棒グラフは，上から，サ
ンプル数 S が，128, 256, 512, 1024 の場合の角度誤
差 E∆ の大きさを示している．棒の長さは，比較す








P (d) と P3(d) の差を測るのに，テスト関数を使わ
ず，既存の分布間距離を使うと，どうなるだろうか．
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図 7 経験分布 P (d) を評価するとき，テスト関数 f6(h)
を用いる代わりに，既存の分布間距離尺度（Kull-
back 情報量，Hellinger 距離，Kolmogorov 計量，
χ2 距離）を用いた場合の性能比較．棒の長さで，角
度誤差 E∆ の横 5 個間での相対的な大きさの比を
示す．
Fig. 7 Methods using conventional distances for eval-
uating P (d) are compared to rank ICA with
testing function f6(h).








関数として ICAした結果を，図 8 に示す．
ごく少数の条件（例えば，PD(9) で S=512 で
L=16，など）で，rank ICA よりわずかに良い E∆
が出現するが，総合的には rank ICA の方が優れて
いる．
4. 4 既存の ICA法との比較
既存の ICA 法との比較を，図 9 に示す．既存の
ICA法としては，(1) FastICA-1（FastICAで非線形
関数に tanh 型を用いたもの），(2) FastICA-2（ガ
ウス型を用いたもの），(3) FastICA-3（3乗型を用い
たもの）[3]，(4) Comon 法 [2]，(5) ML 法（最ゆう
法）[3]，を用いた．ただし，最ゆう法では，原信号分
図 8 順位表 R を評価するとき，P (d) を用いる代わりに，
R を L× L の区画に分割して計算された χ2 統計
量を用いた場合の性能比較．棒の長さで，角度誤差
E∆ の横 6 個間での相対的な大きさの比を示す．
Fig. 8 Comparison between rank ICA and the meth-
ods using χ2 statistics of a rank table parti-
tioned L× L subregions.













と E∆ の関係図として詳しく比較したのが 図 10 であ









図 10 rank ICA と既存の ICA を，サンプル数 S に対する角度誤差 E∆ の関係で比較
Fig. 10 S–E∆ relationship comparison between rank ICA and other methods.
図 9 rank ICA と既存 ICA の性能比較．棒の長さは，角
度誤差 E∆ の横 7 個間での相対的な大きさの比．
Fig. 9 Summary of comparison of angular errors E∆
of rank ICA and those of other methods.
一方，図 10 (f)，(g)に示す一様分布やラプラス分布
は，値の集中が存在せず，rank ICAが苦手とする分布




Fig. 11 Robustness to various numbers of outliers.
理論値そのものが非常に小さい．このことから，小さ
な S に対しては，独立性判定が困難になると考えら
れる．実際，S≤256 では rank ICAが最も悪い．しか
し，S=1024 では平均以上の成績となっている，
図 11 に，rank ICAのロバスト性を示す．図では，
横軸に外れ値の数をとり，縦軸に S=256 での角度誤
差 E∆ をとっている．外れ値は，x1 若しくは x2 に，
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+5 若しくは −5 の値を加えるという操作によって発
生させた．図 11 (a)が原信号に PD(1)を使ったもの，



























達成できそうだ．これが，f1(h) と f4(h) のねらいで
ある．
ところで，f1(h) と f4(h) は，図 A· 2 からも分か
るように，h  0 付近を重点的に評価する関数である．
ところが，一様分布 PD(1) の場合などは，図 3 (c)で
も示されているように，h  2 付近を調べなくては独
立性が判定できない．そこで，f1(h) と f4(h) の関数
形を回転させ，h  2 付近を重点的に評価する（黒印
を順位表の四隅に強く押しやる）ことをねらったのが，
それぞれ，f2(h) と f5(h) である．更に，両者を加算
して対応範囲を広げたのが，f3(h) と f6(h) である．
第二の解釈は，エントロピー的解釈である．実は，




G が，図 A· 3 (a)に示される特殊な形（十字形，すな
わち滑らかでない）であるため，平滑化は不十分であ
り，R の真のエントロピー推定というにはほど遠いも
のではある．なお，f8(h) を回転させたのが f7(h) で




























して，1951 年の文献 [7] の中に，「d2-検定」という手
法が紹介されている．これは，辺の長さ 1の正方形内
に乱数で位置を決めた 2点を打ち，その 2点間のユー
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付 録
1. 数値実験で用いた不規則信号の定義
本研究の原信号としては，表 A· 1 と図 A· 1 に挙
げた 19 種類の分布をもつ iid 不規則信号を用いた．






1. 1 一般化したガウス分布 GD(ν)
パラメータ ν をもつ一般化したガウス分布 GD(ν)
































表 A· 1 実験で原信号として用いた不規則信号の一覧表
Table A· 1 Summary of random signals as sources.
分布名 尖度 50%幅 25%幅 備考
PD(0.2) −1.91 2.06 1.79 2 峰性
PD(1) −1.20 1.73 0.866 一様分布
PD(2.2247) 0.00 0.998 0.213 尖度 0
PD(5) 2.76 0.207 0.00648
PD(9) 6.75 0.0170 0.0000332 原点に高集中
GD(128) −1.19 1.73 0.865 ほぼ一様分布
GD(6) −1.00 1.65 0.822
GD(1) 3.00 0.980 0.407 両側指数分布
GD(0.5) 22.2 0.514 0.169
GD(0.25) 455 0.141 0.0320
GD(0.125) 153000 0.0106 0.00139 尖度が大きい
G4 −1.33 ガウス分布 4 個の均等な混合分布
G2 1.76 ガウス分布 2 個の非対称な混合分布
GZ(0.2) 0.74 標準偏差 110000 の分布を 20%混合
GZ(0.1) 0.33 標準偏差 110000 の分布を 10%混合
GZ(0.05) 0.16 標準偏差 110000 の分布を 5%混合
PS(5) 1.71 PD(5) の右半分のみをとったもの
GS(1) 6.00 GD(1) の右半分．片側指数分布
GS(0.25) 491 GD(0.25) の右半分．
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図 A· 1 実験に用いた不規則信号の確率密度関数の一部












− 3 で表され，0 <
ν <∞ のパラメータ変化で実現可能な尖度の範囲は，
∞ > kurt(x) > −1.2 である．
1. 2 一様分布変数を ν 乗した確率変数 PD(ν)
Y を 0 から 1 の範囲の一様分布確率変数とし，Z
を −1 と +1 を等確率でとる確率変数としたとき，
X = Z
√
2ν+1 Y ν で定義される確率変数である．こ
こで，
√
2ν+1 は，X の分散を 1 にするための定数










|x| 1ν−1 (|x| ≤ √2ν+1)
0 (otherwise)
(A·2)


















ことができる．このため，PD(5) や PD(9) の分離は，
rank ICAの最も得意とするところとなるのである．
1. 3 非対称分布 GS(ν)，PS(ν)
GD(ν) と PD(ν) の x>0 部分を取り出し，改めて
平均 0，分散 1に調整したものを，それぞれ GS(ν) と
PS(ν) と呼ぶことにする．非対称性の強い分布である．














































P (d) も 1 に確定しているので，テスト関数 f(h)
は，その二次以上の成分のみが有効である．




まず，二次元分布 R˜=(R˜ij)（i, j は整数）を，1 ≤





図 A· 2 本論文で候補として用いたテスト関数 f1(h)～f13(h) の有効成分の波形
Fig. A· 2 Waveforms of f1(h) ∼ f13(h) used as candidates of testing functions.
Gij =

3(4S−3)−12 | i+j |
16S3− 30S2 +17S (i=0または j=0)
0 (otherwise)
R˜ に G を二次元畳込みすれば，順位表にぼけを加
える（平滑化する）ことになる．そこで，畳込み結果
の ij 成分のうち，1 ≤ i, j ≤ S 部分を取り出して（つ
まり，順位表の範囲からはみだした部分を除去して），
R̂=(R̂ij) を作成し，これを平滑化順位表と呼ぼう．
図 A· 3 (a)に示すように，Gij は (i, j) 座標上で十
字形に非 0値が並ぶ．すなわち，G は，同一行若しく
は同一列のみに値をにじませるので，図 A· 3 (b)，(c)





















和が 1 であることから，R̂ は確率分布とみなせる．
よって，エントロピーが定義できる．そこで，エント





図 A· 3 S=8 の場合のぼけ関数 Gij を (a) に示す．Gij
を (b)に示す順位表に畳み込んだ結果のうち，位
置 A のますに対する値 R̂36 は，A と同じ行に
ある黒印 B の列番号と，同じ列にある黒印 C の
行番号だけから決まる．その様子を (c) に示す．
Fig. A· 3 (a) Smoothing function Gij for S=8. (b)
Smoothed value on A, R̂36, depends on the
locations of the mark B and C. (c) Illustra-
tion of the eﬀect of the smoothing function.
= α(S)
∑
(2−h) log(2−h) + β(S)
(A·5)
となる．ここで，α(S), β(S) は，S のみに依存する
定数である．一方，式 (12) に f(h)=f8(h) を代入し
ても，α(S), β(S) は異なるものの，式 (A·5)になる．
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つまり，f8(h) を使う rank ICAは，平滑化順位表 R̂
のエントロピーを測っていることと等価である．
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