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ABSTRACT 
Trapezoidal integration rules are considered and representations of 
the error are discussed. For finite intervals the integrand is supposed to 
be smooth with vanishing derivatives of all order at the endpoints of the 
interval~ For infinite intervals the function is supposed to be analytic 
in a strip containing the interval. In both cases the trapezoidal rule gives 
a small error bound. This is the first paper in a series in which quadrature 
rules are used for the computation of special functions. 
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PREFACE 
This is the first of a set of papers dealing with uniform asymptotic 
methods and the computation of functions. In the main the methods are ap-
plied on special functions of mathematical physics. 
The starting point of the investigations is an integral representation 
for the function to be approximated. Numerical approximations are not based 
on the asymptotic expansions of the function, but, as a rule, on suitable 
integral representations that are developed by methods from asymptotics. 
Usually, the integral will be a steepest descent contour containing one or 
more saddle points of the integrand. On the contour, the imaginary part of 
the integrand is constant or slowly varying. As a consequence, the integral 
can be easily evaluated by a quadrature rule. 
For functions of one variable numerical methods for computation are 
mostly based on polynomial or rational approximations. Much material is 
available for the well-known special functions. See for instance HART et al. 
(1968), LUKE (1969) and (1975). If the functions are considered for complex 
argument or if additional parameters are incorporated, these approximations 
become useless. In these cases it is possible to construct multivariate 
approximants or to use expansions such as Taylor series, asymptotic series 
or Chebyshev series, or expansions in other functions that are simpler to 
compute than the original function. Often, in using expansions obtained by 
analytical methods, a drawback is found in the limited range of the para-
meters. Expanding in one variable leaves the coefficients to be functions 
of the remaining variables. This creates problems of effective computation, 
satisfactory rate of convergence, etc. An example in point is the expansion 
(based on Taylor series) for the Bessel function K (z) of complex order and 
V 
complex argument, which is treated in TEMME (1975a). In Luke's papers 
(1971-1972) double series of Chebyshev polynomials for Bessel functions and 
numerical values of the coefficients are given. The ranges of real order and 
real argument of the Bessel functions, however, are limited, but sometimes 
recursion is possible to arrive at other values of the order. 
Another method for computing mathematical functions is based on mathe-
matical tables. But to impress these tables in the memory of a computer and 
then program for table lookup and interpolation is not economical. A 
2 
computer program requires efficient algorithms and schemes for the evalua-
tion of functions on demand. For functions of several variables this re-
quirement is even more appropriate. 
For an excellent review for existing methods on the computation of 
special. functions the reader is referred to GAUTSCHI (1975). 
Several starting points are possible for constructing approximations 
of special functions. The most important are the following three possibi-
lities 
(i) Series expansions (including continued fractions and rational approxi-
mations). 
(ii) Differential equations. 
(iii) Integral representations. 
In this series of papers we concentrate on the third category. Without 
discussing in full the other possibilities, some remarks on their computa-
tional aspects will be in order. 
(i) If large parameters occur in the function to be approximated, one 
might consider asymptotic expansions of the function. For large values of the 
parameter (without specifying the word "large") and if realistic and strict 
error bounds are available, aysmptotic expansions may give excellent ap-
proximations. Sometimes, however, if more parameters are involved, the co-
efficients of the expansion are not easily obtained, especially in the case 
of uniform expansions. Moreover, asymptotic methods based on a large para-
meter, are not suited to highly accurate numerical approximation for small 
or intermediate values of the parameter. The use of converging factors may 
give an outlet for these, cases but a lot of work has to be .1done in order · 
to obtain the coefficients for the converging factor. Much progress in this 
field is achieved by DINGLE (1973), who collects many results on converging 
factors (called terminants there). Generally, Dingle's formal methods give 
no error bounds, and therefore his results can only be applied tentatively. 
OLVER (1974) also gives some examples on converging factors; only these 
cases are considered that enable complete discussion of the error bounds. 
The use of asymptotic expansions may also be limited on behalf of ad-
ditional parameters. Consider for instance the incomplete gatmna function 
defined by 
co 
r(a,x) f -t a-I = e t 
X 
. ~h the well-known asymptotic 
) 
dt, 
expansion for x ➔ 
a-1 
+ -- + 
X 
(a-l)(a-2) 
2 
X 
00 
+ ••• 
(a-1) •.. (a-n) 
n 
X 
3 
~~ha fixed. The parameter a may depend on x, and it can easily be proved 
~gt if a= o(x) then validity of (1) still holds, but if a= O(x) (I) 
,oses its asymptotic character. One way of overcoming this difficulty is 
;ing a uniform expansion, for instance the expansion given in TEMME (1975b). 
; a matter of fact, however, these coefficients cannot easily be obtained 
1d moreover, the computation of them is rather difficult if a~ x. 
Sometimes, asymptotic series can be transformed into other expansions, 
1ch that the new expansion is more suitable for numerical approximation. 
~ mention expansions in continued fractions, factorial series (see LAUWERIER 
l 974), Pade approximants, Chebyshev series or an expansion based on a 
~ansformation due to VAN WIJNGAARDEN (1964). For the above example all 
1ese types of transformations happen to be possible (see LUKE (1969) and 
~UWERIER (1974)). Sometimes, the new expansions turn out to be convergent 
id useful for a wide range of the parameter(s), in spite of the divergence 
: the asymptotic expansion from which they originate. In many cases the 
~ansformed expansion can be used to develop highly accurate algorithms for 
1e functions involved. In these papers no further attention is paid to 
~ansformation of asymptotic expansions, however, since we have a different, 
~ther unifying method before eyes, based on integral representations. 
Li) In contrast with the other categories, in this case the function is 
nplicitly defined. Explicit methods, however, appear to be more useful for 
~proxirnating special functions, and, in addition, they are more attractive 
~~ computations. For obtaining asymptotic expansions, on the other hand, 
ltferential equations are very important in the field of special functions. 
~~ an extensive treatment see OLVER (1974), where it is shown that dif-
~~ential equations yield expansions with realistic and sharp error bounds 
~~ the remainder. But, again, for these expansions large parameters are 
~~ential. Other series expansions can also be obtained from differential 
l4ations. A nice example introduced by CLENSHAW (1957) is the computation 
4 
of coefficients of a Chebyshev expansion. If the differential equation has 
polynomial coefficients, as usually is the case for the special functions 
of mathematical physics, Clenshaw's method gives a system of recurrence 
relations that is easily handled in a numerical way. For direct computation, 
examples are hardly found in the literature for the evaluation of special 
functions using differential equations. In our opinion, numerical integrating 
methods for differential equations are not well sutited obtaining highly 
accurate approximations. 
(iii) For large parameters integral representations may be difficult to 
evaluate, especially if the integrand oscillates rapidly. By choosing special 
integrals or special contours of integration, these difficulties may be 
overcome. In forthcoming papers we give some examples of integrals for spe-
cial functions of mathema~ical physics. In the second paper we concentrate on 
integrals in which large values of the parameters do not disturb the methods 
of computation. These disturbances are discussed in the third and fourth 
papers. Examples of such cases are singularities in relevant neighborhoods 
of the interval of integration. Functions to be discussed in the second 
paper are the gamma function, the modified Bessel functions and a parabolic 
cylinder function. We also discuss an integral (not expressible as a special 
function) that is considered in the literature in the t~eoiy of ionization 
of crystals. 
Some integral representations in these papers are new, that is, they 
can not be found in the literature. But always they can be derived from 
well-known representations by transformations and by choosing special con-
tours of integration. The integrals are derived by using methods from 
asymptotic analysis. But in asymptotics the integrand is expanded in a 
series and by termwise integration an as~ptotic expansion is obtained. 
From a numerical point of view, much information is lost in this step, 
especially if the asymptotic parameter is not very large. 
In this first paper we give information on quadrature rules for analytic 
functions. The quadrature rule is simple: it is based on the trapezoidal 
rule. To our opinion, this rule is easily overlooked in practice and rejected 
on account of false considerations. Therefore it seems worthwhile to pay 
attention to this rule. For easy reference in the following papers we 
collected the results from the literature and formulated some lennnas and 
theorems. The finite and infinite interval are considered separately. The 
algorithms for both cases are the same, and are described in the form of 
ALGOL-60 procedures in subsection 1.3.4. 
Thanks are due to F.J. Burger who assisted in the numerical 
computations. 
5 
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1.0. INTRODUCTION 
In this paper we will discuss some aspects concerning numerical quadra-
ture of analytic functions. Especially we pay attention to the trapezoidal 
rule fo_r both finite and infinite intervals. 
From elementary numerical analysis it is known that the error for a 
trapezoidal integration rule can be expressed in terms of the second deri-
vative of the integrand and is generally of order o(i{), for h + 0, where 
his the distance between two consecutive abscissas. However, when consider-
ing analytic functions the error can be expressed in terms of the integrand 
function itself and, under conditions that will be specified later, the 
error appears to be very small, even for comparatively large values of h. 
In this chapter we give some representations of the error term in the trap-
ezoidal rule and for some cases upperbounds for the error. 
The integrand functions we deal with in this paper are analytic on the 
interval 'of integration with possible exception of the endpoints where the 
function is continuous. We consider two possibilities corresponding to the 
function classes H and C00 ([a,b]) defined as follows. 
a C 
DEFINITION 1.1. Let 
(1. 1) G = { z = x + iy I x E IR , I y I < a} 
a 
be the strip in the complex plane of width 2a > 0. Let H denote the linear 
a 
space of bounded holomorphic functions f: G ➔ C for which lim f(x+iy) = 0 
a x➔±co 
(uniformly in lyl ~ a) and 
co 
(1. 2) 
-co 
co 
lf(x±ia) ldx = lim J 
bta 
-co 
if(x±ib)ldx < co, 
DEFINITION 1.2. Let C00 ([a,b]) denote the class of C00-functions f: JR ➔ C 
C 
having compact support contained in the real interval [a, b J, ..-00 < a < b < 00 
• co The functions of C ([a,b]) met in this paper can often be continued 
C 
analitically so as to be single valued and regular in a region D ct con-
taining (a,b). In distribution theory elements of C~([a,b]) are often 
referred to as test functions. We have 
( 1 • 3) k = 0,1,2, .•• , 
00 
if f EC ([a,b]). 
C 
The following leIIllllas are important for estimating the remainder in 
trapezoidal integration rules. They can be considered as special cases of 
the Riemann-Lebesgue letmna. 
LEMMA 1.3. Let f E H for> some a > 0 a:nd Zet II E JR. Then 
a 
00 
( l • 4) 
-oo 
PROOF. Apply Cauchy's theorem and replace the integral in (1.3) by 
00 
J f( . ) i11(x+iy)d x+iy e x 
-00 
with O < y < a if A> 0 and -a< y < 0 if A< O, from which follows that 
the integral is bounded by 
( l. 5) 
where the+ sign (- sign) corresponds to A> 0 (11<0). D 
7 
00 
LEMMA 1.4. Let f E C ([a,b]) for> some a and b. Let A E JR. Then for P-1 + 00 
C 
b 
(I. 6) J iAX -µ f(x)e dx = 0(1111 ) 
a 
for every reaZ µ. 
PROOF. Partial integration of the integral in (1.4) and use of (1.3) give a 
bound of the integral of the form 
8 
b 
(I. 7) IAl-k f lf(k)(x)ldx, k = 0,1,2, .•• 
a 
from which the lerrma follows. 0 
REMARK 1.5. The bound in (1.5) is free of derivatives. Therefore it is 
easier· to work with (l.5)tthan with estimates of the form (1.7). Moreover, 
(1.5) gives clear information about the rate of convergence of the inte-
gral in (1.4) for IAI-+' 00 • From (1.7),it can only be learned that convergence 
is faster than any power of !Al-I, but, generally~ more information is not 
available. If more information about f is given it is possible to derive 
sh~rper results. See the example in 1.2.5. 
KRESS (1971), (1972), (1974) and STENGER (1973) showed recently the 
use of the trapezoidal integration rule and gave new error bounds for the 
remainders. Many papers discuss the effect of a transformation of the 
integration variable. Apart from Stenger's paper we mention two other 
important papers dealing with this aspect: RICE (1973) and TAKAHASI & 
MORI (1973). 
Some results on the trapezoidal quadrature rule for analytic 
functions are obtained long time ago. In fact, all of it can be condensed 
to the result of Cauchy, who expressed an integral of an analytic function 
in terms of a single function value 
f(z) = 27Ti f 
1.t. THE INFINITE INTERVAL 
_ffil_d~. 
z;;-z 
The quadrature rule is applied on integrals of the type 
00 
( 1. 8) j f(x)dx 
-oo 
with f EH for some a> O, and the trapezoidal rule can be written as 
a 
00 
(1.9) J f (x)dx = h kJ-oo f (kh+d) + R/h) 
-oo 
where h E lR and Rd(h) is the error term. A relevant domain of dis 
0 s d <hand usually d = 0 or d = ½h. Information on the remainder will 
be given below. 
1.1.2 •. GOODWIN (1949) showed that for infinite integrals the trapezoidal 
rule can be applied with excellent results. 
THEOREM I. 6. Let £ E H for> some a> O. Let h > 0 and O :;;; d. < h. Then 
a 
Rd(h) in (1.9) satisfies 
(X) (X) 
(I. IO) = f f(x+iy) dx f f(x-iy) dx Rd (h) ----------- + 
--oo l-exp[-2iTT(x+iy-d)/h] -oo 1-exp[2iTI(x-iy-d)/h] 
for any y with d < y < a. 
PROOF. The known proof is based on the method of residues for evaluating 
contour integrals. Remark that 
_1_ f 
2i 
f(z) cotg [TI(z-d)/h]dz = h l f(mh+d), 
°Gy 
m=-oo 
where oG is the boundary of G defined in (1.1) and the integration is y y 
in positive direction. Furthermore, 
(X) 
-oo (X) --00 
J f(x)dx + j f(x+iy)dx = J f(x)dx + f f(x-iy)dx = 0. 
-oo (X) --00 (X) 
Combining these results we arrive at (1.10). D 
COROLLARY 1.7. Let f E Ha for> some a> 0 and Let f be even. Then Rd(h) 
given in (1.10) can be bounded in the foZZowing way 
(I. 12) 
-TTa/h 
e M (£) 
sinh (Tia/h) a 
where M (£) is given in (1.2). 
a 
9 
IO 
From (1.12) it follows that the error in the trapezoidal rule for 
. -2rra/h 
small h, h + 0, 1s O(e ). Also, large values of a result in small 
errors, but the influence of the quantities M+ (f) may influence the beha-
_a 
viour of the error if a+ 00 • Often it is advisable to choose a and h in 
such a way that the right-hand side of (1.12) is minimized. Suppose for 
intance that 
(I. 13) f(x) 
2 
-wx 
= e g(x), w > 0, 
with g EH for some a and g an even function. (In fact Goodwin considered 
a 
this type of integrals.) In this case (1.12) can be written as 
-na/h+wa2 
(1. 14) IR/h)I :;; e M (g). 
sinh(aTT/h) a 
The function -2TTa/h + wa2 , considered as a function of a, is minimal 
for 
(1. 15) 7T a = wh · 
From this we derive that, supposing that M (g) = 0(1), the error in the 
a 
trapezoidal rule satisfies 
(1.16) 
2 2 
-n /wh 
e • for some C > O. 
REMARK 1.8. A similar estimate follows from a saddle point treatment of the 
remainder in (1.10). With f given in (1.13) and y =a= TT/(wh) we obtain 
the aymptotic expansion 
(1.17) -1//wh
2 
R/h) = -2./rrlw e cos(2TTd/h) g(iTT/wh). {l+O(h)}, 
h + 0 and O ~ d < h. In this formula the role of the parameter d becomes 
apparent. Ford= 0 and d = !h the dominant term for Rd(h) has a different 
sign. Thus the value of the integral may be expected to Iie between the 
sums in (1.9) with d = O, d = !h with the same h. This aspect is important 
for numerical application of (1.9), see Subsection 1.3.1. 
1. 1.2 Another representation for the error in the trapezoidal rule can be 
obtained by using Poisson's summation formula, which reads in a general 
form 
00 
(1. 18) h I 
n=-oo 
with 
F(y) = 
The conditions of 
ina 
e f(d+nh) 
00 
J f(x) e iyx 
-00 
validity are 
= I F(2n:+a \-id(21Tm+a) /h 
m=-oo } 
dx. 
given in BOCHNER (1932). 
For a= 0 we obtain a representation as (1.9) with 
(1.19) - l F(2nm/h)e-id2nm/h. 
m;'O 
1 1 
For functions f EH the representations coincide, as follows from expanding 
a 
in (1.10) the intergrands in geometric series with exponential functions. 
1.1.3. KRESS (1974) considered in a recent paper, following an idea of DAVIS 
(1962), the remainder of the trapezoidal rule as a functional and he gives 
a norm of this functional. In this subsection we summarize his results. 
In the proof, which will not be given here, Hilbert space techniques are 
used. 
THEOREM 1.9. Let H be the normed Zinear space of bounded functions intro- -
a 
duced in Definition 1.1, and Zet H be equipped with the norm 
a 
00 
( 1. 20) II fll a = · j I f(x+ia) + f(x-ia) I dx. 
-oo 
Let the Zinear functional Eh: Ha+ t be given by 
00 
(1.21) 
00 
J f(x)dx - h n=~ f(nh). 
-oo 
Then the norm of Eh is given by 
00 
( 1. 22) I 1/cosh(21Tam/h). 
m=l 
12 
PROOF. See KRESS (1974). □ 
By using the estimations 
we have 
( 1. 23) 
00 
I 
m=l 
00 
l/cosh(2Tiam/h) < 2 I 
m=l 
-aTI/h 
IEh(f)I < _e __ ilfll ' 
sinh a,r/h a 
-2Tiam/h 
e = e~aTI/h/sinh(aTI/h) 
which may be compared with (1.12). Remark that different norms for f appear 
in (1.12) and (1.23) and that in (1.12) f is supposed to be even. 
Kress also shows that the more general rule 
00 
( I. 24) J f(x) dx = h m=l am f(mh) + Eh(f), 
-co 
where {a} is a bounded sequence such that 
m 
( I. 25) 
m 
lim 2m+l l a = ao ~ n=-m n 
exists, is optimal for constant am. That is, II Ehll a for Eh from ( 1. 24) is as 
small as possible if the numbers a in (1.24) satisfying (1.25) are constant. 
m 
1.1.4. An interesting generalization of (1.9) with d = 0 is based on the 
idea of Hermite interpolation and is given by KRESS (1972). The result is 
summarized in the following theorem. For the proof the reader is referred 
to KRESS (1972). 
THEOREM I • IO. Let f E H for some a > 0 and let for even p E 1N number's 
a 
a be determined by the identity q,p 
(1.26) + ••• + 
Then for' h > 0 
a zP p,p 
h> 
= rr [l+(z/q) 2 J. 
q=l 
(1.27) 
( 1. 28) 
00 
J f(x)dx = 
-oo 
I h(f) = h p, 
I h(f) + E h(f), p, p, 
00 
p 
I I 
m=-oo q=O, 
q even 
and E h(f) is bounded by p, 
(1.29) 
-na/h 
e 
z sinhp+ l (TTa/h) 
[M (f) + M (f)J. 
a -a 
The rule for p = 0,2,4 reads as follows 
00 
IO,h(f) = h I f (mh)' 
m=-oo 
h3 00 II 
(I. 30) 1 2 h (f) = 10,h(f) +-- I f (mh) 
' 4TT2 m=-oo 
Sh3 
co 
II h5 00 
14 h(f) = IO,h(f) +-- I f (mh) +-- I 
' l 61r 2 m=-oo 64TT4 m=-co 
f(iv) (mh). 
From (1.29) it follows that the accuracy can be improved by using more 
points of interpolation, i.e., smaller h, as well as more derivatives. 
Quadrature formulae involving derivatives may be useful in cases when 
data on the derivatives are easily available, for instance, from 
differential equations. 
The coefficients a , of which the first few appear in (1.30), q,p 
can easily be obtain.ed as follows. By differentiation of (1.9) with 
respect to d and by using (1. 19) for Rd(h) we obtain (by taking d = 0 
afterwards) for even functions f 
co 
f f(x)dx 00 = h L 
-co 
f(mh) 
- 2 
00 
I 
m=l 
F(21Tm/h) 
-co 
00 2 co 
0 = h L f(Z) (mh) + 81T2 L m2 F(2Tim/h), 
-co h m=l 
13 
14 
~ f(4) (mh) 321T4 ~ 4 0 = h l - -- l m F(2mn/h), 
-oo h4 m=l 
and so on. By taking linear combinations of these equations we can eliminate 
F(2n/h), F(4n/h), •.. , and the coefficients for these linear combinations 
are the numbers a . This procedure reminds us of the Romberg method, where p,q 
terms in the error representation are eliminated by taking linear combi-
nations of the trapezoidal sums with different values of h. 
1.1.5. EXAMPLES 
(i) 
2 
-x f(x) = e In this case f E Ha for every a> 0. Rd(h) follows from 
(1.19) and is given by 
00 
I 
2 2/h2 
e-m 1T cos(2mnd/h). 
m=l 
The first term resembles (1.17) with w = 1, g = 1. For an accuracy 
of 10-10, Rd(h) is neglectable for h smaller than (approximately) 
n//lOlnlO = 0.65 ..•. In (1.9), with d = 0, the terms are neglect-
able for .. k larger than llOlnlO/h = 7.3 ... (with h = n/llOlnlO). 
Also the error for the rule in ( 1. 30) with p = 2 is easily calculated. 
E h(f) of (1.27) becomes p, 
which is neglec~able if his smaller than (approximately) 
h = 21T//10lnl0' ~. 1.31. In (1.30), with p = 2, the terms are neglect-
able form larger than 3.66. Hence by using the second derivative the 
number of terms is halved. 
(1·1') f(x) = l/(l+x2). Now, f,,. H f 0 l R (h) f ~-1 f "" a or every < a < • d o .i: ows rom 
(1.19) and is given by 
Rd(h) = 
00 
- 2n l e-21rm/h cos(2mnd/h) 
m=l 
15 
e-2TI/h -cos(2Tid/h) 
=TI-------""'------
cosh(2TT/h) - cos(2Tid/h) 
2TI/h 
= - 2TI / ( e -1 ) , if d = O. 
Hence, for given E it is possible to choose h such that IR0 (h)I < E. 
However, for efficient use of the trapezoidal rule it is necessary 
that the series in (1.9) converges rapidly. In this example, the terms 
are neglectable for (approximately) k > 1/E. Consequently, the trape-
zoidal rule is unattractive for functions like the one in this 
example. 
Slowly convergent integrals can be handled by using transformation 
with exponential functions. For this example we use x ➔ sinh x, which 
yields 
00 ex, 
J 
-oo 
dx j dx T +x2 = _c_o_s.,...h-x 
-ex, 
Now the integrand belongs to Ha for O < a < h, And Rd (h) is in 
this case 
00 
cos(2Tind/h) 
2 • 
cosh(nTI /h) 
For an accuracy of 10-lO we need in this case (with h = 0.43) 
approximately 54 terms in the sum of (1.9). For more information on 
the use of tran$formations of the variable the reader is referred 
to TAKAHASI & MORI (1973). 
1.1.6. SOME NUMERICAL ASPECTS 
1.1 .6.1. As mentioned earlier, the integrals for the infinite interval 
are sometimes given in the form 
00 2 
J e-x g(x)dx, 
-00 
16 
where g EH for some a> O. 
a 
For the trapezoidal rule function values of the integrand are needed 
in the points x = 
n 
nh, n = 0,1, .... With respect to numerical evaluation 
of the function g, the computation of the exponential function may be 
rather time consuming. If, from numerical experiences or from represen-
tations of the remainder, for instance, it is known how small h must be chosen 
for obtaining a certain accuracy, it is possible to use pretabulated values 
of exp(-x 2) in the algorithm. A different approach is using a recursion 
relation ~or these values. For n = 0,1, .•. we have, withe = exp(-n2h2), 
2 n 
d = exp(-2nh ), 
n 
= e 1d e, n n 
For increasing n some accuracy is lost in using this recursion. But, large 
values of n, corresponding to small values of en' do not contribute signi-
ficantly to the sum in the trapezoidal rule. 
1.1.6.2. As follows from the results in following chapters, an explicit 
formula for g is not always known. In some cases we have available, however, 
the coefficients of the Taylor series (g may be supposed to be even) 
g(x) 
converging for, say,· !xi< R. If R is large enough, i.e., if 
00 
J e-x2 g(x)dx 
R 
can be ignored within the desired accuracy, it is attractive to consider 
the modified trapezoidal rule from Section 1.1.4 including derivatives. 
For, in that case, derivatives of g are also available from Taylor series. 
Function values of g for arguments x away from the origin need not 
7 
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to be computed within full accuracy. If the desired accuracy for the 
computation of the integral is denoted by E (we suppose throughout that 
g is suitable scaled such that absolute and relative accuracy are nearly 
equal) the local accuracy for the function gin the integrand at x > O, 
say E(x), is approximately given by 
E(x) ~ E exp(x2). 
If g is to be computed by a Taylor series, or by an analogous expansion, 
we can take advantage of this aspect. 
I, 1.6.3. If the rate of convergence of the integral 
w 2 I e-x g(x)dx 
-w 
is determined by the exponential part of the integrand, then it is easy to 
assign constants ul,u2' ul < u2 such that 
00 
f' I f 2 2 -x g(x)dx + -x g(x)dx e e 
u2 -w 
is smaller that the prescribed accuracy. If g is analytic in a finite 
domain with vertices u 1 ± ia, u2 ± ia (with some a> 0) a representation 
of the error for the trapezoidal rule can be given for a finite interval. 
Details will be given in the following Subsection. At the moment, it is 
important to notice, that singularities of g close to the real x-axis 
but outside the interval [u1,u2] may have little influence upon the rate 
of convergence of the trapezoidal rule. 
1.2. THE FINITE INTERVAL 
In this section the interval of integration [a,b] is finite and 
the functions to be integrated belong to the linear space C00 ([a,b]) 
C 
introduced in Definition 1.2. For the integrals considered a trans-
formation to an infinite interval is always possible and hence the case 
can be treated with the methods of the foregoing section. But still it is 
interesting to examine how the remainder in the trapezoidal rule is given 
and how it behaves for small values of the discretization parameter h. 
In the foregoing case it turned out that for a wide class of functions H 
a 
the remainder is of order O[exp(-2Tia/h)] and in subsection 1.1.3 we 
18 
obtained O[exp(-n2/wh2)J. 
Also for the case of a finite interval we discuss some methods for 
obtaining estimations for the remainder. From lemma 1.4 it follows that 
the remainder again is exponentially small, as will be made clear in the 
following. The results are not as nice as in the previous section. In 
fact, the theory on this type of quadrature seems to be incomplete. Also, 
Hilbert space methods are not considered for this problem in the literature. 
In connection with periodic analytic function integrated over the period 
many examples and results can be found, however, but these results cannot 
be applied on the underlying case. 
(1.31) 
The quadrature rule is given by 
b I f(x)dx = h 
a 
" 
n 
r f(a+mh) + ¾(f), 
m=O 
n= 1,2, ••• , 
with h = (b-a)/n and l means that the first and last terms of the sum 
00 
must be halved. If f EC ([a,b]), however, the endpoints do not contribute 
C 
and the primes are inunaterial. In the following subsections some represen-
tations of ¾(f) are given. 
It is expected that generally the remainder in (1.31) for f E C00 ([a,b]) 
C 
is not as small as for comparable cases for the infinite interval. Some 
examples show convergence of order O[exp(-y/ lh) J for some y > 0 not 
depending on h. In Remark 1.12 and the example in 1.2.5 this will be 
illustrated. 
(1. 32) 
00 
For f EC (~a,b]) convergence of order 
C 
O[hµ exp(-y/ha)J, h + O, µ E JR, y > O, a~ 1, 
cannot be expected as follows from the following theorem, which gives a 
result when a Fourier transform exhibits an exponential behaviour. 
THEOREM 1 • l 1 • 
(i) Let the Pourier transfonn 
00 
f(t) = (2~)-½ f f(x) e-ixtdx 
-co 
of f exist for t E lR and suppose 
( I. 33) 
for some positive C,y,µ and a not depending on t, with a~ I.Then f is 
analytic in a strip !Im xi < y. 
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(ii) If£ satisfies (1.33) then tis not a corrrpactZy supported C00-function. 
PROOF. 
(i) The inversion for Fourier transforms gives 
00 
(I. 34) f(x) = (2~)-½ f f(t) eixtdt. 
-00 
Writing x = s + in, s,n E lR, and using (1.33), we can define the integral 
in (1.34) for lnl < y, and hence f is an analytic function for these 
n-values. 
(ii) An analytic function cannot have a compact support. 0 
As in the foregoing subsection for the infinite case, the error in 
the trapezoidal rule can often be associated with the Fourier transform 
of the function to be integrated. From the above result it follows that 
convergence of the order indicated in (1.32) may not be expected. 
REMARK 1.12. This negative statement can be supplemented with information 
on ¾(f) if the behaviour off is known near a and b. Take for convenience 
a= O. If for x + 0 
f(x) ~ xµ -a/xf3 e ' a> O, µ E IC, f3 > O, 
and a similar behaviour near b, then a reasonable (though not rigorous) 
estimation of ¾(f) is given by 
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1)/f) = O(>--(µ+l+~S)/(S+l) exp{-(aSAS)l/(f3+l)(l+l/S). 
CO S U 1T f3 / ( S+ I ) ] } ) 
for h + O, A= 2n/h. 
To illustrate this, we use the result given further, see Theorem 
1.14, that the behaviour of 1\i(f) is given by 
o 
J f(x) eiA.xdx, 
0 
A= 2TT/h, 
and we suppose that f is analytic in O <Rex< b. Near x = 0 we have sad-
dle points, the most relevant one being located at 
= ( 81 -I ~iTT)l/(S+I) x0 a A e . 
The saddle point method gives eventually the above estimate for ¾(f). 
This expression has to be corrected with a term governed by the remaining 
endpoint of integration, b. If the S-value in the asymptotic behaviour 
off at bis larger than the S-value at O, then the contribution of the 
saddle point near bis neglectable. 
In the applications further in this paper, the value S = 1 occurs 
frequently. In this case we have 
h + 0. 
Let us now turn to some representations of the error term. In all 
cases l\i(f) is given as an integral containing the function for its 
higher order derivatives. The representation containing f turns out to be 
useful, especially if complex variable methods can be used such as the 
saddle point method in Remark 1.12. 
I • 2. I • THE EULER-MACLAURIN FORMULA. 
THEOREM 1.13. Let f E c<2k+l)([a,b]). Then 
-
( I • 35) ¾(f) = r B2j h2j[f(2j-l)(b) - f(2j-l)(a)J 
j= l 2j 
b 
+ h2k+l Ip (n x-a) f(2k+l)(x)dx. 
2k+l b-a 
a 
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where P is a periodic function associated with the Bernoulli polynomials. 
m 
PROOF. See DAVIS & RABINOWITZ (1975). 0 
The proof is based on integration by parts. Remark that derivatives 
00 
off appear in (1.35). If f EC ([a,b]), then all terms in the finite sums 
C 
vanish and k may be any integer. Hence 
( I. 36) h -+ O, 
for any k. It is difficult to obtain further information from (1.35), 
but let us turn to another representation of R (f). 
n 
1.2.2. Equally spaced quadrature rules are related with the Gauss-Chebyshev 
quadrature rule. The following theorem illustrates this aspect. 
THEOREM I. 14. Let f E C([a,b]) with an absolutely and uniformly convergent 
Fourier series 
b 
(1.37) 
ex, 
'i' ikwx f(x) = l ak e 
k=-oo 
w f -ikwxd ak = 2TI f(x) e x, 
a 
(with w = 2n/(b-a)). Then ¾(f) of (1.31) is given by 
ex, 
( I • 38) l\i(f) = -(b-a) I imnwa e a mn 
m=-oo 
ml-0 
PROOF. We see by discrete orthogonality properties that 
f O if k I- mn 
Rh cikx) = l 
imnwa 
-(b-a) e if k = mn 
m = ± 1 , ±2,. • . • 
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Substitution of (1.37) in ¾(f) yields (1.38). D 
Remark that in (1.38) ¾(f) is free of derivatives off. For appli-
cations this aspect is very important, since, generally, data of derivatives 
00 
are not. available. From Lemma I. 4 it follows that if f E C ([a, b]) each 
C 
term in (1.38) is of order O(hµ), for anyµ. If f E C00 ([a,b]) the series 
C 
is often so rapidly convergent that it may be closely approximated by the 
terms with m = ±1. If f can be defined for complex values of its argument 
the integrals in (1.37) can be estimated by asymptotics (k large), for 
instance by deforming the contour of integration. 
The vanishing of ¾ cikx) for k = -n+l, .•. ,n-1 is the above-mentioned 
Gaussian feature. The result (1.38) corresponds to Poisson's formula (see 
(1.19)). 
In terms of the function f the remainder ¾ {£) can b.e writ ten as 
b 
-z I J f(x) cos mnw(a-x)dx. 
m=l 
a 
1.2.3. ABEL-PLANA FORMULA. This method is described in WHITTAKER & 
WATSON (1972) and OLVER (1974). We give a slightly modified version of it. 
a b 
Figure 1. 1 
Let C be a closed contour in the complex z-plane as depicted in 
Figure I.I, o being less than ½h, with h = (b-a)/n. Denote by c1 and c2 
the·upper and lower parts of C respectively. The direction of integration 
on C. is indicated in the figure. Let f be continuous on C and holomorphic 
l. 
in the bounded domain with boundary C. Then we have by Cauchy's theorem 
n-1 
h l f(a+kh) = 2i 
k=l 
J f(z) cotg(TT(z-a)/h)dz 
C 
and, furthermore, 
( I. 39) 
n-1 
h I 
k=l 
2i J 
C 
b-6 
f(a+kh) - J f(x)dx = 
a+o 
f(z) cotg(TT(z-a)/h)dz 
f(z)dz 
J + f l-exp(-2iTT(z-a)/h) 
Cl c2 
I I f(z)dz +-2 
Cl 
f(z)dz 
exp(2iTT(z-a)/h)-l 
2 I f(z)dz 
c2 
co • If we suppose moreover f EC ([a,b]), then, since f(a) = f(b) = 0, 
C 
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= 
we can take o = 0 and we write ~(f) of (1.31) as the sum of the integrals 
in ( 1. 39·). Hence, we have proved the following theorem. 
THEOREM 1. 15. Under the conditions foY'171ulated in this subsection, we 
have 
( 1 • 40) f f(z)dz 
- l-exp(-2iTT(z-a)/h) 
Cl 
J f (z)dz 
exp(2iTT(z-a)/h)-I 
c2 
REMARK 1. 16. If f is holomorphic in the strip 
(1.41) S = ' { z I a < Re z < b } 
(and continuous at its boundaryoS) and if f(z) =o [exp (2TI!Im z!)J as 
z + 00 in S, uniformly with respect to Re z, then c 1 and c2 can be taken 
as parts of the lines Re z = a, Re z = b. In that case the remainder 
~(f) has the form 
( I. 42) 
00 
-
f"""'(_a-_i__,· y'""')_-_f-"(_b-_i_.· y'"'")_-_f_;.(_a+_1.__.· y"""')_+_f--'(b_+_i__.y'"'""") dy. 
exp(2Tiy/h-1) 
Again, representations 1.n (1.40) and (1.42) are free of derivatives. 
Asymptotic methods may be used for obtaining estimates of ¾(f) for large 
values of h- 1• A first attempt might be applying Watson's lermna on (1.42), 
24 
writing it as 
(1.43) 
00 
¾(f) = J e-2Tiy/h F(y)dy, 
0 
but in Watson's lemma an expansion of Fin positive powers of y is needed. 
For the functions considered here such an expansion is not available, 
owing to the essential singularities off at a and b (and hence that of 
Fat y = 0). In fact, due to these singularities, the asymptotic beha-
viour is much more intricate. For special cases it is possible to choose 
contours c1 and c2 in (1.40) such that they correspond to steepest descent 
contours on which the phase of the integrand is constant. For small values 
of h-l these contours hare situated close to the interval [a,b], for 
h-l = 0 they coincide with [a,b]. (We assume that f does not change sign in 
-I [a,b]). If h becomes larger, C. leave the interval [a,b], but the end-
. i 
points are still at a and b. In some cases both contours may split up 
in several contours extending to infinity. The example in Subsection 1.2.5 
will show these phenomena. 
1.2.4. In 1.1.4 results are given on a quadrature rule including derivatives 
of the integrand. For the finite case such a generalization can be given 
also. We sunnnarize some results of KRESS (1971), where periodic functions 
are considered that are analytic in a strip containing the real line. The 
quadrature rule reads as follows. Let f € cP([0,2TI]), with p even, then 
2TI 
f f(x)dx = 
0 
I (f) = p,n 
I (f) + E (f), p,n p,n 
p 
I 
q=O 
a q,p 
(2n)q 
2n-I 
h l f(q)(mh), 
m=O 
q even 
h = TI/n, 
where the a are given via (1.26). For periodic analytic functions the q,p 
remainder can be estimated as in (1.29) (with some modifications). For 
2TI~periodic functions f: 1R + C which have continuous q-th derivatives, 
q ~ p + 2, the remainder is bounded as follows 
25 
where Mq is the maximum of lf(q)(x) I in IR. If f E c:cco,2n]), f can be 
considered as a 2n-periodic function on 1R and q can be taken arbitrarily. 
We list below the first three integration formulas for p = 0,2,4, 
respectively. 
00 
For f e Cc([-a,a]), a> 0, h = a/n we have 
n 
IO (£) = h I f(mh), ,n 
m=-n 
h3 n 
/ 2 \mh), ( I. 44) 12 (£) = 10 (f) + -- I ,n ,n 4TT2 m=-n 
3 n 
f( 2)(mh) + h5 n / 4)(mh). 14 (f) = I (f) + ~ I I ,n 0,n 16TT2 m=-n 64TI4 m=-n 
The coefficients a of which the first are contained in (1.44) q,p 
can easily be obtained by an elimination procedure as in 1.1.4. Represen-
oo 
ting the even function f E Cc([-a,a]) by its Fourier series given in (1.37) 
and applying the quadrature rule on f and its even derivatives we have 
a f £ (x)dx n 00 = h I f(mh) - TI I a2kn' 
m=-n k=l 
-a 
a 
00 
J £(2)(x)~x n f( 2)(mh) + TT 2 = h I I (2kn) a 2kn' 
m=-n k=l 
-a 
a 
00 J / 4)(x)dx n f( 4)(mh) - TI 4 = h I I (2kn) a2kn' 
m=-n k=l 
-a 
and so on. By taking linear combinations of these equations and u~ing the 
property that the integrals of the derivatives vanish we can eliminate 
the first coefficients a2kn at the right-hand sides. 
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1.2.5. EXAMPLE. Consider the function f defined as follows 
f(x) 
- rp(-w/cos x), IX I < ½1r, 
where w ?: o. The integral 
!TI 
( 1. 45) F(w) = f f(x)dx 
-!TI 
can be expresses as an integral of a Bessel function, but this aspect will 
not further used here. In fact we have 
(1.46) 
00 
F(w) = 2 f K0(x)dx, 
w 
where K0(x) is the modified Bessel function. The function f of (1.45) 1s 
even and its definition can be extended to the complex varaibles, 
z = x+iy giving an analytic function in the strip !Re zl <½TI.By using 
symmetric contours in (1.40) it can easily be seen that the two integrals 
equal each other; (1.42) reduces in this example to 
(1.47) 
co 
¾Cf)= - 4 f sin(w/sinh y) 
0 
dy 
exp(2rry/h)-1 
Since F(w) is exponentially small for large positive w we consider 
henceforth ewF(w). An estimate of ew¾(f) will be obtained by considering 
h-l as a large parameter in (1.40), which is modified for this example into 
(l. 48) f cp(z) ew¾(f) = 2 __ e ____ dz, 
exp(2i1Tz/h)-l 
Cl 
where 
(1. 49) ~(z) = w - w/cos z + 2irrz/h, 
and c1 is a contour in the upper half plane Im z ~ 0 joining the points 
± ½1r. For the present analysis function in the denominator will not 
be taken into account since it is of no importance in I z > 0. 
m 
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We use saddle point methods for estimating (1.49). In this simple 
example, the calculations are rather complicated already, especially if we 
are allowing small and large values of w ("small" and "large" specified 
further on, but with respect to h). For convenience we write 
(1.49) 
( 1. 50) 
A = 2TT/h(= 2n). 
Saddle points are solutions of the equation 
w 
sin z 
2 
cos z 
In order to solve this equation it is convenient to consider three distinct 
cases in which 2;\/w is less than, greater than, or equal to I, respectively. 
We consider these three cases in turn. 
(i) If w > 2A, we define µ = w/ (2A) > l. In the strip I Re z I < ½1r the 
saddle points are situated at the positive imaginary axis at 
(1. 51) l = i arcsinh (µ ±~). 
A further analysis shows that of these saddle points the one closest 
to the origin (i.e., z-) can be used for a steepest descent path 
joining± ½1r. At z the exponential function in the numerator of the 
integrand in (1.48) has the value exp[tp(z-)], with 
( I. 52) / 2 1 1 rz-tp(z-) = w{ 1- [(1 + 1-1/µ )/2] 2 - 2µ arcsinh(µ- ✓ µ--!)}. 
From asymptotic analysis it follows that exp[tp(z-)] i:;ive.s a measure 
for the smallness of lew Rh(f)i. For large µ(i.e., w >> 2A), tp(z-) 
behaves as 
( I. 53) µ ➔ 00 
28 
2 
(considering w fixed). Hence, if both 7 =; and w/2A are large, 
8µ w 
then l~(f)I may be expected to be small. In subsection 1.2.5.l some 
numerical results based on (1.52) will be discussed together with the 
corresponding results for the remaining cases. 
It is not difficult to_give . .an explicit. expression for the path 
of steepest descent through z-. It follows from the equation Im ~(z) = O. 
But details will not be given here. 
(ii) If w < 2A, we can find a real number a such that 
(1.54) w = 2A. sin a., 
Then, equation (1.50) is reduced to the two equations 
(1.55) sin ia. z = e 
(1.56) sin -ia. z = -e 
First we remark that if z = x + iy is a solution of one of these 
equations, then~= - x + iy is a solution of the other one. In the 
strip !Re zl < }TI the solution of (1.55) is given by 
z(µ) = x(µ) + iy(µ) with 
x(µ) = arc cos(/µ), 
y(µ) = arc sinh ({µ), 
µ = w/(2)...), 
where the square root is positive and arc cos en ·arc sinh have their 
principle values. Hence, the solution of (1.55) lies on the curve 
defined by y = ln(cos x + /1+cos2x) (0 < x· < h), and that of (I. 56) · 
on the curve defined by the same equations, but with -½TI< x < 0. 
The steepest descent contour, into which c1 from (1.48) can 
be deformed, consists of two parts: one part from -½TI through 
-x(µ) + iy(µ), and the other part from }TI through x(µ) + iy(µ), 
both parts extending toy-++ oo. 
(1. 57) 
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Again, ~n equation for the steepest descent paths can be given, 
but it gives no relevant information. 
An indication for the smallness of lew¾(f)I is obtained from 
exp { Re ~[z(µ)J}, with 
~[z(µ)] = · A[2µ-/µ (I+µ) - ln(/µ + /l+i:i")J. 
For small µ (i. e~, w <;: < 2>..), ~[z(µ) J behaves as 
~[z(µ)] ~ - /V.w = - 2/ 'ITW/h, µ + 0. 
Hence for h + 0, w fixed, we have 
ew ¾(f) = 0[exp(-2/TTw/h)J. 
Remark that for smallµ the saddle points are close to the singular 
points ± ½,r. In fact we have 
z(µ) = ½TT-/µ+ iiµ+ O(µ/µ), µ + 0. 
Numerical results based on (1.57) will be discussed in sub-
section 1.2.5.l. 
(iii) If w = 2>.., the two saddle points of the foregoing case coincide. 
( 1. 58) 
It is possible to give an estimate fore w ¾(f) which describes 
the transition of case (i) into case (ii) uniformly by using Airy 
functions. Taking (1.52) withµ= 1 or (1.57) withµ= !w gives 
the dominant part in the asymptotic behaviour, wiz. 
~[z(½TT)] = A.[2-✓2 - ln(l+/2)] -=- o. 30>... 
REMARK 1.17. This last result seems to contr.adict an aspect discussed 
earlier. With Theorem I. 11 it was concluded that convergence of order as 
indicated in (1.32) is not possible. But in our example we are allowing 
large values of w ("large" with respect to h- 1) resulting in a different 
qualitative behaviour of ~(f). We emphasize the dependence on win this 
example, since in the applications the quadrature rule is used for functions 
with large and small values of the parameters. 
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1.2.5.J. Numerical computations based on the estimated accuracy. 
For several values of w the equation 
(1.59). el+'= E 
will be approximately solved, where~ is given in (1.52), (1.57) and 
(1.58) and Eis a parameter indicating the accuracy. In this way we obtain 
a value of n, the number of function evaluations, or a value of h, the 
discretization parameter. In this example we have h = TI/n. This value of n 
is not a correct indication of the number of function evaluations. First, 
the function to be integrated is even. Owing to this symmetry the value 
of n must be halved for obtaining the correct number of function evaluations. 
In the second place, some terms in the finite sum (1.34) do not contribute 
to the total sum (within a certain accuracy). Namely, since f E c;([-½n,½nJ), 
f equals.zero (within a certain accuracy) in neighborhoods containing as 
endpoints± ½n. We suppose in this example, that function values smaller 
than E (of (1.59)) do not contribute to the finite sum in the trapezoidal 
rule. In order to obtain the number of relevant function evaluations, 
denoted by n0, we proceed as follows. We use the number x0 (w,E), defined 
by 
w -w/cos x0 (w,E) e = E, 
and we put 
where the~ before n is due to the symmetry of the integrand and [ J 
denotes the entier function. 
For some values of s we list the results, in Tablet. More digits 
for h follows from h = TI/n. For the meaning of EO see Remark 1.18. 
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TABLE I 
-
/ 
E = 10-4 E = 10-8 E = 10-12 
(Jj 
n no h so n no h so n no h E:0 
' 
1 26 13 0. 12 1.310,,..5 95 46 0.03 3.210-10 205 10 I 0.02 7.110-15. 
3 13 6 0.24 3.110-5 38 18 0.08 3.210-9 78 37 0.04 1.910-13 
5 10 4 0.31 7.010-5 28 13 0. 1 l 3.110-9 53 24 0.06 1.810-13 
10 9 3 0.35 7.710-5 20 8 0. 16 4.410-9 35 15 0.09 3.810-13 
15 9 3 0.35 8. 110-5 18 7 0. I 8 9.510-10 30 12 0. 11 8.210-14 
25 10 3 0.31 9.610-5 17 6 0. 19 3.410-9 26 9 o. 12 5.810-13 
50 14 3 0.22 1.010-4 20 5 0. 16 5.210-9 27 8 0. 12 2.310-13 
75 18 3 O. I 8 4.910-5 24 5 0. 13 2.810-9 30 8 0. 1 1 2.810-13 
100 21 3 O. I 5 4.310-5 28 6 0. 1 l 3.310-9 35 8 0.10 3.610-15 
250 34 3 0.09 2.510-5 47 6 0.07 2. 310-9 56 9 0.06 3.210-1~ 
500 48 3 0.07 2.010-5 67 6 0.05 2.210-9 82 9 0.04 1.410-13 
750 59 3 0.05 1.610-5 83 6 0.04 1.410-9 101 9 0.03 1.310-13 
1000 68 3 0.05 1.510-5 96 6 0.03 1.210-9 11 7 9 0.03 1.110-13 
REMARK 1.18. The values of h in Table I are computed by using (1.52), 
(1.57) and (1.58). At yet it is not clear if indeed ¾(f) is smaller than 
the corresponding values of s. A verification will be given by computing 
the function ewF(w), with F given in (1.45), with high accuracy and compare 
these values againts those obtained with the trapezoidal rule with h = TI/n 
and n0 (n and n0 from Table I). The computed errors are given in Table I 
in the columns with heading s 0• 
Since the derivatives of the integrand of (1.45) are easily obtained, 
it is interesting to compare the trapezoidal rule with the extended rule 
including derivatives, as given in 1.2.4. For p = 0,2,4 and n = 2,4, ... 
we comptuted I (f) and E (f) as defined in 1.2.4. The first value of n p,n p,n 
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that made ewE (f) smaller than£ is given in Table II, together with n0 , p,n 
the number of relevant function evaluations; n0 is taken as the largest 
value of min the sums of (1.44) for which the terms are larger than ½s. 
The corresponding values of hare not given in the table, but they follow 
from h == rr/n. 
TABLE II 
£ p 0 p = 2 p 4 
10-4 w n no n no n no 
I 22 I 2 12 7 12 7 
3 12 7 4 3 6 4 
5 10 5 6 4 6 4 
I 0 10 5 6 4 4 3 
IS 10 4 6 3 4 3 
25 I 0 4 6 3 4 3 
so 16 4 8 3 6 3 
75 18 4 10 3 8 3 
I 00 22 4 12 3 8 3 
250 32 4 18 3 12 3 
500 44 4 24 3 18 3 
750 54 4 30 3 22 3 
I 000 62 4 34 3 24 3 
p = 0 p = 2 p = 4 
10-8 w n no n no n no 
I 42 22 44 23 30 16 
3 32 16 20 I I 14 8 
5 26 13 14 8 12 7 
IO 20 9 12 6 8 5 
IS 18 8 10 5 8 5 
25 18 7 10 5 8 4 
50 20 6 12 5 8 4 
75 24 6 12 4 10 4 
100 28 7 14 4 10 4 
250 46 7 24 5 16 4 
500 66 7 34 5 24 4 
750 80 7 42 5 28 4 
I 000 92 7 48 5 34 4 
p = 0 p = 2 p = 4 
10-12 w n no n no n no 
l 160 80 82 42 66 34 
3 68 33 34 18 28 IS 
5 so 24 26 13 20 1 l 
10 32 IS 18 9 14 7 
IS 30 13 16 8 10 6 
25 26 10 14 6 10 5 
so 26 9 14 6 10 4 
75 30 9 16 5 12 5 
100 34 9 18 6 12 4 
250 56 10 28 6 20 5 
500 80 10 42 6 28 5 
750 98 10 so 6 34 5 
1000 114 10 58 6 40 5 
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REMARK I. 19. From Table I it follows that the estimates for hand n based 
on the asymptotic formulas are in good agreement with the correct values. 
A striking phenomenon in Table I is the slowly varying value of n0 : the 
number of relevant function evaluations does not change much for increasing 
w. From Table II it follows that the difference between p = 0 and p = 2 is 
more significant than that between p = 2 and p = 4. 
It should be noted that, we cannot conclude that for all n larger 
than that of the table IE (f)j is smaller than E. For, jE (f)I is not p,n p,n 
necessarily monotone with respect ton. 
1.3. NUMERICAL ALGORITHMS 
1.3.1. ON THE DISCRETIZATION ERROR 
In the foregoing sections much attention was paid to the represen-
tation .of the error .. in the trapez.oidal rule. It turned out that for the 
infinite interval information from this representation can be obtained 
for estimating the error, while for the finite interval no good estimates 
can be given. The functions met in the subsequent sections are more compli-
cated than that of the example in Subsection 1.2.5. Therefore it cannot 
be expected that for these cas.es asymptotic methods can be applied as was 
outlined in the simple case. 
For numerical purposes, however, it is not important to have detailed 
information about the error terms. In the algorithm discussed below, the 
choice of h (discretization parameter) or the nmnber of function evaluations 
can be easily corrected, since we use an iterative procedure. In such a 
procedure function values of the integrand are added to previous results 
over the entire range of integration in contrast to adaptive procedures 
where additional points are taken only in regions where the integrand 
varies rapidly. 
1.3.1.1. Before discussing the details of the algorithms, it is worthwhile 
to make some remarks on the role of the parameter d introduced in Section 
I.I, especially in (1.9). Let us recall this expression written as follows 
00 
( 1. 60) f f(x)dx = Td(h) + Rd(h), 
-oo 
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with 
(I.61) T (h) = h 
d I f(kh+d). k=-oo 
Considered as a function of d, Td(h) is a periodic function with period h. 
Therefore, Rd(h) is periodic with the same period. If we have an even 
function f (which is not a restriction) then it is clear from (I.61) that 
ard(h)/cd is zero when d = 0 and d = ½h. Since Td(h) is a periodic function 
it will usually happen that one of these is a maximum amd the other a 
minimum. The left-hand side of (1.60) does not depend on h. Consequently, 
the same remarks apply on Rd(h). 
Combining terms with positive and negative m-values in (1.19), we 
obtain the Fourier series of Rd(h) (considered as a function of d) 
00 
(I.62) I F(2TTm/h) cos(2TTmd/h). 
m=l 
which describes the above mentioned periodicity with respect to d. If 
f EH (see Definition I.I) the series is so rapidly convergent that the 
a 
first term closely approximates Rd(h). Hence Rd(h) vanishes in neighborhoods 
of d =!hand d = fh. (There must be at least one zero of Rd(h) in [0,h] 
since the integral of Rd(h) with respect to dover a period h vanishes). 
This suggests the choice d = !h or d = fh. But, since f is even, 
these choices correspond to the case (h*,d*), with h* = ½h, d* = ½h*. 
Therefore, it is sufficient to consider the choiee d = ½h, but we combine 
it with d = O. The reason for this is obvious. When computing r0 (h) and 
T½h(h) the value of r 0(½h) follows immediately from 
(1.63) 
giving an iterative procedure for the computation of the integral. An 
important feature is, that it is very plausible to assume that R0(h) and 
R½h(h) have a different sign, when f is real and even. Consequently, we 
expect that one of the following cases applies 
----, 
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or 
~ 
r 
T½h(h) < J f(x)dx < r0 (h). 
An important consequence is that the value of 
(1.64) 
is a useful indication of the accuracy in our approximation process. If 
Eh is smaller than the desired accuracy, the value of r0 (½h), eventually 
computed by using (1.63), will be much more accurate than both members at 
the right of this formula. From the above discussion it also follows that 
the initial choise of his rather immaterial, since all earlier computed 
functio~ values are used in the final answer. Of course, too small start-
ing values of h must be avoided. 
Although the stop criterion based on the testing of Eh is reliable, 
it may give an algorithm which is not very economical. In fact, if Eh is 
small enough, both r0 (h) and T½h(h) are good approximations for the 
integral, Hence one of them,.say T!h(h), is compute9 only for. the stop 
criterion, but it is not needed in the final answer. The computation of 
T½h(h), however, requires as many function evaluations as that of T0 (h). 
The effort in computer time required in the computation of T0 (h) is 
slightly greater than the effort required in all the previous stages of 
the iterative procedure added together. Consequently, if we fail to termi-
nate the process when sufficient accuracy has been achieved, but carry out 
a single unnecessary iteration, the effort required for the whole calcu-
lation is doubled. (Incidentally, the effect on the accuracy of the result 
is that the number of correct significant figures is also approximately 
doubled.) It is important to have available a ctiterion for gauging 
the accuracy at any stage, so that the iteration may be terminated appro-
priately. For instance, we might consider the sequences 
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(I. 65) 
with ho as the initial choice and hi+l = !hi, i = O, ••• ,n-1. Some extra-
polation device must be used in order to predict if it is necessary to 
compute the next terms in the sequence, or that it is sufficient to use 
½[T0(h) + T1h (h )]. Since it is not necessary to extrapolate for obtai-n 2 n n , 
ning accurate values of T0 (hn+l) and T½hn+l(hn+l), but rather for the 
order of smallness of Eh, we expect that it is possible to construct an 
n 
algorithm being both reliable and efficient. After computing T0 (hn+l) by 
using (I.63) it is possible to extrapolate on the sequence for T0(hi) in 
(1.65), but this aspect is not examined in this paper. 
In the case of a finite interval we have not introduced the shift 
parameter d. This can easily be done and the conclusions on the role of 
dare as above for the infinite interval. Since in the algorithms the role 
of dis not explored in the iterative procedure, it is not necessary to 
give formulas in which d explicitly occurs. 
1.3.2. ON THE TERMINATION ERROR 
In addition to the discretization error Rd(h) a termination error 
must be considered for the series in (1.9), since in practice the sunnna-
tion is limited to a finite number of terms. The smallest integer number 
n0 , such that in 
00 I f(x)dx = h[f(O) + 2 
-oo 
f(jh) + S (h;f) 
no 
(where f is even), Is (h;f)I is smaller than the desired accuracy, is 
no 
called the number of relevant function evaluations corresponding to h. 
Of course we suppose that his so s~ll that such a number n0 exists. 
Also in the finite case we can use n0 , as mentioned already in Sub-
section 1.2.5.1. Since we suppose throughout this paper that for a finite 
00 
interval f EC ([a,b]), f equals zero (within a certain accuracy)·in 
C 
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intervals [a,a.], [S,b], with a~ a. < S ~ b. For even f and a= -b we write 
the quadrature rule as 
a 
J f(x)dx = h[f(O) + 2 
-a 
no 
l f(jh)] + s (h;f) 
j=l nO 
with O < n0 ~ n, n = a/h. Again, the smallest integer n0 , such that 
Is (h;f)I is smaller than the desired accuracy, is called the number of 
no 
relevant function evaluations. If f is not even or a~ -b the concept is 
introduced equivalently. For an algorithm the user must supply constants 
a and S such that terms in the series (1.31) with function-arguments in 
[a,a] and [S,b] do not contribute (within desired accuracy) to the sum. 
1.3.3. ALGORITHMS 
For a reliable algorithm h must be small enough, for an efficient 
algorithm n0 must be small enough. For an optimal algorithm combining 
reliability and efficiency we should like to have a pair (h0 ,n0), where 
h0 is the largest h for whhrh the discretization error is small enough and 
n0 is the number of relevant function evaluations (corresponding to h0). 
If good estimates of the discretization error are available, as in the 
examples of Subsection 1. 1.5, first h0 can be computed and with this h0 
we compute n0 . In general an optimal pair (h0,n0) is not available and 
the algorithm will run with a pair (h,n) with h < h0 and n > n0 . 
The algorithm is already discussed in Subsection 1.3.l. Summarizing 
we list the several s·teps, as was done by STENGER ( 1973), for approximating 
00 
"J f (x)dx to within e:, where e: > 0 and f even. 
-oo 
1. Pick h = ho and a real number x0 such that 
2. _Set 
= h l f(hj) 
jhE(-xo,xo) 
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3. Set 
4. If 
then 
I f[h(j+½)J 
(j+½)h d-x0 ,x0 ) 
£h = lr0 (h) - r 1h(h)I, 
To(}h) = ![To(h) + T!h(h)]. 
e:h < ½ E 
roughly 
00 
I J f(x)dx - r0 (½h) I < e:. 
-00 
5. If e:h ;;:; !£, then we replace h by }h and return to (*). 
The test criterion in 4. can be replaced by a criterion based on 
extrapolating of the sequence £h, £!ho' •·· • 
For a finite interval the R1gorithm is similar. 
1.3.4. ALGOL-60 PROCEDURES 
We describe the algorithms of the trapezoidal rule in terms of 
ALGOL-60 procedures, for the finite case. The simplest algorithm evaluates 
one of the sums 
n-1 
h I j=O 
nu 
f(a+d+jh), h I f(a+jh), 
j=O 
0 < d < h, h = (b-a)/n, n = 1,2, ••• , as an approximation for the integral 
b I f(x)dx. 
a 
It is given by 
---, 
real procedure trap sum (a,b,x,fx,h,d,sym); 
value a,b,h,d,sym; real a,b,x,fx,h,d; Boolean sym; 
if sym then 
trap sum:= 2* trap sum ((a+b)/2,b,x,fx,h,d,false) else 
begin reals; s:= O; 
if d = 0 then 
begin for x:= a,b dos:= s + fx/2; 
a:= a+ h; b:= b - h/2 
end else a:= a+ d; 
for x:= a step h until b dos:= s + fx; 
trap sum:= s * h 
end trap sum; 
The meaning of the formal parameters is 
a,b: <variable>; 
endpoints of the interval of integration; a~ b; 
x: < variable >; 
integration variable; x can be used as 
Jensen-parameter for fx; 
fx: < arithmetic expression >; 
the integrand f(x); 
h: < variable >; 
discretization parameter; 0 < h < b-a; 
d: < variable >; 
shift parameter; 0 ~ d < h; 
sym: < Boolean expression >; 
if f((a+b)/2+x) = f((a+b)/2-x) for x E [a,b] 
then sym should be true else false; 
This procedure can be used for a fixed value of h. For an iterative 
algorithm we can use, the procedure 
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real procedure trap (a,b,x,fx,sym,n); 
value a,b,sym,n; real a,b,x,fx; Boolean sym; integer n; 
begin real e,h,p,q,v; 
e:= .5* IOt(-n); h:= (b-a)/4; 
~:= trap sum (a,b,x,fx,h,O,sym); 
for h:= h, h/2 while v > e do 
begin q:= trap sum (a,b,x,fx,h,h/2,sym); 
v:= abs (p-q); p:= (p+q)/2 
end; 
trap:= p 
end trap; 
The meaning of the parameters a,b,x,fx and sym is as in trap sum; 
further we have 
n: < variable >; 
the number of correct significant digits desired. 
REMARK 1. 2 0. 
(i) The supplied value of n must not be too large: ½ 10-n must be larger 
than the machine accuracy. The value of n corresponds to the rela-
tive accuracy. It is indeed supposed that the integrals can be 
computed with relative precision and that (for instance by scaling f) 
relative and absolute accuracy are nearly equal. When this condition 
is satisfied, the procedure trap can also be used for less smooth 
functions than those of c;([a,b]). 
(ii) The procedure trap is not protected againts a too large number of 
iterations. The user can settle this for instance by replacing the 
statement v > e by v > e A (b-a)/h < 1000. 
(iii) Fortran programs for related integrals are found in SQUIRE (1975) 
and (I 976). 
1.4. SOME CONCLUDING REMARKS 
The methods of the Sections 1.1 and 1.2 on the trapezoidal rule 
for infinite and finite interval respectively resulted in a numerical 
algorithm in Section 1.3. It turned out that for both cases the same 
ALGOL-60 procedure can be used. Indeed, from a numerical point of view, 
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there is not much distinction between the functions in the corresponding 
classes. In both cases the functions are smooth and they vanish ·(numerically) 
outside a finite interval. The representation for the discretization error, 
however, is quite different and, as mentioned earlier, the rate of conver-
gence with respect to h ➔ 0 is more favourable in the infinite case. 
In the following papers both cases will be demonstated for the 
computation of certain special functions. It will turn out that both cases 
have their own charm. The integrands will be constructed by methods from 
asymptotics and the integrand in the~finite case is usually explicitly 
given, while that of the infinite case is defined by an implicit relation. 
From this phenomenon it might be concluded that the finite interval is 
more attractive for numerical purposes. It requires more function evalua-
tions but these require not as much computing time as in the infinite case. 
Although the function for the infinite interval is usually implicitly 
given, it is sometimes worthwhile to pay special attention to this case. 
It may happen, for instance, that an approximation for the integrand can 
easily be given in the form of a Taylor series. The coefficients in this 
series follow from asymptotic expansion, for instance from recurrence 
relations defining the coefficients. In that case it is also attractive 
to use derivatives of the integrand by which the rate of convergence is 
increased significantly. 
Therefore both methods are presented. If efficiency is not the main 
point in the program-and the ease of programming is preferred, the finite 
case should be considered. With some extra effort of the programmer, the 
infinite case may yield very efficient algorithms. As a rule, in both 
cases the reliability of the method is definitely established. 
For easy reference we formulate a theorem for the connection between 
the coefficients of the Taylor series of an integrand and the coefficients 
of the asymptotic expansion of the integral and a condition for the 
validity of this connection. 
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THEOREM 1.21. Let the function f(w) have an asyrrrptotic expansion for 
w -+ 00 
I 
f(w) ~ rw [fo ••• J 
where the coefficients f. do not depend on wand suppose that f for 
l. 
positive w can be written as 
00 2 
f(w) = f e-wu g(u)du, 
-oo 
2 
with g holomor-phic in a strip containing the real u-axis3 g(u) = O(ecru) 
as u-+ + 003 where cr is an assignable constant3 and g does not depend on 
w. Then 
f = f(k+½) (2k) (O) 
k r(2k+l) g ' k=0,1, •••. 
PROOF. Follows from Watson's lemma and the uniqueness property of asymp-
totic expansions; see OLVER (1974). D 
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TABLE II 
€: p = 0 p = 2 p = 4 
10-4 w n no n no n no 
1 22 12 12 7 12 7 
3 12 7 4 3 6 4 
5 10 5 6 4 6 4 
10 10 5 6 4 4 3 
15 10 4 6 3 4 3 
25 10 4 6 3 4 3 
50 16 4 8 3 6 3 
75 18 4 10 3 8 3 
100 22 4 12 3 8 3 
250 32 4 18 3 l 2 3 
500 44 4 24 3 18 3 
750 54 4 30 3 22 3 
I 000 62 4 34 3 24 3 
p = 0 p = 2 p = 4 
10-8 w n no n no n no 
l 42 22 44 23 30 16 
3 32 16 20 I I 14 8 
5 26 13 14 8 I 2 7 
10 20 9 12 6 8 5 
15 18 8 10 5 8 5 
25 18 7 10 5 8 4 
50 20 6 12 5 8 4 
75 24 6 12 4 10 4 
100 28 7 14 4 I 0 4 
250 46 7 24 5 16 4 
500 66 7 34 5 24 4 
750 80 7 42 5 28 4 
1000 92 7 48 5 34 4 
p = 0 p = 2 p = 4 
10-12 w n no n no n no 
I 160 80 82 42 66 34 
3 68 33 34 I 8 28 15 
5 50 24 26 13 20 1 1 
10 32 15 18 9 14 7 
15 30 13 16 8 10 6 
25 26 I 0 14 6 1 0 5 
50 26 9 14 6 10 4 
75 30 9 16 5 12 5 
100 34 9 18 6 12 4 
250 56 10 28 6 20 5 
500 80 1 0 42 6 28 5 
750 98 10 50 6 34 5 
1000 114 10 58 6 40 5 
