The mathematical physics of mechanical systems in thermal equilibrium is a well studied, and relatively easy, subject, because the Gibbs distribution is in general an adequate guess for the equilibrium state.
The model and results
I report here on work done, in different combinations, together with Martin Hairer, Luc Rey-Bellet, Claude-Alain Pillet, and Lawrence Thomas. In it, we considered the seemingly trivial problem of describing the non-equilibrium statistical mechanics of a finite-dimensional non-linear Hamiltonian system coupled to two infinite heat reservoirs which are at different temperatures. By this I mean that the stochastic forces of the two heat reservoirs differ. The difficulties in such a problem are related to the absence of an easy a priori estimate for the state of the system. We show under certain conditions on the initial data that the system goes to a unique non-equilibrium steady state and we describe rather precisely some properties of this steady state. These are,
• appearance of an energy flux (from the hot to the cold reservoir) whenever the reservoirs are at different temperatures, • exponential stability of this state, • fluctuations around this state satisfy the Cohen-Gallavotti fluctuation conjecture. I first review the construction of the model. Two features need special attention: The modeling of the heat reservoirs and their coupling to the chain, and the nature of the coupling among the masses in the chain. I start with the latter: It is a 1-dimensional chain of n distinct d-dimensional anharmonic oscillators with nearest neighbor coupling. The phase space of the chain is therefore R 2dn and its dynamics is described by a C ∞ Hamiltonian function of the form
where
We will eventually couple the ends of the chain, i.e., q 1 and q n , to heat reservoirs. Clearly, for heat conduction to be possible at all we must require that the U (2) i are non-zero. But, this is not enough and the interaction has to have a minimal strength. A sufficient condition for the main result to hold is: For some m 2 ≥ m 1 ≥ 2, and all sufficiently large |q|, we require
and similar growth conditions on the first and second derivatives. Finally, we require that each of the (d × d) matrices
is non-degenerate (see [12] for the most general conditions).
Fig. 1:
Model of the chain with the two reservoirs at its ends, "Hot" at left, "Cold" at right.
Remark 1.1. It seems that relaxing the condition (1.2) poses hard technical problems, although, from a physical point of view, allowing the matrix to be degenerate on hyper-surfaces of codimension ≥ 1 should work. See [9, 12] for some possibilities.
Remark 1.2. If m 2 < m 1 it seems that the existence of a unique state is jeopardized by the potential appearance of breathers. Indeed, too much energy can then be "stored" in U (1) without being sufficiently "transported" between the oscillators. A more detailed understanding of this problem would be welcome. Remark 1.3. The nature of the steady state in the limit of an infinite chain (n → ∞) is a difficult open question.
As a model of a heat reservoir we consider the classical field theory associated with the d-dimensional wave equation. The field ϕ and its conjugate momentum field π are elements of the real Hilbert space
with respect to the norm defined by the scalar product:
where H B is the Hamiltonian of a bath and the corresponding equation of motion is the ordinary wave equation which we write in the form
Finally, we define the coupling between the chain and the heat reservoirs. The reservoirs will be called "L" and "R", the left one coupling to the coordinate q 1 and the right one coupling to the other end of the chain (q n ). Since we consider two heat reservoirs, the phase space of the coupled system, for finite energy configurations, is R 2dn × H × H and its Hamiltonian will be chosen as
are charge densities which we assume for simplicity to be spherically symmetric functions. The choice of the Hamiltonian (1.4) is motivated by the dipole approximation of classical electrodynamics. We use the shorthand
We set α i = α
The "hat" means the Fourier transform
With this notation the Hamiltonian is
H . The equations of motions take the forṁ
(1.5)
The last two equations of (1.5) are easily integrated and lead to
where the φ i (0), i ∈ {L, R}, are the initial conditions of the heat reservoirs. We next assume that the two reservoirs are in thermal equilibrium at inverse temperatures β L and β R . By this I mean that the initial conditions Φ(0) ≡ {φ L (0), φ R (0)} are random variables distributed according to a Gaussian measure with mean zero and covariance
If we assume that the coupling functions α (ν) i are in H for i ∈ {L, R} and ν ∈ {1, . . . , d}, then the ξ i (t) ≡ φ i (0)(e −Lt α i ) are d-dimensional Gaussian random processes with mean zero and covariance
Finally, we impose a condition on the random force exerted by the heat reservoirs on the chain. We assume that the covariances of the random processes ξ i (t) with i ∈ {L, R} satisfy
with γ i > 0 and λ i > 0, which can be achieved by a suitable choice of the coupling functions ̺ i (x), for example 8) where all the γ i are distinct. We continue with the case M = 1 for simplicity. Using (1.7) and enlarging the phase space with auxiliary fields r i , one eliminates the memory terms (both deterministic and random) of the equations of motion and rewrites them as a system of Markovian stochastic differential equations: Remark 1.6. The restriction on the couplings λ L , λ R between the small system and the reservoirs is a condition of stability (against "explosion") of the small system coupled to the heat reservoirs: It is not of perturbative nature. Indeed, the reservoirs have the effect of renormalizing the deterministic potential seen by the small system and this potential must be stable. This restricts λ L and λ R . The proof of Theorem 1.4 is based on a detailed study of Eq.(1.9). Let x = (p, q, r) and r = (r L , r R ). For a Markov process x(t) with phase space X and an invariant measure µ(dx), ergodic properties may be deduced from the study of the associated semi-group T t on the Hilbert space L 2 (X, µ(dx)). To prove the existence of the invariant measure in Theorem 1.4 one proceeds as follows: Consider first the semi-group T t on the auxiliary Hilbert space H 0 ≡ L 2 (X, µ 0 (dx)), where the reference measure µ 0 (dx) is a generalized Gibbs state for a suitably chosen reference temperature. Our main technical result consists in proving that the generator L of the semi-group T t on H 0 and its adjoint have compact resolvent. This is proved by generalizing Hörmander's techniques for hypoelliptic operators of "Kolmogorov type" to the problem in unbounded domains described by (1.9). Once this is established, we deduce the existence of a solution to the eigenvalue equation (T t ) * g = g in H 0 and this implies immediately the existence of an invariant measure. The original proof [3] was subsequently improved by using more probabilistic techniques [12] . The proof of uniqueness, [4] , relies on global controllability of (1.9). In it, one shows that the control equation, in which the noises w i of (1.9) are replaced by deterministic forces f i (in the same function space), allows one to reach any given point in phase space in any prescribed time, by choosing the forces f i adequately. It is here that, at least at the time of this writing, a feature of the problem seems crucial for success: Remark 1.7. The geometry of the chain: If the chain is not of linear geometry, but with parallel strands, or if the coupling is not of pure nearest neighbor type, uniqueness of the invariant measure does in general not follow from the methods described here. Very simple counterexamples with harmonic chains [14] show that this problem is not easy.
Remark 1.8. We proved in [3, Lemma 3.7] that the density
In particular, this yields the standard perturbative results near equilibrium (ζ = 0).
Question.
A fascinating problem is to understand the limit of a chain of infinitely many oscillators, and in particular the nature of heat conduction in this case. I believe that this problem can only be solved if a better understanding of modeling the coupling between the heat bath and the chain can be found.
Time-reversal, energy flux, and entropy production
In the wake of the seminal work of Gallavotti and Cohen [6] , several authors realized (e.g., [10, 11] ) that internal symmetries of stationary non-equilibrium problems lead to an interesting relation for the fluctuations in the stationary state. The model we consider here is no exception, and it is one of the few examples where the Hamiltonian dynamics plays a very nice role.
It will be useful to streamline the notation. 1 The two reservoirs, L and R, are described by the variables r = (r L , r
Define the (2d × 2d) matrix Γ = diag γ L ⊕ diag γ R , let w = w L ⊕ w R the 2d-dimensional standard Brownian motion, and finally T the (2 × 2) diagonal temperature matrix T = diag(T L , T R ). It is useful to introduce the change of variables s = F r − F T q, where F = ΛΓ −1/2 . In terms of these variables, one can introduce the effective potential
and the "energy" is now G(s, q, p) with
Finally, with the adjoint change in the derivatives ∇ q → ∇ q − F ∇ s , the equations of motion (1.9) read
Writing G p for ∇ p G and G q for ∇ q G (these are vectors with nd components), and G s for ∇ s G (this is a vector with 2d components), the generator L of the diffusion process takes, in the variables y = (s, q, p), the form
If f is a function on the phase space X, we let
) is called the Fokker-Planck operator. The density m of the invariant measure is the (unique) normalized solution of the equations L T m = 0.
The entropy production σ
Using the notation (2.4), we now establish a relation between the energy flux and the entropy production. Since we are dealing with a Hamiltonian setup, the energy flux is defined naturally by the time derivative of the mean evolution S t of the effective energy, H eff (q, p) = p 2 /2 + V eff (q). Differentiating, we get from the equations of motion ∂ t S t H eff = S t LH eff , with
We define the total flux by Φ = p · F Γs, and inspection of the definition of F and Γ leads to the identification of the flux at the left and right ends of the chain:
Note that Φ L is the energy flux from the left bath to the chain, and Φ R is the energy flux from the right bath to the chain. Furthermore, observe that Φ µ = 0 , with f µ ≡ µ(dy) f (y) = dy m(y)f (y) , because Φ = LH eff and L T m = 0.
Since we have been able to identify the energy flux on the ends of the chain, we can define the (thermodynamic) entropy production σ by
Time-reversal, generalized detailed balance condition
We next define the "time-reversal" map J by Jf (s, q, p) = f (s, q, −p). This map is the projection onto the space of the s, q, p of the time-reversal of the Hamiltonian flow (on the full phase space of chain plus baths) defined by the original problem (1.5).
Notation. To obtain simple formulas for the entropy production σ we write the (strictly positive) density m of the invariant measure µ as 6) where
terms of the adjoint L T on L 2 (X, ds dq dp), we have the operator identity
We have the following important symmetry property as suggested by the paper [10] .
Theorem 2.9. Let L η = L + ησ, where η ∈ R. One has the operator identity
Remark 2.10. This relation may be viewed as a generalization to non-equilibrium of the detailed balance condition (at equilibrium, one has JL * J − L = 0).
The paper of Gallavotti and Cohen [6] describes fluctuations of the entropy production. It is based on numerical experiments by [5] which were then abstracted to the general context of dynamical systems. In further work, these ideas have been successfully applied to thermostatted systems modeling non-equilibrium problems. In the papers [10] and [11] these ideas have been further extended to non-equilibrium models described by stochastic dynamics. In the context of our model, the setup is as follows: One considers the observable W (t) = t 0 dη σ ξ x (η) . By ergodicity, one finds lim t→∞ t −1 W (t) = σ µ , for all x and almost all realizations of the Brownian motion ξ x (t) = ξ x (t, ω). The rate function e is characterized by the relation inf y∈I e(y) = − lim
Under suitable conditions it can be expressed as the Legendre transform of the function e(η) ≡ − lim t→∞ t −1 log e −ηW (t) µ .
Formally, −e(η) can be represented as the maximal eigenvalue of L η . Observing now the relation (2.8), one sees immediately that e(η) = e(1 − η) . (2.10) Theorem 2.11.
[13] The above relations can be rigorously justified and lead to e(y) − e(−y) = −y σ µ .
(2.11)
In particular this means that at equal temperatures, when σ µ = 0, the fluctuations are symmetric around the mean 0, while at unequal temperatures, the odd part is linear in y and proportional to the mean entropy production. Note that when σ µ = 0 this relation describes fluctuations around 0, not around the mean! This is the celebrated Gallavotti-Cohen fluctuation theorem.
Extensions
The technique for proving uniqueness results presented above can be generalized and applied to many other problems, in particular to certain types of "partially noisy" PDE's (so that now phase space is infinite dimensional). One kind of example must suffice to illustrate the kind of results one can obtain. Consider the stochastic Ginzburg-Landau equation with periodic boundary conditions (written in Fourier components, for L ≫ 1):
with |q k | ∼ k −5 and where w k are standard Wiener processes. The point is here that q k may be zero for all |k| ≤ k * .
Theorem 2.12. [2, 8, 7] The process defined by (2.12) has a unique invariant measure. Any initial condition is attracted exponentially fast to it.
