Abstract. Compressed sensing is a relatively new mathematical paradigm that shows a small number of linear measurements are enough to efficiently reconstruct a large dimensional signal under the assumption the signal is sparse. Applications for this technology are ubiquitous, ranging from wireless communications to medical imaging, and there is now a solid foundation of mathematical theory and algorithms to robustly and efficiently reconstruct such signals. However, in many of these applications, the signals of interest do not only have a sparse representation, but have other structure such as lattice-valued coefficients. While there has been a small amount of work in this setting, it is still not very well understood how such extra information can be utilized during sampling and reconstruction. Here, we explore the problem of integer sparse reconstruction, lending insight into when this knowledge can be useful, and what types of sampling designs lead to robust reconstruction guarantees. We use a combination of combinatorial, probabilistic and number-theoretic methods to discuss existence and some constructions of such sensing matrices with concrete examples. We also prove sparse versions of Minkowski's Convex Body and Linear Forms theorems that exhibit some limitations of this framework.
Introduction
Initially motivated by a seemingly wasteful signal acquisition paradigm, compressed sensing has become a broad body of scientific work spanning across the disciplines of mathematics, computer science, statistics, and electrical engineering [FR13, EK12] . Described succinctly, the main goal of compressed sensing is sparse recovery -the robust reconstruction (or decoding) of a sparse signal from a small number of linear measurements. That is, given a signal x ∈ R d , the goal is to accurately reconstruct x from its noisy measurements
Here, A is an underdetermined matrix A ∈ R m×d (m d), and e ∈ R m is a vector modeling noise in the system. Since the system is highly underdetermined, it is ill-posed until one imposes additional constraints, such as the signal x obeying a sparsity model. We say x is s-sparse when it has at most s nonzero entries:
(2)
x 0 := | supp(x)| = |{i : x i = 0}| ≤ s d.
Clearly, any matrix A that is one-to-one on 2s-sparse signals will allow reconstruction in the noiseless case (e = 0). However, compressed sensing seeks the ability to reconstruct efficiently and robustly; one needs a computationally feasible reconstruction method, and one that allows accurate reconstruction even in the presence of noise. Fortunately, there is now a large body of work showing such methods are possible even when m is only logarithmic in the ambient dimension, m ≈ s log(d) [FR13, EK12] . Typical results rely on notions like incoherence, null-space property or the restricted isometry property [CT05] , which are quantitative properties of the matrix A slightly stronger than simple injectivity. Under such assumptions, greedy (e.g. [TG07, NT09, BD09, Zha11]) and optimization-based (e.g. [CT05, CRT06] ) approaches have been designed and analyzed that efficiently produce an estimationx to an s-sparse signal x ∈ R d from its measurements b = Ax + e ∈ R m that satisfies (3) x − x e , where hides only constant factors and · will always denote the Euclidean norm. Although this body of work has blossomed into many other directions based on practical motivations, there is very little understanding about the role of lattice-valued signals in this paradigm. This is especially troubling given the abundance of applications in which the signal is known to have lattice-valued coefficients, such as in wireless communications [RHE14] , collaborative filtering [DR16] , error correcting codes [CRTV05] , and many more. Initial progress in this setting includes results for dense (not sparse) ±1 signals [MR11] , binary sparse signals [DT09, Sto10] , finite-alphabet sparse signals [TLL09, ZG11] , and generalized lattice-valued signals [FK17] . The latter two categories are most relevant to our work; [TLL09, ZG11] propose modifications of the sphere decoder method that offer some empirical advantages but lack a rigorous theory. The recent work [FK17] provides some theoretical guarantees for the greedy method OMP [TG07] initialized with a pre-processing step, and also shows that rounding the result given by 1 -minimization does not yield any improvements for many lattices. In this paper, our focus is not algorithmic but instead we aim to answer the questions (i) what kind of sensing matrices can be designed for lattice-valued sparse signals, and (ii) what are the limitations of the advantages one hopes to gain from knowledge that the signal is lattice-valued? Our perspective in this work is thus algebraic, and we leave algorithmic designs for such lattice-valued settings for future work. We view our contribution as the foundation of an algebraic framework for lattice-valued signal reconstruction, highlighting both the potential and the limitations.
Problem formulation and main results
Let m < d and first consider the noiseless consistent underdetermined linear system
where A is an m × d real matrix and b ∈ R d . Let us first consider when this system has a unique solution x. Notice that if x and y are two different such solution vectors, then
i.e. the difference vector x − y ∈ N(A), the null-space of the matrix A.
Let us write a 1 , . . . , a d ∈ R m for the column vectors of the matrix A. A vector z ∈ N(A) if and only if
i.e. if and only if a 1 , . . . , a d satisfy a linear relation with coefficients z 1 , . . . , z n . The uniqueness of solution to (4) (and hence our ability to decode the original signal) is equivalent to non-existence of nonzero solutions to (5). Since d > m, such solutions to (5) must exist. On the other hand, if we add some appropriate restriction on the solution vectors in question, then perhaps there will be no solutions satisfying this restriction. In other words, the idea is to ensure uniqueness of decoded signal by restricting the original signal space. We can then formulate the following problem.
A commonly used restriction is sparsity, defined in (2). Now, while (5) has nonzero solutions, it may not have any nonzero s-sparse solutions for sufficiently small s. In addition to exploiting sparsity, one can also try taking advantage of another way of restricting the signal space. Specifically, instead of taking signals to lie over the field R, we can restrict the coordinates to a smaller subfield of R, for instance Q. The idea here is that, while columns of our matrix A are linearly dependent over R, they may still be linearly independent over a smaller subfield. For instance, we have the following trivial observation.
Lemma 2.1. Let K R be a proper subfield of the field of real numbers, and let α 1 , . . . , α d ∈ R be linearly independent over K. Define A = (α 1 . . . α d ) be a 1 × d matrix, then the equation Ax = 0 has no solutions in
Of course, when (5) has no solutions, we can guarantee our system (4) has a unique solution x and can in theory will be able to decode successfully. However, for practical concerns we want to be able to tolerate noise in the system and decode robustly as in (1). Since in practice the noise e typically scales with the entries (or row or column norms) of A, we ask for the following two properties:
(i) the entries of A are uniformly bounded in absolute value (ii) Az is bounded away from zero for any vector z = 0 in our signal space (say, Az > C). For example, consider the signal space 
this guarantees that y = x so our decoding was successful. Hence we consider the following optimization problem (which we will want to use with s = 2s).
and for every nonzero
where C 1 , C 2 > 0.
In this paper, we discuss existence and construction of such matrices. Here is our first result.
Theorem 2.2. There exist m × d integer matrices A with m < d and bounded |A| such that for any nonzero
Ax ≥ 1.
In fact, for sufficiently large m, there exist such matrices with and there also exist such matrices with
On the other hand, for any integers m ≥ 3, k ≥ 1 and m × d integer matrix A with |A| = k satisfying (7) for all s ≤ m, we must have
Remark 1. Notice that in situations when one needs to have the bound (7) replaced by a stronger bound Ax ≥ for some > 1, this can be achieved by simply multiplying A by , of course at the expense of making |A| larger, but only by the constant factor of .
We discuss the dependence between m, d and |A| in more detail and prove Theorems 2.2 in Section 3. In Section 4, we extend this matrix construction over number fields, proving the following corollary of Theorem 2.2. In Section 5 we discuss an algorithm for reconstructing the original sparse signal x from its measurement Ax + e, where e is the error vector of Euclidean norm < √ m/2. We show that the complexity of this algorithm is the same as that of the Closest Vector Problem (CVP) in R m . While these results show the existence of matrices A such that Ax is bounded away from 0 on sparse vectors, it is also clear that for any m × d matrix A there exist sparse vectors with Ax not too large: for instance, if x ∈ Z d is a standard basis vector, then
In Section 6 we prove a determinantal upper bound on Ax in the spirit of the Geometry of Numbers.
Theorem 2.4. Let A be an m × d real matrix of rank m ≤ d, and let A be the d × m real matrix so that AA is the m × m identity matrix. There exists a nonzero point
We prove this result by deriving sparse versions of Minkowski's Convex Body and Linear Forms Theorems for parallelepipeds. There are many situations when the bound of Theorem 2.4 and the naive bound √ m |A| are comparable, but there are also many cases when the bound of (12) is substantially better than that of (11). We demonstrate several such examples at the end of Section 6. We are now ready to proceed.
An integer matrix

Let us fix positive integers
m be a collection of vectors such that no m of them are linearly dependent. Define Notice that the condition that no m of a 1 , . . . , a d are linearly dependent is equivalent to the condition that all Plücker coordinates of A are nonzero.
s , then at most s of coordinates of x are nonzero, assume these are x j1 , . . . , x js for some
Ax = x j1 a j1 + · · · + x js a js = 0, since s ≤ m and no m vectors among a 1 , . . . , a d can be linearly dependent. Since Ax is a nonzero integer vector, its Euclidean norm has to be at least 1.
Since m corresponds to the compressed dimension, we typically fix d and ask for m to be as small as possible, or equivalently, fix m and ask how large d can be. It is clear that for any fixed m we can take d to be as large as possible, however this will force |A| to grow. A simple argument shows that for any m and d it is always possible to construct an m × d integer matrix A = (a ij ) with all Plücker coordinates nonzero and
Indeed, we can let P (A) = P (a ij ) to be the product of determinants of all m × m submatrices, and then notice that this polynomial cannot vanish "too much". Specifically, P is a polynomial in md variables a ij and its degree in each of the variables is 
. , t/2}
md (see, for instance Lemma 2.1 of [Alo99] ). Hence there must exist a matrix A = (a ij ) with all the entries ≤ t/2 in absolute value such that P (A) = 0.
On the other hand, our Theorem 2.2 implies a much better bound on |A| in terms of m and d: notice that (9) guarantees the existence of an m × d integer matrix A with all nonzero Plücker coordinates so that
2 . Let us now turn to the proof of this theorem.
Proof of Theorem 2.2. As we discussed above, condition (7) is equivalent to saying that all Plücker coordinates of A are nonzero. The fact that such m×d integer matrices exist with m < d and |A| = 1 is immediate: for any m take m × (m + 1) matrix with first m columns being standard basis vectors in R m and the last column being (1 . . . 1) . To obtain better results stated in (8) and (9) we use probabilistic arguments.
To prove (8) we need the following result from [BVW10] (Corollary 3.1). Let M m be an m × m matrix whose entries are independent copies of a random variable µ taking value 0 with probability 1/2 and values −1 or 1 with probability 1/4. Then the probability that matrix M m is singular is at most (1/2 − o (1)) m . Form an m × d random matrix A by taking its entries to be independent copies of µ. Note that |A| = 1 and any m columns of A form a matrix distributed according to M m . Therefore the probability that any m × m submatrix of A is singular is at most (1/2 − o (1)) m . Since the number of such submatrices is d m we have (by union bound) that the probability that A contains an m × m singular submatrix is at most
To bound this probability we use the following well known estimate on the binomial coefficients (see, e.g, Chapter 15 of [AS08] ). Let
be the binary entropy function, then This matrix has |A| = 1 and one can easily check that all its Plücker coordinates are nonzero, as required. Then for s ≤ 3 and any x ∈ Z 6 s , Ax ≥ 1. Note also that the maximal Euclidean norm of the row vectors of A is ≈ 2.45 and its smallest singular value is 1/ √ 2.
Algebraic matrix construction
Here we extend our construction over number fields, proving Corollary 2.3. Let 1 ≤ m ≤ d be rational integers, and let K be a number field of degree m over Q with embeddings id = σ 1 , σ 2 , . . . , σ m , where by id we mean the identity map on K. Write O K for the ring of algebraic integers of K. Let d > 1 and
to be an m × d matrix over K, and for each 1
be the linear form with coefficients σ i (α 1 ), . . . , σ i (α d ), corresponding to the i-th row of A.
Lemma 4.1. Let the notation be as above, and suppose that Z ⊆ Z d is a signal space such that L 1 (x) = 0 for any 0 = x ∈ Z. Then for each x ∈ Z, Ax ≥ √ m, where stands for the usual Euclidean norm.
Proof. Notice that for a vector
Now suppose 0 = x ∈ Z, then L 1 (x) = 0, and hence L i (x) = 0 for all 1 ≤ i ≤ m. Then, combining (19) with AM-GM inequality, we obtain:
The result follows.
With Lemma 4.1 in mind, we can now propose the following explicit construction. Let α 1 , . . . , α d ∈ O K be such that no m of them are linearly dependent over Q. For this choice of α i 's, let A be as in (17) We now want to find specific constructions of such a matrix A so that the absolute values of its entries are small. Let us start with a small basis for K; we can, for instance take a power basis, i.e. if K = Q(θ) for an algebraic integer θ, then 1, θ, θ 2 , . . . , θ This finishes the construction of matrices A as in Corollary 2.3, hence proving this corollary.
Example 2. Let m = 3, d = 6, and take K = Q(θ), where θ = 2 1/3 , then
Let k = 1 and take B to be the transpose of the matrix (16) from Example 1, i.e.
The number field K has three embeddings, given by θ → θ, θ → ξθ, and θ → ξ 2 θ, where ξ = e 2πi 3
is a third root of unity, i.e. θ is mapped to roots of its minimal polynomial by injective field homomorphisms that fix Q. Hence we get the following 3 × 6 matrix, as in (17):
Remark 3. Note that every 3-column submatrix of this matrix A is full-rank, and so the matrix contains no 3-sparse signal (integer or real-valued) in its null-space. However, the smallest singular value of this matrix A is 0.2736 √ 3; thus, one can only guarantee the norm bound for integer valued signals. Figure 1 shows results for classical methods and their reconstruction performance using this matrix. These methods include L1-minimization [CRT06] , Orthogonal Matching Pursuit (OMP) [TG07] , simple least-squares (LS solves min z Az − b ), and simple Hard Thresholding (which estimates the support as the largest [in magnitude] entries of A T b and then applies least-squares using that submatrix). These plots highlight the fact that although theoretical reconstruction is guaranteed, novel (efficient) reconstruction methods need to be created for these types of matrices and signals.
Remark 4. Let us remark on how we would use Lemma 4.1 in practice to guarantee robust recovery of sparse signals. We will continue the illustration with Example 2 for concreteness. Note that this example constructs a 3 × 6 matrix A with bounded entries such that for any non-zero y ∈ Z 6 3 we guarantee that Ay ≥ √ 3. So, let x ∈ Z 6 1 be given, and take noisy measurements b = Ax + e where the noise obeys e < Remark 5. It is also possible to construct a 1 × d algebraic matrix A with Ax bounded away from 0 for integer signals, but with the bound depending on x and d. Specifically, if K is a number field of degree d with real algebraic numbers
where C s is an explicit constant depending on s, d, and α 1 , . . . , α d . This result follows from the argument of Section 3 of [FM17] , essentially constructing a class of badly approximable linear forms. More information on such linear forms can be found in [Sch80] , pp. 36-46. For some more recent information on this subject see, for instance [Ben96] . Reconstruction results for the matrix described in Example 2 using L1-minimization (L1), Orthogonal Matching Pursuit (OMP), Hard Thresholding (HT) and least-squares (LS). Signals were generated with random support, and entries followed a Gaussian distribution with mean 0 and variance σ 2 = 25 and were then rounded to the nearest integer. Right: Average (L2) reconstruction error when zero-mean Gaussian noise was added to the measurements y = Ax before reconstruction, with σ = 0.5 (L1 results not shown due to lack of convergence). Reconstruction results for the matrix described in Example 2 using brute force closest vector problem (CVP) approach. Signals were generated with random support, and entries were integers uniform between -1 and 1 (left) or -5 and 5 (right). Gaussian noise was added to the measurements y = Ax before reconstruction, at various levels. Note that our theory for this 3 × 6 matrix only guarantees exact reconstruction of s = 1-sparse signals and for noise at most √ 3/2 ≈ 0.866 (see Remark 4). Our experiments seem to show success slightly beyond this guarantee.
Reconstruction algorithm
Let us also say a few words about the reconstruction algorithm for our matrix construction in the situation when s = m. First recall the Closest Vector Problem (CVP) in some n-dimensional Euclidean space R n . This is an algorithmic lattice problem, which on the input takes a matrix C ∈ GL n (R) and a point y ∈ R n and on the output returns a point x in the lattice Λ := CZ n such that On the other hand, suppose we had an oracle for a reconstruction algorithm with the error bound α, call it RA. Given a point y ∈ R m , make a call to RA oracle, returning a vector x ∈ Z d m . Compute z = Ax, then z is in one of the lattices Λ I1 , . . . , Λ It , and, assuming that z − y < α/2, we have
Hence z is a CVP solution for y in t j=1 Λ Ij . In other words, the problem of reconstructing the sparse signal from the image under such a matrix A in R m has essentially the same computational complexity as CVP in R m . It is known [MV13] that CVP in R m can be solved by a deterministic O(2 2m ) time and O(2 m ) space algorithm, or by a randomized 2 m+o(m) -time and space algorithm [ADSD15] , which gives an idea of the complexity of our reconstruction algorithm. Classical compressed sensing methods offer far more efficient complexity, but also require the sparsity level s to be much less than m. Our framework allows any s ≤ m, which is a much taller order.
Sparse geometry of numbers
In this section we prove Theorem 2.4. We first recall Minkowski's Convex Body Theorem. 
and the m-dimensional volume of the section
by Lemma 6.2. Now notice that P A ∩ V I is a convex 0-symmetric set in V I . Let Λ I = V I ∩ Z d be the full-rank integer lattice in V I , so det Λ I = 1. Hence, by Theorem 6.1, P A ∩ V I contains a nonzero point of Λ I . Since
We can now prove a sparse version of Minkowski's Linear Forms Theorem. 
be the linear form with entries of the i-th row of B for its coefficients. Let c 1 , . . . , c d be positive real numbers such that for some
Then there exists a nonzero point
Proof. Define a d × d diagonal matrix D with diagonal entries 2c 1 , . . . , 2c d , and let A = B −1 D. Then Hence, by Proposition 6.3, there exists a nonzero point x ∈ P A ∩ Z Proof of Theorem 2.4. Theorem 2.4 now follows from Corollary 6.5.
We will now give a few examples of matrices with column vectors having equally large sup-norms for which the bound of Theorem 2.4 is better than the naive bound (11). 
and so the bound of (12) is 7651.170..., which is better than 86602.540..., the bound given by (11). Let d = 8, m = 4, and let A 3 =     6 13 13 11 6 12 11 10 7 12 6 13 7 11 11 9 8 11 12 9 12 12 12 11 13 10 7 8 13 13 13 13 
and so the bound of (12) is 2.412..., which is better than 26, the bound given by (11).
