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ABSTRACT 
The purpose of this note is to describe some properties of a particular positive 
definite Toeplitz matrix of arbitrary order, which we call the prolate matrix. This 
matrix arises naturally in signal processing, and it is extremely ill conditioned. 
Moreover, its eigenvalues exhibit rather unusual behavior, making it a very useful test 
matrix for computational algorithms. 
1. INTRODUCTION 
We consider finite segments A, of the singly infinite symmetric Toeplitz 
matrix 
A, = 
a, a1 ... 
a, a, *** 
. (1.1) 
with a, = 294, ak = (sin Zrrwk)/rk for k = 1,2,. . , and 0 < w < $. The 
choice w = a leads for example to g = (i, l/r, 0, - l/&r, 0,1/59~, 0, ... >. 
We call such a matrix a prolate matrix. 
These matrices arise naturally in signal processing, as we will see in the 
next section. However, they turn out to possess remarkable spectral and 
conditioning properties, which make them 
merical algorithms. 
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As a first step towards understanding this behavior, consider the periodic 
spectral function 
cc 
g(0) =a,+2 c akcoskO 
k=l 
(1.2) 
associated with any Toeplitz matrix of the form (1.1). In this case, 
g(0) y!&(e) =2w+2 5 
sin 2rrwk 
ok cos ke, 
k=l 




0 I /e/ I2rru;, 
) 2rrw < lOI< 7r 
In general, the range of the spectral function g( 8) gives the spectrum of 
the operator A,, which is in some sense approximated by the eigenvalues of 
A,, for n large. Here, the range of g,(B) consists of the two points zero and 
one, and as we will see in Section 3, the eigenvalues of A,, cluster near these 
points rather dramatically. 
Of course, the discontinuity in g,(B) is closely related to the slow 
convergence of Ink} to zero as k + a. Notice in particular that g,(8) is not 
even in the Wiener class (which requires the {ak} to be absolutely conver- 
gent), and hence the analysis presented in Chan and Strang [2], concerning 
convergence of a conjugate gradient iterative method with circulant precondi- 
tioner for Toeplitz matrices, does not apply. In fact, the behavior of this 
method on linear systems involving prolate matrices is unlike that reported in 
[2], and we expand on this in Section 4. We also report some unusual 
behavior of the Levinson algorithm applied to these systems. 
Finally, in Section 5 we discuss the problem of accurate computation of 
the eigenvectors or invariant subspaces of A,,, and discuss the relationship of 
A,,, with a commuting tridiagonal matrix T,Z. 
2. BACKGROUND ON THE PROLATE MATRICES 
In a series of four papers in the Bell System Technical Journal in the 
1960s Landau, Pollak, and Slepian analyzed the properties of “prolate 
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spheroidal wave functions.” Finally, in 1978, Slepian [9] extended this work to 
the discrete case: basically he was interested in l,---sequences {h,)“_, whose 
spectrum 
H(~) = 2 hke2Tikm 
--m 
is band-limited, that is, sequences with 
H(o) =o for + > loI> w. 
Notice we need only consider ]w] I k, as H(o) is I-periodic, and thus the 
possible w’s are the range 0 < w < i. In particular, Slepian was interested in 
concentrating the energy of such a band-limited sequence-that is, making 
{h,} differ from zero significantly only for a small k-range. The sequences 
which maximize this concentration for a given bandwidth w are extensions of 
the maximal eigenvectors of A,, called discrete prolate spheroidal sequences, 
and their concentrations are the corresponding eigenvalues. 
If the eigenvalues {A$“‘]; of A,, are numbered in increasing order, with 
corresponding eigenvectors {u”‘);, then Slepian shows 
(1) 0 < h’,“’ < ... < A’,‘“’ < 1; 
(2) the {u(Q);” form a totally positive system. 
Positivity of the eigenvalues is easily seen from the relation 
u*Au = 
for general symmetric Toeplitz matrices A, which in this case gives 
which is positive as long as u_ f 0. See Slepian [9, p. 14041 and Grenander 
and Szegii [6, p. 631. 
The fact that these prolate sequences concentrate the energy of band- 
limited sequences makes them very interesting for various applications. For 
example, using them as the basis for scrambling transformations leads to a 
negligable expansion of bandwidth for privacy encoding (see Wyner [ll]). 
Other applications are described in the references for [9]. 
272 J. M. VABAH 
3. SPECTRAL PROPERTIES OF A, 
The classical results for eigenvalues of Toeplitz matrices of Szegii and 
Widom [6, p. 65 ff.] gi ve some indication of the behavior of the {h$“‘}. For 
example, if ~(a, b, n) is the number of eigenvalues of A,, contained in 
[n, b], then 
lim 1 v(n, b, n) = & fl(n, b), 
n+= n 
where n(a, b) is the measure of the set of B’s where a I g(B) I b. 
In our case, g(0) = g,(B) 1s a step function, and hence for any 0 < u < 
b < 1, (l/n>v(a, b, n> + 0. Thus the {At”)} cluster near zero and one. 
However, the behavior is much more striking than this result indicates. 
We first list in Table 1 the eigenvalues for n = 21, u; = i, computed with 
roundoff level lo-‘s. For smaller (larger) values of w, the eigenvalues are 
skewed more towards zero (one). Notice also that the eigenvalues are 
TABLE 1 
it’ = 21 EIGENVALUES 
0.2881847419841249E - 14 
0.6839554045272815~ - 12 
0.6882217750308112~ - 10 
0.4210702907696265E - 08 
0.1746485400647242~ - 06 
O.t5178682328404196E - 05 
0.112.5593900742084E - 03 
0.1797738232868411E - 02 
0.2034272010636045~ - 01 
0.1428615368518855~ + 00 
0.4999999999999989E + 00 
0.8~571384631481134E + 00 
0.9796572798936392~ + 00 
0.9982022617671331~ + 00 
0.9998874406099247E + 00 
0.9999948213176709E + 00 
0.9999998253514589E + 00 
0.9999999957892964E + 00 
0.9999999999311781E + 00 
0.9999999999993159E + 00 
0.9999999999999964E + 00 
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symmetric about 0.5; for general w, 
/q)(W) = 1 - A(,“!,_,(+ -w). (3.1) 
Slepian [9, p. 13871 gi ves the following asymptotic results for Av)(w) as n 
becomes large: 
(1) For fmed (small) k, 
Ap)(i - w) = 1 - Av$l_k(~) = p(k, n,w)emY”, (3.2) 
where 
y = log 
&+G 
i I l&-J;;; ’ CY = 1 - cos27rw, 
p(k,n,w) = J;;(k _ 1)!2(14k-5)/4Cy(2k-1)/4(2 _ a)-(k-1/2)nk-W. 
Hence, for example, with w = a, 
= 1.76. 
Notice that this means that the spectral condition number 
1 
~~4W) = p(k, n,w> eyn 
(2) For fixed k/n = I(1 - 2w)(l - r)] with 0 < r < 1, 
(3.3) 
where c(r) depends on r and w. 
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(3) In the transition region (near k/n = 1 - 2~) where the eigenvalues 




Thus we see that the eigenvalues cluster exponentially to the limits zero and 
one, and that the transition region consists of only O(log n> eigenvalues. 
4. APPLICATION TO LINEAR SYSTEMS 
Clearly the prolate matrix is a good test matrix for linear system solvers, 
and in particular Toeplitz solvers, as it is very ill conditioned; K( A,) z ey”, 
and for n = 21, K E lOI for w = 0.25. 
First, consider the circulant-CG method of Chan and Strang [2]: this is 
an iterative method of conjugate gradient type, using a circulant precondi- 
tioner C. Each CG step takes O(n log n) operations, and they show in [2] 
that the number of CG steps required is independent of n provided: 
and 
min g( 0) > 0. (ii) 
Unfortunately, as we have already seen, neither (i) nor (ii) holds for the 
prolate matrix. The actual behavior of this algorithm on prolate systems is 
disappointing. First of all, the circulant matrix C used in [2] (by matching the 
central n diagonals with those of A) is not necessarily positive definite, and 
in fact for many prolate systems it is not. Thus the alternative C due to T. 
Chan [3] was used, where the diagonals are defined by 
(n-k)ak k 
C k= + -an-k. n n 
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R. Chan has shown that this circulant is always positive definite when A is, 
since the eigenvalues can be shown to be Fejer sums of the truncated Fourier 
series. See also [lo]. 
However, even with this C, the algorithm behaves poorly; the exponential 
nature of the small eigenvalues of A is not matched by those of C, and thus 
the underlying matrix C -’ A is still very ill conditioned. Even after a full n 
iterations, the method does not converge for moderate values of n. 
The prolate matrix also provides a good test for the O(n”> Levinson 
algorithm (see for example Golub and van Loan [5, p. 1871). We computed 
results for prolate systems with w = a of ordersup to 12 = 21 (beyond which 
point the condition number is so large that iterative refinement no longer 
converges) using Levinson and Cholesky algorithms for various data vectors 
b, on an IBM mainframe where 7 = 2.2 X 10-16. In most cases, the results 
were comparable (both methods gave residuals with ]]r]l/]]xll = r]), but not 
always. For n = 21, and for data vectors b not reflecting the ill-conditioning 
(i.e. vectors with small components in the eigenvectors corresponding to the 
small eigenvalues), the errors and residuals for Levinson’s method are as 
much as four orders of magnitude larger than for Cholesky’s. 
As an example, consider the data vector b = u(i3), the eigenvector 
corresponding to A,, - (21) y 0 980. The results were as follows: 
II? - Xll/ll~llcc Il~ll~/ll~llm 
Cholesky 3.5 x 1o-4 3 x lo-l6 
Levinson 1.3 8 x lo-" 
For this matrix K = 7 X 1014, and for this example JIrlJrn = 0.42. Results 
were comparable for other “large” eigenvectors as data vectors; for “small” 
eigenvectors, errors for Cholesb and Levinson were about the same. 
Notice that these results imply that the Levinson method (unlike the 
Cholesky) does not always give a small backward error: for the above 
example, X is the exact solution of (A + 6A)Z = b + 6b with /ISA]], l]sb]] 
= lo-“, not lo-l5 as expected. 
In [4], Cybenko showed that the residuals (and hence backward errors) of 
the Levinson and Cholesky methods are comparable for the special case of 
the Yule-Walker equations (a special data vector) when the intermediate 
quantities {Kj} (or {$ in [5]> are positive. Neither restriction holds for our 
example: the Yule-Walker equations give a large solution X, and for the 
prolate matrix with w = i, the Kj or crj alternate in sign, and in fact appear 
to approach f l/ a. In the Levinson algorithm, there appears to be 
cancellation of about four figures in the very last step. 
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More recently, the author has been made aware of a fast Toeplitz solver 
[ O( n”)] which computes approximate Cholesky factors (see [l]), and which is 
claimed to be as stable as the Cholesky algorithm. This method, applied to 
the prolate matrix, did indeed give results comparable to the Cholesky in all 
cases. It would be interesting to test results for other “superfast” Toeplitz 
algorithms as well. 
5. COMPUTATION OF THE EIGENSYSTEM 
The clustering of the eigenvalues of the prolate matrix near zero and one 
means that the individual eigenvectors are very ill conditioned. Yet accurate 
evaluation of these individual eigenvectors is desired in order to compute the 
band-limited sequences mentioned in Section 2. Fortunately, A, commutes 




This fact was known to Slepian [9], and later Griinbaum [7] gave complete 
conditions for a Toeplitz matrix to commute with a symmetric tridiagonal 
matrix. T, has well-separated eigenvalues, and hence its eigenvectors (which 
are also A,‘s eigenvectors) are well conditioned and thus able to be com- 
puted accurately. 
As well, since A,, and T, commute and are simple matrices, there must 
be a functional relationship between them of the form 
A,, =fn(Tn). 
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TABLE 2 
n maxlR,(i, .]>I II R,,llCC 
10 .85 x lo-” .21 x lo-” 
20 .15 x 10-a .72 x 1O-3 
30 .51 x 10-4 .39 x 10-a 
40 .24 x 1O-4 .25 x 1O-3 
(See for example Section 12.4 of Lancaster and Tismenetsloj [8].) Of course, 
for any fixed n, the function f,,(t) can be a polynomial of degree less than or 
equal to n, but it is of interest to consider the possibility of an asymptotic 
relationship as n + 03. 
We cannot find such a relationship for arbitrary w, but for the special 
case w = i, we have the following conjecture: 
We have computed these matrices for various values of n, and it appears that 
if R, = A,, - i[ Z + tanh (n-/n)T,l, then 
rn]r.x 1 R,(i, j)) = 0( nP5/2) and llR,& = 0( ne3/‘) 
Results are shown in Table 2. 
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