[1] In the past two decades significant progress has been made toward the application of inverse modeling to estimate the water retention and hydraulic conductivity functions of the vadose zone at different spatial scales. Many of these contributions have focused on estimating only a few soil hydraulic parameters, without recourse to appropriately capturing and addressing spatial variability. The assumption of a homogeneous medium significantly simplifies the complexity of the resulting inverse problem, allowing the use of classical parameter estimation algorithms. Here we present an inverse modeling study with a high degree of vertical complexity that involves calibration of a 25 parameter Richards'-based HYDRUS-1D model using in situ measurements of volumetric water content and pressure head from multiple depths in a heterogeneous vadose zone in New Zealand. We first determine the trade-off in the fitting of both data types using the AMALGAM multiple objective evolutionary search algorithm. Then we adopt a Bayesian framework and derive posterior probability density functions of parameter and model predictive uncertainty using the recently developed differential evolution adaptive metropolis, DREAM ZS adaptive Markov chain Monte Carlo scheme. We use four different formulations of the likelihood function each differing in their underlying assumption about the statistical properties of the error residual and data used for calibration. We show that AMALGAM and DREAM ZS can solve for the 25 hydraulic parameters describing the water retention and hydraulic conductivity functions of the multilayer heterogeneous vadose zone. Our study clearly highlights that multiple data types are simultaneously required in the likelihood function to result in an accurate soil hydraulic characterization of the vadose zone of interest. Remaining error residuals are most likely caused by model deficiencies that are not encapsulated by the multilayer model and can not be accessed by the statistics and likelihood function used. The utilization of an explicit autoregressive error model of the remaining error residuals does not work well for the water content data with HYDRUS-1D prediction uncertainty bounds that become unrealistically large.
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Introduction
[2] Accurate modeling of vadose zone flow and transport processes requires detailed knowledge of the water retention and unsaturated soil hydraulic conductivity function of the considered soil domain. Most of the early work reporting on the determination of the hydraulic properties of unsaturated soils uses relatively simple static or steady state experiments on small soil cores or columns [e.g., van Genuchten and Leij, 1989; Dane and Hopmans, 2002] . These laboratory experiments have the advantage of being relatively cost effective and simple to implement and have therefore found widespread application and use for vadose zone characterization [Peters and Durner, 2006 ]. Yet, most direct methods rely on hydrostatic equilibrium conditions and are therefore relatively time consuming. Furthermore, their design is almost always composed of controlled boundary conditions to satisfy the assumptions of corresponding analytical solutions. This has the potential to introduce error when the inferred hydraulic properties are used under dynamic (time-varying) boundary conditions observed in the field. Finally, and perhaps most important, hydraulic properties derived from direct methods on small soil samples are not representative for the key hydrological processes at larger spatial scales observed in the field [e.g., Ritter et al., 2003; Zhang et al., 2003; Vereecken et al., 2008; Mirus et al., 2009] .
[3] Significant advances in computational capabilities in the 1980s have stimulated research on the use of inverse modeling for the estimation of the retention and unsaturated soil hydraulic conductivity functions. Parameter estimation using inverse modeling accommodates more flexible experimental conditions than required for the static or steady state flow methods, thereby potentially enabling a more realistic characterization of the hydraulic properties of the considered soil domain [e.g., van Genuchten and Leij, 1989; Coppola, 2000; Hopmans et al., 2002; Köhne et al., 2002 Köhne et al., , 2006 Bitterlich et al., 2004; Peters and Durner, 2006; Vogel et al., 2008; Figueras and Gribb, 2009; Puhlmann et al., 2009; Botros et al., 2009] . However, when using an inverse modeling approach, the soil hydraulic properties can no longer be derived by direct or closed-form inversion, as applicable to steady state and static experiments, but only be meaningfully derived by trial-and-error using an iterative approach. In this iterative process, the soil water retention, ðhÞ ½L 3 L À3 ; and unsaturated soil hydraulic conductivity functions, K(h) [LT À1 ], are determined from repeated numerical simulation of the governing Richards' equation [Richards, 1931] CðhÞ @h @t ¼ r Â KðhÞrðh þ zÞ ½ À Sðx; y; z; tÞ; ð1Þ thereby minimizing the difference between observed-and model-predicted variables. These variables include measurements of volumetric water content and/or pressure head at a given spatial location (depth). In equation (1) ] is a volumetric sink term representing sources and/or sinks of water. For isotropic soils, the tensor K simplifies to a scalar that is a function of the pressure head and the spatial coordinates (heterogeneity). The iterative approach places a much heavier demand on computational resources, particularly if the forward model requires significant time to run. Note that both the soil water retention and unsaturated soil hydraulic conductivity function are highly nonlinear with h and K varying orders of magnitude over the water content range observed in the field.
[4] Nowadays, inverse modeling is a frequently employed approach to estimate effective parameters of the soil hydraulic functions. This development is based on recent advances of the inverse method [e.g., Beven and Freer, 2001; Tang et al., 2006; Gallagher and Doherty, 2007; Vrugt et al., 2008a; Doherty, 2009; Zhang et al., 2009; Tonkin and Doherty, 2009] . However, only a limited number of studies use in-situ observations of state variables that are measured under natural (noncontrolled) flow and boundary conditions to ensure consistency of the calibrated model with the scale of interest. The majority of these field studies apply water content as the only calibration target [e.g., Dane and Hruska, 1983; Bouten, 1999, 2000; Scott et al., 2000; Ritter et al., 2003; Wollschläger et al., 2009 ]. Yet, a review by Vereecken et al. [2008] suggests that water content data is insufficient to provide an accurate characterization of the hydraulic properties at the field scale and that, in general, model inversions require additional information to provide accurate estimates of the water retention and hydraulic conductivity functions. This reasoning is in line with laboratory work by Eching and Hopmans [1993] on multistep outflow experiments. They demonstrated an improved compliance of inversely estimated hydraulic functions with their actual measured counterparts if outflow rates and tensiometer data are simultaneously used.
[5] Examples of studies that use multiple calibration data types simultaneously for vadose zone characterization includes the work of Verbist et al. [2009] who estimated the retention function of a hillslope soil from field measurements of soil moisture, cumulative infiltration, but retention parameters derived from laboratory experiments with 100 cm 3 soil samples. Abbasi et al. [2003a Abbasi et al. [ , 2003b derived flow and transport parameters from observed time series of water content and bromide extracts of soil samples. Zhang et al. [2003] applied the inverse method to a drainage experiment in a large steel caisson repacked with a sandy soil. All the van Genuchten [1980] hydraulic parameters were well-defined when water content and pressure head data were jointly used. This is consistent with findings in earlier work on laboratory outflow and evaporation experiments [Eching and Hopmans, 1993; Romano and Santini, 1999] . Abbaspour et al. [2000] also derived soil hydraulic properties using simultaneous water content and pressure head measurements simultaneously from an irrigation and drainage experiment under controlled boundary conditions. Mirus et al. [2009] jointly used both water content and tensiometric field data from ponded infiltration experiments to infer soil hydraulic properties of desert soils. To the best of our knowledge, the work by Jacques et al. [2002] is the closest to our study presented herein in that it also uses in situ observations of two different measurement types under noncontrolled boundary conditions to retrieve the soil hydraulic properties. However, Jacques et al. [2002] used a rather outdated stepwise, gradient-based parameter estimation method for soil hydraulic characterization. This method was run sequentially for each individual soil layer to reduce the dimensionality of the inverse problem and maximize chances of finding the minimum of the objective function. Such an approach ignores possible parameter interactions between individual soil layers, and does not appropriately infer and communicate uncertainty of the soil hydraulic properties. To the best of our knowledge, very few field studies have measured multiple different measurement types for soil hydraulic characterization in conjunction with modern parameter-estimation methods.
[6] With the ever increasing interest in larger spatial scales, model, boundary condition, and measurement errors are becoming increasingly important. Indeed, Vereecken et al. [2008] concluded that well-defined boundary conditions and representative observations are a prerequisite to obtaining representative soil hydraulic properties at larger spatial scales. This poses problems, because at the field and watershed scale, subsurface hydraulic properties and forcing conditions, such as rainfall, typically exhibit considerable spatial and/or temporal variability. Such uncertainty is typically neglected in the inverse analysis and needs to be properly treated to derive representative soil water retention and hydraulic conductivity functions, including reasonable estimates of their corresponding uncertainty.
[7] In the past decade, Bayesian approaches have become increasingly popular in the field of hydrology for statistical inference of parameters, state variables, and model output prediction. The Bayesian paradigm provides a simple way to combine multiple probability distributions using Bayes theorem. In a hydrological context, this method is suited to systematically address and quantify the various error sources within a single cohesive, integrated, and hierarchical method [Vrugt et al., 2008b] . To successfully implement the Bayesian paradigm, sampling methods are required that can efficiently summarize the posterior probability density function (pdf). This distribution combines the data likelihood with a prior distribution using Bayes theorem, and contains all the desired information to make statistically sound inferences about the uncertainty of the individual components in the model. Unfortunately, for most practical hydrological problems this posterior distribution cannot be obtained by analytical means or by analytical approximation. Iterative approximation methods, such as Markov chain Monte Carlo (MCMC) sampling, are therefore required to generate samples from the posterior distribution.
[8] In this study we use recent algorithmic advances in nonlinear parameter estimation and calibrate a multilayer Richards'-based vadose zone model using joint measurements of water content and pressure head data collected from multiple depths in a heterogeneous vadose zone in New Zealand. These observations were made under naturally occurring flow regime and boundary conditions. Our inverse problem uses the van Genuchten [1980] soil hydraulic model and simultaneously estimates the 25 most important hydraulic parameters of the HYDRUS-1D model that jointly characterize the retention and unsaturated soil hydraulic conductivity functions of the heterogeneous vadose zone profile. A Pareto analysis with the AMALGAM evolutionary search method is used to determine the trade-off in the simultaneous fitting of water content and pressure head data, whereas MCMC sampling with DREAM ZS is adopted to determine the statistical uncertainty (posterior pdf) of the soil hydraulic parameters associated with the use of a particular objective function. This results in an ensemble of hydraulic characterizations that are each consistent with the experimental data. The posterior parameter distributions are interpreted and used to derive estimates of model predictive uncertainty. The complexity of the inverse problem considered herein lies in the dimensionality of the parameter space, and the use of two different data types (pressure head and water content) that are measured at multiple different depths in the soil, and partly contain contrasting information about the soil hydraulic properties of individual layers.
[9] The remainder of this paper is organized as follows. Section 2 provides a condensed description of the material and methods used in our inverse modeling study. We first present a brief overview of the Spydia field site in New Zealand, followed by some information about the experimental data collection. Then we describe the HYDRUS-1D model that is being used as a representation of the Spydia vadose zone in our inverse analysis, and present the Pareto analysis with the AMALGAM algorithm. After this, we describe our Bayesian framework and summarize Bayes theorem, maximum likelihood theory, and MCMC sampling for posterior inference of the hydraulic parameters. Section 3 reports the main results of our study. In our discussion, we use four different formulations of the likelihood function each differing in their underlying assumption about the statistical properties of the error residuals and the data used for calibration of the heterogeneous profile. Finally, in section 4 we summarize our findings and provide conclusions.
Materials and Methods

Experimental Setup and Field Data
[10] The experimental data originates from the Spydia experimental site located in the Tutaeuaua subcatchment (Landcorp's Waihora Station, E 175.79977, S 38.61423) north of Lake Taupo, New Zealand. The site was established in 2005 on a sheep and beef farm under pastoral land use to investigate the water and solute movement through the vadose zone and the transformation processes occurring in the profile. The vadose zone materials at Spydia encompass a young volcanic soil (0 -1.6 m depth) which belongs to the Oruanui loamy sand series (Podzolic Orthic pumice soil) developed on the underlying unwelded Taupo Ignimbrite (TI, 1.6 -4.2 m). Two older buried Palaeosol layers (PS, 4.2 -5.8 m depth) and unwelded Oruanui Ignimbrite (OI) follow below.
[11] Simultaneous measurements of tensiometric pressure heads and volumetric water content were conducted throughout the vadose zone profile down to the permanently saturated zone. The water table exhibits seasonal and interannual fluctuations between 4.1 and 6.5 m below the ground surface. Altogether, 30 tensiometer (type UMS T4e, Munich, Germany, accuracy 0.05 m) and 3-rod TDR probes were installed horizontally from a cylindrical access caisson (7 m height, 2.3 m diameter) at the 0.4, 1.0, 2.6, 4.2, and 5.1 m depths and three rotationally equidistant locations. The 3-rod TDR probes (0.21 m rod length) were manufactured in-house and calibrated in the laboratory using calibration cells filled with in situ vadose zone material from the individual depths of installation [Stenger et al., 2007] . Tensiometer and TDR probes were installed in pairs at each site with a horizontal separation distance of about 0.15 m. The tensiometers and TDR probes are connected to a National Instruments FieldPoint cFP2010 controller and to a TDR100 unit with CR10X data logger (Campbell Scientific Inc., Utah, USA), respectively. Measurements were recorded at 15 min intervals.
[12] Daily values of potential evaporation were calculated by the Penman-Monteith equation [Allen et al., 1998 ] using data from the nearby (500 m distance) Waihora meteorological station. Based on data for the years 2005 -2010, annual potential evapotranspiration was estimated to be between 716 -841 mm, which is consistent with the location of the site. Precipitation was recorded event-based using a 0.2 mm bucket gauge that was installed on site (additionally to the pluviometer at the Waihora station). Rainfall measurements were integrated to hourly values for use in our HYDRUS-1D calculations. The annual measured rainfall within the above time period (that included both a drought summer and a wet year) varied between 1151 and 1736 mm. A detailed description of the Spydia experimental data and the setup of the experiment can be found by Wöhling et al. [ , 2009 . We refer to these publications for additional information about the location, the vadose zone characteristics, and the data collection methods.
[13] Uncertainty in estimates of potential evapotranspiration, actual evapotranspiration, and precipitation are likely to affect the outcome of the calibration. In this study we neglect these measurement errors of the forcing conditions, because initial analysis has convincingly demonstrated that HYDRUS-1D simulation results are considerably more sensitive to the choice of the spatial variability of soil hydraulic properties than to potential errors in the boundary conditions. Future work will include a more complete treatment of uncertainty and demonstrates how data errors of the boundary conditions influence the optimized retention and soil hydraulic conductivity functions.
Vadose Zone Model
[14] The HYDRUS-1D model solves for the one-dimensional solution of equation (1) in the Spydia vadose zone. HYDRUS-1D utilizes the Galerkin finite element method based on the mass conservative iterative scheme proposed by Celia et al. [1990] . The unsaturated soil hydraulic properties are described by the Mualem-van Genuchten [van Genuchten, 1980] 
where [L] signifies the air entry value. In this study we make the common assumptions of m ¼ 1 À 1/n and n > 1.
[15] The initial and boundary conditions used to solve equation (1) are
where h 0 (t) is the initial pressure head derived from linear interpolation of observed tensions at the 0.4, 1.0, 2.6, 4.2, and 5.1 m depths; h L (t) is the prescribed (observed) pressure head at the bottom boundary L ¼ À5.1 m (depth of the model is 5.1 m); q 0 (t) is the infiltration rate (here assumed to be equal to precipitation, with zero surface runoff); and h A and h s are the minimum and maximum pressure head allowed at the soil surface. To reduce sensitivity to state-value initialization, a spin-up period of 10 days appeared to be sufficient and was considered in all our model calibration runs. The initial conditions are described by equation (4). The initial pressure heads for the calibration/evaluation periods were À0.41/À0.87, À1.35/À1.21, À1.18/À1.12, À0.85/À1.00, and À0.44/À0.96 m at the 0.4, 1.0, 2.6, 4.2, and 5.1 m depths, respectively.
[17] Equation (5) describes the atmospheric boundary condition at the soil-air interface [ Simů nek et al., 1996] which switches between a prescribed flux condition and a prescribed head condition, depending on the prevailing transient pressure head conditions near the surface. Because the Spydia vadose zone has a relatively coarse texture with high infiltration capacity, we neglect overland flow caused by infiltration excess and use the limits h A ¼ À200 m and h s ¼ À0.02 m. The plant water uptake, S in equation (1), is simulated by the Feddes model [Feddes et al., 1978] using the HYDRUS-1D default parameters for grass [Wesseling et al., 1991] , a field-derived rooting depth of 0.35 m, and an assumed uniform root activity.
[18] More details on the model setup can be found by where we calibrated an ensemble of seven different soil hydraulic models that showed to improve predictability of measured pressure heads at the Spydia field site. The overall best performance of the MVG soil hydraulic model in this study informed our decision to use it in our current study.
Trade-Off in Fitting Water Content and Pressure Head Data
[19] The Mualem-van Genuchten [van Genuchten, 1980 ] soil hydraulic functions as defined in equations (2) and (3) contain a number of parameters whose values are a priori unknown and need to be specified for each individual layer. We estimate the hydraulic parameters by bi-objective optimization using time series of observed pressure head, h i , i ¼ 1, . . . , k and soil water content data i ; i ¼ 1; . . . ; k at the 0.4, 1.0, 2.6, and 4.1 m depths, respectively. The fit between HYDRUS-1D model predictions and their respective observations is determined using a pair of root-meansquare error (RMSE) objective functions
where u is a vector of d soil hydraulic parameters to be estimated, andĥ i ðuÞ; i ¼ 1; . . . ; k = i ðuÞ; i ¼ 1; . . . ; k denotes HYDRUS-1D model predictions of pressure head/water content at the respective measurement depths.
[20] Previous studies have shown that of the six MVG model parameters, the residual water content r is typically the least sensitive to the calibration data [Inoue et al., 1998; Zurmühl and Durner, 1998; Vrugt et al., 2001; Kelleners et al., 2005; Mertens et al., 2006] . To reduce the number of parameters to be W04510
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optimized, r is set to 0 throughout the soil profile in all our calculations reported herein. The saturated water content, s , is often approximated by the (calculated) total pore space. However, a portion of the total pore space does not contribute to water movement because some pores are not connected or are blocked. Therefore, the ''effective'' s is typically lower than the total porosity. It has been shown previously that not only the shape parameters of the retention function and n, but also the shape of the hydraulic conductivity function determines the model's ability to simultaneously reproduce time series of pressure head data at different depths of the vadose zone profile. For example, model simulations utilizing K s values derived from laboratory analysis of small-scale soil samples and pore connectivity parameters fixed at l ¼ 0.5, resulted in a poor fit to pressure head data because of an overestimation of drainage from the profile . The common assumption of l ¼ 0.5 was reviewed by Schaap and Leij [2000] , who report a wide range of values fitting to different data sets and conclude that l should be treated as an empirical parameter.
[21] In the current modeling approach, we therefore estimate the following soil hydraulic parameters : s , , n, K s , and l for each individual layer. The total number of parameters therefore becomes d ¼ 25.
[22] It is unlikely that a single combination of the hydraulic parameters exists that simultaneously minimizes both objective functions. To provide insights into the fitting of the pressure head and water content data, our first optimization run, hereafter referred to as A1, is conducted to find the set of nondominated, efficient, or Pareto optimal solutions corresponding to F 1 (u) and F 2 (u). To provide a representative sample of the Pareto front, we transform F 1 and F 2 so that the minima of the objectives exhibit a similar distance to the origin [e.g., Mertens et al., 2006] 
whereF j is the normalized objective function of the j th objective (j ¼ 1, pressure head; j ¼ 2, volumetric water content), j is the standard deviation of the j th objective function of the initial sample, and j is a transformation constant given by
[23] Our bi-objective run thus considers
[24] We use AMALGAM, a multialgorithm genetically adaptive search method, to solve for the Pareto analysis problem expressed in equation (10). This method was shown to be most efficient in a comparative study of multiobjective search algorithms . AMAL-GAM combines two concepts, a simultaneous multimethod search and a self-adaptive offspring creation, to ensure a reliable and computationally efficient solution to multiobjective optimization problems. The sole algorithmic parameter to be defined by the user is the population size which is set to s ¼ 100. The initial sample in AMALGAM was generated using Latin hypercube sampling [e.g., Iman, 1999] with the following lower and upper bounds of the various parameters:
[25] A total of 200,000 HYDRUS-1D model evaluations was deemed sufficient to explore the 25-parameter Pareto front that defines the trade-off between the fitting of the pressure head and water content data. These nondominated solutions have the property that moving from one solution to another results in the improvement of one objective while causing deterioration in the other (see, e.g., Gupta et al. [1998] and Deb [2001] for the Pareto concept). Consistent with earlier approaches [e.g., , a balanced solution from the final Pareto front is isolated, i.e., the solution where the overall RMSE of the two objectives is at its minimum. This solution is subsequently referred to as a compromise solution. Detailed information about the calibration method, the AMALGAM algorithm, and its parameterization have been reported by Vrugt and Robinson [2007] , , and is therefore not repeated here.
[26] Two other criteria are used in addition to the RMSE to evaluate model performance : the coefficient of determination R 2 , and the coefficient of efficiency, C e [American Society of Civil Engineering, 1993] . Model predictions are considered satisfactory if the values of R 2 and C e are close to unity. Note that C e may become negative if the mean square error exceeds the variance of the observations [Hall, 2001] .
Parameter Inference Using Bayes Theorem for Individual Data Types
[27] In section 2.3., we presented the results for a biobjective formulation of the optimization problem using two different root-mean-square error -based measures that individually describe the fit to soil water content and pressure head data. In this approach, all parameter combinations that constitute the Pareto front are considered equally likely and the selection of a single preferred solution would depend on the weight the modeler gives to the fitting of the two different objectives. Various approaches have been developed in the literature to pick a single solution from the entire set of nondominated or Pareto solutions. A common approach is to normalize each objective function between 0 and 1 and select a preferred solution by minimizing the Euclidean distance of the Pareto front (surface) to the origin. In this paper, we follow a different approach and use recent advances in posterior sampling to estimate parameter uncertainty. Specifically, we adopt a Bayesian approach and quantify parameter uncertainty using MCMC simulation of the posterior probability density function of the parameters. The objective functions are weighed by normalizing the observation data by their respective standard deviation. In section 2.4.1. we briefly describe the probabilistic inference scheme that we applied.
Bayes Theorem
[28] To explicate the Bayesian approach considered herein, let us consider the HYDRUS-1D model with symbol 
[30] The denominator, p(Ỹ) is the probability of producing the observed data,Ỹ. Since this term is very difficult to calculate on its own because it requires access to the exact data generating process, it is common practice to remove p(Ỹ) from equation (12) by the alternative formulation pðujỸÞ / pðỸjuÞ pðuÞ:
[31] The proportional symbol / indicates that the form of both distributions is similar, but with differing densities on the y axis. This ratio appears constant over the entire domain of u, simplifying posterior inference through Monte Carlo sampling.
[32] If we assume the error residuals to be uncorrelated and normally distributed with constant variance, 2 the data likelihood function, pðujỸÞ, can be calculated as
where y i (u) andỹ i ; i ¼ 1; . . . ; k denote the model predicted values and their corresponding observations, respectively. For algebraic simplicity and numerical stability, we prefer to use the log-likelihood function, 'ðujỸÞ, of equation (14) rather than pðujỸÞ
Posterior Parameter Distributions Inferred From Different Data Types
[33] Throughout the remainder of this paper, we consider four different formulations of the likelihood function. These different MCMC trials, hereafter referred to as runs D1 -D4, differ in what data type is used for HYDRUS-1D model calibration and in the assumptions about the statistical properties of the error residuals.
[34] In all four runs with DREAM ZS , the prior distribution, p(u) is assumed to be uniform with parameter ranges reported in section 2.3. A more informative prior can be specified using hydraulic parameter values derived from soil physical laboratory experiments of small soil samples. This approach considerably constrains the prior parameter space, yet is inadequate in our current study. Previous analysis published by has shown that parameter estimates of the retention and hydraulic conductivity function derived from laboratory experiments deviate significantly from those values derived in the field. Moreover, the prior distribution, p(u), is not particularly important in the current study. In our study, k ¼ 35,728 and the posterior density therefore tends to condition primarily on the data likelihood p(Ỹju). Informative priors could speed up the efficiency of posterior sampling, but only if the prior distribution is at least vaguely consistent with the collected experimental data and thus likelihood function. Pedotransfer functions are another approach to retrieve reasonable prior estimates of the soil hydraulic functions and parameters, yet this is beyond the scope of the current study.
[35] In our first MCMC run (D1), pressure head time series measured at four different depths is used to calibrate the HYDRUS-1D model. Our second run (D2) uses water content rather than pressure head data to estimate the retention and hydraulic conductivity functions of the individual vadose zone layers. In both runs, we assume Jeffreys' noninformative prior, pð 2 Þ / 1= 2 . This particular prior eliminates the measurement error standard deviation, from the posterior density function and the only unknown variables remain the soil hydraulic parameters [Box and Tiao, 1992] . In contrast to run D1 and D2, that use a single data type, run D3 and D4 utilize the pressure head and water content data simultaneously. The log-likelihood function to be maximized in run D3 is an aggregated likelihood function using equation (15) for both h and data
where h and are the measurement errors of the pressure head and water content data, respectively. Values of h ¼ 0:091 and ¼ 0:017 are based on the three replicate tension/TDR measurements conducted at the individual soil depths during the 196 day calibration period.
[36] The application of the log-likelihood functions equations (15) and (16) is mathematically convenient, however, the assumption of uncorrelated errors is not very realistic. The time series of residuals typically exhibit considerable nonstationarity and autocorrelation. These error characteristics need to be explicitly accounted for to result in parameter and predictive uncertainty estimates that can be considered coherent from a statistical viewpoint.
[37] Run D4 attempts to at least partially account for correlated errors by using a first-order autoregressive (AR) scheme of the residuals
where h and are first order correlation coefficients, and . Following the approach by Kendall and Ord [1990] , the AR-1 model can be incorporated in the loglikelihood function for pressure heads
where
is the AR-1 corrected time series of residuals of pressure heads with 0;h ¼ 0. If we consider both data types simultaneously we can derive the following log-likelihood function for run D4
[38] This formulation explicitly deals with autocorrelated residuals, and thus at least partially accounts for the effect of model structural error. The parameters in the AR-1 models, i.e., h , , v;h , and v; (equation (17)) are unknown a priori and therefore simultaneously estimated with the other model parameters in run D4. The total number of parameters in D4 therefore becomes d ¼ 29.
Markov Chain Monte Carlo Sampling
[39] To generate samples from the posterior distribution, we use the recently developed differential evolution adaptive metropolis (DREAM) adaptive MCMC scheme. This method is an extension of the differential evolution -Markov chain (DE -MC) method by ter Braak [2006] and runs multiple chains simultaneously for global exploration, and automatically tunes the scale and orientation of the proposal distribution during the search.
[40] In DREAM, N different Markov chains are run simultaneously in parallel. If the state of a single chain is given by a single d-dimensional vector u, then at each generation the N chains in DREAM define a population U, which corresponds to an N Â d matrix, with each chain as a row. Jumps in each chain i ¼ f1, . . . , Ng are generated using a discrete proposal distribution, r 1 (j), r 2 (h) 2 f1, . . . , N À 1g, drawing pairs of chains without replacement, r 1 (j) = r 2 (h) = i for j ¼ 1; . . . ; and h ¼ 1; . . . ;
where signifies the number of pairs used to generate the proposal, and ð; d 0 Þ ¼ 2:4= ffiffiffiffiffiffiffiffiffi 2d 0 p is a user-defined jump rate that depends on the number of pairs and dimensions that will be jointly updated [Vrugt et al., 2008a [Vrugt et al., , 2009 [ter Braak, 2006; Vrugt et al., 2008b Vrugt et al., , 2009 .
[41] The difference vector in equation (21) contains the desired information about the scale and orientation of the target distribution, ðujỸÞ. By accepting each jump with the Metropolis ratio minððzjỸÞ=ðu tÀ1 jỸÞ; 1Þ, a Markov chain is obtained, the stationary or limiting distribution of which is the posterior distribution. The proof of this is given by ter Braak and and Vrugt et al. [2008b Vrugt et al. [ , 2009 . Because the joint pdf of the N chains factorizes to ðu 1 jỸÞ Â . . . Â ðu N jỸÞ, the states u 1 . . .u N of the individual chains are independent at any generation after DREAM has become independent of its initial value. After this burnin period, the convergence of a DREAM run can thus be monitored with theR-statistic of Gelman and Rubin [1992] . Note that in the present context the word state reflects the position of each individual chain in the d-dimensional parameter space. Run D3 and D4 augment the state, u, with unknown values of the measurement errors, v;h and v; , of the head and water content data, respectively, and first-order correlation coefficients, h and of the AR-1 model.
[42] In this study we use sampling from an archive of past states to generate candidate points in each of the individual chains. This method is called DREAM ZS and has three main advantages. Sampling from the past allows using N << d, speeding up convergence to a limiting distribution for high-dimensional problems. Moreover, outlier chains do not need explicit consideration. By sampling historical states, aberrant trajectories can jump directly to the modal region at any time during the simulation. The N pathways simulated with DREAM ZS therefore maintain detailed balance at every single step in the chain. Finally, the transition kernel defining the jumps in each of the chains does not require information about the current states of the chains. This is of great advantage in a multiprocessor environment where the N candidate points can be generated simultaneously so that each chain can evolve most efficiently on a different node. The initial theory and applications of DREAM ZS can be found by ter Braak and Vrugt [2008] . For further details of the algorithm and more applications please refer to and .
[43] In all the calculations reported herein, we use N ¼ 4 in DREAM ZS for runs D1 and D2, whereas N ¼ 6 different Markov chains are adopted for MCMC trials D3 and D4 to properly account for the additional measurement and error model parameters and thus increased dimensionality of the posterior distribution. All other algorithmic parameters are set to their recommended values [cf. Vrugt et al., 2009] . We use two different diagnostic measures to assess when convergence of DREAM ZS has been achieved. These measures include the Gelman-Rubin scale reduction factor, R [Gelman and Rubin, 1992] and the Raftery-Lewis burnin length, RL [Raftery and Lewis, 1992] . TheR statistic compares the within and between chain variances of the different hydraulic parameters, and is monitored during the DREAM ZS run. Convergence can be declared ifR j 1:2 for all j ¼ 1, . . . , d different parameter dimensions simultaneously. The Raftery-Lewis diagnostic on the other
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hand, is calculated from the samples in a single chain and only for a single quantile. We follow El Adlouni et al. [2006] and modify the Raftery-Lewis diagnostic to work for multiple chains running in parallel. We first calculate the burn-in period for each of the N chains and for various quantiles of the marginal posterior q R 0:025; 0:1; 0:2; . . . ; f 0:9; 0:975g. From these N values of q R we subsequently report the largest of the estimated burn-in times, hereafter referred to as RL max .
Results and Discussion
Pareto Efficient Parameter Distribution
[44] In this section, we discuss the results of run A1 involving bi-objective optimization of the HYDRUS-1D model using joined measurements of pressure head and volumetric water content. The results are summarized in Fig These results demonstrate that it is rather difficult to find a single soil hydraulic characterization that fits both the pressure head and water content data acceptably well. Indeed, parameter combinations that yield a good fit to the pressure head data perform rather poorly for the water content data and vice versa. This is consistent with previous results presented by Wöhling [2009] .
[45] The gray dots depicted in Figure 1 illustrates that AMALGAM has sampled the Pareto front quite densely in the vicinity of theF 2 single criterion but more patchy in the neighborhood of theF 1 -Pareto extreme. We could have continued AMALGAM to explore these spaces further. However, the shape of the Pareto front did not significantly alter during the last 50,000 HYDRUS-1D evaluations suggesting convergence to a stable Pareto front.
[46] Careful analysis of the Pareto sample demonstrates that no single water retention function exists that fits both data types equally well. There are several sources of potential error that cause the HYDRUS-1D model predictions to diverge from the measured soil moisture and pressure head data, and explain the observed trade-off in the fitting of 
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both measurement types. A major source of error will constitute structural inadequacies in the model caused by errors in the mathematical equations used to describe soil water flow, and an insufficient description of the actual spatial variability. It is particularly difficult to distinguish between these two different error sources. Yet, the five model layers utilized in HYDRUS-1D seem insufficient to accurately represent the spatial variability observed in the actual vadose zone stratigraphy. Note also that spatial variability within the same strata is ignored. Further, the assumption of uniform water flow in our HYDRUS-1D model formulation is subject to debate, particularly in the active root zone where root channels and biological activity often lead to nonuniform flow paths. Indeed, experimental evidence from dye tracer experiments at the experimental site (unpublished data) suggests that finger flow infiltration can occur beyond the shallow A-horizon, into the well-drained Taupo Ignimbrite materials. This is particularly true after large rainfall events. Hysteresis can also at least partially explain the mismatch between our model predictions and the data, particularly after long dry periods at the 0. Simů nek et al. [2005] though only marginally improved the predictive performance of the HYD-RUS-1D model for this particular site. This can be related to the relatively narrow range of water content and tensiometric pressure head values (caused by frequent rainfall events between autumn and spring) that is observed in the field data. Altogether, our current and previous findings suggest that efforts to improve the underlying physical equations of the HYDRUS-1D model are not particularly promising in reducing the mismatch between the simulated and observed moisture and pressure head data. Rather, a better description of the observed spatial variability seems more productive. We will discuss this at the end of this section. Yet, in the absence of detailed data about the soil hydraulic properties such additional complexity is not particularly warranted. We should be able to better fit the data if we allow for additional spatial variability in our soil hydraulic parameters. But, these parameters will be very poorly defined with posterior ranges that extend the entire prior defined bounds. Additional numerical experiments with an increased spatial variability have been conducted at the end of this section, and the results will be reported there. 
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[47] Random and systematic measurement errors also contribute significantly to the observed trade-off in the fitting of soil moisture and pressure head data. Tensiometer and TDR measurements not only exhibit different measurement volumes and response times but their readings are also likely influenced by the transient system state. In addition, small-scale heterogeneity of soil hydraulic properties could result in different response times of adjacent (corresponding) TDR and tensiometer probes. Uncertain boundary conditions, particularly errors in measured potential evapotranspiration and precipitation, are less likely explanations for the apparent trade-off in the fitting of the soil water content and pressure head data. Such errors affect the overall water balance but not the relation between the two state variables. Errors in model structure, calibration data, soil hydraulic parameters, and initial and boundary condition, each contribute differently to the observed model prediction uncertainty. In the absence of detailed information about these individual error sources, it is particularly difficult to disentangle and infer them separately from just a time series of measured water content and pressure head data. Some aspects of possible model structural inadequacies are discussed further below.
[48] The performance of the balanced Pareto solution was investigated by simulating pressure heads and water contents using the compromise solution of run A1. This solution is indicated by the cross in Figure 1 with the corresponding parameter values reported in Table 1 . The simulations showed an acceptable model fit to both pressure head and water contents during the calibration and evaluation periods (Table 2 ; time series not shown). The objective function value for the water content objective function, F 2 ¼ 0.010 m 3 m À3 , is similar to the corresponding Pareto extreme reported above. The objective function value for the pressure head objective function, F 1 ¼ 0.019 m, is larger than the corresponding Pareto extreme, mainly because the initial time periods (120 days during calibration; 42 days during evaluation) for the pressure heads at the 4.2 m depth did not match very well the corresponding observations.
[49] In our analysis of the soil hydraulic properties, we specifically focus on the effective water retention functions of the layered vadose zone without recourse to evaluating the optimized soil hydraulic conductivity functions. This is because we do not have independent data to benchmark the optimized soil hydraulic conductivity functions. The water retention functions of the balanced solution of the A1 run yields a reasonable fit to the water retention data at the various measurement locations (Figure 2 ). However, care should be taken when interpreting Figure 2 since point observations from the different measurement locations are compared with ''effective'' retention functions that correspond to larger spatial supports, and assume a uniform characterization of the soil hydraulic properties within different model layers. In addition, the tensiometers/TDR probes are located at different depths within model layers 2, 3, and 4 and at the boundary between model layers 4 and 5 (4.2 m depth).
[50] Two issues become apparent from Figure 2 that deserve further attention. First, the information content of the measured data is rather limited as it covers only a small range of the calibrated water retention function. This is commonly encountered in field experiments because the state variables show relatively little variability, particularly at larger distances from the transient boundary conditions, i.e., the soil surface. In the laboratory, on the contrary, the boundary conditions can be controlled and much larger tensions can be imposed (c.f. discussion in section 1). Second, visual inspection of the retention data in Figure 2 . Laboratory analysis of the total porosity of small scale vadose zone samples support the higher values which would suggest that some of the pore water is immobile.
[51] In an attempt to constrain the vadose zone parameters for the individual layers in the inverse modeling scheme, we fixed s at values derived from the field retention data and bulk density, used median K s -values from laboratory analysis of soil samples, fixed the pore connectivity parameter l to values of 0.5 [Mualem, 1978] and alternatively À1.0 [Schaap and Leij, 2000] , and directly fitted the shape parameters n and of the MVG model to the retention data depicted in Figure 2 . The corresponding simulations with these estimated parameter sets resulted in relatively poor model fits with values of F 1 > 8.6 m and F 2 > 0.41 m 3 m
À3
. A more detailed representation of the actual soil heterogeneity using nine layers (instead of the five layers used herein) was also tested. It required additional inversion runs but did not noticeable improve the performance of the HYDRUS-1D model. Details about this analysis are not reported herein, but can be obtained from the corresponding author upon request. These results support our earlier findings that hydraulic parameters derived from laboratory analysis of small scale soil samples do not accurately represent the larger-scale flow and transport processes in the investigated vadose zone .
Posterior Parameter and Uncertainty Estimates 3.2.1. Posterior pdf Conditioned on Pressure Head Data
[52] In this section, we discuss the results of run D1 that uses the DREAM ZS algorithm to calibrate the HYDRUS-1D model using measured pressure head data. The run was terminated after 200,000 model evaluations when convergence of DREAM ZS was observed in all individual Markov chains (R < 1:2, RL max ¼ 55,895). The pressure head simulations corresponding to the maximum likelihood parameter set match the calibration data well. This was confirmed by a relatively low RMSE value of about 0.064 m. The R 2 and C e values for run D1 were 0.92 (Table 2) . The model fit to pressure head data was much better than the respective fit of the balanced solution of A1 (RMSE ¼ 0.190 m) and slightly better than the simulation of the F 1 -single criterion solution of the AMALGAM run (RMSE ¼ 0.073 m). Although the objective function values of the single criterion ends of the Pareto front derived with AMALGAM are somewhat larger than the respective values separately derived with DREAM ZS , the resulting soil hydraulic parameter estimates are very similar. This inspires confidence that DREAM ZS and AMALGAM have converged to the approximate same region of the parameter space. Additional
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improvements in the fit of the Pareto front could probably be achieved using a larger population size.
[53] Table 1 lists the values of the maximum likelihood hydraulic parameters of the D1 run. The corresponding water retention functions for the individual vadose zone layers are depicted in Figure 2 . The shape of the water retention functions are quite distinct from the shape of the corresponding balanced A1 water retention functions in all five layers. Particularly the surface layer exhibits a much higher water retention capacity at larger tensions (Figure 2) . In contrast, the saturated water contents at the second layer (0.1-0.7 m depth) and the bottom layer (4.2 -5.1 m depth) were relatively small ( s ¼ 0:30 and s ¼ 0:31 m 3 m À3 , respectively). This is in disagreement with observed water retention data that suggest much larger values of the saturated water contents (Figure 2) . The reason for this discrepancy is most likely that in run D1 the model is not informed about the water content observations corresponding to the observed pressure heads. In accordance, the model simulations using the maximum likelihood value of the D1 run resulted in a large misfit to water content data and a strong bias which was confirmed by a large RMSE value and negative C e value (Table 2) .
[54] Nevertheless, the standard deviation of the individual parameter estimates as calculated from the stabilized posterior is relatively small (Table 1) . This may suggest a ''unique'' solution to the inverse problem but it does not suggest reliable estimates of the in situ soil hydraulic properties since the fit to the water content data is rather poor.
[55] Predicted pressure heads at the 0.4, 1.0, 2.6, 4.2, and 5.1 m depths during the evaluation period are shown in Figure 3a . The dark shaded region depicts the 95% parameter uncertainty bounds of the maximum likelihood parameter set of D1. Because the standard deviations of the individual maximum likelihood parameter values are small, the 95% parameter uncertainty bounds are also very small and indeed unintelligible in the plot. The D1 solution shows a good fit to the observed pressure heads (dashed lines), which is confirmed by RMSE, R 2 and C e values of 0.116 m, 0.86, and 0.79, respectively (Table 2) . Generally, the dynamics of the pressure head data are well matched but some discrepancies remain at the 2.6 m depth.
[56] Figure 3a also shows the 95% pressure head prediction uncertainty associated with the model prediction uncertainty intervals (lighter shaded region) in terms of the model residuals calculated with the predictions having the highest posterior probability. The 95% total prediction uncertainty ranges generally bracket the observed pressure heads at the 0.4 and 1.0 m depths during the evaluation period. The 95% prediction uncertainty ranges are largest at the 2.6 m depth and do not encompass the observations for extended periods (Figure 3a) .
Posterior pdf Conditioned on Water Content Data
[57] In this section, we report results of run D2 derived by calibration of the HYDRUS-1D model using water content data and the DREAM ZS algorithm. Convergence of the run was observed after 200,000 model evaluations (R < 1:2, RL max ¼ 22,585). The performance of the HYDRUS-1D model using the maximum likelihood solution of D2 is very good during the calibration period. This was confirmed by RMSE, R ).
[58] The maximum likelihood parameter values determined by the D2 run are clearly different to those of the D1 solution (Table 1 ). The corresponding water retention functions are quite different from those of the D1 run (Figure 2 ) which would suggest a significantly different hydraulic characterization of the vadose zone at the Spydia site. The s values for the second and bottom layers are larger than those of the D1 run and fit the retention data better ( Figure  2 ). Similar to the D1 run, the standard deviation of the D2 maximum likelihood parameter values is relatively small (Table 1) . Our results illustrate clearly that the hydraulic characterization of the vadose zone strongly depends on the type of data used for model calibration. The relatively small parameter uncertainty intervals of most hydraulic parameter derived from the posterior probability density function casts doubt on the actual hydraulic properties of the Spydia vadose zone. Both data types are providing conflicting information about the soil hydraulic model parameters, with uncertainty intervals that generally do not overlap. Indeed, it is shown here and in section 3.2.1 that using one data type as the calibration target leads to unrealistic model simulations of the other state variable ( in case of run D1, and h in case of run D2). Explicit consideration of errors in the model equations or unspecified spatial variability should increase overlap between the posterior pdf of both data types.
[59] Simulations of volumetric water content with HYDRUS-1D and the maximum likelihood parameter values of run D2 are plotted in Figure 3b for the evaluation period at the 0.4, 1.0, 2.6, 4.2, and 5.1 m depths. Also shown are the 95% parameter uncertainty bounds (dark shaded region), the 95% model prediction uncertainty bounds (light shaded region) and the observed water content time series (dashed lines). As a consequence of the good model fit during calibration, the model prediction uncertainty intervals are relatively small but they do not bracket all observations during the evaluation period, particularly at the 2.6 and 4.2 m depths (Figure 3b ). This result is similar to what was observed for the simulated pressure head time series of run D1 and is probably caused by differences in the information content between the calibration and evaluation data or nonstationarity in the errors of the boundary conditions. This leads to differences in the distribution of the model residuals between the two periods.
[60] The model simulations resulted in a very large misfit to pressure head data and a corresponding strong bias (time series not shown). This is confirmed by the large RMSE value and negative C e value, respectively (Table 2) . These findings are consistent with our results in the previous section 3.2.1.
Posterior pdf Conditioned Jointly on Pressure Head and Water Content Data
[61] Now we present the results of run D3, derived when calibrating HYDRUS-1D with DREAM ZS using pressure head and water content simultaneously as calibration targets. The likelihood function equation (16) utilized in this run explicitly accounts for errors in the measurements. DREAM ZS was terminated after 250,000 model evaluations.
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WÖHLING AND VRUGT:MULTIRESPONSE MULTILAYER VADOSE ZONE MODEL CALIBRATION W04510 Figure 4 shows the evolution of the largest scale reduction factor, maxðRÞ, calculated for all 25 parameters in run D3. The values approached the threshold for convergence at about 160,000 model evaluations. Indeed, after about 150,000 HYDRUS-1D model evaluations the maximum likelihood values of the hydraulic parameters stabilized in each of the six individual Markov chains. Convergence to a stable posterior is also supported by the estimated burn-in time with the Raftery-Lewis diagnostic of RL max ¼ 164,243.
[62] The maximum likelihood hydraulic parameter values of the D3 run are listed in Table 1 . The shape of the water retention function at the surface layer of the vadose zone model differs considerably from those of the runs reported above; but retention functions at the second, third and fifth layer are quite similar to those of the D2 run (Figure 2) . The curves fit the data reasonably well although s at the second layer (0.1-0.7 m depth) is overestimated. We like to emphasis, however, that the calibration target of this latest run was a joint time series of h and . Table 2 . The RMSE value for the pressure head simulations is smaller (better) than the one for the balanced solution of the A1 run. The better fit to the calibration data is also confirmed by larger R 2 and C e values ( Table 2 ). The fit of the water content simulations to the corresponding observations is similar to the one for the balanced solution of A1. The 95% parameter uncertainty bounds (Figures 5, dark shaded region) are relatively small, indicating a small variance of the posterior parameter pdf. This is in agreement with the results for runs D1 and D2.
[64] The HYDRUS-1D model predictions closely follow the joint pressure head and water content calibration at the 0.4 and 1.0 m depths. The 95% model prediction uncertainty intervals (light shaded region) vary in width, but generally encompass the observations (dashed lines). Somewhat larger residuals for the pressure head simulations at the 2.6 and 4.2 m depths resulted in larger model uncertainty bounds (Figure 5a ). Similar results were obtained for the h and predictions during the evaluation period that are depicted in Figure 6 . Generally, the inclusion of both data types in the formulation of the inverse problem resulted in larger uncertainty bounds and a somewhat increased model error as compared to the runs D1 and D2. However, this is not unexpected since the pressure head and water content time series that were jointly used in the calibration run D3 appear to contain quite contrasting information (c.f. tradeoff in Figure 1 ). In addition, the HYDRUS-1D model can not reproduce both data types simultaneously with similar accuracy. On the other hand (as already discussed above), predicting volumetric water contents with the maximum likelihood parameter set of run D1 and predicting pressure heads with the maximum likelihood parameter set of run D2 leads to unacceptably large prediction errors (Table 2) . This highlights the importance of a simultaneous use of soil water content and pressure head data simultaneously for hydraulic characterization of the vadose zone.
Considering Autocorrelation Between Error Residuals
[65] In this section we discuss the results of run D4, involving the optimization of the HYDRUS-1D model with DREAM ZS jointly using measurements of pressure head and water content and using a first-order autoregressive model for the remaining error residuals. The run was terminated after approximately 245,000 model evaluations. The maximum likelihood values of equation (20) stabilized after about 120,000 model evaluations in each of the six Markov chains. The burn-in requirements were estimated to RL max ¼ 217,888. Convergence was assumed, although, the largestR statistics values for the 29 parameters approached the threshold value ofR ¼ 1:2 only toward the end of the individual chains (Figure 4) .
[66] The maximum likelihood parameter values of run D4 are listed in Table 1 . Figure 2 shows the corresponding water retention functions for the five vadose zone layers of the HYDRUS-1D model. Their shape is different compared to the retention functions of the runs D1 -D3, as well as the balanced solution of the AMALGAM run. The retention curves of run D4 deviate considerably from the observed data. Further, the relatively small optimized values of the saturated water content, s , for the top three vadose zone layers contradict laboratory estimates. Despite the misfit to the retention data, the HYDRUS-1D model simulation corresponding to the maximum likelihood parameter set agrees well with the observed pressure head data during both the calibration and evaluation period (Table 2 and Figure 7a) . The RMSE values are smaller as compared to the corresponding RMSE values of the D3 run and similar to the RMSE values of run D1 where only pressure head data was used to calibrate the HYDRUS-1D model (Table 2) . This resulted in model prediction uncertainty ranges of the simulated pressure heads that are smaller than those for the D3 run. The fit to water content data, on the other hand, is very poor and shows a large bias which is confirmed by large RMSE values and negative C e values, respectively ( Table 2) . The model simulations show large negative offsets to the data at all four depths and exhibit large prediction uncertainty bounds (Figure 7b) .
[67] The maximum likelihood parameter values of the AR-1 model of run D4 are: h ¼ 0:92, ¼ 0:99, v;h ¼ 0:008, and v; ¼ 0:002. Apparently, the residuals are strongly correlated, considering that the optimized value of the first-order correlation coefficient is in close proximity of 1.0. The estimated error variance of the water content data, v; ¼ 0:002 also appears unrealistically small. With a preference for -values close to 1, the third term in the maximum log-likelihood function equation (20) becomes orders of magnitude larger than the last term of equation (20), which measures the HYDRUS-1D errors in predicted soil moisture contents. Thus, the potentially incorrect AR-1 Figure 4 . Convergence of the MCMC runs D3 and D4 using the DREAM ZS algorithm: Evolution of the largest scale reduction factor,R max , as calculated for the individual parameters in the runs plotted against the total number of function evaluations.
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model parameters dominate over the soil hydraulic model parameters. As a consequence, a wider range of parameter combinations are accepted that poorly fit the soil moisture data. This seems to be supported by the larger parameter uncertainty as compared to the runs D1 -D3.
[68] In summary, the maximum likelihood function implemented in run D4 did not work well to provide a simultaneous fit to both pressure head and water content data. We believe that structural deficiencies of the HYDRUS-1D model cannot be captured with the chosen likelihood function, possibly because it is hidden in parameter detail that cannot be accessed by the proposed setup of the inverse problem. This issue could be addressed by a different setup of the inverse problem. Postcalibration analysis of the model simulations with the maximum likelihood parameter sets of the runs D1 -D4 demonstrated that the assumption of Gaussianity of the error residuals is often violated. In addition, histograms of the error residuals are not only quite different for the water content data and pressure head observations, but also vary considerably between different depths. This poses questions whether we have used an appropriate likelihood function for statistical inference of the soil hydraulic parameters. In response to this, we implemented the generalized likelihood function of . Unfortunately, our results were not particularly convincing.
Significant HYDRUS-1D model errors remain with residual error distributions that are somewhat closer to Gaussianity but still deviate substantially from normality. A next approach would be to assign a different error model to each different measurement type. This work is beyond the scope of the current work but will be explored in future research.
Computational Requirements
[69] Posterior inference of the multilayer HYDRUS-1D model considered herein using MCMC simulation with DREAM ZS requires significant computational resources. A single trial with DREAM ZS (with four instances in parallel) required about 3 -4 days to complete about 100,000 HYDRUS-1D model evaluations using the MATLAB R2008a (64 bit) Microsoft Windows XP Professional (64 bit) modeling environment on a Dell Precision 390 workstation with a Quad-Core Intel Core2 Extreme processor QX6700 (2.67 GHz) and 6 GB of RAM.
[70] TheR statistics of Gelman and Rubin [1992] suggests that about a quarter million HYDRUS-1D model evaluations are needed to achieve a stable posterior pdf for runs D3 and D4 reported in this study. This is somewhat more than the 150,000 runs required for the multiobjective model calibration with AMALGAM. The Raftery-Lewis criterion [Raftery and Lewis, 1992] demonstrates, however that a similar number of model runs (165,000) are sufficient for convergence of the DREAM ZS run D3. Differences between the various diagnostics suggests difficulty in assessing convergence of MCMC algorithms, particularly when dealing with many calibration parameters. This is widely known and has been reported in many different studies [e.g., El Adlouni et al., 2006] . Although we have used standard algorithmic settings for AMALGAM, our initial results suggest that DREAM ZS finds better overall solutions than AMALGAM for a given number of HYDRUS-1D model evaluations. A better exploration of the Pareto solution set is possible if the population size in AMAL-GAM is increased (doubled), yet this is beyond the scope of the current paper.
[71] The number of HYDRUS-1D model evaluations that are required depends on the complexity of the optimization problem. For a multiresponse, multilayer model calibration conducted in this study, the practical application of our proposed approach is probably limited to models with relatively low runtimes. Surrogate models could replace numerical models with larger computational requirements, but the training of the surrogates also requires large numbers of model evaluations. Parallel computing is necessary for posterior inference and calibration of complex, high-parameter models with significant running time [Vrugt et al., 2006; Huisman et al., 2010] . [72] In the past few decades, inverse methods have found widespread application and use for determining the water retention and hydraulic conductivity functions of unsaturated soils. In this paper, we solved a highly nonlinear soil physical inverse problem using the HYDRUS-1D model with five different vadose zone layers and up to 29 hydraulic, measurement, and error model parameters. Time series of pressure head and water content data measured at five different depths in a volcanic vadose zone under naturally occurring flow and boundary conditions were used for soil hydraulic characterization.
Summary and Conclusions
[73] A significant trade-off in the fitting of soil water content and pressure head data was observed by the multiobjective optimization algorithm AMALGAM. The balanced (equally weighted) compromise solution of the Pareto front exhibited an acceptable simultaneous agreement to both data types. Then, the posterior probability density functions of the HYDRUS-1D parameters and the associated model predictive uncertainty were estimated using Bayesian MCMC simulation with the DREAM ZS algorithm. The HYDRUS-1D model parameters were estimated using pressure head (D1) and volumetric soil water content (D2) data individually, as well as using these data types jointly (D3, D4) as calibration target. The posterior distribution of water retention functions for the five different depths of the vadose zone profile were different for each of the inversion runs while the associated 95% parameter uncertainty was generally small.
[74] The HYDRUS-1D model simulations provided a good fit to the pressure head observations during both the calibration and evaluation periods. Similarly good fits were obtained when HYDRUS-1D was calibrated against the observed water content data. The 95% model predictive uncertainty ranges were relatively small for runs D1 and D2 and generally covered the observations. The maximum likelihood parameter values of these runs resulted in a slightly better fit to the respective pressure head and water content data as compared to the corresponding Pareto extremes of the AMALGAM run A1. However, the corresponding soil hydraulic parameter estimates of the two algorithms are very similar. This robustness is desirable, and inspires confidence in our findings. Consistent with the observed trade-off in the fitting of pressure head and water content data, our analysis demonstrated that predicting water contents with the maximum likelihood parameter values of run D1 and predicting pressure heads with the maximum likelihood parameter values of run D2 led to unacceptable large errors for the respective data types.
[75] Run D3, on the other hand, in which the model was conditioned on both data types and measurement errors were explicitly accounted for, yielded a relatively good simultaneous fit to both data types for both the calibration and evaluation period. The dynamic response of the soil water pressure head and volumetric water content data to the variable natural boundary conditions was reproduced relatively well by HYDRUS-1D. The 95% model prediction uncertainty bounds generally cover the observations even though these ranges appear relatively large for some depths of the vadose zone. The maximum likelihood parameter values of run D3 provided a similar or better model fit as compared to the balanced Pareto solution of run A1 for a similar number of model evaluations.
[76] A likelihood function that explicitly accounts (at least in part) for model structural errors by fitting an AR-1 autoregressive model to the error residuals (run D4) did not work well in terms of finding soil hydraulic parameter values that appropriately fit pressure head and water content data jointly. Although the simulation with the maximum likelihood parameter values fitted the pressure head data quite well with corresponding model prediction uncertainty bounds that are similar to those of the D1 run; the same simulation resulted in unacceptable large prediction errors for the soil moisture data. We suggest that the likelihood function and the AR-1 statistical model for the remaining error residuals were too simplistic to appropriately capture the model structural deficiencies that are hidden in parameter detail beyond the reach of the proposed inverse procedure.
[77] Our study demonstrated the importance of using different data types for soil hydraulic parameter estimation. This is a necessary requirement to accurately characterize the soil hydraulic properties of the field site, including their innate spatial variability. We have shown the feasibility of our approach for a strongly nonlinear vadose zone modeling problem and our results convincingly demonstrated that the likelihood function must be carefully chosen to obtain hydraulic parameters that are representative for the field site and scale of interest.
