Adaptive filtering in subbands have originally been proposed to overcome limitations of classic adaptive algorithms in some areas. In general, subband adaptive filters offer computational savings, as well as faster convergence over the classical Least Mean Squared (LMS) algorithm. However, improvements to current subband adaptive filters could be further enhanced by a more elegant choice of their design/structure. Classical subband adaptive filters employ DFT-based analysis and synthesis filter banks which results in subband signals that are complexvalued. In this paper, we modify the structure of subband adaptive filters by using single sideband (SSB) modulated analysis and synthesis filter banks, which result in subband signals that are real-valued. This simplifies realisation of subband adaptive filters.
Introduction
In recent years, subband adaptive filters have spawned numerous works, and have particularly attracted attention as a potential candidate as an acoustic echo canceller due to its fast convergence and relatively low computational complexity. These properties of subband adaptive filters are answers to the limitations of the classical Least Mean Squared (LMS) algorithm, which is known to perform poorly in modelling systems with very long impulse response and coloured input, as in the case of acoustic echo cancellation.
Normally, subband adaptive filters employ DFT-based analysis and synthesis filter banks which produce complexvalued subband signals. Although subband processing using complex-valued subband signals require approximately around the same number of real multiplications as realvalued subband signals, the actual amount of processing time required is in fact longer, as the realisation is more complex. As a result, a number of works using real-valued subband signals have been proposed. These include the use of non-uniform filter banks [6] [7] [8] [9] to improve the subsampling rate of the filter bank. One major drawback of this scheme would be the need to handle different subsampling rates and hence the increase in difficulty of implementation. One other implementation of real-valued subband signals is [12] , which uses Weaver modulation, thus rules out any possibility of an efficient implementation.
Additionally, a low delay is crucial to acoustic echo cancellation. Works attempting to completely eliminate the delay resulting from the filter banks [10, 11] have so far proved to be computationally infeasible and this has motivated the study of low delay subband adaptive filters [1, 4] .
In this paper, a real-valued, low-delay subband adaptive filter is presented. The paper is organised as follows. In Section II, we present the different kinds of modulation techniques used in implementing filter banks. Section III will cover the different implementation techniques of a realvalued subband signal filter bank. This is followed by Section IV which discusses the digital filter bank design method used. In Section V, the computational complexities of the different kinds of filter banks are examined. Section VI presents the simulation results comparing the two different subband schemes and the full-band LMS filter.
Modulation Techniques
In general, there are two major ways in distinguishing the different classes of filter banks. The first, would be by the way the signals are modulated. There are two different types of modulation techniques used to implement filter banks [3] . The first type, complex modulation, results in complex-valued subband signals while the second type, single sideband (SSB) modulation, results in real-valued subband signals. Both types of modulation are illustrated in Figure 1 .
The other way of distinguishing different classes of filter banks would be by the way the channels are stacked. There are two ways channels could be stacked. 
while for odd channel stacking, the centre frequencies are at
where K is the number of subbands between 0 and 2π.
In this paper, we compare the differences between adaptive filters using complex modulated, even stacked filter banks and SSB modulated, odd stacked filter banks.
Implementation Techniques
There are a number of ways to implement a SSB filter bank. These include the Weaver modulation, polyphase structures and weighted overlap add method. The first two methods are ruled out as the Weaver method has no efficient implementation and polyphase structures are only restricted to integer oversampling ratios. In this paper, we employ the weighted overlap add method [1, 3] because of its flexibility and its ability to be implemented using fast transform algorithms like Fast Fourier Transform (FFT).
It would be important to note that SSB modulation actually an implementation of a Generalised DFT filter bank and subsequently modulating the GDFT signal to the appropriate frequency. Hence, we need to first define the GDFT.
First, recall the DFT pair
where
. This paper only deals with the case of k o = ½ and n o = 0. Now, the output of the kth band of a GDFT analysis filter bank is
and from the GDFT synthesis bank is
where L is the decimation factor.
From the above equations, it could be easily shown that the GDFT analysis filter bank could be implemented by a FFT by first splitting the sequence into blocks of length K and factorising the W n/2 term into the sequence term. The synthesis filter bank could be similarly implemented by FFT [3] .
The SSB modulated signals could subsequently be obtained by modulating the GDFT signals by π/2 and taking the real portion of the signals.
Filter Design
A number of FIR filter design methods could be used for the design of the analysis and synthesis prototype filter [13] . However, for acoustic echo cancellation, a filter bank with low delay is required. Hence, we choose the eigenfilter method [1, 2, 4] of designing the FIR filters, as it is possible to only introduce a small delay using this method. The eigenfilter method minimises the squared error, which is equivalent to solving an eigenvalue problem. Readers interested in the details of the prototype filter design may refer to [1] .
In this paper, the following parameters are used in the design of the analysis and synthesis prototype filters with M = 16.
where K and J are the number of complementary bands in the synthesis and analysis filter banks respectively. α s and α a are the roll-off factors for the synthesis and analysis prototype filters respectively, N a and N s are the length of the analysis and synthesis filters and k s and k a are the eigenfilter parameters for the synthesis and analysis filters, respectively.
The total group delay introduced by the filter bank in this configuration would be group delay = k a J + k s K + 2 = 128 samples which is well within the limits of a low delay system [1] .
The group delay will be slightly larger for each increase in M as the delay introduced by an increased number of complementary banks is larger. It would be possible to design a filter bank with shorter delay than this at the expense of a larger reconstruction error. This would in turn lead to slower convergence and larger misadjustment. The magnitude responses of the filters used here are presented in Figure 2 . 
Overall Complexity
We now compare the computational complexity of the adaptive filters as a whole. As a comparison, it is noted that the computation complexity of the full-band LMS algorithm is approximately 2N [14] , where N is the tap length of the full-band adaptive filter.
The number of real multiplications required for each adaptive scheme are calculated and summarised in Table 1 . The computations for analysis and synthesis filters are included and the tap length of the full-band adaptive filter is taken to be 1600. 8  1756  1960  16  930  1108  3200   Table 1 Summary of computational complexities of the complex-valued and real-valued subband adaptive filters and full-band LMS filter
From the above calculations, we could see that there is an increase in the computational complexity of the SSB modulated subband adaptive filters. The increase is approximately 12% for the M = 8 case and 19% in the M = 16 case. This increase in complexity is not significant compared to the actual computations required by the fullband adaptive filter and is the cost of converting the complex-valued signals to real-valued. The real-valued adaptive filters still require significantly less computations than the full-band LMS filter, with the M = 8 filter requiring only 62% and M = 16 filter requiring only 35% of the computations required by the full-band LMS filter.
Simulation Results
In this section, we present a number of simulations using the subband adaptive filter developed over the last few sections. The impulse response used in the simulations has length of 1600 and closely resembles that of actual room acoustics. The normalised LMS algorithm is used as the individual subband adaptive filters with the step size chosen as 0.5.
In this paper, we present the results of simulations using M = 16. The full-band LMS filter is used as a comparison.
Firstly, we shall look at the performance of the SSB (realvalued subband signals) and complex modulated (complexvalued subband signals) filters using a highly coloured input. From Figure 3 , the superior performance of the subband adaptive filters over the full-band filter is apparent. Here, we could also see that the performance of the SSB and complex modulated subband adaptive filters are the same. In general, we could see that the SSB and complex modulated subband adaptive filters performed similarly and significantly better than full-band LMS. Another point to be noted would be the effect of the number of subbands on the performance of the subband filters. Although increasing the number of subbands will improve the convergence behaviour, it comes at the expense of a longer delay. We have to compromise the convergence behaviour and the delay to reach a satisfactory solution.
Conclusions
The resulting subband adaptive filter displayed performance comparable to its complex-valued counterpart in terms of delay, convergence and distortion. The simulation results for the SSB modulated subband adaptive filter also showed that its performance in acoustic echo cancellation is on par with that of the complex modulated subband filter. It is also shown that the proposed adaptive filter requires only slightly more computations as compared to its complexvalued counterpart. This is the cost of converting the complex-valued subband signals to real-valued. However, with the conversion, the difficulty of implementing the filters is very much reduced, as we only have to deal with real-valued signals.
