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1. INTRODUCTION 
The theory of oscillation of impulsive differential equations with deviating arguments i emerging 
as an important area of investigation, since it is a lot richer than the corresponding theory of 
nonimpulsive differential equations with deviating arguments. Many evolution processes in nature 
are characterized by the fact that at certain moments of time, they experience an abrupt change 
of state. That was the reason for the development of the theory of impulsive differential equations 
and impulsive functional differential equations (see [1]). 
The purpose of this paper is to study oscillation and nonoscillation of the solutions of impulsive 
differential equations with advanced argument. For the theory of oscillation of nonimpulsive 
differential equations and impulsive differential equations with retarded arguments, we refer to 
the monographs [2,3] and papers [4-10]. 
Unlike differential equations with retarded argument, those with advanced argument are very 
rare in the literature. In studying an electrodynamic systems, Schulman investigated (see [11, 
p. 443]) the second-order nonimpulsive differential equation 
1 1 
x"(t) + wx(t) = -~x( t  - ~-) + ~gx(t  + ~) + ~(t), 
where a, fl are constants and r ,a  are positive constants. When a = 
becomes 
1 
x"(t) + wx(t) = ~gx(t  + (7) + ~(t), 
0, the above equation 
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which is a differential equation with advanced argument. GySri and Ladas [2], and Erbe, Kong 
and Zhang [3] investigated, rest)ectively, oscillations of the following nonimpulsive differential 
equations with advanced arguments 
x'(t) = p( t>( t  + 
, )T t  , = t :4t + ~ > 1, 
and 
x ' ( t )  :  p (t)x(t + 
i :1  
where 7 > 0, ri(t) > 0, i = 1 ,2 , . . . ,m (see [3, p. 46, p. 260; 4, p. 69]). Bainov, Dimitrova 
and Simeonov investigated in [12] and [13] oscillations of impulsive differential equations with 
advanced argument. 
Let N = {1, 2, 3, . . .  }. Consider the impulsive differential equation with an advanced argument 
y'(t) = p(t)y(t + r), t # t~., 
(1) 
y (<)  y(tk) -- b ,y(tk), k c N, 
under the following hypotheses: 
(A1) 0 < to < tl < t2 < -.. < t~. < ... are fixed points with limk--~oot# = oo: 
(A2) p c ([to, oo), R) is locally summable fimction, r > 0 is constant; 
(Aa) b t ,~( -o~, -1 )  U( -1 ,oo)  are constants fo rkEN= {1 ,2 , . . . , . . .} .  
DEFINITION 1. A function y C ([to, oo), R) is said to be a solution of (1) on [to, c~) if the following 
conditions are satisfied: 
(i) y(t) is absolutely continuous on each interval (tk,tk+l), k ~ N, and (to,t~); 
(ii) for any t~. E [to, oo), y(t +) and y(t ; )  exists and y(t ; )  = y(tt.), k ~ N; 
(iii) for t # tk, k ~ N, y(t) satisfies y'(t) = p(t)y(t + "r), a.e. (ahnost everywhere) and for each 
t = t~., y(t +) - y(tk) = b~.y(t~O, k C N. 
DEFINITION 2. A solution of (1) is said to be nonoscillatory if it is either eventually positive or 
eventually neg~ttive. Otherwise, it is called oscillatory. 
Recently, Bttinov and Dimitrow~ [12] established the following results for oscillation of solutions 
of (1) under the assumptions that p c C([t0, cx~), [0, oo)), 7 > 0, and {tt.} satisfies (A1). They 
introduced the following conditions. 
(HI) 0 < 7- < tl. 
(H2) There exists a positive constant T > T such that tk+~ - H: -> T, k C N. 
(Ha) There exists a constant M such that for any k c N = {1, 2 . . . .  }, the inequality 0 < M < bk 
is valid. 
THEOREM A. (See [12, Theorem 1].) Let the following conditions hold: 
(i) Conditions (H1) and (H2) are satisfied; 
(ii) liInstlpk_oo[(l -F bk) Jtt2 rp(S ) ds] > 1. 
Then all solutions of (1) are oscillatory. 
THEOREM B. (See [12, Theorem 2].) Let the following conditions hold: 
(i) Conditions (H1)-(H3) are satisfied; 
(ii) l iminf~oo ftt+~p(s)ds > 1/(e(1 + .~I)). 
Then M1 solutions of (1) are oscillatory. 
In the next section, we will give several new criteria on oscillation and nonoscillation of solutions 
of (1). Our results improve noticeably Theorems A and B. 
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2. OSCILLAT ION CRITER IA  
Together with (1), we also consider a nonimpulsive differential equation with at, advanced 
argument 
S(t) = P(t>(t + r), 
where  
P(t) = 1-I (1 + v~,>(t), t > to. 
t<_t~<t+r 
Here and in the sequel, we assume that  a product equals to unit if the number of factors is equal 
to zero. 
In this section, first we establish a fundamental  theorem that  enables us to reduce oscillation 
propert ies of solutions of (1) to corresponding properties of (2). 
REMARK 1. Let {bm~:}, k C N be a subsequence of {bt,} and b,,~ k < -1 ,  k c N. Since y(t+~.) 
y(t,~k) = (1 + b,~,)y2(t,,~) <_ O, it follows that solution y(t) of (1) is not eventually of constant 
sign. It implies that  y(t) is oscillatory. Hence, in the sequel, we suppose that  bk > -1 ,  k E N. 
THEOREM 1. Assume that (AI) (Aa) hold. Then all solutions of (1) are oscillatory if and only 
if all solutions of (2) are oscillatory. 
PROOF. Let y(t) be a nonoscil latory solution of (1). Without loss of generality, we suppose that  
y(t) is eventual ly positive. Then there exists a T > t0[such that 9(t) > 0, for t >_ T. Fronl 
Remark  1, b~, > -1 ,  k c N. Set x(t) = I]v<_a.<t(1 + bk)4a*y(t). Hence, x(t) > 0 for t > T. Since 
!,,(t) is absolutely continuous on each interval (tk, ta,+l], and in view of y(t +) = (1 + b~.)y(tk), it 
fbllows that  for t# > T, 
x (t~) = H (1 ÷ bj) - ty (t~) = l~I (1 ÷ bj)- ly(tk) = 2:(~L:), 
T<_tj <_t~: T<t.i <t~. 
which implies that x(t) is continuous on [T, oo) and it is easy to prove that x(t) is also absolutely 
continuous on [T, :zc). Thus, we obtain that  for t >_ T. 
x ' (t)  - P(t)x(t + r) = H (1 + bh.)-ty'(t) - P(t) 1] (1 + bh.)-ly(t + r) 
T<_tk<t T~U <t+r 
1]  (1 + b/,-)-*y'(t) - 1-I (1 + bl,.)p(t). [ I  (1 + b#)-'y(t + r) 
T<t~:<t t__<t~<g+r T<t~ <t+r 
[ I  ( l+b~')-t(Y ' ( t ) -p(t)y(t+r))=O" a.e., 
T<_t~:<t 
which means that  x(t) is a positive solution of (2). 
Conversely, without loss of generality, suppose that x(t) is an eventually positive solution of (2) 
and x(t) > 0 tbr t _> T _> to. Set y(t) = I]T_<a<t(1 + b~.)x(t). As x(t) is M)solutely continuous 
on IT, .90), y(t) is al)solutely continuous on each interval (ta,, ta.+l], t~. _> T and for t _> 7', 
,~/( t )  - p ( t )y ( t  + 7-) = H (1 + bk)x'(t) - p(t) I ]  (1 + bk)x(t + r) 
T<_t~ <t T<_t~.<t+r 
On the other hand, tbr all t > T, 
:~j (t +) -- nn~ I ]  (1 + ~j)~(t) = 1-I (1 + bj):~:(t~,) 
t~t+~ T<_tj<t T<_ti<~ 
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and 
y(tk) = 
Thus, for every tk _> T, we have 
I I  (1 + bj)x(t~,) > O. 
T<_tj <tt  
y (t +) = (1 + bk)y(tk) > O, 
which together (4) implies that y(t) is a positive solution of (1). The proof of Theorem 1 is 
complete. 
From Theorem 1, we obtain the tollowing result. 
COROLLARY 1. Assmne that (At) (Aa) hold. 
(i) I f x ( t )  is a solution of (2)  on [a, oo), cr _> 0, then y(t) = 1]~<tk<t(1 +bk)x( t )  is a solution 
o~ (1) on [~, oo). 
(ii) I f y ( t )  is a solution of(2)  on [c~, oo), a >_ O, then :c(t) = [ Io<, .<t ( l+bk) -~y( t )  is a solution 
of (2) on [~, oo). 
The following results provide two explicit sufficient conditions for the oscillation of all solutions 
of (1). 
THEOREM 2. Assume that (A1)-(A3) hold and there exists a sequence of intervals {({r~,~/rz)} 
oo such that lim,>_+~ ,~ = oo and rb~ -~ > r for all n >_ N >>_ 1. I f  p(t) >_ 0 for all t C U,~=N(~,~, '~h~) 
and 
0 lim sup (1 + b~.)p(s) ds > 1, tbr t E (~n, rh, - r), 
t~oo  at  s<_t~ <s+r  n=N 
then all solutions of (1) are oscillatory. 
PROOF. Let y(t) be a nonoscillatory solution of (1). Without loss of generality, we suppose that 
y(t) > 0 for t  _> T _> to. From Theorem 1, (2) has also a positive solution x(t) on [T, oc). Thus, 
for t E U,,°C_N({,z,T],, - r), P(t) = I]t_<tk_<t+,(1 + bk)p(t) _> 0, and hence, 
• '(t) > o, a.e. for t ~ 0 (~"' 'J" - T), 
n=N 
which implies x(t) is nondecreasing in Un~__g(~n,'/]r~ - r). Integrating (2) from t to t + r, we 
obtain that for t  E U,~_N (~,  ~/,~ - r ) ,  
t+r  
x(t) - :~.(t + T) + P (s )x (s  + ~) ds = 0. 
t 
By using the nondecreasing character of x, we derive that 
) ~.(t) + x(t + T) P(s)  ds - 1 _< 0, oo fo r t  ~ U (~',,'~- - T), 
T~,=N 
which contradicts (5). Tile proof of Theorem 2 is complete. 
THEOREM 3. Assume that (A1) (Aa) hold and there exists a sequence of intervals {({,~,'q~)} 
with l im~oo (Th~ - {,~) = oc. Besides, 
p(t) >_ o, fo~ all t ~ 0 (~'~' ',In - T), 
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and 
f t+r  1 oc 
l iminf  / 1-I ( l+bk)p(s )ds>- ,  [o r tE  U(~, , rh , - r ) ,  
t---,c¢~ J t C 
s<_t~, <s+r  n=N 
then a11 solutions of (1) are oscillatory. 
PROOF. Let y(t) be a nonoscil latory solution of (1). Without  loss of generality, we suppose that  
9(t) > 0 for t > T > to. From Theorem 1, (2) has also a positive solution z(t) on IT, oc). Thus, 
for t E Un%N(~n,l]n -- T), P(t) = Yit<_tk<_t+~(1 + bt.)p(t) _> O, and hence, 
_ U ~ 7) z'(t) >_ 0 and z(t) < x(t + 7), fo r t  E ( ,~,"/,, -
From (6) and (7), there exist 7 > 1/e and N1 ~_ N such that  
t + r 1 ~_j 
P(s)  ds >_ ~ > - ,  for t ~ (~,,, "l,~ - ~). 
dt  e 
I t=N 1 
Moreover, for every t* E Un~=N, (~., rl~, - 7), there exists t c U,~°O__N, ({,,, 'rl~,- 7) such that  
f t ds > 2 P(s) . - -  2 and f t*+~ P(s)  ds > 2 .  -2  
Integrat ing (2), first from t* to t and then from t to t* + r, and using (8) and (9), we obtain. 
respectively, 
and 
I t f' , ( t )  - x(t*) = P (s>(s  + 7) ds _> :,-(t* + ~) P(s) ds >_ .T(t* + ~) 
x( t*+r ) -x ( t )  >_ P (s )x (s+r )ds>_: r ( t+r )  P(s) ds>_ x ( t+r ) .  
dt  . I t  
From these relations, we derive that 
7 2 
x(t) > 5 -x ( t  + r),  
and 
for t C U (~,~ + v, ll,, -- 2r), 
7z=N1 
x(t + 7) 4 i~j 
1 < x(t-----~ < ~ for t E ~)  (~,~ + r, '/1,~ - 27). 
- 72, 
Besides, by l imn~(T l~ - ~,~) = oo and e7 > 1, there exists N2 > N1 such that  fbr all t > N2, 
4 
(~)~:  > ~ and "/,, - ~,, > (X~ + ~)7. 
Since, by (2) and our assumptions, for every t E [-J,,~--N~ (~ + r, rb, -- 27), 
x'(t) = P(t)x(t  + T) > P(t)x(t) ,  a.e. 
It  is easy to see ttlat for all t E UriC=N: (~n + r, 71,,~ - 27), 
x(t + v) >_ x(t) exp P(s) ds >_ (eT)z(t). 
\d r  
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Next, for every t E Un~__N2 (~n + T, r/n - 3T), we obtain 
x'(t) = P(t)x(t  + 7-) >_ P(t)eTx(t), a.e., 
and hence, we have that for all t E U~__N~ (~ + r, ~b~ - 37), 
x(t + r) > x(t) exp [e7 Jt P (s )ds )  >_ (eT)2x(t). 
Following in this way, we conclude that fort  E [-J,~--N2 (~ + r, r~ - (N2  + 1)7), 
x(tx(t) + - > > 
which contradicts (10). The proof of Theorem 3 is complete. 
For reference in the sequel, we also list the following hypotheses: 
(A;) p E ([to, oc), [0, oo)) is locally summable function and 7- > 0 is constant; 
(A~) bk E (-1, oc) are constants for all k E N and there exists a constant M such that 
--1 < _hi < bk. 
We now can apply immediately Theorems 2 and 3 to obtain the following results. 
THEOREM 4. Assume that (A1), (A~), (A3) hold and 
ft+~ 
limsup / I~  (l +bk)p(s)ds > l, 
t---*oo d t  s<_tk<s+r  
then M1 solutions of (1) are oscillator): 
A ~ THEOREM 5. Assume that (A1), (2 ) ,  (A3) hold and 
f t+r  l-I 1 liminf (1 + bk)p(s)ds > - ,  
t - - -~  J t  s~t l , ,<s+r  e 
then all solutions of (1) are oscillatory. 
REMARK 2. Since 
f t+r  ~t.t linl sup 1-[ ( l+bk)p(s )ds ,  lim sup I I  (1 + bk)p(s) ds = (t-~)--oc 
t---*cx~ . I t  s<tk<s+~- --r s<tk<s+r 
it follows that Theorem 4 improves Theorem A. It is easy to see that Theorem 5 improves 
Theorem B. 
From Theorems 4 and 5, we can obtain the following corollary. 
COROLLARY 2. Assume that (At), (A~), (A~) hold and there exists a positive integer m such that 
m(tk+l - tk) >_ r for all k E N. If one of the following conditions atisfies: 
(i) limsupt~o~(1 + 2~,i) m f :+rp(s)ds  > 1; 
(ii) l im in f t~(1  +M)mf f+rp(s )ds  > 1/e. 
Then all solutions of (1) are oscillatory. 
REMARK 3. It is easy to find that Corollary 1 improves noticeably Theorems 3 and 4 in [12]. 
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3.  NONOSCILLAT ION CRITERIA  
In this section, our aim is to obtain explicit conditions for nonoscillation of impulsive differential 
equation (1). 
TIIEOREM 6. Assume that (A1), (A,~), (A3) with bA. > -1  hold. Then the following statements 
are equivalent. 
(i) Equation (1) 11as a nonoscillatory solution. 
(ii) Integral equation (/+) ,~(t) = P(t)  exp 4s )  ds (11) 
has a nonlmgative solution on [7', oo), T >_ to, where P(t) is defined by (3). 
(iii) The sequence {~L~.(t)} of locally sulnlnablo timctions is ('onvergel~t on [r, oo), a.e. T >_ to, 
where 
u~(t) = P( t )  = I I  (1 + b~)t,(t), t > r ,  
t<<tk<t+r (12) 
c/'+. ) 'u~:+a(t) = P( t )exp  u4:(s)ds , t >_ T, k e N. kdt  
PROOF.  
( i )~( i i ) .  Let ?](t) be a nonoscillatory solution of (1). By Theorem 1, equation (2) has also a 
nonoscil latory solution z(t). Without loss of generality, we suppose that :r(t) > 0 for t > T > to. 
Set 
z'(t) 
40 - :r(t) ' t > T. 
Thus, u(t) is defined a.e. on [T, oo). Now we <:laim that 'u(t) is a solution of (11) on [T, oc). 
= exp(j~, u(s) ds) and so Indeed, from (13), we see that co(t) a:(T) t 
z(t) -exp  ,,+t u(s) ds , t >_T. 
By dividing both sides of (2) by z(t) and using (14), we obtain 
u(t) = P( t )  exp ~(s) ds . 
This proves (ii). 
( i i )~( i ) .  Let ~,(t) be a nonnegative solution <,,1 IT, ,~). Set z(t) = exp( f r  'u(s) ds). It is easy to 
check that :c(t) is a positive solution of (2) on IT, oc). By Corollary 1, y(t) = Hr_<,~ <,(1 +bk)z(t)  
is a positive solution of (1) on IT, oc). The proof that ( i i )~( i )  is complete. 
( i i )~( i i i )  Let .u(t) be a nonnegative solution of (11). Clearly, u4(t) P(t)  < P(t)  , ~.t+, • = exp/ j t  
'a 1(8) ds)  = 'tt2(t ) ~ u(t), t _> f .  By a simple induction, we 1)rove 
ztk(t) < uk+i(t) <_ .u(t), t > [/', k E N. 
Hence, the sequence {~,~.(t)} has a pointwise limiting function ~(t), that is, 
lira 'u/,.(t) = g(t) < u(t), a.e. tbr t >_ T, 
which means that (iii) is proved. 
( i i i )~( i i ) .  Let limk~oo'uk(t) = u(t), a.e. t >_ T. From (12), we have that u~.(t) <_ u(t) on 
[T, oc), k ~ N. Hence, uk(t), k ~ N are informly bounded on [t,t + r I for all t _> T and k c N. 
So by the Lebesgue's dominated convergence theorem, from (12), we obtain (11). The proof that 
( i i i )~( i i )  is complete. 
The next result is a sufficient condition for nonoscillation of solutions of (1). 
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THEOREM 7. Assume that (A1), (A~), (A3) with bk > -1 hold and there exists a T >>_ to such 
that for a11 t >> T 
[ t+v  i -  [ 1 (1 + bk)p(s) ds < - ,  
Jt  .s<_tk<s+r C 
then (1) has a nonoscillatory solution. 
PROOF. Now, we prove that  (16) implies that statement (iii) of Theorem 6 holds. In fact, from 
(12) and (16), 
[t+~ [t+~- H 1 
'u~(s) ds = (1 + b,~)p(s) as _< - ,  
dt Jt  8~_tk<s4-w C 
t>_T. 
Thus, using again (16), we get 
T ) u2(t) = P( t )exp  Ul(S)ds < P( t )exp  < P(t)e, \ , I t  t>T .  
By induction, we obtain 
uk(t) <_ uk+t(t) = P(t) exp uk(s) ds 
\ J t  
(r ) <_ P(t) exp e P(s) ds <_ P(t)e, 
Jt 
t >_ T, k E N, 
which is implies that  {uk(t)} is convergent on IT, oc). By Theorem 6, equation (1) has a nonoscil- 
latory solution. The proof of Theorem 7 is complete. 
The following result is an immediate consequence of Theorems 5 and 7 applied to the au- 
tonomous impulsive differential equation with advanced argument 
y'(t) = py(t + T), t ¢ tk, 
y (t +) - y(tk) = by(t\), k E N, 
(1') 
where tk+l  -- tk  = ~- > 0, b > -1 ,  and p > 0 are constants. 
COROLLARY 3. All solutions of (1') are oscillatory if and only if (1 + b)pr > 1/e. 
4. EXAMPLES AND MORE REMARKS 
4.1. Two Examples  
In order to show the applications of our results, we present here the following examples. The 
results established in [12] and other known criteria are not applicable to these examples. 
EXAMPLE 1. Let tk = (7 + krnT, m is a positive integer, p(t) >_ 0 is a locally summable function 
and T > 0, bk E ( -1 ,  oc), k E N,  are constan.ts. 
Consider impulsive differential equation (1). Since tk+l -- tk = roT, there is at most one point 
of impulsive effect on each It, t + r),  t _> (7. So, 
it+. ft+. H (l+bk)p(s)ds= (l+bk) p(s)ds, 
J t  s<tk<S+T Jt  
if tk E [t,t + ~-), 
or  t+r 
f 
t+T  
l - I  (1 + bA:)V(S) ds = p(s) ds, 
,It s<_tk<s-t-v 
if some tk ~ [t,t + T), k E N. 
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(i) Let I '+" } 
dl = liltnsup 1 + bk) p(s) ds, t < tA: < t + r 
, It  
and 
d2 = l imsup/ t+~ p(s) ds. 
t - -~  J l 
If d > 1, where d = max{d~, d2}, then by Theorem 4, all solutions of (1) are oscillatory. 
(ii) Let 
[ . t+r  ] 
Cl = liminf (1+ bh,) / p(s) ds~ 
t~oo  J l ) 
and 
f t+r  
c2 = liminf I p(s)ds. 
If c > l/e, where c = rain{c1, c2}, then by Theorem 5, all solutions of (1) are oscillatory. 
(iii) If there is T _> to such that 
1 
Q(t) << -,  for all t > T, 
where 
{ /.,+. } 
Q(t) =max ( l+bk)  p(s) ds, t<_tA ,<t+r ;  p(s) d,s , 
, I t  ,l 
t_>T, 
then by Theorem 7, (1) has a nonoscillatory solution on [T, oc). 
EXAMPLE 2. Let tk=k,  bk=l /k ,  kcN,  r= l ,  I)(t)=l/[t], t_>t0 >0,  where [-] denotes the 
greatest-integer function. Consider tile impulsive differential equation (1). Since t.here is just a 
point of impulsive effect on [t,t + r), t > to. 
{t+l H [t+l / ~) ] (~)  1 
( l+bk)p(s )ds= 1+ ~ds= 1+ ~, k<t  <k+l ,  k~N,  
• I t  s<_tk<s+l  a t  
where the corresponding nonimpulsive differential equation (2) is 
( ¼) 1 
z'(t)  = 1+ -~x(t + l), k_<t <k+l ,  kcN.  (17)t. 
The "characteristic equation" of (17)k is 
( A= 1+ ~e , k~t<k+l ,  kEN.  (18)~. 
Choose a K such that for all k >_ K, 
( 1+ k<-e  
Then for a fixed k _> K, (18)k has a real root Ak such that 
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Thus, xk(t)  = cke ~t  is a positive solution of (17)k on [k, k + 1) where ck, k > I(,  is a positive 
constant. Set 
x( t )  = ek+me A~+'',t, k+m<t<k+(rn+l ) ,  re=O,  1 ,2 , . . . ,  k>K,  
we can choose constants ckj_l, ck+2,.., such that x(t) is continuous at k + 1, k + 2 , . . . .  In fact, 
suppose that  ck is a positive constant. To choose ek+l, let 
ckeAk(k+l )  ~_ CkwleA~+ l(k+l), 
that  is, ck+l = ckeak(k+l)/e :~k+l(k+l), then x(t) is continuous at t = k + 1. Thus, by induction, 
we can obtain ck+l, Ck+2, ck+3,.. ,  such that x(t) is continuous on [K, o~) and it is easy to check 
that  x(t) is a positive solution on [K, oc). By Corollary 1, y(t) = l]K<_tk<t(1 + 1/k)x( t )  is a 
positive solution of (1) on [K, oo). 
4.2. General izat ion for Several Advanced Arguments  
The results of this paper are extensible to more general impulsive equations with advanced 
arguments, for example, 
y'(t) = Ep i ( t )y ( t  + vi), 
i=1 
y (t~ +) - y(t~) = b~y(t~), k c N. 
4.3. General izat ion for Inequalit ies 
The results of Section 2 of this paper can be formulated in a more general form about the 
inequalit ies 
y'(t) - p(t)y(y + 7) > O, t ~ tk, 
y (t~ +) - y(tk) = bky(t~), k c N, 
and 
y'(t) - p(t)y(y + 7) _< 0, t ~ t~, 
y (t~ +) - y(t~) = b~y(t~), k ~ N, 
(see [12, Corollary 1]). 
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