Partially Observable Markov Decision Processes
Definition: A Partially Observable Markov Decision Process (POMDP) consists of
1. An MDP (X , A, P , R), and 2. An observation process ν : X → ∆(Y), where ∆(Y) is the set of probability distributions on the observation space Y.
A policy is a function π : Y * → ∆(A) that maps from observation histories to distributions over actions.
Some Objectives
What is the aim?
(Here, r t ∼ R(x t , a t ).)
1. Maximize total expected reward,
2. Maximize discounted reward,
3. Maximize average reward,
Finite horizon dynamic programming
Consider a policy π = (π 0 , . . . , π n−1 ).
The value to go from x i , under π = (π i , . . . , π n−1 ):
Bellman's Principle of optimality: For the optimal policy π * = (π * 0 , . . . , π * n−1 ), and for any x i , however it was reached, the tail policy (π * i , . . . , π * n−1 ) optimizes the value to go from x i . This motivates dynamic programming, a backwards induction: find π * n−1 , then π * n−2 , etc.
First choose π * n−1 :
Then choose π * n−2 : J * n−2,n (x n−2 ) = max a n−2 ∈A E r n−2 + J * n−1,n (x n−1 ) x n−2 , a n−2 .
Finite horizon dynamic programming: T

Definition: Define the operator
Then the optimal value is given by J Finite horizon policy evaluation: T π Similarly, to compute J π n :
(e.g.: π stationary)
Definition: Define the operator
Then the value under π is given by J π n = J π 0,n where
Infinite horizon discounted reward
Theorem: For any π and α < 1, there is a vector Theorem: For any α < 1, there is a vector J *
