Abstract. In a recent paper Ismail, Masson, and Suslov 16] have established a continuous orthogonality relation and some other properties of a 2 ' 1 -Bessel function on a q-quadratic grid. Dick Askey 3] suggested that the \Bessel-type orthogonality" found in 16] at the 2 ' 1 -level has really a general character and can be extended up to the 8 ' 7 -level. Very-well-poised 8 ' 7 -functions are known as a nonterminating version of the classical Askey{Wilson polynomials 5], 6]. Askey's congecture has been proved in 33]. In the present paper which is an extended version of 33] we discuss in details some properties of the orthogonal 8 ' 7 -functions. Another type of the orthogonality relation for a very-well-poised 8 ' 7 -function was recently found by Askey, Rahman, and Suslov 4].
Introduction
The Askey{Wilson polynomials 6] are p n (x) = p n (x; a; b; c; d) ( (a k ; q) n ; (1.4) and (a; q) 1 := lim n!1 (a; q) n ; (1.5) (a 1 ; a 2 ; : : : ; a r ; q) 1 In the fundamental memoir 6], they studied in details many other properties of these polynomials.
As is well known, the Askey{Wilson polynomials and their special and limiting cases are the simplest and the most important orthogonal solutions of a di erence equation of hypergeometric type on nonuniform lattices (see, for example, 6 Bustoz and Suslov introduced the corresponding q-Fourier series and established several important facts about the basic trigonometric system and the q-Fourier series. Dick Askey 3] has suggested that the orthogonality relation (1.10){(1.11) can be extended to the level of very-well-poised 8 ' 7 -functions. The author was able to prove his conjecture in 33]. Our main objective in this paper is to study the new orthogonality property for 8 ' 7 -function in details. This article is an extended version of the short paper 33], originally submitted as a Letter, we include proofs of the main results etablished in 33] to make this work as self-contained as possible.
The paper is organized as follows. In Section 2 we consider di erence equation of hypergeometric type on a q-quadratic grid and discuss a solution of this equation in terms of a very-well-poised 8 ' 7 -function. In the next two sections we derive a continuous orthogonality property for this 8 ' 7 -function. Section 5 is devoited to the investigation of zeros and asymptotics of this function and in Section 6 we evaluate the normalization constants in the orthogonality relation for the 8 ' 7 . In Section 7 we nd an analog of the Wronskian determinant for solutions of di erence equation of hypergeometric type. Some special and limiting cases of our orthogonality relation are discussed in Section 8. We close this paper by estimating the number of zeros on the basis of Jensen's theorem in Section 9.
Difference Equation and Its 8 ' 7 -Solutions
Let us consider a di erence equation of hypergeometric type
on a q-quadratic lattice x(z) = 1 2 q z + q ?z with x 1 (z) = x z + 1 2 and f(z) = rf(z + 1) = f(z + 1) ? f(z). Here in Section 7.
Orthogonality Property
Now we can prove the orthogonality relation of the 8 ' 7 -functions (2.7) with respect to the weight function 
where the eigenvalues = and 0 = are de ned by (2.4). Let us multiply the rst equation by u (z), the second one by u (z), and subtract the second equality from the rst one. As a result we get
where
is the analog of the Wronskian 25] . We need to know the pole structure of the analog of the Wronskian W(u ; u ) in ( :
where the new \Wronskian", W(v (z); v (z)), is clearly an entire function in z.
Integrating (4.3) over the contour C indicated in the Figure; where the variable z is such that z = i =log q ?1 and ?
(we shall assume that 0 < q < 1 throughout this work); gives
All poles of the integrand in the right side of (4. The integrand in the right side of (4.8) has the natural purely imaginary period T = 2 i=log q when 0 < q < 1, so this integral is equal to Z where max(jaj; jbj; jcj; jq=dj) < 1 and 0 < Re 0 < 1=2, q 0 = .
It is worth mentioning the important special case rst. If both of the \degree" parameters and are nonnegative integers: = m = 0; 1; 2; : : : and = n = 0; 1; The limiting case ! of (4.20) is also of interest. From (4.4), 
Properties of Zeros and Asymptotics
In the previous section we have proved that the 8 The rst solution is 0 = 1 , so the roots are real in this case. The second solution of (5.7) Proof. Suppose that k and k+1 are two successive zeros of f( ). Then the derivative @ @ f( ) has di erent signs at = k and = k+1 . This means, in view of the positivity of the integral on the left side of (4.21), that g( ) changes its sign between k and k+1 and, therefore, has at least one zero on each interval ( k ; k+1 ).
To complete the proof of the theorem, we have to show that g( ) changes its sign on each interval ( k ; k+1 ) only once. Suppose that g( k ) = g( k+1 ) = 0 and k < k < k+1 < k+1 . Then, by (4.21), function f( ) has di erent signs at = k and = k+1 and, therefore, this function has at least one more zero on ( k ; k+1 ). So, we have obtained a contradiction, and, therefore, function g( ) has exactly one zero between any two successive zeros of f( ).
In order to nish the proof of our theorem one has to show that 1 < 1 . We would like to leave the proof of this fact as a congecture for the reader.
Let us discuss an asymptotic behavior of u (x; a; b; c; d) for The last term dominates here as approaches in nity (cf. (5.4) ).
The proof of Theorem 5.1 has strongly indicated that asymptotically the large positive -zeros of v ( ; a; b; c; d) are n = n + n ; 0 n < 1 (5.18) as n ! 1. The same consideration as in 14], 17], and 11] shows that this function changes sign only once between any two successive test points = ! n and = ! n+1 de ned on the page 15 for su ciently large values of n. We include details of this proof in Section 9 to make this work as self-contained as possible.
Our next theorem provides a more accurate estimate for the distribution of the large positive zeros of the \boundary" function (5.2). =ad; bcq ; a q; q) 1 (q; q; ab; bc; b=a; a; qa= ; ; q = ; a ; q) 1 (6.5) ( ; q = ; a ; q) n (a q; q) n One can see again that the second and the forth terms in this formula are equal to the rst and the third ones, respectively, with a and b interchanged. When satis es the boundary condition As a result, from (7.6) and (7.7) we nd the value of the \Wronskian" of the 8 ' 7 -functions (7.1) and (7.2) 1 :
The second term on the left side here is the same as the rst one with c and d interchanged.
One can see from (7.8) that two solutions u(z) and v(z) are linear dependent when is an integer. In this case due to (2.13) both solutions are the Askey{Wilson polynomials, up to a factor, which are related by Sears' transformation. On the other hand, equation (7.8) shows that there is no analog of Sears's transformation at the level of very-well-poised 8 5.2) ). Let n f (r) be the number of of zeros of f( ) in the circle j j < r. Consider also circles of radius R = R n = q ?n = + abcdq n?1 , q < < 1 with n = 1; 2; 3; : : : in the complex -plane. Since n f (r) is nondecreasing with r one can write n f (R n ) n f (r) n f (R n+1 ) (9. as n ! 1.
From (9.6) and (9.10), 1 ? log = log q ?1 n ? 1 n < n f (R n ) n < 1 ? log = log q ?1 n (9.11) and, therefore, lim n!1 n f (R n ) n = 1: (9.12) On the other hand, from (9.11), n ? 1 ? log = log q ?1 < n f (R n ) < n ? log = log q ?1 : (9. 13) The di erence between the upper and the lower bounds here is 1 which means that there is only one positive root of v ( ; a; b; c; d) between the test points = ! n and = ! n+1 de ned on the page 15 during the proof of Theorem 5.1 for large values of n.
