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The authors should be congratulated on an impressive and thought-provoking contribution to the field. Traditional MCMC has benefited from the development of gradient-based control variates [1, 2, 7, 8, 9] , but it may be more difficult to design gradient-based control variates for Unbiased MCMC. Following the notation in the paper, letπ R (h) := 1 as R → ∞. A control variate g should therefore be selected such that π(g) = 0 and σ(h − g) σ(h). In (3.2) it was demonstrated that, in the large m and k limit, the quantity σ(h) 2 is just the asymptotic variance from traditional MCMC; existing gradient-based control variates can therefore be used [3, 6] . However, at finite m and k the dependence of σ(h) on h is far from explicit. One could use sample-splitting to construct an approximation of the form
and attempt to minimiseσ(h − g). Alternatively, one could bound σ(h − g) in terms of quantities that are independent of the Markov chain and then minimise the bound. One such bound is provided in the following result, stated for k = m = 0 for simplicity, which we do not claim to be in any sense optimal:
Let Assumptions 1-3 be satisfied, with η as in Assumption 1 and C, δ as in Assumption 2. Let π t be the law of X t and assume that λ := sup t≥0 d TV (π, π t ) < ∞. Let H be a reproducing kernel Hilbert space, with norm denoted · H and with kernel K :
where the positive constants γ and λ are h-independent. The proof is provided in Appendix A. None of the three h-dependent quantities in the bound depend on the law of the Markov chain and thus minimisation of the bound may be practical. The, in practice unknown, values of γ(δ) and λ determine which of the three terms dominate the bound. Figure 1 displays the variance reduction achieved in the 302-dimensional logistic regression example of [4] . These results are encouraging, but more work is required to develop an understanding of gradient-based control variates for Unbiased MCMC. . . , 302 in the logistic regression example of [4] . The following strategies were compared: (i) direct minimisation ofσ(h−g), and (ii) minimisation of the bound (1) on σ(h − g), with η, λ 1, γ 1 and π approximated with MCMC output. In each case g was a first order Stein control variate [7, 9] estimated using the first R/2 chains, whilst π(h) was estimated using the remaining R − R/2 chains in order that the estimators remain unbiased. Runs are based on k = 330, m = 3300 and R = 32. The empirical means from approach (ii) are subtracted for visualisation purposes. The median variance reduction factor using approaches (i) and (ii) is approximately 20. However, approach (i) depended strongly on the numerical approach used to minimise the non-convex objective functionσ(h − g) 2 . Code to reproduce the experiment is provided at https://github.com/LeahPrice/debiasedhmc.
A Derivation of the Upper Bound
The aim in what follows is to reproduce the proof of Proposition 1 in [5] whilst explicitly tracking the terms that are h-dependent. To avoid reproducing large amounts of [5] , we assume familiarity with the notation and quantities defined in that work.
The first part of the argument in [5] uses Assumption 1 to deduce that E[∆ 2 t ] ≤Cδ t for someC and all t ≥ 0. Our first task is to explicitly compute the constantC in terms of the quantities η and D in Assumption 1. To this end, we reproduce the argument alluded to in the paper:
It is then stated in the proof of Proposition 1 in [5] that E[(H n 0 (X, Y ) − H n 0 (X, Y )) 2 ] ≤Cδ n wherẽ δ ∈ (0, 1) for someC and all n, n with n ≥ n; we reproduce the implied argument to explicitly representC in terms of η and D next: 
where γ is a h-independent constant that depends only on the law of the meeting time for the Markov chains. The constant γ is finite sinceδ ∈ (0, 1).
