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 1  JOHDANTO  
Tämä dokumentti kertoo levyjärjestelmävirtualisoinnista ja sen komponenteista, levyjärjes-
telmävirtualisointituotteista, sekä IBM San Volume Controllerin käyttöönotosta. 
Olen valinnut tämän aiheen koska uskon, että sen tutkimisesta olisi minulle tulevaisuudessa 
hyötyä ja sen lisäksi aihe kiinnostaa minua. Olen myös ollut IBM:n järjestämällä Spektri-
akatemia kurssilla aiheesta. 
  
 
 2  LEVYJÄRJESTELMÄVIRTUALISOINTI 
Levyjärjestelmävirtualisoinnilla tarkoitetaan usean fyysisen levyjärjestelmän yhdistämistä yh-
deksi levylaitteeksi, jota hallitaan keskitetysti. Virtualisoinnin vuoksi levyjärjestelmien ylläpito 
selkeytyy ja helpottuu, koska et enää hallitse jopa monen eri valmistajan laitteita erikseen, 
vaan hallitset kaikkia yhdestä portaalista. (1) 
Levyjärjestelmävirtualisointi toteutetaan storage hypervisorilla, jota myös kutsutaan software-
defined storageksi. Storage hypervisorille voidaan lisätä eritasoista ja erivalmistajan tarjoamaa 
tallennus kapasiteettia, josta tallennus kapasiteetti jaetaan sitä käyttäville koneille. Eri taisoi-
sella levyllä voidaan tarkoittaa esimerkiksi 7200 rpm SAS, 10k SAS tai SSD-levyjä. Näiden 
levyjen kapasiteetilla ja nopeudella on suuriakin eroja Gt per euro ja IOPS per euro mitattu-
na. (2) 
Looginen levy tai looginen volume on levyosio joka voi olla osa fyysistä levyä tai voi koostua 
useasta fyysisestä levystä. Loogisia levyjä kutsutaan myös LUNeiksi. San Volume Controlle-
rissa hosteille jaettavia LUNeja kutsutaan volumeiksi ja San Volume Controllerille jaettuja 
LUNeja kutsutaan MDiskeiksi, eli Managed Diskeiksi. (3) 
I/O, eli Input/Output operaatio tarkoitta kirjoitus ja lukuoperaatiota. IOps, eli In-
put/Output operations per second on tapa mitata kirjoitus ja lukuoperaatioiden määrää per 
sekunti. (4) 
Levyjärjestelmät tallentavat datan blokki tasolla. Kun käyttäjä tallentaa tiedoston, jaetaan tie-
dosto ennalta sovitun kokoisiin blokkeihin, jotka tallennetaan levylle. Kun käyttäjä haluaa 
avata tiedoston, koostetaan se levyllä olevista blokeista. Koska blokkikoko on ennalta sovittu 
ja sama koko levyllä, saattaa levyille jäädä tyhjää tilaa jota ei voida käyttää, koska tiedoston 
koko ei ole suoraan jaollinen levyn blokkikoolla. (5) 
2.1  RAID-tasot 
Yksinkertaisimmillaan storage virtualisointi on useasta levystä tehty RAID, jossa useasta fyy-
sisestä levystä tehdään niin sanottu raidi-pakka. Tämä raidi pakka näkyy käyttöjärjestelmälle 
yhtenä levynä. Erilaisilla raidi pakoilla saadaan datalle suojausta levyrikkoja vastaan, lisää ka-
 pasiteettia. sekä kirjoitus ja lukunopeutta. Yleisimpiä raid ”tasoja” ovat raid 0, 1, 5, 6 ja 10. 
(6) 
Raid 0 pakka koostuu vähintään kahdesta levystä ja data kirjoitetaan tasaisesti levyille (Kuva 
1). Tämän raidi tason hyviä puolia on kirjoitusnopeus ja kapasiteetti, koska data kirjoitetaan 
raidi pakkaan vain kerran. Huonoja puolia raid 0:ssa on suojauksen puuttuminen, koska data 
kirjoitetaan raidi pakkaan vain kerran, jo yhdenkin levyn hajoamin aiheuttaa datan menetyk-
sen. (6) 
 
Kuva 1: Raid 0 
Raid 1 pakassa kahdesta levystä tehdään peilipari, jossa kaikki data kirjoitetaan molemmille 
levyille eli peilataan (Kuva 2). Raidi 1 pakan hyviä puolia on datan suojaus ja hyvä suoritus-
kyky. Koska data on peilattu, voi toinen levy raidi pakasta rikkoutua ja dataa ei menetetä. 
Huonoja puolia raid 1 pakassa on ”hukkakapasiteetin” määrä. Puolet levykapasiteetistä kuluu 
datan suojaukseen. (6) 
 
Kuva 2: Raid 1 
Raid 10 on raid 0:n ja raid 1 yhdistelmä, jossa data kirjoitetaan aina kahdelle levylle. Tämä 
raidi taso on kaikkein kallein koska puolet kapasiteetistä kuluu datan suojaukseen. Raidi 10 
 kestää myös suurimman määrän levyrikkoja, jos ”oikeat” levyt menevät rikki. Raidi 10 pakal-
la on myös hyvä suoritus kyky, koska data on jaettu eri levyjen kesken. (6) 
Raid 5 ja 6 pakoissa data kirjoitetaan tasaisesti usealle levylle, jonka lisäksi jokaiselle levylle 
kirjoitetaan pariteetti dataa (Kuva 3). Raid 5 ja 6 levyillä on hyvä lukunopeus, koska data si-
jaitsee usealla levyllä. Mutta myös huono kirjoitusnopeus, koska kirjoitetusta datasta joudu-
taan laskemaan pariteetti joka myös kirjoitettaan levyille. Raidi 5 ja 6 levyjen ero on pariteetti 
levyjen määrässä. Raid 5:ssä on yksi pariteetti levy ja raid 6:ssa on kaksi pariteetti levyä. Tästä 
johtuen raid 5 pakka kestää yhden levyn hajoamisen ja raid 6 kahden levyn hajoamisen. Pari-
teetti levyjen data on jaettu tasaisesti raidi pakkaan. Raidi 5 ja 6 pakat ovat hyviä vaihtoehto-
ja, jos halutaan kohtuullinen suojaus kohtuullisilla kuluilla. (6) 
 
 
Kuva 3: Raid 5 
2.2  Storage Area Network 
Storage Area Network eli SAN, on tärkeä osa levyjärjestelmävirtualisointia. SAN on tallen-
nuskapasiteetille dedikoitu verkko, jota hyväksikäyttäen keskitetystä tallennuskapasiteetista 
jaetaan kapasiteettia palvelimille esimerkiksi levyjen tai nauhureiden muodossa. SAN koos-
tuu normaalisti kolmesta komponentista (kuva 4): host bus adaptereista (HBA) (1.), kytki-
mistä (2.) ja kaapeleista (3.). SAN -pohjaisissa laitteissa dataa käsitellään blokkitasolla, eikä 
sitä pidä sekoittaa NAS-pohjaisiin laitteisiin joissa dataa käsitellään tiedostotasolla. (7) (8) 
 
  
Kuva 4: 1. Qlogic Fibre Channel host bus adapter (9) 2. IBM SAN24B-5 Fibre Channel kyt-
kin (10) 3. Monimuotokuitukaapeli LC-LC liittimellä (11) 
 
Levyjärjestelmävirtualisoinnissa käytetään kolmea eri SAN protokollaa. iSCSI, FC ja FCoE 
protokollaa. 
 
2.2.1  iSCSI 
ISCSI eli Internet Small Computer System Interface on blokkitason TCP/IP pohjainen SAN 
protokolla. ISCSI käyttää tiedonsiirtoon 1Gb/s tai 10Gb/s TCP/IP verkkoja. Useita yhteyk-
siä voidaan kanavoida yhdeksi sessioksi kapasiteetin ja viansiedon parantamiseksi. Virheen-
korjaukseen iSCSI käyttää TCP-protokollaa, joka uudelleen lähettää hukatut paketit. (12) 
Koska iSCSI käyttää ethernet verkkoa, ei erillisiä kytkimiä tai verkkokortteja tarvita, vaan 
voidaan käyttää jo olemassa olevia laitteita. Tämä tekee iSCSI protokollan käyttöönotosta FC 
ja FCoE protokollia halvemman. Kuitenkin suositeltavaa on käyttää iSCSI:a omassa verkos-
sa, koska iSCSI ei sisällä liikenteen salausta. ISCSI protokolla on erittäin tunnettu protokolla 
ja siihen liittyviä ongelmia voidaan ratkoa perinteisillä työkaluilla, kuten Wiresharkilla. (12) 
 ISCSI initiaattoreita on kahdenlaisia, ohjelmistopohjaisia ja rautapohjaisia. Ohjelmistopohjai-
sessa iSCSI:ssa koko iSCSI pino toteutetaan ohjelmistolla, tästä johtuen ohjelmisto pohjai-
nen iSCSI käyttää enemmän palvelimen prosessori tehoa ja muistia. Rautapohjaisessa 
iSCSI:ssa koko iSCSI pino toteutetaan erillisellä verkkokortilla, tästä johtuen rautapohjainen 
iSCSI käyttää vähemmän palvelimen prosessori tehoa ja muistia. (13) 
2.2.2  FC   
 FC eli Fibre Channel on myös blokkitason SAN protokolla. FC protokolla käyttää tiedon-
siirtoon 1 Gb/s, 2 Gb/s, 4 Gb/s, 8 Gb/s tai 16 Gb/s Fibre Channel verkkoja. Fibre Chan-
nel verkoissa tallennuskapasiteettiin ollaan yhteydessä FC kehyksillä, joihin on kapseloitu 
SCSI komentoja ja dataa. Koska Fibre Channel on erittäin tunnettu ja luotettava protokolla 
käytetään sitä yleensä kriittisiin ympäristöihin. (12) 
Fibre Channel verkon täytyy olla hävikitön, koska Fibre Channel protokollassa ei ole vir-
heenkorjausta. Hävikitön verkko saadaan rajoittamalla liikennettä ruuhkan estämiseksi. Kos-
ka Fibre Channel ei käytä ethernet kytkimiä, vaan vaatii omat Fibre Channel kytkimet ja 
adapterit on se iSCSI:iin verrattuna erittäin kallis. Fibre Channel verkko on myös ethernet 
verkkoa vaikeampi konfiguroida. (12) 
Fibre Channel verkko perustuu zoningiin. Fibre Channel verkossa eri laitteiden ja porttien 
tunnistamiseen käytetään WWN-osoitetta (Word Wide Name). WWN-osoite on ethernet 
verkon MAC-osoitetta vastaava osoite. WWN-osoite muodostuu 16 heksadesimaaliluvusta, 
jotka on jaettu 8:saan 2 luvun ryhmään. Ryhmät on erotettu toisistaan kaksoispisteellä. 
WWN-osoitteita on kahdenlaisia WWNN ja WWPN-osoitteita. WWNN eli World Wide 
Node Name käytetään tunnistamaan laite ja WWPN eli World Wide Port Name käytetään 
tunnistamaan portti. WWN-osoite esimerkki 80:05:07:68:01:30:df:01. WWN-osoitteille voi-
daan antaa alias helpottamaan konfigurointia. WWN-osoitteista tehdään erilaisia zoneja, jois-
sa olevat portit pystyvät keskustelemaan keskenään.. Kuvassa 5 esimerkki toisen kytkimen 
zoneista ympäristöstä jossa on 2 kytkintä, 2 palvelinta, 1 levyjärjestelmä ja 2 San Volume 
Controller noodia. Kytkimen nimi on ODDFABRIC ja siihen on liitetty kummankin palve-
limen adaptereista portit 1 ja 3, kummankin San Volume Controller noodin portit 1 ja 3, se-
kä levyjärjestelmän kummankin noodin portit 1 ja 3. (12) 
  
Kuva 5: ODDFABRIC Zonet 
2.2.3  FCoE 
FCoE eli Fibre Channel over Ethernet on myös blokkitason protokolla. FCoE protokollassa 
SCSI komennot ja data kapseloidaan ethernet kehyksiin. FCoE protokollassa on paljon FC 
protokollan ominaisuuksia. FCoE on iSCSI ja Fibre Channel protokollaan verrattaessa erit-
täin tuore protokolla. Tästä ja konfiguroinnin monimutkaisuudesta johtuen ongelmien rat-
kominen saattaa olla haasteellista. (12) 
FCoE vaatii 10Gb hävikittömän ethernet verkon, mikä lisää kustannuksia iSCS:iin verratta-
essa. Samassa verkossa voidaan myös ajaa muuta liikennettä. FC protokollan tapaan 
FCoE:ssa tehdään zoneja liikenteen ohjaamiseksi. Koska FCoE framet ovat 2200 tavun ko-
koisia, eikä niitä voida jakaa, täytyy kytkimien tukea jumbo frameja. (12) 
 3  IBM SAN VOLUME CONTROLLER JA EMC VPLEX 
IBM San Volume Controller ja EMC VPLEX ovat hyvin samankaltaisia levyjärjestelmävirtu-
alisointilaitteita. Kumpikin tuote otetaan käyttöön pareittain, jolloin laite parit muodostavat 
toisiaan suojaavia klustereita. San Volume Controllerissa näitä klustereita kutsutaan I/O 
Groupeiksi ja VPLEXissä näitä klustereitä kutsutaan Engineiksi. (14) 
Vaikka kumpikin tuote on hyvin samankaltaisia, on tuotteissa kuitenkin eroja. Suurimpana 
erona on välimuistin toiminta. (14) 
3.1  IBM San Volume Controller 
San Volume Controller on IBM:n levyjärjestelmävirtualisointilaite, joka sijoitetaan levyjärjes-
telmien ja palvelimien väliin. San Volume Controllerilla saavutetaan tallennuskapasiteetin 
keskitetty hallinta, vikasietoisuuden parantuminen, porrastettu tallennuskapasiteetti, levyjär-
jestelmätason snapshotti, disaster recoveryn, sekä muita hyödyllisiä toimintoja. 
San Volume Controller on kehitetty San Josessa Kaliforniassa IBM: Almaden tutkimuslai-
toksessa. Ohjelmisto laitteeseen on kehitetty Iso-Britanniassa Hursley laboratoriossa. Ohjel-
misto on vuosian varrella kokenut suuria muutoksia etenkin käyttöliittymän ohella. Nykyisin 
San Volume Controllerin ohjelmistoa käyttää myös IBM Storwize tuoteperheen levyjärjes-
telmät. (15)  
San Volume Controller noodi on IBM:n 1 unitin korkuinen muokattu räkkipalvelin, johon 
kuuluu 1 unitin korkuinen UPS. Noodi sisältää 24 Gt muistia ja 4 kappaletta 8Gb/s fibre 
channel kuituportteja. Noodeihin voidaan lisätä 24 Gt lisämuistia ja 4 kappaletta 8Gb/s fibre 
channel portteja tai 4 kappaletta 10Gb/s iSCSI portteja. 24 Gt muistin lisäys vaatii myös toi-
sen prosessorin lisäämisen noodiin. San Volume Controllerin UPS:lla varmistetaan, ettei 
sähkökatkoksen aikana menetetä välimuistiin kirjoitettua dataa, jota ei ole vielä kirjoitettu 
loppupään varmistuskapasiteettiin. (16) 
San Volume Controller klusteri koostuu 2 – 8 noodista, jotka muodostavat I/O ryhmiä. Jo-
kainen I/O ryhmä koostuu kahdesta noodista, jotka tarjoavat vikasietoisuutta toisilleen. Jo-
kaisella noodilla on 24 Gt välimuisti, joka peilataan I/O ryhmän välillä. (17) 
 San Volume Controllerille jaetaan loppupään tallennuskapasiteetistä levyjä, taikka loogisia 
levyjä joita kutsutaan San Volume Controllerissa managed diskeiksi tai MDiskeiksi. MDiskit 
jaetaan yleensä levyjärjestelmistä FC tai FCoE protokollilla, jossa kiinto- tai SSD-levyistä on 
tehty erilaisia RAID-pakkoja. 1- 128 MDiskistä muodostetaan storage pooleja. MDisk voi 
olla vain yhden storage poolin jäsen. Storage poolia voidaan kasvattaa tai pienentää lisäämällä 
tai poistamalla MDiskejä storage poolista ilman käyttökatkoja. (17) 
San Volume Controllerin kirjoitusoperaatio kuvan 6 mukaisesti. Palvelin suorittaa kirjoitus-
operaation kyseistä MDiskiä hallitsevalle noodille (1), jonka jälkeen noodi replikoi operaation 
saman I/O ryhmän toiselle noodille (2 ja 3), tästä johtuen San Volume Controllerin väli-
muistiin kirjoitettua dataa ei menetetä vaikka toinen I/O ryhmän noodi menetettäisiin. Tä-
män jälkeen hallitseva noodi kuittaa palvelimelle operaation suoritetuksi (4). Lopuksi hallit-
seva noodi suorittaa kirjoituksen lopulliseen taikka lopullisiin levyjärjestelmiin (5 ja 6). (17) 
 
Kuva 6: San Volume Controller kirjoitusoperaatio 
 
Easy Tier on San Volume Controllerin ominaisuus, jolla samassa storage poolissa voidaan 
käyttää monen eri tasoista levyä. SSD-levyt ovat huomattavasti tehokkaampia kuin kiintole-
vyt, mutta kiintolevyjen kapasiteetti on huomattavasti suurempi kuin SSD levyjen. Tällöin 
 Easy Tier ominaisuutta käyttämällä saadaan säästöjä suurien datamäärien tallennuksessa, jos-
sa vain osalla datalla on suuria kirjoitus- ja lukunopeus vaatimuksia. San Volume Controller 
automaattisesti siirtää datan jota käytetään paljon nopeammalle levylle, kun taas data jota 
käytetään vähemmän siirretään hitaammalle levylle. (17) 
IBM Real-time Compression ja thin provision ovat ominaisuuksia, joilla reaaliaikaisesti sääs-
tetään tallennuskapasiteettia. Thin provisioidussa volumessa koko volumen kokoa ei varata 
storage poolista, kuten normaalissa volumessa, vaan vain käytetty data kirjoitetaan storage 
poolin. IBM Real-time Compressionilla pakatussa volumessa, thin provisioinnin lisäksi, data 
pakataan San Volume Controlleriin sisäänrakennetulla RACE moottorilla kuva 7 mukaisesti. 
RACE moottori pakkaa ja purkaa datan reaaliaikaisesti. Kirjoitusoperaatiossa pakkaus tapah-
tuu San Volume Controller noodin välimuistiinkirjoittamisen ja lopulliseen tallennuskapasi-
teettiin kirjoittamisen välissä. Lukuoperaatiossa, jos dataa ei löydy San Volume Controllerin 
välimuistista, pyytä San Volume Controller RACE engineä lukemaan ja purkamaan lopulli-
sesta tallennuskapasiteetistä datan. (17) 
 
 Kuva 7: Real-time compression kirjoitus- ja lukuoperaatiot 
Metro ja Global mirror ovat San Volume Controllerin ominaisuuksia, joilla dataa voidaan 
peilata San Volume Controller klustereiden välillä. Metro mirror on täysin synkroninen pei-
laustapa, jossa kirjoitus operaatiossa paikallisen San Volume Controller noodin välimuistiin 
kirjoituksen ja kirjoitusoperaation palvelimelle kuittaamisen välissä operaatio synkronoidaan 
etä- San Volume Controller klusterin välimuistiin (Kuva 8). Tästä johtuen metro mirror klus-
terit voivat sijaita maksimissaan 300 km säteellä toisistaan. Metro Mirror klusterien etäisyys 
toisistaan vaikuttaa kirjoitusnopeuksiin ja vasteaikoihin negatiivisesti. (17) 
 
Kuva 8: San Volume Controller Metro Mirror 
Global mirror on asynkroninen peilaustapa, jolla San Volume Controller klusterit peilaavat 
dataa kahden San Volume Controller klusterin kesken kuten metro mirroringissa, mutta kir-
joitusoperaatio kuitataan kirjoittavalle palvelimelle heti paikallisen San Volume Controller 
klusterin välimuistiin kirjoituksen jälkeen ja data peilataan etäklusteriin tämän jälkeen (Kuva 
 9). Global mirror peilauksessa ei San Volume Controller klustereiden välimatkalla ole mak-
simirajaa, eikä hidas ja suuren vasteajan omaava yhteys hidasta itse palvelimen toimintaa, toi-
sin kuin metro mirroringissa. Kummallakin ominaisuudella voidaan toteuttaa disaster reco-
very site, jossa kriittisien palvelimien datat ovat onnettomuuden sattuessa heti käytettävissä, 
eikä aikaa vievää palautusta tarvitse tehdä. (17) 
   
Kuva 9. San Volume Controller Global Mirror 
3.2  EMC VPLEX 
EMC:n VPLEX on storage virtualisointi laite, joka toimii levyjärjestelmien ja palvelimien 
välissä, kuten IBM San Volume Controller. VPLEX virtualisoi siihen liitettyjä levyjärjestel-
miä, piilottamalla tallennuskapasiteetin oikean lähteen itse palvelimilta ja esittämällä sen 
omana tallennuskapasiteettina. (18) 
 VPLEX:stä on seuraavia hyötyjä: Koska VPLEX sijoittuu levyjärjestelmien ja palvelimien 
väliin, voidaan vplexiä käyttää datan siirtoon levyjärjestelmältä toiselle ilman käyttökatkoja 
palveluun. VPLEXin välimuisti toimii vain lukutoiminnoille eroten San Volume Controllerin 
välimuistista, joka toimii myös lukutoimintojen lisäksi myös kirjoitustoiminnoille. Koska kir-
joitustoiminnot eivät käytä välimuistia, vaan kirjoitustoiminnot viedään noodin läpi suoraan 
levyjärjestelmään, ei VPLEX:n välimuistista ole samankaltaista hyötyä kuin San Volume 
Controllerin välimuistista. (18) 
VPLEX voidaan ottaa käyttöön kolmella eri tapaa (Local, Metro ja Geo). VPLEX asenne-
taan aina pareittain. Local vaihtoehdossa VPLEX asennetaan paikallisesti yhteen konesaliin, 
jossa sillä hallitaan keskitetysti useita levyjärjestelmiä (Kuva 10). VPLEX Metrossa VPLEX 
asennetaan kahteen suhteellisen lähellä toisistaan oleviin konesaleihin, siten että konesialien 
välinen viive on maksimissaan noin 5 ms, jolloin VPLEXiä hyväksikäyttäen voidaan tallen-
nuskapasiteettiä käyttää kummastakin konesalista. On hyvä ottaa huomioon Metro mirrorin 
tuoma viive suunniteltaessa VPLEX Metro ympäristöä. VPLEX Geo asennetaan Metron 
tapaan kahteen konesaliin, mutta Geo:ssa konesalien etäisyys saa olla maksimissaan niin suu-
ri, että tiedonsiirrossa on maksimissaan 50 ms viive. Metrossa tiedonsiirto on synkronista ja 
Geossa asynkronista. Kaikki VPLEX asennustavat käsittelevät dataa blokkitasolla. (19) 
 
  
Kuva 10: EMC Local  
 4  IBM SAN VOLUME CONTROLLERIN ASENNUS JA KÄYTTÖÖNOTTO 
Asennetteva ympäristö koostuu San Volume Controlleristä, IBM DS levyjärjestelmästä, kah-
desta IBM:n SAN kytkimestä, kahdesta FC palvelimesta, sekä yhdestä iSCSI palvelimesta. 
Palvelimet on myös kytketty erilliseen ethernet verkkoon. Kaikki laitteet asennetaan labora-
torioympäristössä samaan räkkikaappiin, lukuun ottamatta iSCSI-yhteydellä olevaa palvelinta. 
San Volume Controller koostuu kahdesta 1Unit kokoisesta noodista, joilla olemmilla on oma 
1U kokoinen UPS, sekä oma 1U kokoinen virranotin.  
Asennus aloitetaan kiinnittämällä virranottimien kiinnitysraudat virranottimeen, sekä kiinnit-
tämällä UPSien ja San Volume Controller noodien kiskot räkkikaappiin. UPSien asennus 
paikaksi valittiin räkkikaapin alareuna, unitit 3 ja 4. Virranottimille unitit 5 ja 6, sekä itse San 
Volume Controller noodeillä unitit 7 ja 8, kuvan 11 mukaisesti. 
 
Kuva 11: San Volume Controller sijoitus räkkikaappiin 
Virranottimiin kiinnitetään virtakaapelit ja vedonpoistot. Tämän jälkeen virranotin kiinnite-
tään sille varattuun unittiin räkkikaapin takapuolelle. San Volume Controller noodit ja UPSit 
asennetään kiskoihin. San Volume Controller noodeihin asennetaan myös kaapelien hallinta 
käsivarret.  
Levyjärjestelmä, palvelimet ja kytkimet asennetaan San Volume Controllerien yläpuolelle. 
 4.1  Kaapelointi 
Kaapelointi aloitetaan kytkemällä UPSien hallintakaapelit ja virtakaapelit UPSeista San Vo-
lume Controllereihin. Seuraavaksi kytketään verkkokaapelit kummankin San Volume Cont-
rollerin ethernet porttiin 1 ja ethernet kytkimen välille.  
Kummankin San Volume Controllerin lisäkorttiin ja san-kytkimiin asennetaan 4 kappaletta 
8Gb/s Fibre Channel optiikoita. Kuitukaapelointi suoritetaan käyttämällä multimode-kuituja 
taulukon 1 mukaisesti. 
San Volume Controller noodi ja portti SAN-kytkin ja portti 
Noodi 1 Portti 1 SANSW1 portti 1 
Noodi 1 Portti 2 SANSW2 portti 1 
Noodi 1 Portti 3 SANSW1 portti 2 
Noodi 1 Portti 4 SANSW2 portti 2 
Noodi 2 Portti 1 SANSW1 portti 3 
Noodi 2 Portti 2 SANSW2 portti 3 
Noodi 2 Portti 3 SANSW1 portti 4 
Noodi 2 Portti 4 SANSW2 portti 4 
 Taulukko 1: SAN kaapelointi 
Kaikki San Volume Controllerin kaapelit asennetaan kaapelien hallintakouruun. 
 
4.2  Käynnistys ja alkukonfigurointi 
Ennen San Volume Controllerin käynnistystä UPSien etupaneeli täytyy irrottaa ja UPSien 
akun kytkennät täytyy kiinnittää. Tämän jälkeen molempien UPSien virtakaapelit voidaan 
 kytkeä ja toinen San Volume Controller käynnistää. Käynnistämisen jälkeen San Volume 
Controller suorittaa erilaisia testejä, jotka kestävät muutamia minuutteja. Kun San Volume 
Controller on käynnistynyt, voidaan sille syöttää hallinta ip. Tämä tapahtuu noodin etupa-
neelin kautta. Kun ip osoite on syötetty, voidaan toinen noodi käynnistää, koska San Volume 
Controller toimii klusterissa, ei toiselle noodille tarvitse hallinta ip:tä, vaan liittyy jo olemassa 
olevaan klusteriin. Tämän jälkeen voidaan San Volume Controller klusterin konfigurointi 
aloittaa. 
4.3  San Volume Controllerin päivittäminen 
Klusterin päivittäminen tapahtuu San Volume Controllerin GUI:n kautta Settings > General 
> Upgrade Software sivulta (Kuva 12). IBM:n internet sivuilta löytyy päivitystiedosto, test 
utility, sekä päivityksen release note tiedosto. Sivulta löytyy myös taulukko päivityspoluista. 
Release note tiedosto sisältää listan korjatuista ongelmista, uusista ominaisuuksista, vaati-
muksista ja ohjeet päivittykseen. Test utility ajetaan ennen varsinaista päivitystä ja se testaa 
voidaanko päivitys asentaa klusteriin.  
 
Kuva 12: San Volume Controller Upgrade Software 
Päivityspaketti ladataan San Volume Controlleriin GUI:n kautta ja valitaan automatic upgra-
de vaihtoehto. Tämän jälkeen asennusohjelma päivittää San Volume Controller klusterin 
molemmat noodit, noodi kerrallaan. San Volume Controller ilmoittaa päivityksen statuksen 
GUI:ssa (Kuva 13). Vaikka San Volume Controller on päivityksen aikana toimintakuntoinen, 
voi palvelussa havaita suurentunutta vasteaikaa. Tästä johtuen päivitys kannattaa suorittaa 
levynkäytönkannalta hiljaiselle hetkelle ja siihen kannattaa varata noin 1,5 tuntia. 
  
Kuva 13: Upgrade Status 
4.4  Levyjärjestelmien lisääminen 
San Volume Controllerissa ei ole omaa tallennuskapasiteettia, vaan se käyttää fibre channel 
protokollalla liitettyjen levyjärjestelmien kapasiteettia ja esittää sen palvelimille omanaan. En-
nen levyjärjestelmien lisäystä San Volume Controllerille täytyy SAN verkon zoning suorittaa 
ja levyjärjestelmät konfiguroida. SAN zoningin tarvitsemat WWPN:t löytyvät Settings > 
Networking valikosta. Levyjärjestelmiin San Volume Controller konfiguroidaan niin kuin 
mikä tahansa host.  
Kytkinten ja levyjärjestelmien konfiguroinnin jälkeen San Volume Controller tunnistaa sille 
jaetut LUN:it MDiskeinä. MDiskeistä tehdään pooleja joista jaetaan palvelimille levykapasi-
teettia. Poolit luodaan San Volume Controllerin Pools > MDisks by pools valikosta Create 
Pool toiminnolla. Yhteen pooliin voidaan lisätä useita MDiskejä. Poolille annetaan nimi ja 
blokki koko.  
4.5  Hostien lisääminen 
Ennen hostien lisäämistä San Volume Controllerille täytyy suorittaa SAN verkon zoning. 
Tämän jälkeen voidaan San Volume Controlleriin lisätä hosteja, joille halutaan jakaa levyka-
pasiteettiä. Hostien lisääminen tapahtuu Host > Host valikosta Create Host toiminnolla. 
Vaihtoehtoina on Fibre Channel host ja iSCSI host. Näistä vaihtoehdoista valitaan Fibre 
 Channel host. Hostille annetaan nimi (Host1) ja pudotusvalikosta valitaan porttinumerot, 
jotka kuuluvat kyseiselle hostille (Kuva 14).  
 
Kuva 14: Fibre Channel hostin lisääminen 
4.6  Levyjakojen lisääminen 
Kun San Volume Controlleriin on lisätty levyjärjestelmät mistä tallennuskapasiteetti tarjotaan 
ja hostit joille tallennuskapasiteettiä tarjotaan, voidaan levyjakoja lisätä. Levyjaot ovat LUNe-
ja, joita San Volume Controllerissa kutsutaan volumeiksi. 
 Levyjakojen lisääminen tapahtuu Volumes > Volumes valikosta create volume toiminnolla. 
Volumelle valitaan ominaisuudet (Normaali, thin-provisioitu, peilattu, thin provisioitu peili 
 tai pakattu) ja mihin pooliin se halutaan luoda. Lisäksi valitaan montako volumea luodaan, 
volumien kapasiteetti, sekä nimi. Jos luodaan useampi volume kerralla, käytetään juoksevaa 
numerointia volumen nimen lopussa. 
 
Kuva 15: Uuden volumen luonti 
Kun volume on luotu, täytyy se liittää hostiin. Tämä tapahtuu joko volumen luonnin yhtey-
dessä Create and Map to Host painikkeella (Kuva 15) tai volumen luonnin jälkeen Volumes 
> Volumes valikosta valitsemalla luodun volumen asetukset. Aluksi valitaan host johon vo-
lume halutaan liittää, jonka jälkeen halutut volumet siirretään Unmapped Volumes listasta 
Volumes Mapped to the Host listalle (Kuva 16). Volume voidaan liittää samanaikaisesti use-
aan hostiin. 
  
Kuva 16: Volumen liittäminen hostiin 
 
 5  YHTEENVETO 
San Volume Controllerin fyysinen asennus on erittäin suoraviivaista. Fyysisen asennuksen 
suurimmaksi haasteeksi osoittautui UPS:sien kontrollikaapeleiden sijoittaminen, koska näissä 
kaapeleissa oli useampi metri ylimääräistä ja ne olivat erittäin paksut. Koska asennettu ympä-
ristö koostui San Volume Controllerin ja palvelimien lisäksi vain yhdestä levyjärjestelmästä, 
ei mahdollisia asennus vaihtoetoja ollut kovin montaa. Myös levykapasiteetin vähyys ja ym-
päristön käyttö rajoitti mahdollisia konfigurointi ja testivaihtoehtoja, eikä esimerkiksi levyjär-
jestelmän tilan vähyys mahdollistanut erilaisten testien suorittamista. 
Mielestäni San Volume Controller on pieneen ympäristöön liian kallis tuote. Mutta jo vähän-
kään isommissa ympäristöissä, jossa esimerkiksi dataa halutaan peilata kahden konesalin vä-
lillä, on San Volume Controller hyödyllinen hankinta. Myös muut San Volume Controllerin 
ominaisuuksista ovat hyödyllisiä, kuten Easy Tier. San Volume Controllerin välimuistilla voi-
daan myös tehostaa hitaimpia levyjärjestelmiä huomattavasti. 
Muiden virtualisointilaitteiden vertailu IBM:n San Volume Controlleriin osoittautui haasteel-
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