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a b s t r a c t
In this paper, we consider a two stage strategy for waveform relaxation (WR) iterations,
applied to initial value problems for differential-algebraic equations (DAEs) in the form
Ay˙(t)+ By(t) = f (t). Outer iterations of TSWR are defined byMAy˙(k+1)(t)+M1y(k+1)(t) =
N1y(k)(t) + NAy˙(k)(t) + f (t), where A = MA − NA, B = M1 − N1, and each iteration
y(k+1)(t) is computed using an inner iterative process, based on another splitting M1 =
M2 − N2. Meanwhile, by the means of the Theta method, the discretized TSWR of DAEs
is realized. Furthermore, when MA is an Hermitian positive semi-definite matrix with P-
regular splittings, the convergence and the comparison theorems of TSWR are analyzed.
Finally, the numerical experiments are presented.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Many importantmathematical models can be expressed in terms of differential-algebraic equations (DAEs). For instance,
electrical networks, constrainedmechanical systems of rigid bodies, control theory, singular perturbation and discretization
of partial differential equations, etc. (cf. [1–3]).
In this paper, we consider the initial value problems of linear DAEs
Ay˙(t)+ By(t) = f (t),
y(t0) = y0, t ∈ [t0, T ], (1.1)
where t ∈ [t0, T ], A ∈ Cm×m is a singular matrix, B ∈ Cm×m is a nonsingular matrix and f (t) : [t0, T ] → Cm is supposed
continuous. These problems arise in many scientific and engineering computing areas such as simulations of chemical
process, mechanical system and VLSI (very large scale integration) circuits.
Waveform relaxation (WR) methods to solve the initial value problems of DAEs have been proposed and investigated by
many authors, see [4–9]. The waveform relaxation is a family of iterative methods. One of its basic ideas is to partition a big
system into loosely coupled subsystems and to solve each subsystem independently over a part of the integration interval
called a window.
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In order to enhance the performance of the algorithms when executed on computer with parallel architecture, a two-
stage strategy is introduced in WR methods. To this purpose, the whole system can be first split in blocks by means of a
pure parallel splitting (e.g., block Jacobi) and then each processor is assigned to solve a subsystem. On its own processor,
a more rapidly convergent splitting (e.g. Gauss–Seidel) is used to obtain the results of the subsystems instead of the direct
method. Communication needs result to be reduced with respect to the use of a complete parallel splitting such as Jacobi,
with advantage in the global efficiency of the method.
In recent years, a class of two-stage waveform relaxation (TSWR) methods for solving ODEs have been proposed and
investigated in [10–13]. But the TSWR method for solving DAEs is not founded as far as the authors know.
For an initial value problem of ODEs
y˙(t)+ By(t) = f (t),
y(t0) = y0, t ∈ [t0, T ], (1.2)
let B = M1 − N1. Then an iterative method for solving (1.2) is obtained by repeatedly solving the following systems
y˙(k+1)(t)+M1y(k+1)(t) = N1y(k)(t)+ f (t),
y(k+1)(t0) = y0, k = 1, 2, . . . .
This iterative method is called the outer iteration. By using the splitting M1 = M2 − N2, an inner iteration is generated in
the form
z˙(v+1)(t)+M2z(v+1)(t) = N2z(v)(t)+ N1y(k)(t)+ f (t),
z(v+1)(t0) = y(k)(t0) = y0, k = 1, 2, . . . , v = 0, . . . , vk − 1.
Then we obtain y(k+1) = z(vk). This procedure is often called the two-stage or inner/outer iterative method, where vk is
the number of inner iterations within the (k+ 1)th outer iteration. The TSWR method is called stationary if the number of
inner iteration steps is fixed, i.e., vk ≡ s, k = 1, 2, . . . ,where s is a positive integer. Otherwise, it is called nonstationary. In
particular, when N2 = 0, the TSWR method reduces to the waveform relaxation method.
In [10] the convergence analysis is given for the case in which B isM-matrix, whereas in [12] the H-matrix B is discussed,
and in [13] the analysis is restricted to an Hermitian positive definite matrix.
In this paper, we establish two-stage waveform relaxation (TSWR) method for solving the initial value problem of DAEs
(1.1). In Section 2 we give the definition of two-stage waveform relaxation (TSWR) method for DAEs (1.1). In Section 3, we
discuss the convergence of the TSWR method. For an Hermitian positive definite matrix B, convergence and comparison
theorems of both cases are analyzed whenever A is an Hermitian positive semi-definite matrix and the splittings are P-
regular. Finally, the numerical experiments are provided in Section 4.
2. Two-stage waveform relaxation methods
We consider the initial value problem of DAEs (1.1). Let
A = MA − NA, B = M1 − N1.
Then the waveform relaxation (WR) method for solving (1.1) is defined as follows.
MAy˙(k+1)(t)+M1y(k+1)(t) = N1y(k)(t)+ NAy˙(k)(t)+ f (t),
y(k+1)(t0) = y0, k = 1, 2, . . . . (2.1)
Then, by developing the same ideas used for designing the two-stage iterativemethod for the initial value problems (1.2),
we establish two-stage waveform relaxation (TSWR) method for solving the initial value problem of DAEs (1.1).
The outer iterations defined by (2.1) can themselves be solved iteratively. In order to compute y(k+1), by using another
splittingM1 = M2 − N2, inner iterations are generated in the form
MAz˙(v+1)(t)+M2z(v+1)(t) = N2z(v)(t)+ N1y(k)(t)+ NAy˙(k)(t)+ f (t),
z(v+1)(t0) = y(k)(t0) = y0, k = 1, 2, . . . , v = 0, . . . , vk − 1, (2.2)
then y(k+1) = z(vk), where vk is the number of inner iterations. Moreover, this TSWR method defined by (2.1) and (2.2) can
be written together in a more compact form as follows.
Two-stage waveform relaxation continuous-time iterations:
for k = 0, 1, . . .
z(0)(t) = y(k)(t)
for v = 0, 1, . . . , vk − 1
MAz˙(v+1)(t)+M2z(v+1)(t) = N2z(v)(t)+ N1y(k)(t)+ NAy˙(k)(t)+ f (t),
z(v+1)(t0) = y(k)(t0) = y0
(2.3)
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end for
y(k+1)(t) = z(vk)(t)
end for
Similar to [10], for a given stepsize h and an equally spaced grid t0, t1, . . . , tJ on [t0, T ], we solve the system (2.3) by
applying the Theta method, which leads to discretized iterations
MAz
(v+1)
n+1 −MAz(v+1)n = hθ [−M2z(v+1)n+1 + N2z(v)n+1 + N1y(k)n+1 + NAy¯(k)n+1 + f (tn+1)]
+ h(1− θ)[−M2z(v+1)n + N2z(v)n + N1y(k)n + NAy¯(k)n + f (tn)], (2.4)
where z(v)n and y
(k)
n are approximations for z(v)(tn) and y(k)(tn), respectively. Similarly, y¯
(k)
n+1 and y¯
(k)
n are approximations for
y˙(k)(tn+1) and y˙(k)(tn), respectively.
Discretized iterations (2.4) can be written in the neat form
z(v+1)n+1 = Fz(v+1)n + hθbn+1(v, k)+ h(1− θ)bn(v, k),
where
F = (MA + hθM2)−1(MA − h(1− θ)M2)
and
bn(v, k) = (MA + hθM2)−1(N2z(v)n + N1y(k)n + NAy¯(k)n + f (tn)), n = 0, . . . , J.
Then TSWR-Theta iterations can be formulated as the discrete analogue of continuous-time iterations (2.3) in the
following form.
Two-stage waveform relaxation theta (TSWR-Theta) method:
for k = 0, 1, . . . , n = 0, 1, . . . , J
z(0)n (t) = y(k)n (t)
for v = 0, 1, . . . , vk − 1
z(v+1)0 = y(k)0 = y0
for n = 0, 1, . . . , J − 1
z(v+1)n+1 = Fz(v+1)n + hθbn+1(v, k)+ h(1− θ)bn(v, k) (2.5)
end for
end for
y(k+1)n (t) = z(vk)n (t), n = 0, 1, . . . , J
end for
Lemma 2.1 ([10]). Given an m× mmatrix F1 and a sequence {bn}n∈N of vectors in Cm, for any h ≥ 0 and θ ≥ 0 the solution of
the difference equation
an+1 = F1an + hθbn+1(v, k)+ h(1− θ)bn(v, k), v = 0, . . . , vk, k = 1, 2, . . .
can be expressed in the form
an = F n1 a0 + h(1− θ)F n−11 b0(v, k)+ h
n−1
j=1
F j−11 P1bn−j(v, k)+ hθbn(v, k), v = 0, . . . , vk, k = 1, 2, . . . ,
where P1 = (1− θ)I + θF1.
By putting PM = (1− θ)I + θF = (MA+ hθM2)−1MA, and applying Lemma 2.1 to (2.5), sequence {z(v+1)n }n=1,2,...,J results
to be generated from
z(v+1)n = F nz(v+1)0 + h(1− θ)F n−1b0(v, k)+ h
n−1
j=1
F j−1PMbn−j(v, k)+ hθbn(v, k).
Since z(v+1)0 = y(k)0 = y0, by replacing bl(v, k), l = 0, 1, . . . , n − 1 with its expression, and reordering some terms, we
are able to write
z(v+1)n = Gz(v)n + L(N1y(k)n + NAy¯(k)n )+ h
n−1
j=1
F j−1PMP(N2z(v)n−j + N1y(k)n−j + NAy¯(k)n−j)+ gˆn, (2.6)
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where G, L and P are matrices given by
G = hθ(MA + hθM2)−1N2, L = hθ(MA + hθM2)−1, P = (MA + hθM2)−1,
and
gˆn = [F n + h(1− θ)F n−1P(N2 + N1)]y0 + h(1− θ)F n−1P(f (t0)+ NAy¯(k)0 )
+ h
n−1
j=1
F j−1PMP(f (tn−j)− NA/h)+ hθPf (tn).
Since y(k)0 = y0, by solving Ay¯(k)0 + By0 = f (t0)we can obtain y¯(k)0 . Let y¯(k)n = (y(k)n − y(k)n−1)/h by in (2.6), and denoting
g˜n =
−LNAy(k)0 /h, n = 1,
−F n−2PMPNAy(k)0 , n ≥ 2,
g¯n = [gT1 , gT2 , . . . , gTn ]T = [gˆT1 + g˜T1 , gˆT2 + g˜T2 , . . . , gˆTn + g˜Tn ]T ,
z¯(v)n = [(z(v)1 )T , (z(v)2 )T , . . . , (z(v)n )T ]T ,
y˜(k)n = [(y(k)1 )T , (y(k)2 )T , . . . , (y(k)n )T ]T ,
Lh = L(N1 + NA/h),
Φn =

G
hPMPN2 G
hFPMPN2 hPMPN2 G
...
...
. . .
. . .
hF n−2PMPN2 hF n−1PMPN2 · · · hPMPN2 G
 ,
Ψn =

Lh
−LNA/h+ hPMPLh Lh
−PMPNA/h+ hFPMPLh −LNA/h+ hPMPLh Lh
...
...
. . .
−F n−3PMPNA/h+ hF n−2PMPLh · · · −LNA/h+ hPMPLh Lh
 ,
we can write (2.6) in the more compact form
z¯(v+1)n = Φnz¯(v)n + Ψny˜(k)n + g¯n. (2.7)
For a fixed number vk of inner iterations, the solution of (2.7) is given by
z¯(vk)n = Φvkn z¯(0)n +
vk−1−
v=0
ΦvnΨny¯
(k)
n +
vk−1−
v=0
g¯n,
which means we can easily extract the last block component of z¯(vk)n in order to obtain a general expression for
approximations z(vk)n at tn in the form
z(vk)n = Gvkz(0)n +
n−1
j=1
Φ
[vk]
n,j z
(0)
j +
vk−1−
v=0

GvLhy(k)n +
n−1
j=1
n−
l=1
Φ
[v]
n,l Ψl,jy
(k)
j

+
vk−1−
v=0

Gvgn +
n−1
j=1
Φ
[v]
n,j gj

,
where with Φ[v]n,j and Ψn,j we indicated the (n, j)-blocks of Φvn and Ψn, respectively. Since z
(0)
n = y(k)n and y(k+1)n = z(vk)n , by
putting
Tvk = Gvk +
vk−1−
v=0
GvLh, Wvk =
vk−1−
v=0
Gv,
we can write a general recurrence relation, on index k, for the computation of the sequence of the outer approximations
{y(k)n }k=0,1,..., at the same grid point tn, as
y(k+1)n = Tvky(k)n +Wvkgn + pvk,n(k), (2.8)
where pv,n(k) depends on values y
(k)
j only at previous grid points {t0, t1, . . . , tn−1} according to
pvk,n(k) =
n−1
j=1
Φ
[vk]
n,j y
(k)
j +
vk−1−
v=0
n−1
j=1
n−
l=1
Φ
[v]
n,l Ψl,jy
(k)
j +
vk−1−
v=0
n−1
j=1
Φ
[v]
n,j gj.
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Thus, there is the following lemma:
Lemma 2.2. Let {y(k)n }k=0,1,... be the computational sequence of the outer approximations at the same grid point tn and y¯(k)n =
(y(k)n − y(k)n−1)/h. Then it holds
y(k+1)n = Tvky(k)n +Wvkgn + pvk,n(k). (2.9)
Basing on the relation in (2.9) we will investigate the convergence properties of the TSWR-Theta method in next section.
3. Convergence analysis and comparison theorems
In this section, we consider only the stationary TSWR-Theta method (i.e., vk ≡ s). Some proofs are similar to [10,13].
We first give some definitions and lemmas, which will be used in the following.
3.1. Definitions and lemmas
A matrix K is Hermitian if KH = K , and K is called positive (semi-) definite if for all x ∈ Cn, x ≠ 0, one has
Re(xHKx) > 0(Re(xHKx) ≥ 0). We will use the notation K ≻ 0(K ≽ 0) for a matrix K to be Hermitian positive (semi-
)definite. For K ,H ∈ Cn×n, we use K ≻ H(K ≽ H) to represent (K −H) ≻ 0((K −H) ≽ 0). ρ(K) denotes the spectral radius
of K .
Definition 3.1 ([13]). For K ∈ Cn×n, let K = M − N be a splitting. Then it is
(a) a P-regular splitting ifMH + N ≻ 0;
(b) an Hermitian P-regular splitting ifM ≻ 0,N ≽ 0.
Definition 3.2 ([13]). For K ∈ Cn×n, let K = M2 − N2 − N1 be a splitting. Then it is
(a) a composite P-regular splitting if D = M2 − N2 and K = D − N1 are both P-regular splittings, i.e., MH2 + N2 ≻ 0 and
(M2 − N2)H + N1 ≻ 0;
(b) a composite Hermitian P-regular splitting ifM2 ≻ 0,Ni ≽ 0, i = 1, 2.
Lemma 3.1 ([14]). Suppose that K = M − N ∈ Cn×n is a P-regular splitting of an Hermitian matrix K . Then ρ(M−1N) < 1 if
and only if K ≻ 0.
Lemma 3.2 ([15]). Given a nonsingular matrix K and a matrix H such that (I−H)−1 exists, there exists a unique pair of matrices
E,Q such that E is nonsingular, H = E−1Q and K = E − Q . The matrices are E = K(I − H)−1 and Q = E − K .
Lemma 3.3 ([16]). Suppose that K ≻ 0 and the splitting K = H − C is P-regular. Then, for s ≥ 1, there exists a unique splitting
K = E − Q such that (H−1C)s = E−1Q . Moreover, the splitting is P-regular.
Lemma 3.4 ([17]). Let H ∈ Cn×n. Then ρ(H) < 1 if and only if there is an Hermitian positive definite matrix K such that
K − HHKH is positive definite.
Lemma 3.5. Assume that K ,H ∈ Cn×n, with K ≻ 0,H ≻ 0. Let λk(K), λk(H) be the eigenvalues of K ,H. Then the following
statements are true.
(a) K ≻ H ≻ 0 if and only if 0 ≺ K−1 ≺ H−1 (cf. [13]);
(b) If K ≻ H, then λk(K) > λk(H) for all k = 1, 2, . . . , n, where the respective eigenvalues λk(K), λk(H) of A, B are arranged
in the same (increasing or decreasing) order (cf. [18]).
Lemma 3.6 ([13]). Let K ,H ∈ Cn×n, with K ≻ 0,H ≻ 0. Then KH ≻ 0 if and only if K and H can commute, i.e., KH = HK. If
K−1 exists, then a matrix that can commute with K also can commute with K−1.
Lemma 3.7 ([10]). Consider the iteration process
xk+1 = Hxk + Sb+ pk, (3.1)
where S is nonsingular, ρ(H) < 1 and limk→∞ pk = p. Then, there exists a unique nonsingular matrix K and a unique matrix
splitting K = M − N such that M = S−1,H = M−1N and (3.1) converges towards the solution of the system Kx = c, where
c = b+ S−1p.
Lemma 3.8. Assume that vk ≡ s and Ws is nonsingular in (2.9). If ρ(Ts) < 1, then the recurrence relation (2.9) converges.
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Proof. For n = 1, ps,1(k) = 0. Since ρ(Ts) < 1 andWs is nonsingular, by Lemma 3.7, we obtain that (2.9) being convergent,
i.e.,
lim
k→∞ y
(k)
1 = y1. (3.2)
For n = 2, (2.9) can be written as
y(k+1)2 = Tsy(k)2 +Wsg2 + ps,2(k), (3.3)
where
ps,2(k) = Φ[s]2,1y(k)1 +
s−1
v=0
2−
l=1
Φ
[v]
2,l Ψl,1y
(k)
1 +
s−1
v=0
Φ
[v]
2,j g1.
With (3.2) we have
lim
k→∞ ps,2(k) = Φ
[s]
2,1y1 +
s−1
v=0
2−
l=1
Φ
[v]
2,l Ψl,1y1 +
s−1
v=0
Φ
[v]
2,j g1.
Thus, by the assumptions and Lemma 3.7, we know that the iteration (3.3) is convergent, i.e.,
lim
k→∞ y
(k)
2 = y2.
Now suppose that for 1 ≤ n ≤ q, the result is true, i.e.,
lim
k→∞ y
(k)
n = yn, 1 ≤ n ≤ q. (3.4)
For n = q+ 1, (2.9) becomes
y(k+1)q+1 = Tsy(k)q+1 +Wsgq+1 + ps,q+1(k),
where
ps,q+1(k) =
q−
j=1
Φ
[s]
q+1,jy
(k)
j +
s−1
v=0
q−
j=1
q+1−
l=1
Φ
[v]
q+1,lΨl,jy
(k)
j +
s−1
v=0
q−
j=1
Φ
[v]
q+1,jgj.
With (3.4), we can obtain
lim
k→∞ ps,q+1(k) =
q−
j=1
Φ
[s]
q+1,jyj +
s−1
v=0
q−
j=1
q+1−
l=1
Φ
[v]
q+1,lΨl,jyj +
s−1
v=0
q−
j=1
Φ
[v]
q+1,jgj.
So, with the assumptions and Lemma 3.7, the assertion is true for n = q+ 1.
The result follows by induction. 
From this lemma, we know that under the assumption that ρ(Ts) < 1 andWs is nonsingular, the sequence {y(k)n }k=0,1,...
generated by (2.9) converges. Thus, we will discuss ρ(Ts) andWs in the following.
3.2. Main theorems
Theorem 3.9. Let A, B,MA,NA,M1,N1,M2,N2 be the matrices in (2.1) and (2.2), and B′ = B−NA/h, N ′1 = N1+NA/h. Assume
that MA ≽ 0, B′ ≻ 0, B′ = M1 − N ′1 such that M1 is Hermitian and N ′1 ≽ 0. If M1 = M2 − N2 is a P-regular splitting,
hθ > 0, s ≥ 1, then ρ(Ts) < 1.
Proof. By hypotheses,M1 = M2 − N2 is a P-regular splitting and B′ ≻ 0,N ′1 ≽ 0, we have
MH2 + N2 ≻ 0, M2 − N2 = B′ + N ′1 ≻ 0.
SinceMA ≽ 0, we obtain (MA + hθM2)H + hθN2 ≻ 0, and (MA + hθM2) − hθN2 = MA + hθ(M2 − N2) is Hermitian. From
Lemma 3.1, it gets
ρ(G) = ρ((MA + hθM2)−1hθN2) < 1.
So I − G and I − Gs are nonsingular. By Lemma 3.2, there exists an unique pair of matrices PG,QG with
PG = (I − G)(I − Gs)−1, QG = PG − (I − G),
such that
Gs = P−1G QG.
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Meanwhile, we have
Ts = Gs +
s−1
j=0
GjLh
= I − (I − Gs)(I − G)−1(I − G− Lh)
= I − (I − Gs)(I − G)−1
[
I − (MA + hθM2)−1hθN2 − (MA + hθM2)−1hθ

N1 + 1hNA
]
= I − P−1G (MA + hθM2)−1(MA + hθB′)
= I − P−1G P(MA + hθB′).
Denote Ah = MA + hθB′. Then the following relation is true.
Ah − THs AhTs = (MA + hθB′)− THs (MA + hθB′)Ts
= (MA + hθB′)− [I − (P−1PG)−1(MA + hθB′)]H(MA + hθB′)
[I − (P−1PG)−1(MA + hθB′)]
= Ah(P−1PG)−1Ah + AHh (P−1PG)−HAh − AHh (P−1PG)−HAh(P−1PG)−1Ah.
Noting that Ah = (Ah)H , we obtain
Ah − THs AhTs = [(P−1PG)−1Ah]H [P−1PG + (P−1PG)H − Ah][(P−1PG)−1Ah]
= [(P−1PG)−1Ah]H [P−1(QG + I − G)− Ah + (P−1PG)H ][(P−1PG)−1Ah]
= [(P−1PG)−1Ah]H [P−1QG + hθN ′1 + (P−1PG)H ][(P−1PG)−1Ah]. (3.5)
Since
P−1PG − P−1QG = P−1(PG − QG) = P−1(I − G) = MA + hθ(M2 − N2),
(P−1PG)−1P−1QG = P−1G QG = Gs = [(A+ hθM2)−1hθN2]s,
by hypotheses, R , MA + hθ(M2 − N2) is an Hermitian positive matrix, and
R = (MA + hθM2)− hθN2
is a P-regular splitting, from Lemma 3.3, we obtain that
R = P−1PG − P−1QG
is also a P-regular splitting. Therefore,
P−1QG + hθN ′1 + (P−1PG)H ≻ 0.
By Lemma 3.4 and from (3.5), the inequality ρ(Ts) < 1 follows directly. 
Remark 3.1.
(a) By the hypotheses of Theorem 3.9, it is easy to verify that B′ = M2 − N2 − N ′ is a composite P-regular splitting;
(b) IfMA = A, i.e., NA = 0, then the matrix A in (1.1) is an Hermitian semi-definite matrix, B is Hermitian definite. Now (1.1)
is also a DAE. Furthermore, when A ≻ 0 Theorem 3.9 is still valid, while in this case, (1.1) is an ODE. In addition, if A = 0,
then (1.1) is a linear algebraic system, the conclusion reduces to the corresponding one given by [19].
(c) If 0 < h ≪ 1, the properties of N ′1 and B′ are decided by the matrix NA.
Corollary 3.10. Let MA ≽ 0, B′ ≻ 0, and let B′ = M2 − N2 − N ′1 be a composite Hermitian P-regular splitting. Then, for hθ > 0
and s ≥ 1, it has ρ(Ts) < 1.
Proof. Since B′ ≻ 0, and B′ = M2−N2−N ′1 is a composite Hermitian P-regular splitting of B′, i.e.,M2 ≻ 0,N ′1 ≽ 0,N2 ≽ 0,
it follows that
MH2 + N2 ≻ 0, M2 − N2 = B′ + N ′1 ≻ 0.
By N ′1 ≽ 0, we get (M2 − N2)H + N ′1 ≻ 0. Thus B′ = M2 − N2 − N ′1 is a composite P-regular splitting. Hence, Theorem 3.9
implies that ρ(Ts) < 1. 
Now, there exist three parameters: the number of inner iteration s, stepsize h and θ . We will give two comparison
theorems for different parameters.
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Theorem 3.11. Let Ts1 , Ts2 be thematrices of convergent TSWR-Theta(s)methodswith s1 and s2 inner iteration steps, respectively.
Assume that MA ≽ 0, B′ ≻ 0, and B′ = M2 − N2 − N ′1 is a composite Hermitian P-regular splitting of B′, and N2 ≻ 0, hθ ≻ 0. If
1 ≤ s2 < s1, then
ρ(Ts1) < ρ(Ts2) < 1.
Proof. Assume thatWsi , Tsi , i = 1, 2, are in (2.9). Denote
Msi = (MA + hθM2)W−1si ,
Nsi = (MA + hθM2)W−1si Tsi ,
TMi =
si−1−
j=0
Gj(MA + hθM2)−1(MA + hθB′) = M−1si (MA + hθB′), i = 1, 2.
Note that
Wsi =
si−1−
v=0
Gv = (I − Gsi)(I − G)−1, I − G− Lh = W−1si −W−1si Tsi ,
by the proof of Theorem 3.9, there are the following relations
Tsi = Gsi +
si−1−
j=0
GjLh
= I − (I − Gsi)(I − G)−1(I − G− Lh)
= I −
si−1−
j=0
Gj(MA + hθM2)−1(MA + hθB′)
= I −Wsi(MA + hθM2)−1(MA + hθB′)
= I − TMi ,
Tsi = M−1si Nsi and ρ(Tsi) < 1, i = 1, 2.Using these relations, we can obtain
MA + hθB′ = (MA + hθM2)−1(I − G− Lh) = Msi − Nsi .
Since MA ≽ 0,N2 ≻ 0, B′ ≻ 0, and B′ = M2 − N2 − N ′1 is a composite Hermitian P-regular splitting of B′, then
G = (MA + hθM2)−1hθN2 is nonsingular, andMA + hθB′ ≻ 0. Therefore, we have
MHsi = [(MA + hθM2)W−1si ]H = [Wsi(MA + hθM2)−1]−H
= [(MA + hθM2)−1 + G(MA + hθM2)−1 + · · · + Gsi−1(MA + hθM2)−1]−H
= [(MA + hθM2)−1 + (MA + hθM2)−1hθN2(MA + hθM2)−1 + · · ·
+ (MA + hθM2)−1hθN2 · · · (MA + hθM2)−1hθN2(MA + hθM2)−1]−H
= (MA + hθM2)(I + G+ · · · + Gsi−1)−1 = Msi ,
Nsi = (MA + hθM2)W−1si Tsi
= (MA + hθM2)
si−1−
j=0
Gj
−1
Gsi + Lh

= (MA + hθM2)
si−1−
j=0
G−j
−1
+ Lh

=

si−1−
j=0
G−j

(MA + hθM2)
−1
+ hθN ′1
= [(hθN2)−1 + G−1(hθN2)−1 + · · · + (G−1)si−1(hθN2)−1]−1 + hθN ′1.
Since B′ = M2 − N2 − N ′1 is a composite Hermitian P-regular splitting, andMA ≽ 0, B′ ≻ 0, we immediately obtain that
MA + hθM2 ≻ 0, (MA + hθM2)−1 ≻ 0, hθN2 ≻ 0, (hθN2)−1 ≻ 0, N ′1 ≽ 0,
Gj−1(MA + hθM2)−1 ≻ 0, (G−1)j−1(hθN2)−1 ≻ 0, j = 1, 2, . . . , si − 1.
HenceMsi ≻ 0,Nsi ≻ 0, andM−1si ≻ 0, i = 1, 2.
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In addition, the matrices M−1si Nsi , i = 1, 2, are similar to the Hermitian positive definite matrices M−1/2si NsiM−1/2si . So,
λ(M−1si Nsi) ∈ R+. Similarly, λ(M−1si (MA + hθB′)) ∈ R+, i.e.,
λ(Tsi) ∈ R+, λ(TMi) ∈ R+, i = 1, 2.
Therefore,
1 > ρ(Tsi) = ρ(I − TMi) = 1− λmin(TMi), i = 1, 2.
On the other hand, for each j ∈ [1, s1 − 1], we get
[(MA + hθM2)−1hθN2]j−1(MA + hθM2)−1 ≻ 0.
Obviously, since s1 and s2 satisfy 1 ≤ s2 < s1, it holds
0 ≺ M−1s2 ≺ M−1s1 , (MA + hθB′)1/2M−1s2 (MA + hθB′)1/2 ≺ (MA + hθB′)1/2M−1s1 (MA + hθB′)1/2.
By Lemma 3.5, it follows that
λ((MA + hθB′)1/2M−1s2 (MA + hθB′)1/2) < λ((MA + hθB′)1/2M−1s1 (MA + hθB′)1/2),
λ(M−1s2 (MA + hθB′)) < λ(M−1s1 (MA + hθB′)),
λ(TM2) < λ(TM1).
Thus, we have
ρ(Ts1) < ρ(Ts2) < 1. 
Remark 3.2. Under the hypotheses of Theorem 3.11, when s →∞, we can obtain
M∞ = lim
s→∞Ms
= lim
s→∞(MA + hθM2)

s−1
j=0
Gj
−1
= (MA + hθM2)(I − G) = MA + hθ(M2 − N2),
N∞ = lim
s→∞Ns = lims→∞(MA + hθM2)W
−1
si Tsi
= (MA + hθM2) lim
s→∞W
−1
si [I −M−1si (MA + hθB′)]
= (MA + hθM2)[I − G− (MA + hθM2)−1(MA + hθB′)]
= hθN ′1.
Then, T∞ = M−1∞ N∞ = (MA+ hθ(M2−N2))−1hθN ′1. Hence, the TWSR-Theta method converges to the standard discretized
WR method.
Theorem 3.12. Let T (1)s and T
(2)
s be the matrices of convergent TSWR-Theta(s) methods with θ1 and θ2, respectively. Assume that
MA ≻ 0, B′ ≻ 0, and B′ = M2 − N2 − N ′1 is a composite Hermitian P-regular splitting with N ′1 ≻ 0,N2 ≻ 0 and M2,N ′1,N2
commuting with each other. If 0 < θ1 < θ2, then
ρ(T (1)s ) < ρ(T
(2)
s ) < 1, for s ≥ 1, h > 0.
Proof. FromMA ≻ 0,M2 ≻ 0, and ri = hθi > 0, i = 1, 2, we derive
MA + riM2 ≻ 0.
Since MA,M2 and N ′1 can commute with each other, then (MA + riM2)N ′1 = N ′1(MA + riM2), i.e., MA + riM2 and riN ′1 can
commute. By Lemmas 3.5 and 3.6, and N ′1 ≻ 0, (MA + riM2)−1 and riN ′1 can commute. Now, from (MA + riM2)−1 ≻ 0 and
riN ′1 ≻ 0, we get
(MA + riM2)−1riN ′1 ≻ 0, i.e., Lhi ≻ 0, i = 1, 2.
Similarly, since MA,M2 and N2 can commute, we have (MA + riM2)−1riN2 ≻ 0, i.e., Gi ≻ 0, i = 1, 2. Also, N ′1 and N2 can
commute, then Gji and Lhi can commute obviously, and
Gji ≻ 0, GjiLhi ≻ 0, i = 1, 2, j ∈ [0, s],
T (i)s = Gsi +
s−1
j=0
GjiLhi ≻ 0,
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Gi = (MA + riM2)−1riN2 =

1
ri
MA +M2
−1
N2,
Lhi = (MA + riM2)−1riN ′1 =

1
ri
MA +M2
−1
N ′1.
Notice that Gj1 and (Lh2 − Lh1) can commute, and Lh2 − Lh1 ≻ 0, 0 < ri = hθ1 < hθ2 = r2, by Lemma 3.5, we can derive
G1 ≺ G2, Lh1 ≺ Lh2 , Gj1 ≺ Gj2, j ∈ [1, s],
Gj1Lh1 ≺ Gj1Lh2 ≺ Gj2Lh2 .
Hence,
0 ≺ T (1)s = Gs1 +
s−1
j=0
Gj1Lh1 ≺ Gs2 +
s−1
j=0
Gj2Lh2 = T (2)s .
Thus, by Lemma 3.5, the result is obtained. 
4. Numerical examples
In this section, we will provide some examples to validate the theoretical results.
Example 4.1. Assume that A, B are q× q block matrices in which each of their constituent elements is a p× p sub-block.
A =

I
. . .
I
O
O
 , B =

B1 −I
−I B1 −I
. . .
. . .
. . .
−I B1 −I
−I B1
 ,
where I ∈ Rp×p is an identity matrix, O ∈ Rp×p is a zero matrix, and
B1 =

4 1
1 4 1
. . .
. . .
. . .
1 4 1
1 4

p×p
.
It is clear that A is a singular matrix with pq = m, i.e., system (1.1) is an initial value problem of differential-
algebraic equations, which often comes from the discretized system of partial differential algebraic equations (PDAEs) (see
Example 4.3). If A ∈ Rm×m is an identity matrix, then (1.1) is an ODE problem in [10]. In order to compute conveniently, we
let the exact solution be
y = [cos(t), sin(t), t, cos(t), sin(t), t, . . . , cos(t), sin(t), t, . . .]T ∈ Rm.
Then
f (t) = Ay˙(t)+ By(t).
Consider TSWR-Theta method with the splittings of A = MA − NA, B = M2 − N2 − N1, where
NA =

O
. . .
O
1
100
I
O
 , N1 =

2I I
I 2I I
. . .
. . .
. . .
I 2I I
I 2I
 ,
M2 =
8I . . .
8I
 .
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Fig. 4.1. The left is the absolute error for the third component of y : t , and the right is for the fourth component of y : cos(t). The solid lines are obtained
by the WR method and the dash lines are by the TSWR-Theta method.
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Fig. 4.2. The left is for error3 = ‖y(k+1)3 −y(k)3 ‖∞ of the iterate number at t3 = t0+3h = 0.3, the right is for error4 = ‖y(k+1)4 −y(k)4 ‖∞ at t4 = t0+4h = 0.4.
The ◦’s are obtained by the WR method and the ∗’s are by the TSWR-Theta method.
Table 1
The CPU times of two methods.
p× q 100× 3 50× 6 50× 10 100× 5
WR(s) 8.2500 9.2031 15.9844 14.4844
TSWR-Theta(s) 2.3438 1.8750 3.6406 4.6094
When choosing NA, we should take into account both B′ ≻ 0 and N ′1 ≽ 0. It is easy to verify that the above splittings satisfy
the assumptions of Theorem 3.9.
On one hand, by the backward Euler method to (2.1), we can obtain the following discretized WR method for the initial
value problems of DAEs (1.1)(MA + hM1)y
(k+1)
n+1 = h

N1 + 1hNA

y(k)n+1 +MAy(k+1)n − NAy(k)n + hfn+1,
y(k+1)0 = y0, k = 0, 1, 2, . . . , n = 0, 1, 2, . . . , J.
To solve these equations, we use the GMRES method. On the other hand, in the TSWR-Theta (2.5), let the maximum
number of outer iterationsmax_step = 100 and the number of the inner iterations vk ≡ s = 5. For the above two methods,
we set t0 = 0, θ = 1, h = 0.1, J = 20. All our computations of two methods for DAEs terminate once the current iterations
obey ‖y(k+1)n − y(k)n ‖∞ ≤ 10−3, n = 0, 1, 2, . . . , J or k > max_step.
The CPU times of two methods are given in Table 1. Furthermore, when p = 50, q = 6, J = 20 some numerical results
are given by Figs. 4.1 and 4.2. From these figures we can see that the TSWR-Theta method approximates the exact solutions
in a better way than those by the WR method. Fig. 4.3 shows that the outer iterate numbers at different time steps by the
TSWR-Theta method are less than by the WR method. All of them show the advantages of using inner iterations in (2.1).
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Fig. 4.3. The iterate number at tn = t0 + nh, n = 0, 1, 2, . . . , 20. The ◦’s are obtained by the WR method and the ∗’s are by the TSWR-Theta method.
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Fig. 4.4. The left is for error3 = ‖y(k+1)3 −y(k)3 ‖∞ of the iterate number at t = t0+3h = 0.3, the right is for error5 = ‖y(k+1)5 −y(k)5 ‖∞ at t = t0+5h = 0.5.
The solid lines are obtained by the Jacobi WR method and the ∗’s are by the TSWR-Theta method when A = A1 in PDAEs (4.1).
Table 2
Values of ρ(Ts) for the stationary TSWR-Theta method.
s θ = 0.1 θ = 0.3 θ = 0.5 θ = 0.7 θ = 0.8 θ = 1
1 0.8055 0.8329 0.8408 0.8451 0.8467 0.8493
2 0.7186 0.7567 0.7678 0.7740 0.7763 0.7801
3 0.6799 0.7220 0.7344 0.7413 0.7440 0.7484
4 0.6626 0.7061 0.7190 0.7263 0.7291 0.7337
5 0.6549 0.6988 0.7119 0.7194 0.7222 0.7270
6 0.6515 0.6955 0.7087 0.7162 0.7191 0.7239
7 0.6499 0.6940 0.7072 0.7147 0.7176 0.7224
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
∞ 0.6486 0.6927 0.7059 0.7134 0.7163 0.7212
Example 4.2. Consider the same splittings in Example 4.1. Let p = 5, q = 6, note that the relations N ′1 = N1 + NA/h,
B′ = B− NA/h,N2 = M2 − B′ − N ′1, and the iteration matrix
Ts = Gs +
s−1
j=0
GjLh,
where
G = (MA + hθM2)−1hθN2, Lh = (MA + hθM2)−1hθN ′1,
we can get the matrices N ′1, B′,N2, Ts.
It is easy to verify that B′ = M2 − N2 − N ′1 is a composite P-regular splitting, and the other conditions in the two
comparison theorems are satisfied. When s → ∞, the values of ρ(Ts) can be computed by using T∞ such that T∞ =
[MA + hθ(M2 − N2)]−1hθN ′1.
The numerical results given in Table 2 confirm the monotonicity of ρ(Ts) at varying of s and θ for h = 0.1.
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Fig. 4.5. error3, error5 are the same as in Fig. 4.4. The ◦’s are obtained by the Jacobi WR method and the ∗’s are by the TSWR-Theta method when A = A2
in PDAEs (4.1).
Example 4.3. Consider the partial differential algebraic equations (PDAEs)
A
∂U(x, t)
∂t
+ B∂
2U(x, t)
∂2x
+ CU(x, t) = f (x, t), (4.1)
EU(x, t)+ F ∂U(x, t)
∂w
= g(x, t), x ∈ Γ , t ∈ [t0, T ],
U(x, t0) = U0(x),
where t ∈ (t0, T ) and x ∈ (−1, 1), A, B, C ∈ R5×5,U, f : [t0, T ] × [a, b] −→ R5 and ∂∂w is the outward normal derivative.
The matrix A is singular, B = −I where I ∈ R5×5 is an identity matrix, E is a proper identity matrix and F is a zero matrix.
The right hand side functions U0, f , g are chosen such that the exact solution is given by
U(x, t) = [U1(x, t),U2(x, t),U3(x, t),U4(x, t),U5(x, t)]T
= [(x2 − 1) cos(t), x2(x2 − 1)e−t , x sin(t), x2 cos(t), t]T .
Let use space discretize the PDAEs (4.1) on an equidistant grid
Ωµ =

xk : xk = a+ kµ, k = 1, . . . , q, µ = b− aq+ 1

.
Replacing ∂
2U(x,t)
∂2x

x=xk
by
∂2U(x, t)
∂2x

x=xk
≈ 1
µ2
(Uk+1 − 2Uk + Uk−1), k = 1, 2, . . . , q,
we obtain the matrix representation of the semi-discretized equation (Uk ≈ U(t, xk))
(I ⊗ A)U˜ ′(t)+

1
µ2
P ⊗ B+ I ⊗ C

U˜(t) = F(t), (4.2)
where U˜(t) = [UT1 ,UT2 , . . . ,UTq ]T ∈ R5q, q = 19, the function F(t) can be obtained from (4.1) and
P =

−2 1
1 −2 1
. . .
1 −2
 ∈ Rq×q.
We assume that
A1 =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 0
 , A2 =

5 1 1 1 1
1 5 1 1 1
1 1 5 1 1
1 1 1 1 1
1 1 1 1 1
 , C =

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
 ,
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consider two problems: A = A1 and A = A2 and use the following splittings:
NA =

O
. . .
O
1
10
A
 , N1 =

2I I
I 2I I
. . .
. . .
. . .
I 2I I
I 2I
 ,
M2 =


2
µ2
+ 1

I + C
. . . 
2
µ2
+ 1

I + C
 .
It is easy to verify that the above matrices satisfy the conditions in Theorem 3.9. Let t0 = 0, θ = 1, h = 0.1, J = 20,
the maximum number of outer iterations max_step = 100 and the number of the inner iterations vk ≡ s = 4. The TSWR-
Theta method and the Jacobi waveform relaxation method (Jacobi WR) are applied to DAEs (4.2). All our computations of
two methods for DAEs (4.2) terminate once the current iterations obey ‖y(k+1)n − y(k)n ‖∞ ≤ 10−12, n = 0, 1, 2, . . . , J or
k > max_step.
Figs. 4.4 and 4.5 give the comparisons of performances by the Jacobi WR method and the TSWR-Theta method. From
Fig. 4.4, we can see that the Jacobi WR converges faster than the TSWR-Theta method at the beginning of iterations, while
the TSWR-Theta method converges faster than the Jacobi WR method in others. Thus, the convergence of two methods
depend on the splittings and given problems. The convergence rate should be the subject of our further work.
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