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Abstract
We continue the investigation of kinetic models of a system in contact via
stochastic interactions with several spatially homogeneous thermal reservoirs at
different temperatures. Considering models different from those investigated in
[3], we explicitly compute the unique spatially uniform non-equilibrium steady
state (NESS) and prove that it is approached exponentially fast from any uniform
initial state. This leaves open the question of whether there exist NESS that
are not spatially uniform. Making a further simplification of our models, we
then prove non-existence of such NESS and exponential approach to the unique
spatially uniform NESS (with a computably boundable rate). The method of
proof relies on refined Doeblin estimates and other probabilisitic techniques, and
is quite different form the analysis in [3] that was based on contraction mapping
methods.
c© 2017 by the authors. This paper may be reproduced, in its entirety, for non-commercial
purposes.
1
21 Introduction
We investigate the time evolution and non-equilibrium steady states (NESS) of a gas,
described on the mesoscopic scale by a one particle phase space probability distribu-
tion f(x, v, t) in contact with heat reservoirs at different temperatures. The models
considered here and the methods of analysis are different from this considered in [3] by
some of the same authors.
Here x ∈ Λ, where Λ is a d-dimensional torus of side length L, and v ∈ Rd. Start-
ing with some initial state f(x, v, 0), f changes in time according to an autonomous
equation of the general form
∂
∂t
f(x, v, t) + divx(vf(x, v, t) = Q[f ](x, v, t) +
k∑
j=1
Ljf(x, v, t) . (1.1)
Q accounts for the effects of binary molecular collisions, as in the Boltzmann colli-
sion kernel, or other interactions between the particles. The Lj account for the effects
of interactions with the thermal reservoirs.
In the absence of the reservoirs, (1.1) reduces to
∂
∂t
f(x, v, t) + div(vf(x, v, t) = Q[f ](x, v, t) . (1.2)
which would be the Boltzmann equation were Q a Boltzmann collision kernel. In all of
the models we discuss, Q will be such that solutions of (1.2) conserve the total energy,
and their only steady states are the global (spatially uniform) Maxwellian densities
MT,u(x, v) = |Λ|−1(2piT )−d/2e−|v−u|2/2T , (1.3)
where |Λ| denotes the volume of the torus Λ, T > 0 and u ∈ Rd. Under certain
assumptions on the solutions for the actual Boltzmann equation, and more generally
for the simplifications that we study here, it is known [1, 5, 9, 15] that the solution
f(x, v, t) to (1.2) converges toMT (v) at a rate that in the most recent of these references
is shown to be exponential, The particular values of T and u are fixed by the initial
data f0(x, v) and momentum and energy conservation:
u =
∫
Rd
vf0(x, v)dv and T =
1
d
∫
Rd
|v − u|2f0(x, v)dv .
Inclusion of several reservoirs at different temperatures complicates matters consid-
erably. In (1.1), each Lj is the adjoint of the generator of the jump process modeling
interactions with the jth thermal reservoir at temperature Tj: For f ∈ L1(Λ× Rd),
Ljf(x, v) = ηj [mTj (v)ρf(x)− f(x, v)] (1.4)
3where
mT (v) = (2piT )
−d/2e−|v|
2/2T and ρf (x) =
∫
Rd
f(x, v)dv . (1.5)
Note that mT is a probability density on R
d, unlike MT which is a probability density
on Λ × Rd. The process described by Lj is the jump process in which jump times
arrive in Poisson stream, and then there occurs a jump in phase space from (x, v) to
(x, w) – keeping the position fixed – where w is chosen from the distribution mTj (w)dw,
independent of v.
If Q were absent in (1.1), this equation would reduce to
∂
∂t
f(x, v, t) + div(vf(x, v, t) =
k∑
j=1
Ljf(x, v, t) . (1.6)
This is a relatively tractable equation, and is a special case of a type of equation
considered in [2, 12]. In this case, the only steady state is
1
|Λ|
(
k∑
j=1
ηj
)−1 k∑
j=1
ηjmTj (v) . (1.7)
That is, in contrast with (1.2), the long time behavior is independent of the initial data
since energy and momentum are not conserved, but are regulated by the reservoirs. For
this equation it is also known that solutions approach the steady state exponentially
fast [2]. Such non-Maxwellian steady states are non-equilibrium steady states; they
are not Maxwellian equilibrium states.
When there is only a single reservoir at temperature T , MT is the unique steady
state for (1.1). This may be proved by a simple modification of the entropy argument
that identifies the steady states of (1.2); see, e.g., the book of Cercignani [4]. The
relative entropy of f with respect to the Maxwellian steady state f⋆ := |Λ|−1mT (v) is
the quantity
H(f |f⋆) :=
∫
Λ×Rd
f log fdxdv −
∫
Λ×Rd
f log f⋆dxdv . (1.8)
The rate of change ofD(f ||f⋆) along any solution f(x, v, t) to (1.1) with a singe reservoir
is the quantity D(f ||f⋆) := d
dt
H(f |f⋆), and
D(f ||f⋆) =
∫
Λ×Rd
log f(Q[f ] + L[f ])dxdv −
∫
Λ×Rd
log f⋆(Q[f ] + L[f ])dxdv . (1.9)
4Since log f⋆ is a linear combination of |v|2 and the constant functions 1, and since
mass and energy are conserved by Q,
∫
Λ×Rd
log fQ[f ]dxdv = 0. Moreover, whenever f
satisfies ∫
Λ×Rd
|v|2f(x, v)dxdv = dT (1.10)∫
Λ×Rd
log fL[f ]dxdv = 0. It is easy to see that for any steady state f of (1.1) with a
single reservoir at temperature T , (1.10) must be satisfied. Then for any such steady
state f ,
D(f ||f⋆) =
∫
Λ×Rd
log f(Q[f ] + L[f ])dxdv .
By Boltzmann’s H-Theorem,
∫
Λ×Rd
log fQ[f ]dxdv ≤ 0. A simple calculation shows
that
∫
Λ×Rd
log fL[f ]dxdv ≤ 0 with equality if and only if f has the form ρ(x)mT (v).
Since the dissipation must vanish in any steady state, every steady state must have
the form f(x, v) = ρ(x)mT (v). But then 0 = divx(ρ(x)mT (v)) = v·∇ρ(x)mT (v). Hence
ρ is constant, and then f = f⋆. Moreover, this entropy argument can be extended,
using the relative entropy as a Lyapunov function, to bound the rate of convergence
to the unique steady state.
However, when there is more than one temperature, |Λ|−1mT (v) will not be a steady
state for any temperature T , and then the entropy argument sketched above, which
depended on the fact that log(|Λ|−1mT (v)) is a linear combination of |v|2 and the
constant function 1, is no longer applicable. The steady states to (1.1), which do exist,
but are not Maxwellian, are non-equilibrium steady states (NESS).
In short, when there are reservoirs with more than one temperature, Boltzmann’s
H-Theorem no longer is of use for determining the steady sates, or estimating the rate
of approach to them, and in this case, much less is known about the steady states and
the approach to them unless the temperatures are extremely close.
The situation in which the temperatures of the reservoirs are close can be treated
perturbatively, but this is far from simple. In physical situations, the different reservoirs
would occupy different spatial regions, a natural case being that in which Maxwell
boundary conditions with different temperatures are imposed on different parts of the
boundary of the domain Λ. Recently Esposito et. al. [6] proved that when Q[f ] is
a Boltzmann collision term and the temperatures along the boundary are all close to
some fixed temperature T , then there is an NESS close to MT,0 and when the initial
data f(x, v, 0) is close to MT,0, then f(x, v, t) will indeed approach MT,0. Even in this
case, one does not know if there are not other NESS, and the methods in [6] do not
extend to the case where the initial state is not close to MT,0.
5Here we treat simplified models in which the reservoirs act not at the boundaries,
but throughout the volume of Λ in a spatially uniform manner. We consider this
treatment as a first step toward a non-perturbative analysis of systems with reservoirs
at substantially different temperatures. The model may, however, have some direct
physical relevance. One might consider the reservoirs to interact with the particles
through collisions with thermal baths of photons that permeate Λ. Since our reservoirs
act not only at the boundary of Λ, but uniformly throughout Λ, we conjecture that
there are no spatially non-uniform NESS for these models. However, at present, we
can only prove this for relatively simple models that we now precisely describe.
1.1 Thermostatted kinetic equations
Let Λ be a torus in Rd with volume |Λ| = Ld. (The rate of approach to equilibrium
will depend on L; see Section 3.1.) For any time dependent one particle distribution
f(x, v, t) on the phase space Λ× Rd, define the hydrodynamic moments
ρ(x, t) =
∫
Rd
f(x, v, t)dv
u(x, t) =
1
ρ(x, t)
∫
Rd
vf(x, v, t)dv
T (x, t) =
1
dρ(x, t)
∫
Rd
|v − u(x, t)|2f(x, v, t)dv . (1.11)
(Note that u(x, t) and T (x, t) are only defined when ρ(x, t) 6= 0.) Define the instanta-
neous (at time t) local Maxwellian corresponding to f , denoted by Mf(x, v, t), as
Mf (x, v, t) = ρ(x, t)(2piT (x, t))
−d/2 exp(−|v − u(x, t)|2/2T (x, t)) , (1.12)
with the natural convention that Mf(x, v, t) = 0 when ρ(x, t) = 0.
We consider two forms of Q. The first is a kinetic (self consistent) Fokker-Planck
form, and the second is of BGK form.
The kinetic Fokker-Planck equation (KFP) is the self-consistent equation
∂
∂t
f(x, v, t) + divx(vf(x, v, t)) = T (x, t)divv
(
Mf (x, v, t))∇v f(x, v, t)
Mf (x, v, t)
)
, (1.13)
where a diffusion constant has been absorbed into the time scale for convenience. The
right hand side of (1.13) can be written as
Gff(x, v, t) := T (x, t)∆vf(x, v, t) + divv ((v − u(x, t))f(x, v, t)) . (1.14)
6The BGK form of the equation is
∂
∂t
f(x, v, t) + divx(vf(x, v, t)) = α[Mf (x, v, t)− f(x, v, t)] (1.15)
for a constant α > 0.
Both of these equations conserve total energy, momentum and mass. Without loss
of generality, we restrict our attention to initial data (for these equations and others
to be considered) f0 such that∫
Λ×Rd
vf(x, v, t)dxdv = 0 . (1.16)
Under this condition, the only spatially homogeneous steady states of (1.13) and (1.15)
are the global Maxwellian phase space probability densities of the form
MT (x, v) =
1
|Λ|(2piT )
−d/2e−|v|
2/2T . (1.17)
The thermostatted Fokker-Planck equation is
∂
∂t
f(x, v, t) + divx(vf(x, v, t)) = Gff(x, v, t)) +
k∑
j=1
Ljf(x, v, t) (1.18)
where Gff(x, v, t) is given by (1.14). The thermostatted BGK equation is
∂
∂t
f(x, v, t) + divx(vf(x, v, t)) = α[Mf(x, v, t)− f(x, v, t)] +
k∑
j=1
Ljf(x, v, t) . (1.19)
Let f∗(x, v) be any steady state solution of (1.18). Multiplying by a smooth function
φ(x) and integrating over phase space, we obtain∫
Λ
∇φ(x) · u(x)ρ(x)dx = 0 . (1.20)
In two or three dimensions, this says that the divergence of ρu is zero, and in one
dimension it says that ρu is constant, and then under the condition (1.16), u(x) = 0
for all x.
Next, in one dimension, multiplying by φ(x)v and integrating over phase space∫
Λ
∇φ(x)ρ(x)T (x)dx = 0 , (1.21)
7so that ρ(x)T (x), the pressure, is constant. But even in one dimension, this does not
imply that ρ(x) and T (x) are individually constant. The same remarks apply in the
BGK case as well.
There is one simple result that can be proved about convergence to a steady state
for solutions of (1.18) and (1.19): More precisely, for a phase space density f define
Tf =
1
d
∫
Λ
∫
Rd
|v|2f(x, v)dvdx . (1.22)
and let MTf denote the global Maxwellian with temperature Tf ; i.e., the probability
density given by (1.17) with T = Tf .
1.1 LEMMA. For any solution f(x, v, t) of (1.18) and(1.19)
d
dt
Tf (t) =
d∑
j=1
ηj (Tj − Tf (t)) . (1.23)
Therefore, if we define the quantities η and T∞ by
η :=
k∑
j=1
ηj and T∞ =
1
η
k∑
j=1
ηjTj , (1.24)
we have that
Tf(t) = T∞ + e
−tη(Tf (0)− T∞) . (1.25)
Proof. Note that
∫
V
∫
Rd
|v|2divx(vf(x, v, t))dvdx = 0 so that the term representing the
effects of spatial inhomogeneity drops out of (1.18). Also, since energy is conserved
globally by the Fokker-Planck term.∫
V
∫
Rd
|v|2GTf (t)[f ](x, v, t)dvdx = 0 .
The rest follows from the definition of the reservoir terms. The analysis for (1.19) is
essentially the same. Solving the equation (1.23) yields (1.24) and (1.25).
In particular, Lemma 1.1 says that for any solution f(x, v, t) of (1.18) or (1.19)
lim
t→∞
Tf (t) = T∞ and the convergence is exponentially fast.
In Section 2, we use Lemma 1.1, among other devices, to determine the explicit
forms of all spatially homogeneous steady states for both thermostatted equations.
8To go beyond the determination of the spatially uniform steady states, and to prove
exponential convergence to them from general initial data, or even that there are no
steady states that are not spatially uniform, we simplify our model. We modify Q so
that energy is conserved globally but not locally: We replace Mf (x, v, t) in (1.13) by
ρ(x, t)MTf (t)(v) .
Defining the operator GT by
GT [g](v) = Tdivv
(
MT∇ f
MT
)
= T∆g(v) + div[vg(v)] , (1.26)
we may write the resulting equation as
∂
∂t
f(x, v, t) + divx(vf(x, v, t)) = GTf (t)[f ](x, v, t) +
k∑
j=1
Ljf(x, v, t) , (1.27)
Likewise, in the BGK case, we replace Mf (x, v, t) in the gain term of Q by
ρ(x, t)MTf (t)(v). The resulting equation is
∂
∂t
f(x, v, t) + divx(vf(x, v, t)) =
α[ρf(x, t)MTf (t)(v, t)− f(x, v, t)] +
k∑
j=1
Ljf(x, v, t) (1.28)
Equations (1.27) and (1.28) are still non-linear, but only in a superficial way. This
means that we may regard Tf(t) in equations (1.27) or (1.28) as a-priori known, and
then these equations become the (linear) Kolmogorov forward equations of Markov
processes with time-dependent generators. This allows us to apply probabilisitic meth-
ods to the problem of uniqueness of steady states, and to the problem of proving
exponentially fast relaxation to the steady states.
Our main results are the following:
1.2 THEOREM. Let f∗(x, v) be an NESS for (1.27) or (1.28). Then f∗(x, v) does
not depend on x. That is, every NESS for (1.27) and (1.28) is spatially uniform.
1.3 THEOREM. Let f be a solution of either (1.27) or (1.28) with Tf (0) <∞. Let
f∞ be the unique stationary state, which for solutions of (1.27) is given by Theorem 2.2,
and for solutions of (1.28) is given by Lemma 2.1. Then there are finite positive and
explicitly computable constants C and c such that∫
Λ×Rd
|f(x, v, t)− f∞(v)|dxdv ≤ Ce−ct .
9Theorem 1.3 is proved in Section 3. We emphasize that the method provides an
explicitly computable bound on the rate of convergence that is likely to be useful
elsewhere.
The proof of Theorem 1.2 is much simpler than that of Theorem 1.3. By an ergod-
icity argument, all we need to do is to find one spatially homogeneous steady state.
Ergodicity then implies that there are no others. In Section 2 we find the spatially
homogeneous steady states for (1.27) or (1.28). Granted that these exist, we may prove
Theorem 1.2 as follows:
Proof of Theorem 1.2. By the convergence of Tf(t) to T∞, any steady state solution of
(1.27) must also be a steady state solution of
∂
∂t
f(x, v, t) + divx(vf(x, v, t) = GT∞ [f ](x, v, t) +
k∑
j=1
Ljf(x, v, t) . (1.29)
In Theorem 2.2 below we find the explicit form of the unique spatially homogeneous
stationary state of this equation. It remains to show that there are no other stationary
states of any kind. However, this is an immediate consequence of the fact that (1.29)
is the forward equation of an ergodic process. Lower bounds for the transition kernel
pt((x, v), (y, w)) that display this ergodicity will be given below in Section 3.1. The
same reasoning aplies to the BGK model.
2 Explicit form of the spatially homogeneous NESS
If the initial data f0 for either (1.18) or (1.19) is spatially homogenous; i.e., translation
invariant on Λ, then the solution f(x, v, t) of (1.13) or (1.19) will be spatially homoge-
neous for all t, so that f(x, v, t) = |Λ|−1g(v, t) for a time dependent probability density
g(v, t). In this case,
Mf (x, v, t) =MTf (t) with Tg(t) = d
−1
∫
Rd
|v|2g(v, t)dv . (2.1)
It is simplest to write down the stationary states for (1.19). Under the assumptions
of stationarity and spatial homogeneity, (1.19) reduces to
[MT∞ − g] +
k∑
j−1
ηj[Mtj − g] = 0
which immediately yields
10
2.1 LEMMA. The unique normalized spatially homogeneous steady state solution of
(1.19), g∞(v), is given by
g∞(v) = |Λ|−1
(
1 +
k∑
j=1
ηj
)−1(
MT∞ +
k∑
j=1
ηjMTj
)
(2.2)
where T∞ is given by (1.25).
An explicit formula can also be given in the kinetic Fokker-Planck case, but its
derivation is not so immediate. Under the assumptions of stationarity and spatial
homogeneity, (1.18) reduces to
∂
∂t
g(v, t) = GTg(t)g(v, t) +
k∑
j=1
Ljg(v, t) (2.3)
where for T > 0, the operator GT is given by (1.26).
By Lemma 1.1, any steady state solution g∞ of (2.3) must satisfy
GT∞g∞(v) +
k∑
j=1
Ljg∞(v) = 0 (2.4)
where T∞ is given by (1.24).
The equation
∂
∂t
g(v, t) = GT∞ [g](v, t) +
k∑
j=1
Ljg(v, t) , (2.5)
is the forward Kolmogorov equation of a stochastic process vt in R
d that has the
following description: At random times t, arriving in a Poisson stream with rate η,
there are interactions with the k reservoirs. When an interaction occurs, an index
j ∈ {1, . . . , k} is chosen with probability ηj/η, and then vt jumps to a new point
chosen from the distribution MTj . Between interactions with the reservoir, the particle
diffuses, governed by the SDE
dvt = −vtdt +
√
2T∞dwt (2.6)
where wt is a standard Brownian motion.
Consider a large time t1, so that with very high probability, there has been at least
one collision. Almost surely, there are at most finitely many collisions. Let tˆ1 be the last
collision before time t1. Then at time (tˆ1)+, supposing the j-th reservoir is selected for
11
the interaction, the conditional distribution is given by MTj . If one starts a solution of
the SDE (2.6) with initial distributionMTj , at each later time the distribution isMT for
some T in between Tj and T∞. This heuristic suggest that the invariant measure of the
process governed by (2.5) is a convex combination of Gaussians MT with T ∈ [T1, Tk],
where we have assumed, without loss of generality that T1 < T2 < · · · < Tk. More
precisely, we expect an invariant density f∞ (2.5) of the form
f∞(v) = |Λ|−1
∫
[T1,Tk]
MT (v)dν(T ) (2.7)
Of course, if k > 2 and Tj = T∞ for some Tj ∈ (T1, T2), one can expect ν to have a
point mass at Tj = T∞, since if at the last interaction with the reservoirs the particle
has jumped to a point distributed according to MT∞ , the diffusion does not change
this distribution. Otherwise, we expect ν to be absolutely continuous, so that for some
probability density w(T ) on [T1, Tk],
dν(T ) = w(T )dT . (2.8)
One has to be careful about conditioning a Markov process on a random time that
depends on future events (such as the time of the last interaction with the reservoirs
before time t1). The heuristic argument put forward can be made rigorous in several
ways, using the fact that the Poisson stream of interaction times is independent of the
diffusion process. However, since we need the explicit form of the probability measure
ν in what follows, it is simplest to treat (2.7) as an ansatz, and to derive the form of
ν. The next theorem gives the explicit form of the unique steady state g∞ of (2.5) for
k = 2.
2.2 THEOREM (Steady state formula). Suppose k = 2 with T1 < T2, and η1, η2 > 0.
Then there is a unique steady state solution g∞ of (2.5) which is given by (2.7) and
(2.8) where
w(T ) =

η1
2(T∞ − T1)η/2 (T∞ − T )
η/2−1 T ∈ [T1, T∞)
η2
2(T2 − T∞)η/2 (T − T∞)
η/2−1 T ∈ (T∞, T2]
. (2.9)
Proof. Let
g(v) :=
∫ T2
T1
w(T )MTdT (2.10)
where w(T ) is a probability density on [T1, T2]. If g is to be a steady state solution of
(2.5), then we must have
GT∞g + η1MT1 + η2MT2 − ηg = 0 . (2.11)
12
Note that
GT∞MT = GTMT + (T∞ − T )∆MT = (T∞ − T )∆MT .
Then since
∂
∂T
MT (v) = 2∆MT (v) ,
GT∞g = 2
∫ T2
T1
(T∞ − T )w(T ) ∂
∂T
MTdT
= 2
∫ T∞
T1
(T∞ − T )w(T ) ∂
∂T
MTdT
+ 2
∫ T2
T∞
(T∞ − T )w(T ) ∂
∂T
MTdT . (2.12)
Integrating by parts,∫ T∞
T1
(T∞ − T )w(T ) ∂
∂T
MTdT =
− (T∞ − T1)w(T1)MT1 −
∫ T∞
T1
(
∂
∂T
[(T∞ − T )w(T )]
)
MTdT . (2.13)
Making a similar integration by parts in the last integral in (2.12), we obtain
GT∞g = −2(T∞ − T1)w(T1)MT1 − 2(T2 − T∞)w(T2)MT2+
2
∫ T2
T1
(
∂
∂T
[(T∞ − T )w(T )]
)
MTdT . (2.14)
Then (2.11) implies that
(η1 − 2(T∞ − T1)w(T1))MT1 + (η2 − 2(T2 − T∞)w(T2))MT2+∫ T2
T1
(
2
∂
∂T
[(T∞ − T )w(T )]− ηw(T )
)
MTdT = 0 . (2.15)
For c1, c2 > 0 to be determined, suppose
w(T ) =
{
c1(T∞ − T )η/2−1 T ∈ [T1, T∞)
c2(T − T∞)η/2−1 T ∈ (T∞, T2]
. (2.16)
Then
2
∂
∂T
[(T∞ − T )w(T )]− ηw(T ) = 0
13
everywhere in [T1, T∞) ∪ (T∞, T2], and so defining w(T∞) = 0, for example, (2.15)
reduces to (
η1 − 2c1(T∞ − T1)η/2
)
MT1 +
(
η2 − 2c2(T2 − T∞)η/2
)
MT2 = 0 .
This is satisfied for all v if and only if
c1 =
η1
2(T∞ − T1)η/2 and c2 =
η2
2(T2 − T∞)η/2 ,
which yields (2.9). The uniqueness is an immediate consequence of the fact that our
equations is the forwards equation of an ergodic process; details are given in the proof
of Theorem 1.3 below which gives an even stronger uniqueness result.
Notice that when w(T ) is given by (2.9), then indeed∫ T2
T1
w(T )dT = 1
for all η > 0. If we vary η > 0 but keep
p1 =
η1
η
and p2 =
η2
η
fixed, then it is easy to see that
lim
η→0
w(T )dT = δT∞ and lim
η→∞
w(T )dT = p1δT1 + p2δT2 .
An entirely analogous analysis applies in the case k > 2, except that one must then
take into account the possibility that Tj = T∞ for some j. This simply introduces a
point mass at T∞ into ν.
3 Approach to the NESS
We continue our study of (1.27) and (1.28), and prove Theorem 1.3.
The starting point for the proof of Theorem 1.3 is based on the elementary fact,
proved in Lemma 1.1, that
Tf (t) = T∞ + e
−tη(Tf(0)− T∞) , (3.1)
and that equation (1.27) is the Kolmogorov forward equation of a stochastic process
with a time dependent generator, but one in which the time dependence damps out
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exponentially fast due to (3.1). Exploiting this and making use of a variant Doeblin’s
Theorem to control the rate at which memory of the initial data is lost is the basis
of the proof that follows. The basic stategy is the one introduced in [2], though here
we use quantitative estimates in place of compactness arguments. We only give the
details in the case of kinetic Fokker-Planck equation (1.27); the other case is similar
but simpler.
We preface the proof itself with a few further remarks on the strategy. On account
of (3.1), (1.27) can be rewritten as
∂
∂t
f(x, v, t) + divx(vf(x, v, t) = GT∞+e−tη(Tf (0)−T∞)[f ](x, v, t)
+
k∑
j=1
Ljf(x, v, t) . (3.2)
For t > s, let f˜(x, v, t) be the solution of this equation started at time s with the
data f˜(x, v, s) = f∞(v). Since T∞ + e
−tη(Tf (0)− T∞) 6= T∞ (except in the trivial case
Tf(0) = T∞), f˜(x, v, t) is not independent of t. However, an argument using Duhamel’s
formula, (3.1) and the regularity of f∞ that is provided by Theorem 2.2 shows that
the L1(Λ × Rd) distance between f˜(x, v, t) and f∞(v) is bounded by a fixed multiple
of e−s for all t > s. Since a variant of Doeblin’s Theorem may be applied to show that
memory of initial data is lost at an exponential rate, for t much larger than s, there
will only be a small difference between f(x, v, t) and f˜(x, v, t), and hence only a small
difference between f(x, v, t) and f∞(v). Choosing s = t/2 for large t then gives us the
bound we seek.
We break the proof into several lemmas, after fixing notation. First, pick some
large value t0, to be specified later, but for now, take large to mean that Tf(t0) is
very close to T∞. Consider the stochastic process governed by (3.2) and started at
time s ≥ t0 at the phase-space point (x0, v0) ∈ Λ × Rd with probability 1. (A more
detailed description of the process is provided below.) Let Ps,(x0,v0) be the law; i.e., the
path-space measure of the stochastic process. For t > s, and measurable A ⊂ Λ× Rd,
we are interested in the transition probabilities
Ps,t((x0, v0), A) = Ps,(x0,v0)({(xt, vt) ∈ A}) (3.3)
as a function of (x0, v0), and aim to prove that the memory of (x0, v0) is lost at an
exponential rate. The stochastic process consists of a Poisson stream of interactions
with the thermal reservoirs, and an independent degenerate diffusion process between
these interactions. At the moment just after the first jump occurs, the velocity is
in a Maxwellian distribution corresponding to one of the reservoirs. Untill the next
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jump occurs, the particle excutes a degenerate diffusion whose transition probabilities
may be explicitly estimated. If we condition on exacrtly one jump occuring in the
first part of a fixed time interval, we obtain lower bounds of the particle to be at any
point of the phase space. These lower bounds may then be exploints in a quantitative
coupling argument based on Doeblin’s Theorem. The next lemma is the first step in
the conditioning argument conditioning argument.
3.1 LEMMA. Consider the event E that in this stochastic process there is exactly
one interaction with the reservoirs in the time interval (t0, t0 + 1/η], and none in the
interval (t0 + 1/η, t0 + 2/η]. Then, independent of the initial data (x0, v0) ∈ Λ×Rd at
time t0
Pt0,(x0,v0)(E) = e
−2 .
Proof. Since the interaction with the reservoirs occur in a Poisson stream with rate η,
the probability of the event E is
∫ t0+1/η
t0
ηe−sηe(s−2)ηds = e−2.
When any interaction with the reservoirs takes place, the velocity before the
interaction is replaced with a new velocity chosen according the the distribution
η−1[η1M1(v) + η2M2(v)], independent of what the velocity was before.
Between interactions with the reservoirs, the motion of the particle is governed by
the stochastic differential equation
dvt = −vdt +
√
2T (t)dwt
dxt = vtdt (3.4)
where w(t) is a standard Wiener process, and T (t) = T∞ + e
−tη(Tf(0)− T∞).
We compute the distribution of (x, v) at time t0 + 2/η conditional on the even E
defined above. Let b denote the new velocity after the interaction with the reservoir
at time s, and let a denote the position xs. Then the distribution we seek is the
distribution of (xt0+2/η, vt0+2/η) for the solution of (3.4) started at (xs, vs) = (a, b) with
probability 1, averaged in a over the distribution of xs and averaged in b over the
distribution η−1[η1M1(v) + η2M2(v)].
We wish to determine the dependence of
Pt0,(x0,v0)({(xt, vt) ∈ A}|E) (3.5)
on (x0, v0). This has the following structure. Let µ(x0,v0),t0,s, be the probability measure
on Λ given by
µ(x0,v0),t0,s(B) = Pt0,(x0,v0)({xs ∈ B}|E) ,
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be the law of xs at the time of the single collision in the interval (t0, t0 + 1/η]. Define
u = t0 + 2/η− s, and let pb,u(v) be the density for vs+u where vt is given by (3.4) with
vs = b with probability 1. An explicit expression will be obtained below, but all that
matters for us at present is that this is independent of a, x0 and v0.
For fixed a and b let pa,b,s,s+u(x, v) be the probability density of (xs+u, vs+u) for
the solution of (3.4) started at (xs, vs) = (a, b) with probability 1. We shall derive an
explicit formula for this below. Our focus will be on the conditional probability density
for xx+u given vs+u.
pa,b,s,s+u(x|v) = pa,b,s,s+u(x, v)
pb,u(v)
.
Now define the probability measure ν on Rd by
dν(b) =
1
η
[η1M1(b) + η2M2(b)]db ,
which is the law of the velocity immediately following an interaction with the reservoirs.
Putting the components together, the probability in (3.5) is obtained by integrating
h(x0,v0)(x, v) :=
e2η
∫ t0+1/η
t0
∫
Rd
[∫
Λ
[pa,b,s,s+u(x|v)]µ(x0,v0),t0,s(da)
]
pb,u(v)dν(b)ds (3.6)
over the set A. We shall obtain control over the (x0, v0) dependence in (3.5) by quan-
tifying the rate of coupling as follows: Consider two copies of the process, started from
(x0, v0) and (x1, v1) respectively. After the first interaction with the reservoir, the ve-
locity variable jumps to a new velocity chosen independent of the starting point, and
thus we obtain perfect coupling of the velocities at this time. It remains to consider
the spatial coupling. To do this, we get bounds on the conditional spatial density,
conditioning on the new velocity after the collision and the time of the collision. We
aim to show that these conditional spatial densities all dominate a fixed multiple of
one another. From this we get a fixed minimum amount of cancelation (the effect
of coupling) when subtracting transition probabilities for any two phase space start-
ing points. The following lemma allows us to combine velocity coupling and spatial
coupling to get phase space coupling.
3.2 LEMMA. Let (X × Y ×Z,FX ⊗FY ⊗FZ) be a product of three measure spaces.
Let ρ1 and ρ2 be two probability measures on this measure space. Suppose that their
marginal distributions on Y × Z have the following form: There is a fixed probability
measure ν on (Z,FZ) and two probability measures µ1, µ2 on (Y,FY ) such that for all
B ∈ FY ⊗ FZ,
ρj(X × B) = µj ⊗ ν(B) .
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Suppose also that ρ1 and ρ2 possess proper conditional probabilities for Y, Z, so that
there is a representation
ρj(C) =
∫
Z
ρj(C|y, z)dµj(y)⊗ dν(z)
valid for all C ∈ FX⊗FY ⊗FZ . Suppose finally that there exists a constant 0 < c <∞
such that for all y, y′ ∈ Y , all z ∈ Z, and all A ∈ FX
cρ1(A|y, z) ≤ ρ2(A|y′, z) ≤ 1
c
ρ1(A|y, z) . (3.7)
Then
sup{|ρ1(C)− ρ2(C)| : C ∈ FX ⊗ FZ } ≤ 1− c . (3.8)
We shall apply this in (3.6) for any two different (x0, v0) and (x1, v1) in Λ× Rd as
follows: We take Z = Rd × Rd, and let the z variable be (b, v).
Proof. Pick any C ∈ FX ⊗ FZ . Then
ρ1(C) =
∫
Y×Z
[∫
X
1C(x, y, z)ρ1(dx|y, z)
]
dµ1(y)dν(z)
=
∫
Y
(∫
Y×Z
[∫
X
1C(x, y, z)ρ1(dx|y, z)
]
dµ1(y)dν(z)
)
dµ2(y
′)
=
∫
Y
(∫
Y×Z
[∫
X
1C(x, y, z)ρ1(dx|y, z)
]
dµ2(y
′)dν(z)
)
dµ1(y)
≥ c
∫
Y
(∫
Y×Z
[∫
X
1C(x, y
′, z)ρ1(dx|y′, z)
]
dµ2(y
′)dν(z)
)
dµ1(y)
= cρ2(C) ,
where the first equality is trivial, the second is valid by the Fubini-Tonelli Theorem,
and the inequality is (3.7), together with the fact that 1C does not actually depend on
y. Then (3.8) follows directly.
In the context of (3.6), we apply Lemma 3.2 for fixed s ∈ [t0, t0 + 1/η] as follows:
We take Z = Rd × Rd with variables b and v. We take Y = Λ with variable a, and we
take X = Λ with variable x. We choose C ∈ FX ⊗FZ , and in fact, independent of the
b component of Z. In the next subsection we shall derive an explicit formula for the
conditional probability pa,b,s,s+u(x|v), and along the way, pb,u(v). Using this formula,
we shall show that (3.7) is satisfied. The constant c in (3.7) will be shown to depend
only on T∞ and η. Then, integrating in s, we shall have proved:
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3.3 LEMMA. For fixed a and b, and for fixed u > 0, let pa,b,s,s+u(x, v) be the probability
density of (xs+u, vs+u) for the solution of (3.4) started at (xs, vs) = (a, b) with probability
1. Let pa,b,s,s+u(x|v) be the conditional density of xs+u given vs+u = v. Then there is
an explicitly computable constant Cη,T∞,|Λ| > 0 depending only on η, T∞ and |Λ| and
an explicitly computable s0 < ∞ such that for all s ≥ s0 and all u ∈ [1/η, 2/η], the
following bound holds uniformly in x ∈ Λ:
Cη,T∞,|Λ| ≤ pa,b,s,s+u(x|v) ≤
1
Cη,T∞,|Λ|
. (3.9)
The proof is given at the end of the next subsection.
3.1 Estimates for the degenerate diffusion
We now derive an explicit formula for this probability, which will be an analog of a
well-known formula obtained by Kolmogorov [11] in 1934. The variant we need, taking
into account our time-varying temperature, is easily derived using stochastic calculus
as done by McKean in [13]. We will write down the formula in the case d = 1 in order
to keep the notation simple. It will be clear from these formulas and their derivation
that the conclusions we draw from them are valid in all dimensions.
If x(s) = a and v(s) = b, we have that for t > s
vt = e
s−tb+
∫ t
s
er−t
√
2T (r)dwr . (3.10)
In our application, Λ is a circle of circumference L. However, we may solve (3.4)
for xt ∈ R, and then later “wrap” this into the circle. So for the moment, let us take
xt ∈ R. We may then integrate to find xt. To do so, note that∫ t
s
∫ u
s
er−u
√
2T (r)dwrdu =
∫ t
s
(1− er−t)
√
2T (r)dwr .
Therefore,
xt = a+ (1− es−t)b+
∫ t
s
(1− er−t)
√
2T (r)dwr . (3.11)
The random variables xt and vt are evidently Gaussian, and their joint distribution
is determined by their means, variances, and correlation. Let µx and µv denote the
means of xt and vt respectively. Let σx and σv denote the standard deviations of xt
and vt respectively. Finally, let ρ denote their correlation, which means that
ρσxσv = E(xt − µx)(vt − µv) .
19
The joint density of (xt, vy), again taking xt to be R valued, is the probability density
given by
f(x, v) =
1
2piσxσv
√
1− ρ2×
exp
( −1
2(1− ρ2)
[
(x− µx)2
σ2x
+
(v − µv)2
σ2v
− 2ρ(x− µx)(v − µv)
σxσv
])
. (3.12)
Completing the square, we obtain the alternate form
f(x, v) =
1
2piσxσv
√
1− ρ2×
exp
(
−1
2(1− ρ2)
[(
(x− µx)
σx
− ρ(v − µv)
σv
)2
+ (1− ρ2)(v − µv)
2
σ2v
])
. (3.13)
Evidently, the conditional density of xt given vt = v is
f(x|v) := 1
σx
√
2pi(1− ρ2) exp
(
−1
2(1− ρ2)
(
(x− µx)
σx
− ρ(v − µv)
σv
)2)
, (3.14)
and the density of vt is
f(v) =
1
σv
√
2pi
exp
(
−(v − µv)
2
2σ2v
)
. (3.15)
Note that f(x, v) = f(x|v)f(v). Now we wrap this density onto Λ which we identify
with the interval (−L/2, L/2] ⊂ R. The wrapped density is, for x ∈ (−L/2, L/2],
f˜(x, v) =
∑
k∈Z
f(x+ kL, v)f(v) . (3.16)
(It is evident that for fixed v, the lower bound on f˜(x, v) as a function of x will go
to zero as L goes to infinity.) Recall that for fixed a and b, and for fixed u > 0, we
have defined pa,b,s,s+u(x, v) to be the probability density of (xs+u, vs+u) for the solution
of (3.4) started at (xs, vs) = (a, b) with probability 1. By the computations above,
pa,b,s,s+u(x, v) is obtained by substituting σx(s+ u), σv(s+ u) and ρ(s+ u) into (3.16).
We now compute these quantities using the Ito isometry for the variance and covariance.
From (3.10) and (3.11) we readily compute
µx = a + (1− es−tb) and µv = es−tb . (3.17)
20
Next, we compute:
σ2v(s+ u) =
∫ s+u
s
e2(r−(s+u))2T (r)dr
= (1− e−2u)T∞ +
2(Tf(0) − T∞)
2− η e
−ηs(e−ηu − e−2u) . (3.18)
(Note that a limit must be taken at η = 2.)
σ2x(s+ u) =
∫ s+u
s
(1− er−(s+u))22T (r)dr (3.19)
= 4(e−u − 1 + u)T∞ − (e−2u − 1 + 2u)T∞
+
2(Tf(0) − T∞)
η(η − 1)(η − 2)×
e−ηs(η2(1− e−u)2 − η(1− e−u)(3− e−u) + 2(1− e−ηu)) . (3.20)
(Note that a limit must be taken at η = 1 or η = 2. Note also that σ2x(s + u) is of
order u3 for small u, as one would expect from Kolmogorov’s formula, and of order u
for large u.) Next, we compute the covariance. For t = s+ u,
E(xt − µx)(vt − µv) =
∫ t
s
er−t(1− er−t)2T (r)dr
= T∞(1− e−u)2
+
2(Tf(0) − T∞)
(η − 1)(η − 2)e
−ηs((η − 2)(1− e−u)− (η − 1)e−2u + e−ηu) .
(3.21)
In our application, we are concerned with s ∈ (t0+1/η] and t = t0+2/η, and hence
with u ∈ [1/η, 2/η]. For such u, and large t0 (and hence large s, the following approx-
imations are accurate up to exponentially small (in t0) percentage-wise corrections:
σ2v(s+ u) ≈ (1− e−2u)T∞ (3.22)
σ2x(s+ u) ≈ [4(e−u − 1 + u)− (e−2u − 1 + 2u)]T∞ (3.23)
ρ(s + u) ≈ (1− e
−u)2√
(1− e−2u)(4(e−u − 1 + u)− (e−2u − 1 + 2u)) . (3.24)
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Define ρˆ(s+ u) to be the quantity on the right side of (3.24). One readily checks that
ρˆ(s+ u) =
√
3
2
+O(u)
for small u, that ρˆ(s + u)
√
1 + u/5 is monotone decreasing, and that limu→∞ ρˆ(s +
u)
√
1 + u/5 = 1/
√
10. Altogether,
√
3
2
1√
5 + u
≥ ρˆ(s+ u) ≥ 1√
2
1√
5 + u
. (3.25)
It now follows that for all s sufficiently large, and all u ∈ [1/η, 2/η],
√
3
2
1√
4 + 1/η
≥ ρ(s + u) ≥ 1√
2
1√
6 + 2η
. (3.26)
Likewise, define σˆ2x(s + u) to be the right side of (3.23). Simple calculation show
that σˆ2x(s + u)(1 + 2u)
2/u3 is monotone for u > 0 increasing with
8T∞ ≥ σˆ2x(s+ u)(1 + 2u)2/u3 ≥
2
3
T∞ .
It now follows that for all s sufficiently large, and all u ∈ [1/η, 2/η],
64
η−3
(1 + 2/η)2
T∞ ≥ σ2x(s+ u) ≥
2√
3
η−3
(1 + 5/η)2
T∞ . (3.27)
Proof of Lemma 3.3. By the computations above, for any x ∈ [−L/2, L/2] by substi-
tuting into∑
k∈Z
1
σx
√
2pi(1− ρ2) exp
(
−1
2(1− ρ2)
(
(x+ kL− µx)
σx
− ρ(v − µv)
σv
)2)
the appropriate values of µx, µv, σx, σv and ρ, given by (3.17), (3.18), (3.19) and (3.21).
Now, whatever, the value of v, there is some k ∈ Z so that
|x+ kL− µx − (σx/σv)ρ(v − µv)| ≤ L/2 .
Retaining only this term in the sum,
pa,b,s,s+u(x|v) ≥ 1
σx
√
2pi(1− ρ2) exp
( −L2
8(1− ρ2)σ2x
)
.
Now using the upper and lower bounds for ρ and σx that are given in (3.26) and
(3.27), which are valid for all s ≥ s0 that may be explicitly computed keeping track of
constants leading up to (3.26) and (3.27). The corresponding uniform upper bound is
readily derived by estimating the sum in k, which converges extremely rapidly.
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It is evident from the proof that the analogous lemma for the d dimensional version
of our process is also valid.
3.2 Bounds on transition functions
Recall that for any t > s ≥ t0 > 0, and any measurable A ⊂ Λ × Rd, and any
(x0, v0) ∈ Λ×Rd, Pt0,t((x0, v0), A) is the probability that our original stochastic process
(with interactions with the reservoirs), started at (x0, v0) at time s satisfies (xt, vt) ∈ A.
Let Ps,(x0,v0) be the path-space measure of the stochastic process. Then, with E being
the event considered in Lemma 3.1,
Pt0,t((x0, v0), A) = Pt0,(x0,v0)({(xt, vt) ∈ A}) (3.28)
= Pt0,(x0,v0)({(xt, vt) ∈ A} ∩ E) + Pt0,(x0,v0)({(xt, vt) ∈ A} ∩ Ec)
By Lemma 3.1, we can express Pt0,(x0,v0)({(xt, vt) ∈ A}∩E) in terms of the conditional
probabilities we have estimated in the previous subsections:
Pt0,(x0,v0)({(xt, vt) ∈ A} ∩ E) = e−2Pt0,(x0,v0)({(xt, vt) ∈ A | E) .
3.4 THEOREM. There is an explicitly computable constant Cη,T∞,|Λ| > 0 depending
only on η and T∞ and an explicitly computable t0 <∞ such that for t = t0 + 2/η, and
all (x0, v0) and (x1, v1) in Λ× Rd
sup{|Pt0,(x0,v0)({(xt, vt) ∈ A})− Pt0,(x1,v1)({(xt, vt) ∈ A})|} ≤ 1− e−2Cη,T∞,|Λ| ,
where the supremum is taken over all measurable subset of Λ× Rd,
Proof. By Lemma 3.1,
Pt0,(x0,v0)({(xt, vt) ∈ A} =
e−2Pt0,(x0,v0)({(xt, vt) ∈ A}|E) + (1− e−2)Pt0,(x0,v0)({(xt, vt) ∈ A}|Ec) . (3.29)
By Lemma 3.3, (3.7) is satisfied with c = Cη,T∞,|Λ| when we apply Lemma 3.2 to the
probabilities Pt0,(x0,v0)({(xt, vt) ∈ A}) given by (3.5) and (3.6). Therefore,
|Pt0,(x0,v0)({(xt, vt) ∈ A})− Pt0,(x1,v1)({(xt, vt) ∈ A})|
≤ e−2|Pt0,(x0,v0)({(xt, vt) ∈ A}|E)− Pt0,(x1,v1)({(xt, vt) ∈ A}|E)|
+ (1− e−2)|Pt0,(x0,v0)({(xt, vt) ∈ A}|Ec)− Pt0,(x1,v1)({(xt, vt) ∈ A}|Ec)|
≤ e−2
∣∣∣Pt0,(x0,v0)({(xt, vt) ∈ A}|E)− Pt0,(x1,v1)({(xt, vt) ∈ A}|E)∣∣∣+ (1− e−2)
≤ e−2(1− C2η,T∞,|Λ|) + (1− e2) = 1− e−2C2η,T∞,|Λ|) .
Theorem 3.4 now follows from what has been said in the paragraph preceding it.
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We next recall a form of Doeblin’s Theorem in the context of temporally non-
homogeneous processes.
Let Ps,t(z, A), t > s, be a family of Markov kernels on a measure space (Z,F) such
that for r < s < t
Pr,t(z, A) =
∫
Z
Pr,s(z, dy)Ps,t(y, A) , (3.30)
and we suppose also that for fixed A, s and t, Ps,t(z, A) is a continuous function of z.
Define the quantity
ρs,t = sup
z,y∈Z
sup
A∈F
{|Ps,t(z, A)− Ps,t(y, A)|} .
The following lemma is an adaptation of a proof in Varadhan’s text [14]:
3.5 LEMMA. For all r < s < t, ρr,t ≤ ρr,sρs,t.
Proof. By (3.30),
|Pr,t(z, A)− Pr,t(y, A)| =
∣∣∣∣∫
Z
Pr,s(z, dw)Ps,t(w,A)−
∫
Z
Pr,s(y, dw)Ps,t(w,A)
∣∣∣∣ (3.31)
To write this more compactly, introduce the continuous function f(w) = Ps,t(w,A),
and let ν denote the signed measure
dν(w) = Pr,s(z, dw)− Pr,s(y, dw) .
Then (3.31) becomes
|Pr,t(z, A)− Pr,t(y, A)| =
∣∣∣∣∫
Z
f(w)dν(w)
∣∣∣∣ . (3.32)
Define ‖ν‖ = supA∈F |ν(A)|. Then if ν = ν+ − ν− is the Hahn decomposition of ν into
its positive and negative parts, ν+(Z) = ν−(Z) (since ν(Z) = 0), and
‖ν‖ = ν+(Z) .
Let d|ν| be the measure defined by d|ν| = dν+ + dν−. Then
|ν|(X) = 2‖ν‖ ≤ 2ρt,s . (3.33)
If ϕ is any continuous function on Z, we have∣∣∣∣∫
Z
ϕdν
∣∣∣∣ ≤ ∫
Z
|ϕ|d|ν| ≤ ‖ϕ‖∞|ν|(Z) = 2‖ϕ‖∞‖ν‖ . (3.34)
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By hypothesis
|f(z1)− f(z2)| ≤ ρs,r for all z1, z2 ∈ Z .
It follows that the range of f is contained in an interval of width at most ρs,r, and
hence
inf
c∈R
‖f − c‖∞ ≤ 1
2
ρs,r . (3.35)
Since Ps,t(z, dw) and Ps,t(y, dw) are both probability measures, for any constant c ∈ R,∫
Z
f(w)dν(w) =
∫
Z
(f(w)− c)dν(w) , (3.36)
and hence (3.32) becomes
|Pr,t(z, A)− Pr,t(y, A)| = inf
c∈R
∣∣∣∣∫
X
(f(w)− c)dν(w)
∣∣∣∣
≤ inf
c∈R
‖f − c‖∞|ν(Z)|.
Now using the estimate (3.33) and (3.35) we obtain the result.
The following lemma is now a direct consequence of Theorem 3.4 and the definitions
made just above.
3.6 LEMMA. Let Ps,t((x, v), A) be the transition function for the process associated
to (3.2). There exist explicitly computable δ > 0, t0 > 0 and t1 > 0 such that for all A
and all t > s ≥ t0 with t− s ≥ t1,
ρs,t ≤ 1− δ . (3.37)
We are now ready to prove Theorem 1.3.
Proof of Theorem 1.3 for the kinetic Fokker-Planck equation. Combining Lemma 3.5
(For Z = Λ× Rd) and Lemma 3.6, whenever t− t0 ≥ nt1,
ρt0,t ≤ (1− δ)n .
Let µ(1) and µ(2) are any two probability measures on Λ × Rd, and use them to
initialize the the Markov process associated to our family of transition kernels at time
t0. For j = 1, 2 define
µ
(j)
t (A) =
∫
Λ×Rd
dµj(z)Pt0,t(z, A) .
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Then for all t > t0
‖µ(1)t − µ(2)t ‖ ≤ ρt0,t .
Thus, when (3.37) is valid, the memory of the initial condition is washed out exponen-
tially fast. Of course this by itself does not imply convergence to a stationary state,
and if the time inhomogeneity of our process had a strong oscillatory character, for
example, we would not expect convergence to a stationary state. However, our process
has an asymptotic temporal homogeneity property; namely the generator converges
exponentially fast to the generator of a stationary process with an invariant measure
µ⋆. We use this to show that for any µ0, µt converges exponentially fast to µ⋆.
Let Rs,t(z, A) be a homogenous family of Markov kernels on (Z,F), where in our
case Z = Λ× Rd. That is, for s < t < u
Rs,u(z, A) =
∫
Z
Rs,t(z, dz
′)Rt,u(z
′, A) .
In our application, Rs,t(z, A) will be the transition kernel for the Markov process cor-
responding to (1.29), however, it is convenient to continue the discussion in a general
context for now.
Let L be the generator for the process governed by Rs,t(z, A). Then for s < t, the
Kolmogorov backward equation
− ∂
∂s
Rs,t(z, A) = LRs,t(z, A) , (3.38)
with the final condition Rt,t(z, A) = 1A(z), where 1A is the indicator function of A.
For t > s, Rs,t(z, ·), considered as a time dependent measure, satisfies the Kolmogorov
forward equation
∂
∂t
Rs,t(z, ·) = L∗Rs,t(z, ·) , (3.39)
where L∗ is the adjoint of L, meaning that for any bounded continuous function ϕ,∫
L∗Rs,t(z, dz
′)ϕ(z′) =
∫
Rs,t(z, dz
′)Lϕ(z′) . (3.40)
Let Kt be the generator of the inhomogeneous process described by Ps,t. Note that
for any fixed measurable set A in phase space, Ps,t((x, v), A) with s < t, satisfies the
Kolmogorov backward equation
− ∂
∂s
Ps,t((x, v), A) = KsPs,t((x, v), A) , (3.41)
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Then by the Fundamental Theorem of Calculus, (3.39), (3.40) and (3.41)
Ps,t(z, A)− Rs,t(z, A) = −
∫ t
s
(
d
du
∫
Rs,u(z, z
′)Pu,t(z, , A)dz
)
du
= −
∫ t
s
(∫
Rs,u(z, z
′)(L−Ku)Pu,t(z, A)dz
)
du
Let Bt = Kt − L, the difference of the generators. Then we can rewrite the result of
this computation as
Ps,t(z, A)− Rs,t(z, A) =
∫ t
s
(∫
Rs,u(z, z
′)BuPu,t(z, A)dz
)
du . (3.42)
For any measure µ, let µPs,t denote the measure µPs,t(A) =
∫
dµ(z)Ps,t(z, A), and
likewise for µRs,t. Then if µ⋆ is an invariant measure for R, meaning that µ⋆ = µ⋆Rs,t,
we have from (3.42) that
µ⋆Ps,t(A)− µ⋆(A) =
∫ t
s
(∫
µ⋆(z)BuPu,t(z, A)dz
)
du . (3.43)
We now apply the general formula (3.43) in our specific context, in which Bu =
(T (u)− T∞)∆v where (T (s)− T∞) = Ce−cu for some C and c > 0 and µ⋆ = f∞(v)dv.
Then
‖B∗uµ⋆‖ ≤ Ce−cu‖∆vf∞‖L1 . (3.44)
Crucially, ‖∆vf∞‖L1 < ∞ by the explicit formula we have found for f∞. Integrating,
for all t < t2, ∥∥∥∥∫ t2
t
(B∗sµ⋆)Ps,t2ds
∥∥∥∥ ≤ ∫ t1
t
Ce−cudu ≤ C
c
e−ct .
Consequently,
‖µ⋆Pt,t2 − µ⋆‖ ≤
C
c
e−ct .
Now for any probability measure µ0 on phase space, and any s > t0 and any
t > t0 + n(t1 − t0) + s,
‖µ0P0,t − µ⋆‖ = ‖(µ0P0,s)Ps,t − µ⋆Ps,t‖+ ‖µ⋆Ps,t − µ⋆‖
By Lemma 3.6, ‖(µ0P0,s)Ps,t−µ⋆Ps,t‖ ≤ (1−δ)n. By the computations above, ‖µ⋆Ps,t−
µ⋆‖ ≤ (C/c)e−cs.
Now for t > t0, we have that
‖µ0P0,t − µ⋆‖ ≤ (C/c)e(t−t0)/2 + 1
1− δ e
ln(1−δ)(t−t0)/2 .
This gives us the exponential relaxation.
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