This article presents a mathematical analysis of input-output mappings in inverse coefficient and source problems for the linear parabolic equation
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⎧ ⎪ ⎨ ⎪ ⎩ u t (x, t) = k(x)u x (x, t) x , (x,t)∈ Ω T ,
u(x, 0) = 0, 0 < x < 1, u(0, t) = g(t), k(1)u x (1, t) = 0, 0 < t < T ,
where Ω T = {(x, t) ∈ R 2 : 0 < x < 1, 0 < t T }. The functions k(x) > 0 and g(t) 0 satisfy the following conditions:
Under these conditions the initial boundary value problem (1) has the unique solution u(x, t) ∈ C 2,1 (Ω T ) ∩ C 1,0 (Ω T ) [14] . Consider the following inverse problem of determining the unknown coefficient k = k(x) from the flux data f (t) at the boundary x = 0, defined by f (t) := −k(0)u x (0, t), t ∈ (0, T ].
The function f (t) is defined to be the Neumann type of measured output data. Let us denote by K ⊂ C 1 [0, 1] the set of admissible coefficients k = k(x), and by u(x, t; k) the unique solution of problem (1), corresponding to this coefficient. Then the functioñ
f (t; k) := −k(0)u x (0, t; k), t ∈ (0, T ],
will be defined to be the Neumann output data. We denote by f ⊂ C[0, T ] the set of measured output data f (t). Then the inverse problem (1)- (2) can be formulated in the following operator form:
Φ[k](t) = f (t), t ∈ (0, T ].
According to [7] [8] [9] , the mapping Φ[·] : K → f, Φ[k](·) := −k(0)u x (0, ·; k), is defined to be the input-output or coefficient-to-data mapping. Therefore the inverse problem (1)- (2) with the Neumann measured output data f (t) can be reduced to the solution of the nonlinear equation (3) or to the problem of inverting the inputoutput map Φ : K → f.
The problem of identifying the unknown coefficient k(x) from the boundary measured or final state data is a very important inverse problem in many areas, including heat conduction, diffusion [1, 3] , oil reservoir simulation and groundwater flow [2] (see also [11] and references therein). These problems are known to be severely ill-posed, i.e. the small perturbations in the boundary measured data cause a dramatically large error in the solution. The methods related to an existence of a solution of such inverse problems can be separated into two general groups:
I. Output Least Squares (OLS), based on the notion of quasisolution given in [12, 14] . II. Monotonicity methods, based on integral relationships between the input and output data.
The first group methods are widely used one (see [1, 4, 6, [12] [13] [14] and references therein). Here the measured output data is used to define the error functional J (k) := Φ[k] − f 2 by using an appropriate norm · , and a quasisolution of the inverse problem (1)- (2) is defined as a solution of a minimization problem for the functional J (k) over the set of admissible coefficients K. The relationship between the inputs and outputs in these methods can only be expressed indirectly, through the solver. Hence general information about properties of input-output mapping Φ [·] : K → f is not readily available by OLS methods.
Monotonicity methods [7] [8] [9] permit one to construct an integral relationship between the input and output data, which contains the solution of corresponding adjoint problem. This integral relationship with maximum principle allows to describe the structure of the input-output mapping, in particular, its monotonicity. Specifically, this approach clearly display the connection between the input and output by an invertible mapping.
In this paper we give a systematic analysis of input-output mappings for two widely used inverse problems. The first inverse problem we consider is above problem of determining the unknown coefficient k(x) from the Neumann measured data f (t). As a second inverse problem we consider the problem of identification the unknown source term F (x, t) in the parabolic equation u t (x, t) = (k(x)u x (x, t)) x + F (x, t) from the same Neumann data f (t), defined by (2) . When the both boundary conditions in the direct problem is of Neumann type, the monotonicity of the input-output mapping for the first inverse problem is derived in [10] . However the case of mixed boundary conditions, given in (1), the corresponding adjoint problem, as well as an integral relationship between the direct and adjoint problem solutions, are different. For the both considered inverse problems we obtain integral relationships between the solutions of the direct and corresponding adjoint problems, which contain also output dataf (t; k). Choosing arbitrary (control) functions in these adjoint problems we prove monotonicity, Lipschitz continuity, and hence the invertibility of input-output mappings.
The rest of this paper is organized as follows. In Section 2, we first prove that the values k(0) and k(1) of the unknown coefficient k(x) at the endpoints x = 0 and x = 1 can be found explicitly, via the Dirichlet data g(t) of the direct problem (1) and the corresponding Green function. This result permits one to use the values k(0) and k(1) in subsequent numerical method. Note that similar formula obtained in [10] for this value, contains the output data f (t) which can be given with some noise. Then we deduce some properties of the solution of the direct problem (1) from the properties of the input data g(t). Monotonicity and invertibility of the input-output mapping Φ[·] : K → f for the inverse problem (1)-(2) is discussed in Section 3. An analysis of the considered approach for the inverse source problem with single Neumann data f (t) is given in Section 4. In Section 5 we illustrate some numerical examples to show usefulness of obtained integral identities.
Some properties of the direct problem solution
First we establish an analytical formula for the values k(0) and k(1) of the unknown coefficient k(x) at the endpoints x = 0 and x = 1 of the considered interval [0, 1], via data g(t) of the direct problem and the corresponding Green function.
Lemma 1. Let g(t)
> 0 for all t ∈ (0, T ] be a given input data in the direct problem (1) . Then the values k(0) and k(1) of the unknown diffusion coefficient k = k(x) can be determined from this data as follows
where
and G 0 (x, t) and G 1 (x, t) are the Green functions for the parabolic equations v (1) xx , respectively.
Proof. Let us define the function v (0) (x, t) = u(x, t; k(0)). Then v (0) (x, t) is the solution of the following problem:
The solution (6) is defined as follows [5] 
We define now the function w(x, t) = u(x, t) − v (0) (x, t). Then we have
Hence the function w = w(x, t) is the solution of the following initial boundary value problem:
We require that ψ(x, t) solves the adjoint problem
is an arbitrary function. Then it follows from integration by parts that
Since
The right-hand side F (x, t) in the adjoint problem for ψ(x, t) is an arbitrary function and we may require that Supp
. Then due to the continuity of the adjoint problem solution ψ(x, t) with respect to F (x, t), we can choose η > 0 and τ > 0 such that
The point we try to show here is that as η and τ are getting smaller, w(
is getting smaller as well. This follows from the above estimate and the integral equation (8):
By (5) and (7) we get
which implies (4).
The second can be obtained by a similar way, introducing the function v (1) (x, t) . In this case instead of problem (6) we need to take the problem
x (1, t) = 0, t ∈ (0, T ), with the solution
The lemma is proved. 2
The result below shows an influence of the sign of the input Dirichlet data g = g(t) to the sign of the output dataf (t; k).
Theorem 1. Let u = u(x, t) be the solution of problem (1) and conditions (C1)-(C2) hold. Assume, in addition, that u x (x, t) is continuous on the closure of Ω T . If g(t) >
be an arbitrary smooth function with compact support D in Ω T . Multiply the both sides of Eq. (1) by ϕ x (x, t):
Integration by parts yields
Again we apply integration by parts to the second integral:
Now we require that the function ϕ(x, t) is chosen to be the solution of the following backward parabolic equation:
where an arbitrary continuous function F (x, t) will be defined below. Since Supp ϕ(x, t) ⊂ Ω T , the function ϕ(x, t) also satisfies the following homogeneous boundary and final (t = T ) conditions:
Note that Eq. (10) (10)- (11) is completely specified. The final and boundary conditions (11) imply ϕ t (0, t) = ϕ t (1, t) = ϕ x (x, T ) = 0. Substituting these on the right-hand side of (9) and taking into account the backward equation (10) and the condition u x (1, t) = 0, we get
Now we apply the maximum principle to the adjoint problem (10)- (11) . We require that the function F (x, t) satisfies the condition F (x, t) > 0 on Ω T . Thus ϕ(x, t) < 0 on Ω T . This, with the boundary condition ϕ(0, t) = 0, implies
On the other hand, taking into account g(t) = u(0, t) > 0 and applying the maximum principle, we get 0 < u(x, t) < g(t). This implies
Hence the right-hand side of (12) is negative, i.e.,
This implies u x (x, t) < 0, for all (x, t) in Ω T . Applying integration by parts to the last integral, we have
We apply again integration by parts in the last integral. Then we have
This, with (13), implies
Let ϕ = ϕ(x, t) be a solution of the following adjoint problem:
where F (x, t) is an arbitrary continuous function. Then taking into account the homogeneous initial and boundary conditions (1) and (15) in (14) we get
Ω T F (x, t)u t (x, t) dx dt = −
Again requiring F (x, t) > 0, ∀(x, t) ∈ Ω T , implies ϕ(x, t) < 0. This, with ϕ x (0, t) < 0 on Ω T , implies that the right-hand side of (16) is positive, i.e.,
Ω T F (x, t)u t (x, t) dx dt > 0, ∀F (x, t) > 0,
and we have the proof. 2
Monotonicity and invertibility of the input-output mapping Φ[·] : K → f in the inverse problem (1)-(2)
Let u 1 (x, t) := u(x, t; k 1 ) and u 2 (x, t) := u(x, t; k 2 ) be two solutions of direct problem (1) corresponding to the admissible coefficients k 1 (x), k 2 (x) ∈ K. Denote byf (t; k j ) = −k(0)u x (0, t; k j ), j = 1, 2, is the corresponding outputs, and let
Lemma 2. Let u 1 (x, t) and u 2 (x, t) be two solutions of direct problem (1) corresponding to the admissible coefficients k 1 (x), k 2 (x) ∈ K. Then for each τ ∈ (0, T ] the outputf (t; k j ) satisfies the following integral identity:
where the function ϕ(x, t) = ϕ(x, t; p) is the solution of the following adjoint problem
with arbitrary Dirichlet data p(t) ∈ C(0, T ].
Proof. Let w(x, t)
Hence w = w(x, t) solves the following initial boundary value problem:
Multiplying each side of the above equation by an arbitrary function ϕ(x, t) and integrating by parts on
Now we require that the function ϕ = ϕ(x, t) is the solution of the adjoint problem (18). Then due to the homogeneous boundary conditions w(x, 0) = w(0, t) = 0, the integral identity (19) implies:
Taking into account
we obtain the required integral identity (17). 2
Theorem 3. Let conditions of Theorem 1 hold. If the admissible coefficients k
, have the following property:
Proof. Consider the solution ϕ(x, t) = ϕ(x, t; p) of problem (18) corresponding to input p(t).
Assume that the function p(t) is positive on (0, T ). Then, by using Theorem 1, we can show that ϕ x (x, t) is positive on Ω T (the proof of this result is similar to the proof of Theorem 1 under a reversal of the time; in this case we need to take p(t) for g(t), and ϕ x (x, t) for u x (x, t)). Further, Theorem 1 implies also that (u 2 ) x (x, t) is negative on Ω τ , ∀τ ∈ [0, T ]. Thus, by the condition
It follows from this theorem also that the input-output mapping is well defined since k = 0 implies f = 0. 2
Theorem 4. If conditions of Theorem 1 hold, then input-output mapping Φ[·]
: K → f is Lipschitz continuous in the following sense:
where L = (u 2 ) x 0 ϕ x 0 , and · 0 and · ∞ are the L 2 -norm and sup-norm, correspondingly; ϕ(x, t) = ϕ(x, t; p).
Proof. Choosing the arbitrary (control) function p(t) as
and substituting in (17) we get
This, with the boundedness of the right-hand side integral, completes the proof. 2
Thus we have shown the strict monotonicity and continuity of the mapping Φ[·] : K → f, which implies the existence and uniqueness of the solution of the inverse problem (1)-(2).
Inverse source problem with single Neumann measured data
Consider now the following initial boundary value problems:
where the source function F (x, t) satisfies the condition:
The inverse source problem here consists of determining the unknown source term F = F (x, t) from the Neumann measured data f (t) at the boundary x = 0, defined by (2) .
Denote by u := u(x, t; F ) the solution of the parabolic direct problem (20) for a given F (x, t) ∈ F where F ⊂ C(Ω T ) the set of admissible source terms F = F (x, t). Then the functionf
is defined to be the Neumann output data. Then the inverse source problem can be formulated in the following operator form
The mapping
, is defined to be the input-output or source term-to-data mapping.
Hence the inverse source problem with the Neumann measured output data f (t) can be reduced to the problem of inverting the input-output map Ψ : F → f.
The following lemma shows the relationship between the input F ∈ F and the output f (t; F ) = −k(0)u x (0, t; F ) data.
Lemma 3.
Assume that u 1 (x, t) = u(x, t; F 1 ) and u 2 (x, t) = u(x, t; F 2 ) are solutions of the direct problem (20) corresponding to the admissible source terms F 1 (x, t), F 2 (x, t) ∈ F . Suppose thatf j (t) = −k(0)u x (0, t; F j ), j = 1, 2, is the corresponding output, and let
t). Then for each τ ∈ (0, T ] the following integral identity holds:
where the function ϕ(x, t) = ϕ(x, t; p) is the solution of the following adjoint problem:
with arbitrary (positive or negative) data
Multiply each side of the above equation by an arbitrary function ϕ(x, t) and integrate by parts
Now we require that the function ϕ = ϕ(x, t) is the solution of the adjoint problem (24). Then due to the homogeneous boundary conditions w(x, 0) = w(0, t) = 0 the above integral identity implies:
We have the proof. 
Proof. Consider the solution ϕ(x, t) = ϕ(x, t; p) of problem (24) corresponding to input p(t).
Without loss of generality we assume that the function p(t) is positive on (0, T ). By using the maximum principle, we can show that ϕ(x, t) is positive on Ω T . Hence we have
Since F = 0 implies f = 0, the input-output mapping Ψ [·] : F → f is well defined. Moreover, as shows the following result, this mapping is also Lipschitz continuous. 
Proof. Let us define the arbitrary (control) function p(t) in (23) as follows
Then we get
which completes the proof. 2
Thus we have shown the strict monotonicity and continuity of the mapping Ψ [·] : F → f. This implies existence and uniqueness of the solution of the inverse source problem.
Numerical illustration
In this section we are going to illustrate just the usefulness of the integral identity (17) for numerical recovery of the unknown coefficient k(x). As a numerical algorithm we use coarsefine mesh method, given in [10] .
The piecewise-linear approximation (Fig. 1) , by using the piecewise linear Lagrange basic functions (Fig. 2(b) )
, is the given linear polynomial, according to Lemma 1. The iteration process for the reconstruction of the piecewise-linear function (25) is organized starting from the first coarse mesh point x c 1 ( Fig. 2(a) ), as follows: 
where (a) Noise free data. The synthetic measured data f (t) was generated from the numerical solution of the parabolic problem (1) with the given coefficient k(x) = arccos x − exp(−x 2 ) + 2x 4 + 3 and the Dirichlet data g(t) = t. The obtained function f (t) := k(0)u x (0, t) was then assumed be the measured output data in the inverse problem (1)- (2) . Figure 3(a) illustrates results of reconstruction of the coefficient k(x) on the coarse meshes with the parameters N c = 8 and N c = 13. Relative errors, defined by ε k = (k − k h )/k ∞ × 100% are ε k = 1.9 × 10 −2 and ε k = 8.2 × 10 −2 , respectively. As shows the figure, in the case of noise free measured data f (t) the reconstruction is high enough.
In the case of the noisy output data f γ (t) := f (t) ± γf (t), generated from the above synthetic data f (t), the results of computational experiments are shown in Fig. 3(b) , on the coarse meshes with N c = 9. The noise factor was taken to be γ = 0. .
