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Abstract
In this paper basic statistics for a skew elliptical model are studied. Distributions of the sample mean
and covariance are obtained. An unbiased estimate of the scale matrix and an asymptotically unbiased
consistent estimate of the location vector are obtained. The null distribution of the Hotelling’s T 2 statistic
for testing hypothesis about the location is the same as that under normality under a restriction on the
skewness parameters and the power function is showed to have some desired property in a wide subset of
the skew elliptical distributions.
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1. Introduction
Hotelling’s T 2 statistic is used as the statistic for testing hypothesis about the mean of a multi-
variate normal distribution when the covariance matrix is unknown (see Hotelling [14], Muirhead
[20, p. 97]). The distribution of the scaled Hotelling’s T 2 is shown to be the F distribution. The
properties of the sample mean and covariance, and Hotellings’T 2 statistic under elliptical model
were studied by some authors. For example, Sutradhar andAli [21] showed that the sample mean
remains to be the elliptical distributed and the sample covariance has a kind of generalizedWishart
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distribution. Dawid [8] andKariya [15] showed that the size of Hotelling’s T 2 test is robust against
departure from normality and is still uniformly most powerful invariant test in the family of the
elliptical distribution.
The spherical distributions are natural extensions of the normal distributions and are invariant
under orthogonal transformations. Their parametric forms with location and scale are called the
elliptical distributions (see, for example, Fang et al. [11]). The family of the elliptical distribu-
tions contains distributions with tail properties different from the normal. For the study of data
presenting skewness, certain types of skew distributions are proposed recently. Examples are the
skew normal distributions and skew elliptical distributions, see Arnold and Beaver [2], Azzalini
and DallaValle [4], Azzalini and Capitanio [3], Branco and Dey [5], Fang [9]. The skew elliptical
distributions preserve a kind of symmetry of the elliptical distributions and, in addition to the
location and scale parameters, have parameters to regulate the skewness. They provide a scope
for the study of the robustness of the procedures of the normal theory when both skewness and
kurtosis are different from those of the normal. Examples in the literature show they are useful
for ﬁtting real data. The Australian Institute of Sport (AIS) data of biomedical measurements
on a group of Australian athletes [6] were used by several authors to show the usefulness of the
skew normal distributions in data ﬁtting. Azzalini and Capitanio [3, pp. 592, 593] showed for
some variables the skew normal distributions provide a satisfactory ﬁt ofAIS data and substantial
improvement over the normal ﬁt. Arnold and Beaver [2] showed the skew normal model with
full parameters provides the best ﬁtting for the person’s height and weight of AIS data among
three skew normal models with restrictions on the parameters, including the normal model. Other
examples include Copas and Li’s selection model [7, p. 59], which was applied to missing data
and comparative trials; The stochastic frontier model inAigner et al. [1, p. 24], which was applied
to 1957–1958 data on the U.S. primary metals industry.
Deﬁnition 1. Let f be the density generator of a (k + 1)-dimensional spherical distribution,
satisfying
∫
Rk+1 f (v
′v) dv = 1, F1 its one-dimensional marginal distribution function,  ∈ R,
 ∈ Rk and  ∈ Rk be constant and  a k × k constant positive deﬁnite matrix. Let z ∈ Rk be a
random vector with probability density function∫ +′(z−)
−∞
f (y20 + (z − )′−1(z − )) dy0||−1/2/F1(/c0), z ∈ Rk,
where c0 = (1 + ′)1/2. Then z is said to have the skew elliptical distribution and denoted by
z ∼ Sk(,, , ; f ), see [9].
The family of the skewelliptical distributions is closed under linear transformation,marginaliza-
tion and conditioning. Speciﬁcally, ifA is a non-singular k×kmatrix, thenA′z ∼ Sk(A′, A′A, ,
A−1; f ). Partition z, ,  and  as
z =
(
z1
z2
)
,  =
(
1
2
)
,  =
(
1
2
)
,  =
(
11 12
21 22
)
,
where zi , i and i are ki × 1 and 11 is k1 × k1. Then
z1 ∼ Sk1(1,11, c1, c1(1 + −111 122); fk1+1),
where fk1+1(v20 + v′1v1) is the k1 + 1-dimensional marginal density of f (v20 + v′v), 22.1 =
22 − 21−111 12 and c1 = (1 + ′222.12)−1/2.
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Denote by k+1(x) the normal density generator, i.e., k+1(x) = exp(−x/2) (2)−(k+1)/2.
Some special cases for the skew elliptical distributions are the elliptical distribution with  = 0,
the skew normal distribution with f = k+1 in [4,3,2], the skew elliptical distribution with  = 0
in [5].
The parameters  and  are called skewness parameters. They control the shape of the dis-
tribution. In the univariate normal case with  = 0 and  = 1, the index of skewness is equal
to (2/)1/2(4/ − 1)[1 − (2/)2/c20]−3/23c−30 [4, p. 716]. Thus positive  leads to positive
skewness and the opposite holds for negative . It can be shown that z in Deﬁnition 1 has the
stochastic representation
z
d= y| + ′(y − ) > y0,
where (y0, y′)′ is n-dimensional elliptical distributed with location (0, ′)′, scale matrix in the
block form diag(1,) and density generator f, see [9, Eq. (7)]. That is to say, we retain the
observationy if the condition+′(y−) > y0 is satisﬁed.Thevariabley0 is calledhiddenvariable
or screening variable,which is unknown, see [2]. Someother stochastic representations of the skew
elliptical distributions are also available, see [9, Eqs. (10), (19)]. The stochastic representations
are useful for generating the samples in theoretical study and obtaining distributions of real data
where skew elliptical distributions occur as the result of the truncation. For more explanation of
the background of this area of research, the interested reader is referred to [2,4,3] and references
therein.
In this paper, we investigate the sample mean, sample covariance and Hotelling’s T 2 statistic
for the family of the skew elliptical distributions. We show the distribution of the sample mean
remains to be of the same type as the population and the distribution of the sample covariance has
the general Wishart distribution studied in [21]. Moreover, the null distribution of the Hotelling’s
T 2 statistic is the same as that under normality if one of the skewness parameters  = 0 for the skew
elliptical samples and the power function has some desired property related to the unbiasedness
of the T 2 test for the skew normal samples and a wide subset of the skew elliptical distributions
for which the density generators are scale mixtures of the normal with  = 0. In Section 2, the
distributions and the moments of the sample mean and covariance are obtained. Estimates of the
scale and location parameters are obtained. In Section 3, the distribution of Hotelling’s T 2 is
obtained and the property of the power of the T 2 test is given. Section 4 presents a numerical
example. Section 5 gives a brief discussion.
2. Model and basic properties
Denote by 1n the n-dimensional vectorwith all components being 1 and⊗ the sign ofKronecker
product. Let Z be a matrix of order n × m with distribution speciﬁed by
z = vec(Z′) ∼ Sk(,, , ; fk+1), (1)
where k = nm, nm + 1,  = 1n ⊗ ,  = In ⊗ ,  = 1n ⊗ ,  and  are m × 1,  > 0 is
m × m. If  = 0 and fk+1 = k+1, then Z ∼ N(1n′,), where the rows of Z are independent
and identically distributed as N(,). This case is well known and extensively studied in the
literature. If  = 0 and fk+1 is not restricted to the normal density generator, then Z has a
version of the matrix elliptical distribution. The rows of Z are identically elliptically distributed
and possibly correlated. This family of distributions contains some well known distributions
such as the multivariate t distribution and was studied in recent years by some authors, see for
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example, Sutradhar and Ali [21]. The model in this paper further generalizes these cases and
provides distribution theory for the inference on the data where dependence between the samples
are possible and their distributions may be skewed and with various tail properties.
The probability density function of Z is, by Deﬁnition 1,
∫ +′(z−)
−∞
fk+1(y20 + (z − )′−1(z − )) dy0||−1/2/F1(/c0), (2)
where c0 = (1 + n′)1/2.
Denote by z′(i) the ith row of Z. Let
Z¯ = Z′1n/n, S = Z′(I − 11′/n)Z.
Then Z¯ is the sample mean and S/(n− 1) is the sample covariance. The probability density of Z
can be expressed as∫ b
−∞
fk+1(y20 + tr(−1(S + n(Z¯ − )(Z¯ − )′)) dy0||−n/2/F1(/c0), (3)
where b =  + n′(Z¯ − ).
The rowsofZ, z(i), as the sub-vectors of zhave identical distribution speciﬁedbySm(,, c, c;
fm+1), where c = [1+ (n− 1)′]−1/2, and may be correlated. For example, the covariance of
z for  = 0 is obtained in [9] as
cov(z)= E(R
2)
k + 1 −
(
E(R)((k + 1)/2)
c01/2((k + 2)/2)
)2
′
= E(R
2)
k + 1 (In ⊗ ) −
(
E(R)((k + 1)/2)
c01/2((k + 2)/2)
)2
(11′) ⊗ (′),
where R is the norm of the spherical vector with density generator fk+1 and assumed to have the
second order moment. The probability density function of R is
2(k+1)/2
((k + 1)/2) r
kf (r2), r > 0, (4)
see [9, Eq. (2)]. If  = 0, the off-diagonal blocks of cov(z) are not zeros and the z(i)’s are
correlated.
Theorem 1. Under assumption (1),
Z¯ ∼ Sm(,/n, , n; fm+1), (5)
and the probability density function of S is
c(n1,m)f
∗
n1m(tr(
−1S))|S|(n1−1−m)/2||−n1/2, (6)
where n1 = n−1, c(n1,m) = n1m/2/m(n1/2), fm+1 is the (m+1)-dimensional marginal den-
sity generator of fk+1, f ∗n1m(x) =
∫ c1
−∞ fn1m+1(y
2
0 +x) dy0/F1(c1), and c1 = (1+n′)−1/2.
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Proof. Let H be an orthogonal matrix with partition H = [H1 H2], where H1 is n × (n − 1)
and H2 = n−1/21n. Let Y = H ′Z and partition Y as Y = [Y ′1 Y ′2]′. Then Yi = H ′i Z, S = Y ′1Y1,
Z¯ = n−1/2 vec(Y ′2), and y def= vec(Y ′) = (H ′ ⊗ Im)vec(Z′). Since (H ′ ⊗ Im) = (0, n1/2′)′,
(H ′ ⊗ Im)(H ⊗ Im) = , and (H−1 ⊗ Im) = (0, n1/2′)′, we have, by [9],
y ∼ Sk
((
0
n1/2
)
, In ⊗ , ,
(
0
n1/2
)
; fk+1
)
,
and the distributions of the sub-vectors of y are vec(Y ′1) ∼ Sn1m(0, In1 ⊗ , c1, 0; fn1m+1),
vec(Y ′2) ∼ Sm(n1/2,, , n1/2; fm+1). The distribution of Z¯ in (5) is obtained from that of
vec(Y ′2). With the second skewness parameter vector vanishing, the distribution of vec(Y ′1) is
the elliptical distribution with location zero, scale In1 ⊗  and density generator f ∗n1m, see [9]. If
 = I , then the density of S is obtained in [21,Theorem2.2]. For general,making transformation
S → M = −1/2S−1/2, where −1/2 is the symmetric square root of , then M has probability
density function as (6) with  = I . Applying the Jacobian (dS) = ||(m+1)/2(dM) in Muirhead
[20, Theorem 2.1.6], we obtain (6) as the probability density function for S. 
The distribution of S is a version of generalized Wishart distribution by allowing spherical
density generator which is more general than the normal. In general, f ∗n1m depends on both the
skewness parameters  and . In special cases, for example, if  = 0, we have f ∗n1m = fn1m, the
n1m-dimensional marginal density generator of fk+1, and the distribution of S does not depend on
the skewness parameters. With fk+1 the normal density generator we have f ∗n1m = fn1m = n1m
and S ∼ Wm(n1,), the well known Wishart distribution even if  = 0. The distribution and ﬁrst
and second order moments of (6) with t density generator and  = 0 are equal to those in the
non-skew case in [21, pp. 160–161]. For general density generator, we have
E(S) = E(R
2
1)
m
, (7)
where R1 is the norm of the spherical random vector corresponding to the density generator
f ∗n1m and E(R
2
1) < ∞ is assumed. To see this, express vec(Y ′1) in the proof of Theorem 1
as R1u, where u is uniformly distributed on the unit sphere in the n1m-dimensional Euclidean
space and independent of R1, see [11, p. 73]. Comparing E(uiuj ) = E(R21uiuj )/E(R21) with
the special case that f ∗n1m = n1m and recalling the mean of Wm(n1,) is n1, we obtain
E(sij ) = E(∑l yliylj ) = E(R21)/(n1m) · n1ij , where sij and ij is the (i, j)th element of S
and , respectively. This leads to (7). An unbiased estimate of  can be obtained as mS/E(R21),
where E(R21) is calculated by the density of R1 given in (4) with k and f replaced by n1m− 1 and
f ∗n1m, respectively.
In the skew normal case, by (5) and [2],
E(Z¯) =  + 1(/c0)/c0,
cov(Z¯) = /n − 1(/c0)[/c0 + 1(/c0)]′/c20,
where c0 = (1+n′)1/2, 1(x) = (x)/(x), and are the univariate standard normal den-
sity function and distribution function, respectively. The ﬁrst two moments of Z¯ for more general
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density generator centralized at  can be obtained from [9] as
E(Z¯) −  =
[
E(R2)(m+12 )
2(m+22 )1/2c0
+ 1
∗
]

F1(/c0)
, (8)
E[(Z¯ − )(Z¯ − )′] =
[(
E(R22)
2(m + 1) + ˜2
)

n
+ ˜1 − ˜2
(∗)2
′
]
1
F1(/c0)
, (9)
where c0 = (1 + n′)1/2, ∗ = (n′)1/2, R2 is the norm of the spherical random vector
corresponding to the density generator fm+1 and assumed to have the ﬁrst two moments, and, for
m2,
1 =

m−1
2
(m−12 )
∫
R2
[∫ +∗v1
∗v1
v1|v2|m−2fm+1(v20 + v′v) dv0
]
dv,
˜1 = 
m−1
2
(m−12 )
∫
R2
[∫ +∗v1
∗v1
v21 |v2|m−2fm+1(v20 + v′v) dv0
]
dv,
˜2 = 
m−1
2
2(m+12 )
∫
R2
[∫ +∗v1
∗v1
|v2|mfm+1(v20 + v′v) dv0
]
dv,
for m = 1,
1 =
∫
R1
[∫ +∗v
∗v
vf2(v
2
0 + v2) dv0
]
dv,
˜1 =
∫
R1
[∫ +∗v
∗v
v2f2(v
2
0 + v2) dv0
]
dv,
˜2 = 0.
The moments ofR2 are calculated by its density given in (4) with k and f replaced by m and fm+1,
respectively.
In the case that fk+1 is the density generator of the (k + 1)-dimensional t distribution with 	
degrees of freedom, see [20, p. 33], fm+1 is the (m+ 1)-dimensional t distribution with 	 degrees
of freedom, and R22 ∼ (m+ 1)Fm+1,	. Hence E(R2) = 	1/2((m+ 2)/2)((	− 1)/2)/((m+
1)/2)/(	/2), E(R22) = (1 + m)	/(	 − 2). We obtain for  = 0,
E(Z¯) =  + 	
1/2((	 − 1)/2)
(	/2)1/2c0
,
cov(Z¯) = 	
(	 − 2)n−
	(((	 − 1)/2))2
((	/2))2c20
′.
Unlike the usual normal case, the sample mean of the skew elliptical model is not an unbiased
estimate of the location. As the number of the rows n increases, the effect of the skewness
parameters diminishes. If n is allowed to tend to inﬁnity and the parameters , ,  and  do
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not depend on n, then an asymptotically unbiased estimate of  is obtainable. Let fk+1 be the
density generator of the scale mixture of the normal distribution. Then, for any k, it is the marginal
density generator of an inﬁnite sequence of random variables of the same type, see [11, p. 48].
The density generator is expressed as
fk+1(x) = (2)−(k+1)/2
∫ ∞
0
exp
(
− x
2r2
)
r−(k+1)h(r) dr, (10)
where h(r) is a p.d.f. on (0,∞). For example, the (k + 1)-dimensional t distribution with 	
degrees of freedom is the distribution of a (k + 1)-dimensional random vector x, where, given
2, x ∼ N(0, 2I ), and −2 ∼ 
2	/	. Let n → ∞ with m ﬁxed in (8) and (9), then c0 = O(n1/2),
∗ = O(n1/2) and 1, ˜1, ˜2 are bounded. We have E(Z¯) →  and cov(Z¯) = cov(Z¯ − ) → 0
for ﬁxed m. Hence the sample mean as the usual estimate of the location  is asymptotically
unbiased and consistent for the skew elliptical distributions with density generator in the form
of (10).
3. Distribution of Hotelling’s T 2 statistic
Hotelling’s T 2 statistic for the sample Z is deﬁned as
T 2 = n(n − 1)Z¯′S−1Z¯ (11)
and its distribution under normality is obtained as the scaled F distribution, see Muirhead [20,
p. 98]. Hotelling’s T 2 is used in testing the hypothesis H: = 0 against K: = 0, constructing
conﬁdence region for the location  for the normal population and has many other applications. In
this section we shall derive its distribution in the more general setting, the skew elliptical model.
As a basis for the derivation, we shall ﬁrst generalize the distribution of the quadratic forms of
the normal distribution, see Fang [10].
Deﬁnition 2. Assume z ∼ Sk(, I, , ; fk+1). Partition z into h parts as z = (z′1, . . . , z′h)′,
where zi is ki-dimensional. Partition  and  in the same manner. Let Qi = z′izi , Q =
(Q1, . . . ,Qh), i,11 = ′ii , i,12 = ′ii , i,22 = ′ii . The distribution of Q = (Q1, . . . ,Qh)
is called the non-central generalized Dirichlet distribution with parameters k1/2, . . . , kh/2,
i,11, i,12, i,22, i = 1, . . . , h,  and density generator fk+1, where ∑hi=1 ki = k, 2i,12
i,11i,22, for ki2 and 2i,12 = i,11i,22 for ki = 1, i = 1, . . . , h, and denoted byNGh(k1/2, . . . ,
kh/2; , ; fk+1).
Deﬁnition 2 extends the Dirichlet distribution in a way that if  = 0 and  = 0, then Q is
a scale mixture of the Dirichlet distribution, see Fang [9]. Its non-central version generalizes
the classical chi-square distribution including the non-central one. In this paper, we are con-
cerned with the distribution of one quadratic form. Let fk+1 = k+1 and h = 1 in Deﬁnition
2 and denote 1,ij by ij , then the moment generating function of Q ∼ NG1(k/2; , ;k+1)
at t is

(
 + 212t (1 − 2t)−1
(1 + 22(1 − 2t)−1)1/2
)
exp(11t (1 − 2t)−1)(1 − 2t)−k/2/(/c0), (12)
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for small enough t, see [10]. If  = 0, 12 = 0; or 22 = 0, then Q1 ∼ 
2k1(11), the non-central
chi-square distribution. Let
F = T 2(n − m)/(n − 1)/m. (13)
Theorem 2. Assume model (1) holds.
(1) If fk+1 = k+1. Then F d= Q1/Q2 · (n − m)/m, where Q1 ∼ NG1(m/2, , ;m+1) with
11 = n′−1, 12 = n′, 22 = n′, Q2 ∼ 
2n−m, and they are independent.
(2) If  = 0 and  = 0. Then the distribution of F is Fm,n−m.
Proof. In the proof of Theorem 1, if fk+1 = k+1, then by Deﬁnition 1 the probability density
function of Y1 and Y2 is factorized as
( + n1/2′(Y ′2 − n1/2)) exp(−(Y2 − n1/2′)−1(Y ′2 − n1/2)/2)
×||−1/2(2)−m/2/(/c0)
× exp(−tr(−1Y ′1Y1)/2)||−n1/2(2)−n1m/2,
which implies that Y1 and Y2 are independent. Hence Z¯ and S are independent. By Theorem 1,
S ∼ W(n1,). Hence by [20, p. 96], Q2 def= Z¯′−1Z¯/Z¯′S−1Z¯ ∼ 
2n−m and is independent of Z¯.
Represent T 2/(n−1) = Q1/Q2, where Q1 = nZ¯′−1Z¯ = Y2−1Y ′2, and is independent of Q2.
Let w1 = −1/2Y ′2, then from the distribution of Y ′2 in the proof of Theorem 1 and by [9], w1 ∼
Sm(n
1/2−1/2, I, , n1/21/2;m+1). ByDeﬁnition 2,Q1 = w′1w1 ∼ NG1(m/2, , ;m+1)
with  speciﬁed in the Theorem. This combined with the distribution obtained for Q2 leads to the
distribution of F in the ﬁrst part of the Theorem.
If  = 0, then by [9, Eq. (19)], z in (1) has a stochastic representation
z
d=  + |w0| + w, (14)
where  = /c0,  = diag((1 − 21)1/2, . . . , (1 − 2k)1/2), (w0,w′)′ has elliptical distribution
with density generator fk+1, location 0, scale(
1 0
0 −1(− ′)−1
)
.
If  = 0, the statistic F as a function of (w0,w) does not change when (w0,w) is multiplied by
a positive scalar. By [11, p. 51], the distribution of F remains unchanged for various fk+1 and
we may take fk+1 = k+1. Then by the ﬁrst part of this theorem established above, Q1 ∼ 
2m
and the distribution of F is Fm,n−m. This leads to the distribution of F in the second part of the
Theorem. 
Theorem 2(2) shows that the null distribution of T 2 for testing the hypothesis that  = 0 does
not depend on the skewness parameter  and is thus robust in the family of the matrix variate
skew elliptical distributions with  = 0. If  = 0 in addition, then z is elliptical with location
, scale  and density generator fk . Thus Theorem 2(2) extends the corresponding result for the
matrix elliptical distributions in Dawid [8] and Kariya [15] with minor restriction that the density
generator is the marginal density of the density of one higher dimension. Alternative proof of
Theorem 2(2) can be made by using the stochastic representation of z as z d= x, if x0 > 0; −x,
B.Q. Fang / Journal of Multivariate Analysis 97 (2006) 1675–1690 1683
otherwise, where (x0, x′)′ is elliptical with density generator fk+1, location 0 and scale(
1 ′
 
)
,
with  = /c0, see [9, Eq. (53)]. Then the distribution of F as that of the function of x does not
depend on the skewness parameter vector  and we may suppose  = 0. Thus z is elliptical with
density generator fk , location 0 and scale . By [8,15], the distribution of F does not depend on
the particular fk and we may let fk+1 = k+1 to obtain the distribution of F. This leads to the
distribution of F in Theorem 2(2). The statistic F in Theorem 2(1) as the ratio of a non-central
quadratic form and a central quadratic form of the skew normal vectors is a natural extension of
the usual F statistic for the normal vectors. Applying the formula for the non-central generalized
Dirichlet distribution in [10], we obtain the mean of the Hotelling’s T 2 in Theorem 2(1) for the
skew normal distributions with n > m + 2 as
E(T 2)= (n − 1)E(Q−12 )E(Q1)
= n − 1
n − m − 2
[
1(/c0)(212/c0 − 22/c30) + 11 + m
]
. (15)
The skewness and kurtosis for the univariate distributions were extended in several ways to the
measures of multivariate skewness and kurtosis, see, for example [17]. Most of the kurtosis
measures are the even functions of the normalized random vector. Mardia [18, p. 524] deﬁned one
such a kurtosis as 2,m = E{(x −µ)′V −1(x −µ)}2, where µ and V are the mean vector and the
covariance matrix of the m-dimensional random vector x under consideration. Its estimate based
on a set of observations, x1, . . . , xn, is b2,m = ∑ni=1 {(xi − X¯)′S−1X (xi − X¯)}2/n, where X¯ and
SX are the sample mean and covariance [18, p. 525]. The multivariate skewness measure 1,m and
its estimate b1,m are also deﬁned [18, pp. 522, 523]. It was shown by Monte Carlo studies that the
Hotelling’s T 2 statistic is robust and more sensitive to 1,m than to 2,m for some distributions
[19, p. 167]. If the sample is from the skew elliptical distribution with  = 0, then its b2,m as an
even function of the sample does not depend on the skewness parameter  by the same argument
as in the proof of Theorem 2 and is thus the same as that when x has the elliptical distribution with
the same type of density generator of one less dimension. The population kurtosis 2,m depends on
the density generator, the skewness parameters and the scale parameters in general. For the skew
normal distribution Sm(,, c, c;m+1), the distribution of the rows in Z, it can be calculated
by Proposition 4 in [10] and is
2,m = 2 tr(V −1V −1) + [tr(V −1)]2 − 21(J1 + 1)tr(V −1)′V −1
+1(−331 − 6J121 − 4J 21 1 + 41 + 3J1 − J 31 )(′V −1)2
−41(J1 + 1)′V −1V −1, (16)
where J1 = c/c˜0, c˜0 = (1+c2′)1/2, 1 = (J1)/(J1),  = c/c˜0. For the skew elliptical
distribution with t density generator, 2,m is given in [16, Eq. (12)]. Hence Theorem 2 shows the
Hotelling’s T 2 statistic is robust to the kurtosis 2,m and its estimate b2,m across the family of the
skew elliptical distributions with various density generator if  = 0. This is consistent with the
literature on the robustness property of the Hotelling’s T 2 statistic to the kurtosis for some other
distributions.
The followingTheorem investigates the property of the distribution of the non-central quadratic
form of the skew normal distribution, the distribution of the numerator of the F statistic in
Theorem 2(1), and is useful for obtaining the property of the latter.
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Theorem 3. Assume z ∼ Sk(, I, , ; fk+1) with fk+1 = k+1. Let Q = z′z, 11 = ′,
12 = ′, 22 = ′. Then P(Q > x) is an increasing function of 11 if 212 = 1122; or
212 = 1122 and 120.
Proof. ByDeﬁnition 2,Q ∼ NG1(k/2, , ; fk+1). Let l1 = 12−1/222 , if 22 = 0 or 0, otherwise,
l2 = (11 − ł21)1/2, if k2; l1 = 12−1/222 , if 22 = 0, or 1/211 , otherwise, if k = 1. Then Q has a
stochastic representation Q = y′y, where y ∼ Sk((l1, l2, 0)′, I, , (1/222 , 0)′; fk+1), where 0 are
vectors of suitable dimensions with all components 0, for k2, and y ∼ S1(l1, 1, , 1/222 ; f2), for
k = 1.
If  is not proportional to , equivalently, 212 = 1122, then l2 = 0 and l2/11 = 1/(2l2).
We have
P(Q < x)
=
∫
y′y<x
[∫ b
−∞
fk+1(y20 + (y1 − l1)2 + (y2 − l2)2 + y′3y3) dy0
]
dy/F1(/c0)
=
∫
y21+y′3y3<x
I (y1, y3) dy1 dy3/F1(/c0), (17)
where y ∈ Rk and is partitioned as y = (y1, y2, y′3)′ with y3 (k − 2)-dimensional, b =  +
1/222 (y1 − l1), x˜ = (x − y21 − y′3y3)1/2 and
I (y1, y3) =
∫ x˜
−x˜
[∫ b
−∞
fk+1(y20 + (y1 − l1)2 + (y2 − l2)2 + y′3y3) dy0
]
dy2.
Hence

11
I (y1, y3)
= − 1
l2
∫ b
−∞
∫ x˜
−x˜
(y2 − l2)f ′k+1(y20 + (y1 − l1)2 + (y2 − l2)2 + y′3y3) dy0 dy2
= − 1
2l2
∫ b
−∞
[∫ x˜
−x˜
f ′k+1(y20 + (y1 − l1)2 + (y2 − l2)2 + y′3y3) d(y2 − l2)2
]
dy0.
(18)
The inner integral in the last equality of (18) is equal to
fk+1(y20 + (y1 − l1)2 + (x˜ − l2)2 + y′3y3) − fk+1(y20 + (y1 − l1)2
+(−x˜ − l2)2 + y′3y3). (19)
By assumption, fk+1(x) = k+1(x) is an decreasing function for x > 0. Thus (19) is positive
as l2 > 0 and x˜ > 0. This implies (18) is negative. Hence P(Q < x) decreases, equivalently
P(Q > x) increases, with 11 for ﬁxed 12 and 22.
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Suppose now  is proportional to . Then 212 = 1122, l21 = 11, 12 has the same sign as that
of l1. Also, for k2, l2 = 0. We have
P(Q < x)=
∫
y′y<x
[∫ b(y1)
−∞
fk+1(y20 + (y1 − l1)2 + y′2y2) dy0
]
dy/F1(/c0)
=
∫
y′2y2<x
I (y2) dy2/F1(/c0), (20)
where y ∈ Rk and is partitioned as y = (y1, y′2)′ with y2 (k − 1)-dimensional, b(y1) =  +
1/222 (y1 − l1), x˜ = (x − y′2y2)1/2 and
I (y2) =
∫ x˜
−x˜
[∫ b(y1)
−∞
fk+1(y20 + (y1 − l1)2 + y′2y2) dy0
]
dy1.
Since

l1
[∫ b(y1)
−∞
fk+1(y20 + (y1 − l1)2 + y′2y2) dy0
]
= −1/222 fk+1((b(y1))2 + (y1 − l1)2 + y′2y2)
−2
∫ b(y1)
−∞
(y1 − l1)f ′k+1(y20 + (y1 − l1)2 + y′2y2) dy0
= − 
y1
[∫ b(y1)
−∞
fk+1(y20 + (y1 − l1)2 + y′2y2) dy0
]
,
we have

l1
I (y2)= −
∫ b(x˜)
−∞
fk+1(y20 + (x˜ − l1)2 + y′2y2) dy0
+
∫ b(−x˜)
−∞
fk+1(y20 + (−x˜ − l1)2 + y′2y2) dy0. (21)
Since b(x˜) > b(−x˜) and fk+1(y20 + (x˜ − l1)2 + y′2y2)fk+1(y20 + (−x˜ − l1)2 + y′2y2) for
l10 and x˜ > 0, we have negativeness of (21). Hence P(Q > x) is increasing with l1 and
thus of 11. 
Corollary 1. Under the condition of Theorem 2(1), P(F > x) is an increasing function of 11 if
212 = 1122; or 212 = 1122 and 120.
Theorem 3 is related to the problem of unbiasedness of the T 2 test for the skew normal model.
Moreover, Theorem 3 holds under more general conditions than fk+1 being normal. For example,
it holds if the density generator fk+1 satisﬁes some regulation conditions so that the operation
of changing the order of derivation and integration in the proof is permissible and fk+1 is a
decreasing function. However, to apply Theorem 3 to the investigation of distribution of F, we
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need the representation in Theorem 2(1) which depends on the condition that the density generator
is the normal. Thus Corollary 1 is stated for the skew normal distribution only. In the next part of
this section we shall provide another condition for this property using some other argument. The
property in the second part of Theorem 3 does not extend to thewhole range of 11.As shown in the
second part of the proof, at l1 = 0, P(Q < x) decreases. Thus at least in a range to the left of the
origin, P(Q < x) decreases with l1. Equivalently, in a range to the right of the origin, P(Q > x)
decreases with 11 for negative 12. Differentiating with respect to l1 in (15) under the condition
of the second part of Theorem 3, we have E(T 2) attains to its minimum at −1(/c0)1/222 /c0.
Thus we expect P(Q > x) attains its minimum around this point. By a formula in [11, p. 23],
the distribution function can be obtained from (17) and (20) by reducing the dimension, see [10].
In the skew normal case, we obtain P(Q < x) for various of k as follows:∫
R
I(0,x)(y
2)(b)(y1 − l1) dy/(/c0), (k = 1)
∫
R2
I(0,x)(y′y)(b)(y1 − l1)(y2 − l2) dy/(/c0), (k = 2)
2−k/2+1
(k/2 − 1)
∫
R3
I(0,x)(y′y)|y3|k−3(b)(y1 − l1)(y2 − l2)
×(y3) dy/(/c0), (k3),
where b = + 1/222 (y1 − l1), l1 and l2 are deﬁned in the proof of Theorem 3. If l2 = 0, formula
for k3 can be simpliﬁed as
2−k/2+11/2
(k/2 − 0.5)
∫
R2
I(0,x)(y′y)|y2|k−2(b)(y1 − l1)(y2) dy/(/c0). (22)
In the following, we shall derive the distribution of the Hotelling’s T 2 statistic for a wide and
important subset of the skew elliptical distributions.
Let fk+1 be the density generator of the scale mixture of the normal distribution given by (10)
and  = 0. Then z in (1) has a stochastic representation (14), see [9]. The vector (w0,w′)′ has a
stochastic representation(
w0
w
)
d= R
(
x0
x
)
,
where (x0, x′)′ is normal with the same location and scale as those of (w0,w′)′ and is independent
of R, the density of R is h(r). Then
(z|R = r) d= r(|x0| + x) +  ∼ Sk(, r2, 0, r−1;k+1).
As in the proof of Theorem 2, conditional on R, Hotelling’s T 2 statistic has the representation
(T 2|R = r) d= (n − 1)Q1(r)/Q2, (23)
where Q1(r) ∼ NG1(m/2, (r), 0;m+1) with 11(r) = r−2n′−1, 12(r) = r−1n′,
22(r) = n′, Q2 ∼ 
2n−m, and they are independent. The distribution of T 2 is obtained
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Table 1
Power of the T 2 test, case 1
1\2 −1.0000 −0.5000 −0.2000 0 0.2000 0.5000 1.0000
0 0.6728 0.2609 0.1249 0.1000 0.1249 0.2609 0.6728
0.5 0.6746 0.2620 0.1268 0.1017 0.1255 0.2693 0.6674
1 0.6817 0.2708 0.1238 0.1053 0.1242 0.2689 0.6761
2 0.6720 0.2572 0.1239 0.1036 0.1222 0.2612 0.6786
0 0.7628 0.4189 0.2870 0.2609 0.2870 0.4189 0.7628
0.5 0.8361 0.5516 0.4287 0.4004 0.4225 0.5611 0.8295
1 0.8510 0.5752 0.4572 0.4245 0.4512 0.5739 0.8514
2 0.8495 0.5817 0.4589 0.4314 0.4580 0.5744 0.8505
Note. P(F > 3.0741) at n = 10, m = 3,  = 0, 1 = 0, 0.5.
by integrating out r. Hence the distribution of F in (13) is
P(F < x) =
∫ ∞
0
{EQ2 [P(Q1(r) < Q2xm/(n − m))]}h(r) dr, (24)
where EQ2 means taking expectation with respect to the distribution of Q2 ∼ 
2n−m, and
P(Q1(r) < Q2xm/(n − m)) is calculated by the distribution of Q1(r) for ﬁxed Q2. It fol-
lows that the property of the power function described in Corollary 1 holds for the skew elliptical
distributions with the density generator in the form of (10) and  = 0.
4. Numerical example
Hotelling’s T 2 statistic is used for testing the hypothesis H:  = 0 for the normal samples.
In practice there are cases that the sample departs from the normal by having the skew normal
or even skew elliptical distributions. The result in the last section shows the null distribution is
robust and the power function has some desired properties under certain conditions.
Without loss of generality, we take  = (1, 0),  = (1, 2, 0) and  = I . For each combina-
tion of  and , ten thousand of samples from the distribution (1) with fk+1 = k+1 and  = 0
are generated and the frequency that the F statistic in (13) is larger than x is used to estimate
the power of the test, where x is the critical value under normality, the pth quantile of Fm,n−m
distribution. Tables 1 and 2 present some numerical results for the power function P(F > x)with
x = 3.0741, n = 10, m = 3,  = 0 and various 1 and i . The nominal level is 0.1. Table 1 is the
result for ﬁxed 1 and various 2, where the row for 1 = 0 contains the theory value of the power
under normality. In the upper part of Table 1, 1 = 0 and in its lower part, 1 = 0.5. The column
corresponding to 2 = 0 in the upper part of Table 1 is approximately equal to the nominal level
0.1, conforming the second part of Theorem 2. In each row, 12 = n11 and 22 = n21 are ﬁxed.
As can be seen, the power function increases with 11 = n(21 +22) for both positive and negative
2, conforming the result in the ﬁrst part of Theorem 3 and Corollary 1. Table 2 is the result
for the case 2 = 0 and various 1, where the row for 1 = 0 contains the theory value of the
power under normality. In each row, 22 is ﬁxed and 12 varies with 1. As can be seen, the power
function increases with non-negative 1, conforming the result in the second part of Theorem 3
and Corollary 1. Moreover, the power function attains minimum at 10 = −1(/c0)1/222 /c0 < 0,
see remark below Theorem 3. However, as the absolute value of the negative 1(< 10) increases,
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Table 2
Power of the T 2 test, case 2
1\1 −1.0000 −0.5000 10 0 −10 0.5000 1.0000
0 0.6728 0.2609 0.1000 0.1000 0.1000 0.2609 0.6728
0.5 0.4870 0.1148 0.0781 0.1017 0.1783 0.4125 0.8559
1 0.4682 0.1023 0.0651 0.1053 0.2036 0.4252 0.8861
2 0.4578 0.0895 0.0666 0.1036 0.2098 0.4238 0.8966
Note. P(F > 3.0741) at n = 10, m = 3,  = 0, 2 = 0. 10 = 0,−0.2132,−0.2406,−0.2492 for the ﬁrst, second,
third, and fourth row, respectively.
the power function increases. Hence for large enough 11, the power function increases with 11
for negative 1. In general, if 12 = 0, for small value of 22, the departure of the power function
of F in (13) as function of 11 from that of usual F distribution is not severe, see the upper part of
Table 1 and the column corresponding to 1 = 0 in Table 2.
In case of unknown skewness parameters, for the investigation of the property of the Hotelling’s
T 2 statistic, the method of MLE, moment estimation, Bayesian analysis and some other method
such as Heckman’s two-stage method, see [7], can be used to estimate them. However, problems
exist. For example, the likelihood function has a stationary point at  = 0, independently of the
sample. In practice, the tests for multinormality based on the estimates of skewness and kurtosis
[18] may be used to provide some guidance for the usage of T 2 statistic, though the population
skewness 1,m is a function of the skewness and the scale parameters and its estimate b1,m is
not a direct estimate of the skewness parameters. The calculation of 1,m for the skew normal
distribution and for the skew elliptical distribution with t density generator in the case of  = 0
can be made by formulas in [12, p. 321] and [16, p. 419]. If the data are only slightly skewed, then
simulation in this section shows Theorem 2 is approximately applicable and the power function
has some desired properties.
5. Conclusion
The distribution of the sample covariance of the skew elliptical model is obtained in Theorem
1, which extends the corresponding result for the elliptical model in Sutradhar and Ali [21].
Theorem 1 also shows the distribution of the sample mean of the skew elliptical model has the
same type as the population. The ﬁrst two moments of the sample mean are obtained for the
skew elliptical model in the general case and two special cases with normal density generator
and t density generator. Invariance of the null distribution of the T 2 statistic is established for the
skew elliptical model with one of the skewness parameters  = 0 in Theorem 2(2). This extends
the corresponding result for the elliptical model in Dawid [8] and Kariya [15]. For the skew
normal distributions, the T 2 statistic (11), or equivalently F in (13), has stochastic representation
as the ratio of two independent quadratic forms, by which the power function in this particular
case is shown to have some desired property in Corollary 1. Theorem 3 provides a basis for
this derivation and may be used for the investigation of other procedures where the quadratic
forms of the skew elliptical variables are involved. The distribution of the T 2 statistic for an
important subset of the skew elliptical distributions where the density generators are the scale
mixtures of the normal is obtained. A simulation is made for the investigation of the power
function for some guidance for the usage of the T 2 statistic in the skew elliptical model. If one
of the skewness parameters  is zero, then the signiﬁcance level of the test is guaranteed by
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Theorem 2(2). If the density generator is the normal, or more generally the scale mixtures of
the normal, then the power function maintains a kind of unbiasedness property which means the
power function is larger than the level in the range of the alternative hypothesis not too close to
the null hypothesis. If the skewness parameters do not depart from zero very much, then the T 2
statistic may be used for testing the location in the skew elliptical model. However, for  = 0 or 
has large departure from zero, the usage of the T 2 statistic in the skew elliptical model should be
avoided.
This paper considers the model with correlation among the samples in the way as model (1)
describes. We shall now investigate the case of i.i.d. samples brieﬂy. Suppose z(i), i = 1, . . . , n,
are independent with identical distribution Sm(,, c, c;m+1). Here c is a constant and used
for comparison with the marginal distribution of z(i) in model (1). Without loss of generality
we shall let c = 1 for notation simplicity. The skew elliptical distribution in Deﬁnition 1 with
normal density generator is a special member in the family of the multivariate closed skew
normal distributions (CSN) in [13]. The joint distribution of z(i) is also in this family. With
z(i) ∼ CSNm,1(,, ′,−, 1) in notation of [13], we have z = vec(Z′) ∼ CSNk,n(,, In ⊗
′,−1n, In) [13, Theorem 3]. The distribution of the sample mean Z¯ is CSNm,n(,/n, 1n ⊗
′,−1n,∗), where ∗ = (1 + ′ − 1n1′n ⊗ ′/n)In [13, Corollary 4, Theorem 1]. If
n > 1, the distributions of z and Z¯ do not belong to the family of the skew elliptical distributions
in Deﬁnition 1. By the formulas for the moments of the skew normal distribution in [2, p. 30], the
mean of the sample covariance is
E[S/(n − 1)] = cov(z(1)) = − (J11 + 21)′,
where J1, 1 and  are deﬁned in formula (16) for 2,m in Section 3. The independence between
the sample mean and covariance as established in the proof of Theorem 2 for model (1) with
normal density generator does not hold in this case. Further research is needed to investigate the
property of the sample mean, sample covariance and the T 2 statistic in the i.i.d. case.
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