where the effective loss coefficient (Bef 1) iS typically equal to 2 X 10-6 to 4 X 10-5 sec-1. It is determined from theory, or from observations after suinset when solar production The Antarctic sea ice undergoes immense seasonal fluctuations in areal extent ( Fig. 1) . The maximum area, 22 x 106 kM2, occurs in September and the minimum, 4 x 106 km2, in March (1) . Although other estimates differ slightly (2, 3) , all indicate seasonal variations of approximately 18 x 106 kM2, an area larger than that of Antarctica and its ice shelves. Sea ice acts as an insulator, effectively reducing radiative and nonradiative heat flux between ocean and atmosphere (4). In summer, when incoming solar radiation is large, the ice reflects 40 to 70 percent of this radiation to drastically reduce heating of the ocean; if the ocean were ice-free it would reflect only 10 percent (4). In winter the ice cuts down substantially on the sensible and latent heat flux from ocean to atmosphere, because of its low heat conductivity and low vapor pressure (4). Hence, the seasonal variation of the ice has important effects on the thermohaline structure of the ocean and on the characteristics of the atmosphere. The reason for the large seasonal change has not been investigated; presumably new ice is added in winter to the outer fringes of the sea ice field and removed the following summer. We present the hypothesis that much of the ice growth and retreat is due to processes related to the wind stress within the sea ice fields.
The curl of the wind stress (8) (Fig. 1 ).
The calculated rates are less than the observed rates, but a number of factors must be considered.
1 ) The model presented is not strictly valid in March and April, when the ice field is essentially nonexistent. In these months the ice field is most likely initiated as thin sheets close to Antarctica. Once this initial ice field forms, the model presented above becomes an increasingly important factor in the further northward expansion of the ice.
2) The wind stress was calculated according to the bulk aerodynamic equations (8) with the average geostrophic wind velocity, which was then squared. This yields a smaller value than would be obtained if the average of the square of the geostrophic wind speed were used. To compensate, Roden (12) doubled the drag coefficient to 2.6 X 10-3. The higher value would have the effect of doubling the divergence and ice growth. The growth rate based on data for April and the drag coeffcient of 2.6 x 10-3 coincides well with the observed increase to mid-July. However, the mean geostrophic wind velocity is greater than the real wind velocity (13) and at least partially alleviates the need for increasing the drag coefficient. Statistical wind data (14) show that the mean geostrophic wind velocities (13) are sufficiently greater than the observed wind velocities to warrant use of 1.3 x 10-3 for the drag coefficient.
3) In the western Weddell Sea ice is advected northward, then eastward along 600S (1) . This special case is not included in the model. The area of ice carried northward in the Weddell Sea in this way may be 3 X 106 to 5 X 106 km2, based on the residual tongue of ice along 60°S in the western Atlantic observed in the early summer months (1) . This area must be subtracted from (1) . The other cur the sea ice area during advance, the Ekman divergence model wit coefficient of 1.3 X 10s (X) or 2.
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