With deep learning's success, a limited number of popular deep nets have been widely adopted for various vision tasks. However, this usually results in unnecessarily high complexities and possibly many features of low task utility. In this paper, we address this problem by introducing a task-dependent deep pruning framework based on Fisher's Linear Discriminant Analysis (LDA). The approach can be applied to convolutional, fully-connected, and module-based deep network structures, in all cases leveraging the high decorrelation of neuron motifs found in the pre-decision layer and cross-layer deconv dependency. Moreover, we examine our approach's potential in network architecture search for specific tasks and analyze the influence of our pruning on model robustness to noises and adversarial attacks. Experimental results on datasets of generic objects, as well as domain specific tasks (CI-FAR100, Adience, and LFWA) illustrate our framework's superior performance over state-of-the-art pruning approaches and fixed compact nets (e.g. SqueezeNet, MobileNet). The proposed method successfully maintains comparable accuracies even after discarding most parameters (98%-99% for VGG16, up to 82% for the already compact InceptionNet) and with significant FLOP reductions (83% for VGG16, up to 64% for InceptionNet). Through pruning, we can also derive smaller, but more accurate and more robust models suitable for the task.
Introduction
In this paper, we explore the premise that less useful features (including their possible redundancies) in overparameterized deep nets can be pruned away to boost efficiency and accuracy. In our opinion, optimal deep features should be taskdependent. Prior to deep learning, features were usually handengineered with domain specific knowledge (Lowe, 1999; Ojala et al., 1996; Ahonen et al., 2004; Kumar et al., 2009; Štruc and Pavešić, 2009) . With the success of deep learning, we no longer need to handcraft features, but people are still handcrafting various architectures, which impacts both the quality and quantity of features to be learned. Some features learned via arbitrary architectures may be of little utility for the current task at hand. Such features not only add to the storage and computational burden but may also skew the data analysis (e.g. image classification in this paper) or result in over-fitting when datå˚C orresponding author: Tel.: +0-000-000-0000; fax: +0-000-000-0000; e-mail: qing.tian@mail.mcgill.ca (Qing Tian) is limited. Most of today's successful deep architectures are hand-designed for the few general benchmark datasets such as ImageNet. Thus, they may not be able to produce optimal features for some other tasks, despite large enough capacity.
Instead of assuming fixed nets' generalizability to various tasks, in this paper, we attempt to address the problem through task-specific pruning (feature selection) and generating a range of deep models well-adapted to the current task. We develop a deep Linear Discriminant Analysis (LDA) (Fisher, 1936) based neuron/filter pruning framework that is aware of both class separation and holistic cross-layer dependency. The pruning approach strategically selects useful deep features from a discriminative dimension reduction perspective. Since possible harmful dimensions can interfere or skew the classification, our pruning approach has a potential to help with accuracy aside from efficiency gains. Key contributions that distinguish our approach from previous ones include: (1) Our pruning has a deep LDA neuron utility measure that is directly related to final task-specific class separation power. The LDA-based utility is calculated, unraveled, and traced backwards from the final (hidden) layer where the linear assumption of LDA is more reasonable and variances are more disentangled (Bengio et al., 2013) . Those two factors make our LDA-based pruning directly along neuron dimensions well-grounded, which we will show in Sec. 3.1 through solving a generalized eigenvalue problem. In contrast, most previous pruning approaches have humaninjected utility measures (e.g. magnitudes of weights, variances, activation) and reduce model complexity along a direction that is not necessarily desirable for the task. (2) Through deep discriminant analysis, the proposed approach determines how many filters, and of what types, are appropriate in a given layer. By pruning deep modules, it provides a top-down strategy for architecture search. This task-utility-aware deep dimension reduction is different from a wide range of popular compact structures that employ k random 1x1 filter sets to arbitrarily reduce feature dimension to size k. A small k may cut the information flow to higher layers, while a large k may lead to redundancy, overfitting, and interference. Such arbitrariness also exists for other filter types. (3) Through pruning large networks of high memorization capability, the proposed method helps over-parameterized nets forget about task-unrelated factors and derive a feature subspace that is more invariant and robust to irrelevant lighting, background, noises, and so on. We also analyze the effect of our pruning on model robustness against adversarial attacks and noises. At the time of writing, few if any works have investigated such aspects in the existing literature on deep net pruning. (4) The approach presented here handles a wide variety of structures such as convolutional, fully-connected, modular, and hybrid ones and prunes a full network in an end-to-end manner. While most computations usually come from conv layers, parameters easily explode when neurons are fully connected. It is important to select discriminative information in various deep structures.
In our experiments on general and domain specific datasets (CIFAR100, Adience and LFWA), we show how the proposed method leads to great complexity reductions. It brings down the total VGG16 size by 98%-99% and that of the compact Incep-tionNet (a.k.a. GoogLeNet) by up to 82% without much accuracy loss (<1%). The corresponding FLOP reduction rates are as high as 83% and 62%, respectively. Additionally, we are able to derive more accurate models at lower complexities. Take age recognition on Adience for example, one model is over 3% more accurate than the original net but only about 1/3 in size. Also, we compare the method with some of today's successful pruned/compact nets, such as MobileNet, SqueezeNet, Han et al. (2015b) , Li et al. (2016) , and show the value of deep discriminative pruning. Finally, in the above cases at least, we experimentally show that the fewer unrelated and interfering parameters the model has, the better it can generalize to unseen test data, and the less likely the model will be hit by adversarial attacks and noises (e.g. FGSM, Newton, Gaussian, Poisson, speckle).
Related Work
Early approaches to artificial neural networks pruning date back to the late 1980s. Some pioneering examples include magnitude-based biased weight decay (Pratt, 1989) , Hessian based Optimal Brain Damage (LeCun et al., 1989) and Optimal Brain Surgeon (Hassibi and Stork, 1993) . Since those approaches are aimed at shallow nets, assumptions that were made, such as a diagonal Hessian in LeCun et al. (1989) , are not necessarily valid for deep neural networks. Please refer to Reed (1993) for more early approaches.
In recent years, with increasing network depths comes more complexity, which reignited research into network pruning. Han et al. (2015b) discard weights of small magnitudes. Small weights are set to zero and are masked out during re-training. Similarly, approaches that sparsify networks by setting weights to zero include Srinivas and Babu (2015) ; Mariet and Sra (2016) ; Jin et al. (2016) ; Guo et al. (2016) ; Hu et al. (2016) ; Sze et al. (2017) . With further compression techniques, this sparsity is desirable for storage and transferring purposes. That said, the actual model size and computation do not change much without specialized hardware and software optimization such as EIE . Anwar et al. (2015) locate pruning candidates via particle filtering and introduce structured sparsity at different scales.
Compared to pioneering pruning approaches based on individual weight magnitudes, filter or neuron level pruning has its advantages. Deep networks learn to construct hierarchical representations. Moving up the layers, high-level motifs that are more global, abstract, and disentangled can be built from simpler low-level patterns (Bengio et al., 2013; Zeiler and Fergus, 2014) . In this process, the critical building block is the filter/neuron, which, through learning, is capable of capturing patterns at a certain scale of abstraction. Higher layers are agnostic as how the patterns are activated (w.r.t. weights, input, activation details). Single weights-based approaches run the risk of destroying crucial patterns. For example, given uniform positive inputs, many small negative weights may jointly counteract large positive weights, resulting in a dormant neuron state. Single weight pruning based on magnitude would discard all small negative weights before reaching the large positive ones, reversing the neuron state ( Figure 1 ). This issue is especially serious at high pruning rates. Furthermore, instead of setting zeros in weights matrices, filter/neuron pruning removes rows/columns/depths in weight/convolution matrices, leading to direct space and computation savings.
Previous works in neuron/filter/channel pruning include Polyak and Wolf (2015) ; Li et al. (2016) ; Tian et al. (2017) ; Louizos et al. (2017) ; Luo et al. (2017) ; He et al. (2017) . They not only reduce the requirements of storage space and transportation bandwidth, but also bring down the initially large amount of computation in conv layers. Furthermore, with fewer intermediate feature maps generated and consumed, the number of slow and energy-intensive memory accesses is decreased, rendering the pruned nets more amenable to implementation on mobile devices. Li et al. (2016) equate filter utility to absolute weights sum. Polyak and Wolf (2015) propose a 'channel-level' acceleration algorithm based on unit variances. However, unwanted variances and noise may be preserved or even amplified. Louizos et al. (2017) use hierarchical priors to prune nodes instead of single weights (and posterior uncertainties to determine fixed point precision). He et al. (2017) effectively prune networks through LASSO regression based channel selection and least square reconstruction. Luo et al. (2017) prune on the filter level guided by the next layer's statistics. Despite the promising pruning rates achieved by previous approaches, most of them possess one or both of the following drawbacks: (1) the utility measure for pruning, such as magnitudes or variances of weights or activation, is injected by human experts and is not directly related to task demands.
(2) utilities are often computed locally or considered on a local scale. Relationships within filter, layer, or across all layers may be missed.
In addition, there are some complementary and orthogonal approaches to pruning that can help constrain space and/or computational complexity. One is bit reduction such as weight quantization (Rastegari et al., 2016) and Huffman encoding (Han et al., 2015a) . Some boost efficiency via decomposition of filters with a low-rank assumption, such as Denton et al. (2014) ; Jaderberg et al. (2014) ; Zhang et al. (2016) . Another method is knowledge distillation where a small 'student' model tries to achieve similar predicting power on certain tasks as a bigger 'teacher' model. Some trial and error is usually involved in searching for the student net architecture. Last but not least, compact layers or modules with a random set of 1x1 filters are widely adopted to constrain dimensions, e.g. Inception nets (Szegedy et al., 2015) , ResNets (He et al., 2016) , SqueezeNet (Iandola et al., 2016) , MobileNet (Howard et al., 2017) , and NiN (Lin et al., 2014) . However, with an inappropriate filter number, it runs the risk of impeding information flow or increasing redundancy and interference.
Most popular compact architectures are designed with human heuristics on some general datasets. Compared to fixed structures, a pruning method paying direct attention to the task utility in question can be flexible and can fit different task demands dynamically. This is desirable for a wide variety of realworld applications where adopting ImageNet suitable models have become a standard for industry best practices. As a matter of fact, in cases with limited data and strict timing requirements (e.g. car forward collision warning), a large, slow, and possibly overfitted model is hardly of any use. For visual classification, we define task utility as task-specific class separation power. In this paper, we capture it by deep LDA and use it to guide the pruning process. Our inspiration comes from neuroscience findings (Mountcastle et al., 1957; Valiant, 2006) which show that, despite the massive number of neurons in the cerebral cortex, each neuron typically receives inputs from a small task-specific set of other neurons.
Task-specific Deep Fisher LDA Pruning
In this paper, we propose a neuron-level deep LDA pruning approach that pays direct attention to final task-specific class separation utility and its holistic cross-layer dependency. We treat pruning as discriminative dimensionality reduction in the deep feature space by unravelling factors of variation and discarding those of little or even harmful/interfering utility.
The approach is summarized as Algorithm 1. As a pre-step, the base net is fully trained, with cross entropy loss, L2 regularization, and Dropout that helps punish co-adaptations. The main algorithm starts pruning by unravelling useful variances from the decision-making layer before tracing the utility backwards through deconvolution across all layers to weigh the usefulness of each neuron or filter. By abandoning less useful neurons/filters, our approach is capable of gradually deriving taskoptimal structures with potential accuracy boosts.
Algorithm 1: Deep LDA Pruning of Neural Network
Input: base net, acceptable accuracy t acc or model complexity t com Result: task-desirable pruned models Pre-train: SGD optimization with cross entropy loss, L2-regularization, and Dropout. while accuracy ě t acc (or complexity ě t com ) do
Step 1 It is worth mentioning that the number of iterations needed in Algorithm 1 is related to task difficulty. For simple datasets, only one or two iterations are enough to achieve a high pruning rate without much accuracy loss while more iterations are needed for challenging tasks. We will dive into the main pruning step in the following subsections, with one subsection for each sub-step in Algorithm 1.
Task Utility Unravelling from Final Layer
We try to capture the task utility from the final (hidden) layer of a well-trained base net for a number of reasons: (1) This is the only place where task-specific distinguishing power can be accurately and directly measured. All previous information feed to this layer. (2) Data in this layer are more likely to be linearly separable. This is a key assumption of LDA but often overlooked by many previous approaches. (3) Pre-decision neuron activations representing different motifs are shown empirically to fire in a more decorrelated manner than earlier layers. We will see how this helps shortly.
For each image, an M-dimensional firing vector can be calculated in the final hidden layer, which is called a firing instance (M " 4096 for VGG16, M " 1024 for Inception, pooling is applied when necessary). By stacking all such instances from a set of images, the firing data matrix X for that set is obtained (useless 0-variance/duplicate columns are pre-removed). Our aim here is to abandon dimensions of X that possess low or even negative task utility. Inspired by Fisher (1936) 2011), Fisher's LDA is adopted to quantify this utility. Our goal of pruning is achieved by maximizing class separation through finding an optimal transformation matrix W:
with X i being the set of observations obtained in the last hidden layer for category i, W linearly projects the data X from its original space to a new space spanned by W columns. The tilde sign (˜) denotes a centering operation; For data X:
where n is the number of observations in X, 1 n denotes an n*1 vector of ones. Finding W opt in Equation 1 involves solving a generalized eigenvalue problem:
where ( e j ,v j ) represents a generalized eigenpair of the matrix pencil pΣ b , Σ w q with e j as a W column. If we only consider active neurons with non-duplicate pattern motifs, we find that in the final hidden layer, most off-diagonal values in Σ w and Σ b are very small. In other words, aside from noise and meaningless neurons, the firings of neurons representing different motifs in the pre-decision layer are highly decorrelated (disentanglement of latent space variances, Bengio et al. (2013) ; Zeiler and Fergus (2014)). It corresponds to the intuition that, unlike common primitive features in lower layers, higher layers capture highlevel abstractions of various aspects (e.g. car wheel, dog nose, flower petals). The chances of them firing simultaneously are relatively low. In fact, different filter 'motifs' tend to be progressively more global and decorrelated when navigating from low to high layers. The decorrelation trend is caused by the fact that coincidences or agreements in high dimensions can hardly happen by chance. Thus, we assume that Σ w and Σ b tend to be diagonal in the top layer. Since inactive neurons are not considered here, Eq. 6 becomes:
According to Eq. 7, W columns ( e j , where j " 0, 1, 2..., M 1´1 , M 1 ď M) are the eigenvectors of Σw´1Σ b (diagonal), thus they are standard basis vectors (i.e. W columns and M 1 of the original neuron dimensions are aligned). v j s are the corresponding eigenvalues with:
where σ 2 w p jq and σ 2 b p jq are within-class and between-class variances along the jth neuron dimension. In other words, the optimal W columns that maximize the class separation (Eq. 1) are aligned with (a subset of) the original neuron dimensions. It turns out that when pruning, we can directly discard neuron js with small v j (little contribution to Eq. 1) without much information loss.
Cross-Layer Task Utility Tracing
After unravelling twisted threads of deep variances and selecting dimensions of high task utility, the next step is to trace the class separation utility across all previous layers to guide pruning. Unlike local approaches, our pruning unit is concerned with a filter's/neuron's contribution to final class separation.
In signal processing, deconvolution (deconv) is used to reverse an unknown filter's effect and recover corrupted sources (Haykin, 1994) . Inspired by this, to recover each neuron/filter's utility, we trace the final discriminability, from the easily unravelled end, backwards across all layers via deconvolution. In the final layer, only the most discriminative dimensions' response is preserved (other dimensions are set to 0) before deconv starts. Recovering or reconstructing the contributing sources to decision-making layer class separation is different from computing a certain order parameter/filter dependency. Take 1st order gradient for example. Most parameters have 0 or small gradients at convergence, but it does not necessarily mean that these parameters are useless. Also, gradient dependency is calculated locally in a greedy manner. Structures pruned away based on a local dependency measure can never recover. There are many algorithms to compute or learn deconvolution. Here we use a version for convnets (Zeiler and Fergus, 2014) . As an inverse process of convolution (incl. nonlinearity and pooling), the unit deconv procedure is composed of unpooling (using max location switches), nonlinear rectification, and reversed convolution (a transpose of the convolution Toeplitz-like matrix under an orthonormal assumption): where i indicates the layer, the lth column of Z i is the feature vector converted from layer i feature maps w.r.t. input l, the lth U i column is the corresponding reconstructed vector of layer i contributing sources to final utilities. On the channel level:
where '˚' means convolution, c indicates a channel, N is the number of training images, J is the feature map number, f t is a deconv filter piece (determined after pre-training). It is worth noting that our calculated dependency here is data-driven and is pooled over the training set, which models the established phenomenon in neuroscience which stipulates that multiple exposures are able to strengthen relevant connections (synapses) in the brain, i.e. the Hebbian theory (Hebb, 2005) . Fig. 2 provides a high level view of cross-layer task utility tracing. To extend the deconv idea to FC layers, we consider FC layers as special conv structures where a layer's input and weights are considered as stacks of 1x1 conv feature maps and filters (completely overlapped as shown in Fig. 3 ). Therefore, in a similar manner to normal conv layers, task utility can be successfully passed backwards across fully connected structures via deconv. For modular structures, the idea is the same except that we need to trace dependencies, i.e. apply deconvolution, for different scales in a group-wise manner. Our full net pruning, (re)training, and testing are done end-to-end and are thus supported by most deep learning frameworks.
With all neurons'/filters' utility for final discriminability known, pruning simply becomes discarding structures that are less useful to final classification (e.g. structures colored white in Fig 2, 3) . Since feature maps (neuron outputs) correspond to next-layer filter depths (neuron weights), our pruning leads to filter-wise and channel-wise savings simultaneously. In mathematical terms, input of conv layer i can be defined as one data block B data,i of size d i Ś m i Ś n i meaning that the input is composed of d i feature maps of size m i˚ni (from layer i´1). Parameters of conv layer i can be considered as two blocks: the conv parameter block B conv,i of size f n i Ś cn i Ś w i Ś h i and the bias block B bias,i of size f n i Ś 1, where f n i is the 3D filter number of layer i, cn i is the filter depth, w i and h i are the width and height of a 2D filter piece in that layer. It is worth noting that f n i´1 " d i " cn i . B conv,i p:, k, :, :q operates on B data,i pk, :, :q, which is calculated using B conv,i´1 pk, :, :, :q (':' indicates all values along a certain dimension). When we prune away B conv,i´1 pk, :, :, :q, we effectively abandon the other two. In other words, B conv,i is pruned along both the first and second dimensions over the layers.
Threshold Selection for Pruning
When pruning, layer i´1 neurons with a LDA-deconv utility score, maxpu c i q, smaller than a threshold are deleted. In an over-parameterized model, the number of 'random', noisy, and irrelevant structures/sources explodes exponentially with depth. In contrast, well-trained cross-layer dependencies of final class separation are sparse. Unlike noise or random patterns, to construct a 'meaningful' motif, we need to follow a specific path(s). It is this cross-layer sparsity of usefulness (taskdifficulty-related) that greatly contributes to pruning, not just the top layer. To quickly get rid of massive numbers of useless neurons at low percentiles while being cautious in high utility regions, we set the threshold for layer i as:
where x i is the average utility of layer i activations, x j is the utility score of the jth activation, and N i is the total number of layer i activations (space aware, those with 0 utility are ignored in Eq. 11).
The assumption here is that the utility scores in a certain layer follow a Gaussian-like distribution. The pruning time hyper-parameter η is constant over all layers and is directly related to the pruning rate. We could set it either to squeeze the net as much as possible without obvious accuracy loss or to find the 'most accurate' model, or to any possible pruning rates according to the resources available and accuracies expected. In other words, rather than a fixed compact model like SqueezeNet or MobileNet, we offer the flexibility to create models customized to different needs. Network capacity decreases with reduced filters and parameters. Generic fixed compact nets follow an ad-hoc direction by using random numbers and types of filters while our pruning selects filter dimensions according to current task demands and generates pruned models that are more invariant to task-unrelated factors. After pruning, retraining with surviving parameters is needed.
Experiments and Results
In this paper, we use both conventional and module-based deep nets, e.g. VGG16 (Simonyan and Zisserman, 2015) and compact Inception net a.k.a GoogLeNet (Szegedy et al., 2015) , to illustrate our deep LDA pruning method. One general object dataset CIFAR100 (Krizhevsky and Hinton, 2009 ) as well as two domain specific datasets, i.e. Adience (Eidinger et al., 2014) and LFWA of facial traits, are chosen. Some most frequently explored attributes, such as age, gender, smile/no smile are selected from the latter two. Base models are pretrained on ILSVRC12 (Russakovsky et al., 2015) . The suggested splits in Krizhevsky and Hinton (2009) ; Levi and Hassner (2015) ; Liu et al. (2015) are adopted. In addition, for CI-FAR100, we use the last 20% original training images in each of the 100 categories for validation purposes. For Adience, we use the first three folds for training, the 4th and 5th folds for validation and testing. For the LFWA dataset, we select identities with last name starting from 'R' to 'Z' for validation purposes. All images are pre-resized to the expected dimensions of the base net. Figure 4 , 5 and 6 are some examples from the three datasets. Fig. 4 : Images from the CIFAR100 dataset representing different classes. Li et al. (2016) , as well as modern compact structures, i.e. SqueezeNet (Iandola et al., 2016) and Mo-bileNet (Howard et al., 2017) . CIFAR100 accuracy here is Top-1 accuracy.
According to Fig. 7 , even with large pruning rates (98-99% for the VGG16 cases, 57-82% for the Inception cases), our approach still maintains comparable accuracies to the original models (loss <1%). The other two methods suffer from earlier performance degradation, primarily due to their less accurate utility measures, i.e. single weights for Han et al. (2015b) and sum of filter weights for Li et al. (2016) . Additionally, for Han et al. (2015b) , inner filter relationships are vulnerable to pruning especially when the pruning rate is large (Fig. 1) . This also explains why Li et al. (2016) performs slightly better than Han et al. (2015b) at large pruning rates.
It is worth mentioning that during the pruning process, the proposed method obtains more accurate but lighter structures than the original net. For instance, in the age case, a model of 1/3 the original size is 3.8% more accurate than the original Inception net. For CIFAR100, we achieve nearly 2% accuracy boost using 80% of the parameters. Similarly in the smile case, a 5x times smaller model can achieve 1.5% more accuracy than the unpruned VGG16 net. That is to say, in addition to boosting efficiency, our approach provides a potential way to find high performance deep models while being mindful of the resources available. Compared to the fixed compact nets, i.e. SqueezeNet and MobileNet, our pruning approach generally enjoys better performance at similar complexities because deep feature space dimension reduction with the goal to maximize final class separation is superior to reducing dimension using an arbitrary number of 1x1 filters. This supports the claim that pruning, or feature selection, should be task specific. Even in the only pruning time exception in Fig. 7c where the proposed approach has a slightly lower accuracy at a similar size of SqueezeNet, much higher accuracies can be gained by simply adding back a few more parameters.
Also, we compare our approach with Tian et al. (2017) which applies linear discriminant analysis on intermediate conv features. The comparison (Fig. 8) is in terms of accuracy vs. saved computation (FLOP) on the LFWA data. As in Han et al. (2015b) , both multiplication and addition account for 1 FLOP. According to Fig. 8, our (Iandola et al., 2016) and MobileNet (Howard et al., 2017) have been added. The 'parameter pruning rate' for them implies the relative size w.r.t the original unpruned VGG16 or Inception net. In our implementation of Li et al. (2016) , we adopt the same pruning rate as our method in each layer, rather than determine them empirically like the original paper does. Top-1 accuracy is used for CIFAR100.
accuracy than Tian et al. (2017) at large pruning rates. The reasons are that our LDA pruning measure is computed where it directly captures final task classification power, the linear assumption is more easily met and the variances are more disentangled (so that direct neuron abandonment is justified, Section 3.1).
To assess the generalization ability on unseen data, we report in Table 1 and Table 2 the testing set performance of two of our models for each task: one achieves the highest validation accuracy ('accuracy first' or AF model) and the other is the lightest model that maintains <1% validation accuracy loss ('parameter first' or PF model). The competing structures are also included. We try to make competing pruned models of similar complexities (last row). From Table 1 and 2, it is evident that our approach generalizes well to unseen data (highest accuracies over most cases). Apart from the overfitting-alleviating effect, one reason is that the proposed deep LDA pruning helps the over-parameterized model forget about task-irrelevant details and thus boosts its invariance to task-unrelated factors and changes in the unseen test data. The superiority is more obvious in the 'parameter first' case.
Additionally, although MobileNet and SqueezeNet perform similarly on Adience and LFWA, MobileNet performs clearly better on CIFAR100 mainly due to its suitable capacity (without overfitting) in that particular case. This also indicates the superiority of providing a range of task-dependent models over fixed general ones. The former can help find the boundary between over-fitting and over-compression. Compared to the VGG16 cases in Table 2 , the performance gaps between the proposed method and the fixed nets are wider for the Inception cases (Table 1). This is because the method presented in this paper can take advantage of the filter variety in an inception module by strategically selecting both filter types and filter numbers according to task demands.
Layerwise Complexity Analysis
In this section, we provide a layer-by-layer complexity analysis of our pruned nets in terms of parameters and computation. The net we select for each case is the smallest one that preserves comparable accuracy to the original net. Fig. 9, Fig. 10, Fig. 11 and 12 demonstrate layer-wise complexity reductions for the CIFAR100, Adience, LFWA cases respectively.
The base structure is InceptionNet for the first two datasets. As Fig. 9 and 10 show, a large proportion of parameters are pruned away. In each Inception module, different kinds of filters are pruned differently. This is determined by the scale where more task utility lies. By following a task-desirable direction, the method presented here attempts to maximize or maintain as much class separation power as possible when pruning. By choosing both the kinds of filters and the filter number for each kind, the approach also provides a feasible way to compact deep architecture design.
In the pruned models, most parameters in the middle layers have been discarded. In fact, the proposed method can collapse such layers to reduce network depth. In our experiments, when pruning reaches a threshold, all filters left in some middle modules are of size 1x1. They can be viewed as simple feature map selectors (by weight assignment) and thus can be combined and merged into the previous module's concatenation to form weighted summation. Such 'skipping' modules pass feature representations to higher layers without incrementing the features' abstraction level. InceptionNet is chosen as an example because it offers more filter type choices without humaninjected constraints on dimension alignment. However, the proposed approach can be used to prune other modular structures as well, such as ResNets where the final summation in a unit module can be modeled as a concatenation followed by convolution. Fig. 11 and 12 show the LFWA cases with VGG16 as bases. Since the last conv layer output still has so many 'pixels' that, when fully connected with the first FC layer's neurons, it generates a large number of parameters. With weight sharing, the number of conv layer parameters is limited. As a result, we add a separate parameter analysis for the conv layers. According to the results, our approach led to significant parameter and FLOP reductions over the layers for the VGG16 cases too. Specifically, the method effectively prunes away almost all the dominating FC parameters.
In Fig. 9, 10, 11, 12 , the first few layers are not pruned very much. This is because earlier layers correspond to primitive patterns (e.g. edges, corners, and color blobs) that are commonly useful. In addition, early layers help sift out and provide some robustness to massive noisy statistics in the pixel space. Despite its data dependency, the proposed approach does not depend much on training 'pixels', but pays more attention to Note: our pruned models' param# and FLOPs (last row) are respectively shared by (Li et al., 2016; Han et al., 2015b) and (Li et al., 2016) . Han et al. (2015b) has the same FLOPs as the base. The base's name and its testing accuracy are in Row 1 parentheses. Original param# and FLOPs for VGG16, InceptionNet, MobileNet, and SqueezeNet are about 138M, 6.0M, 4.3M, 1.3M and 31B, 3.2B, 1.1B, 1.7B, respectively. M=10 6 , B=10 9 . (Howard et al., 2017) 89% 87% SqueezeNet (Iandola et al., 2016) 90% 88% Han et al. (Han et al., 2015b) 89% 83% 91% 81% Li et al. (Li et al., 2016) 88% 85% 91% 83% Our approach 93% 92% 93% 90% (Param#,FLOP) (6.5M,7.4B) (3.1M,5.2B) (18M,13B) (1.8M,5.5B) Note: our pruned models' param# and FLOPs (last row) are respectively shared by (Li et al., 2016; Han et al., 2015b) and (Li et al., 2016) . Han et al. (2015b) has the same FLOPs as the base. The base's name and its testing accuracy are in Row 1 parentheses. Original param# and FLOPs for VGG16, InceptionNet, MobileNet, and SqueezeNet are about 138M, 6.0M, 4.3M, 1.3M and 31B, 3.2B, 1.1B, 1.7B, respectively. M=10 6 , B=10 9 .
deep abstract manifolds learned and generalized from training instances.
Overall, the pruned models are very light. On a machine with 32-bit parameters the models are respectively 10MiB, 4.1MiB, 11.9MiB, and 6.7MiB. During inference, they can fit into computer, cellphone memories or even caches (with super-linear efficiency boosts).
Model Robustness against Noises and Adversarial Attacks
From the above sections, we can see that our pruning leads to great complexity reductions with a possibility of increasing prediction accuracy. In addition to efficiency and possible accuracy gains, it is interesting to investigate our pruning's effects on the model's robustness to input perturbations. To this end, we apply Gaussian, Poisson, speckle noises and two adversarial attacks, i.e. FGSM (Goodfellow et al., 2014) and Newton Fool Attack (Jang et al., 2017) , to the testing data and compare how the original and pruned models perform in terms of accuracy drops. Here, accuracy drop means accuracy difference between predicting on clean testing data and on noisy or attacked testing data using a certain model. The accuracy drop results of the original and pruned models are reported in Table 3 and 4, for Inception and VGG16 cases respectively. The selected pruned model has similar accuracy to the unpruned one on the clean test set in each case. For fair comparison, the adversarial examples are generated on a third ResNet50 model and are transferred here as 'blackbox' attacks to fool our models.
As can be seen from the results, the pruned models are more, or at least equally, robust to the noises than corresponding original unpruned models. One reason is that with fewer taskunrelated random filters, the pruned models are less likely to pick up irrelevant noises and are thus less vulnerable. Also, as mentioned earlier, reducing parameters per se alleviates overfitting and thus brings down variance to data fluctuations. The deep nets are more prone to Gaussian and speckle noises than to Poisson noises. Furthermore, we can see that our pruning method can also help with model robustness to adversarial attacks. This is because fewer irrelevant deep feature dimensions can possibly mean fewer breaches where the adversarial attacks can easily put near-boundary samples to the other side of the decision boundary. That said, the pruning's effect on robustness is less obvious in the simple FGSM cases as compared to the Newton Fool Attack cases. Overall, both the task and the net architecture have an influence on robustness. VGG16 and its pruned models are less susceptible to the attacks than Inception nets at least in the above cases, perhaps because the adversarial examples are generated from ResNet50 and are therefore more destructive to modular structures. (Goodfellow et al., 2014) . Newton Attack: Newton Fool Attack (Jang et al., 2017) . For fair comparison, adversarial examples are generated against a third ResNet50 model trained with the same data. In addition to the quantitative results, Fig. 13 illustrates some examples where the adversarial attack fooled the original unpruned net but not our pruned one, while From the results, we can see that a small perturbation in the pixel space could make a model believe in something different. Compared to the failed cases of the pruned models in Fig. 14, the fooled unpruned models in Fig. 13 were usually very confident about their wrong predictions. The scenarios where our pruned models failed are usually ones where the pruned model was not very certain compared to the unpruned model even on the clean test data (e.g. girl vs woman, house vs castle, oak tree vs forest). Also, the nudges causing the pruned models to fail are usually more intuitive than those failed the unpruned models in Fig. 13 . For example, while it is not directly understandable how the attacks reverted the original model's predictions about smile/no smile (the two bottom left cases in Fig. 13 ), we can see that the attack in the middle of the bottom row in Fig. 14  attempted to lift up the mouth corner into a smile (best viewed when zoomed in).
Both of the above observations are related to the fact that large network models remember more details than the pruned ones, thus can be more confident in prediction (either correct or wrong), but sensitive to intricate data fluctuation. On the other hand, to fool a compact model pruned according to task utility, the attack has to focus on remaining task-desirable dimensions since not many irrelevant, usually easily-fooled, loophole dimensions are available.
Discussion and Future Work
In this paper, we prune deep nets on the neuron or filter level because it directly leads to space, computation, and energy savings on general machines. That said, the proposed idea of deep discriminative dimension reduction can be applied to any, including irregular grouping of deep features, which helps select useful discriminative information at flexible granularities. Single weights and filter-based groupings are just special cases enforced by human experts (Figure 15b ). It would thus be interesting to lift such man-made constraints and utilize learned taskdiscriminative information in feature grouping/decomposition. For example, through learning, neurons picking up cloud patterns may only be useful in the upper part of natural images. Thus, rather than preserve the whole blue slice as in Figure 15b , we could simply preserve the 'upper' part. This would reduce feature map size, amount of computation, and parameter number (if fully connected). Compared to weight sharing using conv filters, deep dimension reduction at task-desirable granularities would provide an alternative way to reducing parameter complexity which could also preserve large-scale spatial information contributing to final utility. That said, specialized software or hardware accelerations may be needed.
Also, in our concurrent work, we attempt to derive taskoptimal architectures by proactively pushing useful deep discriminants into alignment with a condensed subset of neurons (or other easily-pruned substructures) before deconv based deep feature decomposition and reduction. This is achieved by simultaneously including deep LDA utility and covariance penalty in the objective function. That said, compared to the simple pruning method presented here, proactive eigendecomposition and training are computationally expensive and sometimes numerically unstable. For datasets requiring larger capacities than what the base net can offer, a growing step before iteratively push-and-prune would be necessary to first en- compass and contain the task-desirable architectures. According to our preliminary experiments on ImageNet using Incep-tionNet, we find that more accuracy can be obtained by simply duplicating and adding more modules and that very deep inception nets can achieve ResNet-level accuracy without humaninjected dimension alignment (non-architectural training tricks like batchnorm are needed). Another possible direction is to apply the deep discriminant/component analysis idea to unsupervised scenarios. For example, deep ICA dimension reduction can possibly be done by minimizing dependence in the latent space before deconv pruning. This will condense information flow, reduce redundancy and interference. Thus, it has a potential for applications like automatic structure design of auto-encoders, efficient image retrieval and reconstruction.
Conclusion
This paper proposes a task-specific end-to-end pruning approach with a deep LDA utility that captures both final class separation and its holistic cross-layer dependency. This is different from approaches that are blind or pay no direct attention to task-specific distinguishing power and those with local (individual weights or within 1-2 layers) utility measures. The proposed approach is able to prune convolutional, fully connected, modular, and hybrid deep structures and it is useful for designing deep models by finding both the desired types of filters and the number for each kind. Compared to fixed nets, the method offers a range of models that are adapted for the inference task in question. On datasets of general objects and domain specific tasks (CIFAR100, LFWA and Adience), the approach achieves better performance and greater complexity reductions than competing methods and models. Moreover, the method is shown to be capable of generating compact models that are more robust to adversarial attacks and noises than the original unpruned model. The approach's global awareness of task discriminating power, high pruning rates, and its resulting models' robustness offer a great potential for installation of deep nets on mobile devices in many real-world applications.
