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1. Introduction
In [7], S. Steinberg has stated a characterization for lattice-ordered 2×2 triangular matrix algebras
over a totally ordered ﬁeld with the entrywise lattice order. Then in [4], we have constructed all the
lattice orders on 2×2 triangular matrix algebras over a totally ordered ﬁeld to make them into lattice-
ordered algebras (-algebras) in which the identity matrix is positive. The present paper concerns how
to characterize n×n triangular matrix -algebras with the entrywise lattice order for any n 2. Some
necessary and suﬃcient conditions are given for an -algebra of a semigroup with zero over a totally
ordered ﬁeld to be isomorphic to the triangular matrix -algebra with the entrywise lattice order.
Examples are provided to justify those conditions.
In Section 2 we give conditions on a semigroup with zero that make it isomorphic to a semigroup
of triangular matrix units. Section 3 characterizes -unital semigroup -algebras as triangular matrix
-algebras with entrywise lattice order.
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to [1–3,5] for undeﬁned terms and the general theory of various ordered algebraic structures and
semigroups.
A lattice-ordered ring (-ring) is a ring R with a lattice order  in which  is compatible with the
addition and multiplication of R in the following sense
∀g, x, y ∈ R, if x y, then g + x g + y,
∀0 r ∈ R, x, y ∈ R, if x y, then rx ry and xr  yr.
For an -ring, we let R+ = {r ∈ R | r  0}, which is called the positive cone of R .
If (V ,+) is a vector space over a totally ordered ﬁeld (F ,) and if  is a partial order on V , then
 and the scalar multiplication on V are compatible provided that
for all 0 τ ∈ F and all x, y ∈ V , if x y, then τ x τ y.
A vector space over a totally ordered ﬁeld with a lattice order which is compatible with both the
addition and the scalar multiplication is called a vector lattice. A nonempty subset B of a vector lattice
V is disjoint if for all b ∈ B , b > 0 and for all distinct a and b in B , a ∧ b = 0. An element a in a
lattice-ordered group (-group) G is basic if a > 0 and [0,a] is totally ordered, that is, if 0 b, c  a,
then either b  c or c  b.
In the following F always denotes a totally ordered ﬁeld. An -algebra L over F is an algebra over
F that is an -ring and a vector lattice over F . An -algebra is called unital if it has a multiplicative
identity element and an -algebra is called -unital if it has a positive identity element. Let R be an
-ring. An element f ∈ R+ is called an f -element if for any x, y ∈ R , x∧ y = 0 ⇒ xf ∧ y = f x∧ y = 0.
Let S be a nonempty set. A semigroup with zero is the set S0 = S ∪ {0} together with an associative
binary operation such that ∀s, t ∈ S , either st ∈ S or st = 0, and s0 = 0s = 00 = 0 for all s ∈ S . We also
assume that S contains no zero. An example for such S0 is the set of all n×n (n 2) standard matrix
units joined by zero matrix.
2. Semigroup of triangular matrix units
For 1 i  j  n (n 2), let ei j be the n×n matrix with the i jth entry equal to 1 and other entries
equal to 0. Deﬁne Tn = {ei j | 1 i  j  n}. Then T 0n = Tn ∪ {0}, where 0 is the zero matrix, forms a
semigroup with zero with respect to matrix multiplication. T 0n is called the semigroup of triangular
matrix units. In this section, a characterization of T 0n is given. We ﬁrst recall some deﬁnitions and
terminologies on semigroups. The reader is referred to [5] for the general theory of semigroups.
Let S0 be a semigroup with zero. An element e ∈ S0 is called idempotent if e2 = e = 0. Two idem-
potent elements e and f are called orthogonal if ef = f e = 0. An ideal of S0 is a nonempty subset I
of S0 such that for any a ∈ I and s ∈ S0, as, sa ∈ I . Clearly each ideal of S0 contains 0. For each
element a ∈ S , deﬁne (a) = {s ∈ S | as = s} and r(a) = {s ∈ S | sa = s}. An element b ∈ S0 is called
nilpotent if there exists a positive integer k such that bk = 0. For a ﬁnite set A, |A| denotes the num-
ber of elements in A.
Theorem 2.1. Let S0 be a semigroup with zero. Then S0 is isomorphic to a semigroup of triangular matrix units
T 0n (n 2) if and only if following conditions are satisﬁed.
(1) |S| = n(n+1)2 .
(2) S contains a set of n orthogonal idempotent elements {aii | 1 i  n} such that
S = (a11) ∪ · · · ∪ (ann) = r(a11) ∪ · · · ∪ r(ann),
(aii) ∩ (a jj) = ∅ and r(aii) ∩ r(a jj) = ∅, for i = j.
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(4) For each idempotent element e ∈ S, (e) ∩ r(e) contains no nilpotent element.
Proof. Clearly T 0n satisﬁes these conditions. In particular, let I = {ei j | 1  i < j  n}. Then In−1 = 0
and In = 0. Suppose that S0 is a semigroup with zero which satisﬁes those conditions.
We ﬁrst prove two facts that will be used later in the proof.
Lemma 2.2. Let s ∈ S. There is a unique 1 k n such that akks = s. Furthermore, for all other i = k, aii s = 0.
Similarly, there is a unique j such that sa jj = s, and for any i = j, saii = 0.
Proof. Let s ∈ S . Since S = (a11) ∪ · · · ∪ (ann), s ∈ (akk) for some 1 k  n. Then akks = s. If i = k,
then aii s = aii(akks) = 0 since aiiakk = 0. 
Lemma 2.3. Let x, y ∈ S. If xy = 0 and x, y ∈ (aii) for some 1 i  n, then x is not nilpotent.
Proof. In fact, since aii y = y, we have (xaii)y = x(aii y) = xy = 0, so xaii = 0. Thus xaii = x by
Lemma 2.2, so x ∈ (aii) ∩ r(aii). By condition (4), x is not nilpotent. 
Now since In−1 = 0, there are x1, x2, . . . , xn−1 ∈ I such that x1x2 . . . xn−1 = 0. For 1 i < j  n, we
deﬁne
aij = xixi+1 . . . x j−1.
We show that if (i, j) = (r, s), then aij = ars . Suppose that aij = ars . We show that i = r and j = s.
Suppose that i < r. If r < j, then, since aij = ars , we have
xi . . . xr−1xr . . . x j−1 = xr . . . xs−1.
Let x = xi . . . xr−1. Then x ∈ I and xxr = 0. Suppose that xr ∈ (akk) for some 1 k  n, then from the
above equation, akkx = 0, so x ∈ (akk) by Lemma 2.2. By Lemma 2.3, x is not nilpotent, which is a con-
tradiction since x ∈ I and condition (3) implies that x is nilpotent. If j  r, then aij = ars implies that
arsa jrars = aija jrars = ais = 0. Let a jrars ∈ r(akk) for some 1 k  n. Then arsakk = 0 and arsa jrars = 0
implies that akka jr = 0, so a jrars ∈ r(akk)∩ (akk), which is a contradiction by condition (4). Thus i ≮ r.
Similarly, r ≮ i. Therefore i = r. By a similar argument, we also have j = s.
From the above argument, the set A = {aij | 1 i < j  n} has (n−1)n2 elements. Let aij,ars ∈ A. If
j = r, then
aijars = xi . . . x j−1x j . . . xs−1 = ais.
Suppose that j = r. We show that aijars = 0. We consider following cases.
(1) {i, . . . , j − 1} ∩ {r, . . . , s − 1} = ∅.
Let t ∈ {i, . . . , j − 1} ∩ {r, . . . , s − 1}. Then xt will appear in the product aijars = xi . . . x j−1xr . . . xs−1
twice. Let x = xt . . . x j−1xr . . . xt−1. Then we have aijars = xi . . . xt−1xxt . . . xs−1. Let xt ∈ (avv ) for some
1  v  n. Then x = xt . . . x j−1xr . . . xt−1 implies that x ∈ (avv ). Since x ∈ I , x is nilpotent. Then by
Lemma 2.3 xxt = 0, so aijars = 0.
(2) {i, . . . , j − 1} ∩ {r, . . . , s − 1} = ∅. We consider two cases here.
(2a) j < r. Let y = x j . . . xr−1. Since
x1 . . . xi . . . x j−1x j . . . xr−1xr . . . xs−1xs . . . xn−1 = 0,
yxr = 0 and x j−1 y = 0. Let xr ∈ (akk) for some 1 k  n. Since y ∈ I , y is nilpotent, by Lemma 2.3,
y /∈ (akk). Let y ∈ (amm) with m = k. Moreover, since x j−1 y = 0, we have x j−1amm = 0, so x j−1amm =
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fore, aijars = 0.
(2b) s − 1< i. Let z = arsxs . . . xi−1aij . Since
x1 . . . xr−1xr . . . xs−1xs . . . xi−1xi . . . x j−1x j . . . xn−1 = 0,
we have z = 0. Let z ∈ (auu) ∩ r(avv ) for some 1  u, v  n. Since z is nilpotent, by condition (4),
u = v . From z = arsxs . . . xi−1aij , we have ars ∈ (auu) and aij ∈ r(avv ). Thus aijars = (aijavv)(auuars) = 0
since avvauu = 0.
Therefore, we have proved that in any case, aijars = 0 if j = r.
By rearranging the order of a11,a22, . . . ,ann , we may assume that a12 ∈ (a11). Since a12 /∈ r(a11)
by condition (4) and a12a23 = a13 = 0, a23 /∈ (a11). Assume that a23 ∈ (a22). Generally suppose
that a12 ∈ (a11), a23 ∈ (a22), . . . , ak(k+1) ∈ (akk) for 1  k < n − 1. Then for 1  i < k, ai(k+1) =
ai(i+1)a(i+1)(k+1) and ai(i+1) ∈ (aii) implies that ai(k+1) ∈ (aii), so ai(k+1) /∈ r(aii) by condition (4).
Since ai(k+1)a(k+1)(k+2) = ai(k+2) = 0, ai(k+1) /∈ r(aii) implies that a(k+1)(k+2) /∈ (aii), i = 1,2, . . . ,k − 1.
Since ak(k+1)a(k+1)(k+2) = ak(k+2) = 0 and ak(k+1) /∈ r(akk) by condition (4), a(k+1)(k+2) /∈ (akk). Thus
a(k+1)(k+2) /∈ (aii) for i = 1,2, . . . ,k. We may assume that a(k+1)(k+2) ∈ (a(k+1)(k+1)). Then by induc-
tion, we may assume that a12 ∈ (a11), a23 ∈ (a22), . . . , a(n−1)n ∈ (a(n−1)(n−1)). We also notice that
for any aij with i < n, i  j, we have aij ∈ (aii). In fact, aij = ai(i+1)a(i+1) j and ai(i+1) ∈ (aii) implies
that aij ∈ (aii).
Finally, since A ∩ {aii | i = 1,2, . . . ,n} = ∅, by condition (1), S = {aij | 1 i  j  n}. We show that
for any aij,ars ∈ S ,
aijars =
{
ais if j = r,
0 if j = r.
To this end, we only need to consider two cases that i = j or r = s.
(i) Suppose that i = j.
If j = r = n, then aij = ars = ann , so aijars = ais . If j = r < n, then ars ∈ (arr) implies that
aijars = ais . If j = r, then ars ∈ (arr) implies that a jjars = a jjarrars = 0.
(ii) Suppose that r = s.
First let j = r = n. Suppose that ain ∈ r(akk) for some 1 k n. Since a1n = a1iain , a1n ∈ r(akk). Then
a1n = a1kakn implies that akn ∈ r(akk). On the other hand, for each 1 t < n, atn ∈ (att), and hence by
condition (4), we must have k = n since akn ∈ r(akk) ∩ (akk), so ainann = ain . Next let j = r < n. Since
ai( j+1) = aija j( j+1) and a j( j+1) ∈ (a jj), aij ∈ r(a jj), so aija j j = aij . Finally let j = r. Then by a similar
argument, we have aija j j = aij , so aijarr = 0.
Since S0 = {aij | 1 i  j  n} ∪ {0} with the operation aijars = ais if j = r, and aijars = 0 if j = r,
it is clear that S0 is isomorphic to T 0n . This completes the proof. 
If semigroup with zero S0 is also cancellative, then the result in Theorem 2.1 can be generalized.
Recall that a semigroup with zero S0 is called cancellative if for any r, s, t ∈ S ,
rs = rt = 0 ⇒ s = t and sr = tr = 0 ⇒ s = t.
Let G be a ﬁnite group and n be a positive integer. Deﬁne
T 0n [G] =
{
(i,a, j)
∣∣ 1 i  j  n and a ∈ G}∪ {0}.
For simplicity, we let ei j(a) = (i,a, j) and deﬁne the following binary operation on T 0n [G]:
eij(a)ers(b) =
{
eis(ab) if j = r,
0 if j = r,
eij(a)0 = 0eij(a) = 00 = 0.
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unit semigroup over the group G . If G is the trivial group, then T 0n [G] = T 0n is the semigroup of triangular
matrix units. We observe that T 0n [G] is cancellative, and |T 0n [G] \ {0}| = |G|n(n+1)2 . Let I = {ei j(a) | 1
i < j  n,a ∈ G}. Then I is an ideal of T 0n [G], and In = 0, In−1 = 0. It is straightforward to check that
T 0n [G] also satisﬁes conditions (2) and (4) in the following result, which gives some conditions for a
semigroup with zero being isomorphic to T 0n [G].
Theorem 2.4. Let S0 be a semigroup with zero. Then S0 is isomorphic to a Rees triangular matrix unit semi-
group T 0n [G] for some ﬁnite group G of order k if and only if following conditions are satisﬁed.
(1) S0 is cancellative and |S| = k n(n+1)2 .
(2) S contains a set of n orthogonal idempotent elements {aii | 1 i  n} such that
S = (a11) ∪ · · · ∪ (ann) = r(a11) ∪ · · · ∪ r(ann),
(aii) ∩ (a jj) = ∅ and r(aii) ∩ r(a jj) = ∅, for i = j.
(3) S contains an ideal I such that Im = 0 for some positive integer m and I(n−1) = 0.
(4) For each idempotent element e ∈ S, (e) ∩ r(e) contains no nilpotent elements and |(e) ∩ r(e)| = k.
Proof. For each s ∈ S , by condition (2), s ∈ (aii) for some 1  i  n. If s is not nilpotent, then {sm |
m 1} ⊆ S . Since S is ﬁnite, there exist positive integers u and v with 0< u < v such that sv = su , so
sv−usu = aii su and cancellation law implies that sv−u = aii . Thus for each s ∈ S , either s is nilpotent
or sm = aii for some positive integer m and some i = 1,2, . . . ,n.
For each 1  i  n, since (aii) ∩ r(aii) contains no nilpotent element by condition (4), for each
s ∈ (aii) ∩ r(aii), there is a positive integer m such that sm = aii . Thus (aii) ∩ r(aii) is a group of
order k with the identity aii for each i = 1,2, . . . ,n.
Since In−1 = 0, there exist x1, x2, . . . , xn−1 ∈ I such that x1x2 . . . xn−1 = 0. For 1 i < j  n, deﬁne
aij = xixi+1 . . . x j−1.
By a similar argument to the proof of Theorem 2.1, the set {aij | 1  i  j  n} contains n(n+1)2 ele-
ments with the following operation:
aijars =
{
ais if j = r,
0 if j = r.
(We notice that Lemmas 2.2 and 2.3 are also true for this case.)
For 1  i, j  n, let Hij = (aii) ∩ r(a jj). Then Hii = (aii) ∩ r(aii) is a ﬁnite group of order k for
i = 1,2, . . . ,n. For 1 i  j  n and u ∈ Hii , deﬁne
bij(u) = uaij.
If bij(u) = 0, then uaij = 0. Since u ∈ Hii , there exists a positive integer k such that uk = aii , and hence
aij = aiiai j = ukaij = 0, which is a contradiction. Thus bij(u) ∈ S . We show that if bij(u) = brs(v) for
some 1  i, j  n, 1  r, s  n and u ∈ Hii , v ∈ Hrr , then i = r, j = s, and u = v . In fact, if bij(u) =
uaij = brs(v) = vars , then u ∈ (aii) and v ∈ (arr) implies that i = r, and bij(u) = bij(u)a jj = brs(v)a jj
implies that j = s. Then it follows from the cancellation law and uaij = vaij that u = v . Therefore,
S = {bij(u) | 1 i  j  n,u ∈ Hii} since |S| = k n(n+1)2 and |Hii| = k for i = 1,2, . . . ,n.
Suppose that r > s. We show that Hrs = ∅. Let a ∈ Hrs . Since S = {bij(u) | 1  i  j  n,u ∈ Hii},
a = bij(u) for some 1 i  j  n and u ∈ (aii). Since i  j, r = i or s = j. In the ﬁrst case a = aiia = 0
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Hrs = ∅ for r > s. Then from condition (2),
S = S ∩ S
= ((a11) ∪ · · · ∪ (ann))∩ (r(a11) ∪ · · · ∪ r(ann))
=
⋃
1i, jn
(
(aii) ∩ r(a jj)
)
=
⋃
1i jn
(
(aii) ∩ r(a jj)
)
,
(
since (aii) ∩ r(a jj) = ∅, if i > j
)
=
⋃
1i jn
Hij, and Hij ∩ Hrs = ∅ if (i, j) = (r, s).
For 1  i  j  n, since bij(u) = uaij ∈ Hij for u ∈ Hii , Hij contains at least k elements since Hii
contains k element. From the above relation and the fact that S contains k n(n+1)2 elements, each Hij
contains exactly k elements. Therefore, for 1 i  j  n, Hij = {bij(u) | u ∈ Hii}.
For 1  i  j  n, we next construct a group isomorphism from H jj to Hii . Let v ∈ H jj . Then
aij v = 0 by a similar argument used before, so aij v ∈ Hij . Since Hij = {uaij | u ∈ Hii}, by the can-
cellation law there exists a unique u ∈ Hii such that uaij = aij v . Then we deﬁne φ ji(v) = u from
the group H jj to the group Hii . It is straightforward to check that φ ji is a group isomorphism and
φi1 ◦ φ ji = φ j1 for 1 i  j  n.
Now let T 0n [H11] be the Rees triangular matrix unit semigroup over the ﬁnite group H11. We show
that S0 = {bij(u) | 1  i  j  n,u ∈ Hii} ∪ {0} and T 0n [H11] are isomorphic as semigroups. Deﬁne
φ : S0 → T 0n [H11] as follows. For 1 i  j  n and u ∈ Hii , deﬁne
φ
(
bij(u)
)= eij(φi1(u)) and φ(0) = 0,
where φi1 is the group isomorphism from Hii to H11. Clearly φ is a bijection. We show that φ also
preserves the binary operation on S0. Let bij(u) and brs(v) be in S0. If j = r, then aij v = 0 since
v ∈ Hrr , and hence bij(u)bre(v) = 0. On the other hand, ei j(φi1(u))ere(φr1(v)) = 0 in T 0n [H11] since
j = r. Now we suppose that j = r. Then
φ
(
bij(u)b js(v)
)= φ(uaij va js)
= φ(uφ ji(v)aija js)
= φ(uφ ji(v)ais)
= eis
(
φi1
(
uφ ji(v)
))
= eis
(
φi1(u)φi1
(
φ ji(v)
))
= eij
(
φi1(u)φ j1(v)
)
= eij
(
φi1(u)
)
e js
(
φ j1(v)
)
= φ(bij(u))φ(b js(v)).
Therefore, φ is a semigroup isomorphism. This completes the proof. 
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Let S0 = S ∪ {0} be a semigroup with zero and F be a totally ordered ﬁeld. The semigroup algebra
of S0 over F is the set, denoted by F [S], of all formal (ﬁnite) sum ∑s∈S αss with coordinatewise
addition and scalar multiplication, and multiplication deﬁned by the rule
(∑
s∈S
αss
)(∑
t∈S
βtt
)
=
∑
r∈S
γrr,
where γr =∑st=r αsβt , and (αss)(βtt) = 0 in F [S] if st = 0 in S0. With respect to the coordinatewise
lattice order, F [S] becomes an -algebra over F (see [6]) and it is called the semigroup -algebra of S0
over F. For any s ∈ S , we denote the element 1s in F [S] just by s. It is clear that S forms a v-basis
for the -algebra F [S]. Some examples of semigroup -algebras are the n×n matrix -algebras Mn(F )
and n × n triangular matrix -algebras Tn(F ), both with the entrywise lattice order, that is, a matrix
is positive if each entry in the matrix is positive.
The following result provides some necessary and suﬃcient conditions for an -algebra F [S] being
isomorphic to Tn(F ).
Theorem 3.1. Let F [S] be an -unital semigroup -algebra over F . Then F [S] is isomorphic to Tn(F ) (n 2)
if and only if the following conditions are satisﬁed.
(1) DimF F [S] = n(n+1)2 .
(2) 1 is a sum of n disjoint basic elements.
(3) F [S] has an -ideal J such that Jm = 0 for some positive integer m and Jn−1 = 0.
(4) For each idempotent element e of F [S], eF [S]e contains no nilpotent element.
Proof. We show that S0 satisﬁes the conditions of Theorem 2.1. Since DimF F [S] = n(n+1)2 , S contains
n(n+1)
2 elements. Since 1 > 0 is a sum of n disjoint basic elements, 1 = α1a1 + · · · + αnan , where
0 < αi ∈ F and a1, . . . ,an ∈ S are distinct. Since 0 αiai  1 implies that each αiai is an f -element,
and also αiai ∧ α ja j = 0, ∀i = j, we have (αiai)(αiai) = αiai for each 1 i  n, and (αiai)(α ja j) = 0
for 1 i, j  n, i = j. Thus in the semigroup S0, aiai = ai for each 1 i  n and aia j = 0 for i = j. So
{ai | i = 1, . . . ,n} is a set of n orthogonal idempotent elements in S . Let s ∈ S . Since 1 = α1a1 + · · · +
αnan , s = (α1a1)s + · · · + (αnan)s in F [S]. Since s is a basic element in -algebra F [S], any two terms
(αiai)s and (α ja j)s are comparable to each other. Suppose that (αkak)s = 0 for some 1 k n. Then
for any i = k, (αkak)s (αiai)s implies that
(αkak)s = (αkak)(αkak)s (αkak)(αiai)s = 0,
so (αkak)s = 0, which is a contradiction. Thus (αiai)s  (αkak) for any i = k, and hence by a similar
argument used above, (αiai)s = 0 for any i = k. So s = (αkak)s. Then we have αk = 1, and aks = s,
that is, s ∈ (ak). Therefore S = (a1)∪ · · · ∪ (an). Similarly, S = r(a1)∪ · · · ∪ r(an). Since ai and a j are
orthogonal for i = j, it is clear that (ai) ∩ (a j) = ∅ and r(ai) ∩ r(a j) = ∅ for i = j. Thus the second
condition of Theorem 2.1 is satisﬁed.
For an element x =∑s∈S αss ∈ F [S], we deﬁne
supp(x) =
{
s ∈ S
∣∣∣ αs = 0 and αss is in the sum x =∑
s∈S
αss
}
.
To show that the third condition of Theorem 2.1 is also true, let I = {s ∈ S | s ∈ supp(x) for some x ∈ J }.
We ﬁrst show that J = {∑αss | s ∈ I}. It is clear that J ⊆ {∑αss | s ∈ I}. If s ∈ I , then there is
x ∈ J such that s ∈ supp(x), so x = · · · + αs + · · · , where 0 = α ∈ F . Since J is an -ideal and
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Now it is clear that J is an -ideal implies that I is an ideal of S0, Jm = 0 implies that Im = 0, and
Jn−1 = 0 implies that In−1 = 0. Thus condition (3) of Theorem 2.1 is satisﬁed.
Finally, let e ∈ S be an idempotent element of S . If s ∈ (e) ∩ r(e) for some s ∈ S , then s = es =
ese ∈ eFe implies that s is not a nilpotent element. Thus condition (4) of Theorem 2.1 is satisﬁed.
Since four conditions of Theorem 2.1 are satisﬁed, S0 is isomorphic to T 0n , so -algebra F [S] is
isomorphic to triangular matrix -algebra Tn(F ). 
Below we provide some examples.
Example 3.2. Here is an example of an -algebra which does not satisfy condition (4) of Theorem 3.1.
Let S = {a,b, c,d,d2, e} with the following multiplication table.
a b c d d2 e
a a 0 0 d d2 0
b 0 b 0 0 0 e
c 0 0 c 0 0 0
d d 0 0 d2 0 0
d2 d2 0 0 0 0 0
e 0 0 e 0 0 0
It is straightforward to check that S0 satisﬁes the associative law, so S0 is a semigroup with zero.
Consider the semigroup -algebra F [S]. Then DimF F [S] = 6 and 1 = a + b + c. Let
J = {αd + βd2 + γ e ∣∣ α,β,γ ∈ F}.
Then J is an -ideal of F [S] such that J3 = 0 and J2 = 0 since d2 = 0. But aF [S]a = Fa + Fd + Fd2
contains nilpotent elements, since d2 is a nilpotent element. Thus condition (4) of Theorem 3.1 is not
satisﬁed. Therefore, F [S] is not isomorphic to the triangular matrix -algebra T3(F ).
Example 3.3. In this example, we present an -algebra which does not satisfy condition (3) of Theo-
rem 3.1.
Let S = {a,b, c,d, e, f } with the following multiplication table.
a b c d e f
a a 0 0 d e 0
b 0 b 0 0 0 f
c 0 0 c 0 0 0
d 0 0 d 0 0 0
e 0 0 e 0 0 0
f f 0 0 0 0 0
Similarly it is straightforward to check that S0 satisﬁes the associative law. Then S0 becomes a semi-
group with zero. In the -algebra F [S], DimF F [S] = 6 and 1 = a+b+ c. From the multiplication table,
it is clear that for each x ∈ {a,b, c}, xF [S]x = F x. Thus condition (4) of Theorem 3.1 is satisﬁed. Let
J = Fd + Fe + F f . Then J is an -ideal of F [S] from the table. Clearly J2 = 0. Let I be an -ideal of
F [S] with Im = 0 for some m  1. Since a,b, c are idempotent elements, they are not in I , so I ⊆ J .
Thus I2 = 0 for any -ideal I , so condition (3) of Theorem 3.1 is not satisﬁed. Clearly F [S] is not
isomorphic to the triangular matrix -algebra T3(F ).
In [7], S. Steinberg has stated the following result.2
2 Professor Steinberg has kindly communicated a proof for the result with the ﬁrst author.
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and only if R satisﬁes the following three conditions:
(1) R is noncommutative and 3-dimensional over F .
(2) {a ∈ R | am = 0} is a 1-dimensional -ideal.
(3) R satisﬁes the identity ((x2)−)2 = 0.
He asked that using the identity ((x2)−)n = 0, what is the analogous characterization of Tn(F )?
A natural generalization of the above result to T3(F ) case is to change 3-dimensional in (1) to
6-dimensional, change 1-dimensional in (2) to 3-dimensional, and replace ((x2)−)2 = 0 in (3) by
((x2)−)3 = 0. However, Examples 3.2 and 3.3 show that this generalization is not true.
If in a semigroup -algebra F [S], S0 is also cancellative, then Theorem 3.1 is generalized by The-
orem 2.4. Let T 0n [G] be a Rees triangular matrix unit semigroup. Then it is straightforward to check
that the -algebra F [T 0n [G]] is isomorphic to the triangular matrix -algebra Tn(F [G]) over the group
-algebra F [S] with the coordinatewise lattice order.
Theorem 3.4. Let F [S] be an -unital semigroup -algebra over F , where S0 is cancellative. Then F [S] is
isomorphic to Tn(F [G]) (n 2), where F [G] is the group -algebra with the coordinatewise lattice order and
G is a ﬁnite group of order k, if and only if following conditions are satisﬁed.
(1) DimF F [S] = k n(n+1)2 .
(2) 1 is the sum of n disjoint basic elements.
(3) F [S] has an -ideal J such that Jm = 0 for some positive integer m and Jn−1 = 0.
(4) For each idempotent element e of F [S], eF [S]e = F [Se], where Se ⊆ S is a ﬁnite group of order k with the
identity element e.
Proof. We show that S0 satisﬁes the four conditions of Theorem 2.4. Similar to the proof of Theo-
rem 3.1, conditions (1), (2), and (3) of Theorem 2.4 are clearly satisﬁed by S0.
Let {ai | i = 1,2, . . . ,n} be the set of n orthogonal idempotent elements. Then for each i =
1,2, . . . ,n, ai F [S]ai = F [Sai ] implies that Sai = (ai) ∩ r(ai). Thus (ai) ∩ r(ai) contains no nilpo-
tent element and |(ai) ∩ r(ai)| = k. Let e be an idempotent. Then e ∈ (ak) for some 1  k  n, so
e2 = e = ake implies that e = ak since S0 is cancellative. Thus a1,a2, . . . ,an are the only idempotent
elements in S . Therefore, condition (4) of Theorem 2.4 is also satisﬁed by S0. 
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