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We study the periodicity of signs of Fourier coeﬃcients of the function,∏
d|α
f
(−qd)rd ,
where α is a positive integer, f (−q) =∏∞n=1(1−qn), and rd ∈ Z. As an application, we will
prove the periodicity of signs for the crank differences conjectured by G.E. Andrews and
R. Lewis and for the weighted counts of certain types of partitions.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction and statement of results
There has been an extensive study on determining when the Fourier coeﬃcients of modular forms f (z), especially Hecke
eigenforms, have inﬁnitely many sign changes and a lower bound for the ﬁrst sign change [11,4,6,12]. One motivation arises
from the fact that when f is an integer weight Hecke eigenform, the Fourier coeﬃcients of f are proportional to the Hecke
eigenvalues. These results rely on the properties of the associated automorphic L-functions. Once we know that there are
inﬁnitely many sign changes, it is natural to ask whether the sign changes are periodic or not. This is particularly interesting
for eta-quotients since Fourier coeﬃcients of eta-quotients often encode interesting combinatorial information as we will
see later in this section.
The goal of this paper is to study the periodicity of signs of a(n) deﬁned by
F (q) := F (exp(2π iτ ))=∏
d|α
f
(−qd)rd = ∞∑
n=0
a(n)qn, (1.1)
where α is a positive integer  3, f (−q) =∏∞n=1(1− qn), q = exp(2π iτ ), τ ∈ H, the upper half complex plane, and rd ∈ Z.
Note that F (q) is an eta-quotient up to a rational power of q. In this paper, we consider the case
∑
d|α rd = 1.
For a ﬁxed positive integer k, we deﬁne
o(F ,k) =
∑
d|α
(d,k)2rd
d
, and ‖r‖ =
∑
d|α
|rd|. (1.2)
For ﬁxed α  3, we assume that o(F ,k) 0 for all k|α and k < α. We also assume that −24 o(F ,α) =∑d|α drd < 0. Then,
we will prove the following theorem.
Theorem 1.1. Under the above assumptions, if a certain sum C(n), deﬁned by (3.5), is not equal to 0, then for suﬃciently large n, the
signs of a(n) deﬁned by (1.1) are periodic with period α.
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We will prove Theorem 1.1 by employing the circle method. Our proof will closely follow the argument of O.-Y. Chan [5],
who used it to prove a special case of our theorem.
As an application, we will establish the periodicity of the signs for certain crank differences. A partition λ of n is a non-
increasing sequence of natural numbers whose sum is n. To explain Ramanujan’s congruences for the ordinary partition
function, G.E. Andrews and F.G. Garvan [2] introduced the crank of a partition. For a given partition λ, the crank c(λ) of a
partition is deﬁned as
c(λ) :=
{
(λ), if r = 0,
ω(λ) − r, if r  1,
where r is the number of 1’s in λ, ω(λ) is the number of parts in λ that are strictly larger than r and (λ) is the largest
part in λ. Let M(r,N,n) be the number of partitions of n with crank ≡ r (mod N). Andrews and R. Lewis [3] showed that
∞∑
n=0
(
M(0,3,n) − M(1,3,n))qn = f 2(−q)
f (−q3) := g1(q), (1.3)
∞∑
n=0
(
M(0,4,n) − M(2,4,n))qn = f (−q) f (−q2)
f (−q4) := g2(q). (1.4)
In the same paper, Andrews and Lewis conjectured the following inequalities:
M(0,3,3n) > M(1,3,3n), (1.5)
M(0,3,3n + 1) < M(1,3,3n + 1), (1.6)
M(0,3,3n + 2) M(1,3,3n + 2), if n = 1, (1.7)
M(0,4,n) M(2,4,n), if n ≡ 0,3 (mod 4), (1.8)
M(0,4,n) M(2,4,n), if n ≡ 1,2 (mod 4). (1.9)
The ﬁrst three inequalities were proved by D. Kane [7], and O.-Y. Chan [5] proved the last two inequalities. After some
calculation, we ﬁnd that equality holds very rarely in (1.7)–(1.9). Therefore, Andrews and Lewis’s conjectures are essentially
equivalent to claiming that the signs of Fourier coeﬃcients of g1(q) (resp. g2(q)) have period 3 (resp. 4). Therefore, our
theorem provides a universal way to prove the Andrews and Lewis conjectures.
Corollary 1.2. The signs of the Fourier coeﬃcients of g1(q) have period 3, except for n = 5, 14, and 17, and the signs of the Fourier
coeﬃcients of g2(q) have period 4, except for n = 5, 11, 15 and 21.
Remark. In [5], Chan proved other conjectures regarding the signs of Fourier coeﬃcients for
f (−q2) f (−q3)
f (−q6) and
f (−q2)2 f (−q4)
f (−q) f (−q8) .
These results are also explained by our main theorem.
As another application, we also investigate periodicity for the following functions:
g3(q) := f (−q)
4
f (−q3)3 ,
g4(q) := f (−q)
2 f (−q2)
f (−q4)2 ,
g5(q) := f (−q) f (−q
3)
f (−q6) .
We can interpret g3(q) as a generating function for the weighted count for a certain type of partitions as follows. Let
g3(q) =∑∞n=0 a3(n)qn and D3(n) be the set of partitions of n into 4 distinct colors, say red, blue, purple and black, each
appearing at most once and the multiples of 3 can only have black color. Then
a3(n) =
∑
λ∈D3(n)
(−1)#(λ),
where #(λ) is the number of parts in λ. We can give similar partition theoretic interpretations for g4(q) and g5(q), which
we omit here.
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of g5(q) have period 6, except for n = 6, 7, 10, 12, 16, 19, 21, and 43.
This paper is organized as follows. In Section 2, we will review the circle method. In Section 3, we will prove Theorem 1.1
and its corollaries. We conclude this article with a remark on future work.
2. Preliminaries
In this section, we give a brief background on the circle method. For a series expansion of the form f (s) :=∑∞n=0 b(n)sn ,
by Cauchy’s integral formula, we have
b(n) = 1
2π i
∫
|s|=r
f (s)
sn+1
ds. (2.1)
We will integrate (2.1) over a circle of radius r = e −2πN2 := e−2πρ for a positive integer N to be determined. By following the
dissection given in [5, pp. 115–117] or [1, Chap. 5] and setting z = k(ρ − iϕ) and τ = h+izk , we arrive at
b(n) =
∑
1kN
∑
0hk
(h,k)=1
e
−2π inh
k
∫
ξh,k
f (τ )e2πnρe−2π inϕ dϕ (2.2)
where ξh,k = [−θ ′h,k, θ ′′h,k], and
θ ′h,k =
h
k
− h0 + h
k0 + k ,
θ ′′h,k =
h1 + h
k1 + h −
h
k
,
where h0k0 ,
h
k ,
h1
k1
are three consecutive terms of the Farey sequence of order N . Note that each θ satisﬁes 12kN  θ 
1
kN .
The following transformation formula of the Dedekind eta function will play an important role in the next section. For a
proof of the transformation formula, see [10, Chapters 3 and 4].
Theorem 2.1. For γ = ( a b
c d
) ∈ SL2(Z), we have
η(γ z) = e−π is(d,c)e π i(a+d)12c √−i(cz + d)η(z),
where s(d, c) is the Dedekind sum deﬁned by s(d, c) =∑c−1r=1( rc − [ rc ] − 12 )( drc − [ drc ] − 12 ).
We deﬁne ωh,k = eπ is(h,k). By using the fact that f (−q) = q−1/24η(z) and the transformation formula for the Dedekind
eta function (Theorem 2.1), we can derive the transformation formula for F (exp(2π iτ )).
Lemma 2.2. Let h, k be integers such that k > 0 and (h,k) = 1. For each d, let hd be an integer such that dhhd ≡ −(d,k) (mod k).
Then,
F
(
exp(2π iτ )
)=
(∏
d|α
ω
−rd
dh
(d,k) ,
k
(d,k)
√
d
(d,k)
−rd)
z−1/2 exp
((
−o(F ,k)1
z
+ o(F ,α)z
)
π
12k
)
×
∏
d|α
f rd
(
exp
(
(d,k)hd
k
+ i (d,k)
2
dkz
))
,
where o(F ,k) is a constant deﬁned in (1.2).
The following two estimations will be important in the next section.
Lemma 2.3. Let us deﬁne
I :=
∫
ξ
z−
1
2 exp
(
πb
12k
(
1
z
− z
))
e2πnρe−2π inϕ dϕ,
h,k
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I =
√
2
√
k
√
n − b24
cosh
(
π
k
√
2b
3
(
n − b
24
))
+ E(I), (2.3)
where |E(I)| e πb3 √2N e2π(n−
b
24 )ρ
π(n− b24 )
.
The proof of Lemma 2.3 is analogous to the proof of [5, Lemma 3.2], which proves the b = 1 case, so we omit it.
Let P (q) =∏∞n=1(1−qn)−1 =∑∞n=0 p(n)qn , the generating function for p(n). We will use the following estimate given by
Chan [5, Eq. (3.19)]:
∞∑
n=0
p(n)e−2π yn  exp
(
e−2π y
(1− e−2π y)2
)
:= U (y), (2.4)
where y is a positive real number.
3. Proof of Theorem 1.1 and its corollary
Since we follow the approach of Chan [5], we do not give every detail. By (2.2),
a(n) =
( ∑
1kN
(k,α)<α
+
∑
1kN
α|k
) ∑
0hk
(h,k)=1
e
−2π inh
k
∫
ξh,k
F (τ )e2πnρe−2π inϕ dϕ =: S1(A) + S2(A),
where A is the integrand.
First, we will estimate S1(A). By using the transformation formula (Lemma 2.2), (2.4) and the fact that 2πk Re
1
z  π , we
obtain
|A|
∏
d|α
√
(d,α)
d
rd∏
d|α
U
(
1
2d
)|rd|
exp
(
− π
24
∑
d|α
rd
d
)
exp
(
−b π
12
ρ
)
|z|− 12 e2πnρ,
where b = −o(F ,α). We deﬁne A1(α) by
A1(α) :=
∏
d|α
√
(d,α)
d
rd∏
d|α
U
(
1
2d
)|rd|
exp
(
− π
24
∑
d|α
rd
d
)
. (3.1)
Then, we arrive at∣∣S1(A)∣∣ 4A1(α)e2π(n− b24 )ρ√N. (3.2)
We now turn to the estimation of S2. By applying Lemma 2.2, we can see that
S2 =
∑
1kN
α|k
∑
0hk
(h,k)=1
e
−2π inh
k
∫
ξh,k
ω′h,kz
− 12 exp
(
πb
12k
(
z − 1
z
))
e2πnρe−2π inϕ dϕ
+
∑
1kN
α|k
∑
0hk
(h,k)=1
e
−2π inh
k
∫
ξh,k
ω′h,k
(∏
d|α
f rd
(
dhd
k
+ i d
kz
)
− 1
)
z−
1
2 exp
(
πb
12k
(
z − 1
z
))
e2πnρe−2π inϕ dϕ
:= T1 + T2,
where ω′h,k :=
∏
d|α ω
−rd
h, kd
.
By using a similar argument, we can get an upper bound for T2:
|T2| 4A2(α)e2π(n− b24 )ρ
√
N, (3.3)
where A2(α) is a constant deﬁned by
A2(α) :=
(∏
d|α
U
(
d
2
)|rd|
− 1
)
e
bπ
24 . (3.4)
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e
πb
12
∞∑
n=1
p(n)e−2πnx
is an increasing function in e−2πx since b 24.
Before proceeding, we need the following lemma, which is the key of our proof.
Lemma 3.1. Let us deﬁne C(n) as
C(n) :=
∑
(h,α)=1
1hα
e−2π inh/αω′h,α. (3.5)
Then, C(n) ∈ R for all n and the sign of C(n) is periodic with period α.
Since C(n) will determine the sign of a(n) for large enough n, the periodicity of C(n) will imply the eventual sign
periodicity for a(n).
Proof of Lemma 3.1. Let us deﬁne S(h) :=∑d|α rd S(h, αd ). Then, by using the simple properties for Dedekind sums,
s(d, c) = −s(−d, c) and s(d + c, c) = s(d, c),
we can see that
C(n) =
∑
1hα
(h,α)=1
exp
(
−2π inh
α
− π i S(h)
)
=
( ∑
1h<α2
(h,α)=1
+
∑
α
2 <h<α
(h,α)=1
)
exp
(
−2π inh
α
−π i S(h)
)
= 2
∑
1h<α2
(h,α)=1
cos
(
2πnh
α
+ π S(h)
)
,
which completes the proof. 
After estimating T1 by using Lemma 2.3 and setting N = 	
√
2π(n − b24 ) 
, we ﬁnd that
∣∣∣∣a(n) − C(n)
√
2
α(n − b24 )
exp
(
π
α
√
2b
3
√(
n − b
24
))∣∣∣∣ Err(n), (3.6)
where Err(n) is deﬁned by
Err(n) := 12
α
(
n − b
24
) 1
4
exp
(
π
2α
√
2b
3
√(
n − b
24
))
+ 19(e πb3 + A1(α) + A2(α))
(
n − b
24
) 1
4
,
provided n > 100.
Remark. In [5], Chan set N =
√
2π(n − b24 ), but N should be an integer. This affects the estimation for e2π(n−
24
b )ρ . The
condition n > 100 implies e2π(n−
24
b )ρ  3.
Since exp( πα
√
2b
3
√
(n − b24 ) ) dominates the other factors in (3.6), we can expect the sign of a(n) to be the same as the
sign of C(n) for large enough n. Now, we will establish a lower bound for this.
We deﬁne C = minn∈N |C(n)| and T =
√
(n − b24 ). Note that C > 0 by assumption. We want to ﬁnd a lower bound for T
satisfying
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√
2
α
1
T
exp
(
π
α
√
2b
3
T
)
>
12
α
√
T exp
(
π
2α
√
2b
3
T
)
+ 19(e πb3 + A1(α) + A2(α))√T , (3.7)
whence the sign of a(n) is determined by C(n). We divide (3.7) into two parts:
C
√
2
α
1
T
exp
(
π
α
√
2b
3
T
)
>
24
α
√
T exp
(
π
2α
√
2b
3
T
)
, (3.8)
12
α
√
T exp
(
π
2α
√
2b
3
T
)
> 19
(
e
πb
3 + A1(α) + A2(α)
)√
T . (3.9)
After some calculation, it is not hard to see that if
T >
4+ C
C
α2, (3.10)
then (3.8) holds, and if
T >
(
4+ ‖r‖)α2, (3.11)
then (3.9) holds. In summary, if (3.10) and (3.11) hold and n > 100, then the sign of a(n) is determined by C(n), and since
C(n) is periodic with period α, so is a(n). This completes the proof of Theorem 1.1.
Now we are ready to prove Corollary 1.2. For g1(q), by Lemma 3.1,
C(n) = 2cos
(
2πn
3
+ π
9
)
,
which gives
C(1) = 1.8793 . . . , C(2) = −1.5320 . . . , and C(3) = −0.3472 . . . .
Hence, we set C = 0.347. By (3.10), (3.11) and our main theorem, it suﬃces to check the periodicity up to n = 12800. This
can easily be done by MAGMA. For g2(q), by Lemma 3.1,
C(n) = 2cos
(
πn
2
+ π
8
)
,
which gives
C(1) = 1.8477 . . . , C(2) = −0.7653 . . . , C(3) = −1.8477 . . . , and C(4) = 0.7653 . . . .
Therefore, we set C = 0.765. At this time, it suﬃces to check the periodicity of g2 up to n = 12600. This is also done by
MAGMA.
The proof of Corollary 1.3 is similar. For g3(q), we obtain
C(n) = 2cos
(
2πn
3
+ 2π
9
)
,
and we can prove the periodicity by checking the ﬁrst 11000 terms. For g4(q) (resp. g5(q)), we need to check the ﬁrst
20800 (resp. 63600) terms to verify the periodicity.
4. Concluding remark
In a recent work [8], S.Y. Kang conjectured an Andrews–Lewis type inequality. If N(r,m,n) is the number of partitions of
n with rank ≡ r (mod m), then Kang showed that
g6(q) :=
∞∑
n=0
N(6)(n)q
n = f
4(−q3)
f (−q) f 2(−q6) ,
where N(6)(n) :=∑r=0,±1 N(r,6,n) −∑r=3,±2 N(r,6,n). Then, she conjectured the inequalities:
N(6)(2n) > 0, and N(6)(2n + 1) < 0,
i.e., the signs of the Fourier coeﬃcients of g6(q) are periodic with period 2. Though g6 does not satisfy the assumptions for
our theorem, this conjecture can be veriﬁed by employing the circle method. This suggests that we need a more general
theorem to classify which eta-quotients (up to rational powers of q) have periodicity for their signs of Fourier coeﬃcients.
Kang’s conjecture and this question will be discussed in the forthcoming paper [9].
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