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Abstract 
DPIV is the most commonly employed whole field measurement technique to 
quantify velocity field over a two-dimensional region within a flow. With the 
advancements in laser and digital camera technology time-resolved DPIV systems are 
now capable of recording digital images at kHz rates, and consequently, providing 
high spatial and temporal resolution velocity field data, which can provide turbulence 
statistics for the refinement of Computational Fluid Dynamics (CFD) codes. It is 
essential, however, the measurement errors associated with time-resolved PIV are 
quantified before comparisons with CFD code predictions are attempted. 
This thesis has identified, assessed and suppressed the inherent measurement errors 
attributable to the random positioning of particle images in an interrogation area, 
through a combination of theoretical modelling and experimental verifications. Two 
types of simulation were examined to quantifY the limitations in measurement 
accuracy for a time-resolved DPIV experiment. First is a uniform particle image 
displacement and the second is a uniform displacement gradient. 
A significant negative mean bias error was noted when the fast Fourier Transform 
(FFT) routine, the technique most favoured by commercial codes, and the direct 
digital cross-correlation routine, R(m,n) were used to compute the correlation field for 
an interrogation area size of 32 x 32 pixels. These errors were exacerbated when an 
interrogation area size of 16 x 16 pixels was used in order to increase the spatial 
resolution of velocity measurements. 
This thesis has shown, for the first time, that the negative bias normally attributable to 
the non-uniform weighting of the correlation function is, in fact, dominated by the 
effect of partial imaging of seeding particles that occurs at the edges of interrogation 
areas in DPIV. Hitherto in the scientific literature, the effect of these partial images 
has been assumed to be negligible. This thesis introduces Normalisation by Signal 
Strength (NSS) as the favoured means of normalisation, because NSS suppresses both 
mean bias and rms errors in the case where partial images are present. 
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Chapter 1- Particle Image Velocimetry (PIV) 
1.1 Introduction 
The accurate measurement of fluid flow velocity is an important aspect of many areas 
of engineering. These range from studies of internal and external flow in building 
design, aerodynamic analysis of aircraft and automobiles, investigations of in-cylinder 
flows in internal combustion engines to fluid flow transport in pipes, pumps and 
valves. 
In the past, pitot tubes and hot-wire anemometers have been used to measure flow 
velocity at a specific point in the flow. Although these techniques are still considered 
important, a non-intrusive measuring technique eliminates the disadvantages of 
having mechanical probes perturbing a flow. Yeh and Cummins (l964) introduced an 
optical, laser-based, non-intrusive technique termed Laser Ooppler Velocimetry 
(LOV), to obtain point-wise velocity measurement in a fluid flow. A detailed 
theoretical and experimental investigation ofLOV can be found in Ourst et al. {I 976). 
The LOV technique becomes more time-consuming and laborious when a two-
dimensional (20) velocity field is required, because the velocity vectors have to be 
measured individually. In the early eighties, a novel whole-field measurement 
technique, which provides an instantaneous velocity field over a 20 region, was 
pioneered by Pickering and Halliwell (I 984a) in the United Kingdom and 
contemporaneously by Adrian (1984) in the United States of America. This flow 
measurement technique is known as Particle Image Velocimetry (PIV). 
This chapter describes the historical development of PIV, which originated from the 
application of Laser Speckle Photography (LSP) in fluid flow. The advancements in 
PIV system for the last two decades, which have evolved from conventional PIV 
system that utilised photographic film to digital PIV (OPIV) systems, is presented. 
With further improvements in computing technology, digital imaging and laser 
illumination, OPIV systems are now capable of recording images of a light sheet in 
the flow field, at kHz rates. A time-resolved PIV experiment can now be used to 
investigate a flow field evolution over space and time. A section of this chapter wiIl 
12 
review some of the important studies conducted using time-resolved PlY. In addition, 
different processing algorithms used to extract quantitative information about the fl ow 
field, from the images recorded, are discussed. Finally, in the last section the 
contributions from this study and a thesis outline is presented . 
1.2 The Development of PlY 
Burch and Tokarshi (1968) measured displacements and deformations of a surface by 
using photographic recording and Young's fringe analysis. In their studies, a coherent 
light source was used to illuminate an opti ca lly rough surface. The di sp lacement of 
the surface was then recorded as a speckle pattern in a double exposure photograph. 
To define the surface displacement, a local area on the photographic transparency was 
illuminated with a laser beam, as illustrated in Figure 1.1 and a Young's fringe pattern 
was produced in the back focal plane, f, resu lting from the opt ica l Fourier 
transformation. The orientation of the fringe pattern formed is perpendicular to the 
direction of the displacement and the spacing between the fringes is inverse ly 
proportional to the magnitude of the displacement. 
Laser system 
Laser beam 
IIILmlnated region 
on the dotble 
exposed phot<qaph 
f f 
Folrler transform 
lens 
YOLng's fringe 
camera 
Observation plane fer 
YOLng's fringe 
Figure 1.1 Experimental arrangements for speck le pattern formation 
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Archbold et al. (1970) employed a Laser Speckle Photography (LS P) measurement 
technique to examine the surface di splacement ofa square plate. The mid 1970 's saw 
recognition of speckle metrology as a means of measuring di splacement in transparent 
solids. Barker and Fourney ( 1976) used a coherent light source to illuminate an 
interior surface of a transparent solid. The speckle patterns produced before and after 
the solid body deformation were recorded in a double-exposed photograph. The 
photographs were analysed to estimate the in-plane displacement vectors in the 
ilium inated plane. 
The first application of these laser-based imaging techniques to flu id fl ow studies was 
addressed by Barker and Fourney ( 1977). They used a double-pulsed laser light sheet 
to illuminate the interior of a circular pipe fl ow, as shown in Figure 1.2, and 
subsequently, recorded the resulting speckle patterns in a double-exposed photograph. 
Despite the fact that the light scattered from the fl ow was limited, they were still 
capable o f quantitatively measuring the flow velocity. 
Laser system 
Beam shaping optics 
Light sheet 
Illuminated 
---;:--- region In the 
flow 
Figure 1.2 Experimental arrangement for LSP 
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Subsequent investigation by Dudderar and Simpkins (1977) demonstrated that 
quantitative velocity data was obtained in a fluid flow seeded with small particles and 
they termed this technique Laser Speckle Velocimetry (LSV). In their study, the flow 
seeded with particles was illuminated with a continuously pUlsing laser, and the 
speckle patterns generated were recorded in a high-resolution film. The film was 
processed using the Young's fringe technique to estimate the displacement. Dudderar 
and Simpkins reported very close agreement between experimental measurements and 
classical theory for a fully developed laminar flow. Grousson and Mallick (l977) also 
employed the LSV measurement technique to investigate simple unidirectional 
laminar flow, normally referred to as the Poiseuille flow. 
Lourenco and Krothapalli (l987) showed that the application of LSV in turbulent or 
unsteady flows was undesirable. This is because the recorded speckle patterns become 
decorrelated due to seeding particles moving rapidly through the light sheet (i.e. out-
of-plane). As a result, the Young's fringe patterns produced have poor signal to noise 
ratio (SNR). Thus, LSV was constrained to investigate uni-directional and laminar 
flows (Simpkins and Dudderar (I 978} and Meynart (1980». 
Pickering and Halliwell (l984a) suggested that the illumination of seeding particles in 
air and liquid flows will produce individual particle images. They were the first to 
term this flow measurement technique as Particle Image Velocimetry (PIV) in their 
paper to Applied Optics in 1984. 
PIV requires seeding particles to be added to the flow to follow the motion faithfully. 
The choice of seeding particles (i.e. size and density) is an important factor because in 
a PIV experiment the flow velocity is directly represented by the displacement of the 
seeding particles. The seeding particle size should be large enough to scatter sufficient 
light and small enough to follow the flow faithfully (Durst et al. (l976) and Drain 
(1980». 
Some of the early experimental applications of PIV were carried out by Lourenco and 
Krothapalli (l986) who employed PIV to examine the near-wake flow field 
development behind a cylinder. Other examples of experimental studies driven by the 
needs for instantaneous two-dimensional velocity maps in a complex flow structure, 
15 
were carried out by Gray and Greated (1988) for water wave studies, Sharpe et al. 
(1989) for acoustics streaming and Towfighi and Rockwell (1993) for the study of air 
flow past a delta wing aircraft. 
A schematic diagram of a basic PlY experiment is illustrated in Figure 1.3. Thi 
figure shows a flow seeded with particles and illum inated by a light sheet. The light 
scattered by the illuminated particles is recorded by a camera in two exposures, 
separated by a small time interval. The image of a light sheet in the flow is subdivided 
into interrogation areas, and a processing algorithm is used to compute a correlation 
field between the two exposu res of an interrogation area. The spatial displacement of 
the particle images is estimated by the position of the peak in the correlat ion field . In 
Digital Particle Image Yelocimetry (DPIY), the centre of the peak is estimated to sub-
pixel accuracy by fitting a curve to the peak. A review of different processing 
algorithms to produce the correlation field is discussed in Section 1.3. The 
displacement data is divided by the time interval , to compute the average of veloci ty 
vectors correspond ing to the spatial displacement of particle images in the 
interrogation area . 
Laser sheet 
forming optics i~"'.· · 
v 
OOO( 000 
o 0 0 ® ) 0 0 
I mages captlXed 
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o 0 00 0 n j ,, ________ ..1 
Figure 1.3 Schematic ofa PlY experiment 
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Photographic film s were widely used in PIV experiments during the mid 1980' s to 
record and store panicle images because of the high reso lution of the recording; 
typically 70 to 100 lines/mm . The disadvantage of film, however, is the 'wet' process 
invo lved in developing the fi lm which is time-consuming and laborious espec ia lly if 
large data sets are required for re liable stati stica l measurement. Besides the 
inconvenience in 'wet' processing, when the film is illuminated to produce Young' s 
fringe pattern, the non-linearity lineari ty in the photographic process ing and emulsion 
shrinkage introd uces additional noise. Pickering and Halli we ll ( 1984b) reponed that 
by immersing the negatives in an index matching liquid gate solution, the phase no ise 
and distortion in a photograph negatives can be reduced, thereby improv ing the SNR 
in the Young's fr inge pattern. 
Disadvantages in the use of photographi c film have led researchers to employ digital 
imag ing techniques to capture panicle images. Full-frame charged-coupled device 
(CC D) sensors have a ll owed for a funda mental change in the nature of PIV image 
reco rd ing. The primary advantage of digital imaging is the direct input of 
experimenta l images to the computer without the necessity of ' wet ' processing. CCD 
cameras are used for fast image acqui sitio n of particles illuminated in the flow. With 
di gi tal imaging, the images can be stored direct ly in a digitised form on a computer 
and then processed numerica ll y, and hence, the term Digita l PIV (DPIV) is 
introduced. 
The advancement and evolution of PIV is well documented in a number of revi ew 
papers. Adrian ( 199 1) presented a complete rev iew on the deve lopment of low and 
high parti cle density PIV in his paper to Annual Revi ew of Fluid Mechanics. In 
addition, Hinsch ( 1993) addressed the optical aspects o f PIV measurement and Grant 
( 1997) documented a review paper on the evo lution and development of the PIV 
measurement technique. 
1.2. 1 Digital Partic le Image Velocimetry (DP1V) 
DPIV is capable of measuring a 2D velocity fi eld a lmost instantaneously. With the 
increase in the use of this technique, DP1V systems have become commercia lly 
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ava ilable. A layout ofa typica l commercially avai lable DPIV system used to measure 
a 2D ve locity fi eld in a water tunnel, is shown in Figure l A. The flow is seeded with 
particles and illuminated by a planar light sheet formed from a frequency-doubled, 
twin-osc illator, twin-amplifier Nd:Y AG (Neodynium doped Yttrium Aluminium 
Garnet) laser with an output at a wavelength of 532nm. The laser light scattered by 
the particles is recorded on a CCD camera in two exposures, separated by a small time 
interval. 
Tra.terse 
Controller 
Dcxble pu5ed 
Nd: YAG laser 
system 
Beam shapng 
opbCS 
Lghtsheet 
IlIumnated 
seed"9 
partICles 
Image IWfJyse< 
Figure l A Commercial DPIV system used to measure fl ow velocity in a water tunnel 
The timing of the Nd:Y AG laser is synchronised with the camera such that at every 
laser pulse the CCD camera takes a recording. The CCD camera starts recording the 
particle images on the first frame when the first light source is fired , and subsequently 
after a time delay the second frame starts recording when the second light pulse is 
fired. Hence, a pair of DPIV images is recorded. The recorded digital images are 
transferred to a computer fo r processing. The DPIV images are then sub-divided into 
interrogation areas and a cross-correlation processing a lgorithm is used to compute 
the average spatial displacement of particle images between the exposures for the 
same interrogation area. This process is repeated for each interrogation area, until a 
2D ve locity map is produced. 
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In commercial DPIV systems, the accuracies of the measured velocities are generally 
not quantified. Users often 'accept' the velocity map produced without questioning its 
accuracy. It is essential, however, to quantify the accuracy of all measurements before 
any reliable conclusions are drawn from the 2D velocity fields. In this study, the 
accuracy of processing algorithms are quantified and examined. 
1.2.2 Time-resolved DPIV 
For many years, DPIV has been limited by the capabilities of high resolution CCD 
cameras and pulsed lasers, which have restricted the measurement of 2D velocity 
maps up to 15 frames a second (Hz), with a resolution of 1000 pixels x 1000 pixels. 
However, in many high-speed applications, such as in-cylinder engine studies, the 
temporal information concerning the flow structure is important and this recording 
rate is insufficient to allow the extraction of useful information regarding the flow 
development. 
Fortunately, recent developments in camera and laser technology have greatly 
extended the DPIV recording rate and it is now possible to record DPIV image pairs 
at kHz rates. The derived velocity field information can be used to analyse the 
evolution of the flow structure over time. This section will briefly describe some 
important developments and applications of time-resolved PIV experiments. 
Quantitative measurements in an unsteady fluid flow using time-resolved PIV were 
first reported by Vogel and Lauterbom (1988). Other examples of experimental 
studies driven by the need to produce 2D velocity maps at faster rates were carried out 
by Kohler et al. (\993) for an in-cylinder engine study, and Lin and Rockwell (\999) 
to investigate an impinging jet flow. In these studies, double exposed images were 
captured, and an auto-correlation processing algorithm (Adrian (1988)) was employed 
to compute a correlation field. This method of processing suffers from directional 
ambiguity because it is not possible to distinguish particle images from the first and 
second exposure. Methods to resolve this problem were reported by Adrian (\ 986) 
using a rotating mirror, Coupland et al. (1987) using holographic techniques, 
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Landreth and Adrian (1988) using electro-optical methods, Grant and Liu (1990) by 
implementing a 'pulse tagging' approach and Haste (2000a) by employing different 
colour particle images. 
A very elegant way to resolve directional ambiguity is to record images of a flow field 
onto two independent frames, with one exposure on each frame. This approach was 
used in time-resolved PIV by Lecordier and Trinite (1999) and Zhang (2000) to 
investigate a turbulent flow in a propane-air mixture, and by Williams et al. (2003) to 
study the flow interaction with a bluff body. The time-resolved PIV system developed 
by William et al. is the fastest (Le. 20kHz) to date, and they reported a maximum 
random error of 15% for regions with high velocity gradients. Honore et al. (2000) 
reduced the size of interrogation areas to examine a flow experiencing strong velocity 
gradient. The errors generated by cross-correlating small interrogation areas are 
addressed in this current study. 
Digital methods of recording in a time-resolved PIV system were employed by 
Kawanabe et al. (1998) to measure velocity of a non-reacting jet flow. The images of 
the flow were processed using a fast Fourier transfonnation (FFT) algorithm because 
of the high computational speed (Cooley and Tukey (1965)). The FFT algorithm was 
also employed in time-resolved DPIV by: Son and Kihm (2001) to investigate 
turbulent flow generated behind a 'surf like' wave; Reeves et al. (1999) to study the 
temporal evolution of a flow in a SI engine; Whybrew et al. (1999) to examine the 
cyclic and transient flow in a IC engine, and Sung and Yoo (2001) to measure the 
velocity and vorticity fields from a vortex shedding in the wake of a cylinder. All 
these investigators computed the correlation field using the FFT routine, but failed to 
assess the errors. An examination of the errors which accrue in using an FFT 
processing algorithm is reported in this thesis. 
Since a time-resolved PIV system is capable of producing high spatial and high 
temporal 2D velocity maps of flow structure at kHz rates, it has now become possible 
to use these data to validate predictive Computational Fluid Dynamics (CFD) codes. 
The quantitative data from a time-resolved DPIV experiment can provide turbulence 
statistics of a flow, which then can be used to aid the development and validation of 
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computational codes such as Large Eddy Simulation (LES) or Direct Numerical 
Simulation (DNS). 
It is important to note that before any refinements are attempted with computational 
codes or any conclusions are drawn from experimental data, measurement errors 
associated with time-resolved DPIV should be quantified. In this thesis, the inherent 
measurement errors attributable to the variation in spatial positioning of particle 
images are identified and quantified. The current study will assess these errors 
through a combination of theoretical modelling and experimental verifications, and 
present a cross-correlation technique that is capable of reducing the errors. 
This section has described time-resolved PIV experiments performed to generate 2D 
velocity maps at kHz rates, and explained the importance of quantifYing the errors in 
time-resolved PIV. The following section will describe different processing 
algorithms used to compute a correlation field. 
1.3 PIV Processing algorithms 
DPIV and time-resolved DPIV systems record pairs of images of a flow field 
separated by a defined time interval. The images are sub-divided into interrogation 
areas, and an average displacement in each area is computed. The aim of the image 
processing is to determine the displacement of the particle images between two 
exposures of the same interrogation area by cross-correlation analysis. Thus, this 
section will review different types of image processing routines employed in PIV. 
A cross-correlation routine is used to compute the correlation field R(m,n) between 
first interrogation area, IJi,j) at time t and second interrogation area, I,(i,j) at 
t + M . The mathematical definition of R(m,n) is given by: 
K /, 
R(m,n)= I.I/,(i,j)I2 (i-m,j-n) (1.1) 
1=0 j=O 
for an interrogation region size of length, K and width, L. 
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The correlation routine defined in equation (1.1) was employed by Utami et a!. 
(1991), to obtain two-dimensional velocity fields for PIV images recorded from an 
open channel turbulent water flow. In their paper, they recognised that the R(m,n) 
routine was first used by Yano (1983), to obtain velocity measurements for a steady 
flow field, and a brief review ofYano's paper can be found in Utami et a!. because the 
paper was reported in Japanese. The R(m,n) routine will yield a different maximum 
correlation peak height (Le. signal) resulting from uneven illumination for both across 
and between two interrogation areas. In order to avoid changes in the maximum 
correlation peak height, R(m,n) is often normalised and as a result, comparison 
between two independent correlation fields are made possible. The R(m,n) routine is 
also normalised to correct for the non-uniform weighting of the correlation function. 
WilIert and Gharib (1991) used a normalised correlation function defined as, 
RN(m,n): 
K L 
LL,!,(i,j)I,(i -m,j-n) 
i=O j=O (1.2) 
to compute the correlation field for digitally recorded images of a flow field. In their 
work, the correlation routine was computed in the frequency domain using FFT. 
WilIert and Gharib assessed the accuracy of RN(m,n) by recording an illuminated 
plane of randomly located particles. Statistical measurements were taken by sub-
dividing the DPIV images into 32 x 32 pixels interrogation areas. A similar 
investigation to evaluate the accuracy of the correlation routine defined in equation 
(J.J) was also carried out by Guezennec and Kiritsis (1990), but in their study a 
computationally generated synthetic particle image field was employed. 
Another method of normalising theR(m,n) correlation field was addressed by Burt et 
a!. (1982), and they termed this normalisation technique, the variance normalised 
cross-correlation routine (VNCC). The mathematical definition of VNCC is given by: 
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K L 1:1:[1, (i,j)- I, ][1,(i -m,j -n)- I,] 
VNCC = ,=0 j=O 
[ 
K /. [ K L [ ])1, ~~ 1,(i,j)-I,f x ~~ 1,(i,j)-I,f 
(13) 
where I, and I, are the spatial mean image intensity for the first and second 
interrogation areas respectively. The VNCC routine was employed in PIV by Kimura 
and Takamori (1986) to measure the velocity of a flow around a circular cylinder. The 
performance of VNCC was investigated by WilIert (1996), who highlighted that the 
mean image intensity was subtracted to avoid changes in the maximum correlation 
peak height produced from varying illumination of the interrogation areas. 
In the late nineties, several investigators quantified measurement errors for digital 
cross-correlation routines. Huang et a!. (1997) and McKenna and McGilIis (2002) 
used different correlation routines, to compute correlation fields for interrogation 
areas with randomly distributed artificial particle images. Huang et a!. quantified the 
errors produced by the correlation routines, defined in equation (1.1) and equation 
(\.3), for a series uniform particle image displacements restricted to sub-pixel 
locations. In the current study, the errors generated by correlation routines defined in 
equation (1.I) for cross-correlating interrogation areas are presented, for a series of 
uniform particle image displacement that extends from sub-pixel to integer pixel 
locations. In addition, a normalised cross-correlation routine is introduced that is 
proven to be advantageous in reducing inherent measurement errors further. 
For a flow experiencing strong velocity gradients, Keane and Adrian (1992) described 
that a peak in the correlation field begins to reduce in height and eventually splinter. 
Because of this, a spurious vector is often produced from an interrogation area. 
Window deformation methods were employed to examine interrogation areas with 
large velocity gradients (Huang et a!. (1993), Scarano and Riethmuller (2000) and 
Nogueira et a!. (1999)). Another method used to alleviate problems with strong 
velocity gradients is to reduce the size of the interrogation area (Scarano (2002)). In 
this thesis, a flow experiencing displacement gradients is simulated and verified 
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experimentally, and the errors produced for different correlation routines are 
presented. 
lA Preface 
In a time-resolved PIV experiment, the images of a light sheet in the flow are 
recorded sequentially. These images are sub-divided into interrogation areas and a 
measured particle image displacement is calculated for each interrogation area. The 
spatial positioning of the particles from one realisation to the next in an interrogation 
area will change randomly. The aim of this thesis is to quantify the inherent 
measurement error in a time-resolved PIV measurement. It is important that the 
inherent measurement errors are quantified before comparisons with computational 
codes or deductions about turbulence level information are attempted. 
To assess the inherent measurement errors, a model is developed in Chapter 2 to 
simulate a time-resolved DPIV experiment in which particle images are randomly 
distributed in an interrogation area over subsequent realisations. In the first case, a 
series of 'known' (i.e. actual) uniform particle image displacements that extends from 
sub-pixel to integer pixel locations is modelled. To calculate the displacement of 
particle images between two interrogation areas, the correlation field is computed 
using a direct digital cross-correlation routine, R(m,n) and a fast Fourier transform 
(FFT) algorithm. Computation of cross-correlation using FFT is favoured by most 
commercial DPIV system because of the computational efficiency. The measurement 
errors generated for the routines are presented in Chapter 3. The R(m,n) and FFT 
routines underestimate the measured displacements, because the correlation peak is 
skewed towards lower values. In the literature this underestimation is associated with 
the weighting of the correlation function due to the decrease in overlapped area as the 
correlation field is calculated (Raffel et a!. (1998». Thus when a correlation peak (i.e. 
signal) is added on a 'pyramid' like noise floor, the peak will be skewed towards 
lower values, thereby generating a negative bias. 
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This thesis will show for the first time that the negative bias normally attributable to 
the non-unifonn weighting of the correlation function is, in fact, dominated by the 
effect of partial imaging of seeding particles that occurs at the edges of interrogation 
areas in DPIV. Hitherto in the scientific literature, the effect of the partial images has 
been assumed negligible (Westerweel (I993b)). 
Correlation routines which attempt to avoid negative bias, by normalising the R(m,n) 
correlation field using an appropriate weighting function (Raffel et al. (1998)) or by 
subtracting the mean image intensity in the interrogation areas prior to correlation 
(Westerweel (1997», are reviewed and examined in Chapter 4. Results show that the 
errors are significant even at commonly used interrogation area size of 32 x 32 pixels, 
and the errors are exacerbated if smaller interrogation area sizes of 16 x 16 pixels are 
correlate<,l. This thesis introduces Normalisation by Signal Strength (NSS) routine to 
reduce the errors due to partial imaging, and hence, suppress the measurement errors. 
Errors predicted by the model were verified by a carefully controlled experiment 
described in Chapter 5, in which particles randomly distributed on a glass slide were 
accurately displaced using a piezo-driven 2D traverse. Good agreement between 
model predictions and experimental data is achieved for equal-sized interrogation 
areas of32 x 32 pixels and smaller (i.e. 16 x 16 pixels). 
Measurement errors produced from a flow experiencing a uniform displacement 
gradient across an interrogation area are quantified and reported in Chapter 6, through 
a combination of theoretical modelling and experimental verification. It is shown that 
NSS is to be preferred, especially if smaller interrogation areas are employed to 
investigate flows with strong displacement gradients. In addition, Chapter 6 describes 
a unique 'Twin-Seeding' experiment that allowed two independent measurements of 
the same velocity field to be obtained, which ultimately defines the true noise floor in 
a time-resolved DPIV experiment. 
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The results presented in the various chapters are discussed in Chapter 7 to highlight 
the consequence of partial images at the edge of an interrogation area. It is shown that 
the NSS routine successfully corrected for the asymmetry in the correlation peak 
produced by partial images. Consequently, the signal to noise ratio (SNR) is preserved 
with the implementation of NSS, and as a result, the dynamic range of the 
measurement is increased. Additionally in Chapter 7, a concluding section is 
presented to recapitulate the main objectives, the essential results and the important 
conclusions drawn from this study. Recommendation for further work is described in 
the final section of Chapter 7. 
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Chapter 2 - Time-resolved DPIV Model 
2.1 Introduction 
Since the late eighties, Particle Image Ve\ocimetry (PIV) has been widely used by 
researchers to provide quantitative velocity data. This quantitative information helps 
to understand flow field phenomena, to validate predictive models and to provide 
direct engineering design information. An important aspect of many engineering 
flows is the temporal evolution of the flow. These studies are possible with time-
resolved PIV, where a highly repetitive light source and high-speed camera are used 
to illuminate and capture particle images at kHz rates. By doing so, time-resolved PIV 
is capable of producing high spatial and temporal resolution 2D velocity field maps, 
which can provide turbulence statistics for the flow investigated. This information can 
be used for the refinement and validation of CFD codes, but before any comparisons 
are attempted it is essential that the inherent measurement errors in time-resolved 
DPIV is quantified. 
In order to identifY and assess the errors, a model is developed to simulate a time-
resolved DPIV experiment. The description of the time-resolved DPIV model is 
separated into three sections. The first section describes the recording process for a 
seeding particle illuminated in the flow field, and the second section outlines the 
digitisation method used for a particle image. Finally, a region with randomly located 
particle images is generated and digitised to create a pixelated version of an 
interrogation area. Two flow fields consisting of a uniform velocity field and a field 
experiencing a uniform displacement gradient are simulated. 
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2.2 Particle image intensity distribution 
The model was deve loped based on the recording process of a DPI V experiment 
illustrated in Figure 2. 1. When a micron-sized seeding particle is illuminated by a 
pulsed light source, to a good approximation the parti cle can be represented as a point 
source in the fl ow and the camera produces an image of the particle on its CCD sensor 
array. 
Figure 2 .1 Typical recording process in DPIV experiment 
Since the partic le size is typica lly of the order of micro meters (i.e. I~m to 20~m), the 
particle is too sma ll to be reso lved in the image plane. Thus, a diffraction limited 
image is produced by the optica l system, which is called the Point Spread Function 
(PSF) (Goodman (1968)). Since the lens in the CCD camera is circula r, the PSF 
generates an Airy Disc pattern and the one-dimensional intensity distribution of the 
pattern, in the x-direction, can be expressed as: 
(2. 1) 
where 10 is the peak intensity in the image and J,(.Yj is the fi rst order Besse l function. 
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In the current model, the Airy Disc panern was approximated by a Gaussian curve as 
illustrated in Figure 2.2 and defined as: 
(2.2) 
where a , is the standard deviation. 
J(x) 
- - /lJry Disc 
- - - - - Gaussian Intensity 
Distribution 
, 
j \ 
j \ j , 
j \ I 
I 
, 
X , 
Figure 2.2 Approximating an Airy Disc panern with a Gaussian intensity distribution 
For an aberration-free lens with a focal length of f, the image of a sma ll particle at a 
distance z, between image plane and lens, and a distance Zo between object plane 
and lens, has a magnification, M, wh ich is given by: 
where the focal length, f , is defined as: 
I I I 
-=-+-f z, Zo 
(2.3) 
(2.4) 
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Goodman (1968) showed that the particle image is the convolution of the Airy disc 
function with geometric image of the particle. Consequently, Adrian ( 1995) showed 
that, when the parti cles with diameter, d p ' in the object plane are illuminated with a 
li ght source of wavelength, A, the partic le image diameter, dd' constructed at the 
image plane through an optical lens with a f-number, f ' , and a magnification, M , is 
given by: 
(2.5) 
Figures 2.3 and 2.4 show the di stribution of particle image diameter, dd in terms of 
micron (~m) and pixels (px) respectively for different magnification factors, M. In 
this simulation, a Nd: YAG laser with a wavelength, A of 532 nm was used as a light 
source to illuminate the particles in the object plane. The distance between the optical 
lens and the object plane Zo is var ied to examine the effects of magnification factor, 
M on particle image diameter when captured through a lens with a f-number, f ' = 8. 
The particle image is recorded on a 1000 by 1000 pixel CCD camera with an area of 
9 x 9 mm2, in which each pixel in the CCD camera is approximately 9 x 9 ~m2 
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Figure 2.3 Effect on dd with the variation of M for a range of dp (in terms of ~m) 
I In this thesis, the particle diameter was eSlimaled using equation 2.5 to define the diameter at the 
I /eo.s point. 1L is noted however, thallhe equation is inexact (Adrian and Vao ( 1985» . 
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Figure 2.4 Effect on dd with the variation of M for a range of dp (in terms of pixel) 
From the figures above, the particle image diameter, dd increases with the 
magnification factor M and the particle diameter d p _ For sma ll d p' the particle 
images are diffraction limited, and hence, a PSF is produced as an image. As the 
particle diameter is increased, the particle image diameter generated is a combination 
of the geometrical and the diffraction limit predictions, as defined in equation (2.5) . 
For large d p' however, the particle image diameter is dominated by the geometrical 
image of the particle. 
2.3 Digitisation process of Gaussian particle images 
In a DPIV experiment, particles illuminated by a light sheet (typically a Nd:Y AG 
laser) are assumed to be a point sources, and therefore, scatter spherical waves. The 
optica l system in the CCD camera produces an Airy Disc pattern which is then 
approximated as a Gaussian intensity distribution. 
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The particle images on the CCD camera are modelled as a two-d imensional Gaussian 
intensity profile, I(x,y) in the form of: 
(2.6) 
where the centre of the partic le image is located at (x" y,) with a peak intensity of 
10 (H uang et al. (1997)) . The standard deviation, a , is related to particle image 
diameter, dd by: 
(2 .7) 
The particle image diameter, dd was defined as e -y, intensity value of the Gaussian 
function. The Gauss ian particle image I(x,y) is digiti sed by integrat ing the light 
intensity over a pixel width, w to produce a pixelated particle image, J(xp,yp) at a 
pi xe l centre ~tp ,yp ) , which can be expressed by: 
(2.8) 
An example of a high-reso lution 2D Gaussian particle image and a corresponding 
pixelated image is shown in Figure 2.5(a) and Figure 2.5(b) respectively. The 
pixelated particle image was generated based on an 8-bit per pixel output format 
(p ixe l intensity of256), because this format is more commonly used in CCD cameras 
to record particle images fro m a DPIV experiment. 
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(a) Actual particle image (b) Pixe lated particle image 
Figure 2 .5 Gaussian particle image 
2.4 Simulation of a ' real' DPIV image 
Using the defi nition in equation (2.6), hi gh-resolution particle images were randomly 
located in a 3200 x 3200 pixe ls region as shown in Figure 2.6(a). This high-resolution 
image was then digitised to produce a pixelated version of particle images in a 32 x 32 
pixels inte rrogati on area l(xp, yp) as shown in Figure 2.6(b). By di gi ti s ing the high-
resolution image to create a pixelated interrogation area, it is possible to locate the 
centre of the Ga ussian particle image to within an accuracy of one-hundredth of a 
pixe l. 
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(a) Interrogation area image 
• 
(b) Pixelated interrogation area 
Fig ure 2.6 Partic le images distributed in an interrogation area 
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The model has also taken into consideration the overlap process, when two Gauss ian 
particle images a re very close together in an interrogation area. To a first 
approximation, the intensities of the overlapping Gaussian particle images can be 
added (Marxen et a l. (2000) and Goodman (1996)), as shown in Figure 2.7. 
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Figure 2.7 Intensities of particle images overlapping 
Having established the fu ndamental image generation for the model, such that the 
particle images generated closely resemble a 'real' DPIV experimental particle image, 
the next step is to employ the Gauss ian particle images to s imulate ' desired ' 
displacements in an interrogation area. In the model, two types of simulations were 
carried out to investigate and quanti fy the lim itations in measurement accuracy for a 
time-resolved DPIV experiment. First is a uni form partic le image displacement, and 
the second is a uniform displacement grad ient. 
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2.5 Unifo rm particle image displacement 
In order to simulate a uniform di splacement of particle images, the time-reso lved 
DPIV model randomly locates the centre co-ordi nates (x" y,), as shown in Figure 
2.8(a), of each hi gh-resolution Gaussian partic le image in the region. The individual 
partic le image is described as the two-dimensional Gaussian intensity profile, J(x,y) 
given by equation (2.6). 
(a) Centre co-ordinates of partic le images 
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Figure 2.8 Random pos itioning of particle centre with in the first interrogati on area 
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The region with high-reso lution part icle images was then digit ised using eq uation 
(2.8) to create a pixelated version of the first interrogation area in Figure 2.8(b). 
Having established the first interrogation area IJ(x",yp), the centre co-ordinates of the 
particle images in Figure 2.8(a) was subsequently shi fted by a known d istance (dx ) to 
generate a 'new' set of centre co-ordinates, as illustrated in Figure 2.9(a). The high-
resolution particle images I(x ,y) are mapped aga in and the digitisation process was 
then repeated to create the second interrogation area h (.r",yp), as shown in Figure 
2.9(b). 
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Figure 2.9 Positions of particle centre within the second interrogation area 
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In order to a produce uniform particle image displacement between two interrogation 
areas, which extends from sub-pixe l to integer pixel locations, the region with high-
reso lution particle images were shifted by a distance of d, = IOn , where n = 0, I, 2, 
.. . 100. As a result of the digitisation process, pairs of pixelated interrogation areas 
were generated for partic le image displacement of 0 to 10 pixels, in the intervals of 
one-tenth of a pixel. 
A pair of interrogation areas, in which the first interrogation area has randomly 
located partic le images, is then displaced to create the second interrogation area, as 
shown in Figure 2. 10. The interrogation areas were processed to compute a 
correlation field, which indicates the displacement of particle images between two 
interrogation areas. The peak in the correlation field was fitted with a curve to 
estimate the di splacement in fractions of a pixe l. The processing algorithms and curve 
fitting routines involved in est imating the mean displacement of partic le images are 
discussed in the following chapter. 
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Figure 2.10 A pair of interrogation area processed to compute the correlation field 
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Most of the simulat ions carried out in the past (Jambunathan et al. ( 1995), Huang et 
a l. ( 1997)) examined the perfo rmance of the processing routine by in vestigating a 
uni form pa rtic le image displacement, re tricted to sub-pixe l d isplacements. In th is 
thes is, the sim ulation was extended to examine measurement errors from sub-pixel to 
integer pi xe l locations, and the measurement errors are presented in percentage terms 
rather than pixels which is much more useful for DPI V users. 
2.6 Displacement gradient 
A one-<fimensional di splacement gradi ent model was generated by randomly 
distributing the hi gh-reso lution Gaussian partic le images in a region, as described in 
Section 2.5. The reg ion was dig itised to c reate a pixe lated version of the first 
interrogation area, 1,(xp,Yp) as shown in Figure 2. 11. 
Hav ing establi shed 1,(xp,Yp ), the high-resolution partic le images in the region were 
then translated by a displacement, tu, which is given by: 
t1x, = my, +c (2 .1 0) 
where m is the gradient, y, is the centre co-ordinate of the particle image in the y-
d irecti on and c is the d isplacement at y, = O. The gradient, 111 is defi ned as: 
111 = tan a (2.11 ) 
where a is the gradient angle defi ned Figure 2. 12. 
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(a) Centre co-ordinates of particle images 
(b) Pixelated interrogation area 
Figure 2. 1 I Random positioning of particle images in the fi rst interrogation area 
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Figure 2.12 Displacement gradient 
A high-resolution particle image at (x;, y.) was shifted according to c.x" in order to 
create a particle image at (x, + my, +c,yJ This process was repeated for a ll the high-
resolution particles in the region, and then the digitisation process was carried out to 
create the second interrogation area, I , (x p' y p) shown in Figure 2 .1 3. 
The particle images were translated a distance c.x" where each particle image in 
1\ (x P,yp ) was shifted by the gradient, m, appl ied to the interrogation area in the x-
direction. This process was repeated to produce pairs of interrogation areas for various 
degrees of grad ient, a where a = 0°,4°, ... 24°. The gradient was varied to produce a 
variation in image displacement across the interrogat ion area from 0 to y, particle 
image diameter. The model was used for two simulations, a uniform particle image 
displacement and a uniform displacement gradient. 
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(a) Centre co-ordinates of particle images 
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Figure 2,13 Particle images in the second interrogation area 
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2.7 Simulation parameters for T ime-Reso lved DPIV model 
In the model severa l simulation parameters can be changed, including interrogation 
area size, partic le image diameter and particle image seed ing density. To ensure that 
the analys is provides information about the measurement errors generated from the 
variation in spatial positioning of particle images, the following parameters were 
used: 
• Particle image diameter of 2.8 pixels was used to avoid errors from poor 
particle image reso lution, 
• Particle image seeding of 22 per 32 x 32 pixels region was used to avoid errors 
from poor Signal to Noise ratio (SN R). 
A typica l interrogation area size used in DPIV is 32 x 32 pixe ls. However, it has 
become common to use smaller sizes after sequential window shifting to increase 
spatia l resolution or avoid problems with strong velocity gradients. For interrogation 
area size of 16 x 16 pixels, 6 particle images were used to mainta in constant seeding 
density per unit area. In what follows, area sizes of 32 x 32 pixels and smaller are 
studi ed. Measurement errors generated for different particle image diameters and 
particle image seeding densities for a 32 x 32 pixe ls interrogation area are reported in 
Appendix A I and Appendix A2 respectively. 
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Chapter 3 - Errors in DPIV Processing 
3. I Introducti on 
In thi s chapter, different types of correlat ion routines are reviewed and the accuracy of 
their performance is assessed. The correlation is computed using a direct digital c ross-
corre lation routine in the spat ia l domain, R(m,n), a fast Fourier transformation (FFT) 
algorithm in the frequency domain, and FFT with zero padding. A Gaussian curve 
fitting routine employed to estimate the centre of the correlation peak to sub-pixel 
accuracy is also described herein. 
Measurement errors produced by the correlati on rout ines over 300 real isations of the 
same DPIV experiment are presented fo r a range of uniform particle image 
di splacements. The errors are due so lely to the changes in spatial position of seeding 
particle images between individual reali sations. 
3.2 Direct digital cross-correlation routine, R(m,n) 
The first correlation routine described is the direct digital cross-corre lat ion routine, 
R(m,n). The R(III ,n) routine is computed in the spatial domain for two corresponding 
interrogation areas, l l ij) and h (ij), and is defined as; 
R{m,n) = LI.J, {i,j)l , (i - m,j - n) (3. 1) 
, J 
Interrogation areas of any size can be conveniently used to compute R(I1I,n), because 
the correlat ion process is done in the spatial domain. For equal sized areas, l ,(ij) of 
size N x N is shifted around l,(ij) to produce a [(2N- I) x (2N-I)) correlation field. 
For each shift (m,n), the sum of products of all overlapping pixel intensities produces 
one corre lation value in the R(m,n) correlation field. The number of multiplications 
and summations increases in proportion to overlap area between two interrogation 
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areas, which is indicated by the hatched region in Figure 3. I. Thus, several thousand 
computations are required to compute and construct one correlation fi e ld. A 
correlation field for uniform displacement of images is shown in Figure 3.2. 
Figure 3. I Illustration of R(m,n) correlation process for equal size interrogation areas 
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Figure 3.2 Correlation field produced by the R(IIl,n) correlation routine for a uniform 
displacement 
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This 63 x 63 corre lati on field is produced by computing the R(I/I,II) routine for two 
eq ual s ize 32 x 32 pixels interrogati on areas, in which the pa rticle images in the first 
interrogation area are displaced by 2 pixels in the x-d irection to form the second 
interrogation area. The peak produced in the corre lation fi e ld was used to estimate the 
fractional displacement of the particle images. With an increase in di splacement, the 
corre lation peak height begins to reduce because of corre lated partic le images which 
are lost from the second interrogation area . 
In practice, to avoid a loss of correlated particle images, the R(m,lI) routine can be 
employed to compute the correlation between a smaller, first interrogation area and a 
larger, second interrogation area (Huang et al. ( 1997)). In the literature, the correlation 
between two unequal size interrogation areas was used to minimise the out-of-pattern 
or in-plane loss-of-pairs (Adrian ( 1991 ) and Huang et al. ( 1993)). 
3.3 Corre lation using a Fast Fourier Transform (FFT) routine 
Corre lati on can be achieved in the frequency domain and thi s is ava il able in 
commercial DPIV systems using the fast Fourier transform (FFT). Use of FFT for 
both equal sized and different s ized interrogat ion areas means the computation is 
much more efficient. 
In DPIV, the FFT routine is evaluated by a complex conjugate multiplication of two-
dimensional Fourier transformed interrogation areas. The routine is defined as; 
I , (i, i)® I , (i ,i) <;::> FFT' (7, (~, Tt) x J,' (~, Tt)) (3 .2) 
where i,(,g,17) denotes the Fourier transform of I,(i,i) and i,' (,g, Tt) represents the 
complex conjugate of the Fourier transform of I , (i ,i) . 
Despite the computational efficiency, digital computing of the FFT routine suffers 
from wraparound errors due to the assumed periodicity of the signa l when the FFT 
algorithm is used (i.e. circu lar convolution). Thus, aliasing is present because the 
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sampling frequency is not high enough to sample the signal, and hence, the signal 
begins to overlap in the frequency domain (Gonzales and Wintz (1987» . In order to 
overcome wraparound errors, Westerweel ( 1997) demonstrated the use of zero 
padding with FFT. The FFT with zero padding is computed by padding the 32 x 32 
pixels interrogation area to 64 x 64 pixels with zeros prior to computing the 
correlation fi e ld using eq uation 3.2. This process is ill ustrated in Figure 3.3. The 
R(m,n) corre lation routine can be computed with negligible error using the FFT 
routine with zero padd ing. This is demonstrated in Section 3.6. 
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32 x 32 
interrogation area 
Zero pad from 32 x 32 to 64 x 64 
interrogation area 
Zero pad from 32 x 32 to 64 x 64 
interrogation area 
Real to complex 
20 FFT 
FFT(/,)= i, 
Complex conjugate 
multiplication 
Rm = /, .i,· 
20 complex to rea l I FFT 
FFT -1 (RFI'T ) = Rn 
Rea l to complex 
20 FFT 
FFT(i, ) = i, 
Conjugate 
transform 
Conj{l,)= i,· 
64 x 64 correlation surface 
Figure 3.3 R(m,n) routine computed in the frequency domain 
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3.4 Correlation peak centre location: Gaussian curve fi t 
Once the correlation fi e ld is formed, the integer location of the highest peak in the 20 
array of the correlation plane is determ ined. Around the peak location of the 
correlation fi eld, a 3-point estimator is introduced to determine the fracti onal 
displacement of the particle image pairs. The error inherent in ca lculating the position 
of the centre of the correlation peak is ± 0.5 pixe ls and it is necessary to locate the 
corre lat ion peak more prec ise ly by fitting a profil e to the pixelated peak. A Gauss ian 
curve fi t routine is the most commonly used routine to estimate the fractional 
di splacement of particle images. This is because, in PIV partic le images are 
approximated to a Gauss ian particle image, as described in Section 2.2. 1. The 
correlation between two Gauss ian particle images produces a Gauss ian correlation 
peak, as shown in Figure 3.4. Therefore, in most PIV analysis a Gaussian curve fit 
routine is employed. 
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-Gaussian particle image 
I I 
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I 4' "r 
-;~i~ ~ . Correlation field 
< I 
I :~~~. in the shape of a 
-~-~ Gaussian part icle 
-+-..., 
t t ~ image 
Figure 3.4 Correlation between two Gaussian particle images 
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For a Gaussian correlation peak centred at a pixe l location of (x" y..), the true centre 
of the peak at (x P" y pt ) is given by (Willert and Gharib (1991 )): 
log R(x, - I, y, )- Iog R(x, + I,y, ) 
x p' = x, + 2(log R(x, - I,y, )- 2 10g R(x" y,)+ log R(x, + I,y,)) (3 .3) 
log R(x" y, - I) - log R(x" y, + I) 
yp' = y, + 2(log R(x" y, - 1)- 2 10g R(x" y, )+ log R(x" y, + I)) (3.4) 
This is illustrated in Figure 3.5 
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Determine the Integer location (xc, yJ 
R(xc - l,yJ 
x- direct ion 
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~ ........ 
R (xc, yc - 1) 
y - direction 
R(xc +l,Yc ) 
Curve fit 
routine 
R(xc> yc + 1) 
Around peak location curve is fitted 
to find fractional displacement 
Figure 3.5 Estimation of particle image di splacement to sub-pixe l accuracy 
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3.5 Measurement errors in time-resolved DPIV 
The model described in Section 2, was used to generate 300 twin-image rea li sations 
of the same interrogation area . These images were produced to simulate a time-
reso lved DPIV experiment, in which the spatial pos itioning of the particle images in 
the first image of an interrogation area were changed randomly for each reali sation. 
The correlation routines defined in Sect ion 3.2 and 3.3 were used to compute a 
correlation field, and a di splacement was measured to sub-pixel accuracy using a 
Gauss ian curve fit. Changes in measured di splacements were produced because of the 
variation in the symmetry of the correlation peak. When averaged, the changes in the 
shape of the corre lation peak produce an offset (bias) in the measured di splacement 
from an actual (true) displacement. The changes in the shape of the correlation peak 
are due to variations in the spatial positioning of part icle images between twin-images 
of interrogat ion areas, and associated loss of correlated partic le images. The 
di sagreement between the true di splacement and the measured displacement is the 
measurement error and can be sub-divided into two components; mean bias e rror and 
random error. 
For an actual particle image displacement, dQ a measured di splacement, d; was 
calculated, where i = I, 2, ". Nand N is the tota l number of rea li sations. Hence, a 
mean displacement, dm can be evaluated. The difference between the mean measured 
di splacement and actua l displacement is defined as the mean bias error, wh ich is 
given by: 
(3.5) 
The random error is defined as the deviation of the measured displacement from the 
mean displacement, which is termed as root mean square (rms), cr and given by: 
( , )'" 1 N -0'= - I(d, -d.,) N 1=1 (3.6) 
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The accuracy of the measured di sp lacement, and thereby the accuracy of the mean 
bias error and rms error, is dependent on the minimum resolvable particle image 
displacement. In order to access thi s accuracy, a one-unit change in a 256 gray sca le 
pixel intensity va lue (i.e. 8-bit) was quantified. To do this a high-reso lution Gaussian 
particle image was digitised, as described in Section 2.3 , to create a pixelated version 
of a particle image. By doing so, the intensity at the centre of the pixelated particle 
image was 256 gray sca le, and the va lues either side are 106 gray scale. When the 
gray sca le value on either side of the centre changes by one unit (i.e. 107 or 105), the 
minimum resolvable particle image di splacement computed using equation (3.3) is 
0.003 pixel. Therefore, the accuracy of the mean bias error and rms error generated 
for the correlation routines is bounded to ± 0.003 pixel. The centre location of the 
particle images, however, is known to an accuracy of 0.0 I pixels as described in 
Section 2.4. 
This section has defined the errors in time-reso lved DPIV measurements. The 
subsequent section will quanti fy the measurement errors produced for the correlation 
routines for uniform particle image di splacements. 
3.6 T ime-resolved DPIV errors for uniform di splacements 
The model was used to simulate a time-resolved DPIV experiment in which a 
sequence of first and second exposure rea li sations of the same interrogation area was 
generated. Each realisation contained the same true di splacement value between 
exposures, but in each case, the spatial positions of the seeding particle images were 
varied randomly, as would be the case in a rea l experiment. An interrogation area size 
of 32 x 32 pixels was chosen and, in order to ignore errors from poor signal to noise 
ratio (SNR) and inadequate pixe l resolution, 22 particle images with 2.8 pixe ls 
diameter respectively were randomly di stributed. 
The mean bias error (db) and the rms error (0) defined in equation (3.5) and (3.6) were 
evaluated for the correlati on routines described in Section 3.2 and 3.3. These were 
ca lculated for a series of uniform particle image di splacements extending from sub-
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pixel to integer pixel locati ons. The inherent error plots, due to variations in spatial 
di stribution of particle images, fo r the R(m,n), FFT and FIT with zero padding 
routines are presented in this secti on. 
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Figure 3.6 Error plots for R(m,n) and FFT with zero padding in terms of pixels 
Mean bias (db) and rms (cr) e rrors for the R(m,n) and the FFT with zero padding 
routines are shown in Figure 3.6(a) and Figure 3.6(b), respect ive ly. The errors plots 
produced by both routines are, for practica l purposes, identica l. 
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The mean bias errors and rms errors for the R(m,n) and FFT routines are shown in 
Figure 3.7(a) and Figure 3.7(b) respectively. The db error shows a negative bias in the 
measured displacement for both R(m,n) and FFT routines. In addition, the rms error 
increases as the particle image di splacement increases. The cyclic pattern and the 
overall trend in the mean bias error plot will be discussed in the foll owing chapter. 
00 1 .-~--~--~--~~--~--~--------, 
....... ~ ..... _.: __ . ____ .: ____ .. _.~_._._ ... __ L.. ____ .L_. --- R(m,n) . 
000 
. . .. " FFT 
...... ~ ....... j.-.-.... j ........ ~ .. -.... ~ ........ : ........ : .. . 
: : : : : : : 
~0 1 
! 
~ "()02 ~ 
" ~
.!! ..() 03 
<> 
••••••• ! ••• =.~ c .. ~ -O04 ~05 
.. ;-_ ...... : ........ ! ........ : ....... : ........ ! ........ : ....... :- ....... : ....... . 
~06 +-~'---r' --~·---r' --~' --~'r-~' --~'--~' --4 
o 2 4 6 8 10 
Pixel displa cement (px) 
(a) Mean bias error 
006 .---------~--~~--~--~~--~--, 
005 
=== ~t;', n) .... . ...... ; ....... , ....... :.. . •• 
..... , ... : .. , .... .;. ... , .... , ..•••. , •••• ' ...... ' . .t .. Jf.\~ 
~ .M ,m 
, ... : """ A'~ ~l".. ' . 
004 .... . ~...... . .. .. . ··" i··!'..1 ~ 003 ...... '~~ ~fiOO ~~ W ·.A._~ . -: ~ 
~ I "' ~ r"'fr · ·~ '· , ·f .. ·:· ; ... :.l ... 
~ 002 . ~ '. . :- ...... , ..... ; .... , •.•. 
'" . ..... ..... .: ···i··· 
001 ......... , ..... :--- . . . , ..... ; .... , ..... ,~. ···;·····,····1 
i ··· ..... , ... :' ....... + ... +.. ~ 
ooo t ···+···+·····,····'·· .. ·i····-i-· .. ·· •. f····· .• ····-i-····1 , , 
o 4 
Pixel displacement (px) 
(b) rms error 
Figure 3.7 Error plots for R(m,n) and FFT in terms of pixels 
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In the literature, to date, measurement errors are most often quoted in tenns of pixels. 
In this study, the mean bias errors and rms errors in pixe ls are a lso presented in 
percentage terms since for PIV users it is more useful to quote errors in percentage 
(%) rather than pixels. 
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Figure 3.8 Error plots for R(m,n) and FFT in terms of percentage 
The results in Figure 3.8 shows that by computing the R(IIl,n) and FFT routines, for an 
actual partic le image displacement of I pixel, a negative mean bias error of 3.5% and 
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3% is respectively produced, with an apparent rms turbulence intensity of 2.5% when, 
in fact, no turbul ence is present. The latter is purely an artefact of the changi ng spatial 
pos ition of seeding particle images between reali sati ons. 
Depending on the flow to be examined by time-reso lved DPIV, this apparent level of 
turbulence intensity is sign ificant. Clearly for low turbulence level fl ows (i.e. less than 
5%) the use of thi s technique for measuring fl ow statistics would be precluded. The 
current study will investigate the source of the errors and introduce a correlation 
routine that is capable of suppressing the errors. 
3.7 No ise fl oor characteristics for R(II1,n) and FFT 
Previous studies of errors in cross-correlation (Raffe l et al. ( 1998» noted that the 
negative mean-bias in measurements produced by the R(II1,n) corre lation routine for 
equa l-sized interrogation areas are associated with the weighting of the correlation 
funct ion due to the decrease in overl apped area as the correlation field is calcu lated . 
To investigate the noise fl oor generated by the routines, twin images of 32 x 32 pixels 
interrogation areas with uncorrelated particle images in them were processed using the 
R(m,n) and FFT routines. This process was repeated for 300 realisations, and in this 
way, when averaged, a mean background noise level was generated . 
By computing uncorrelated particle fields with R(II1 ,n), a ·pyramid-like' noise floor is 
produced, as shown in Figure 3.9(a), due to the non-uniform weighting of the 
correlation function. Thus, when a correlation ·signal ' peak is added, the centre of the 
peak will be biased toward s lower values, thereby producing a negative bias. This 
process is illustrated in Figure 3.1 O(a) for an actual displacement of 4 pixels. Raffel et 
al. (1998) highlighted this as the reason fo r the underestimation in measured 
displacement. 
With the implementation of the FFT routine, a flat noise floor is produced, as shown 
in Figure 3.9(b), due to wraparound errors, as discussed in Section 3.3. Intuiti vely, 
one would not expect a bias in the measured displacement for the FFT routine because 
the peak is added to an essentia lly flat noise fl oor shown in Figure 3. 1 O(b). The resu lts 
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presented in Figure 3. 7(a), however, clearly indicate a negative mean bias error for the 
FFT routine. In addition, it is clear from this figure that the mean bias error produced 
by the FFT and R(IIl ,n) routines are very similar. 
Thus, the 'pyramid-li ke' no ise fl oor is not the only fac tor which leads to an 
underestimation in the measured displacement, because with a flat noise fl oor in the 
FFT routine a negative mean-bias in measured displacement is still produced. The 
cause of thi s mean bias error has not been reported prev iously and will be di scussed in 
detail in the next section. 
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Figure 3.10 Cross-sect iona l view of the correlation fie ld in the x-direction 
3.7. 1 Partia llmaging 
The bias error which has not been quantified previously is that assoc iated with partia l 
images. In a DPIV ana lysi s, an image of a fl ow fi eld is sub-divided into interrogation 
areas prior to corre lation. In each interrogation area, parti c le images often sit across 
the boundary of the interrogation area. These are re ferred to as partial images. These 
images can produce a considerable bias in the estimated displacement; generating an 
error more significant than that generated by the ' pyram id-li ke ' noise floor. 
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To explain the effect of partial imaging, interrogation areas contai ning just two 
particle images were generated and two simple cases were studi ed. In the first case, 
shown in Figure 3.1 1, two complete particle images from first interrogation area are 
shifted by two pixe ls in the x-direction, such that one of the images in second 
interrogation area contains a partial image at the boundary. 
First interrogation area Second interrogation area 
Figure 3.1 1 Partial imaging in the second interrogation area 
The corresponding one dimensional correlation values computed by the R(m,n) and 
FFT routines are shown in Figure 3.12(a) and Figure 3. 12(b) respectively. When a 
Gaussian curve is fitted to the correlation peak, the fracti onal displacements estimated 
are skewed negat ive ly. In this simple example, the measured displacement computed 
for R(m,n) and FFT is 1.90 pixel, for an actua l displacement of2 pixel. 
(a) R(m,n) routine 
t-
u.. 
u.. 
o , 
x-plxel 
(b) FFT routine 
Figure 3.12 Correlation values for a partia l image in second interrogation area 
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The interrogation areas for the second example are shown in Figure 3.13. In contrast 
to the previous example, the first interrogation a rea contains a partial image of a 
particle. In the second interrogation area, again created by shifting the first 
inte rrogation area by two pixe ls, the particle images are complete. 
First interrogati on area Second interrogation area 
Figure 3.13 Partial imaging in the first interrogation area 
The measured displacement estimated from the one dimensional correlation values 
produced by R(III,n) and FFT are again skewed negative ly, as shown in Figure 3. 14. 
Sim ilar to the previous example, the measured displacement computed for R(III ,n) and 
FFT is 1.90 pixel , for an actual displacement of2 pixe l. 
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Figure 3.14 Correlation val ues for a pa rtial image in first interrogation area 
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It is interesting to note that for both of these cases, i.e. pan icles clipping in the first 
interrogation area or the second interrogation area, a negative mean bias is produced 
for both the R(III ,n) and FFT routines. 
3.7.2 An Investigation of Complete Panicle Images 
To further quanti fy the effect of pania l imaging on the cross-correlation process, the 
model was used to generate a series of interrogati on areas in which there were only 
complete panicle images. The model was con fi gured to di stribute panicle images in 
the first interrogation area such that only complete images appeared in the region and 
it was also ensured that after displacement, only complete images appeared in the 
second interrogation area. By computi ng the R(m,n) correlation fi eld, a symmetrical 
correlation peak is produced since cross-correlating two separate images, that are 
identical except for the second interrogation area being a shi fted version of the first, 
produces a symmetrical corre lation fi eld centred on the di splacement value. In thi s 
way, the peak is not biased. 
In order to produce a bias in the displacement for complete particle images, a 
·pyramid-li ke' noise fl oor was generated in the correlation fi e ld by distributing an 
additional 6 uncorrelated complete images in the first and second interrogation area. 
Thi s number of uncorrelated panicles images was chosen because when the part ic le 
images in the first region are shi fted by a quan er ( y. ) of the region size, approx imately 
6 uncorrelated panicle images can be contained in the second interrogation area. The 
addition of uncorrelated panicle images can be related to a turbulent fl ow DPIV 
experiment in which third component velocities produce ' new' uncorrelated images in 
the second interrogation area. 
In thi s analysis, 300 reali sations of the same interrogation area (i.e. 32 x 32 pixels) 
with complete panicle images and additional uncorrelated panicle images (total 
seeding density of 28 images) were processed using R(m,n), for a series of uniform 
particle image di splacements. 
60 
Mean bias error (db) produced for the R(II/,n) routine, as illustrated in Figure 3.15, for 
complete images (i.e. with and without uncorrelated particles) are compared with a 
' real' case where partial images and uncorrelated complete images are included. The 
seeding density is 22 in the laner case. This fi gure highlights that interrogati on areas 
with partial images produce an underestimation in the measured disp lacement. It is 
c lear for the R(II/,n) routine when complete uncorrelated images are added to generate 
a pyramid noise floor, the negative mean bias produced is much less than that 
produced by the effect of partial imaging. 
These results show that for an interrogation area size of 32 x 32 pixels, the negative 
mean bias is significantly increased by the effect of partial imaging rather than that 
so lely attributed to the non-uniform weighting of the correlation function reported in 
the literature. The cycl ic panem in the mean bias e rror is an artefact of the digitisation 
process and will be di scussed in Chapter 4. 
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3.8 Summary 
In thi s chapter, commonl y employed correlation routines for DPIV have been 
described. The measurement errors in a time-resolved DPI V experiment have been 
exp lained, quantified and reported fo r a series of uniform particle image displacement. 
Importantly, in thi s chapter, it has been shown that partial images at the edge o f an 
interrogation area produce a s ignificant bias in the estimated displacement. 
It sho uld be highlighted that, normalisation of the R(m,n) correlation field by overlap 
area (Raffel et al. (1998», and subtracting the mean image intensity from the first and 
second interrogation area prior to R(m,n) correlation (Westerwee l ( 1993a), McKenna 
and McGillis (2002», were methods prev iously reported to suppress the mean bias 
error. They concluded that by so do ing, the negative mean bias produced by the 
' pyramid ' noise fl oor was significantly reduced. In the next chapter, correlation 
routines employed in the past (Raffel et al. ( 1998) and Westerweel ( 1997» are 
reviewed and examined, and it will be shown that normali sation by overlap area can 
reduce the mean bias errors due to partia l imaging but fails to reduce the rms errors. In 
particular, an improved corre lation routine will be introduced that reduces both mean 
bias and nns errors in the real case where partial images are present. 
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Chapter 4 - Normalisation of the correlation field 
4. 1 Introduction 
Normali sati on of the correlation fi e ld has been employed prev iously (see Section 1.3) 
to avoid changes in the correlation peak height caused by variations in particle image 
fi eld illumination, variations in particle image seeding density and also electronic 
imaging noise. The objective of this chapter is to review and examine two types of 
correlati on technique previously employed to avoid the bias caused by the non-
uniform weighting of the correlation function and to introduce a new normali sation 
routine, name ly Normali sation by Signal Strength (N SS), to suppress the 
measurement errors. 
The first normalisation technique investi gated was normali sation by overlap area 
(Raffe l et al. (1998)) and the second was subtraction of mean image intensity in the 
interrogation area prior to correlati on (Westerweel ( 1997)). In what fo llows, the mean 
bias and rms errors for the correlation routines are presented for a series of uniform 
particle image di splacements. As for the results presented in the previous chapter, 
error stati stics were calculated for 300 realisations of a 32 x 32 pixel interrogation 
region with 22 part icle images that are 2.8 pixels di ameter. In addition, the errors 
generated for correlation of smaller interrogation area size (i.e. 16 x 16 pixels), and 
also, errors produced for correlation of smaller and larger region are presented. 
4.2 ormalisation of the correlation fi e ld with overlapped area 
For equa l size interrogation areas, the correlation function is non-uniformly weighted 
due to the reduced overlapped area as the correlation field is ca lculated. In order to 
compensate for the non-uni form we ighting, the correlation magnitudes are norma lised 
by the area of overlap. 
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The normalisation of the R(III,n) correlation field with overlap area, RoA(m.n), is 
defined as: 
I I I, (i,) )/, (i - m,) - n) 
ROA (Ill, n) = -"-'J __ --;(~')--­
A m,n 
(4. 1) 
where A (m,n) is the weighting function (i.e. overlapped area) illustrated in Figure 4.1 . 
And the normali sation of the FFT correlation field with overlap area, FFToA(III ,n), can 
be written as: 
(4.2) 
where i ' (~" 7) and i ,'(';,l/) are defined in equation (3 .2) 
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Figure 4 .1 3D surface plot of overlap area 
By computing 300 realisations of uncorrelated particle fields using RoA{m,n), and 
averaging, an approx imately flat noise floor is produced, as shown in Figure 4.2. This 
is because the 'pyramid-like ' noise floor ill ustrated in Figure 3.9(a) generated using 
R(m,n) is normalised with the overlapped area, which is in the shape of a pyramid. 
With the implementation of the FFToA(II1 ,n) routine, however, a ' valley- like ' shape 
noise fl oor is generated, as shown in Figure 4.3. This is because the 'flat ' noise floor 
shown in Figure 3.9(b) generated using FFT is normalised with the weight ing 
function in Figure 4.1 , produced by the reduced area of overl ap. 
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Figure 4.2 Noise floor for RoA(m,n) correlation field 
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Figure 4.3 No ise floor for FFToA(m,n) correlation field 
Mean bias and rms errors for RoA(m,n) compared with R(III,n) are shown in Figure 
4.4(a) and Figure 4.4(b) respectively. By computing RoA{m,n} the mean bias error is 
suppressed because norma li sation by overlap area inherently corrects for the non-
uniform weighting of the correlation function , and also compensates for the negative 
skew in the R(m,n) correlation peak caused by partial imaging, which is the dominant 
source of bias error as discussed in Section 3.7.2. 
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Figure 4.4 Error plots for R(m,n) and RoA(m,n) routines 
The reason this happens can be seen in Figure 4.5 . This figure presents the mean bias 
errors for 22 and II particle image seeding density with 2.8 pixels particle image 
diameter, and 22 particle images with 5.6 pixels image and includes both the R(m,n) 
and the ROA(m,n) correlations. It can be seen that for all the cases examined the 
RoA(m,n) routine reduces the mean bias error significantl y. 
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Examination of equation (4.1) and the Gaussian curve fit equations (equation (3.3) 
and (3.4» reveals that scaling the R(m,n) correlation values effectively adds a constant 
shift (see Figure 4.6) to each of the measured displacements calculated by the R(m,n) 
routine, and for a given di sp lacement thi s shift varies. Thus, the underestimation in 
the R(m,n) measured displacements due to partial imagi ng and the non-uniform 
weighting of the correlation function are compensated with the implementation of 
ROA(m,n). 
It can be seen in Figure 4.5 that for both the 2.8 and 5.6 pixel particle diameters that 
there is a rapid increase in the mean bias error as the di splacement increases from zero 
to I pixel. This bias can be attributed to the effect of partial particle images. After thi s 
initia l rapid increase, the mean bias error then slowly increases with increasing 
displacement. The reason for the slow increase is that with increasing displacement, 
the number of part ial images rema ins constant whilst the number of complete 
correlated particles in the overlapped area reduces. Hence, the signal level reduces as 
the area at maximum correlation reduces and the relative effect of the partial imaging 
increases with increasing di splacement. So, by normalising the R(m,n) correlation 
field with the overlapped area, this inherently reduces the negative mean bias error. 
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In computing RoA(m,n) for different particle image seeding densities and particle 
image sizes the constant shift (i.e. bias correction) changes. The effect of the bias 
correction produced by the overlap area norma li sation is clearly seen in Figure 4.6, 
wh ich presents a compari son of ROA(m,n) and R(m,n) for an actual displacement of 3 
pixe ls. In Figure 4.6(a) fo r 22 particle images with 2.8 pixe ls image, the RoA(m,n) 
displacements are seen to be modified fro m the R(m,n) values by an almost constant 
(positive) shift of 0.036 pixels, and when the di splacements are averaged a small 
mean bias error (i.e. +0.002 pixel) is produced. For II particle images with 2.8 pixels 
image as shown in Figure 4.6(b), however, an average shift of 0.034 pixels is 
produced, and hence, a negative mean bias error (i.e. -0.003 pixel) is generated for 
RoA(m,n) . In Figure 4.6(c), as the particle image diameter is increased to 5.6 pixels 
with 22 particle images, the measured displacements produced by the RoA(m,n) 
routine generates a negative mean bias error (i.e. -0.0183 pixel) because the RoA(m,n) 
displacements are modified by an average shift of 0. 153 pixels from the R(m,n) 
va lues. 
Despite the fact that the mean bias error is small, however, there are still 
consequences for rms errors as demonstrated in Figure 4.4(b), because the 
normali sation by overlap area does not account for the variations in correlation peak 
shape caused by the random positioning of the particles in the interrogat ion area. As a 
result, the spread of the RoA(m,n) measured displacement val ues rema in unchanged, 
and hence, the rms errors produced are similar to those produced by the R(m,n) 
routine. 
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The mean bias and rms error for FFToA(m,n) and FFT for 22 part icle images with 2.8 
pixels d iameter are shown in Figure 4.7(a) and Figure 4.7(b). Simila r to the 
performance of ROA(III,n) , the FFToA(III,n) routine proved advantageous in suppressing 
the mean bias error due to partial imaging, but failed to reduce the rms errors. This 
happens for the same reasons as described previollsly when the measurement errors 
for ROA(III,n) is compared with R(III,n). 
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Figure 4.7 Error plots for FFT and FFToA(m,n) routines 
70 
Although the FFToA(III,n) routine demonstrates improvements in mean bias error, the 
' valley-like' noise fl oor will tend to skew the correlation peak towards larger values, 
thereby producing a positive mean bias error. This is illustrated in Figure 4.8, and the 
resu lts are compared with FFT which produces a negative mean bias error because the 
effect of partia l imagi ng. 
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Figure 4.8 Mean bias error for FFT and FFToA(III,n) routines 
4.3 Mean image intensity subtraction prior to correlation 
In this section measurement errors are presented for the corre lation between two equal 
size interrogation areas after mean image intensity subtraction, RMs(lII,n), which was 
defined by Westerweel ( 1997) as: 
RMS (III , n} = II[I, (i,})- J, ][/ ,(i - m,} - n} - J,l (4.3) 
, } 
where I , is the mean image intensity of the first interrogation area and I , is the mean 
image intensity of the second interrogation area. 
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The noise floor field prod uced using R",s(m,n) is shown in Figure 4.9, and it is 
essentially flat because by subtracting the mean image intensity the 'pyramid ' noise 
fl oor in Figure 3.9(a), produced from the non-uniform weighting of the R(m,n) 
correlation function, is removed. 
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Figure 4.9 oise fl oor for R",s(m,n) correlation field 
The mean bias and rms errors for RAdm,n) compared with R(m,n) are shown in Figure 
4.IO(a) and Figure 4.1 O(b). By computing RMS(m,n), it is clear that the bias error is not 
reduced because the subtraction of mean image intensity in the interrogation areas 
although correcting for the non-uniform weighting of the correlation function has no 
influence on the effect of partial imaging, which is the dominant source of bias error. 
For an actual particle image displacement between 0.1 to 0.5 pixels, however, a 
reduction of bias error is noted because the decrease in pixel mean bias error, as 
shown in Figure 4.11 , are enhanced as a percentage mean bias e rror for sub-pixel 
locations. By computing the RA·d m,n) routine, the rms error produced as shown in 
Figure 4.1 O(b) is similar to R(II/,n) because the local variations in correlation peak 
shape due random positioning of particle images are not corrected. The next section 
will introduce a correlation routine that is capable of correcting for these effects, 
thereby suppressing the measurement errors. In brief, the RMs(m,n) routine showed no 
significant advantage in reducing the measurement errors. 
72 
6 
___ R(m,n) 
RMl m,n) .. 
.............. __ ..... ...... _-. 
..... _........... . .... ........... . 
..... -....... ................. . 
2 4 6 
Pixel displacement (px) 
(a) Mean bias error 
..... _- •........• -_ ..... . 
....................... .. 
....... ........ .. ........ 
.......•. ................ 
8 10 
6 .-~--~~--~~--~~--------, 
" R(m,n) 
... -.... ~ ....... ~ .... ··+ ·······~·······1·····-·· : --- RMsfm,n) . 
5 .. ... "':" ...... ~ .... _ .. ! ....... 'r-"" ·'1'··· ····~··-·····t·······T· ...... ! .... _._. 
~ .... : ....... : .. ·····!········r·······r·······~···-····:·······~-·······l········ 4. .l ....... !. .. : ........ ~ ...... ; ......................... ; ................ . ~ I... t· 'j' .... ; . ··[1[·, .. ··1.. .... :· .... · ! 3 .... '::.:::::::-::::::: ::::::: ' ::::;:::::;.::::::: 
et: 2 · .. l········; · .. ···1········: ·······r·······~········i········ 
······1······ ":' ...... t·· ..... ~ ...... "1'" .... . 
······~·· ····· ·:·······T······· ~····· ···j····· ··· 
2 4 6 8 10 
Pixel displacement (px) 
(b) rms error 
Figure 4.10 Error plots for R(m,n) and R,dm,n) routines 
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Figure 4.11 Mean bias error for R(m,n) and RMs(m,n) routines 
4.4 Normalisation of correlation field by signal strength 
In the previous chapter, it was discovered that partial images at the edge of an 
interrogation area skews the correlation peak negatively and produces an 
underestimation of the measured di splacement. Previously, in the literature the 
underestimation has been so lely attributed to the non-uniform weighting of the R(m,n) 
correlation field . In order, to remove the bias it is essentia l to correct for the 
asymmetry of the correlation peak caused by the partial images. It has been shown in 
Section 4.2, that normalisation of the R(IIl,n) correlation field with overlap area was 
capable of reducing the mean bias error, but failed to reduce the rms error. 
Since each correlation value in the R(m,n) routine is defined by the sum of products of 
all overlapping pixel intensities, normali sing by the pixel intensities that have 
contributed to the correlation values, will inherently reduce the variation in the 
correlation peak shape caused by the loca l variation in partic le image spatial position 
per unit area across the interrogation area, which also includes the effects of partial 
imaging. This can be accomplished by normali sing the correlation field by the signal 
strength. 
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Norma lisation of the correlation field by the pixel intensities corresponding to the 
overlapped area has been recogni sed and addressed by Huang et al. ( 1997). In their 
study, the FFT correlation field was normalised by signal strength, FFTs , which was 
defined as: 
Signa l strength 
(4.4) FFTss FFT 
r.... 1 '(· .)" 1 '( .. ) l!< ~,.JE A I 1, ) ~,.)e A 2 I , ) J ~ 
where A denotes the overlapped area between I, and 12 for the respective correlation 
field. Signal strength is defined as the product of part icle image intensities 
corresponding to the overlapped area, used to calcu late an individual correlation va lue 
from two equal size interrogation areas. By computing the signal strength for 300 
realisations of uncorrelated part icle fields, and averaging, a ·pyramid-like' signal 
strength fie ld is produced as shown in Figure 4. 12. 
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The noise fl oor generated using FFTss is a ' valley-like ' shape as illustrated in Figure 
4.13. This is because the relatively flat noise floor produced using the FFT routine is 
divided with a ' pyramid-like' shape in the signal strength fi e ld . 
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The mean bias and rms error generated fo r FFTss and FFT are presented in Figure 
4. 14(a) and Figure 4.14(b) respecti ve ly. The mean bias error produced by FFTss is 
reduced because the errors due to partial imaging are reduced. The ' va lley-like ' noise 
fl oor in the FFTss routine, however, will skew the correlation peak towards larger 
values thereby producing a pos iti ve bias. This bias error is illustrated in Figure 4. I 5 
for FFTss compared with FFT. In Figure 4. 14(b), the rms error generated by FFTss is 
reduced compared with FFT, but the perfo rmance of FFTss beyond 5 pixels is similar 
to FFT. Examination of Figure 4. I 3 shows that the noise leve l increases with 
d isplacement. T he increased noise produces an associated increase in rms error. 
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77 
0 03 .---~, --~--7, --~--~--~~--~--~--, 
.. ..;. ..... -.;.- .- -... :......... ·t······ ··:.·· ··· ·· .:···· ···':'······· 
o 02 :::t:::.::::;:: ~ :·~;: ~ ;:::~\1·; ... ;;:.~~ :. :r 
001 ...... . !.... -,i,. '~"' ~" 'T '·· 0\. r . "; ·OV .. FilrL " '''); '~f-'v.. '!'I'' : • .. : ..... : . .. .. ~ .. !.'! .. . 
~ 0 00 ~"':'" .. ~ .. "'1- .- ... ~ "'1' ... : •.. .. :.. ~. --~- ... . 
-- ...... -;- ...... -: .- ... : .... -... ~ ....... ~ ...... -.: ... .. -.. :.- ..... ~ ........ : ...... . 
~ -{) 01 --····+·-·--··: · ···-·-·~····-···f·-·-···~-····--·;·-··- ... ~ ...... ~ .- ... -.. :- ...... -
Cl) •••••• ~ ••••••• • ••• -.-. ; ••• - •••• ~ ••••••• ~ •••••••• • - ••••••• ~ ••••• - • • •• - ••••• : •••••••• 
~ -0 .02 ... -~ .... -.. . .. -.- .. ;.- ... --.~ ... _ ... .: ........ :-. -.- .. . ~.- .. -.. ; .. ---- .. ; ....... . j -0 03 ::. kf\J.~\4~ :~t ::;:::l::::i::::: :: :i~: i! ' rJ I~ 
-006 +---~-;~~---r--~--r-~---T--~--, 
o 2 4 6 8 10 
Pixel displacement (px) 
Figure 4.15 Mean bias error for FFT and FFTss routines 
In what follows the measurement errors fo r an improved correlation routine, 
normal isat ion by signa l strength (NSS) are presented. In this technique the correlation 
fie ld computed using the R(m,n) routine is norm alised by signal strength in the 
overlap area, NSS, which is defined as: 
( LLl,(i, j)I, (i-m,j-n) R m,n) NSS = - --'---'---'-- = j 
Signal strength [" I 2 ( . ')" I '(' .)lY, 
lL,.}EA 1 I , j L..JI.!EA 2 I,) J-
(4.5) 
By computing the NSS routine for 300 reali sations of uncorrelated partic le fields and 
averaging, an essentially flat noise floor is produced, as shown in Figure 4.16. Thi s is 
because the ' pyramid-like' no ise fl oor generated usi ng R(m,n) is d ivided with the 
' pyramid-like' shape in the signa l strength field. 
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In this simulation, the measurement errors produced by the NSS routine, for a series 
of uniform partic le image di splacement, are compared with FFT and R(m.n), and the 
results are presented in Figure 4. 17. The mean bias and rms errors produced by FFT 
and R(m.n) are reduced with NSS, as illustrated in Figu re 4. 17(a) and Figure 4.17(b). 
With the implementation of NSS, the effect of partial imaging is reduced, and hence, 
the mean bias error. Importantly, normalising the R(m.n) correlation field with the 
signal strength takes account the variations in particle image distribution across the 
interrogation area over subsequent real isations, thereby generating smaller rms errors. 
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Figure 4.17 Error plots for NSS, FFT and R(m,n) routines 
The advantage of normali sation by signal strength is demonstrated in this analys is. In 
the case of FFTss, a positive bias was produced, as illustrated in Figure 4.18, because 
of the ' valley-like ' noise fl oor. With the implementation of NSS, however, a fl at noise 
floor is generated, and thereby, the noise fl oor does not bias the measured 
displacement. It is clear that the use of SS is to be preferred for optimum accuracy. 
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The cyclic pattern in the mean bias error as shown in Figure 4. 18, is produced by the 
digitisation process. As a result of this process, non-Gaussian digitised panicle images 
are produced fo r sub-pixe l locations in the pixelated interrogation area. In additi on, 
when panicle images are overlapped in the interrogat ion area, non-Gaussian panic le 
images are produced. This non-Gaussian effect generates bias errors that are virtua lly 
zero at integer pixel and half-pixel values and maximum at Y. and ,!. pixel values. It is 
important to note that this digiti sation effect is not peculiar to the mode l, but is also 
present fo r a 'rea l' experimental study which is reported in the next chapter. 
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Figure 4.18 Mean bias error for NSS and FFTss 
In Figure 4.5, it has been shown that by computing the ROA (m,n) routine the mean bias 
errors are reduced, however, there are sti ll consequences for rms errors as 
demonstrated in Figure 4.4(b). The NSS routine was a lso used to compute the 
correlat ion field for 22 and II panicle images with 2.8 pixe l panic le images and 22 
panicle images with 5.6 pixels image, and the mean bias errors generated are 
compared with R(m,n) as shown Figure 4 .1 9. It can be seen that NSS successfully 
suppresses the mean bias error because the NSS routine reduces the negative skew in 
the R(m,n) corre lation peak due to panial imaging, and as a result, the underestimation 
in the R(m,n) measured displacement values are corrected. 
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To demonstrate the effect of the NSS routine, Figure 4.20 presents the measured 
displacement distribution for NSS and R(m,n) for an actual displacement of 3 pixels. 
It can be seen that for all three cases examined, each individual measured 
displacement is corrected closer to the actual disp lacement by the SS routine. This 
can be compared with the normalisation by overlap area, RoA(m,n), presented in 
Figure 4.6, where the bias correction simply prov ided a ' shift ' in the measured 
displacement, providing a correction for the mean bias error, but not adequately 
accounting for random particle positions. By correcting each measured displacement 
and accounting for the random pos itioning of the particle in the interrogation area, the 
spread of data is dramatically reduced by the application of the NSS routine, and 
hence, the rms error is suppressed. 
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In brief, the RoA(m,n) routine was capable of reducing the bias error because the effect 
of partial imaging and non-uni fo rm weighting of the corre lation fu nction are 
compensated for. This fo rm of norm alisation is effecti ve ly the same as NSS if it 
assumed that a constant seeding image density ex ist across the interrogation area. Thi s 
is not the case in practi se and consequently ROA(III,n) is unable to suppress the rms 
errors which are due to the loca l variations in seed ing image density (including the 
effect of partial imaging) . With the implementation of SS, however, the local 
variations in particle image seeding density per un it area across the interrogat ion 
region which also includes partial images is accurately accounted for, and by doing 
so, both the mean bias and rms errors are suppressed. 
Thi s section has demonstrated the performance of SS in reducing both the mean bias 
and rms errors for a series of uni fo rm partic le image di splacements, fo r a commonly 
used interrogation area size of 32 x 32 pixe ls. The fo llowing section will examine the 
measurement errors produced by NSS compared with the FFT and R(III,n) routines for 
smaller interrogation area sizes. 
4.5 Measurement errors produced by correlati on routines for sma ller interrogation 
area size 
In practice, in a DPIV experiment smaller interrogation area sizes are often used to 
increase the spatial resolution of the ve locity measurement and also to examine 
regions of a fl ow experiencing large veloc ity gradients. In the laner use of smaller 
interrogation area avoids loss of corre lation peak due to large changes in image 
displacement across the interrogation area. In this analysis, the measurement errors 
produced for SS are compared wi th FFT and R(III,n), for series of uni fo rm part icle 
image displacements for a 16 x 16 pixels interrogation area . The model deve loped in 
Section 2.5 was used to generate 300 realisations of 16 x 16 pixels interrogation area, 
and in order to maintain constant density ratio per unit pixe l area, 6 particle images 
with 2.8 pixel particle image diameter were di stributed randomly in the interrogation 
area to avo id errors from other sources. 
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The mean bias and rms error for NSS compared with FFT and R(IIl ,n) are shown in 
Figure 4.2 I(a) and Figure 4.2 I(b), respective ly. It is clear fro m these results that the 
use of NSS to avo id excessive errors from partia l imaging is vita l when correlation of 
a small interrogation area is employed. It can be seen in Figure 4.2I(a) that the FFT 
and R(II/,n) routines generate mean bias errors as high as 12% at sub-pi xe l 
di sp lacements, and for di splacements between I pixel to 5 pixels bias errors of 7.5% 
to 2.5% are produced respectively. By computing the NSS routine, however, the mean 
bias error is suppressed to less than I % for all di splacement from 0 to 10 pixels. NSS 
also demonstrates si milar advantage in reducing the rms errors as shown in Figure 
4.2 I(b) . 
The performance of FFT is seen to fail beyond a displacement of 7 pixels, due to the 
loss of a correlation peak in the correlati on fi eld caused by large partic le image 
di splacements. With the app lication of R(IIl,n) , however, the loss of correlati on peak is 
avoided because the R(IIl,n) correlation fie ld size is (2N-I ) x (2 -I ), where N is the 
size of the interrogation area, and thereby, a correlation peak can be located and a 
measured di splacement can be computed . Despite this, the rms error deteriorates 
beyond displacements of 7 pixels. To exam ine thi s effect, the absolute difference 
between adjacent correlation values either s ide of the correlation peak normalised 
with the correlation peak height is computed. The absolute differences are examined 
for correlation fields computed using the NSS, FFT and R(II/,n) routines and the 
results are presented in Figure 4.22. It can be seen in Figure 4.22 that as the 
di splacement increases, the abso lute differences for R(m,n) and FFT increase due to 
an increase in the effect of partial imaging. This is because with increasing 
displacement the number of complete corre lated particles reduces, however, the 
number of partial images remains constant. As a result, the effect of partia l imagi ng 
increases with increasing displacement. By computing NSS, however, the R(II/ ,n) 
correlation field is normali sed by the signal strength (NSS) corresponding to the 
particle image intensities that has contributed to the R(m,n) correlation va lues. With 
the implementation of NSS, the effect of partial imaging is reduced and the loca l 
variation in correlation peak shape is corrected. As a result, the absolute difference 
between adjacent correlation va lues is smalle r as shown in Figure 4.22. Thus, small 
mean bias and rms errors are generated, and the dynamic range of the measurement is 
increased as shown in Figure 4.21. 
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Figure 4.21 Error plots for NSS, FFT and R{I/l,n) routines ( 16 x 16 pixels) 
The error produced by FFT and R(I1I,n) in a 16 x 16 pixels interrogati on area is 
significant compared with the errors shown in Figure 4.17(a) (i.e. 32 x 32 pixels 
interrogation area). This is because as the interrogation area size is reduced, the errors 
due to partial imaging are increased. As a resu lt of this, large local variation in 
correlation peak shape is produced and this generates large rrn s errors. The reason for 
the increase in partial imaging error is because of the decrease in the number of 
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complete particle images contained in an interrogation area relative to the number of 
partial images at edge of an interrogation area. 
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Figure 4.22 Abso lute difference between adj acent correlat ion val ues fo r NSS 
compared with FFT and R(m,n) (16 x 16 pixels) 
In a correlation fi eld, the correlation magnitude is dependent on the number of 
corre lated particles present between the first and second exposure of an interrogation 
area. Since in a smaller interrogation area the num ber of partic les present is less, the 
corre lation peak height is reduced. Thus, the effect of the partial images at the edge 
of the interrogati on area is greater for smaller regions, thereby producing a larger 
mean bias error and a larger variati on in measured displacements. The resu lt is a 
higher rms error. By computing the SS routine, however, both mean bias and rms 
errors are reduced . 
In order to reduce the negative mean bias error one techn ique wh ich can be applied is 
to increase the size of the second interrogation area. In the past, (Keane and Adrian 
(1992)) examined fl ows with velocity gradients by computing the correlation between 
a smaller, first interrogation area with a larger, second interrogation area. By doing so, 
they reported that the ' Ioss-of-signal ' due to the decrease in the num ber of correlated 
particle images, is recovered. In this study, the effect of partial imaging is investigated 
by cross-correlating a sma ller interrogation area with a larger interrogation area. The 
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measurement errors generated for NSS compared with R(m,n) and FFT, for 16 x 16 
pixels region correlated with 32 x 32 pixels region, are presented in Figure 4.23. 
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It can be seen in Figure 4.23(a) that the mean bias error is sma ll for the three 
correlati on routines examined because on average the bias produced fro m the effect of 
partial imaging is reduced. The mean bias error (see Figure 4.2 1 (a)) generated for 
FFT and R(m,n) when equal size (16 x 16 pixels) interrogati on areas are correlated 
can be compared with the bias error illustrated in Figure 4.23(a). From this 
compari son, it clearly shows that the mean bias error is suppressed for the FFT and 
R(II1, n) rout ines when the size of the second interrogation area is increased. 
Importantly thi s happens because, the partial images at the edges of the smaller 
interrogation area are correlated with complete images in the larger region, and hence, 
produce both positive and negati ve bias; when averaged, the bias error is negli gible . 
This effect is described in Section 7. I. At sub-pixe l locations, the small errors 
produced by the FFT and R(I1I ,n) routines in pixe l terms, as shown in Figure 4.25(a), 
are s ign ificant when ca lculated in percentage terms as shown in Figure 4.23(a). 
The performance of FFT and R(m,n) is seen to deteriorate beyond displacements of 8 
pixel s, as shown in Figure 4.24(a), because by limiting the second region to 32 x 32 
pixe ls, there wi ll be loss of signal for any di splacements greater than 8 pixe ls. Despite 
the fact that the bias error is suppressed by increas ing the size of the second 
interrogation area, the rms errors are still generated for the FFT and R(m,n) routines as 
shown in Figure 4.23(b). With the implementation of the SS routine, however, both 
the mean bias and rms errors are suppressed. The rms errors produced by the FFT and 
R(m,n) routines (see Figure 4.23(b)) when cross-correlating a sma ller interrogati on 
area with a larger interrogation area does not deteriorate rapidly beyond displacements 
of4 pixe ls as shown in Figure 4.2 1(b) when equa l 16 x 16 pixe ls interrogation areas 
are correlated. This is because the error due to partial imaging is reduced and the loss 
of correlated particle images are recovered in the larger second region. By comparing 
the rms errors for sub-pixe l displacements fo r equal size regions (F igure 4.2 I (b)) with 
that for smaller to larger interrogation areas (F igure 4.23(b)), it is clear that for the 
latter case nns errors increase. 
This happens because when a smaller region is correlated with a larger region, 
uncorrelated particle images in the larger region, which are close to the edge of the 
smaller region, will influence the correlation peak shape, and thereby change the 
measured displacements estimated. This error can be seen in Figure 4.25(b), for 
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displacements between 0 and y, pixels, in which the rms errors are produced from the 
uncorrelated particle images. Beyond y, pixel displacement these uncorrelated particle 
images introduce a constant level of noise, and hence, produce an almost constant rms 
error as shown in Figure 4.24(b). 
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In practice, a 16 x 16 pixels region are correlated with 32 x 32 pixels region to 
increase the spat ial resolution of the ve loc ity measurements. By comparing the 
measurement errors generated by the correlation routines for two equal 32 x 32 pixels 
interrogation area, as shown in Figure 4.17, with that for smaller to larger 
interrogation areas (Figure 4.23), it is clear for the laner case the mean bias error is 
negligible, however, the rms errors are higher. The nns error increases because the 
effect of partial imaging increases as the region size is reduced, and hence, generating 
a variation in measured displacements thereby prod ucing large rms errors. 
In brief, by cross-correlating a smaller first interrogation area with a larger second 
interrogat ion area, errors due to partial imaging are reduced for both the FFT and 
R(m,n) routines. This reduces the mean bias error, but fails to suppress the rms errors. 
By computing the NSS routine, however, the mean bias and rms errors are both 
reduced. 
4.6 Summary 
This chapter has examined severa l correlation techniques employed to compensate for 
the non-uni fo rm weighting of the correlation function. The error due to partial 
imaging which is the dominant cause of the mean bias error was not suppressed by 
computing the R,.tS(II1,n) routine, despite the fact that a relatively flat noise fl oor is 
produced. It was demonstrated that normali sation by overlap area fortuitously reduced 
the mean bias errors due to partial imaging, but fai led to suppress the rms errors 
because the weighting function (i.e. overlap area) effectively assu mes constant 
seeding image density per unit area. NSS is preferred to normalisation by overlap area 
because normalising by signal strength compensates for changes in seeding density 
(including partial images) across the interrogation area. By doing so, the NSS routine 
suppresses both mean bias and rms error for 32 x 32 pixels interrogation area, and 
also, for smaller interrogation area size (i.e. 16 x 16 pixels). The next chapter will 
examine the performance ofNSS compared with FFT for ' rea l' experimental images. 
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Chapter 5 - Experimental verifications for uniform 
particle image displacements 
5. 1 Introduction 
This chapter will present measurement errors generated by the SS and FFT 
correlation routines for particle images recorded from a carefull y controlled DPIV 
experiment, in which seeding particles were displaced uni form ly by a known di stance. 
The objective of this work is to validate the measurement errors predicted by the 
theoretical model with carefu lly controlled experiments. The first section of thi s 
chapter wi ll outline the experimental set-up. In the second sect ion, a comparison of 
noise fl oors produced by the correlation routines for both experimental and theoretical 
images is presented. The final sect ion wi ll report the measurement errors produced by 
the routi nes for a series of uniform partic le image displacements recorded from the 
experiment. These errors were compared with the model predictions. The errors are 
also assessed for smaller interrogation areas (i.e. 16 x 16 pixels) 
5.2 Experimental set-up 
An experimenta l set-up to create a uniform particle image di splacement is shown in 
Figure 5.1. Aluminium ox ide (AI,03) particles with a mean particle diameter between 
O.71lm and 1.21lm were introduced into an air stream using a fluidi sed bed seeder. A 
glass slide, 60mm x 25mm, was passed through the seeded air stream until the slide 
was covered with randoml y located particles at the desired density. A traverse with 
200llm piezo travel adjusters with a resolution of II Onm was used to traverse the 
glass slide for a series of uniform displacements, as shown in Figure 5.2. 
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Glass slide 
with randomly 
distributed 
particles 
Piezo Actuator 
tl"'anslatioo system 
---
---
-----
Computer 
---
---
---
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CCD Camera 
Figure 5.1 Experimental representation of the DPIV system layout for a uniform 
particle image displacement 
Figure 5.2 Glass slide mounted on a piezo actuator 
Glass slide with 
randomly located 
particles 
200flm 
piezo travel 
adjuster 
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A TSI commercial DPIV system was used to illuminate, record and store DPIV 
images of the glass slide. A Nd:YAG laser with a wavelength of 532nm was used as a 
li ght source. In order to produce a light sheet, a combination of spherica l and 
cylindrical lenses was used. The recording device was a high-resolution CCD camera, 
model PIVCAM 10-30, with a ikon Micro-Nikkor 50 mm lens. This CCD camera 
has a resolution of 1000 x 1016 pixe ls, in which each pixel is 91lm square with a 8-bit 
per pixel output format. 
With a magnificati on factor, M of 0.75 and f-number, f' of 11 , the recorded particle 
image diameter using equation (2.6) was 2.77 pixels which avoids errors due to poor 
pixe l resolution. The seeding density of the particles was adjusted until 22 particles, 
on average, were present in a 32 x 32 pixels interrogation area to ensure that errors 
from poor S R were avoided . 
Before any compari sons between experimental and theoretica l results were attempted, 
the electronic noise characteristics of the imaging system used for the experiment was 
measured and added to the theoretical images. The next section describes this process 
and presents a comparison on noise floors produced by SS and FFT, for 
experimental images and theoretica l images plus noise. 
5.3 Characteri stics of noise fl oor for NSS and FFT routines 
In the experiment, a pair of DPIV images was recorded, in which the seeding particle 
images were randomly located in the first and second exposure. As a result, a single 
pair of DPIV images with uncorrelated particle image fie lds was produced. This 
image was sub-divided into 32 x 32 pixels interrogation area, to generate 300 
realisations of the same interrogation area, and processed using SS and FFT. The 
correlation fields produced by the routines were averaged and a mean noise fl oor for 
NSS and FFT was generated as illustrated in Figure 5.3. 
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Figure 5.3 No ise floor produced by correlation routines for experimental images 
The correlation field noise floors produced by the NSS and FFT routines are 
approximately flat, but the FFT routine has a higher rms variation. The fact that FFT 
has a flat noise floor is due to noise characteristics from wraparound errors, d iscussed 
in Section 3.3. 
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To compare the noise fl oor from the mode l with those shown in Figure 5.3, electronic 
noise from the CCD camera was measured and added to the computationally 
generated images. This was done by record ing images with no partic les present in the 
imaged field and these images were then used to compute the noise statistics. The 
electronic background noise measured had a mean pixel intensity of 13 with a 
variation of I pixel intensity. Th is noi e was added to the theoretica l images as 
Gaussian white noise (GWN) with the use of MATLAB. 
In order to veri fy the theoretical results, experimental parameters such as particle 
image size, particle image density and partic le image intensity were matched in the 
mode l. The noise with Gauss ian statistics was added to 300 rea li sat ions of 
uncorre lated particle fields generated in the model, and processed using the NSS and 
FFT routines. An average noise fl oor for the routines was evaluated, as shown in 
Figure 5.4. 
It was noted that the electron ic noise from the camera was the most significant noise 
inherent in the experimenta l images. This is because without the additional noise, the 
computationa lly generated uncorrelated particle fields processed with NSS produced a 
mean background noise level of approxi mately 0.1 0, as illustrated in Figure 4.16, and 
when the e lectronic noise is added and processed using SS the mean level increased 
to a lmost 0.60, as shown in Figure 5.4(a). The uncorrelated partic le field s from the 
experimental images, however, generated a mean level of essentially 0.65. Thus, the 
model plus noise has accounted for most of the noise in the experimental images, and 
hence, the noise fl oors produced by both NSS and FFT routines from the experimental 
images are in good agreement with those produced from the model images plus noise. 
The residua l difference between the noise floor produced by the model pred iction and 
experimental resu lts can be attributed to the presence of irregu lar shaped particle 
images in an interrogation area and variations in particle image intensities which can 
affect the noise floor characteristics generated by the routi nes from experimental 
images. 
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5.4 Measurement accuracy of correlati on routines for uni fo rm particle image 
displacements 
This section wi ll present measurement errors, for uniform particle image 
displacements, produced by the NSS and FFT routines for experimenta l images and 
theoretical images plus noise. The secti on is in three parts. In the first part, the 
measurement errors produced by the routines for experimenta l images are presented. 
The errors generated are compared with errors from theoretical images plus noise, and 
the resu lts are reported in the second part. In the final part, smaller interrogation areas 
are used to process the experimental images, and the errors produced by the routines 
are presented. 
5.4. 1 Experiment and Results 
A glass slide containing random ly distributed particles was traversed by the piezo-
driven traverse, as shown in Figu re 5.2, fro m 0 to 200/-lm to produce a range of 
uni form particle displacements. For each displacement, a twin image of the g lass 
slide is recorded by the commercial DPI V system, and analysed as explained in 
Sect ion 5.3. As a result, the mean bias and rms errors for NSS compared with FFT are 
presented in Figure 5.5 and Figure 5.6 respectively, from sub-pixel to integer pixel 
locations. 
The mean bias error illustrated in Figure 5.5(a), produced by the FFT routine is biased 
negatively. By computing the NSS routine, however, the bias is reduced. Thi s 
highlights that NSS is capable of reducing the effect of partial imaging at the edge of 
an interrogation area, which is a dominant facto r for the negative bias error, as 
described in Section 3.7. 
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Figure 5.5 Mean bias error (32 x 32 pixels) 
It is c lear from Figure 5 .6, that NSS reduced the rms errors generated by the FFT 
routine. Thi s is because with the computation of the signal strength in the NSS 
routine, the changes in local seeding particle density ratio per unit area across the 
interrogation area is considered, and by doing so the variation in correlation peak 
shape is reduced. A cyclic pattern as shown Figure 5.6(a) is produced by the routines, 
in which the errors are smaller at integer pixel values and higher at half-pixel values. 
In a previous study (Huang et al. ( 1997)), a similar cycl ic patte rn with di ffe rent rms 
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error leve ls was reported when experimental images with uniform particle image 
displacements from 0 to 1.2 pixels were processed. Since the current investigation 
was extended from sub-pixe l to integer pixe l locations, a repetitive cyc lic panern is 
produced. 
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The cyclic pattern in the rms error is produced because for a correlati on peak centred 
directl y between two pixels, noise in the image will skew the Gaussian peak either 
positively or negat ively, thereby producing an error. On average thi s error will be 
approximately zero (small mean bias error), but the spread of measured displacements 
will be high (large rms error). This effect wi ll be maxi mum at half-pixel locations and 
minimum at integer pixel location, thereby producing a cyclic pattern in the rms error 
field. 
5.4.2 Compa rison between experimental results and model predictions 
In order to compare the model predictions and experimental results, the electronic 
noise measured in Section 5.3 was added to the images generated by the model in 
Sect ion 2.3. The images produced by the model plus noise were processed using the 
NSS and FFT routines, for a series of uniform particle image disp lacement. Figure 5.7 
shows a mean bias error compari son between theoretical images plus noise and 
experimental images, for both the NSS and FFT routines. It is clear, from thi s fi gure 
that the theoretica l images plus noise agrees well with experimental results. Figure 5.7 
shows that the cycl ic pattern appa rent in the experimental results was also generated 
by the theoretica l images plus noise. Th is establishes that the theoretical model 
developed plus noise was capable of simulati ng images recorded fro m a real DPIY 
experiment. 
102 
~ g 
5 
4 
" 3 ~ 
.. 
:0 
" .. 
" 2 :::;; 
o 
, 
, 
---- Theorellcal Images plus GWN processed with NSS 
~ Experimental Images processed with NSS ...... 
,------- ,-------- -------
, 
i 
-------
: 
i , 
............. , : 
- --------, 
: 
loll : : 
- -
-------- -----
- -----~ : : ~ • ~:o:~-' : .1. . - -----fti V' V 
i 4 6 8 10 
Pix el displacement (px) 
(a) NSS routine 
12 ~--------------------------------__ --, 
10 
--- The orelical lmag8s plus GWN processed wtth FFT 
experimental Images proce ssed wi1h FFT 
..... i········j········~ · ··· ..... ( ...... [ ...... ··r······ "1'" ·····(·····'1····· ---
: I·r ••• :! ••••••• \l •••••• tr..j: 
.. ··j········j········i········-:-· __ ····+········f·······.j ........ j .... . 
. . . 
4 
··!···,:::I::::::::1::::::::f.::::::::t: :::::::t:: ::::::l::::::::1:::::: .~ ....... . 
: : : : : : : , 
. ... ~ ..... _.--:-._--_.- .~--. ··---1·-·-·---;·--·····~· ....... ; ....... . 2 -----. 
o 2 4 6 8 
Pixel displacement (px) 
(b) FFT routine 
10 
Figure 5.7 Mean bias error comparisons between theoretical images plus noise and 
experimental images (32 x 32 pixe ls) 
A mean bias error comparison between theoretical images and theoretica l images plus 
noise fo r the NSS routine is shown in Figure 5.8. Thi s figure shows that the cyclic 
pattern in the theoretical image results is enhanced when noise is added to the 
theoretical image. Thi s is because when noise is added a larger variation in measured 
displacements is generated, as shown in Figure 5.9, for an actual particle image 
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di splacement of 0.5 pixel. The cyc lic pattern demonstrated in Figu re 5.8 from sub-
pixel to integer pixe l displacements produced mean bias error that is approximately 
zero at integer pixel and half-pixel values and maximum at Y. and % pixe l va lues. This 
happens because of the digiti sati on effect, as reported in Section 4.4. 
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Figure 5.8 Mean bias error comparisons between theoreti cal images with and without 
noise (32 x 32 pixels) 
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The rms error produced by the routines for experimental images are compared with 
theoretica l images plus noise, and the results a re shown in Figure 5.1 0. Once again, 
the results show that the theoretica l images plus noise are in c lose agreement with the 
experimental results. 
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Figure 5.10 rms error comparisons between theoretica l images plus noise and 
experimental images (32 x 32 pixels) 
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Measurement errors in Figure 5.7 and Figure 5.10 show that there are still slight 
variations between experimenta l results and model pred ictions. This variation can be 
attr ibuted to minor changes in partic le image seeding density, partic le image size and 
particle image intensity. In this experiment, it is d ifficult to ensure that each 32 x 32 
pixe ls interrogation area contains 22 panicle images. The variation in particle image 
size, however, is small because the recorded size was in the region of 2.8 pixe ls (i.e. 
2.777 pixel to 2.778 pixel), since the seeding part icle size was between 0.7Jlm to 
1.2Jlm. Experimenta l results can a lso be affected due to the presence of irregular 
shaped particle images in an interrogation area. 
The first two pa rts of thi s section have assessed and compared the measurement errors 
produced by correlation routines for experimental images and theoreti cal images plus 
no ise. The SS and FFT rout ines were used to quanti fy e rrors fo r un iform partic le 
image displacements in a 32 x 32 pixe ls inte rrogation area. The next section wi ll 
extend this in vestigation by examining smaller interrogation areas (i.e. 16 x 16 
pixe ls). 
5.4.3 Experimenta l results for a smaller interrogation area 
In th is section, errors produced by the SS and FFT routines for a 16 x 16 pixels 
interrogation area are examined. DPIV images recorded from the uniform 
displacement experiment, in Section 5.4. 1, were sub-di vided into 16 x 16 pixels 
interrogation areas and processed using the NSS and FFT routines. The mean bias 
error and rm s error produced by these routines are illustrated in Figure 5.11 and 
Figure 5.12 respecti ve ly. 
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Figure 5. 12 rm s error for NSS and FFT routines ( 16 x 16 pixels) 
The mean bias error produced in a 16 x 16 pixe ls interrogation area by the FFT 
routine is significantly higher compared to errors generated in a 32 x 32 pixels 
interrogation area. This is because of the increase in the effect of partial imaging as 
the interrogation area size is reduced, as hi ghlighted in Section 4.5. With the 
implementation of NSS, however, this bias is suppressed. Similar benefits are also 
dem onstrated by the NSS routine for rms errors. 
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For an actual displacement of I pixel, the FFT routine produces a mean bias error of 
5% and rms error of 8%. By computing the NSS routine, the mean bias error was 
reduced to 1.5% and rms error was suppressed to 2.5%. The reason for the rapid 
deterioration of measurement errors for the FFT routine above 7 pixels di sp lacement, 
and the increase in the dynamic range of the measurement produced by NSS is 
described in Section 4.5. 
This section has quantified the mean bias and rms error when the FFT routine is used 
to compute particle image displacements in a 16 x 16 pixels interrogation area. It is 
clear that the NSS routine is to be preferred when correlation of smaller interrogation 
areas is attempted. 
5.5 Summary 
In brief, thi s chapter has compared the measurement errors from the experimental data 
with the theoretical model, for a series of uniform particle image displacement. Since, 
the images generated by the model do not contain noise, a DPIV experiment was 
conducted to measure and add the electronic noise to the theoretical images. Having 
establi shed this, a comparison between model plus noise and experimenta l data were 
attempted, and the resu lts produced were in close agreement. The NSS routine 
reduced both mean bias and rms error for commonly employed 32 x 32 pixels 
interrogation area size, and for smaller interrogation area size (i.e. 16 x 16 pixels). 
The next chapter will examine and quantify the measurement errors for particle 
images experiencing uniform di splacement gradient. 
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Chapter 6 - Displacement Gradients: Theory and 
Experiment 
6.1 Introduction 
In practice, all flows of engineering interest will produce velocity gradients. These 
will be perceived in the PlY measurements as gradients in the displacement across the 
interrogation area. In the case of severe displacement gradients, spurious velocity 
vectors are produced. This is because as the disp lacement gradient is increased the 
corre lation peak will reduce in height, broaden and eventually splinter when the 
displacement gradient is larger than a panicle image diameter across an interrogation 
area (Keane and Adrian (1992» . To alleviate these problems, sma ller interrogation 
areas are often employed to compute the correlation field (Bolinder (2000» . As 
discussed in the previous chapter, however, the measurement errors increase as a 
result of reducing the size of the interrogation area because of the increase in partial 
imaging error. 
The current study will quantify the measurement errors produced by NSS compared 
with FFT for a uniform displacement gradient across 32 x 32 pixel and a 16 x 16 pixel 
interrogation area. The displacement gradient is varied from 0 to y, particle image 
diameter on the basis of typical strain rates va lues, which are described in the 
following sect ion . The second section of this chapter will assess the rms errors from a 
carefully a controlled experiment that produces uniform disp lacement gradient across 
an interrogation area and the result are compared with model predictions. In the fina l 
section, the rms errors for NSS and FFT are presented for a uniform disp lacement 
gradient flow field that is measured with the use of two types of fluorescent particles, 
which allowed two independent measurements of the same velocity field to be 
obtained simultaneously from a common region of interest in the fl ow. This unique 
experiment ultimately defines the true noise floor in a time-resolved DPIY 
experiment. 
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6.2 Displacement gradient 
In practice, strain rates are used to measure the loca l deformation rate of a fluid, 
which is a direct quantification of the velocity gradient across an interrogation area. In 
a study of the in-cylinder fl ow field in an SI engine, Haste (2000b) reported a 
maximum strain rate of 2200 s" at approximately 5ms" across the 1.2 mm2 
interrogation area. The velocity difference across the interrogation area was 2.8ms", 
and if imaged on a 32 x 32 pixels interrogation area the correspondi ng displacement 
gradient is Y, particle image diameter (i .e. 1.4 pixel). In another engine study, Reuss 
and Rosalik (1999) reported strain rate of 3000 s" with a ve locity of 6ms" across a I 
mm
2 interrogation area, which is equi va lent to 0.4 particle image diameter 
displacement gradi ent across a 32 x 32 pixels interrogation area. A velocity vector 
field of a fl ow in an engi ne contains variations in displacement grad ients and mean 
measured displacements at the centre of an interrogation area. Thus, the current study 
wi ll assess the measurement errors produced by the NSS and FFT routines for 
displacement gradients across an interrogation area from 0 to \I, particle image 
diameter with mean di splacements of I pixel and 4 pixe ls. The measurement errors 
are presented in the following section. 
6.3 Displacement grad ient: Experiment 
The first part of this section will describe the experimental set-up to generate a 
uni form displacement gradient flow across an interrogation area and report rms errors 
for both the NSS and FFT routi nes. The mean bias error was not quantified because in 
a ' rea l' DPIV experiment, it is not possible to establish the actual mean displacement 
at the centre of the interrogati on area. In pract ice, when experimenta l studies are 
conducted it is rea listic to quantify the percentage rms errors based on the mean 
measured disp lacement (Williams et al. (2003)). In the second part, comparisons of 
rms errors between experimental data and model predictions are presented. In the final 
part, smaller interrogation areas (i.e. 16 x 16 pixels) are employed to process the 
experimental images and the measurement errors produced by the routines are 
reported. 
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6.3. 1 Experimental set-up and Results 
An experimental set-up to create a flow with a uni form displacement gTadient is 
shown in Figure 6.1. This figure illustrates a flat rectangular plate in a tank containing 
glycerol seeded with hollow glass sphere particles. The plate was translated 
horizontally at a constant velocity to produce a uniform di splacement gradient fl ow 
between the plate surface and the base of the tank. The TSI commercial DPI V system 
described in Section 5.2 was employed to record DPIV images. 
Tank conta ining glycerol seeded 
with Hollow Glass Sphere particles 
Light sheet 
.- - - - - - - ".- - - - - - - ------
I------------~----------, 
, 
, 
, 
RIIt redlIngular plate 
5mml Base of tank 
L ______________________ _ 
Figure 6.1 Experimental representation of the DPIV system layout for a uniform 
displacement grad ient 
Hollow glass sphere particles with a mean particle diameter between 81lm to 121lm 
were used as seeding particles. With a magnification factor, M of 0.68 and f-numbe r, 
f ' of 11 , the recorded partic le image diameter was 2.77 pixel, which was computed 
using equation (2.6). The particle seed ing density was adj usted until 22 particle 
images, on average, was present in a 32 x 32 pixels interrogat ion area. 
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The time taken, Im to establi sh a steady state now when the plate has reached constant 
velocity from rest is given by (Batchelor 1967): 
VIm> 70 
H' (6 .1 ) 
where Hi s (5 mm) the gap between the plate and base of the tank and V is kinematic 
viscosity of glycerol ( 1.19 x 10-3 m2/s). Using equation (6 . I), Im was eva luated as 1.5s. 
The time taken to establish steady state fl ow was important to determine the length of 
the tank (V, m). 
In thi s experiment, the plate was translated horizontally at constant ve locity and in 
order to produce a uni fo rm displacement gradient across the plate surface and the base 
of the tank, the ti me separation required to record a pair of DPI V image was varied. 
Thus, the di splacement gradient across the interrogation area was varied until y, 
particle image diameter by means of increasing the time separation. For each 
displacement gradient, a pair of DPIV image was recorded and sub-divided into 32 x 
32 pixels interrogation area to produce 20 rea lisations of the same interrogation area 
in the horizonta lly plane, which was experiencing the same mean displacement and 
identical displacement gradient. Thus, to generate 300 rea lisati ons of the same 
interrogation area, the moving plate was equipped with a trigger, which activated the 
DPIV recording at a specified position on the plate traverse. The experiment was then 
run 15 times and 15 pairs of DPIV images were recorded at the same location in the 
tank producing 15 identica l ve loc ity fields. These interrogati on areas were processed 
using the SS and FFT rout ines. T he rms errors produced by the routi nes for mean 
measured displacements at the centre of the interrogati on area of 4 pixels and I pixe l 
are presented in Figure 6.2. The errors are quantified as a function of uni form 
displacement gradient across the interrogation area normali sed with partic le image 
diameter. 
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Figure 6.2 rms error for experimental images (32 x 32 pixe ls) 
It can be seen that the rms errors for both FFT and SS increases as the mean 
displacement at the centre of the interrogation area is reduced. At small displacement 
gradi ents (i .e. 0 to 0.05 particle image diameter), the NSS routine reduces the nns 
errors because the errors from partial imaging are reduced and the loca l variations in 
correlation peak shape are corrected. This benefit was a lso reported in Section 5.4 for 
the case of uni form particle image displacement. For large displacement gradients, the 
reduction in rms errors is not signi ficant when the NSS routine is used to compute the 
correlation field. Th is is because in the case of a uniform displacement gradient, each 
and every particle image that is randomly distributed in the first interrogation area is 
shifted by a unique disp lacement depending on the spatial positioning of the particles 
and the gradient across the interrogation area. As a result, the correlation peak 
produced is reduced in height and broadened, and when a Gaussian curve is fined to 
the peak a variation in measured di splacements is produced for both the NSS and FFT 
routines. 
At 0.3 particle image diameter displacement gradient, the rms error for FFT increases 
from 2% to 7% when the mean di splacement at the centre of the region is reduced 
from 4 pixe ls to I pixel. The NSS routine was sti ll capable of reducing the rrns errors, 
and the effect is evident espec ially at I pixel mean displacement (i.e. small mean 
11 3 
di sp lacement). This result demonstrates that the use of NSS is to be preferred when 
small displacements at the centre of the interrogation areas are present. 
6.3 .2 Comparisons between experi mental results and model pred ictions 
The time-reso lved DPIV model was used to generate a sequence of PIV image pairs 
containing a one-dimensional di splacement gradient across a 32 x 32 pixe ls 
interrogation area, as described in Section 2.6. In order to compare the results 
produced from the experimenta l data with model predictions, the electronic noise 
measured (see Section 5.3) is added to the computationa lly generated images. The 
images produced by the model plus noise fo r di splacement grad ients across an 
interrogation area between 0 to y, partic le image diameter w ith 4 pixels and I pixel 
mean displacement were processed using the NSS and FFT routines. The rms error 
comparison between theoretical images plus noise and experimenta l images, for SS 
and FFT are presented in Figure 6.3(a) and Figure 6.3(b) respecti vely. 
It is c lear in Figure 6.3 that the mode l predictions are in c lose agreement with the 
experimental results. The differences between the experi mental results and model 
predi ctions can be attributed to variati ons in particle image seeding density and size in 
the experimenta l data. In the experiment it is d ifficu lt to ensure 22 particle images in 
each and every 32 x 32 pi xe ls interrogation area. Also, the partic le image size varied 
between 2.73 pixel to 2.82 pixel, because the mean part ic le diameter was between 
81lm to 121lm. Addit ional errors can be due to changes in particle image intensity and 
the presence of irregu lar shaped particle images in a region. 
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Figure 6.3 rms error comparisons between theoretical images plus noise and 
experimental images (32 x 32 pixe ls) 
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With the model, the panicle images were translated with a known mean di splacement, 
thus the mean bias error can be quantified as shown in Figure 6.4 . The performance of 
NSS is demonstrated for 4 pixe l and I pixel mean di splacement at the centre of the 
region. It can be seen in thi s fi gure that, the bias errors produced by FFT due to panial 
imaging are reduced when NSS is computed. 
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Figure 6.4 Mean bias error for theoretical images plus noise (32 x 32 pixels) 
6.3 .3 Experimental results for a smaller interrogation area 
In this section, errors produced by NSS compared with FFT from a 16 x 16 pixels 
interrogation area are examined. In pract ice, the size of the interrogation area is o ften 
made smaller to reduce the displacement gradient across the interrogation area and 
thereby a llev iate errors due to loss of signal. The interrogation area size is commonly 
reduced to generate a ' valid ' displacement vector for DPIV images captured from a 
flow experiencing severe veloc ity gradients. This technique is predominantly 
employed to avoid correlati on peak splintering, when the di splacement gradient across 
the interrogation area is greater than a panicle image diameter (Keane and Adrian 
( 1992)). However, reducing the interrogation area size has significant consequences 
fo r the rms error. 
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DPIV images recorded from the uniform displacement gradient experiment, in Section 
6.3 .1 , were sub-divided into 16 x 16 pixels interrogation areas, and processed lIsi ng 
the NSS and FFT routines. The mean displacements at the centre of the interrogation 
areas were 4 pixels and I pixel. The rms errors produced by the routines are presented 
in Figure 6.5. 
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Figure 6.5 rms error for experimenta l images using 16 x 16 pixels interrogat ion area 
It can be seen that the rms error increases as the mean displacement at the centre of 
the interrogation area is reduced. The nns errors produced by the FFT routine us ing 
16 x 16 pixels region is higher compared to the errors generated in a 32 x 32 pixels 
interrogation area. e.g. Using 32 x 32 pixels region, with a mean shift of I pixel and a 
displacement gradient of 0.3 particle image diameter, FFT generates 7% rms error and 
with the use of 16 x 16 pixels region this error increases to 10%. This happens 
because as the interrogation area size is reduced, the errors due to partial imaging 
increase and as a result large local variation in correlation peak shape is produced and 
thi s generates large rms errors. By computing the NSS routine, however, the partial 
imaging errors are reduced and this effect is noticeable when SS is used to compute 
the correlation field for smaller interrogation area size (i.e. 16 x 16 pixels), as shown 
in Figure 6.5. For example at 0. 15 displacement grad ient with a mean displacement of 
I pixel, FFT produces an rms error of II %, whereas by computing the SS routine 
the rms error is suppressed to 6%. 
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Since the model predictions are in close agreement with the experimental results for 
the case of 32 x 32 pixe ls interrogati on area, as demonstrated in Figure 6.3, the mean 
bias error from the modelling results can be used to assess the bias error in the 
experiment. The mean bias error generated by NSS and FFT routines for process ing 
computationally generated images plus noise in a 16 x 16 pixe ls interrogation area is 
shown in Figure 6.6. It can be seen that the NSS routine suppressed the mean bias 
errors due to partia l images at the edges of the interrogation area. 
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Figure 6.6 Mean bias error for theoretical images plus noise (16 x 16 pixels) 
This section has highlighted the performance of the NSS routine compared with FFT 
in practice to process 'real' DPIV images recorded from a flow experiencing uniform 
displacement gradients. The effectiveness of the NSS routine is demonstrated when 
smaller interrogation areas are used to compute the correlation field. The next section 
will assess the rms errors for NSS and FFT from two independent DPIV 
measurements of the same velocity field. 
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6.4 Twin seedi ng experiment 
In th is section a carefu lly controlled experiment is described that is capab le of 
measuring a veloc ity fl ow fi e ld twice, simultaneously. By do ing so, two independent 
ve loc ity measurements from the same region of interest in the fl ow, experiencing 
exactly the same particle di splacement and di splacement gradient, are atta ined. The 
in fo rm ation obtained essentially defines the noise floor for a time-resolved DPIV 
experiment. The first part of this section will describe the experimenta l set-up, and in 
the second part, the errors generated by the NSS and FFT routines are presented. In 
the final part, data is reported for the differences between the two independent 
ve loc ity measurements for the same region of interest in the flow. 
6.4. 1 Experimental set-up 
The experimenta l set-up used to acquire two independent DPIV images 
simultaneously from the same region of interest is similar to the schematic illustrated 
in Figure 6. 1. T he distinction between this experiment and the experiment described 
in Sect ion 6.3 is that two CCD cameras were used to record DPIV images. A pictorial 
representation in Figure 6.7 shows the two cameras that a re located perpendi cular to 
each other such that each camera was viewing the same region in the tank through a 
beam sp litter. 
11 9 
Flat rPl"bn,nrd 
Camera for 
Figure 6.7 Experimental set-up for twi n seeding experiment 
In thi s experiment, two independent velocity measurements were obta ined by 
employing two types of fluorescent seed ing particles (i.e. orange and red) which were 
custom-made by Molecular Probes BV (www.probes.com). The orange and red 
fluorescent part icles were made to order such that the wavelength of the light intensity 
emitted by the particles were separated apart, when they are illuminated by the 
Nd: Y AG laser. Each camera records an identica l image of the fl ow fi eld but because 
of the narrow band filters in front of the cameras, each camera only records images 
from one set of parti cles as illustrated in Figure 6.8. Thus, thi s experiment was termed 
as the 'Twin Seeding' experiment. 
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Figure 6.8 DPIV image recording for twin seeding experiment 
In the past with similar moti vation (8 0linder (2000», a water jet fl ow was examined 
from two independent ve loc ity measurements acquired by two cameras recording 
fluorescent and non-fluorescent partic le images, respecti ve ly. In his work, the DPIV 
image from the non-fluorescent part icles contains liS" of the light intensity from the 
fluorescent partic les. In the current study, however, the light intensity of both the 
fluorescent particle images were completely independent in order to exclude errors 
caused by image cross contamination. 
Fluorescent particles with a diameter between 9.2,un to 10.S ,un were used in thi s 
experiment, which produced particle images that are 2.77 pixels in diameter because 
the magnificati on factor and f-number was 0.68 and I I, respectively. The particle 
image seeding density was adj usted until 22 particles are present in a 32 x 32 pixe ls 
region. 
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6.4.2 Measurement accuracy for corre lation routines 
The twin seeding experiment was carried out with the same approach as the 
experiment described in Section 6.3 . 1. In this investigation, however, two identical 
ve locity fields represented by the light emitted from the red and the orange fluorescent 
particles were captured on the corresponding CCD cameras. The DPIY images 
recorded were sub-divided into 32 x 32 pixe ls interrogation area and processed using 
the FFT and NSS routines. The rms errors produced by the correlation routines fo r 
mean measured displacements of 4 pixels and I pixel, for the red and orange particle 
DPIY images are shown in Figure 6.9(a) and Figure 6.9(b) respectively, as a function 
of uniform displacement gradient across the interrogation area from 0 to y, particle 
image diameter. It can be seen that the FFT and NSS routines produce similar trends 
in the TInS error, for both the red and orange images, as the d isplacement gradient 
increases, and the performance of NSS is noticeable fo r I pixel mean di splacement. 
The differences between the rms errors from the red and orange images can be 
attributed to the variations in part icle image seeding density, part icle image size, 
partic le image intensity and a lso the presence of irregul ar shaped particle images in an 
interrogation area. 
As expected, within experimental errors, the results from the twin seeding experiment 
are similar to the experim ental results presented in Figure 6.2 . This is because both 
these experi ments were examining a fl ow experiencing uni form displacement 
gradi ent. With the twin seeding experiment, however, two types of seeding particles 
were employed to examine the fl ow, and hence, two independent measurements were 
quantified fo r an identica l veloc ity fi eld. Thus, the differences between two 
independent measurements from the same region of inte rest in the flow can be 
attained, and the results are presented in the following section. 
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Figure 6.9 rms error compari sons between NSS and FFT 
6.4.3 Measured displacement differences from two independent velocity 
measurements 
In the twin seeding experiment, the spatial positioning of the red and orange seeding 
particles are completely independent of each other. When a displacement gradient is 
present across an interrogation area, the particle images within the interrogation area 
will be displaced differently with respect to the position of the particles in the region. 
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Thus, for an ident ica l velocity field the correlation peak shape produced by the 
routines for the red and orange DPIV images will be different, and hence, a variation 
in the measured di splacement is generated. 
The differences between the measured displacement from the red and orange images 
for the same region of interest in the fl ow, produced by the NSS and FFT routines are 
shown in Figure 6.10. Figure 6. 1 O(a) is produced for interrogation areas with mean 
measured di splacements of 4 pixe ls and a di splacement grad ient of 0.21 particle 
image diameter across the region. It can be seen that the maximum difference 
produced by both the rout ines is 0.3 pixels. The rms error generated from these 
differences is 1.8% and 1.7% for FFT and NSS respectively. With a mean measured 
displacement of I pixel the differences produced by the routines are shown in Figure 
6.10(b), and the rms error computed is approximately 3.4% for both FFT and NSS. 
These resu lts highlight that variations in spatial positioning of particles in the same 
interrogation area can produce approximately 2% differences when the mean 
displacement at the centre of the interrogation area was 4 pixels, and these differences 
are ampl ified to 3.4% when the mean displacement was reduced to I pixel. 
By increasing the displacement gradient to 0.32 particle image d iameter, the 
differences generated for mean displacements of 4 pixels and I pixel are shown in 
Figure 6.11 (a) and Figure 6. 11 (b). The rms error produced by the routines for mean 
displacement of 4 pixe ls and I pixel is 2% and 4%, respectively. The rms error 
difference is similar to that reported for a d isplacement gradient of 0.21 particle image 
diameter. This is because the di fferences in measured displacements between the red 
and the orange ve locity fi e lds are dependent on the spatial pos itioning of the particle 
images in the interrogation areas. 
It is now possible to assess the noise fl oor for a time-reso lved DPIV experiment from 
the differences produced between two independent velocity measurements. In brief, 
with a di splacement gradient of 0.32 particle image diameter, the noise floor assessed 
is up to 4% fo r a fl ow experiencing uniform displacement gradient with a mean 
measured di splacements between I pixel to 4 pixe ls. This is a substantial va lue for the 
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noise floor considering that turbulence intensity of 5% is produced for a fully 
developed turbulent pipe fl ow. 
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6.5 Summary 
This chapter has reported measurement errors generated by the FFT and NSS 
correlation routines fo r uniform di splacement gradients across an interrogation area 
from 0 to Y, particle image diameter across an interrogat ion area. The results from the 
model predictions were verified with a carefully controlled experiment, and they were 
in c lose agreement. It was shown that the SS routine reduced the measurement 
errors when the correlation of smaller interrogation area (16 x 16 pixels) was 
attempted; and also when the mean measured displacement at the centre of the region 
was reduced. Acquiring two independent velocity measurements of the same 
interrogation area allowed the ca lcu lation of rms errors wh ich were used to define the 
noise floor for the time-resolved DPIV experiment. 
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Chapter 7 - Discuss ion, Conclusion and Further Work 
In the current study of time-resolved DPIV, attention has been drawn to measurement 
errors produced by R(III,n) and FFT. The FFT routine was examined since it is 
employed in most commerc ia lly avai lab le DPIV systems to process experim enta l 
images. It thi s analysis, it is apparent that FFT produces significant negative mean 
bias and rms errors, and thi s effect is more detrimental for smaller interrogation areas. 
Model prediction results were validated with carefully controlled experiments, and it 
is ev ident that the ·improved' correlation routine, Normalisation by signal strength 
(NSS), offers significant improvements in accuracy. There are several important 
reasons for the improved performance of NSS and these will be d iscussed in the 
following sections. 
7. 1 Reduction in mean bias error using NSS 
By computing the R(m,n) routine for uncorrelated particle images a ·pyramid-like ' 
noise fl oor is produced, as shown in Figure 3.9(a), because the correlation function is 
non-uni form ly weighted due to the red uced overlapped area (Raffel et al. (1998)) . 
Thus, when a correlation peak is present the centre is biased towards lower va lues, 
hence, producing a negat ive bias. In previous studies (Raffel et a l. ( 1998)), the bias 
was reportedly prod uced from the 'pyramid-like' noise floor, however, with the 
implementation of FFT routine a flat noise fl oor is generated, as illustrated in Figure 
3.9(b), because of the wraparound effect discussed in Section 3.3. One would expect 
that when a correlation peak sit on a fl at no ise fl oor, the centre should not be biased, 
but the results in Figure 3.7(a) indicate a negative bias for both FFT and R(III,n). In 
thi s analysis, the negative bias using the FFT correlation routine shown to be due to 
partial images hitherto not reported in the li terature. This is described in Section 3.7. 1. 
A further analysis in Section 3.7.2, highlighted that the negat ive mean bias is 
dominated by the effect of part ia l imaging rather than that attributed to the non-
uniform weighting of the correlation function reported in the literature. 
128 
In the past, tec hniques to correct the bias produced from the ' pyram id like ' no ise fl oor 
have included mean image intensity subtraction prior to corre lation, RMs(lIl,n) 
(Westerweel ( 1997» and normalisation of the R(IIl,n) correlation fie ld with 
overlapped area, ROA(IIl,n) (Ra ffe l et al. (1998». The RMs(lIl,n) routine prov ided no 
major advantage in reducing the measurement errors, as demonstrated in Figure 4. I O. 
Thi s is because RMs(m,n) removed the non-un iform we ighting of the corre lation 
function, but did not account for partia l imaging, which is the dominant source of bias 
error. The RoA(m,n) rout ine reduced the mean bias error for different particle image 
seeding de nsities and partic le image diameters, as illustrated in Figure 4.5. T his is 
because the normalisation by overlap area routine simply provides a constant shift to 
each of the measured displacements generated by R(m,n) , as described in Section 4.2. 
By doing this, t he RoA(m,n) routine inherently reduces the bias due to the non-un iform 
weighting and compensates fo r the negative skew in the correlation peak due to the 
effect of partial imaging. As a resu lt, a small mean bias error is generated for 
RoA(m,n). Despite this, there are still consequences for nns errors as demonstrated in 
Figure 4.4(b), because the normalisation by overlap area does not account for the 
variations in correlation peak shape caused by the random pos itioning of the particles 
in the interrogation area. This is because the ROA(I1I,n) routine effecti vely assumes 
constant particle image seeding density per unit area across the interrogation reg ion, 
which does not occur in practice 
A significant improvement in both mean bias and rms error was demonstrated by the 
application of the NSS routine, as shown in Figure 4.17. In order to examine the 
performance ofNSS, a simplified analysis of correlation of partial images is described 
in Section 3.7.1. As illustrated in Figure 3.1 2 and Figure 3.1 4, the correlation values 
for R(I1I ,n) and FFT are biased negatively, for the two simple cases of partia l images 
shown in Figure 3.11 and Figure 3.1 3. With the implementation ofNSS, however, the 
asymmetry in the R(II1,n) correlation peak is corrected for both the cases, as shown in 
Figure 7.1 (a) for partial image at the edge of the second interrogation area, and Figure 
7.1 (b) for partia l images at the edge of the first interrogation area. The measured 
di splacement computed for NSS, fo r both the cases, is 2.0 I pixe l for an actual 
displacement of2 pixel. 
129 
en en 
en en 
z z 
, , 
"-Plul ,,-pbc e! 
(a) Clipped in the second interrogati on area (b) C lipped in the first interrogation area 
Figure 7. 1 Correlation values for NSS 
Negative bias in measured di splacement will always accrue for R{m,n) and FFT when 
equal size interrogation areas are correlated, and thi s effect is amplified when the 
interrogation area size is reduced as shown in Figure 4.2 1 (a). This is because of the 
increase in partial imagi ng bias resulting from the decrease in the number of complete 
particle images contained in an interrogation area relative to the number of partial 
images at edge of the interrogation area, as described in Section 4.5 for the case of 
un iform particle image displacement. This effect was also illustrated in Figure 6.6 for 
the case of uni form displacement gradient. By computing the NSS routine, the partial 
imaging error is reduced and so are the mean bias errors. ' Window-shifting' technique 
(Westerweel et a l. (1997» employed in order to maintain constant SNR will not 
a llev iate problems with bias because of the presence of partial images at the boundary 
of the first interrogation area. 
The partial images that, on average, generate a negative mean bias error, for equa l size 
interrogation areas, are suppressed by producing both ' negative' and ' positi ve' bias in 
individual realisations, when a smaller first interrogation area is corre lated with a 
larger second interrogation area, as demonstrated in Figure 4.23(a). This can be 
explained with a further simplified analys is. In the first case, as illustrated in Figure 
7.2, the first interrogation area contains two particle images, one is complete and the 
other is a partial image at the left-hand boundary of the region. The partic le images 
are shi fted by two pixels in the x-direction such that the particle images are complete 
in the second interrogation area. The corresponding one-dimensional correlation 
values computed by R(m,n) is shown in Figure 7.4(a). When a Gaussian curve is 
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fitted to the correlati on peak profi le, the measured di splacement computed is 1.90 
pixe l, fo r an actual d isplacement of 2 pixel. 
First interrogation area Second interrogat ion area 
Figure 7.2 Partial image at left-hand boundary of first interrogation area 
In the second example, two particle images are once aga in conta ined in the first 
interrogation area, but in thi s case the partia l image is at the right-hand boundary, as 
shown in Figure 7.3. Similar to the fi rst example, the particle images from the first 
interrogation area are shifted by two pixe ls to create the second interrogation area, and 
the one-dimensional R(m,n) correlation va lues produced is illustrated in Figure 7.4(b). 
In thi s case, however, the peak is skewed positi ve ly and the measured displacement 
computed is 2.09 pixel, for an actua l displacement of 2 pixel. 
First interrogati on area Second interrogation area 
Figure 7.3 Part ial image at right-hand boundary of fi rst interrogation area 
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Figure 7.4 Correlation values for R(II/ ,n) 
As a result of producing both ' negati ve' and ' positive' bias because of correlating 
partial images at the boundary of the small er interrogation area with complete particle 
images in the larger interrogat ion area, on average, the mean bias produced is 
negligible. The rms errors are still generated by the R(m,n) and FFT routines, 
however, as demonstrated in Figure 4.23(b). By computing NSS, however, the rms 
errors were reduced, and this subject is addressed in the next section. 
7.2 Reduction in rms error using NSS 
As explai ned earlier, the rrns error is a measure of the dev iation between the measured 
displacement and the mean di splacement over subsequent rea lisations. The rms error 
primarily depends on the variations produced from the sub-pi xel curve titting rout ine 
that is used to estimate the fractional displacement of the particle images between two 
consecutive interrogation areas, as discussed in Section 3.5. 
Apart from the correlation peak, on average, being skewed and therefore contributing 
mean bias error, local variations in the shape of the correlation peak wi ll influence the 
measured di splacement, and hence, rrn s errors. This is clearly indicated in Figure 3.8 
for R(m,n) and FFT, for the case of uniform particle image di splacement. Despite the 
fact that the RoA(m,n) routine proved advantageous in suppressing the mean bias error, 
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the routi ne is unsuccessful in reducing the nns error. With NSS, however, an 
improvement in both the mean bias and rms error is found. Thi s is because the NSS 
routine takes into account the local variations in particle image seed ing density per 
unit area across the interrogation region which also includes partial imaging. By do ing 
so, the variati on in the correlation peak shape is reduced, and hence, the spread of 
measured displacement va lues for a given d isp lacement is corrected closer to the 
actual displacement thus producing small mean bias and rms errors. 
The local variations in correlation peak shape can be attributed to the relati ve change 
in the neighbouring correlati on values either side of the correlation peak. To further 
ascerta in th is effect, the absolute diffe rence between adjacent correlation values, 
either side of the correlation peak, is normalised with the correlat ion peak height for 
the SS and FFT routine. This analysis is carried out for 300 realisations of a 32 x 32 
pixel interrogation area, fo r a series of uni fo rm particle image di splacement (0 to 10 
pixe ls), and the resul ts are presented in Figure 7.5. 
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Figure 7.5 Abso lute difference between adjacent correlation va lues for NSS compared 
with FFT 
The di fference produced by FFT is s ignificant compared with NSS because the effect 
of partial imaging prod uces a negative skew in the FFT correlation peak, thus 
underestimating the measured di splacement considerably. This di ffe rence increases 
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because the effect of partial imaging increases due to the loss of complete correlated 
particles (i.e. loss-of-signal) as the di spl acement increases. As explained, the NSS 
routine corrects fo r the local variation in the corre lation peak shape, and hence, 
suppresses the absolute difference between adjacent correlation values, as illustrated 
in Figure 7.5 . In addition, as the particle image displacement increases, the absol ute 
difference produced by NSS is approx imately maintained because the loss of 
correlated particle images are accounted for with the computation of the signal 
strength field. 
The results in Figure 7.5 demonstrate that the effect on the loca l variations III 
corre lation peak shape is more significant as the effect of partial imaging increases. In 
this analysis, s ignal to noise ratio (SNR) was quantified to assess the performance of 
FFT and NSS routines. The SNR is defined as the ratio of the correlation peak height 
to the mean background no ise level in the correlation routine. Despite the fact that, 
the noise fl oor surfaces for the SS and FFT routines are essentially flat, as illustrated 
in Figure 4. 16 and Figure 3.9(b) respectively, the FFT routine has a hi gher rms 
variation . 
The SNR for NSS compared with FFT as a function of un iform particle image 
di splacement is shown in Figure 7.6. The SNR for FFT deteriorates as the partic le 
image di splacement increases because FFT suffers from the loss of signal due to the 
decrease in the number of correla ted particle images. The NSS routine, however, 
normalises the R(m,n) correlation field by the signal strength to recover the signal 
loss, and consequently, smoothes the loca l variations in correlat ion peak shape. As a 
result, the SNR is preserved and the rm s errors are reduced, as illustrated in Figure 
4.17(b) and Figure 5.6(b). 
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Figure 7.6 SNR fo r NSS compared with FFT for 32 x 32 pixels interrogation area 
In the current study, 16 x 16 pixels interrogation areas are used to examine 
measurement errors produced by SS and FFT in a sma ller interrogation area. The 
SNR for NSS compared with FFT, as a function of uniform particle image 
displacement is shown in Figure 7.7. As demonstrated for the 32 x 32 pixels region, 
the SNR fo r the FFT routine also deteriorates with the increase in di splacement in a 
16 x 16 pixels region. This happens because in a smaller region the bias due to parti al 
imaging increases as the number of complete correlated particle images decreases. For 
particle image di splacements beyond 7 pixels, the performance of FFT fail s due to the 
loss of a correlation peak in the correlation fi e ld (i.e. SNR deterioration). This effect 
is shown in Figure 4.2 1(b), for the case of uniform particle image displacement. With 
the implementation of the NSS routine, however, the SNR is preserved, as shown in 
Figure 7.7, and the absolute difference between adjacent correlati on values is smaller, 
as shown in Figure 4.22. Thus, both mean bias and rms errors are suppressed and the 
dynamic range of the measurement is increased, as demonstrated in Figure 4.21. 
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7.3 Conclusion 
Time-resolved PlY has the potential to be an important too l to quanti fy the temporal 
evolution of flow structures. With the advancements in digital cameras and laser 
technology, DPIY images can now be captured at kHz rates to produce high spatial 
and high temporal resolution 2D velocity maps. As a result of thi s, the turbulence 
statistics of the flow can be computed and em ployed to develop and validate CFD 
(Computational Fluid Dynamics) codes. Before any refinement of CFD codes can be 
attempted or conclusions drawn from the turbulence data, it is imperative that the 
inherent measurement errors in time-resolved DPIY are quantified. The lite rature 
survey reported several time-resolved PlY experiments and highlighted the necess ity 
to quantify the inherent measurement errors. In particular, the errors generated from 
the R(m,n) and FFT correlation routines were assessed. The R(III ,n) routine can be 
computed, to a good approximation, in the frequency domain using FFT routine with 
zero padding. In addition, the errors produced from smaller interrogation areas (i.e. 16 
x 16 pixels) were also determined. In the current study, an ' improved' correlation 
technique, namely SS (Normalisation by signal strength), was employed and proved 
advantageous in suppressing errors. The main objective of this study was to identify, 
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quanti fy and reduce the measurement errors accruing from time-resolved DPIV 
measurements. The objective has been met. 
A time-resolved DPIV theoretical model was developed that a ll owed random 
distribution of particle images in an interrogation area, to simulate a uniform 
displacement fie ld and a fie ld conta ining uni fo rm displacement gradient. To preclude 
errors from poor SNR and inadequate pixel reso lution, 22 particle images with 2.8 
pixe l particle image diameter were used. The interrogation areas were processed using 
R(m,n) and FFT, and measurement errors were computed (see Figure 3.8) for 300 
realisations of3 2 x 32 pixels interrogation area. Conclusions drawn from thi s analysis 
show that parti a l images at the edge of an interrogation area dominate the mean bias 
error, despite the fact that Westerweel (1993b) assumed thi s effect to be negligible. In 
the literature, it has been reported that the negative bias is produced because of the 
' pyramid-like' noise fl oor due to the non-uni form weighting of the R(m,n) correlation 
function, however, this study shows that these errors are insignificant compared to 
those due to partia l images. It has been demonstrated in thi s study that the mean bias 
and rms errors, due to partial imaging and random pos itioning of particle images in an 
interrogation area, is suppressed by normalisi ng the R(m,n) correlation fie ld with the 
signal strength (i.e. NSS) prior to curve fitting. 
In practi se, a small er interrogation area size is o ften employed alleviate problems with 
strong velocity gradients or to increase the resolution of the velocity measurements. 
This study has shown that if the interrogati on area size is reduced, the mean bias error 
is amplifi ed for the R(m,n) and FFT routine. With the implementation of NSS, 
however, the measurement errors are reduced. When DPIV is used in a time-resolved 
mode to record particle images in a uniform displacement field, a mean bias error of 
7% and an apparent rms error of 9%, for an actual displacement of I pixel, is 
generated by FFT for 300 real isations of 16 x 16 pixels interrogation area. The mean 
bias error and rms error are reduced to 0. 12% and 3.4%, respectively, with the NSS 
routine. An added improvement is produced by NSS compared with FFT in terms of 
dynamic range because the SN R is preserved w ith NSS. 
To further ascertain the performance of NSS, carefull y controlled experiments were 
conducted and the experim ental parameters (i.e. particle seeding density, partic le 
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image diameter, parti cle image intensity) were matched in the model. As a result of 
thi s, good agreement between the experimental data and model predictions was 
achieved. Once aga in, the NSS routine proved advantageous in reducing the 
measurement errors when compared with the FFT routi ne. 
A comprehensive study of uniform di splacement gradient was carried out using the 
theoreti cal model developed, and the results produced were verifi ed with a ca refull y 
contro lled experiment. The results were in close agreement. The NSS routine reduced 
the measurement errors when the correlation of smaller interrogation area ( 16 x 16 
pixe ls) was attempted, and also, when the mean measured displacement at the centre 
of the region was reduced. A twin seeding experiment was also conducted to acquire 
two independent velocity measurements of the same interrogation area, which were 
used to define the noise fl oor for a time-resolved experiment. 
The results prod uced have demonstrated that negati ve mean bias error will a lways 
occur when equal size interrogation areas are correlated due to partial images. To 
further establi sh thi s effect, the correlation between partial images, in the smaller first 
interrogation area, with complete images, in the larger second interrogati on area, 
produced ' posit ive' and ' negative' bias in ind iv idual rea lisations. On average over 
subsequent realisations, the mean bias produced is negli gible. The rms errors, 
however, are still generated by the FFT and R(m,n) routines. By normalising the 
R(m,n) correlation peak with the signal strength (i.e. SS) both the mean bias and rms 
errors were suppressed. 
The current study has examined two simple fl ow scenarios III the absence of 
turbulence (i.e. uniform particle image displacement and uniform di splacement 
gradient), and has demonstrated that the NSS routine successfully suppressed the 
measurement errors compared with FFT. This is because the NSS routine corrects for 
the local variation in correlation peak shape by accounting for the variation in particle 
image di stribution per unit area across the interrogation area. By doing so, the NSS 
routine also corrects for the negati ve bias produced by parti al images, and thereby, 
provides the most effective way to process time-reso lved DPIV images. 
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7.4 Further work 
In thi s study, the measurement errors fo r the R(m,n) and FFT routines employed in 
time-resolved DPIV have been successfully identified, quantified. This investigation 
has helped to understand the source of the errors and demonstrate that the SS 
correlation technique reduces the inherent measurement errors. There are a number of 
recommendations for further work as an outcome of the research carried out. 
• The model should be developed further to consider out-of-focus partic le images 
and irregular shaped Gauss ian particle images in an interrogation area. These 
adjustments would be made to realistically model a time-resolved DPIV 
experimental image. Further investigati ons should be carried out to examine the 
measurement e rrors with d iffe rent types of particle image seeding densities and 
particle image sizes. 
• Additional studies could be made by modelling fl ow structures with 2D gradients, 
such as vortex fl ow in the wake of a cylinder, swirls fl ow at the ex it of an injector 
or recirculating fl ow fields in an internal combustion engine. 
• A surface-fitting routine (i.e. Levenberg-Marquardt) should be investi gated to fit 
the correlation peak surface because 3-points in the correlation peak is not 
suffic ient to estimate the fractional di splacement for large partic le image 
diameters. 
• Investi gati ons could a lso be extended to examine errors generated by the 
correlati on routines for digitization of the particle images at different image bit 
depth (i.e. IO-bit and 12-bit). This is because high-resolution CCD cameras with 
large image depth are commercially available a lthough they are not commonly 
employed, at present. 
• In the uniform di splacement gradient fl ow experiment, demonstrated in Section 
6.3, the mean bias error was not quantified because the actual ve loc ity of the plate 
was not known. Thus, an independent measurement of the plate ve locity could be 
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carried out to accurately define the veloc ity for each location in the flow between 
the mov ing plate and the base of the tank . 
• Additional studies to assess the accuracy of 3D time-reso lved PlY measurements 
should be carried out. This could be achieved by extending the theoretical model 
to simulate 3D turbu lent fl ow fie lds, and subsequently, verify the results produced 
with ' real' fl ow data. Time-reso lved DP1Y measurements of an impacting jet flow 
can be carried out with the use of the red and orange fluorescent seeding particles. 
By doing so, two independent DP1Y measurements of the same velocity field with 
' rea l' varying di splacement grad ients and mean displacements across the flow can 
be measured. Hence, the difference between the two independent measurements of 
an identica l ve locity field will enable investigators to examine the errors due to 
variations in spatial pos itioning of parti cle images in a region, in which a turbulent 
flow is present. 
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Appendix 
In this thesis, the inherent measurement errors due to random positioning of particle 
images in an interrogation area are quantified for the correlation routines, for the case 
of uniform particle image displacement and uniform displacement gradient. In order 
to avoid errors from other sources, 22 particle images with 2.8 pixels particle image 
are produced in a 32 x 32 pixels region. In the following appendices, however, the 
particle image size and density were changed and the errors assessed. The first 
appendix examines the measurement errors generated by FFT and NSS for different 
particle image diameters with 22 particle images seeding density. The second 
appendix investigates the errors due to the variations in particle image seeding 
densities with 2.8 pixels particle image diameter. This analysis was performed for the 
case of uniform particle image displacement that extends from sub-pixel to integer 
pixellocations. 
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Appendix A 1 Variation in particle image diameters 
In the current study, 2.8 pixels particle image diameter was generated in the model 
and reproduced in a carefully controlled experiment to avoid errors from poor particle 
image resolution. Despite this, variations in the f-number (f' ) or modifications in the 
magnification factor (AI) will influence the size of the particle image diameter, as 
defined in equation 2.6. This appendix quantifies the measurement errors produced by 
the FFT and NSS routines for 1.4 pixels and 5.6 pixels image diameter and the results 
are compared. 
To investigate the noise floor for the routines for 1.4 pixels and 5.6 pixels image 
diameter, 300 realisations of un correlated particle fields were processed using the FFT 
and NSS routines. When averaged, a mean background noise level is generated for 
FFT and NSS as shown in Figure Al.l and Figure A1.2, respectively. The noise 
floors are approximately flat for both FFT and NSS, but the FFT routine has a higher 
rrns variation. With the increase in particle image diameter from 1.4 pixel to 5.6 pixel, 
the noise floor magnitude for FFT and NSS increases because more particle image 
intensities are used to compute the correlation field. 
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Figure A 1.2 Noise floor for the NSS correlation routine 
The mean bias and rms error generated by FFT for di ffe rent particle image diameters 
are presented in Figure A 1.3. Despite the fact that a ' fl at' noise floor is produced by 
the FFT routine, the effect of partia l imaging produces a negative mean bias error as 
descri bed in Section 3.7. With the increase in part ic le image diameter, the effect of 
parti al imaging increases, and thereby increasing mean bias and rms error as shown in 
Figure A 1.3. 
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Figure A 1.3 Measurement errors generated by FFT for different particle image 
diameters 
By computing the NSS routine the mean bias and rms errors are suppressed for 2.8 
pixels and 5.6 pixels particle image diameter, as illustrated in Figure A 1.4. This is 
because the NSS routine reduces the errors due to partia l imaging and also corrects for 
the local variations in correlation peak shape. For lA pixels particle image diameter, 
however, the NSS routine was not capable of correcting the measured displacements 
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values due to poor particle image reso lution and the digitised particle images are non-
Gaussian. As a result of the correlation process, the correlation peak will be of lower 
resolution and smaller, so the re lati ve effect of partial imag ing will be greater than for 
larger partic le image diameter. As di scussed in Section 4.4, NSS cannot correct for 
these non-Gauss ian effects. The result is a large spread in measured displacement, and 
hence, a large rms errOr. 
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Figure A 1.4 Measurement e rrors generated by SS for different particle image 
diameters 
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With reference to Figure A 1.3(b) and Figure A 1.4(b), it can be seen that with 
variation in particle image diameters, the rms e rrors generated by the routines varies. 
The rms errors generated for the FFT and NSS routines, for actual di sp lacements 
between 0 and Y, pixel for parti cle image diameters of 1.4 pixels, 2.8 pixels and 5.6 
pixels are presented in Figure A 1.5. The results fro m Figure A 1.5(a), generated by 
FFT, shows that the rms errors are hi gher at 1.4 pixe ls and 5.6 pixels, and the errors 
are minimum at 2.8 pixels particle image diameter. Thus, when the FFT routine is 
used to compute the correlation field, particle image diameter of approximately 2.8 
pixels should be produced in an interrogation area. Raffel et al. ( 1998) have a lso 
reported that image diameter of essentially 2.3 pixels is the ' optimum ' particle image 
diameter. With the implementation of SS, however, the rms errors reduce as the 
particle image diameter increases, as illustrated in Figure A 1.5(b), because the particle 
image diameter is a more accurately defined Gaussian, generating a well -defi ned 
Gaussian correlation peak. Clearly, with increas ing particle size the like lihood of 
partial imaging increases, but NSS compensates for the partial imaging bias and an 
accurate displacement is calculated. This results show that NSS can be employed to 
compute the correlation field for interrogation areas with particle image diameters 
larger than 2.8 pixels. Figure A 1.5(b) suggest even larger particle images may 
produce even lower rms errors, however, at 5.6 pi xels the rm s errors are already 
below I % which is sufficiently small for most practica l app lications. 
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Appendi x A2 Variation in particle image seeding densities 
In PIV, seeding particles are introduced into the flow to follow the fl ow fa ithfully and 
scatter sufficient light. Typica lly, in an experiment the seeding particle density is 
increased to avoid errors from poor SNR, but not to a great extent that the fl ow 
structure changes (Drain (1980)). In the model developed, a seeding density of 22 
partic le images per 32 x 32 pixe l region was employed, and I ikewise, reproduced in 
the carefull y contro lled experiments. In the current study, the measurement e rrors 
generated by FFT and NSS are quantified for di ffe rent partic le image seeding 
densities (i.e. 11 , 22 and 44 particle images) . 
The mean background noise leve l fo r uncorrelated particle fi elds with I I and 44 
particle images fo r both FFT and NSS are approximately flat, as shown in Figure 
A2. 1 and Figure A2.2 respecti vely. As expected, the magnitude of the no ise floor 
increases as the particle image density increases. 
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Figure A2.2 No ise floor for the NSS corre lation routine 
The measurement errors produced by FFT for the three different particle image 
seed ing densities are presented in Figure A2.3. The mean bias error generated fro m 0 
to \I, pixe l locat ions in Figure A2.3(a) shows that as the particle image density is 
increased from I I to 44 particle images the errors due to partial imaging increases. 
This is because as the seeding density is increased, the partial images at the edge of an 
interrogation area increases. Beyond displacements of \I, pixel, the bias error reduces 
as the particle image seeding density increases. The cyclic pattern for sub-pixel 
displacement is an artefact of the digiti sat ion process wh ich is discussed in Chapter 4. 
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The rms error in Figure A2.3(b) shows that as the seeding density is increased the 
error is reduced. This is because with increasing densi ty the number of complete 
particle images contained with in the region increases. Thus, with increasing 
di splacement the relative e ffect of partial imaging reduces, thereby the local variation 
in correlation peak shape is reduced, and so the rrn s errors are reduced. The mean bias 
and rms error generated by FFT is restricted from 0 to 5 pixels because beyond 
displacements of 5 pixels the measurement errors are below 1%. 
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By computing NSS, however, the mean bias and rms errors are suppressed as shown 
in Figure A2.4 . This is because the errors due to partia l imaging are reduced and the 
loca l variati ons in correlati on peak shape are corrected. The measurement errors are 
examined from 0 to 5 pixe ls displacement, because beyond 5 pixe ls the errors are 
below I %. The cyclic pattern in Figure A2.4(a) is an artefact of the digiti sation 
process. It is c lear from this fi gure that as the partic le image seeding dens ity is 
reduced, the effect of particle images overlapping in the region is a lso reduced, 
thereby producing small bias error. Despite thi s, rms error increases as the seeding 
density is red uced because the number of complete particle images in an interrogation 
area is less. As a result, with increasing displacement, the local variation in correlation 
peak shape is more significant for regions with less particle images. 
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Appendix A3.1 : ' Digita l Partic le Image Ve loc ime try: Pa rtia l Image Error (PI E)" 
K.Anandaraj ah, G .K. Hargrave and N.A. Ha lli well , Proceedings of the Second Inte rna tiona l 
Confe rence on Optical and Laser Diagnostics, London, United Kingdom, 2005 
Digital Particle Image Velocimetry: 
Partial Image Error (PIE) 
K Anandarajah, G K Hargrave' and N A Halliwell 
Wolfson School of Mec hanica l and Manufacturing Engineering, Loughborough 
Uni versity, Loughborough, Le icestershire, LE II 3TU, United Kingdo m 
E-mail : G.K.Hargrave@lboro.ac.uk 
Abstract. This paper quantifies the errors due to pan ial imaging of seedi ng particles which 
occur at the edges of interrogation regions in Digital Panicle Image Velocimetry (DPI V). 
Hitherto. in the scientific literature the effect of these partial images has been assumed to be 
negligible. The results show that the error is significa nt even at a commonl y used interrogation 
region size of 32 x 32 pixels. If correlation of interrogation region sizes of 16 x 16 pixels and 
smaller is attempted. the error which occurs ca n preclude meaningful results being obtained. In 
order to reduce the error normalisation of the correlation peak values is necessary. The paper 
introduces Normalisation by Signa l Strength (NSS) as the preferred means of normalisation for 
optim um accuracy. In addition, it is shown that NSS increases the dynamic range of DPIV. 
l. Introduction 
Digital Particle Image Veloc imetry (DPIV) is an important non-intrusive, whole-fi e ld measurement 
technique, wh ich provides quantitative measurement and instantaneous snapshots of velocity fi elds 
over a two-dimensional region within a fl ow. With recent advancements in laser technology and 
digital cameras time-resolved DPIV systems, capable of producing velocity maps at kHz rates, have 
become commerciall y avail able. Time-resolved DPIV is now capable of prov iding high spatial and 
temporal resolution velocity field data, which can provide turbulence stati stics for the refinement of 
CFD codes. It is important that inherent random errors associated with time-resolved DPIV 
measurements are quantified before compari sons with code predictions are attempted. 
In a DPIV experiment images of seeding particles from a light sheet within the fl ow are captured 
twice, separated by a small time interval. These fl ow images are then subdi vided into interrogation 
regions and corresponding regions are cross-correlated typically using a fast Fourier Transform 
algori thm (FFT) in the frequency domain. This produces a correlation peak whose position 
corresponds to the average part icle image di splacement within the region. A curve fitt ing routine 
(typically three-point Gaussian) is used to estimate the position of the centre of the peak to sub-pi xel 
accuracy. The accuracy of this sub-pixel measurement is a function of the Signal to Noise Ratio (SNR) 
defined by the ratio of the height of the correlation peak to the average background noise level. Thi s 
ratio is affected by several factors including velocity gradients across the interrogation region, seeding 
1 To whom any correspondence should be addressed 
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image density, inadequate pixel resolution, panicle image size, electronic imaging no ise , uncorrelated 
panicle images, irreg ular shaped images and intensity variations both across and between image 
snapshots. The effect of these parameters has been well documented in the literature [I J and a 
carefull y designed experiment can reduce their error to an acceptable level. 
It is imponant to quantify the inherent error which occurs in a time resolved DPIV experiment due 
to the random positioning of seeding panicle images between subsequent measurements. For an actual 
di splacement of d" we define a mean-displacement dm and a mean-bias error db over N rea li sations by: 
(I ) 
where d, is the displacement value from a single measurement. 
In additi on, the random root mean square (rms) error, a is defined by: 
[ ']'" I N -a = - L(d, - d..) N ,. , (2) 
In thi s way, the inherent measurement error in ca lculating the average velocity from d
m 
and the 
turbulence intensity from a for a time-resolved DPIV experiment can be quantifi ed before 
compari son with a CFD code prediction is attempted . 
2. Processing Methods 
2.1 . Interrogation Region Correlation 
For equal-size interrogation regions (typically 32 x 32 pi xels) image di splacement is calculated by 
cross-corre lation and the technique favoured by most commerci al DPIV systems is correlation in the 
frequency domain using the fast Fourier transform (FFT). The latter is used to reduce computati on 
time. For two images I,(i , j) and I, (i , j ) from the same interrogation region their cross-corre lation 
® can be written: 
I , (i,j) ® I , (i, j) ~ FFr' {i, (,g, 1]) xi; (,g, 1])) (3) 
where i , (,g, 1]) denotes the Fourier transform of I, (i, j) and i ; (,g, 1]) represents the complex 
conjugate o f the Fourier transform of I,(i , j) . Pixel position is denoted by (i ,j) . 
For equal or unequal sized interrogation regions the cross-correlation R(m, n) defined by: 
R(m,n) = LLI,(i ,j)/, (i - m, j- n) (4) 
j 
can be computed directly in the spatial domain . Computation of the cross-corre lation defined by 
equation (3) suffers from ' wrap-around ' effects du e to the assumed periodicity of the signal when the 
FFT algorithm is used . These errors can be minimised by the use of zero-padding [2] . If zero-padding 
is used then to a very good approximation the correlation computed by the FFT method defined by 
equation (3) equates to R(m, n) define by equation (4) [3]. 
166 
2.2. Correlation Peak Location and Sub-Pixel Interpolation 
Once the correlation field has been ca lculated the posit ion of the highest peak (the s igna l peak) 
determ ines the average di splacement of the seeding particle images within the interrogation region to 
an accuracy of ± 0.5 pixels. It is usual to use a curve fitting routine around the peak value to determine 
disp lacement to sub-pixel accuracy. The most common routine is the Gauss ian and if the pixel 
location of the signal peak is given by (x" yJ the actual peak centre position (x pk' y pk ) is given by 
[4]: 
[log Rk - 1,yJ-log R(x, + l,yJ] 
xpk = x, + 2[log R(xc - \,yJ+ log Rk + l,yJ- 2 log Rk ,yJ] 
~og Rk,yc -I)-log Rk ,y, + I)] 
(5) 
It is clear from equation (5) that the relative values of the peak at (xc,yJ and its four immediate 
surrou nding neighbours are very important. They must be unbiased before the curve fitting routine is 
applied. Further to thi s, for the same velocity measurement, changes in the relative va lues between 
measurements (in a time-resolved DPIV experiment) must be minimised to reduce the rms error 
defined by equation (2). 
3. The Experimental Model 
In order to quantify the inherent errors due to changes in position of seeding particle images between 
measurements in a time-resolved DPIV experiment a theoretical model of the laller was developed. 
To a good approximation an indi vidual particle image can be modelled as a two-dimensional 
Gaussian intensity profile, I(x, y) given by [5]: 
(6) 
where the centre of the particle image is located at (xo, Yo) with a peak intensity of 10 . The particle 
image diameter, d, is defined as the e - y, intensity value of the Gaussian function . 
Using this definition, high-resolution Gaussian profile particle images were randomly located in a 
3200 x 3200 pixels region as shown in figure I. This high-resolution image was then digiti sed to 
produce a pixelated version of the particle images in a 32 x 32 pixels interrogation region I{xp,yp) as 
shown in figure 2. The digitisation process is based on a 8-bit imaging device (256 grey scale), similar 
to those commonly used in a commercially available DPfV imaging system. By digiti sing the high-
resolution image to create a pixelated interrogation region, it is possible to locate the centre of the 
Gaussian part icle images to an accuracy of 0.01 pi xeJ. A 32 x 32 pixels interrogation region was 
chosen in which part icle images were randomly distributed. This interrogation region size is 
commonly used in DPIV correlation analysis . In order to avoid confusing errors from poor signal to 
noise ratio (SNR) and inadequate pixel resolution with those due to changes in image spatial position, 
22 particle images with a particle image diameter of 2.8 pi xels were randomly di stributed [5] . 
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Figure I. Interrogation region image. Figure 2. Pixelated interrogation region. 
In what follows we will examine the inherent errors for a uniform displacement of particle images. 
Having established the first interrogation region image I,(xp,yp), the second image 1,(x p, yJ 
was calculated, where each particle image was shi fted in the x-direction to simulate uniform particle 
image displacement, which extends from sub-pixel to integer pixel values. 
We use the model to simulate a time-resolved DPIV experiment in which a sequence of (first and 
second) exposure realisations of the same interrogation region are provided. Each realisation contains 
the same true displacement value between exposures but in each case the spatial pos ition of the 
seeding particle images is varied randomly as would be the case in a real experiment. 
4. Model Predictions 
In order to understand the change in SNR which occurs as a function of part icle image displacement. 
average correlation noise fie lds were calcul ated over 300 realisations. In each case a corre lation field 
was calcul ated in the frequency domain usi ng the FFT method defined by equation (3) and in the 
spatial domain R{m,n) using equation (4). Two statisticall y independent image distributions (of 22 
particle images) were correlated in each case. Figures 3 and 4 show the average correlation noise 
fields for R{m, n) and FFT respect ively. 
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The 'pyramid ' noise fl oor in fi gure 3 is due to the decrease in the area of overlap which occurs as 
each correlation va lue is calculated. When a ignal peak is added to this noise fl oor the peak centre 
value is biased towards smalle r values. This negati ve mean-bias is well reported in the literature and 
can be avoided by use of an appropriate weighting function [I] or by subtraction of the mean image 
intensity in the interrogation regions before corre lation is attempted [6] . It is important that thi s 
negati ve mean-bias is corrected before a curve fitting routine is used to obtain sub-pi xel displacement 
accuracy. 
The average noise fl oor which occ urs when the FFT method is used is essentiall y fl at in nature. To 
the authors' knowledge this has not been prev iously reported in the literature and is due to the wrap-
around effects referred to in Section 2. 1. 
For increasing partic le image displacement the maximum value of the signal corre lation peak is 
reduced since proportionally more correlated images are lost from the second exposure of the 
interrogation region. Consequently it can be antic ipated that when the corre lation is computed by 
R(m,n) the SNR will be maintained (since the noise level decreases) in contrast to the use of FFT 
where the SNR will decrease (due to the fl at noise fl oor). 
The mean bias error over a range of di splacements up to 10 pi xels averaged over 300 rea lisations is 
shown in fi gure 5 and fi gure 6. These results were produced from correlation of two equal sized 
32 x 32 pixels interrogation regions using R(m, n) and FFT. Figure 7 and fi gure 8 shows the pi xel 
and percentage nns error, respecti vely, computed by both methods using equati on 2. 
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S. Discussion of Model Results 
The negative mean bias errors shown in figure 5 are anticipated using R(m, n) because of the 
'pyramid' noise floor shown in figure 3. However the FIT results are a surprise si nce the noise floor 
using this method does not (on average) bias the results due to its flat noise floor illustrated in figure 4. 
It is interesting to consider the equi valent percentage errors when two equal sized 
16 x 16 pixels interrogation regions are correlated by these methods. The results are shown in figure 9 
and figure 10. The latter raise serious concerns about experimental accuracy when the FIT method, 
used in most commercially available PIV systems, is used to compute correlation fields from small 
interrogation region sizes. 
~ '-------~~--~------.r. --~-, 
__ - R(m.nJ 
" 
t: 12 g 
• 
• 
:! a 
~ 
• 
" 
_ FFT ..... 
! I 
.... - ...... , ...... : ...... t. ............ ,.... . .. t., ........ ; .... . 
! !""': n ~' 
,1iI..... ..... ;.+ ..... ; ... :.;~ 
~-t : -: ~ :.. ~ :~ ' ~ .... . 
.. ~ l . r.~1; .~. w.. ..... : ..  ~W: . T' i . i. _. ~ 
O +-~-+~~+-~-r __ --r-~-1 
o ~ 6 10 
Pixel displacement (px) 
Figure 9. Mean bias error. 
. , 
" Pixel displacement (px) 
Figure 10. rms error. 
In what follows we show that the negative mean .. bias errors are dominated by the effect of partia l 
images at the boundary of the interrogation region. The presence of these partial images has been 
recognised previously [7] but their effect on measurement error has previously been assumed to be 
negligible. In fact , they are a dominant source of error when equal sized regions of 32 x 32 pixels or 
less are correlated. Partial image error (PlE) wi ll now be described in detail. 
6. Partial Image Error (PI E) 
When equal .. sized interrogation regions are correlated the signal peak is inherently skewed towards 
lower values of displacement due to the partial images at the edge of the region. This is best explained 
in a simplified example shown in fi gure II where two particle images in 1\ (i, j) are displaced by two 
pixels in the x direction between exposures so that one of the images in the second exposure I , (i , j) 
contains a partial image at the boundary . 
The corresponding (one .. dimensional) correlation signal peak for R( I1l,n) and FIT is shown in 
figure 12. The value to the left of the correlation peak value is larger than that to the right and thi s 
inherent bias, due to the partial image, is always present in the signal peak. 
Further to this when a partial image occurs in the first exposure and is correlated with a whole 
image in the second exposure the effect is sti ll to skew the correlation signal peak centre to lower 
values. This inherent bias explains why even in the presence of a fl at noise floor (as with the FIT 
method) the negative mean .. bias error shown in figure 5 is produced. It is important to note that 
wi ndow shifting [6] in order to preserve SNR does not avoid this error since partial images always 
occur in the first exposure. 
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First interrogation reg ion Second interrogation reg ion 
Figure 11 . Partial image in the second interrogation region. 
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Figure 12. Correlation values for panial image in second interrogation region. 
If the second interrogation region is made larger so that partia l images from the first ex posure are 
al ways correlated with ' whole ' images in the second exposure then this bias can be both pos itive and 
negati ve. In this case, on average over many reali satio ns there is no mean-bias of the signal peak but 
there are still consequences for the rms erro rs whic h will be discussed in the next section where 
normali sation of the correlation peak values in order to reduce partial image error is recommended. 
7. PIE Reduction: Normalisation by Signal Strength (NSS) 
PIE can be significantly reduced if the correlation fi e ld values are normali sed before the Gaussian 
curve fitting routine is used. It is important to note that each calculated value in the correlation fi e ld is 
not only specific to an area A of overlap between I,(i , j) and I,(i,j ) but also to the number and 
magnitude of pixel intensity values included in this area. We define a Signal Strength (SS) in the 
overlap area by: [ ]' / SS = '~A I,' (i, j ),'f, li (i, j ) (7) 
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Accordingly, the correlation field Normalised by Signal Strength (NSS) is defined as: 
( ) :L:L 1,(i,j)/,(i - m,j- n) NSS = R m, n = _'':c---Ll _______ -::-;-;,-
SS [ ] '" :L 1,2 (i , j) :L li (i ,j) 
I.)EA I.)EA 
(8) 
If the correlation field for the panial image example shown in figure II is computed using NSS the 
asymmetry of the correlat ion peak is corrected. This result is shown in fi gure 13. 
Cl) 
Cl) 
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X-piul 
Figure 13. Correlation values for NSS. 
Normalisation by Signal Strength inherently removes the mean-bias produced by the 'pyramid ' 
noise fl oor using R(m, n) and on-average produces the flat noise fl oor shown in figure 14 (over 300 
realisations). It is now possible to compare the change in SNR for increasing panicle image 
displacements between FFT and NSS. The results are presented in figure 15, where it is shown that the 
constant SNR of NSS effectively increases the dynamic range of DPIV. 
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It is imponant to note that NSS has the effect of 'smooth ing' the correlation fie ld. This is because it 
inherently compensates for changes in panicle image seeding density per unit area across the 
interrogation region. In this way NSS is to be preferred to normalisation by overl ap area [I] which is 
used to remove the negative mean-bias due to the pyramid noise floor (Sect ion 4 and fi gure 3). The 
latter is equi valent to assum ing a constant panicle image seeding density per unit area which does not 
occur in practice. The 'smoothing' of the correlation fi eld produced by NSS can be anticipated to 
significantly reduce the rms error due to changes in panicle image spatial position over sequential 
measurements in time-resolved DPIV. 
7. 1. Experimental Tests 
In order to test the effectiveness of NSS in practice a carefully controlled experiment was conducted. 
A g lass slide containing randomly distributed panicles sprayed onto the surface was acc urately 
displaced by means of a piezo acti vator. The panicles were Aluminium Oxide and were illuminated by 
a Nd:YAG laser from a commerciall y available DPIV system. Results from an average of 300 
realisations over a range of di splacements for mean-bias and rms errors are shown in fi gure 16 and 
figure 17 respectively. These were obtained by correlating 16 x 16 pixels interrogation regions. The 
experimental image size (2.8 pixels) and seeding image density (22 in a 32 x 32 pixels region) were 
chosen to be representati ve of a real experiment and to avoid errors from other sources. 
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Figure 16. Mean bias error. 
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Figure 17. rms error. 
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It is clear from these results that the use of NSS to avoid PIE is important when correlation of a 
small sized interrogation region is attempted. The performance of FFT is seen to fail beyond a 
displacement of 7 pixels and this is due to the deterioration in SNR. The enhanced performance of 
NSS compared to FFT for the RMS error is due to the 'smoothing' of the correlation field mentioned 
earlier. 
8. Conclusions 
A common method to enhance signal to noise in DPIV in the presence of velocity gradients is to 
reduce the size of the interrogation region size. Further to this window-shifting together with a serial 
reduction in window size has also become common practice to increase the spatial resolution of 
velocity measurements. This paper has shown that for correlation of equal-sized interrogation regions 
of 32 x 32 pixels and smaller, particular attention must be paid due to the error caused by partial 
imaging of seeding particles, PIE. For equal sized regions the error causes velocities to be measured 
which are too low. When DPIV is used in a time-resolved mode with FFT processing errors due to PIE 
can preclude a reliable measurement being obtained. e.g. A 16 x 16 pixels interrogation region 
produces an inherent negative mean bias and rms error of 7% and 9% respectively for a displacement 
of one pixel. This paper has shown for the first time that the negative mean bias normally associated 
with non-uniform weighting of the correlation routine in the literature is, in fact, dominated by the 
effect of partial images. 
PIE can be reduced if the correlation peak is normalised by the signal strength before sub-pixel 
interpolation with a Gaussian curve fit is attempted. Without correlation peak normalisation the use of 
FFT in the frequency domain to compute the correlation of small equal-sized interrogation regions can 
produce catastrophic errors. In addition NSS has been shown to extend the dynamic range of DPIV in 
comparison with the FFT method favoured in commercially available DPIV systems. 
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Abstract: The objective of this paper is to quantify the spatial random error in time-resolved 
Digital particle Image Velocimetry (DPIV) through a combination of theoretical modelling and 
experimental verification. It is important to understand, quantify and reduce the inherent mean-
bias and random errors associated with DPIV used in a time-resolved mode before the 
experimental data is used for the development and validation of Computational Fluid Dynamics 
(CFD) codes. A theoretical model of the DPIV system was developed, which allowed an 
investigation of particles displacing in both a uniform velocity field and a field containing a 
velocity gradient. The model was used to investigate the accuracy of two cross-correlation 
algorithms operating in the frequency and spatial domain. In particular, a detailed examination of 
the advantages that accrue by normalisation of the correlation peak prior to curve fitting in a time-
resolved DPIV application is discussed. The model predictions were verified by conducting a 
carefully controlled experiment with a uniform particle image displacement across the 
interrogation region. The experimental results shows that, an apparent rms turbulence level of 3% 
is achieved, for an actual particle image displacement of one pixel, in a 32 x 32 pixel interrogation 
region, when computing the correlation using fast Fourier transform (FFT). With the 
implementation of a normalised cross-correlation routine by signal strength (NSS), however, the 
predicted rms levels were suppressed to less than! %. Signal strength is defined as the product of 
particle image intensities corresponding to the overlapped area used to calculate an individual 
correlation value from two equal size interrogation regions (first and second exposures). 
Keywords: DPIV, sub-pixel and pixel displacement, displacement gradient, mean bias error, 
nns error 
1. Introduction 
Digital Particle Image Velocimetry (DPIV) is an important non-intrusive, whole-field measurement 
technique, which provides quantitative measurement and instantaneous snapshots of velocity fields over a 
two-dimensional region within a flow. With recent advancements in laser technology and digital cameras 
time-resolved DPIV systems, capable of producing velocity maps at kHz rates have become commercially 
available. Time-resolved DPIV is now capable of providing high spatial and temporal resolution velocity 
field data, which can provide turbulence statistics for the refinement of CFD codes. It is important, however, 
that the inherent random errors associated with time-resolved DPIV measurements are quantified before 
comparisons with code predictions are attempted. 
In a DPIV experiment, images of seeding particles are captured twice, separated by a small time 
interval. These images are then subdivided into interrogation regions, in which a processing algorithm is 
employed to compute the correlation. A curve fitting routine is used to estimate the correlation peak centre, 
which indicates the particle image displacement between two consecutive interrogation regions. Typically, in 
an experiment, inherent measurement errors arise from unmatched particle images, velocity gradients in the 
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interrogation region, uneven illumination and electronic noise. Further inaccuracies occur from the choice of 
processing algorithms and the choice of curve fitting routines. Since DPIV is based on the correlation 
analysis of interrogation regions, the inherent errors are dependent on the random spatial position of particle 
images, particle image seeding density and particle image size. 
DPIV accuracy is enhanced with the introduction of sub-pixel interpolation where, typically, a 
Gaussian three -point estimator is fitted to the correlation peak and the true centre is estimated. In time-
resolved DPIV, the measured displacement of the particle images for the same interrogation region changes 
because of the variation in the symmetry of the correlation peak. The variation in the measured displacement 
from the true displacement, for an individual measurement, is dependent on the asymmetrical shape of the 
correlation peak. When averaged over time, the changes in the shape of the correlation peak will produce an 
offset in the measured displacement from the true displacement. Most often, the asymmetrical shape in the 
correlation peak is due to the variation in the spatial positioning of particle images within the interrogation 
region and loss of a correlated particle image pattern. The disagreement between the true displacement and 
the measured displacement is the measurement error. 
In a time-resolved DPIV experiment, subsequent snapshots of the same interrogation region 
would produce changes in the measured displacement, and hence, a mean measured particle image 
displacement is evaluated. The measurement error is therefore subdivided into two components a mean bias 
error and a random error. The difference between the mean displacement and the true particle image 
displacement is defined as the mean bias error. Accordingly, the random error in the measurement is defined 
as the deviation of the measured from the mean particle image displacement. 
In this paper, we have developed a theoretical model, which specifies the true particle image 
displacemen4 in order to investigate the inaccuracies in the approximation of the measured displacement. 
Presented herein, are the mean bias error and random errors for two correlation routines operating in the 
frequency and spatial domain. In the model, we have generated 300 realisations of the same interrogation 
region size, with different particle image spatial positions to compute the measurement error. For an actual 
particle image displacement do we calculate a measured displacement d, where i ~ 1, 2, ... Nand N is the 
total number of snapshots in the time sequence of the DPIV experiment. We can now define a mean 
displacement dm and mean bias error, db as: 
(I) 
Accordingly, the random error is tenned as root mean square (nns) error, a and defined as: 
(2) 
The initial part of this study includes an examination of the errors associated with uniform particle 
image displacement. This was carried out both with the theoretical model and verified with a carefully 
controlled experiment. In the second part, we have presented theoretical and experimental results for DPIV 
measurements in a flow containing a uniform displacement gradient. The data quantifies the errors 
associated with the random positioning ofthe particles in the velocity field in terms of rms errors. 
2. Processing methods 
2.1 Correlation routines 
Particle image displacement between two image frames was detennined by correlating two corresponding 
equal size interrogation regions. We present data for two cross-correlation routines; fast Fourier transform 
(FFT) in the frequency domain, the technique most favoured by the commercial codes, and a normalised 
direct cross-correlation routine in the spatial domain. 
The FFT technique is used to accelerate the computation of the cross-correlation processing routine. 
This technique is evaluated by a complex conjugate multiplication of the two-dimensional Fourier 
transfonned interrogation region. The FFT routine can be expressed as; 
II(i,j)®I,(i,j)~ FFr'(i, (';,1])x i, .(';,1])) (3) 
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where jl(~''') denotes the Fourier transform of Ili,j) and i2'(;,7]) represents the complex conjugate of 
the Fourier transform of I,(i,j). 
Most commercially available DPIV analysis processing routines employ FFT routines to compute 
particle image displacement, because the routine is computationally efficient. The accuracy of the FFT 
correlation routine was examined by McKenna et al. (2002) and Huang et al. (1997) for a series of sub-pixel 
uniform displacement. We report similar results for uniform particle image displacement, which are 
extended from sub-pixel to integer pixellocation displacement. 
In the spatial domain, a direct digital cross-correlation template matching routine R(m,n) is computed 
for two interrogation region IJ(i,j) and I,(i,j), defined by (Gonzales et al. 1987): 
R(m,n) = I~),(i,j)I2(i-m,j-n) (4) 
i J 
The correlation function R(m,n) can be computed, with negligible error, using a fast Fourier transform 
(FFT) in the frequency domain with zero-padding. FFT with zero padding is computed to avoid errors 
arising from the wraparound effect, which occurs in a typical FFT (McKenna et al. 2002). However, 
relatively few commercial systems offer this option and R(m,n) in this work was computed spatially. 
Although R(m,n) is simple to implement, the correlation routine will produce changes in the maximum 
height of the correlation peak, dependent upon the spatial positioning of the particle images, seeding 
density, particle image displacement and uneven illumination between interrogation regions. These effects 
can be prevented by evaluating the normalised cross-correlation (NSS) given by; 
NSS=~~~R~~~,~n)~~ __ 
Signal Strength in overlap area 
II[I.{i,j))X [I,(i -m,j -n)) 
i j 
I..... I 2 (. ')" I 2 (i .)lY, 
lLi.}EA I I,) ~;.jEA 2 ,j J-
(5) 
where A denotes the overlapping area between 1/ and I, for the respective R(m,n) correlation field, The 
correlation peak surface for NSS is computed by normalising the correlation pixel values in the R(m,n) 
correlation field by the signal strength present in the overlapped area, We define signal strength as the 
product of particle image intensities corresponding to the overlapped area used to calculate an individual 
correlation from two equal size interrogation regions (first and second exposures). 
2,2 Correlation peak location and sub-pixel interpolation 
Once the correlation field is calculated, the integer location of the highest peak in the 2D array of the 
correlation plane is determined. Around the peak location in the correlation field, a curve fitting routine is 
introduced to determine the displacement of the particle image pairs to sub-pixel accuracy. 
In each of the algorithms examined, the correlation peak location is given by (x" yJ and the actual 
centre, (xp' , yp<) is found to sub-pixel accuracy using two three-point Gaussian curve fit given by (Willert at 
al. 1991): 
(6) 
3, Theoretical Model 
To a good approximation an individual particle image can be modelled as a two·dimensional Gaussian 
intensity profile, I(x,y) given by (Huang et al. 1997): 
(7) 
177 
where the centre of the part icle image is located at (xo • yoJ with a peak intensity of 10 , The particle image 
diameter, d, is defined as the e->1 intensity value of the Gaussian function, which by definition contains 
61 % of the total intensity in the envelope (Wi llert et al. 199 1). 
Using this defini tion, high-resolution Gaussian profile part icle images were random ly located in a 3200 
x 3200 pixe ls region as shown in Figure I. This high-resol ution image was then digitised to produce a 
pixelated version of the particle images in a 32 x 32 pixels interrogation region as shown in Figure 2. The 
digi ti sation process is based on a 8-bit imaging device (256 gray scale), similar to those commonly used in a 
commercially ava ilab le DPIV imaging system. By digitising the high-reso lution image to create pixe lated 
interrogation region, it is possible to locale the centre of the Gaussian particle images to an accuracy of 0.0 1 
pixe ls. A 32 x 32 pixels interrogat ion region was chosen in which particle images were random ly distributed. 
This interrogation region size is commonly used in DPIV correlation analys is. In order to avoid errors from 
poor signal to noise ratio (SNR) and inadequate pixel resolution, 22 particle images with a particle image 
diameter 01'2.8 pixels were randomly distributed (H uang et al. 1997). 
• • • • 
• • 
• 
• • • • • 
• 
• • 
, 
• • 
Fig. 1 Interrogation region image Fig . 2 Pixelated interrogation region 
Having established the fi rst interrogation reg ion image I , (xP• y,J, the second image 
11 (XI'. y,,) was calculated, where each particle image was shi fted in the x-direction to simulate uniform 
particle image displacement, which extends from sutrpixel to integer pixel values. To simulate a uniform 
ve locity gradient, the particle images are vertically 'sheared' across the interrogation region, such that, the 
particle images in the upper half of the interrogation region are displaced more. 
4. Results 
4. 1 Uniform particle image displacement 
We use the model to si mulate a time-resolved DPIV experiment in which a sequence of (first and second) 
exposure realisations of the same interrogation region are provided. Each realisation contains the same true 
displacement va lue between exposures but in each case the spatial position of the seeding part icle images is 
varied random ly, as would be the case in a real experiment. 
The mean bias error (db) and rms error (0) for standard FFT correlat ion and SS method were evaluated 
for a ser ies of uniform pixe l displacement for 300 (time sequence) rea li sations of a velocity vector from the 
same interrogation region and the results are shown in Figure 3. I-Iuang ct al. ( 1997) have shown that DPIV 
mean bias and rms errors can be reduced by normalisation of the correlation peak before a sutrpixel curve 
fitt ing routine is used. In their work, the correlation peak height and surrounding four pixel values were 
normalised by the product of the image intensities present in the area of overlap used to compute the 
correlat ion pixcl val ue. We have called this "signal strength". In contrast 10 th is work, I-Iuang et. al. 
computed the cross-correlation using the FFT routine prior to normalisation and statistica l results were taken 
from a s ingle image pair, which contained a uniform disp lacement restricted to sutrpixel values. 
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Fig. 3 Error plots for NSS and FFT correlation routines 
The SS results presented in Figure 3 were obtained from a R(m,n) correlat ion surface which was 
computed in the spatial domain, thus avoiding FFT wraparound errors, referred to in Section 2. 1. The results 
show that by computing the correlation using the FIT algorithm, for an actual displacement of I pixel, a 
negative mean bias error of 3% is produced with an apparent rms turbulence intensity of 2.5% when, in fact, 
no turbulence is present. By the implementation of the NS algori thm, the mean bias error is reduced to 
0.2% and the apparent rms noise level is suppressed to 1%. 
In order to validate the theoret ical results in Figure 3, a carefu ll y controlled experiment was conducted 
in which a glass slide containing randomly distributed part icles was accurately displaced by means of a 
piezo actuator. The seedi ng particles on the glass slide were illuminated by a Nd:YAG laser and the particle 
images were captured onto a CCD camera as shown in Figure 4. The particle images recorded were 
processed using FFT and NSS, as descri bed in Section 2.1 , and subsequently, a Gaussian sub-pi xci 
interpolation was used to estimate the displacement to sub-pixel accuracy. 
PlQo ActU!ltor 
trenslellon system 
cm""",,_ 
Fig. 4 A schematic representation of the DPIV system experimental layout for uniform particle 
image displacement 
To compare the resu lts from the model prediction with those from the experiment, the electronic noise 
or lhe camera was measured and added lo lhe compulalionally generaled images assuming Gaussian while 
noise (GWN) statistics. For a series of uncorrelated images (without particle image displacements), the 
correlation surface noise floor for theory and experiment was measured using NSS. The results are shown in 
Figure 5 and excellent agreement is obtained. This gives confidence in use of the model plus noise to 
simulate further experimental results. 
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Fig. 5 Noise characteristics of NSS 
The nns level for the theoretica l model plus GWN prediction agrees well with the experimental results, 
when they are processed with NSS as shown in Figure 6. The plot in Figure 7 highlights the advantages of 
SS in comparison to FFT, in terms of the reduction in rms error. Important ly, the results show that by 
computing the correlation using the FFT algorithm for the experimental images, with an actual displacement 
of one pixel , an apparent rms turbulence intensity of 3% is present in the measured displacement. With the 
implementation of NSS, however. the nns level is reduced to 1%. 
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4.2 Velocity gradient 
The cfTccl of a veloci ty gradient across the interrogation region was modelled. Part icle image 
displacement was varied in a vert ica l shear to produce displacement differences of up to 1.5 particle image 
diameters across the in terrogation region. The mean displacement at the centre of the region was 8 pixeis. 
Mean bias error (db) for 300 reali sations of the velocity field is shown in Figure 8. 
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Fig. 8 Error plots for NSS and FFT correlation routines 
It is evident that significant reduction is achieved for mean bias error with NSS compared to FFT. For 
rms errors (0'), however, the performance of these routines is sim ilar. In order to lest these model predictions. 
a fu nher carefu ll y controlled experiment was conducted wi th a un iform displacement gradient flow. This 
was achieved by towing a rectangular fl at plate, at constant velocity, in a tank of glycerol. The plate was at a 
fixed distance of circa 6mm above the base of the tank and the arrangement as shown in Figure 9. An 
example of an instantaneous partic le image recording is shown in Figure 10 and the corresponding velocity 
field processed by SS using a 32 x 32 pixel interrogation region is shown in Figure 11. 
Traverse 
Controller 
Doub~ pulsed 
Nd: Y/J,I; I"scr 
system Rectangular Tank filled with glycerol 
, 
Illuminated Holbw 
Glass sphere 
seeding particles 
Ught sheet: 
Fig . 9 A schematic representation of the DPIV system experimental layout for uniform 
displacement gradient experiment 
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Fig. 10 DPIV instantaneous particle image recording 
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Fig. 11 Velocity vectors processed using NSS 
The performance of FFT and NSS corre lat ion rout ines is presented in Figure 12. It can be seen that the 
FFT routine deteriorates more rap idly above a displacement gradient of one particle image diameter 
correspondi ng to the ant icipated "sp linteri ng" of the correlat ion peak (Keane el aL 1992). The perfonnancc 
of NSS is superior to FFT since normal isation by signal strength inherently compensates for variations in 
local seeding dens ity, which is present in the experiment 
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S. Discussion 
It is clear that, in general , normalisation of the correlation peak using NSS offers an improvement in 
accuracy compared with standard FFT rout ines, used in commercially available DPIV systems. There are 
several important reasons for this: 
5.1 Reduction in mean bias error using NSS: Clipped Particle Images 
Computing R(m,ll) in the spatial domain produces the pyramid-like noise floor shown in Figure 13 (a). 
When a displacement peak is superimposed on this, the cen tre is biased towards lower values producing a 
negative mean bias error. In other work, this eITect has been eliminated by subtracting the mean value of 
intensity from the fi rst and second exposures (in each case) before the correlation surface is calculated 
(McKenna et al. 2002). NSS normal ises the correlation peak on the particle image intensities (s ignal 
strength) in the overlapped area used to calculate an individual correlation value. In this way, the pyramid 
noise fl oor is inherent ly removed to produce the noise fl oor shown in Figure 13 (b). It is also importanllO 
note that the NSS routine removes sensitivity to changes in light sheet intensity both across the plane of the 
sheet during an exposure and between exposures. 
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In addition, negati ve mean bias error wil l always accruc whcn equal size interrogation rcgions are 
correlated due la part icle images clipped at the edges of the region. This is because the correlation peak 
centre is skewcd towards the lowcr val ues due 10 the partial loss of image in tensity. A simplified example of 
a digiti sed and clipped particle images is shown in Figure 14 . Thc corresponding (one-dimensional) 
correlation peak computed with R(m,n) is shown in Figure 15 with the skewed values highlighted. 
ormalisation by signal strength (NSS) inherently corrects for this and peak symmetry is restored as shown 
in Figurc 16. It is important to note that window shifting (Wcstcrwcel ct a!. 1997) will not alleviate this bias 
problem since for equal s izc interrogation regions, particles remain ""clipped" in the first exposure. 
In contrast, if the second interrogation region is made larger than the first so that "whole" particle 
images are correlated with clipped particles from the first exposure region, the bias can be both positivc and 
negat ive. On average, in thi s case, there is no mean bias but this still has consequenccs for rms errors, which 
arc discussed in the next sub-section. 
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5.2 Reduction in rillS errors 
The rms error is primaril y dependent upon the variations produced by the sub-pixe l displacement 
curve fitting routine d iscussed in Section 2.2. Apart from the corre lat ion peak being skewed (on average) and 
therefore contributing mean bias error, local vari ations in the shape of the peak wi ll influence the rms error. 
It is clear that the cffecl wi ll be morc signifi cant if the signal to noise ratio (SNR) deteriorates. The noise 
noor surfaces (uncorrelaled part icle images) for NSS and FFT are shown in Figure 13 (b) and (c) 
respecti vely. Both surfaces are flat (on average) but the FIT routine has a much higher rms intensity 
variation. The fac t that the FFT routi ne has a flat no ise fl oor on average is fortuitous, due to the noise 
characteri sti cs from the wraparound errors discussed in Section 2. 1. Figure 17 shows the SNR for NSS and 
FFT routines as a function of un iform pan icle image d isplacement. The FFT routine loses signal due to loss 
of paired pan icle images as the displacement increases. This is not the case for NSS, which maintai ns a 
constant SNR. This advantage is the reason for the reduction in nns error provided by NSS as shown in 
Figure 3 and 7. 
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6. Conclusion 
Th is paper has examined the effect on errors of normalising the correlation peak when DPIV is used in a 
time-resolved mode. It has been shown that normalisat ion by the parti cle image intensities (signal strength) 
used la calculate a correlation value, in general, provides improved accuracy. The negative mean bias error 
inherent when clipped particle images occur by using equal sized interrogation region is also highlighted. 
We have described the modell ing of a time-resolved DPIV experiment wi th a view to quantify the random 
errors inherent in the measurement technique. Experimental results from a carefully controlled uniform 
particle image displacement, with an actual displacement of 1 pixel, hi ghlights the advantages of NSS in 
suppressing the apparent rms turbulence intensity from 3%, which is computed using FFT, to 1% when the 
correlation peak is normalised pri or to curve fitting. We have also demonstrated the reduction in rms error, 
which can be achieved if NSS is used to measure velocities when a large gradient is present across the 
interrogation region. An estimation of the inherent random errors in the processing routines, due to local 
variations in the shape of the correlation peak, is essential before we can have confidence in deductions 
made about time varying statistics due 10 turbulent or unsteady fl ow. 
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Abstract 
The objective of work presented in this paper is to quantify the spat ial random error in a time-
resolved Digital Panicle Image Velocimetry (DP1V) through theoret ical modelling. It is imponant 
that the inherent random errors are estimated before reliable conclusions can be drawn from 
turbulent fl ow statist ics and before compari son are attempted with Computational Fluid Dynamics 
(CFD) code predictions. The effect of random errors associated with clipped and non-clipped 
panicle images and the imponance of correlation field normalisat ion prior to curve fitting is 
examined. 
Keywords: DPlV. sub-pixe! displacement, error analysis, mean bias error, rms error 
I. Introduction 
Panicle Image Velocimetry (PIV) is now the most proficient fl ow diagnostics tool for the 2 1" 
century. It provides quanti tat ive measurement of instantaneous snapshots of velocity field maps, 
over a two-dimensional region wi thin a flow. With advancements in laser technology and digital 
cameras, Digital Panicle Image Velocimetry (DPIV) is becoming widely accepted as a non-
intrusive whole field measurement technique. Recently, time-resolved DP1V systems, wh ich are 
able to produce velocity maps at kHz rates by taking a series of multiple exposure photographs 
with regular burst of intense pulses of shon duration and high repetition rates, have become 
commercially available. Time-resolved DP1V is now capable of providing higher accuracy and 
high spatial and temporal resolution for validat ion of CFD codes. It is now imponant, however, 
that the inherent random errors associated with time-resolved DP1V measurements are quantified 
before comparisons are attempted. 
Before drawing any concl usions from a DP1V result, it is imperati ve to provide an 
estimate of the uncenainties in the DP1V measurement, more imponantly, errors associated with 
sub-pixel displacement of tracer panicles. A fundamental investigation of a sub-pixel 
displacement measurement is required to analyse the effectiveness of digital cross-correlation 
processing on the quali ty and accuracy of the DP1V technique. Of panicular interest, are the errors 
associated with the post-processing of seeding panicle images ranging from digitisation of the 
images to the location of the correlation peak centre. 
DP1V accuracy has been enhanced by the introduction of sub-pixel interpolation where, 
typically, a Gaussian three-point estimator is fitted to the correlation peak and the true centre 
estimated. This repon focuses on the inherent random error in a time-resolved DP1V measurement, 
which occurs due to the random positioning of seeding panicle images wi thin a chosen 
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interrogation region. In a time-reso lved DP IV experiment subsequent snapshots of the same 
interrogation region will produce changes in the measured velocity over time (which are of 
interest) and over space. The latter is due to the fact that at each snapshot the particle images are 
in a different spatial position wi thin the interrogation region. In this way we need to establish the 
magnitude of the rms variati on in velocity due to particle image position, which is an inherent 
random error, before we can have confidence in deductions made about time varying stat istics due 
to turbulent or unsteady flow. 
In this paper we model a time-resolved DPIV experiment in order to quantify the spatial 
random error in (he absence of velocity gradients across the interrogation region. The rms 
vari ation in velocity due to particle image position is increased when velocity gradients exist 
across the interrogation region as described by (Adrian, 1997) [I]. This paper also exam ines the 
performance of d ifferent digital cross-correlation rout ines and subsequent curve fini ng of the 
correlation peak in order to obtain sub-pixel di splacement measurement. Investigating the errors 
for sub-pixel displacements is important in establishing the detailed behaviour of the digita l cross-
correlation routines. Error accrues in time-resolved DPIV fro m minor changes in the correlation 
peak shape, in each subsequent measurement, for the same interrogation region. 
In a ' rea l' DPIV experiment part icle images often sit across the boundary of an 
interrogation region and we refer to these as "c1ipped" particle images. We have examined the 
effect of random errors associated with clipped and non-clipped particle images using a fast 
Fourier transform (FFT) based correlation, such as those used in commercial DPIV systems. These 
are compared with two types of template matching operat ions which are, direct digital cross 
correlati on R(m,n) and normalised cross correlation N(m,n), where the normalisation is performed 
after R(m,n) is computed. (McKenna and McGillis, 2002) [2] examined the efficiency and 
accuracy of four cross-correlation algorithms namely, spatial domain correlation, FFT correlation, 
dynami c FFT correlation and ' Hybrid' correlation, for a series of sub-pixel uniform displacement. 
McKenna found that the direct spat ial domain correlation produces the most accurate results, 
because th is method of calculation incorporates most image information and does not inherently 
suffer from 'out-of-pattern' effects. ' Out-of-pattern' effect refers to loss of particle images when it 
crosses the boundary of an interrogation region. In this paper, we have examined and quantified 
this effect by correlating a smaller (first) interrogati on region with a larger interrogation region in 
the second exposure. (Huang et aI. , 1997) [3] also estimated the random errors, in a model 
experiment, by comparing the velocities measured from different interrogation regions for the case 
of a uniform particle image di splacement across the fu ll field of view and noted a significant 
reduction in sub-pixel errors when interrogation region images were normalised before cross-
correlation. The mean bias and root mean square (rms) errors were derived from many overlapping 
interrogation regions in a single snapshot of the fl ow field. Importantly, we have chosen to model 
the same interrogation region at different times to simulate a ' real ' time-resolved DPIV 
experiment. (Towers and Towers, 2001) [4] also reported an increase in sub-pi xel di splacement 
error estimation when FFT based correlat ion technique was carried out without normalisation. We 
have also studied th is effect and report the results. 
2. Experimental Model 
The diffract ion limited image ofa seeding part icle is an Airy disc which mathematically is defined 
by the square of a first order Bessel function as shown in (Goodman, 1996) [5]. For most 
simulation studies, as presented by (Huang et aI. , 1997, Prasad et aI., 1992)[3] and (Hart, 1999) 
[7], it is common to model an indi vidual particle image as a two-dimensional Gaussian intensity 
profi le, I(x,y) which is a good approximation, and given by: 
I(x,y) = loexp[ -(X-Xo )~!(y- yo)'] ( I ) 
where the centre of the particle image is located at (xo, y.) with a peak intensity of I,. The particle 
image diameter, d, is defined as the e-Y, intensity val ue of the Gaussian function, which by 
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definition contains 6 1 % of the total intensity in the envelope as highl ighted by (Willen and 
Gharib, 199 1 )[8]. 
The sim ulated 20 and 30 expanded Gaussian intensity profile are shown in Fig. I (a) and 
I(b) respecti vely. In order to examine the errors in ' real' OPIY experiments the panicle images 
were digiti sed based on a 8-bit imaging device (256 gray scale) to produce the pi xelated 
interrogat ion region image I(xp,y,,) . The intensity at a pixel centre (xp, y,,) for a pixel width (w) is 
calculated from: 
I(x p' y p)= I: ' l Y'j~ exp[ -l<x-X,):t y - y' )' ]] dxdy (2) 
.r'-2" )"-2 
An interrogation region of 32 x 32 pixels was chosen and the panicle image density in th is 
region was 22. The model distributes the Gaussian profile centre coordinates (x." y"J random ly in 
the region wi th a chosen pan icle image diameter of 2.8 pixels. Examples of a simulated Gaussian 
profil e interrogation region and the corresponding pixelated interrogation region for both non-
clipped and cli pped pan icle images are shown in Fig. 2 and Fig. 3 respecti vely. Fig. 2(b) and 3(b) 
were synthesised to represent the digit ised output of Fi g. 2(a) and Fig. 3(a) for non-clipped and 
clipped panicle images respecti vely. 
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Fig. 3 Cl ipped Pa rticle Images 
The error quant ification for clipped panicle images is essential because th is issue closely 
resembles a ' real' Pl Y interrogation region, in which the presence of cl ipped panicles at the 
boundary of the interrogation region do exist. Having established the first interrogation region 
image I , (xp. y,,), the second image I , (xP• y,,) was calculated, where each particle image was shi fted 
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by one tenth ofa pixel width wi lD in thex direction. This process was repeated to produce pairs of 
interrogation region images for panicle image displacements of nwl l O where n = 0, I, 2, ... 10. 
3, Data processing 
The spatial offset between two image frames is determined by correlating two-interrogation 
regions. In this work, the cross-correlation analysis was carried out in the spatial domain to 
compute the displacement between two sequentially exposed images. In the model described in 
this paper, a direct digital cross-correlation template matching routine R(m,n) of two interrogation 
region J,(i,j) and I, (i,j) is calcu lated, which was given by (Gonzales and Wi ntz, 1987) [9] as: 
R(m,n)= 'L'LI ,(i ,})/, (i - m,} - n) (3) 
, J 
Alternatively, the correlation function R(m,n) can be computed using a fast Fourier 
transform (FFT) in the frequency domain. The latter is extremely fast and is used in most 
commercial OPIV software analysis routines. Although R(m,n) is simple to implement, it has the 
drawback that it will yield different maximum correlation values for the same degree of matching, 
because the function is not normalised. This effect can be precluded by evaluating the normalised 
cross-correlation algorithm N(m,n) given by: 
N(m, n) R(m,n) 
'LL[/,(i, })]x [/ , (i - m,} - n)] 
, J 
Overlap Area k-. 1 ' ( ' ')" 1 ' (' .)]1, lL-',}E A' 1 I ,) ~,.JEA 2 I,) 
(4) 
where A is the overlapping area between I, and I, for the respective R(m,n) correlation field. This 
normal isation routine was performed at the peak locat ion in the R(m,n) correlation fie ld, and the 
four neighbouring points. The correlation function R(m,n) and N(m,n) were computed directly in 
the spatial domain to determine the best match sets of particle image and an example of the 
correlation field is shown in Fig.4(a) and 4(b) respectively. 
4. Co rrela tion peak location and sub-pixel interpolation 
Once the correlation field is formed, the integer location of the highest peak in the 20 array of the 
correlat ion plane is determi ned. Around the peak location of the correlation field, a 3-point 
estimator is introduced to determine the fractional displacement of the panicle image pairs. 
The error inherent in calculating the posit ion of the centre of the correlation peaks defined 
by equation (3) and (4) is ± 0.5 pixels and it is necessary to locate the correlation peak more 
precisely by fitting a profi le to the pixelated peak, wh ich is generated. In each of the a lgorithm 
examined, the correlation peak location is given by (xc , yJ and the actual centre is found to sub-
pixel accuracy using 2-three point Gaussian fit g iven by (Xph YpJ, which is estimated by (Willert 
and Gharib, 1991) [8] to be located at : 
{logR(xc - 1,yol - logR(xc + I,yol} 
x ". = Xc + { } 210gR(x< -1,yol+ logR(xc +1'Yc}-2 10gR(x" yc) 
{logR(x" y , - I) - logR(x" y, +I)} 
y". = y , + { } 2 log R(xc, Yc - I) + log R(x" y, +1) - 2 10g R(x" Yc) 
(5) 
The displacement of the correlation peak (xp' , yPJ from the origin corresponding to the 
particle image displacement was calculated for each sub-pixel displacement as described in 
Section 2. 
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5. Results and discussion 
With reference to Section 2 we have generated a set of measured sub-pixel displacements for a 
range of known sub-pixel displacements (nwl lO) where n = O. I , 2, ... 10. This has been 
calcu lated for an ind ividual snapshot of the flow fie ld for a single interrogation region of 32 x 32 
pixels and a part icle image size of2.8 pixels. We now use the model to simulate a time-resolved 
DPIV experiment to generate a time sequence of snapshots where the same range of displacements 
are measured, but the spatial position of the seeding particle images in the interrogation region is 
varied random ly between snapshots. For an actual particle image displacement do we calcu late a 
measured displacement d, where i = I, 2, ... Nand N is the total number of snapshots in the time 
sequence of the DP IV experiment. We can now defin e a mean displacement dm and mean bias 
error (MBE) db by: 
(6) 
Accordingly, the root mean square (RMS) error (J can be defined as: 
( ')'12 a = l..- i(d, -dJ N ,_, (7) 
which reflects the deviation of the measured displacement est imates about its mean value. In th is 
way, we are able to examine the effect of variat ions in the shape of the correlation peak, which 
occur, and the corresponding variation in the measured displacement due to the curve fitting 
routine. The MBE, db and RMS error, (J fo r standard FFT correlat ion, R(m,n) and N(m,n) method 
are discussed and evaluated fo r a series of sub-pixel displacement and a sequence of 300 
realisations for non-clipped and clipped part icle images as shown in Fig. 5 and Fig. 6 respectively. 
The MBE and RMS error for non·c1ipped particle images in Fig. 5 are almost negligible at 
integer pixel displacement, because there are no statistical variations in the content of the 
interrogation region , when compared to cl ipped part icle images. However, wit h clipped particle 
images, the image content varies significantly, as there are particle images leaving and new ones 
entering the interrogation region, therefore, causing larger MBE and RMS errors as shown in Fig. 
6. This results agrees with those of (Westerweel et aI., 1997) [10] and (McKenna and McGillis, 
2002) [2]. In Fig. 6(a), at 1.0 pixel shift the N(m,n) routine has small MBE, however, for FFT and 
R(m,n), the MBE is very large due to the underestimation of the do. It is interesting to nOle that 
N(m,Il) rout ine has lower magnitude of errors because the normali sation process is carried out 
after R(m,n) is computed. By doi ng so, we are effectively maximising the cross-correlation 
coefficient such that N(m,n) is zero for totally di ssi milar part icle image pattern and reaches a 
maximum of one for similar features, irrespective of the intensity variation between particle image 
pairs. The trend of th is results corresponds with those reported by (Towers and Towers, 200 I) [4] . 
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Fig. 6 Errors for clipped particle images 
Typi cally, to avoid the loss of correlation, the time between exposures is chosen so that 
particle image displacement are less than one quarter of the interrogation region width . For larger 
displacements, it is possible to improve the correlation by enlarging the interrogation wi ndow 
corresponding to the second exposure so that all the displaced particle images that crossed the 
boundary of first interrogation region are captured in the correlation field , as described by (Keane 
and Adrian, 1992) [11]. The effect of correlat ing a smaller ( fi rst) interrogation region with a larger 
region in the second image is examined in terms of sub-pixel errors and the results of this analysis 
is given in Fig.7. 
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The negligible magnitude of MB E and RMS errors in Fig. 7 begin to demonstrate the 
favourable performance of correlating a smaller interrogation region to a larger region. Effectively, 
by enlarging the size of the interrogation region a greater particle image sample is incorporated 
and the probability of correlating similar panern between two particle images also increases. 
It is interesting to note that in practice for a time-resolved DPIV experiment with an 
interrogation region size of 32 x 32 pixels the laser pulse separation would have been chosen 
typically to produce a total particle image displacement of 5 pixels. For an actual displacement of 
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5.5 pixels the results in Fig. 6(b) show that for N(III,n) the corresponding RMS error 
(0 .0049 pixels) produces an approximate error of 0.09% in the measured displacement over 300 
realisations. This means that in a practical flow situation time-resolved DPIV is capable of 
contributing a pseudo-rms turbulence intensity level of 0.09% and intensity levels below this 
cannot be measured. However, for non-clipped panicle images, as shown in Fig. 5(b), the 
corresponding rms error of 0.078% was evaluated for N(m,n). It should be highlighted, that the 
N(III,n) has a posi ti ve effect when there are clipped particle images, in which the rms level is 
reduced to 0.09%, compared to the commercial FFT algorithm which produces an approximate 
error of 0.26% for an actual displacement of 5.5 pi xel. 
Generally, the error arises because the tracer pan icles are random ly generated and 
distributed in the flow, therefore, the displacement of individual tracer panicles constitutes of 
random sampling in the displacement field and effectively different realisation would result 
different d,. In theory, the correlation function will have a Gaussian profile, however, with 
completely random spatial distribution of the pan icle images, the sub-pi xel Gaussian curve fit of 
the peak in the correlation field will yield random variability in the computed peak location . 
6. Conclusion 
This paper has described the modelling of a time-resolved DPIV experiment with a view to 
quantify the random errors inherent in the techn ique. The case of a uniform flow across an 
interrogation region in the absence of any velocity gradients has been exam ined. The effect of the 
spatial variation of panicle image positions over 300 realisations of the same experiment has been 
examined over a range of sub-pixel displacements. In addi tion, the imponance of normalising 
interrogation region images before cross-correlation, as identified by (Huang et aI., 1997, Towers 
and Towers, 200 1) [4] and (McKenna and McGi llis, 2002) [2] was examined. The results 
presented in this paper show that by computing correlation using the FFT algorithm (typically used 
in commercial codes), for an actual panicle displacement of 5.5 pixels, an apparent rms turbu lence 
intensity as high as 0.26% can be generated by time-resolved DPIV when, in fact, no turbulence is 
present in the flow. However, the false rms level is suppressed to about 0.09% by the 
implementation of N(III,n), which normalises the correlation function. An estimation of these 
inherent errors is essential before reliable conclusions can be drawn from turbulent flow stat isti cs. 
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Abstract This paper describes a theoretical model of Particle Im age Yelocimetry, 
which is aimed at quanti fy ing the random errors in a time-resolved PIV experiment. 
An estimation of these inherent errors is necessary before comparisons can be made 
wi th CFD code predictions. In particular, the im portance of normalising the cross-
correl ation functio n, before curve fitting, to provide sub-pixel di splacement 
measurements is examined. 
1. Introduction 
Partic le Image Yelocimetry (P lY) is now a well -established, non-intrusive measurement 
technique which provides instantaneous snapshots of velocity field maps, over a two-
dimensional region within a flow. Advances in pulsed laser technology, digital image 
processing and data storage are now allowing PIV to be used in a time-reso lved mode 
where velocity maps can be produced at kHz rates. This important advance makes PIV 
much more powerfu l as a tool for the refinement of CFD code predictions. It is now 
important, however, that the inhe rent random errors associated with time-reso lved PIV 
measurements are quantified before comparisons are attempted. 
One of the major challenges in PIV is increasi ng the measurement precis ion. Of 
particu lar interest are the errors assoc iated with the post-processi ng of seeding particle 
images rangi ng from digiti sation of the images to the location of the corre lat ion peak 
centre. PIV accuracy has been enhanced by the introduction of sub-p ixe l interpo lation 
where, typically, a Gauss ian profi le is fitted to the corre lation peak and the centre 
estimated to an uncertainty of about 0. 1 pixels . Inherent in a PIV measurement is a 
random e rror which occurs due to the random positioning of seeding particle images 
within a chosen interrogation region. In a time-reso lved PlY experiment subsequent 
snapshots of the same interrogation region wi ll produce changes in the measured ve locity 
over time (which are of interest) and over space. The latter is due to the fact that at each 
snapshot the particle images are in a different spatial position within the interrogation 
region. In th is way we need to establish the magnitude of the rms variation in veloc ity due 
to particle image position, which is a random error, before we can have confidence in 
deductions made from time varying statistics due to turbu lent or unsteady flow. The rm s 
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variation in velocity due to particle image position is increased when velocity gradients 
ex ist across the interrogation region as described by Adrian ( 1997) . 
In thi s paper we mode l a time-reso lved PlY experiment in order to quanti fy the 
spatial random error in the absence of velocity gradients across the interrogation region . 
We are focused on estimating the random error, which occurs from curve fitting to the 
correlation peak in order to obtai n sub-p ixe l di splacement measurement. The error 
accrues from minor changes in the correlation peak shape, in each subsequent 
measurement, in time-resolved PlY for the same interrogation region . 
Huang et al. ( 1997) estimated the same errors, in a model experim ent, by 
comparing the velocities measured from different interrogation regions for the case of a 
uniform particle image di splacement across the fu ll field of view. It is important to note 
that the noise characteristics in the experimental model used in Huang' s case are different. 
The mean bias and rms were derived from many overlapping interrogation regions in a 
single snapshot of the flow field. Importantly, we have chosen to model the same 
interrogation region at different times to simulate a true time-resolved PlY experiment. 
Huang et al. (1997) noted a significant reduction in sub-pixel errors when the interrogation 
region images were normalised before cross-correlation. Towers and Towers (200 1) a lso 
reported an increase in sub-pixel displacement error estimation when FFT based 
correlation techniques without normalisation. We have examined this effect and report the 
results. The effect on the random errors assoc iated with non-clipped and clipped particles 
was a lso exam ined in this paper. The errors based on clipped particles are essential , 
because this issue close ly resembles a ' rea l' PlY interrogation region in which, the 
presence of c lipped particles at the boundary of the interrogation region do ex ist. 
2. The Experimental Model 
The diffraction limited image of a seeding particle is an Airy disc which mathematica lly is 
defined by the square of a first order Bessel funct ion shown in Goodman (1996). It is 
common in modelling a PlY experiment, however, Hart (1999) and Huang et a l. (1997) 
use a two-dimensional Gaussian intensity profi le, I(x, y) which is a good approximation, 
and g i ven by: 
1(x,y) = I. ex{ -(X-x. )~! (y- Y./] (I) 
The centre of the particle image is located at (x. ,yJ with a peak intensity of 1 • . 
The partic le image diameter d, is defined by the e'lI2 intensity value of the Gaussian 
function, which by definition conta ins 61 % o f the tota l intensity in the envelope. The 
simulated two and three-dimensional expanded intensity profile images are shown in 
Figure I(a) and (b) respectively. For comparison with Huang et al. (1997) results on an 
interrogation region size of 21 x 2 1 pi xe ls were chosen and the particle image number 
density in this region was 22. The model distributes the Gaussian profi le centre 
coordinates (x .. ,y..) randomly in the region as shown in Figure 2(a) and Figure 3(a) for 
both non-clipped and clipped particle images with a chosen image diameter of 2.8 pixels. 
With clipped particle images, the presence of whole particle for both exposure image pairs 
wi ll reduce with increasing di splacement. In order to examine the errors in ' real ' PlY 
experiments, the particle images were digitised based on an 8-bit imaging device to 
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produce a pixelated interrogation region image l(x p' Y p) the intensity at a pixel centre 
(xP,Yp) fora pixel width (w) is calculated from: 
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A corresponding simulated Gaussian profile interrogation region image and 
pixelated interrogation region image for both non-clipped and clipped particle images is 
shown in Figure 2 and 3. Having established the first interrogation region image 1/ (xp. 
yp), the second image h (xP• yp) was ca lcu lated where each particle image was shifted by 
one tenth of a pixel width 11'110 in the x direction. This process was repeated to produce 
pairs of interrogation region images for particle image di splacements of n\VIIO where 17 = 
0,1, 2, ... 10. 
3. Data Processing 
We now proceed to compute the cross-corre lation of the generated interrogation reg ion 
images. The di screte cross-correlation function R(m, 17 )of the two images I, (i, ))and 
I , (i, )) is given by: 
R(m,n) = LL,I,(i,) ) I ,(i - m,) - 17 ) (3) 
I J 
where for convenience the pixel centre coordinates (x p, yp) now correspond to (i ,)). 
The correlation function R(m,n) can be computed directly in the spatial domain or 
by a Fast Fourier Transform algorithm (FFT) in the frequency domain . The latter is 
extremely fast and efficient and is used in most commercially available PlY software 
analysis routines. Although simple to implement equation (3) has the disadvantage that it 
is sensitive to abso lute intensity changes in 1/ and h which may occur in experimental 
practice. Th is can be avoided by calcu lating a normalised discrete cross-correlation 
function RN (m, 17) defined by 
{~~[/, (i, ) -I,lx [/ , (i - 111, ) - 17) -I, l} 
R N (m,l7) = 1/ 2 (4) 
{LL[/,(i,) - I, r x LL[J2(i,) - I,r } 
, j I J 
where 1" I, are spatial means of h h respectively. I" I, is computed and subtracted from 
the individual intensity values if these are greater than the average intensity. If the average 
intensities are smaller than the spatial means, they are set to zero as analysed by Pust 
(2000) . 
R(m,l7) and RN (m, 17) are ca lcu lated directly in the spatial domain and an example 
is shown in Figure 4(a) and Figure 4(b) respectively. 
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Figure 4(a) Correlation properties for R(m, 17) Figure 4(b) Correlation properties for RN (m, 17) 
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4. Correlation Peak Location 
The error inherent in ca lculating the position of the centre of the correlat ion peaks defined 
by either eq uati on (3) or (4) is ±0.5 pixels and it is necessary to locate the correlat ion peak 
more precisely by fitting a pro fil e to the pixela ted peak which is generated. It is common 
to fit a Gaussian profil e due to the nature of the Gauss ian correlation peak generated in the 
model experiment. If the centre of the pixelated correlation peak is given by (Xe' Ye), the 
actual centre (x"., y ". ) is estimated by Wille rt and Gharib ( 199 1) to be situated at 
{log R(xe -1,Ye) - log R(xe + I,Ye)} 
X pk:=::: Xc l { 2 10g R(xe - 1,yJ+ 10g R(xe +1,Ye}-2 10g R(x<,Ye)} 
Yp' =Ye l{1 ( } 2 og R x" Ye - 1)+ log R(xe'Y' +1) - 2 log R(xe,yJ 
{log R(xe,Ye - 1) - log R(x" Ye +I)} (5) 
The di splacement of the corre lation peak (y "..,Y".. ) from the origi n corresponding 
to the part icle image displacement was calculated fo r each sub-pixel d isp lacement as 
described in Section 2. 
5. Results and Discussion 
With reference to Section 2 we have generated a set of measured sub-pi xel displacements 
for a range of known sub-pixe l di splacements (nw/l a) where n = 0, l , 2, ... 10. This has 
been calculated for an individual snapshot of the fl ow fi e ld for a s ingle interrogation 
region of 2 1 x 21 pixels and a particle image size of 2. 8 pixe ls. We now use the mode l to 
simulate a time resolved PlY experiment to generate a time sequence of snapshots where 
the same range of displacements are measured, but the spatial position of the seeding 
particle images in the interrogation region is varied randomly between snapshots. For an 
actual particle image displacement d. we ca lculate a measured displacement d, where i = 
I, 2, ... Nand N is the total number of snapshots in the time sequence of the Pl Y 
experiment. We can now defi ne a mean displacement d m and mean bias error db by 
I N 
d", = - Ld, <=> db = d", - da 
N 1= \ 
Accordingly we can define an rms error (J by 
(
I N 'JII2 
(J = - :L (d,- d • .) 
N i: 1 
(6) 
(7) 
In this way, we are able to examine the effect of variations in the shape of the 
correla tion peak, which occur, and the corresponding variation in the measured 
di splacement due to the curve fitting routine. 
Mean bias error db and the rms error a for the range of sub-pixe l di splacements 
and a sequence of 100 snapshots fo r non-cl ipped and clipped partic le images is shown in 
Figure 5 (a) and (b). Normali sed cross-correlation results are labelled RAm,n) and direct 
cross-corre lation results are labelled R(II1,n) . The trend of the results fro m Figure 5(a) 
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agree with those of Huang et al. (1997). At 0 .5 pixel displacement the rms errors from 
both RA 1I1,n)and R(1I1,n) are at a maximum for non-clipped particles. It is interesting to 
note in Figure 5(b), the normal ised cross correlation has lower magnitude of errors 
because this cross correlation routine has less mean bias error due to the normalisation of 
interrogation region images before correlation. This result agrees with those of 
Westerweel et a l. ( 1997) and Towers and Towers (2001). Clearly the presence of particle 
images which are "clipped" by the interrogation region will be a significant variable 
affecting the corre lation peak ca lculation, because the number of whole partic le images 
that can be contained in an interrogation region is reduced with increasing sub-pixe l 
di splacement. This e rror arises due to the peak finding algorithm . In theory, the correlation 
function will have a Gaussian profile. When the centre of this profile co incides with a 
node in the correlation field grid, the digitised correlation function will be symmetric and 
curve fitting a Gaussian profile to it will prod uce minimum error. If the digi tised profil e 
centre is somewhere in between the nodes, which is most often the case, the curve fitting 
procedure is less accurate. 
It is interesting to note that in practice for a PlY experiment with an interrogation 
region size of 2 1 x 21 pixels the laser pulse separati on would have been chosen typ ica lly 
to produce a total particle image displacement of 5 pixels. For an actual displacement of 
5.5 pixels the results in Figure 5(a) show that fo r R(1I1,n) the corresponding rms error 
(0 .01 29 pixels) prod uces an approx imate error of 0.24% in the measured displacement 
over 100 realisations. This means that in a practical flow situation time resolved PlY is 
capable of contributing a pseudo-rms turbulence intensity level of 0.24% and intensity 
levels below thi s cannot be measured. However, for c lipped particle images, as shown in 
Figure 5(b), the corresponding rms error of 0.54% was evaluated for R(m,n) . It should be 
highlighted, that the normalised cross correlation has a positi ve effect when there are 
clipped particle images, in wh ich the rms level is reduced to 0.50% for an actual 
displacement of 5.5 pixel. 
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6. Conclusions 
This paper has described the modelling of a PlY experiment with a view to quanti tying the 
random errors inherent in the technique. The case of a uniform flow across an 
interrogation region in the absence of any ve locity gradients has been examined. The 
effect of the spatial variation of particle image positions over 100 rea lisations of the same 
experiment has been examined over a range of sub-pixel disp lacements. In addit ion, the 
importance of normalising interrogation region images before cross-correlati on, as 
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identified by Huang et al. ( 1997) and Towers and Towers (200 1) was examined. Results 
from Figure 5(b) showed that the normali sation reduces the random error. In the cl ipped 
part ic le images, direct cross-correlation (normally ca lculated by Fast Fourier Transfo rm) 
appare nt rms turbulence intensities as hi gh as 0.54% can be generated by time-reso lved 
PIV when, in fact, no turbulence is present in the fl ow. 
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