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Resumen
Las relaciones entre las medias estadísticas se presentan en numerosos textos
de Estadística descriptiva, como [5] y [6], aportando en general comprobaciones de
ellas con datos concretos pero sin ninguna demostración rigurosa. En [3] se propo-
nen demostraciones para el caso de dos datos positivos que pueden ser realizadas
por alumnos de Enseñanza Secundaria.
En este trabajo se presentan demostraciones que pueden llamarse "elemen-
tales" a pesar de su complejidad, para el caso de N datos, siguiendo en parte
razonamientos de [4], que pueden ser comprendidas completamente por alumnos
de Secundaria y Bachillerato
A continuación se introduce el concepto de p-media y se dan demostraciones
"superiores" de las relaciones entre ellas, siguiendo en parte razonamientos de [2].
En estas pruebas se utilizan las desigualdades de Cauchy-Schwarz, de Young y de
Hölder, cuyas demostraciones aparecen al nal por razones de unidad.
Palabras clave: Medias estadísticas, relaciones entre medias estadísticas, la
p-media, desigualdad de Cauchy-Schwarz, desigualdad de Hölder.
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1. Las medias estadísticas
En Estadística se utilizan muchas medias, las cuatro más habituales, si se
dispone de N datos x1; x2; :::; xN ; son las que a continuación se detallan.
La media aritmética
X =
P
xi
N
; o bien X =
P
xini
N
;
si el dato xi aparece ni veces. Utilizaremos solo la primera de las fórmulas sin
importarnos si hay repetición de datos, si la hay basta tenerlos en cuenta como
si fuesen diferentes. La media aritmética ponderada de x1; x2; :::; xN ; con pesos
positivos p1; p2; :::; pN ; se dene por
X =
P
xipiP
pi

La media geométrica
G = N
p
x1x2   xN :
La media cuadrática
C =
r
x21 + x
2
2 +   + x2N
N

La media armónica
H =
N
1
x1
+
1
x2
+   + 1
xN
o bien
1
H
=
1
x1
+
1
x2
+   + 1
xN
N

Estas cuatro medias verican la relación
H  G  X  C;
que es muy fácil recordar con la frase que se dice cuando los mozos de un pueblo
han ganado al fútbol a los mozos del pueblo de al lado: Hemos Ganado Por
Coraje.
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Las relaciones anteriores pueden demostrarse con facilidad para el caso de dos
datos positivos y distintos: a y b; tales que a; b > 0; a 6= b: Estas demostraciones
consisten en buscar relaciones equivalentes a las que necesitamos, hasta llegar
a una verdad evidente, de la misma manera que se hace en las demostraciones
épsilon-delta de los límites y están desarrolladas en [3].
La media aritmética existe siempre y será positiva, negativa o cero dependiendo
de los datos. La media cuadrática existe siempre para datos positivos, negativos
o nulos y siempre es positiva. La media geométrica puede no existir cuando hay
datos negativos, por ejemplo si hay cuatro datos y tres de ellos son negativos
tendríamos la raíz cuarta de un número negativo. La media armónica existe si
todos los datos son no nulos y la suma de sus inversos tampoco es nula.
En el apartado siguiente vamos a presentar demostraciones elementales de las
tres desigualdades, para datos reales positivos, que numeramos del siguiente modo:
H 
(1)
G 
(2)
X 
(3)
C:
El orden de las demostraciones será (3), (2) y (1), debido a que para la
demostración de la relación (1) nos apoyaremos en (2). De la desigualdad (2), que
es la más conocida, daremos dos demostraciones, la primera es debida a Cauchy
y se ha tomado de [4] y la otra se basa en un resultado de desigualdades muy
difundido también.
Es difícil encontrar estas demostraciones en la literatura, pues existe una
demostración global que prueba las tres desigualdades a la vez, que veremos como
Teorema 1. Este resultado tiene importancia en sí y debería bastarnos si sólo se
pretende conocer la veracidad de las desigualdades entre las cuatro medias. Sin
embargo utiliza herramientas muy potentes (desigualdades de Cauchy-Schwarz,
de Young y de Hölder), por ello, y sin olvidar la belleza que encierran demostra-
ciones "simples" de hechos relativamente complejos, es interesante indagar otros
mecanismos por lo que puedan aportar para otras pruebas o métodos de resolución
y, también, porque contienen ideas que quedan ocultas cuando se demuestran en
marcos más generales.
Por todo lo dicho, nos parece oportuno dar varias demostraciones del mismo
resultado y así se presentarán en algunos casos en las páginas siguientes.
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2. Demostraciones elementales de relaciones entre medias
2.1. Demostración de X  C
Hemos de demostrar que
X =
x1 + x2 +   + xN
N

r
x21 + x
2
2 +   + x2N
N
= C;
siendo x1; x2; :::; xN ; números reales positivos. Para ello restamos a cada dato la
media cuadrática y elevamos al cuadrado, todos los cuadrados serán positivos y
se tiene
0  (xi   C)2 = x2i   2Cxi + C2; 8i = 1; 2; :::; N;
por tanto
2Cx1  x21 + C2
2Cx2  x22 + C2
...
2CxN  x2N + C2:
Sumando todas estas desigualdades resulta
2C(x1 + x2 +   + xN)  (x21 + x22 +   + x2N) +NC2;
dividiendo en ambos miembros entre la media cuadrática, C; y escribiendo su
valor, queda
2(x1 + x2 +   + xN) 
p
N(x21 + x
2
2 +   + x2N)p
x21 + x
2
2 +   + x2N
+N
r
x21 + x
2
2 +   + x2N
N
=
p
N
q
x21 + x
2
2 +   + x2N +
p
N
q
x21 + x
2
2 +   + x2N
= 2
p
N
q
x21 + x
2
2 +   + x2N ;
nalmente, dividiendo por 2N se obtiene
x1 + x2 +   + xN
N

r
x21 + x
2
2 +   + x2N
N
;
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es decir, X  C: 
No hemos encontrado esta demostración en ningún libro. Una demostración
más complicada, que utiliza la desigualdad de Cauchy-Schwarz, puede verse en
[4].
2.2. Demostración de G  X : primer método
Se probará, en primer lugar, que la desigualdad G  X se cumple cuando el
número de datos es N = 2n para cualquier n 2 N; esto es
2n
p
x1x2   x2n  x1 + x2 +   + x2n
2n
; (2:1)
para todo n 2 N y para cualesquiera x1; x2;    ; x2n ; datos, números reales
positivos. Se demuestra por inducción sobre n :
Se prueba para n = 1; es decir, N = 21 datos positivos x1; x2: Se tiene que
x1 + x2
2
2
=
1
4
(x21 + 2x1x2 + x
2
2) =
1
4
(x21   2x1x2 + x22 + 4x1x2)
=
1
4
(x21   2x1x2 + x22) + x1x2 =

x1   x2
2
2
+ x1x2:
Puesto que el cuadrado
 
x1 x2
2
2
nunca será negativo, resulta que
 
x1+x2
2
2
vale lo
mismo que x1x2 aumentado en una cantidad no negativa, es decir,
x1x2 

x1 + x2
2
2
(2:2)
y extreyendo la raíz cuadrada se tiene que la desigualdad es cierta para n = 1:
Se supone ahora que (2.1) es cierta para un número natural n jo y se va a
demostrar que entonces también es cierto para n+1: Sean x1; x2;    ; x2n+1 ; datos
positivos. Como (2.1) es cierto para N = 2n datos, se cumple que
2n
p
x1x2   x2n  x1 + x2 +   + x2n
2n
;
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y también
2n
p
x2n+1x2n+2   x2n+2n  x2n+1 + x2n+2 +   + x2n+2n
2n
:
Multiplicando miembro a miembro estas dos desigualdades y teniendo en cuenta
que 2n + 2n = 2n+1; se tiene que
2n
p
x1x2   x2n 2npx2n+1x2n+2   x2n+1 
 x1+x2+  +x2n
2n
x2n+1+x2n+2+  +x2n+1
2n

(2:3)
Llamando X1 = x1+x2+   +x2n y X2 = x2n+1+x2n+2+   +x2n+1 ; de (2.2)
se obtiene que
(x1 + x2 +   + x2n)(x2n+1 + x2n+2 +   + x2n+1) = X1X2 


X1 +X2
2
2
=

x1 + x2 +   + x2n+1
2
2
y llevando esto a (2.3), resulta
2n
p
x1x2   x2n+1  1
(2n)2

x1 + x2 +   + x2n+1
2
2
=

x1 + x2 +   + x2n+1
2n+1
2
:
Tomando raíz cuadrada se tiene
2n+1
p
x1x2   x2n+1  x1 + x2 +   + x2n+1
2n+1

Luego se cumplen las condiciones de la inducción y se puede concluir que (2.1) es
cierta 8n 2 N; esto es, G  X para 2n datos positivos, siendo n 2 N cualquiera.
En el caso de que el número de datos N no sea potencia de 2, se añaden 2n N
datos más, cada uno de ellos igual a la media aritmética X de los datos x1; x2;
:::; xN ; así se tienen los siguientes 2n datos:
x1; x2; :::; xN ; xN+1 = X; xN+2 = X; :::; x2n = X;
7
entonces la media geométrica de estos 2n datos es menor o igual que la media
aritmética, es decir,
2n
q
x1x2   xN X X   X  x1 + x2 +   + xN +X +X +   +X
2n
;
elevando ambos miembros a la potencia 2n resulta
x1x2   xN X X   X 

1
2n
 
x1 + x2 +   + xN +X +X +   +X
2n
;
es decir
x1x2   xN 
 
X
2n N   1
2n
(x1 + x2 +   + xN) + 2
n  N
2n
X
2n
=
=

1
2n
N X + 2
n  N
2n
X
2n
=

N + 2n  N
2n
X
2n
=
 
X
2n
;
dividiendo en ambos miembros entre
 
X
2n N
queda
x1x2   xN 
 
X
N
y extrayendo la raíz N -ésima en esta desigualdad se obtiene
N
p
x1x2   xN  X;
es decir, G  X: 
2.3. Demostración de G  X : segundo método
Utilizaremos el siguiente resultado cuya demostración se encuentra al nal del
trabajo por razones de unidad.
Lema de la desigualdad
Sean x1; x2; : : : ; xN números reales positivos. Si x1x2   xN = 1 entonces se
cumple
x1 + x2 + : : :+ xN  N;
y además,
x1 + x2 + : : :+ xN = N , x1 = x2 = : : : = xN = 1:
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Demostremos G  X: A partir de la denición de media geométrica se tiene
que
G = N
p
x1x2   xN ) 1 = N
r
x1
G
x2
G
   xN
G
;
de donde se obtiene que
x1
G
x2
G
   xN
G
= 1:
Aplicando ahora el Lema resulta que la suma de estos números es mayor o igual
que N; es decir
x1
G
+
x2
G
+   + xN
G
 N:
Multiplicando por G y dividiendo entre N en ambos miembros queda
x1 + x2 +   + xN
N
 G;
es decir G  X: 
2.4. Demostración de H  G
La demostración de que H  G es trivial habiendo probado ya que G  X:
Sean x1; x2; : : : ; xN números reales positivos, consideramos los números recípro-
cos
1
x1
;
1
x2
; : : : ;
1
xN
; también positivos, y aplicando a ellos la relación G  X se
tiene
N
r
1
x1
1
x2
   1
xN

1
x1
+ 1
x2
+   + 1
xN
N
;
invirtiendo estas fracciones de términos positivos queda
H =
N
1
x1
+
1
x2
+   + 1
xN
 1
N
r
1
x1
1
x2
   1
xN
= N
p
x1x2   xN = G:

También se verica al revés, a partir de H  G se puede obtener G  X; sin
más que aplicar, de la misma manera, la primera desigualdad a los inversos de los
números. Por tanto, estas desigualdades son equivalentes.
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3. La p-media: Mp
Se dene la p-media de N datos, x1; x2; : : : ; xN ; como la raíz p-ésima de la
media aritmética de dichos datos elevados a la potencia p-ésima, por tanto, su
denición es análoga a la de la media cuadrática cambiando el 2 del exponente e
índice por el número real p; p 6= 0: Es decir,
Mp =
p
vuuut NP
i=1
xpi
N
o bien Mp =
0BB@
NP
i=1
xpi
N
1CCA
1=p
:
Esta expresión tiene sentido para ciertos valores de p incluso considerando datos
xi negativos.
La p-media es una generalización de las medias conocidas, ya que para los
valores p = 1; p = 2 y p =  1 resultan las medias anteriores:
M1 =
NP
i=1
xi
N
= X; M2 =
vuuut NP
i=1
x2i
N
= C; M 1 =
0BB@
NP
i=1
x 1i
N
1CCA
 1
=
N
NP
i=1
1
xi
= H:
Cuando los datos x1; x2; :::; xN ; son positivos y p ! 0 se obtiene la media
geométrica como límite de las p-medias:
lim
p!0
Mp = lim
p!0
0BB@
NP
i=1
xpi
N
1CCA
1=p
= G:
En efecto, sea p > 0; entonces el límite
lim
p!0+

xp1 + x
p
2 +   + xpN
N
1=p
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presenta una indeterminación de la forma [11] que podemos calcular fácilmente.
Se tiene que:
lim
p!0+
Mp = lim
p!0+

xp1 + x
p
2 +   + xpN
N
1=p
= [11]
= lim
p!0+
exp
0BB@1p
0BB@
NP
i=1
xpi
N
  1
1CCA
1CCA = exp 1N limp!0+
NP
i=1
(xpi   1)
p
=

0
0

;
donde se ha tenido en cuenta queN =
PN
i=1 1; y como este límite es indeterminado
de la forma

0
0

; aplicando la regla de LHôpital, queda
lim
p!0+
Mp = exp
1
N
NP
i=1
lim
p!0+
xpi lnxi
1
= exp
1
N
NP
i=1
lnxi
= exp
1
N
ln(x1x2   xN) = exp ln N
qQN
i=1 xi =
N
p
x1x2   xN = G:
Y si p! 0 ; se tiene:
lim
p!0 
Mp = lim
p!0 

xp1 + x
p
2 +   + xpN
N
1=p
= lim
p!0 
1 
1
x1
 p
+

1
x2
 p
++

1
xN
 p
N
! 1=p
= lim
p!0+
1
1
x1
p
+

1
x2
p
++

1
xN
p
N
1=p = 1
N
q
1
x1
 1
x2
   1
xN
= N
p
x1  x2   xN :

Para p = 3 y p = 4 se tienen la media cúbica y la media cuártica:
M3 =
3
rP
x3i
N
; M4 =
4
rP
x4i
N

Para p = 3
2
y p =  2 las medias
M3=2 =
 P
x
3=2
i
N
!2=3
=
3
vuut Ppx3i
N
!2
y M 2 =
P
x 2i
N
 1 2
=
p
NqP
1
x2i

11
4. Relación entre p-medias
4.1. Relación entre la p-media y la 2p-media
Se ha visto que la media aritméticaX es menor o igual que la media cuadrática
C; es decir, M1  M2: Es razonable preguntarse si en general, con p > 0; será
Mp M2p: La siguiente proposición responde armativamente a esta cuestión.
Proposición Sean N datos positivos x1; x2; : : : ; xN ; y p > 0; se verica que
Mp M2p:
Demostración
Utilizaremos la desigualdad de Cauchy-Schwarz que nos garantiza que
NP
i=1
aibi 
s
NP
i=1
a2i
s
NP
i=1
b2i
para cualesquiera ai; bi; números reales para i = 1; 2; :::; N: Eligiendo
ai = x
p
i
bi = 1; i = 1; 2; :::; N;
resulta
NP
i=1
xpi 
s
NP
i=1
x2pi 
p
N =
vuuut NP
i=1
x2pi
N
N:
Dividiendo por N en ambos miembros y elevando a 1=p; resulta
Mp =
0BB@
NP
i=1
xpi
N
1CCA
1=p

0BBBB@
vuuut NP
i=1
x2pi
N
1CCCCA
1=p
=
0BB@
NP
i=1
x2pi
N
1CCA
1=2p
=M2p:

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4.2. Relación entre las medias Mr y Ms
La siguiente cuestión es si la relación dada en la Proposición puede gene-
ralizarse a dos medias Mr y Ms; lo que se trata en el siguiente teorema.
En la demostración del teorema se utiliza un resultado previo que incluimos
como Lema previo.
Lema previo Para cualesquiera a1; a2; :::; aN ; b1; b2; :::; bN ; números reales no
negativos y  2 (0; 1); se cumple la desigualdad
NP
i=1
ai b
1 
i 

NP
i=1
ai
 NP
i=1
bi
1 
: (4:1)
Demostración
Para probar este resultado utilizaremos la desigualdad de Hölder, que arma
que si p; q 2 R tales que p > 1 y 1
p
+ 1
q
= 1; entonces
NP
i=1
aibi 

NP
i=1
api
1=p NP
i=1
bqi
1=q
(4:2)
para cualesquiera a1; a2; :::; aN ; b1; b2; :::; bN ; números reales no negativos.
Llamando  =
1
p
se tiene
1
q
= 1  y entonces a1 ; a2 ; :::; aN ; b1 1 ; b1 2 ; :::; b1 N ;
son números no negativos que cumplen la desigualdad de Hölder (4.2). Luego
NP
i=1
ai b
1 
i 

NP
i=1
(ai )
p
1=p NP
i=1
(b1 i )
q
1=q
=
=

NP
i=1
ai
 NP
i=1
bi
1 
:

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Teorema 1 Sean N datos positivos, x1; x2; :::; xN ; y sean Mr y Ms las medias
correspondientes, con r; s > 0: Se verica que
r  s ) Mr Ms:
Demostración
Si r = s; obviamente Mr =Ms y se cumple la tesis del teorema.
Sea r < s: Aplicamos el Lema previo a ai = xsi y bi = 1; con i = 1; 2; :::; N;
entonces
NP
i=1
(xsi )
  11  

NP
i=1
xsi
 NP
i=1
1
1 
;
y para  =
r
s
2 (0; 1) se tiene
NP
i=1
xri 

NP
i=1
xsi
r=s
N1 r=s =
 PN
i=1 x
s
i
N
!r=s
N;
dividiendo ambos miembros entre N y elevando a 1=r; resulta
Mr =
 PN
i=1 x
r
i
N
!1=r

 PN
i=1 x
s
i
N
!1=s
=Ms:

4.3. Relación entre p-medias ponderadas
En lo anterior hemos supuesto que los datos positivos, repetidos o no, tenían
el mismo peso. Si se dispone de los datos x1; x2; :::; xN ; con pesos p1; p2; :::; pN ;
además de la media aritmética ponderada, que utilizamos habitualmente, todas
las demás medias pueden ser consideradas también ponderadas, así, en general la
p-media ponderada se dene por
Mp =

xp1p1 + x
p
2p2 +   + xpNpN
p1 + p2 +   + pN
1=p
y verica un teorema análogo al ya visto, que enunciamos y demostramos a con-
tinuación.
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Teorema 2 Sean N datos positivos, x1; x2; :::; xN ; con pesos positivos p1; p2; :::; pN ;
y sean r; s > 0; entonces las correspondientes medias ponderadas, Mr y Ms, veri-
can que
r  s ) Mr Ms:
Demostración
Aplicando el Lema previo a ai = xsipi y bi = pi; con i = 1; 2; :::; N; entonces
NP
i=1
(xsipi)
  p1 i 

NP
i=1
xsipi
 NP
i=1
pi
1 
;
y para  =
r
s
2 (0; 1) se tendrá que
NP
i=1
xripi =
NP
i=1
(xsi p

i )p
1 
i 

NP
i=1
xsipi
 NP
i=1
pi
1 
=
 PN
i=1 x
s
ipiPN
i=1 pi
!
NP
i=1
pi

=
 PN
i=1 x
s
ipiPN
i=1 pi
!r=s
NP
i=1
pi

:
Finalmente, dividiendo ambos miembros entre
PN
i=1 pi y elevando a 1=r; resultará
Mr =
 PN
i=1 x
r
ipiPN
i=1 pi
!1=r

 PN
i=1 x
s
ipiPN
i=1 pi
!1=s
=Ms:

El Teorema 2 se verica también para todos los números reales r; s no nulos,
sin exigir que sean positivos, pero la demostración excede el nivel de este trabajo.
5. Desigualdades utilizadas
5.1. Desigualdad de Cauchy-Schwarz
Dados a1; a2; :::; an; b1; b2; :::; bn 2 R; se verica que
nP
i=1
jaij jbij 

nP
i=1
a2i
1=2 nP
i=1
b2i
1=2
:
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Demostración
Para cualquier número real  se tiene que
0 
nP
i=1
(ai+ bi)
2 =

nP
i=1
a2i

2 + 2

nP
i=1
aibi

+

nP
i=1
b2i

;
es decir, el polinomio anterior en  es no negativo para todo valor de ; luego
no tiene raíces reales o tiene una única raíz real doble. En consecuencia, su
discriminante debe ser menor o igual que cero, es decir
4

nP
i=1
aibi
2
  4

nP
i=1
a2i

nP
i=1
b2i

 0;
de donde 
nP
i=1
aibi
2


nP
i=1
a2i

nP
i=1
b2i

:
y extrayendo la raíz cuadrada en ambos miembros queda nP
i=1
aibi
   nP
i=1
a2i
1=2 nP
i=1
b2i
1=2
: (5:1)
En particular esta desigualdad se cumple para ja1j; ja2j; : : : ; janj; jb1j; jb2j; : : : ; jbnj;
luego
nP
i=1
jaijjbij 

nP
i=1
jaij2
1=2 nP
i=1
jbij2
1=2
=

nP
i=1
a2i
1=2 nP
i=1
b2i
1=2
: 
La demostración aparece en casi todos los libros de Álgebra lineal y también
en muchos de Cálculo innitesimal, por ejemplo en [7]. En el espacio euclídeo real
n-dimensional, la desigualdad de Cauchy-Schwarz en su versión (5.1) equivale a
decir que dados los vectores (a1; a2; :::; an) y (b1; b2; :::; bn) el valor absoluto de su
producto escalar es menor o igual que el producto de sus normas, es decir
a; b  kakb :
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5.2. Desigualdad de Young
Sean a; b; p; q números reales tales a  0; b  0; p o q es mayor que 1 y
1
p
+
1
q
= 1; entonces se verica que
ab  a
p
p
+
bq
q
 (5:2)
Demostración
La función exponencial f(x) = ex verica que f 00(x) = ex > 0 para todo x real,
por lo que es convexa en toda la recta real. Es decir, para cualesquiera x; y 2 R
y para cualesquiera   0;   0; tales que +  = 1; se verica que
f(x+ y)  f(x) + f(y);
es decir
ex+y  ex + ey: (5:3)
Si es a = 0; o bien b = 0; la desigualdad de Young (5.2) se verica trivialmente.
Si son a > 0 y b > 0; llamando
 =
1
p
;  =
1
q
; x = p ln a; y = q ln b;
el primer miembro de (5.3) es
eln a+ln b = eln a  eln b = ab;
y el segundo miembro es
1
p
ep ln a +
1
q
eq ln b =
1
p
eln a
p
+
1
q
eln b
q
=
ap
p
+
bq
q
;
lo que demuestra la desigualdad del enunciado. 
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5.3. Desigualdad de Hölder
Sean ai; bi  0 números reales con i = 1; 2; :::; n; entonces se verica que
nP
i=1
aibi 

nP
i=1
api
1=p nP
i=1
bqi
1=q
;
para todos p > 1; q > 1; tales que
1
p
+
1
q
= 1:
Demostración
Llamemos para abreviar
A =

nP
i=1
api
1=p
; B =

nP
i=1
bqi
1=q
:
Si es A = 0 o bien B = 0; la desigualdad se verica trivialmente. Si son A > 0
y B > 0; utilizando la desigualdad de Young para a =
ai
A
y b =
bi
B
; para todo
i = 1; 2; :::; n; y sumando en i; queda
nP
i=1
ai
A
bi
B
 1
p
nP
i=1
ai
A
p
+
1
q
nP
i=1

bi
B
q
=
1
pAp
nP
i=1
api +
1
qBq
nP
i=1
bqi =
1
p
+
1
q
= 1;
multiplicando en ambos miembros de la desigualdad por AB
nP
i=1
aibi  AB;
lo que demuestra la desigualdad. 
Las desigualdades de Young y de Hölder se encuentran demostradas en [1],
páginas 395 y 396. La desigualdad de Cauchy-Schwarz es un caso particular de
esta última para p = q = 2:
5.4. Lema de la desigualdad
Sean x1; x2; : : : ; xN números reales positivos. Si x1x2   xN = 1 entonces se
cumple
x1 + x2 + : : :+ xN  N;
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y además,
x1 + x2 + : : :+ xN = N , x1 = x2 = : : : = xN = 1:
Demostración
Para demostrar el Lema se utilizará inducción matemática sobre N 2 N f1g:
Para N = 2 se debe probar que, si x1 y x2 son números reales positivos tales
que x1x2 = 1; entonces x1+x2  2 y, además, que x1+x2 = 2 si sólo si x1 = x2 = 1:
De las hipótesis se sigue que ambos números no pueden ser mayores que 1
estrictamente. Para jar ideas supongamos que x1  1; luego x2 = 1
x1
 1:
De la identidad
x1 + x2 = 1 + x1x2 + (1  x1)(x2   1); (5:4)
que se verica para cualesquiera números reales, y de x1x2 = 1, se obtiene
x1 + x2 = 2 + (1  x1)(x2   1) (5:5)
además, por ser x1  1 y x2  1 se tiene (1  x1)(x2   1)  0 y, por tanto,
x1 + x2  2:
De (5.5) se sigue que
x1 + x2 = 2 , (1  x1)(x2   1) = 0 , x1 = 1 ó x2 = 1;
ahora bien, si uno de estos números es 1; por ser su producto igual a 1; el otro
también debe ser 1: Luego
x1 + x2 = 2 , x1 = x2 = 1:
Por tanto, queda probado el Lema para N = 2:
Supongamos que el Lema se verica para N = k:
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Sean x1; x2; : : : ; xk+1 números reales positivos tales que x1x2   xk+1 = 1: Dado
que no puede suceder que los k + 1 números dados sean mayores estrictamente
que 1, existirá i 2 f1; 2; : : : ; k + 1g tal que xi  1. Entonces también existirá
j 2 f1; 2; : : : ; k + 1g n fig tal que xj  1; pues si todos salvo xi fueran menores
estrictamente que 1 se tendrá que x1x2   xk+1 < 1; en contra de la hipótesis.
Para facilitar la escritura, se renombran los números dados como y1; y2; : : : ; yk+1
siendo yk = xi e yk+1 = xj. Aplicando la hipótesis de inducción a los k números
positivos y1; y2; : : : ; yk 1; (ykyk+1), se tiene
y1 + y2;   + yk 1 + (ykyk+1)  k:
De la identidad (5.4) para yk e yk+1 se tiene
ykyk+1 = yk + yk+1   1  (1  yk)(yk+1   1)
y, sustituyendo en la inecuación anterior, resulta
y1 + y2 +   + yk 1 + [yk + yk+1   1  (1  yk)(yk+1   1)]  k;
luego
y1+y2+  +yk+yk+1  k+1+(1 yk)(yk+1 1): (5:6)
Teniendo en cuenta que (1  yk)(yk+1   1)  0 se obtiene
y1 + y2 +   + yk+1  k + 1:
Además, si y1 + y2 +   + yk+1 = k + 1; sustituyendo en (5.6), resulta
k + 1  k + 1 + (1  yk)(yk+1   1);
de donde (1  yk)(yk+1   1)  0:
Como además se verica (1 yk)(yk+1 1)  0; entonces (1 yk)(yk+1 1) = 0:
Luego yk = 1 ó yk+1 = 1:
Sin pérdida de generalidad, se puede suponer que se verica yk+1 = 1: Así se
tiene:
y1y2    yk = y1y2    ykyk+1 = 1
y1 + y2 +   + yk = k + 1  yk+1 = k
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y se puede aplicar la hipótesis de inducción obteniendo y1 = y2 =    = yk = 1:
Por tanto, si y1 + y2 +    + yk+1 = k + 1 entonces y1 = y2 =    = yk+1 = 1: El
recíproco es obvio.
Finalmente, volviendo a la notación inicial, se ha obtenido
x1 + x2 +   + xk+1  k + 1
y además
x1 + x2 +   + xk+1 = k + 1 , x1 = x2 =    = xk+1 = 1:
En conclusión, se ha probado que se cumple el Lema para N = 2 y que, si se
cumple para N = k; entonces se cumple para N = k + 1: Luego, por el principio
de inducción matemática, el Lema se cumple para todo N 2 N: 
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