Abstract. We parametrize the set of irreducible characters of the Sylow p-subgroups of the Chevalley groups D 6 (q) and E 6 (q), for an arbitrary power q of any prime p. In particular, we establish that the parametrization is uniform for p ≥ 3 in type D 6 and for p ≥ 5 in type E 6 , while the prime 2 in type D 6 and the primes 2, 3 in type E 6 yield character degrees of the form q m /p i which force a departure from the generic situations. Also for the first time in our analysis we see a family of irreducible characters of a classical group of degree q m /p i where i > 1 which occurs in type D 6 .
Introduction
Let q be a power of a prime p, and let G be a finite group of Lie type over F q and U be a Sylow p-subgroup of G. Let B := N G (U ) and let P be a parabolic subgroup of G with U < B ≤ P ≤ G. We denote by a prime distinct from p.
Harish-Chandra theory for -modular representations of general finite groups of Lie type initiated by Hiss in [His90, His93] and continued in [GHM96] . The theory suggests that the representation theory of parabolic subgroups P of G as above has strong influence on the representation theory of G, in particular towards a determination of its decomposition numbers. This is further evidenced by work of Gruber and Hiss [GH97] for classical groups at primes . More recently this has been taken further in [DM15] and [DM16] for some nonlinear classes of primes. For small rank groups the calculation of decomposition numbers in [Him11] , [HN14] and [HN15] made strong use of the representation theory of parabolic subgroups along with induction/restriction methods to compute decomposition numbers. Most recently the third author [Pao17] was able to compute most decomposition numbers of the groups D 4 (2 f ) using the generic character table of UD 4 (2 f ) which was computed in [GLM17] ; here and throughout UY r (q) denotes a Sylow p-subgroup of the group Y r (q) of type Y and rank r defined over F q .
Our present work is a first step in computing the character tables of UD 6 (q) and UE 6 (q) which are intended to aid with the determination of the decomposition numbers of all finite groups of Lie type up to rank 8, in particular of those of exceptional type. The elements of Irr(U ) where G ∼ = F 4 (q), with q odd, were parametrized in [GLMP16] by means of a recursive procedure, relying on basic character correspondences, which leads to a natural construction of characters via induction from linear characters of certain subgroups. Indeed the terminal points of our algorithm are certain subquotients of U , which we call cores. To construct the members of a family one starts with a core Q with centre Z, and with a subset Irr(Q) Z of Irr(Q) consisting of characters which lie over the centre in such a way as to not contain any root subgroup of Z in their kernels. For each element of Irr(Q) Z one can trace back through the algorithm, and write down a unique character of U .
If Q = Z is abelian, then we can simply extract the family and its parameters. We have been able to completely automate this part of the algorithm. If Q = Z, then we need to determine Irr(Q) Z , which in the situation of UF 4 (q) involved a manageable amount of case analysis. While the number of nonabelian cores for UF 4 (q) is 6, this number increases to 105 for UE 6 (q) and to several millions for UE 8 (q). We recall from [GLM17] and [HLM16] that the characters of UE 6 (q) are naturally partitioned into 833 families which are indexed by the antichains in the poset of positive roots. To each family we apply our algorithm, which naturally splits each family into collections of subfamilies. For type E 8 the first partition already leads to 25080 families. Thus it becomes clear that the generic character tables of the groups UY r (q) are best processed in a machine-readable format and ideally in a format that can be incorporated into [CHEVIE] , the computer algebra system which provides a platform for calculations with the generic character tables of finite groups of Lie type. Our main theorem thus takes the following form:
Main Theorem. Let q be a power of a prime p, let G be a finite Chevalley group over F q of type D 6 or E 6 , and let U be a Sylow p-subgroup of G. Then the irreducible characters of U are completely parametrized. Each character can be obtained as an induced character of a linear character of a certain determined subgroup. In particular, if v := q − 1, we have We collect here further consequences of the parametrization in the above theorem. When p is a bad prime for E 6 , then Irr(UE 6 (q)) possesses characters of degree q i /2 for 3 ≤ i ≤ 15 if p = 2 and of degree q 7 /3 if p = 3, whereas if p = 2 then Irr(UD 6 (q)) possesses elements of degree q i /2 for 3 ≤ i ≤ 11, and also a family of characters of degree q 10 /4 which is obtained by induction from the family F 4,p=2 3 in Table 5 .1 of characters of degree q 6 /4; other irreducible character degrees are all powers of q. The numbers of characters of fixed degree are given in Tables 5.3 to 5.7. We easily check in these cases the validity of the generalization of [Is07, Conjecture B] in types different from A, which in turn refines [Leh74, Conjecture 6 .3], namely the numbers of irreducible characters of U of fixed degree can always be expressed as polynomial expressions in v with non-negative integral coefficients if p is good. One also immediately deduces by the records in Table 5 .6 for Irr(UE 6 (3 f )) that an extension of such statement to bad primes would not hold; this is the only such instance for the groups UY r (q) with Y of simply laced type and r ≤ 6, namely in this case UY r (q) is a natural quotient of U , and a parametrization for Irr(UY r (q)) is obtained via the labels determined in our theorem. The actual complete list of families is available on the webpage of the third author [LMP] in both tabular and machine-readable format.
The obstruction to automating the parametrization of Irr(U ) is the nonabelian cores mentioned above. Thus our focus in this paper is on nonabelian cores with a view towards automating these calculations as well. The total number of families of nonabelian cores that we have to consider is 27 for D 6 and 105 for E 6 . Fortunately several cores are isomorphic, which reduces our problem to 7 isomorphism types of cores for D 6 and 16 for E 6 which are easily separated by a set of three invariants; this is proved in Section 3. Also certain cores are isomorphic to ones that we have seen in [GLMP16] , which simplifies our work even further. In Section 4 we begin by proving a variant of our reduction lemma which serves as a foundational tool of our analysis of nonabelian cores. Also in this section we introduce the concept of a generalized root group which allows us to consider transversals which are well suited for our character correspondences, and the concept of a "circle quattern". In fact it is the latter concept which we believe will be crucial in automating the analysis of nonabelian cores. We illustrate all of this in our analysis of the nonabelian cores of UD 6 (q) and UE 6 (q) in Section 5. We record the results of our analysis of the nonabelian cores in Tables 5.1 and  5.2. To finish, we remark that for groups of rank higher than 6 the three invariants mentioned above are not strong enough to separate cores into isomorphism types, and we illustrate this with an example in UE 7 (q). Also we remark here that for UE 8 (q) the cardinality of the set of invariants of nonabelian cores is in the neighborhood of 2 · 10 5 , and that the number of isomorphism types is around 4 · 10 5 ; again making clear the need for automation.
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Preliminaries
2.1. Characters of finite groups. Let G be a finite group. For g, h ∈ G, we use the notation g h := h −1 gh (respectively h g := hgh −1 ) for the right (respectively left) conjugation in G. The centre of G is denoted by Z(G). We usually denote by χ an irreducible character afforded by some representation. All characters considered in this work are ordinary; we refer to [Is] for the basics on character theory of finite groups. We denote by ker(χ) the kernel of a character χ, and by Z(χ) the centre of χ. Moreover, we denote by Irr(G) the set of irreducible characters of G.
If N G, and χ ∈ Irr(G/N ), we denote by Inf
Let η ∈ Irr(N ) with N G. For g ∈ G, we denote by g η the irreducible character of N such that g η(x) := η(x g ) for every x ∈ N . The group G naturally acts on Irr(N ) by conjugation. Let us define the inertia subgroup of η in G by
is also a bijection.
We finish by describing the set Irr(F q ). Let us define φ : F q → C × by φ(t) := e 2πi Tr(t)/p for all t ∈ F q , where Tr : F q → F p ∼ = Z p is the trace map of the field extension F q | F p . For each a ∈ F q , we define the map φ a by φ a (t) := φ(at) for every t ∈ F q . Then Irr(
2.2. Simple algebraic groups and Frobenius morphisms. We refer to [DM] and [MT] for basic properties and definitions of finite reductive groups. Let q := p f , where p is a prime and f ∈ Z >0 . Let F q be a general finite field with q elements, and let k := F p be an algebraic closure of F q . We denote by G a simple algebraic group over the field k.
Let F : G → G be a standard Frobenius morphism. Let T be a maximal torus of G such that F (T) = T, and let B be a Borel subgroup of G containing T such that F (B) = B. Let U be the unipotent radical of B. Here, B = N G (U) = TU. From now on, we fix such F -stable subgroups T, U and B. The group G := G F of fixed points of G under F is a finite reductive group. Further, we set B := B F , T := T F , and U := U F . Here, we have B = N G (U ) = T U , and U is a Sylow p-subgroup of G. All subgroups B, T , and U are fixed for the rest of the work.
Let Φ denote the root system associated to G with respect to T, and let Π := {α 1 , . . . , α r } be the set of simple roots of Φ, where r is the rank of Φ. Let Φ + ⊆ Φ denote the set of positive roots in Φ, and let m be the number of positive roots. We fix a total ordering on Φ + = {α 1 , . . . , α m } by refining the partial order on Φ + , defined by α < β if β − α is a sum of simple roots; this agrees with the ordering in [GAP4] . If Φ is of type Y and rank r, we sometimes denote U more explicitly by UY r (q).
For each α ∈ Φ + , there exist an F -stable subgroup U α ⊆ U and an isomorphism x α : k → U α , such that
and
The subgroup X α of G is called a root subgroup, and an element of the form x α (t) is called a root element. We often abbreviate and write X i for X α i and x i for x α i . The group U is the product of all root subgroups labelled by positive roots, and each element of U can be uniquely written as a product x 1 (t 1 ) · · · x m (t m ) for some t 1 , · · · , t m ∈ F q . A presentation for U is given by the Chevalley relations
for every r, s ∈ F q and α, β ∈ Φ + , and for some c α,β i,j ∈ Z \ {0}, called Lie structure constants. As proved in [Car, Section 5 .2], the parametrizations of the root subgroups can be chosen so that the structure constants c α,β i,j are always ±1, ±2, ±3, where ±2 occurs only for G of types B r , C r , F 4 or G 2 , and ±3 only occurs for G of type G 2 . The signs are determined by fixing the ones corresponding to the so-called extraspecial pairs of roots; our choice agrees with the records in the computer algebra system [MAGMA] .
2.3. Quattern groups. We now recall some properties that link the structure of Φ + with that of U . If A = {α i 1 , . . . , α i k } is a subset of Φ + where i 1 < · · · < i k , we define
This is in general not always a subgroup, but it will be in all cases of our interest. We recall some definitions and properties from [HLM16] . We say that P is a pattern in Φ + if α, β ∈ P and α + β ∈ Φ + imply α + β ∈ P. Patterns are also known as closed subsets of Φ + , see for example [MT, Definition 13 .2]. It is easy to check, with no restrictions on the prime p, that if P is a pattern, then X P is a subgroup of U . If p is not a very bad prime for Φ + , the converse also holds. For very bad primes the converse does not hold in general. For example, if p = 2 and α 2 is the simple short root in type B 2 , then X α 2 X α 1 +α 2 is a subgroup of UB 2 (2 f ), but {α 2 , α 1 + α 2 } is not a pattern. Let K, P be two patterns and K ⊆ P. We say that K is normal in P, denoted as K P, if for all δ ∈ K and β ∈ P, δ +β ∈ P implies δ +β ∈ K. If K P, then we have that X K X P . If p is not a very bad prime for Φ + , then X K X P for two patterns K ⊆ P also implies K P. Again, this is not true in type B 2 when p = 2, namely X α 1 +α 2 UB 2 (2 f ) = X Φ + , but {α 1 + α 2 } is not a normal pattern in Φ + . A subset S ⊆ Φ + is called a quattern if S = P \ K for some pattern P and K P. Given a quattern S ⊆ Φ + such that S = P \ K, we define the quattern group X S associated to S by
This subquotient of U is well-defined, in the sense that if S = P \ K for P a quattern and K P , then X S ∼ = X S . If S is a quattern, we define Z(S) := {γ ∈ S | γ + α / ∈ S for all α ∈ S} the set of central roots in S, and
the set of roots parametrizing the root subgroups which are direct factors in X S . We have
We define the set of irreducible characters of X S with central root support Z ⊆ Z(S) by
Hence we have
and it is easy to see that (2.3)
The importance of studying quatterns comes from the fact that we can partition Irr(U ) into families of irreducible characters of quattern groups X S with central root support a certain Z ⊆ Z(S). More precisely, let Σ denote an antichain of Φ + , that is, a subset of Φ + such that α, β ∈ Σ and α = β =⇒ α β and β α. The subset K Σ defined by
is a normal subset of Φ + . We define the standard quattern S Σ associated to Σ by
We can now state the partition of irreducible characters previously announced.
Proposition 2.1 ([HLM16], Proposition 5.16). We have that
2.4. Cores and the Reduction algorithm. In order to describe the sets of the form Irr(U ) Σ for an antichain Σ, we use the following procedure, explained in [GLMP16, Section 3], and implemented in [GAP4] . Our goal is to reduce from the study of some Irr(X S ) Z , with Z ⊆ Z(S), to the study of Irr(X S ) Z , with Z ⊆ Z(S ), such that |S | |S|. We recall the following result.
Proposition 2.2 ([GLMP16], Lemma 3.1). Let S := P \ K be a quattern, let Z ⊆ Z(S) and let γ ∈ Z. Suppose that there exist δ, β ∈ S \ {γ}, such that:
(ii) α + α = β for every α, α ∈ S, and (iii) δ + α ∈ S for every α ∈ S \ {β}. Let P := P \ {β} and K := K ∪ {δ}. Then we have that S := P \ K is a quattern with X S ∼ = X P /X K , and the map
is a bijection of irreducible characters. 
In particular, X S is abelian if and only if C ∈ O 1 , in which case we call C an abelian core; if C ∈ O 2 , we call C a nonabelian core. In the sequel we sometimes drop the whole notation (S, Z, A, L, K) for C, and just refer to the pair (S, Z) or to the quattern S.
The reduction procedure is as follows. At each step of the procedure, we examine a tuple (S, Z, A, L, K), where the set S is a quattern with Z ⊆ Z(S), the set A (respectively L) keeps a record of the roots of the form β (respectively δ) at each step of the application of Proposition 2.2, and the set K keeps a record of the roots indexing root subgroups in the associated quattern group. The output of this procedure is the sets O 1 and O 2 . We use in the sequel the notation Ind β , Inf δ and Ind
Setup. We initialize by putting S = S Σ , Z = Z(S Σ ), and
Let us now assume C = (S, Z, A, L, K) is constructed and taken into examination at this step of the procedure.
Step 1. Let us assume that S = Z(S). Then X S is abelian, and we can easily parametrize Irr(X S ) Z . Namely, assume that Z = {α i 1 , . . . , α im } and S \ Z = {α j 1 , . . . , α jn }. Let us define χ
and λ a b (x α j h (t)) = φ(b j h t) for every k = 1, . . . , m and h = 1, . . . , n. Then we have that
We add the element C to the set O 1 .
Step 2. Let S = Z(S), and let R(S) be the set of pairs of the form (β, δ) satisfying the assumptions of Proposition 2.2. Assume R(S) = ∅. We choose one particular element (β, δ) ∈ R(S), namely we choose δ to be maximal with respect to the linear ordering fixed on Φ + , and if (β 1 , δ), . . . , (β s , δ) are in R(S), we choose β i minimal with respect to the linear ordering on Φ + . Let us put C :
Then we have that
is a bijection of irreducible characters. We continue by going back to
Step 1 with C in place of C.
Step 3. Let C be such that S = Z(S) and R(S) = ∅. Assume that Z(S) \ (Z ∪ D(S)) = ∅, and let γ be its maximal element with respect to the usual linear ordering. Step 4. Let S be such that S = Z(S), R(S) = ∅ and Z(S) \ (Z ∪ D(S)) = ∅. Then X S is not abelian and it cannot be reduced further using Proposition 2.2. We add C to O 2 . The set Irr(X S ) has to be investigated with different methods.
This algorithm has been implemented in [GAP4] for all groups of rank 7 or less. The numbers of nonabelian cores in each case are recorded in Table 2 .1. The convention for the choice of (β, δ) as in Step 2 is slightly different from the one in [GLMP16] , hence there are some different numbers of nonabelian cores for ranks 5 or higher.
We notice that if D(S) = ∅, then
and Irr(X D(S) ) Z∩D(S) is easily parametrized, as X D(S) is a direct product of its root subgroups. Then we assume in the sequel that we have a record of the set D(S), and by slight abuse we identify S with S \ D(S) and Z with Z \ D(S).
Isomorphism of nonabelian cores
The behavior of the nonabelian cores is determined by the relations in the underlying quattern S. We want to record some invariants associated to such quatterns.
• there are c triples (i, j, k), with i < j and
The focus of this section is to show that a triple [z, m, c] uniquely determines the isomorphism type of a core C in simply laced type when the rank of G is 6 or less.
Theorem 3.2. Let Φ + = D 6 or Φ + = E 6 , and let S, S be two quatterns of Φ + corresponding to nonabelian cores of the form [z, m, c]. Then we have that X S ∼ = X S .
The above theorem is proved computationally, following the procedure explained below. We start by recording in Table 3 .1 the number of occurrences of each form of nonabelian cores in types D 6 and E 6 . Notice that in these cases, for each z and m there exists a unique c such that [z, m, c] is a nonabelian core, then by Theorem 3.2 the knowledge of |S| and |Z| tells apart the isomorphism type of X S . We recall the lower central series of X S . For all k ∈ Z >0 , the k-th member of the lower central series is denoted by X (k) S , recursively defined by X
(1)
S is always a quattern group, and X
S is nontrivial. We denote by d the nilpotency class of X S , that is the unique positive integer such that X
The isomorphism test for cores is mainly based on the concept of local height, which is defined as follows.
The roots in S are then partitioned into their local height classes as [S 1 , . . . , S d ], where S k denotes the set of all roots of local height k in S for every k = 1, . . . , d. For any two cores C and C , it is clear that their quattern groups X S and X S are not isomorphic if there exists a k ≥ 1 such that
We say that a root α ∈ S k is a lower bound of a root δ ∈ S k+1 if there exists a root β ∈ S 1 such that α + β = δ. This naturally defines a lattice structure on S, whose suprema are the elements of Z(S). Notice that if S is a disconnected lattice with S = S a S b , then X S = X Sa × X S b ; without loss of generality, we assume from now on that S is connected.
To show that the quattern groups of two cores of the form [z, m, c] corresponding to S and S are isomorphic, we proceed as follows.
(a) We find a lattice homomorphism between S and S . If it exists, we go to step (b). (b) Let ρ be a lattice homomorphism between S and S . We try to lift ρ to a group homomorphism ϕ : X S → X S by checking the compatibility of the signs in the commutator relations between root elements. Setup and base step. For (a), we start with a setup of roots at the first local height layers of S 1 and S 1 , i.e. we choose a bijection ρ from S 1 to S 1 .
For (b), we set ϕ(x α (t)) := x ρ(α) (±t) for all α ∈ S 1 and all t ∈ F q . This gives a setting for the first local height layer. Notice that the chosen sign '+' works in types D 6 and E 6 , instead of trying every choice of the signs '+' and '−'.
Iterative step. Assume that we constructed the k-th local height layer map, and S k+1 and S k+1 are nonempty. We construct the maps ρ for (k + 1)-th local height layers, and ϕ for root groups at (k + 1)-th local height layers.
For (a), let δ ∈ S k+1 , where ρ(δ) is yet to be defined. We find α ∈ S k and β ∈ S 1 such that δ = α + β. If ρ(α) + ρ(β) ∈ S k+1 , then this construction ends here, and we return no solution for the choice of ρ from the first local height layer. If ρ(α) + ρ(β) ∈ S k+1 , then we define ρ(δ) := ρ(α) + ρ(β) ∈ S k+1 , and proceed further.
For (b), we set ϕ(x δ (t)) := x ρ(δ) ( α,β t) for every t ∈ F q , where α,β is determined as follows.
α,β := 1 2 3 . Notice that in types D 6 and E 6 we have 1 , 2 , 3 ∈ {±1}.
We check the compatibility of this setting (that is, that the extension of ϕ on X δ is welldefined) by checking all other pairs (α , β ) ∈ S k−i × S 1+i for i = 1, . . . , k − 1 such that α + β = δ. If the value α,β is unique, i.e. there is no pair (α , β ) giving α ,β = α,β , then the mapping x δ (t) → x ρ(δ) ( α,β t) is well-defined. Otherwise, this extension to X δ is not well-defined, the construction ends here, and we return no solution for this choice of ρ.
Notice that when p = 2, each choice for α,β is valid, thus the extension is always welldefined whenever we find an extension of ρ such that ρ(δ) = ρ(α) + ρ(β) ∈ S k+1 as above.
If there is any other root in S k+1 , then we go back to the iterative step.
Output. Assume that we constructed the k-local height layer map, and S k+1 = S k+1 = ∅. We obtain the required group isomorphism ϕ from X S onto X S .
By using [GAP4] , we apply the isomorphism test to types D 6 and E 6 , and we check that every two nonabelian cores corresponding to the same triple [z, m, c] are in fact isomorphic. Moreover, as previously remarked, in types D 6 and E 6 we only need the setup ϕ(x α (t)) := x ρ(α) (t) for all t ∈ F q in the base step, i.e. we do not have to check the negative sign choices.
However, Theorem 3.2 does not generalize to higher rank, as we demonstrate with an example.
Example 3.4. There exists a [3, 9, 6]-core C in type E 7 such that Using the methods described in §4.1, we obtain that Irr(X S ) Z(S) consists of q 2 (q − 1) 3 irreducible characters of degree q 2 for every prime p. On the other hand, we find in E 7 another nonabelian [3, 9, 6]-core whose underlying quattern group X S is conjugate to the quattern group arising from the unique nonabelian core lying inside the natural quotient UD 4 (q) of UE 7 (q); this has been studied in [HLM11, §4] . As recorded in Table 5 .1, we have that Irr(X S ) Z(S ) consists instead of (q − 1) 3 irreducible characters of degree q 3 if p ≥ 3. On the one hand, under the action of the Weyl group of E 7 on the root system we get that X S is isomorphic to the quattern group corresponding to Φ + \ {α 1 , α 3 , α 5 = α 1 + α 3 } in the root system of type D 4 . On the other hand, it is noted that the [3, 9, 6]-cores we obtain in types D 6 and E 6 are conjugate to the quattern {α 1 , . . . , α 10 } \ {α 3 } in type D 4 , which does correspond to the only nonabelian core in type D 4 .
4.
A reduction process for nonabelian cores 4.1. A reduction lemma. A method for the study of nonabelian cores is presented in [GLMP16, §4.2]. In this subsection we present a slight variation of the setup and the method, in order to have a direct algorithmic application to the study of the corresponding quatterns.
Throughout the rest of this subsection, we assume that V is a finite group, H is a subgroup of V with fixed transversal X in V , and Y, Z are subgroups of V , such that
Moreover, we fix λ ∈ Irr(Z), and we define
Lemma 4.1. We have I V (λ) = HX . Proof. Let h ∈ H and x ∈ X. For every y ∈ Y and z ∈ Z, we have that Proposition 4.3. We have a bijection
Since ZỸ V , by Clifford's theory we have a bijection Ind V H : Irr(H |λ) −→ Irr(V |λ). By identifying Irr(H |λ) with {η ∈ Irr(H ) |Ỹ ⊆ ker(η)}, the above yields the bijection
The claim is then proved if we show Irr(
where the first equality holds by Equation (4.2), and the second equality holds by Clifford's theory. Hence 0 = χ| ZỸ ,λ , that is, χ ∈ Irr(V |λ).
Definition 4.4. The X and Y defined at the start of this section are called candidate for an arm and candidate for a leg respectively, andX andỸ are called arm and leg respectively.
The terminology of arms and legs is motivated by the case U = UA r (q), as remarked in [HLM16, Section 6].
Let V := H /(Ỹ ker λ). We observe that Y ⊆ Z(V ). Before stating a consequence of Proposition 4.3, we introduce some notation that is frequently used in the sequel.
Definition 4.5. Let S be a quattern, and let i 1 , . . . , i m be such that the subset
We usually drop the explicit labels c 1 , . . . , c m ∈ F × q and we write x i 1 ,...,im (t) instead of x c 1 ,...,cm i 1 ,...,im (t), and X i 1 ,...,im instead of X c 1 ,...,cm i 1 ,...,im ; the choice of c 1 , . . . , c m will be made explicit when needed. Notice that as Z({α i 1 , . . . , α im }) = {α i 1 , . . . , α im }, we have that
For example, let us suppose that Y is a diagonal subgroup of X J isomorphic to F q , that is s = 1. Then
We are interested in applying Proposition 4.3 and Corollary 4.6 to the setting of quattern groups. Given a quattern in rank 6 or less, the validity of the assumptions of the following result is easy to check by using [GAP4] .
Corollary 4.7. Let S = P \ K be a quattern. Assume that there exist subsets Z, I and J of S, such that (0) S \ I is a quattern,
Proof. By §2.3, it is easy to check that (0) is equivalent to H being a subgroup of X S and each of (i) to (iv) is equivalent to the corresponding assumption in Proposition 4.3. Moreover, (v) is clear as Y is elementary abelian.
Remark 4.8. Let us assume that S = Z ∪ I ∪ J , such that assumption (ii) of Corollary 4.7 is satisfied. Then S \ I is automatically a quattern.
4.2. Graphs of nonabelian cores. Let us fix a nonabelian core C corresponding to S and Z. In order to check the assumptions of Corollary 4.7, we define a graph associated to C. Definition 4.9. Let C be a nonabelian core corresponding to S and Z. We say that α, β ∈ S are Z-connected, or just connected, if α + β = γ with γ ∈ Z.
With this definition, we regard C as a graph whose vertices are the elements of S \ Z, and there is an edge between α and β if and only if α and β are Z-connected. We then have the usual notion of connected components. We say that the heart H of the core C is the set of roots α ∈ S \ Z such that {α} is a connected component on its own. If H = ∅, we say that the underlying core C is a heartless core. Otherwise, we call C a core with a heart.
We now define some important cycles in C, whose analysis allows us to have a systematic procedure to reduce to the study of irreducible characters of smaller subquotients of X S . Definition 4.10. We say that C := {β 1 , . . . , β s } ⊆ S with β 1 , . . . , β s distinct is a circle in S if β i is connected to β i+1 for i = 1, . . . , s − 1, and β s is connected to β 1 .
The goal of the rest of this section is to construct unique I and J satisfying the assumptions of Corollary 4.7 for each nonabelian core C.
Remark 4.11. Let us assume that S contains just a single circle C. Let C = {β 1 . . . , β s } in the notation of Definition 4.10. We start by describing a construction of such I and J in this particular case. Let us define β 0 := β s and β s+1 := β 1 . We first define δ 1 to be the minimal root in C with respect to the usual linear ordering on roots. If δ 1 = β j 1 , then we choose δ 2 to be the maximum of β j 1 −1 and β j 1 +1 . Now assume that δ i is constructed for 2 ≤ i ≤ s − 1. Then δ i = β j i for some β j i , hence
we define δ i+1 := β j i −1 . Notice that δ s is connected to δ 1 . If s = 2m is even, then we put I := {δ 1 , δ 3 , . . . , δ 2m−1 } and J := {δ 2 , δ 4 , . . . , δ 2m }. If s = 2m + 1 is odd, then we put I := {δ 1 , δ 3 , . . . , δ 2m−1 , δ 2m+1 } and J := {δ 2 , δ 4 , . . . , δ 2m }.
We now check the conditions of Corollary 4.7. Assumptions (i), (iii) and (iv) clearly hold. If two roots in J were connected to each other, we would have a smaller circle C in C, which contradicts the assumption of C being the unique circle in S. Hence Z(J ) = J , which implies J ⊆ Z(S \ I). Then (ii) is satisfied, and by Remark 4.8 we have that (0) is also satisfied. Therefore, I and J satisfy all the assumptions of the corollary. We now construct I and J for types D 6 and E 6 in the case when two or more circles occur in S. The number of circles of each nonabelian core in rank 6 or less is relatively small, and we check by [GAP4] that the I and J obtained as follows satisfy the assumptions of Corollary 4.7 for all nonabelian cores, except the [4, 24, 43]-core in type D 6 , which is examined in full details in §5.2. For several nonabelian cores in type E 7 , the I and J constructed in this way do not satisfy the conditions of Corollary 4.7. One of the aims of subsequent work is to refine the following construction for higher numbers of circles in a nonabelian core.
Setup. We collect all the distinct circles C 1 , . . . , C t in S, ordered such that
• if |C i | is even and |C j | is odd, then i < j;
• if |C i | = |C j | have the same parity, then i < j if and only if |C i | > |C j |; and
As circles are determined just by the relations among roots in S, the sets C 1 , . . . , C t can easily be determined by using [GAP4] . We decide to look first at the circles with even cardinality because the construction of arms and legs of smaller even circles is often compatible with the one of bigger even circles, while in general we have less compatibility among odd circles.
Base step. We start by looking at C 1 . We define I 1 and J 1 as we determined I and J in Remark 4.11, namely we decide the minimum root δ of C 1 to be in I 1 , and we alternate adjoining the remaining roots of C 1 into J 1 and I 1 in the direction of the maximum neighbor of δ in C 1 .
Iterative step. Let us suppose that I k and J k have been constructed with k < t. Then there exists another circle C k+1 after C k in the ordering previously fixed. We now define two sets I(C k+1 ) and J (C k+1 ) such that I(C k+1 ) ∪ J (C k+1 ) = C k+1 , and then we take advantage of them to construct I k+1 and J k+1 .
If C k+1 ∩ I k = ∅, then we construct I(C k+1 ) and J (C k+1 ) exactly as we constructed I and J in Remark 4.11 respectively. If C k+1 ∩ I k = ∅ and C k+1 ∩ J k = ∅, then we let C k+1 = {β 1 . . . , β s } be as in Definition 4.10, with β 0 := β s and β s+1 := β 1 . We let δ 1 be the maximum root in C k+1 ∩ J k ; we have δ 1 = β j 1 for some j 1 ∈ {1, . . . , s}. Then we let δ 2 be the minimum of the roots β j 1 −1 and β j 1 +1 . If 2 ≤ i ≤ s − 1 and δ i is constructed such that δ i = β j i , we define δ i+1 to be β j i +1 in the case δ i−1 = β j i −1 , and β j i −1 in the case δ i−1 = β j i +1 . If s = 2m then we put J (C k+1 ) := {δ 1 , δ 3 , . . . , δ 2m−1 } and I(C k+1 ) := {δ 2 , δ 4 , . . . , δ 2m }; otherwise |C| = 2m + 1 and we put J (C k+1 ) := {δ 1 , δ 3 , . . . , δ 2m−1 } and I(C k+1 ) := {δ 2m+1 } ∪ {δ 2 , δ 4 , . . . , δ 2m }. If C k+1 ∩ I k = C k+1 ∩ J k = ∅, again we proceed in the same way as Remark 4.11 to construct I(C k+1 ) and J (C k+1 ). Finally, we define I k+1 := I k ∪ I(C k+1 ) and J k+1 := (J k ∪ J (C k+1 )) \ I k+1 .
Output. The sets I t and J t are constructed. We define I := I t and J := J t . These sets turn out to satisfy our desired properties.
Lemma 4.12. Let C be a nonabelian core of D 6 not of the form [4, 24, 43] or a nonabelian core of E 6 , corresponding to S and Z. Then the sets I and J constructed as above satisfy the assumptions of Corollary 4.7.
Proof. This is a straightforward check in [GAP4] .
An explicit form of the sets I and J for each nonabelian core in types D 6 and E 6 is provided in [LMP] . Through the construction pointed out above, we can reduce to smaller subquotients of X S . The analysis of Irr(X S ) for a heartless core is straightforward, once the sets X and Y are explicitly known, as such subquotients turn out to be abelian, except in the case of the [6, 16, 12]-core of E 6 ; the study of heartless cores is explained in §5.1. The analysis of nonabelian cores with a heart, detailed in §5.2, is more complicated. In particular, the case of the [4, 24, 43]-core of D 6 is not covered by Lemma 4.12; we treat it by applying directly Proposition 4.3. for x = x i 1 (t i 1 ) · · · x ir (t ir ) ∈ X and y = x j 1 (s j 1 ) · · · x j (s j ) ∈ Y , where t i 1 , . . . , t ir , s j 1 , . . . , s j are unknown variables over F q , can be rewritten as
which just contains linear terms in the s j h 's and the t i k 's, where each constant d h,k ∈ F q depends on S and the choice of the extraspecial pairs in U . In particular, if
It is then easy to work out explicitly X (respectively Y ), namely by finding the values of t i 1 , . . . , t im ∈ F q (respectively s j 1 , . . . , s j ∈ F q ) such that Equation (4.3) holds for every s j 1 , . . . , s j ∈ F q (respectively for every t i 1 , . . . , t im ∈ F q ).
5. Parametrization of Irr(UD 6 (q)) and Irr(UE 6 (q))
We now describe the parametrization of the sets Irr(X S ) Z that arise from nonabelian cores in types D 6 and E 6 . By Theorem 3.2, it is enough to consider just one quattern arising from each [z, m, c]-core in Table 3 .1. Applying Propositions 2.1 and 2.2, we can then obtain the corresponding parametrization of characters in Irr(U ) using the information stored in A and L and the record of roots in direct products.
The degrees of the irreducible characters and the numbers of irreducible characters of fixed degree arising from a nonabelian [z, m, c]-core are collected in Table 5 .1 for UD 6 (q) and in Table 5 .2 for UE 6 (q), along with the labels of the characters in each Irr(X S ) Z . We notice that the parametrization is uniform for p ≥ 3 in type D 6 , and for p ≥ 5 in type E 6 . For q = 2 f in type D 6 , and for q = 2 f or q = 3 f in type E 6 , the parametrization is more complicated.
Let us put v := q − 1, and let S and Z correspond to a nonabelian core C. The number | Irr(X S ) Z | may not always be expressed as a polynomial in v with nonnegative coefficients, even when p is a good prime, as in the case of C of the form [7, 15, 9] in type E 6 (see Table  5 .2), where | Irr(X S ) Z | = v 6 (v 2 + 2v − 2) for corresponding S and Z. Nevertheless, we notice that for a good prime p in both cases U = UD 6 (q) and U = UE 6 (q), the character degrees of U are powers of q, and the numbers k(U, q d ) of irreducible characters of U of degree q d are in Z[v] for every power q of p and every d ∈ Z ≥0 .
We collect the numbers of irreducible characters of each fixed degree of UD 6 (q) in Tables  5.3 and 5.4 when p ≥ 3 and p = 2 respectively, and of UE 6 (q) in Tables 5.5, 5.6 and 5.7 when p ≥ 5, p = 3 and p = 2 respectively. We notice that we have fractional degrees of the form q 3 /2, . . . , q 11 /2 and q 10 /4 in UD 6 (2 f ), q 3 /2, . . . , q 15 /2 in UE 6 (2 f ) and q 7 /3 in UE 6 (3 f ). Observe that the numbers k(U, D) of irreducible characters of U of fixed degree D can always be expressed as polynomials in v with nonnegative coefficients; such coefficients are in fact integers, except in the cases
When p is a good prime, the formulas for each k(U, q d ) coincide with the expressions obtained in [GMR15, Table 3 ] when p is at least the Coxeter number of G.
We explain the meaning of the labels in Tables 5.1 and 5.2. Each character is inflated/induced from an abelian subquotient of U , which is a product of root subgroups and of diagonal subgroups of products of root subgroups as in Definition 4.5; these are indexed, respectively, by a number i corresponding to the root α i , or a sequence i 1 , . . . , i s with i 1 < · · · < i s , corresponding to the set of roots α i 1 , . . . , α is . The subgroups over which we inflate and induce are indexed by A, K and the subgroups of the formX andỸ at each application of Proposition 4.3 and Corollary 4.6. We omit this information in the tables; it can be easily retrieved from the character labels in Tables 5.1 and 5.2.
As in §2.4, the label a (respectively b) corresponds to a tuple of elements of F × q (respectively F q ). The meaning of a * in a label of the form a, a * is that a * j ∈ F × q \ {f j (a)} for every 1 ≤ j ≤ , where is a positive integer and each f j (a) is a nonzero expression depending on a; these are explicitly determined in each case. A label of the form c * corresponds to a more involved expression indexed by F × q , detailed in the case-by-case analysis. Finally, labels of the form d index elements of a subset of (F q , +) isomorphic to (F p , +), and the labels e 1 and e 2 correspond respectively to (q + 1)/2 and (q − 1)/2 elements in F q when q = 3 f . Table 5 .2. Parametrization of nonabelian cores in UE 6 (q) for every p.
Form
q 2 (q − 1) 5 (q − 2) q 3
Heartless cores.
Recall that the heart of a nonabelian core consists of the roots α such that {α} is a connected component in the associated graph defined in §4.2. Among the cores of D 6 (respectively E 6 ) listed in Table 5 .1 (respectively Table 5 [7, 15, 9] . In Proposition 5.1 we study in detail the [6, 16, 12]-core, whose analysis departs from the uniform treatment of the remaining heartless cores which we discuss first. Now let (S, Z, A, L, K) be a nonabelian core of one of the forms listed above, but not [6, 16, 12]. Then we have that S = Z ∪ I ∪ J , for I = {i 1 , . . . , i k } and J = {j 1 , . . . , j h } as defined in Section 4, and the study of Equation (4.3) yields X = 1 or X = {x i 1 ,...,i k (t) | t ∈ F q }, and Y = 1 or Y = {x j 1 ,...,j h (s) | s ∈ F q } for some x i 1 ,...,i k (t) and x j 1 ,...,j h (s) as in Definition 4.5. Hence by Proposition 4.3 and Equation (2.2), we have that
where Z = X Z /(ker λ).
Then we have
where δ = log q (|X Y |) ∈ {0, 1, 2}, and a is indexed by root indices of X Z and b is indexed by the i 1 , . . . , i k or j 1 , . . . , j h whenever X = 1 or Y = 1, and
for an integer ∈ {0, 1, 2} and fractional polynomial expressions f 1 , . . . , f that are explicitly determined. The graph structure of a heartless core C is easily determined by S.
The cores of the form [3, 9, 6] in both D 6 and E 6 are isomorphic to one of the nonabelian cores of F 4 determined in [GLMP16, §4.3]. As done in [GLMP16] , we include no further details here for the straightforward analysis of heartless cores, and we refer to [LMP] for information on the sets S, Z, A and L and the form of Equation Recall that there is a unique nonabelian core of E 6 of the form [6, 16, 12] . In this case, • S = {α 1 , α 4 , α 6 , α 7 , α 9 , α 10 , α 11 , α 12 , α 13 , α 14 , α 16 , α 18 , α 19 , α 22 , α 24 , α 25 }, • Z = {α 12 , α 16 , α 18 , α 22 , α 24 , α 25 }, • A = {α 2 , α 3 , α 5 , α 15 } and L = {α 8 , α 17 , α 20 , α 21 }, • I = {α 1 , α 4 , α 6 , α 7 , α 13 , α 14 } and J = {α 9 , α 10 , α 11 , α 19 }. Our analysis differs from the previous cases in that X is not a subgroup, and |X | = q 2 . The graph structure of C, represented in Figure 3 , is more complicated than in the case of the other heartless cores, as we have 7 circles of both parities. This case can be examined in a similar way by applying Proposition 4.3 after the first reduction. We end this subsection by including the computational details in this case.
Proposition 5.1. The irreducible characters corresponding to the [6, 16, 12]-core in type E 6 are parametrized as follows:
consists of (q − 1) 6 characters of degree q 5 .
consists of q 2 (q − 1) 6 characters of degree q 4 .
The labels of the characters in F + s 13 (a 24 t 10 + a 25 t 11 ) + s 14 (a 24 t 9 ) = 0.
We have X = X 1 X 2 with X 1 := {x 1,6,7,14 (t 1 ) | t 1 ∈ F q } and X 2 := {x 4,6,7,13 (t 2 ) | t 2 ∈ F q }, and Y = 1, where x 1,6,7,14 (t 1 ) := x 1 (a 18 a 24 a 25 t 1 )x 6 (a 18 a 22 a 24 t 1 )x 7 (a 16 a 22 a 24 t 1 )x 14 (−a 12 a 18 a 25 t 1 ) and x 4,6,7,13 (t 2 ) := x 4 (a 18 a 25 t 2 )x 6 (a 18 a 24 t 2 )x 7 (2a 16 a 24 t 2 )x 13 (−a 16 a 18 t 2 ). We notice that each of X 1 and X 2 are subgroups, but we have [x 1,6,7,14 (t 1 ), x 4,6,7,13 (t 2 )] = x 12 (a 16 a 18 a 22 a 24 a 25 t 1 t 2 )x 16 (2a 12 a 18 a 22 a 24 a 25 t 1 t 2 ), hence λ([x 1,6,7,14 (t 1 ), x 4,6,7,13 (t 2 )]) = φ(3a 12 a 16 a 18 a 22 a 24 a 25 t 1 t 2 ) and X is not necessarily a subgroup of X S . If p = 3, then we can apply again Proposition 4.3 with arm X 1 and leg X 2 , reducing to the abelian subquotient X Z /(ker λ). This gives the family F p =3 14 in Table 5 .2. If p = 3, then X and X X Z are abelian subgroups of X S /(ker λ). In this case, we obtain the family F p=3 14 in Table 5 .2, which concludes our analysis.
5.2.
Cores with a heart. We now want to investigate the cores of the form , 30]-core, and their hearts have sizes 1, 5 and 6 respectively. The heart of the latter nonabelian core is the biggest among all nonabelian cores in rank 6 or less, which makes it one of the most complicated to study. We just refer to [LM15, Section 3] in the sequel, where the study of the [5, 21, 30]-core of E 6 has been carried out thoroughly. The graph of [6, 15, 12]-core has two connected components, namely its unique circle, and its heart of size 1. Finally, we find 3 circles in the [6, 17, 17]-core; here |H| = 1.
The cores of the form [3, 10, 9] in types D 6 and E 6 are isomorphic to the only [3, 10, 9]-core in type F 4 . The additional complication in the analysis of a core with a heart, as in [GLMP16, §4.3], lies in the determination of a certain non-linear polynomial over F q , which arises from the action of the root subgroups indexed by the heart on a suitable subquotient of X S , and of the solutions in F q of an equation depending on such a polynomial and the function φ : F q → C × defined in §2.1. The typical situation is that we get a polynomial of degree p when p is a bad prime for G. If p = 2, then the situation can be easily described.
Remark 5.2. Let q = 2 f , and let us consider the following expression in F q ,
for every b, a ∈ F q . Let us define
It is easy to see that
• If (b = 0 and a = 0) or (b = 0 and a = 0), then Z 1 = Z 2 = 1.
• If b = 0 and a = 0, then Z 1 = {0, a/b 2 } and Z 2 = {0, b/a}.
When p = 3 is a bad prime for E 6 , the polynomial arising from the above investigation is of degree 3 just in the case of the core of the form [5, 21, 30], which gives rise to irreducible character degrees q 7 /3 in UE 6 (3 f ); as previously remarked, the study of this core is detailed in [LM15, Section 3]. We include below the analysis just for three nonabelian cores with a heart. We discuss first the core of the form [4, 18, 18] in D 6 , which for p = 2 gives rise to the only examples of irreducible characters of UY r (q) of the form q m /p i with i ≥ 2 when Y is of simply laced type and r ≤ 6. We then include full details for the [4, 24, 43]-core in type D 6 and the [5, 20, 25]-core in type E 6 ; one notices the different behavior of the bad primes p = 2 in type D 6 and p = 3 in type E 6 respectively. We decide to include every step in their study since these two cores, along with the [5, 21, 30]-core, seem to be the most difficult cases to examine. The other cases are investigated in a similar manner; the computations are available in [LMP] . All character labels for each nonabelian core with a heart are also collected in Tables 5.1 and 5.2.
We use the following notation for a core C corresponding to S and Z. We construct subquotients V )b . By convention, in the sequel we omit the top index 1, and we drop the symbol ∅ when it occurs.
We start by studying the unique core of the form [4, 18, 18] are parametrized as follows: consists of (q − 1) 4 characters of degree q 6 , - If p = 2, then X = Y = 1, and V = X 2 X 4 Z/(ker λ) is abelian. We obtain the family F p =2 3 in Table 5 .1. If p = 2, we have that X := X 1 X 2 and Y 1 Y 2 , where X 1 := {x 1,14,15 (t 1 ) | t 1 ∈ F q } and X 1 := {x 5,6,12 (t 2 ) | t 2 ∈ F q }, We then want to apply Proposition 4.3 with X as a candidate for an arm, and X 2 X 4 as a candidate for a leg. We apply λ to the above, and we use Remark 5.2 study the equation Hence we apply Proposition 4.3 with X 2 = X 2,4 = {x 2,4 (t) | t ∈ F q } and Y 2 = 1, reducing to V 2 = X 2,4 X 3 X 7 · · · X 16 Z/(ker λ); here, we have X 2,4 := {x 2,4 (t) | t ∈ F q } where x 2,4 (t) := x 2 (a 24 t)x 4 (−a 23 t).
We have that X 12 X 14 X 15 is a subgroup of V 2 , and that
We then apply Proposition 4.3 with X 7 X 10 X 11 and X 12 X 14 X 15 as candidates for an arm and a leg respectively, reducing to studying the equation (5.2) s 12 (a 21 t 10 + a 22 t 11 ) + s 14 (−a 21 t 7 − a 24 t 11 ) + s 15 (−a 22 t 7 − a 24 t 10 ) = 0.
As p = 2, we have that X 3 = Y 3 = 1. We reduce to V 3 = X 2,4 X 3 X 8 X 9 X 13 X 16 Z/(ker λ). We observe that in V 3 we have that if i = 8, 9, then [X 2,4 , X i ] = X 13 and [X k , X i ] = 1 just for k = 16, and that
. Moreover, we notice that X 13 is central in V 3 ; we extend λ to λ c 13 in the usual way for every c 13 ∈ F q . If a 13 := c 13 = 0, we Table 5 .1. Let us now assume that c 13 = 0. We examine V 3 (0) , and we notice that in this case [X 2,4 , X i ] = 1 if i = 8, 9. Hence we apply Proposition 4.3 with X 8 X 9 as candidate for a leg, and X 16 as candidate for an arm. We get the expression as in Equation (5.3) by replacing a 13 with 0. We obtain X 4 (0) = X 8,9 := {x 8,9 (t) | t ∈ F q } and Y 4 (0) = 1. Here, we have x 8,9 (t) := x 8 (a 24 t)x 9 (a 23 t) for every t ∈ F q . Notice that X 8,9 is central in V 4 (0) = X 2,4 X 3 X 8,9 Z/(ker λ); we denote by λ = λ c 8,9 the usual extension of λ to X 8,9 for every c 8,9 ∈ F q . If a 8,9 := c 8,9 = 0, then we have
Proposition 4.3 applies again, with arm X 2,4 and leg X 3 , and we reduce to V 5 (0,a 8,9 ) = X 8,9 Z/(ker λ ). We get the family F 2,p =2 5 in Table 5 and V = X 2 X 3 X 4 X 7 · · · X 16 X 20 X Y Z/(ker λ). In a similar way to the case p = 2 after computing X and Y , we notice that we can apply Proposition 4.3 with X 2 = X 2,4 and Y 2 = 1. We reduce to V 2 = X 2,4 X 3 X 7 · · · X 16 X Y Z/(ker λ). We notice that Y is central in V 2 ; let us denote by λ := λ c 17,18,19 the usual extension of λ. Suppose a 17,18,19 := c 17,18,19 = 0. In the group V , we have
We can then apply Proposition 4.3 with X 1,5,6 as a candidate for an arm, and X 13 as a candidate for a leg. that Equation (5.1) holds. Moreover, recall that in V we have that if k ∈ {7, 10, 11}, then [X i , X j ] ∩ X k = 1 implies i ∈ {2, 4} or j ∈ {2, 4}. We can then take X 2,4 X 7 X 10 X 11 and X 12 X 14 X 15 as candidates for an arm and a leg respectively. We get the equation in Table 5 .1. Let us now assume c 17,18,19 = 0. As done for c 17,18,19 = 0, we take X 1,5,6 and X 13 as candidates for an arm and a leg respectively, but as we have no a 17,18,19 term in Equation (5.4) we now get X (0) = X 2,4 X 3 X 7 · · · X 12 X 14 X 15 X 16 Z/(ker λ ). Notice that in this subquotient we have [X 2,4 , X j ] = 1 for j = 8, 9, 16, and that [X 16 , X i ] = 1 implies i ∈ {8, 9}. We can apply Proposition 4.3 with X 16 as a candidate for an arm, and X 8 X 9 as a candidate for a leg. We have that λ([x 8 (s 8 )x 9 (s 9 ), x 16 (t 16 )]) = λ(x 23 (s 8 t 16 )x 24 (s 9 t 16 )) = φ(t 16 (a 23 s 8 + a 24 s 9 )).
We then get X 4 (0) = 1 and Y 4 (0) = {x 8,9 (s) | s ∈ F q }, where x 8,9 (s) = x 8 (a 24 s)x 9 (a 23 s) for every s ∈ F q , and V 4 (0) = X 2,4 X 3 X 7 X 8,9 X 10 X 11 X 12 X 14 X 15 Z/(ker λ ). Now we observe that (5.1) holds with V 4 (0) in place of V 2 , as X 20 and X 17 X 18 X 19 are contained in ker λ . We take X 7 X 10 X 11 as a candidate for an arm and X 12 X 14 X 15 as a candidate for a leg. Equation (5.2) yields in this case X 5 (0) := X 7,10,11 = {x 7,10,11 (t) | t ∈ F q } and Y 5 (0) := X 12,14,15 = {x 12,14,15 (s) | s ∈ F q }, and V 5 (0) = X 2,4 X 3 X 8,9 X 7,10,11 X 12,14,15 Z/(ker λ ). Here, for s, t ∈ F q we have x 7,10,11 (t) = x 7 (a 24 t)x 10 (a 22 t)x 11 (a 21 t) and x 12,14,15 (s) = x 12 (a 24 s)x 14 (a 22 s)x 15 (a 21 s).
Finally, we observe that X 8,9 and X 12,14,15 are central in V 5 (0) ; we extend λ to λ := λ c 8,9 ,c 12,14,15 in the usual way. Observe that [X 2,4 , X 7,10,11 ] = 1. We can then take X 2,4 X 7,10,11 and X 3 as candidates for an arm and a leg respectively. We study λ([x 3 (s 3 ), x 2,4 (t 1 )x 7,10,11 (t 2 )]) = φ(s 3 (c 8,9 t 1 + c 12,14,15 t 2 + a 21 a 22 a 24 t 2 2 )) = 1. If a 8,9 := c 8,9 = 0 and b 12,14,15 := c 12,14,15 is arbitrary in F q , we have that by apply the counting argument and Equation (2.3). This concludes our analysis.
Finally, we study the unique core of the form [5, 20, 25] in type E 6 . In this case,
• S = {α 1 , α 2 , α 3 , α 5 , α 6 , α 7 , α 8 , α 9 , α 10 , α 11 , α 12 , α 13 , α 14 , α 15 , α 16 , α 17 , α 18 , α 20 , α 21 , α 24 }, • Z = {α 17 , α 18 , α 20 , α 21 , α 24 }, • A = {α 4 } and L = {α 19 }, • I = {α 1 , α 6 , α 8 , α 9 , α 10 } and J = {α 7 , α 11 , α 13 , α 14 , α 15 }. consists of (q − 1) 6 characters of degree q 7 , and -F 2,p=3 8 consists of q 2 (q − 1) 5 characters of degree q 6 .
The labels of the characters in F Let p = 3. Then X = Y = 1, and V = X 2 X 3 X 5 X 12 X 16 Z/(ker λ). Observe that in V the pairs of root subgroups that give nontrivial commutator brackets are exactly the following, 
