Global existence of solutions for semi-linear wave equation with
  scale-invariant damping and mass in exponentially weighted spaces by Palmieri, Alessandro
ar
X
iv
:1
70
8.
00
73
8v
1 
 [m
ath
.A
P]
  2
 A
ug
 20
17
Global existence of solutions for semi-linear
wave equation with scale-invariant damping
and mass in exponentially weighted spaces
Alessandro Palmieri
Abstract. In this paper we consider the following Cauchy problem for
the semi-linear wave equation with scale-invariant dissipation and mass
and power non-linearity:utt −∆u+
µ1
1 + t
ut +
µ22
(1 + t)2
u = |u|p,
u(0, x) = u0(x), ut(0, x) = u1(x),
(⋆)
where µ1, µ
2
2 are nonnegative constants and p > 1.
On the one hand we will prove a global (in time) existence result for
(⋆) under suitable assumptions on the coefficients µ1, µ
2
2 of the damping
and the mass term and on the exponent p, assuming the smallness of
data in exponentially weighted energy spaces. On the other hand a blow-
up result for (⋆) is proved for values of p below a certain threshold,
provided that the data satisfy some integral sign conditions.
Combining these results we find the critical exponent for (⋆) in all
space dimensions under certain assumptions on µ1 and µ
2
2. Moreover,
since the global existence result is based on a contradiction argument,
it will be shown firstly a local (in time) existence result.
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1. Introduction
In this paper we study the global in time existence of small data solutions
and the blow-up in finite time of solutions to the Cauchy problem
utt −∆u+ µ11+tut +
µ22
(1+t)2 u = |u|p, t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn,
(1.1)
in any space dimension n ≥ 1, where µ1 > 0 and µ22 ≥ 0 are constants and
p > 1.
The main purpose of the present article is to extend a result from [14]
to any spatial dimension n ≥ 1. More precisely, considering the quantity
δ := (µ1 − 1)2 − 4µ22 (1.2)
which describes somehow the interplay between the damping and the mass
term, in [14, Theorem 2.2] it is proved a global existence result of small data
energy solutions in space dimensions n = 1, 2, 3, 4 for a certain range of δ,
assuming additional L1 regularity for the initial data. The restriction on the
spatial dimension is due to the employment of Gagliardo-Nirenberg inequality
in the estimates of the non-linear term, which implies the restrictions p ≥ 2
and p ≤ pGN(n) := nn−2 when n ≥ 3 for the exponent of the non-linearity.
In order to avoid this type of conditions on p, we may consider stronger
assumptions on initial data. More specifically, we will consider data in energy
spaces with weight of exponential type.
Let us clarify the role of δ in the description of the equation
utt −∆u+ µ1
1 + t
ut +
µ22
(1 + t)2
u = 0. (1.3)
Considering v(t, x) = (1+t)γu(t, x), we can transform (1.3) in a wave equation
with either just a scale-invariant damping or just a scale-invariant mass with
a suitable choice of γ ∈ R, depending on the value of δ.
In particular for δ ≥ (n+1)2 we can transform (1.3) in a scale-invariant
wave equation with a damping term, which looks like effective under the
point of view of decay estimates (even though, according to the classifica-
tion introduced in [20], the scale-invariant time dependent coefficient of the
damping term for the transformed equation does not belong to the class of
effective damping terms). Roughly speaking, assuming the above mentioned
range for δ, we guarantee L2 −L2 estimates for (1.3) of “parabolic type” for
the solution and its first order derivatives.
Let us report a brief historical overview, that is functional to elucidate
our approach, on those papers in which this type of exponentially weighted
Sobolev spaces is used in the study of semi-linear hyperbolic equations.
A first pioneering work in this direction is represented by [18], in which
a global existence (in time) result in the space C([0,∞), H1) ∩ C1([0,∞), L2)
is proved for a classical damped wave equation with power non-linearity |u|p,
provided that the exponent satisfies p > pFuj(n) := 1+
2
n
and p ≤ pGN(n) for
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n ≥ 3 and the data are compactly supported in BK(0) = {x ∈ Rn : |x| ≤ K}.
In particular, the weight used in the derivation of this result is eψ0(t,·), where
ψ0(t, x) =
1
2 (t+K −
√
(t+K)2 − |x|2) for |x| < t+K.
Afterwards, in [10] the authors improved, for the same range of p, the
previous result for the classical damped wave equation, removing the com-
pactness assumption for the support of data and requiring instead the belong-
ing of data to certain exponentially weighted spaces. This goal is achieved
through a different choice of the weight function. Namely, instead of ψ0 the
authors consider
ψ1(t, x) =
|x|2
4(1+t) .
Subsequently, the damped wave equation with coefficient b(t) = b0(1 +
t)−β , where b0 > 0, was studied for absorbing non-linearity (when −1 < β <
1) and for power and source non-linearity (whether 0 ≤ β < 1) in [13] and
[12], respectively, for a suitable choice of the exponent function ψ.
Indeed, in [13] some a-priori estimates are derived for solutions to the
equation
utt −∆u+ b(t)ut = −|u|p−1u
in the evolution space C([0,∞), H1)∩C1([0,∞), L2), provided that p satisfies
p > 1 and p < n+2
n−2 for n ≥ 3 and the data are compactly supported.
On the other hand, assuming p > pFuj(n) and p <
n+2
n−2 if n ≥ 3, in [12]
a global existence result is proved for the equation
utt −∆u+ b(t)ut = f(u),
where f(u) = ±|u|p or f(u) = |u|p−1u, in the case in which the data norm is
sufficiently small in proper weighted Sobolev spaces. Furthermore, two blow-
up results are proved in [12] for these two different types of non-linearity.
Then, in [5] the authors, among the other things, generalize the global
existence result in energy spaces with suitable exponential weight proved in
[12] to more general damping terms for p > pFuj(n) and p ≤ pGN(n) if n ≥ 3.
In fact, according to the classification given in [20, 21], in [5] the so-called
effective damping term b(t)ut is considered (to which the typology of damping
b0(1 + t)
−β belongs for −1 < β < 1).
Finally, in [3] the author proves a global existence result of small data
solutions for the semi-linear wave equation with scale-invariant damping term
utt −∆u+ µ1
1 + t
ut = |u|p,
assuming the condition µ1 ≥ n + 2 for the coefficient of the damping term,
p > pFuj(n) and p ≤ pGN(n) for n ≥ 3 and the smallness of data in suitably
chosen weighted Sobolev spaces. More in detail, here the function
ψ(t, x) =
µ1|x|2
2(1 + t)2
is considered as exponent for the exponential weight. In our approach we will
follow this choice of ψ.
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Indeed, we can slightly modify the estimate of [5, 3] in order to include
the additional scale-invariant mass term which is present in (1.1).
In the proof of the global existence (in time) result of small data solution
a contradiction argument is used. For this reason it is necessary to prove at
first a local (in time) existence result.
Finally, we report a blow-up result. Although this blow-up result pro-
vides the same range of p in (1.1), that is derived in [14] or that can be found
by using the arguments of [4], for which the solution blows up in finite time
under suitable conditions on the data, we will anyway provide a proof for this
blow-up result. Indeed, the method we are going to write down is simpler and
interesting in itself. Therefore, also for sake of completeness, we will include
the proof of such blow-up result. Hence, combing the global existence result
for small data solutions and the blow-up result, we determine explicitly the
critical exponent for (1.1) whether δ is sufficiently large.
1.1. Notations
In this paper, we write f . g, when there exists a constant C > 0 such that
f ≤ Cg. We write f ≈ g when g . f . g.
As we did in the introduction, we will use the notation pFuj(n) = 1+
2
n
for the Fujita exponent.
Moreover, throughout the article we will denote by ψ the function
ψ(t, x) =
µ1|x|2
2(1 + t)2
. (1.4)
For sake of brevity, we put
b(t) =
µ1
1 + t
, m2(t) =
µ22
(1 + t)2
for the coefficients of damping and mass terms.
All function spaces consist of function defined on the whole space Rn,
therefore, we will not specify this fact in the notations.
Let σ > 0 and t ≥ 0. As in [18] and [10], we define the Sobolev spaces
L2 and H1 with exponential weight eσψ(t,·) as follows:
L2σψ(t,·) := {f ∈ L2 : ‖eσψ(t,·)f‖L2 <∞},
H1σψ(t,·) := {f ∈ H1 : ‖eσψ(t,·)f‖L2 + ‖eσψ(t,·)∇f‖L2 <∞},
with the norms
‖f‖L2
σψ(t,·)
:= ‖eσψ(t,·)f‖L2,
‖f‖H1
σψ(t,·)
:= ‖f‖L2
σψ(t,·)
+ ‖∇f‖L2
σψ(t,·)
.
Finally, we denote by A the space
A := H1ψ(0,·) × L2ψ(0,·) = H1µ1
2 |x|2 × L
2
µ1
2 |x|2, (1.5)
that we will use for initial data.
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Remark 1.1. Let us point out explicitly that the condition (u0, u1) ∈ A is
stronger than the assumption (u0, u1) ∈ (H1 × L2) ∩ (L1)2 made in [14].
More generally, for any σ > 0 and t ≥ 0 we have the embedding
L2σψ(t,·) →֒ L1 ∩ L2.
Indeed, by using Cauchy-Schwarz inequality and the positivity of ψ we get
‖f‖L1 . (1 + t)n2 ‖f‖L2
σψ(t,·)
, (1.6)
‖f‖L2 ≤ ‖f‖L2
σψ(t,·)
, (1.7)
where in the first inequality we use the value of the Gaussian integral. Then
by Ho¨lder’s interpolation inequality we have also the embedding of L2
σψ(t,·)
in each Lr for any r ∈ [1, 2].
2. Main results
Let us state the main theorems that will be proved in the present article.
Theorem 2.1 (Local existence). Let n ≥ 1 and µ1 > 0, µ22 be the nonnegative
constants that appear in the damping and in the mass term in (1.1). Let us
assume p > 1 such that p ≤ n
n−2 if n ≥ 3.
Then for each initial data (u0, u1) ∈ A there exists a maximal existence
time Tm ∈ (0,∞] such that the Cauchy problem (1.1) has a unique solution
u ∈ C([0, Tm), H1) ∩ C1([0, Tm), L2) satisfying
sup
t∈[0,T ]
(
‖u(t, ·)‖H1
ψ(t,·)
+ ‖ut(t, ·)‖L2
ψ(t,·)
)
<∞,
for any T ∈ (0, Tm).
Finally, if Tm <∞, then
lim sup
T→T−m
(
‖u(t, ·)‖H1
ψ(t,·)
+ ‖ut(t, ·)‖L2
ψ(t,·)
)
=∞.
The previous local existence result is a prerequisite to obtain the next
global existence result, whose proof is based on a contradiction argument
that requires the existence of local in time solutions for (1.1). For the proof
of Theorem 2.1 we will follow the approach of [10, Appendix A].
Theorem 2.2 (Global existence of small data solutions). Let n ≥ 1 and µ1 > 0,
µ2 be nonnegative constants such that δ ≥ (n+ 1)2. Let us consider
p > pFuj
(
n+ µ1−12 −
√
δ
2
)
such that p ≤ n
n−2 if n ≥ 3.
Then there exists ε0 > 0 such that for any initial data
(u0, u1) ∈ A satisfying ‖(u0, u1)‖A ≤ ε0 (2.1)
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there is a unique solution u ∈ C([0,∞), H1
ψ(t,·)
) ∩ C1([0,∞), L2
ψ(t,·)
)
to the
Cauchy problem (1.1). Moreover, u satisfies the following estimates:
‖u(t, ·)‖L2 . (1 + t)−
n
2−
µ1
2 +
1
2 +
√
δ
2 ‖(u0, u1)‖A,
‖(∇u, ut)(t, ·)‖L2 . (1 + t)−
n
2−
µ1
2 − 12 +
√
δ
2 ℓδ(t)‖(u0, u1)‖A,
‖u(t, ·)‖L2
ψ(t,·)
. (1 + t)‖(u0, u1)‖A,
‖(∇u, ut)(t, ·)‖L2
ψ(t,·)
. ‖(u0, u1)‖A,
with
ℓδ(t) =
{
1 if δ > (n+ 1)2,
1 + (log(1 + t))
1
2 if δ = (n+ 1)2.
Remark 2.3. Let us underline that the decay rates in the unweighted energy
estimates are the same found in [14, Theorem 2.2]. Nevertheless, thanks to
the approach with weighted estimates, we can avoid the restriction p ≥ 2
and, consequently, we get a result for every space dimension n ≥ 1 and for
the same range of allowed values of δ and p.
Theorem 2.4 (Blow-up). Let n ≥ 1 and µ1, µ22 be nonnegative constants such
that δ ≥ 0. Let us assume that u ∈ C2([0, T ) × Rn) is a solution to (1.1),
where T > 0 is the life-span of u, with compactly supported initial data such
that∫
Rn
u0(x)dx > 0 ,
∫
Rn
(
u1(x) +
(
µ1−1
2 −
√
δ
2
)
u0(x)
)
dx > 0 . (2.2)
If the exponent p of the non-linearity satisfies
1 < p ≤ pFuj
(
n+ µ1−12 −
√
δ
2
)
, (2.3)
then T <∞, that is the solutions u blows up in finite time.
Remark 2.5. Comparing the assumptions on p in Theorem 2.4 with those of
[14, Theorem 2.4], we see that solutions to (1.1) blow up in finite times for
the same range of p, for example in the case in which nontrivial data satisfy
u0 ≥ 0, u1(x) +
(
µ1−1
2 −
√
δ
2
)
u0(x) ≥ 0.
Although, in Theorem 2.4 we require as additional condition the com-
pactness of the support of data, the proof itself is interesting. Indeed, this
proof is based on a blow-up dynamic for an ordinary differential inequality
with polynomial non-linearity. Philosophically, this result for ordinary differ-
ential inequalities plays the role that Kato’s Lemma has in the proof of the
blow-up of solutions to the free wave equation for exponents below the Strauss
exponent and suitable data (for Kato’s Lemma see for example [11, 22, 23, 6]).
In particular, our approach follows results and ideas used firstly in [18] and
then in [25, 12]. Moreover, thanks to this ordinary differential inequality, we
can obtain also an upper-bound for the life-span of the solution.
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Dissimilarly, in [14, Theorem 2.4] the so-called method of test function
is applied (for further references to this method cf. [24, 19]).
3. Overview on our approach
We plan to apply Duhamel’s principle to write the solution to (1.1). Because
the linear equation related to the semi-linear equation in (1.1) is not invariant
by time translations, we have to derive estimates for the family of linear
parameter dependent Cauchy problems

utt −∆u+ µ11+tut +
µ22
(1+t)2u = 0, t > s ≥ 0, x ∈ Rn,
u(s, x) = u0(x), x ∈ Rn,
ut(s, x) = u1(x), x ∈ Rn.
(3.1)
Since we use Duhamel’s principle in the study of the non-linear problem, the
case in which u0(x) ≡ 0 is particularly important.
We fix now some notations for our problem. Let us denote by E0(t, s, x),
E1(t, s, x) the fundamental solutions to the Cauchy problem (3.1), i.e. the
distributional solutions with data (u0, u1) = (δ0, 0) and (u0, u1) = (0, δ0),
respectively, taken at the time s ≥ 0, where δ0 is the Dirac distribution in
the x variable. Therefore, if ∗(x) denotes the convolution with respect to the
x variable, by using the linearity of the equation in (3.1), it is possible to
represent the solution to the Cauchy problem (3.1) as
u(t, x) = E0(t, s, x) ∗(x) u0(x) + E1(t, s, x) ∗(x) u1(x).
Now we clarify the type of solutions to (1.1) we are interested in.
According to Duhamel’s principle, we get
u(t, x) =
∫ t
0
E1(t, s, x) ∗(x) F (s, x)ds
as solution to the inhomogeneous Cauchy problem
utt −∆u+ µ11+tut +
µ22
(1+t)2 u = F (t, x), t > 0, x ∈ Rn,
u(0, x) = 0, x ∈ Rn,
ut(0, x) = 0, x ∈ Rn.
Hence, we consider as solutions to (1.1) on (0, T )× Rn any fixed point
of the operator N defined as follows:
u ∈ X(T )→ Nu(t, x) := E0(t, s, x) ∗(x) u0(x) + E1(t, s, x) ∗(x) u1(x)
+
∫ t
0
E1(t, s, x) ∗(x) |u(s, x)|pds (3.2)
for a properly chosen space X(T ), where T denotes the life span of the solu-
tion.
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Consequently both local or global (in time) existence results are based
on the following type of inequalities:
‖Nu‖X(T ) ≤ C0(T ) + C1(T )‖u‖pX(T ), (3.3)
‖Nu−Nv‖X(T ) ≤ C2(T )‖u− v‖X(T )
(‖u‖p−1
X(T ) + ‖v‖p−1X(T )
)
, (3.4)
where X(T ) is a suitable Banach space and C0 depends on the norm of initial
data.
Indeed, if C0(T ) is bounded as T → 0 and C1(T ), C2(T )→ 0 as T → 0
, then we obtain from (3.3) and (3.4) a local (in time) existence result for
large data thanks to Banach’s fixed point theorem.
Similarly, whether C0(T ) is constant and C1(T ), C2(T ) are bounded as
T →∞, it follows a global (in time) existence result for small data.
Nevertheless, for Theorem 2.2, as we announced in the introduction, we
do not follow this standard approach. Roughly speaking, after proving The-
orem 2.1, we will suppose by contradiction that our local in time solution
can not be prolonged for all times, regardless of the smallness of initial data.
Then, considering a suitable norm on X(T ), we show the uniform bounded-
ness of the weighted energy (cf. Section 4), provided the smallness of data.
However this contradicts the assumption of not unlimited prolongability for
any times of the solution.
This means, in particular, that in Theorem 2.2 the global in time solu-
tions we are interested in are solutions to the integral equation
u(t, x) = E0(t, s, x) ∗(x) u0(x) + E1(t, s, x) ∗(x) u1(x)
+
∫ t
0
E1(t, s, x) ∗(x) |u(s, x)|pds
which can be extended for all positive times.
From the previous considerations it follows that the difficulties in the
proof of a local or global existence result for large or small data, respectively,
is reduced to the choice of the space X(T ) and to the verification of (3.3)
and (3.4).
In this paper, we restrict our consideration to the space
X(T ) = C([0, T ], H1ψ(t,·)) ∩ C1([0, T ], L2ψ(t,·)),
both in Theorem 2.1 and in Theorem 2.2. As we will see, the crucial difference
lies in the choice of the norm for X(T ) (cf. Section 4 and Section 6).
Let us spend now few words on the function ψ, defined in (1.4), and its
useful properties which will be helpful in the proof of our main results.
This function satisfies the following relations:
|∇ψ(t, x)|2 + b(t)ψt(t, x) = 0, (3.5)
∆ψ(t, x) =
nµ1
(1 + t)2
> 0 (3.6)
for any t ≥ 0 and x ∈ Rn.
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The equation (3.5) is related to the symbol of the linear parabolic equa-
tion b(t)ut −∆u = 0, that is, we have in mind the parabolic effect when we
consider the weight eψ(t,x).
In Sections 4 and 6 we will employ several times the following two
fundamental relations.
The first one is the following equality:
e2ψut
(
utt −∆u+ b(t)ut +m2(t)u
)
=
∂
∂t
(
e2ψ
2
(
u2t + |∇u|2 +m2(t)u2
))
− div(e2ψut∇u) + e
2ψ
ψt
u2t
(|∇ψ|2 + b(t)ψt)− e2ψ
ψt
|ut∇ψ − ψt∇u|2
− ψte2ψ(u2t +m2(t)u2)−
1
2
e2ψu2
d
dt
m2(t). (3.7)
In order to verify (3.7) one can make use of the following relations:
eψututt =
∂
∂t
(
e2ψ
2
u2t
)
− ψte2ψu2t ;
eψut∆u = div(e
2ψut∇u)− 2ute2ψ∇ψ · ∇u− ∂
∂t
(
e2ψ
2
|∇u|2
)
+ ψte
2ψ|∇u|2;
2e2ψut∇ψ · ∇u = e
2ψ
ψt
(
u2t |∇ψ|2 + ψ2t |∇u|2 − |ut∇ψ − ψt∇u|2
)
;
eψutm
2(t)u =
∂
∂t
(
e2ψ
2
m2(t)u2
)
− ψte2ψm2(t)u2 − e
2ψ
2
u2
d
dt
m2(t).
The second one is the upcoming inequality. If u is solution of the equation
then (1.1), since
e2ψut|u|p = ∂
∂t
(
e2ψ
|u|pu
p+ 1
)
− 2ψte2ψ |u|
pu
p+ 1
from (3.5) and (3.7) we get immediately
∂
∂t
(
e2ψ
2
(
u2t + |∇u|2 +m2(t)u2
)− e2ψ |u|pu
p+ 1
)
≤ div(e2ψut∇u)
− 2ψte2ψ |u|
pu
p+ 1
, (3.8)
where we used that ψt ≤ 0 and the fact that m2(t) is a strictly decreasing
function.
In Sections 4 and 6 a fundamental role in the derivation of energy esti-
mates will be played by (3.7) and (3.8).
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4. Local existence: proof of Theorem 2.1
In the proof of Theorems 2.1 and 2.2 we make use of the following inequalities.
Although these are slight modifications of well known inequalities proved in
[18, 10], for sake of self-completeness we include also their proofs.
Lemma 4.1. Let σ > 0, t ≥ 0 and v ∈ H1σψ(t,·). Then it holds
σµ1n(1 + t)
−2‖eσψ(t,·)v‖2L2 + ‖∇(eσψ(t,·)v)‖2L2 ≤ ‖eσψ(t,·)∇v‖2L2 .
Proof. We put f = eσψv. Then
∇v = ∇(e−σψf) = −σe−σψf∇ψ + e−σψ∇f, eσψ∇v = ∇f − σf∇ψ,
respectively.
Hence,
‖eσψ(t,·)∇v‖2L2 = ‖∇f(t, ·)‖2L2+σ2‖(f∇ψ)(t, ·)‖2L2
− 2σ(∇f(t, ·), (f∇ψ)(t, ·))
L2
.
Therefore, integrating by parts we get(∇f(t, ·), (f∇ψ)(t, ·))
L2
= −1
2
∫
Rn
f2(t, x)∆ψ(t, x)dx.
Consequently, from (3.6) we obtain
‖eσψ(t,·)∇v‖2L2 ≥ ‖∇f(t, ·)‖2L2 + σµ1n(1 + t)−2‖f(t, ·)‖2L2,
which is exactly the searched estimate. 
Lemma 4.2. Let θ(q) = n
(
1
2 − 1q
)
with θ ∈ [0, 1] and let σ ∈ (0, 1], t ≥ 0.
If v ∈ H1ψ(t,·), then it holds the inequality
‖eσψ(t,·)v‖Lq ≤ C(1 + t)1−θ(q)‖∇v‖1−σL2 ‖eψ(t,·)∇v‖σL2 ,
for a nonnegative constant C that does not depend on v and t.
Proof. Let us prove preliminary that v ∈ H1σψ(t,·) for any σ ∈ (0, 1].
By Ho¨lder’s inequality we get
‖eσψ(t,·)∇v‖2L2 ≤ ‖eψ(t,·)∇v‖2σL2‖∇v‖2(1−σ)L2 . (4.1)
In the same way
‖eσψ(t,·)v‖2L2 ≤ ‖eψ(t,·)v‖2σL2‖v‖2(1−σ)L2 .
From Lemma 4.1 we get for the function f = eσψv that f(t, ·) ∈ H1 and
‖f(t, ·)‖L2 . (1 + t)‖eσψ(t,·)∇v‖L2 , (4.2)
‖∇f(t, ·)‖L2 ≤ ‖eσψ(t,·)∇v‖L2 , (4.3)
for any t ≥ 0.
By the classical Gagliardo-Nirenberg inequality we have
‖f(t, ·)‖Lq . ‖f(t, ·)‖1−θ(q)L2 ‖∇f(t, ·)‖
θ(q)
L2
,
where θ(q) = n
(
1
2 − 1q
)
(see [7]).
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Thus, combining (4.1), (4.2) and (4.3) with the previous estimate we
have
‖f(t, ·)‖Lq . (1 + t)1−θ(q)‖eσψ(t,·)∇v‖L2
≤ (1 + t)1−θ(q)‖eψ(t,·)∇v‖σL2‖∇v‖1−σL2 .
This completes the proof. 
In the proof of Theorem 2.1 we will use also the next result, which is a
generalization to the non-linear case of Gronwall’s lemma (for the proof it is
possible to see, for example, [1]).
Lemma 4.3 (Bihari’s inequality). Let k be a nonnegative, continuous function,
M a real constant and g a continuous, non-decreasing, nonnegative function
such that
G(u) =
∫ u
0
ds
g(s)
is well defined. Let y be a continuous function such that
y(t) ≤M +
∫ t
0
k(s)g(y(s))ds for any t ≥ 0.
Then
G(y(t)) ≤ G(M) +
∫ t
0
k(s)ds for any t ≥ 0.
Finally, before starting with the proof of Theorem 2.1, we prove that the
space we will work with is actually a Banach space and then, consequently,
we can apply Banach’s fixed point theorem.
Lemma 4.4. Let us consider the space
E(T ) :=
{
u ∈ C([0, T ], H1) ∩ C1([0, T ], L2) : ‖u‖ψT <∞
}
,
where
‖u‖ψT := sup
t∈[0,T ]
(
‖u(t, ·)‖H1
ψ(t,·)
+ ‖ut(t, ·)‖L2
ψ(t,·)
)
.
Then
(
E(T ), ‖ · ‖ψT
)
is a Banach space.
Proof. Let {uk}k≥1 ⊂ E(T ) be a Cauchy sequence with respect to the norm ‖·
‖ψT . According to the definition of the norm in E(T ), we have that {eψuk}k≥1,
{eψ∂tuk}k≥1 and {eψ∂xjuk}k≥1 for any j = 1, . . . , n are Cauchy sequences in
C([0, T ], L2) which is a Banach space.
So we can find u˜, u˜0, u˜1, . . . , u˜n ∈ C([0, T ], L2) such that we have the
following convergences in C([0, T ], L2) as k →∞:
eψuk → u˜, (4.4)
eψ∂tuk → u˜0, (4.5)
eψ∂xjuk → u˜j for any j = 1, . . . , n. (4.6)
12 A. Palmieri
Let us define u = e−ψu˜ and u¯j = e−ψu˜j for any j = 0, 1, . . . , n. It is clear
that u, u¯0, u¯1, . . . , u¯n ∈ C
(
[0, T ], L2ψ(t,·)
)
.
Therefore, if we prove that ∂tu = u¯0 and ∂xju = u¯j for any j = 1, . . . , n,
by (4.4), (4.5) and (4.6) it follows immediately that u belongs to the space
C([0, T ], H1ψ(t,·)) ∩ C1([0, T ], L2ψ(t,·)) and that uk → u in E(T ) as k →∞.
For all test functions φ ∈ C10 and indexes j = 1, . . . , n, using Cauchy-
Schwarz inequality, (4.4) and (4.6) we obtain∫
Rn
∂xjφ(x)u(t, x)dx =
∫
Rn
∂xjφ(x)e
−ψ(t,x)u˜(t, x)dx
= lim
k→∞
∫
Rn
∂xjφ(x)uk(t, x)dx = − lim
k→∞
∫
Rn
φ(x)∂xjuk(t, x)dx
= −
∫
Rn
φ(x)e−ψ(t,x)u˜j(t, x)dx = −
∫
Rn
φ(x)u¯j(t, x)dx,
that is, ∂xju = u¯j in the Sobolev sense.
Due to the fundamental theorem of calculus for vector-valued functions,
we have
uk(t, x) = uk(0, x) +
∫ t
0
∂tuk(s, x)ds in L
2
for any k ≥ 1.
Taking the limit as k →∞ we get
u(t, x) = e−ψ(t,x)u˜(t, x) = e−ψ(0,x)u˜(0, x) +
∫ t
0
e−ψ(s,x)u˜0(s, x)ds
= u(0, x) +
∫ t
0
u¯0(s, x)ds in L
2.
Thus using again the fundamental theorem of calculus we have u¯0 = ∂tu. 
Proof of Theorem 2.1. Let T,K > 0. We define
B
ψ
T,K = {v ∈ C([0, T ], H1) ∩ C1([0, T ], L2) : ‖v‖ψT ≤ K},
where ‖ · ‖ψT denotes the same norm introduced in the statement of Lemma
4.4.
Let us consider the map
Φ : BψT,K −→ C([0, T ], H1) ∩ C1([0, T ], L2),
v 7−→ u = Φ(v),
where u is the unique solution to the Cauchy problem
utt −∆u+ µ11+tut + µ
2
2
(1+t)2 u = |v|p, (t, x) ∈ (0, T )× Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn.
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Our goal is to prove that, for a suitable choice of T and K, Φ is a contraction
map from BψT,K into itself. From the relation (3.7) it follows that
e2ψut|v|p ≥ ∂
∂t
(
e2ψ
2
(u2t + |∇u|2 +m2(t)u2)
)
− div(e2ψut∇u).
Therefore, denoting by
Eψ,u(t) =
1
2
∫
Rn
e2ψ(t,x)
(|ut(t, x)|2 + |∇u(t, x)|2 +m2(t)|u(t, x)|2) dx
the weighted energy of the function u, integrating over [0, t]×Rn the previous
inequality, using the divergence theorem in a weak sense for L1 functions, one
has
Eψ,u(t) ≤ Eψ,u(0) +
∫ t
0
∫
Rn
e2ψ(s,x)ut(s, x)|v(s, x)|pdxds.
Applying Cauchy-Schwarz inequality we get
Eψ,u(t) ≤ Eψ,u(0) +
√
2
∫ t
0
(∫
Rn
e2ψ(s,x)|v(s, x)|2pdx
) 1
2
Eψ,u(s)
1
2 ds.
Because of Bihari’s inequality, with g(u) = (2u)
1
2 , we find
Eψ,u(t)
1
2 ≤ Eψ,u(0) 12 + 1√
2
∫ t
0
(∫
Rn
e2ψ(s,x)|v(s, x)|2pdx
) 1
2
ds. (4.7)
Since v ∈ BψT,K , for any t ∈ [0, T ] it results v(t, ·) ∈ H1ψ(t,·). Hence, from
Lemma 4.2 we get
‖e 1pψ(s,·)v(s, ·)‖2p
L2p
. (1 + s)2p(1−θ(2p))‖∇v(s, ·)‖2(p−1)
L2
‖eψ(s,·)∇v(s, ·)‖2L2
. (1 + s)2p(1−θ(2p))K2p.
Consequently, from (4.7) we obtain
Eψ,u(t)
1
2 ≤ Eψ,u(0) 12 + T (1 + T )p(1−θ(2p))Kp.
Then on one hand we have
‖eψ(t,·)ut(t, ·)‖L2 + ‖eψ(t,·)∇u(t, ·)‖L2 . Eψ,u(0)
1
2 + T (1 + T )p(1−θ(2p))Kp,
on the other hand
‖eψ(t,·)u(t, ·)‖L2 . m−1(t)Eψ,u(t)
1
2
. (1 + T )Eψ,u(0)
1
2 + T (1 + T )p(1−θ(2p))+1Kp.
Summarizing, for all t ∈ [0, T ]
‖u(t, ·)‖H1
ψ(t,·)
+ ‖ut(t, ·)‖L2
ψ(t,·)
. (1 + T )Eψ,u(0)
1
2 + T (1 + T )p(1−θ(2p))+1Kp.
Since the initial energy depends only on the data, we can chooseK sufficiently
large such that the first term in the above inequality is less than K2 , while
fixing T > 0 enough small also the second term can be estimated with K2 .
Being the above estimate uniform in t, it follows that ‖v‖ψT ≤ K, that
is Φ maps BψT,K to itself.
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Now we have to prove that Φ is a contraction map, provided that T is
sufficiently small. Let us consider v, v¯ ∈ BψT,K . Denoting u = Φ(u), u¯ = Φ(v¯),
it follows immediately that w = u− u¯ satisfies the Cauchy problem{
wtt −∆w + µ11+twt +
µ22
(1+t)2w = |v|p − |v¯|p, (t, x) ∈ (0, T )× Rn,
u(0, x) = ut(0, x) = 0, x ∈ Rn.
Then using once again (3.7) and the divergence theorem, we get after
integrating over [0, t]× Rn the inequality
Eψ,w(t) ≤
∫ t
0
∫
Rn
e2ψ(s,x)
(
|v(s, x)|p − |v¯(s, x)|p
)
wt(s, x)dxds.
Using the inequality ||v|p− |v¯|p| ≤ p|v− v¯|(|v|+ |v¯|)p−1 and Cauchy-Schwarz
inequality we find
Eψ,w(t) .
∫ t
0
∫
Rn
e2ψ(s,x)|v(s, x) − v¯(s, x)|
(
|v(s, x)| + |v¯(s, x)|
)p−1
wt(s, x)dxds
≤
∫ t
0
Eψ,w(s)
1
2
(∫
Rn
e2ψ(s,x)|v(s, x) − v¯(s, x)|2
×
(
|v(s, x)| + |v¯(s, x)|
)2(p−1)
dx
) 1
2
ds.
Applying once again Lemma 4.3, we get the inequality
Eψ,w(t)
1
2 .
∫ t
0
(∫
Rn
e2ψ(s,x)|v(s, x)−v¯(s, x)|2(|v(s, x)| + |v¯(s, x)|)2(p−1)dx
) 1
2
ds.
(4.8)
By Ho¨lder’s inequality we have
‖eψ(s,·)|v(s, ·) − v¯(s, ·)|(|v(s, ·)| + |v¯(s, ·)|)p−1‖L2
≤ ‖e(2−p)ψ(s,·)|v(s, ·)−v¯(s, ·)|‖L2p‖e(p−1)ψ(s,·)(|v(s, ·)| + |v¯(s, ·)|)p−1‖
L
2p
p−1
.
Let us estimate the two norms that appear at the right-hand side in the
last inequality. Using Lemma 4.2 and ψ ≥ 0, we obtain
‖e(2−p)ψ(s,·)|v(s, ·)−v¯(s, ·)|‖L2p . (1 + s)(1−θ(2p))‖eψ(s,·)∇(v(s, ·)−v¯(s, ·))‖L2
and
‖e(p−1)ψ(s,·)(|v(s, ·)| + |v¯(s, ·)|)p−1‖
L
2p
p−1
.
(
‖eψ(s,·)v(s, ·)‖L2p + ‖eψ(s,·)v¯(s, ·)‖L2p
)p−1
. (1 + s)(1−θ(2p))(p−1)
(
‖eψ(s,·)∇v(s, ·)‖L2 + ‖eψ(s,·)∇v¯(s, ·)‖L2
)p−1
.
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By (4.8) one gets
‖eψ(t,·)wt(t, ·)‖L2 + ‖eψ(t,·)∇w(t, ·)‖L2
.
∫ t
0
(1 + s)p(1−θ(2p))‖eψ(s,·)∇(v(s, ·)− v¯(s, ·))‖L2
×
(
‖eψ(s,·)∇v(s, ·)‖L2 + ‖eψ(s,·)∇v¯(s, ·)‖L2
)p−1
ds
.
∫ t
0
(1 + s)p(1−θ(2p))ds‖v − v¯‖ψT (‖v‖ψT + ‖v¯‖ψT )p−1
. T (1 + T )p(1−θ(2p))Kp−1‖v − v¯‖ψT .
On the other hand
‖eψ(t,·)w(t, ·)‖L2 . m−1(t)Eψ,w(t) 12 . T (1 + T )p(1−θ(2p))+1Kp−1‖v − v¯‖ψT ,
where the unexpressed multiplicative constants in this and in the previous
chain of inequalities do not depend on T and K. Summarizing
‖w‖ψT = ‖Φ(v)− Φ(v¯)‖ψT . T (1 + T )p(1−θ(2p))+1Kp−1‖v − v¯‖ψT ,
and then choosing T > 0 small enough we have that Φ is a contraction.
Since in Lemma 4.4 we proved that the space
(
E(T ), ‖ · ‖ψT
)
is a Banach
space, then by Banach’s fixed point theorem it is clear that our starting
problem has a unique solution in C([0, Tm), H1) ∩ C1([0, Tm), L2) with finite
energy Eψ,u(t) for any t ∈ [0, Tm). Moreover Tm <∞ implies the blow up of
the energy for T → T−m . Indeed if it was not so we would have a finite energy
in a left neighborhood of Tm, and then repeating the same arguments seen
for the particular case in which the initial conditions are taken for t = 0, we
could extend our solution. 
Remark 4.5. Differently from Theorem 2.2, Theorem 2.1 is valid for any value
of δ provided that µ1 > 0.
This means that the Cauchy problem (1.1) is locally in time well posed
in the weighted evolution space C([0, T ], H1
ψ(t,·)
) ∩ C1([0, T ], L2
ψ(t,·)
)
for any
p > 1 such that p ≤ n
n−2 when n ≥ 3, independently from the value of δ and
without any lower bound on p, due to the approach we are considering.
5. Estimates for the linear problem
In order to prove Theorem 2.2, we need to recall some known decay estimates
for the solution of the linear parameter dependent Cauchy problem (3.1).
In the next propositions we can relax the assumptions on initial data,
without consider the weighted energy spaces. Indeed, we may require just
data in the classical energy spaces with additional L1 regularity, namely
(u0, u1) ∈ (H1 ∩ L1)× (L2 ∩ L1).
We will use the notation
Dκ := (Hκ ∩ L1)× (L2 ∩ L1) for any κ ∈ [0, 1].
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We put also D := D1.
When the data are taken at the initial time s = 0, we have the following
result.
Proposition 5.1. Let µ1 > 0 and µ2 be nonnegative constants such that δ > 0.
Let us consider (u0, u1) ∈ D. Then for all κ ∈ [0, 1] the energy solution u to
(3.1) with s = 0 satisfies the decay estimates
‖u(t, ·)‖H˙κ . ‖(u0, u1)‖Dκ

(1 + t)−κ−
n+µ1
2 +
1+
√
δ
2 if κ < 1+
√
δ−n
2 ,
(1 + t)−
µ1
2 ℓ(t) if κ = 1+
√
δ−n
2 ,
(1 + t)−
µ1
2 if κ > 1+
√
δ−n
2 ,
(5.1)
where ℓ(t) := 1+(log(1+ t))
1
2 . Moreover, ‖ut(t, ·)‖L2 satisfies the same decay
estimates as ‖∇u(t, ·)‖L2 which are obtained from (5.1) after taking κ = 1.
Let us derive a result for the Cauchy problem (3.1) in the case in which
the first datum vanishes. According to Duhamel’s principle, this type of result
is necessary to estimate the integral term∫ t
0
E1(t, s, x) ∗(x) |u(s, x)|pds
that appears in the definition of the operator N .
Proposition 5.2. Let µ1 > 0 and µ2 be nonnegative constants such that δ > 0.
Let us assume u0 = 0 and u1 ∈ L1 ∩ L2. Then the energy solution u to (3.1)
satisfies for t ≥ s and κ ∈ [0, 1] the following estimates
‖u(t, ·)‖H˙κ .
(
‖u1‖L1 + (1 + s)
n
2 ‖u1‖L2
)
(1 + s)
1+µ1
2 −
√
δ
2
×

(1 + t)−κ−
n+µ1
2 +
1+
√
δ
2 if κ < 1+
√
δ−n
2 ,
(1 + t)−
µ1
2 ℓ˜(t, s) if κ = 1+
√
δ−n
2 ,
(1 + t)−
µ1
2 (1 + s)−κ−
n
2 +
1+
√
δ
2 if κ > 1+
√
δ−n
2 ,
(5.2)
where ℓ˜(t, s) := 1 +
(
log
(
1+t
1+s
)) 1
2 . Moreover, ‖ut(t, ·)‖L2 satisfies the same
decay estimates as ‖∇u(t, ·)‖L2 which are obtained from (5.2) after taking
κ = 1.
The proofs of Propositions 5.1 and 5.2 are based on explicit representa-
tion formulas for the solution to (3.1) and its time derivative.
In order to derive these representation formulas the scale-invariance of
the linear equation in (3.1) with respect to the hyperbolic scaling, together
with the partial Fourier transform, is used. For a more precise presentation
of the previous cited representation formulas one can see [20, 21].
Concerning the proofs of Propositions 5.1 and 5.2, we remark that they
are a special case of Theorems 4.6 and 4.7 in [15].
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6. Global existence of small data solutions: proof of Theorem
2.2
In order to prove Theorem 2.2 we have first to prove the next preliminary
lemma, which allows to estimate the weighted energy of a local (in time)
solution u to (1.1)
Eψ,u(t) =
1
2
∫
Rn
e2ψ(t,x)
(|ut(t, x)|2 + |∇u(t, x)|2 +m2(t)|u(t, x)|2) dx.
Lemma 6.1. Let n ≥ 1 and µ1 > 0, µ22 be the nonnegative constants. Let p > 1
such that p ≤ n
n−2 if n ≥ 3. Let (u0, u1) ∈ A. If u = u(t, x) is a solution of
utt −∆u+ µ11+tut +
µ22
(1+t)2 u = |u|p, (t, x) ∈ (0, T )× Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn,
then the following energy estimate holds for any t ∈ [0, T ) and for arbitrary
small η > 0:
Eψ,u(t) . I
2
µ1,µ2
+ Ip+1µ1,µ2 +
(
sup
s∈[0,t]
(1 + s)η‖e( 2p+1 +η)ψ(s,·)u(s, ·)‖Lp+1
)p+1
,
(6.1)
where
I2µ1,µ2 =
∫
Rn
eµ1|x|
2 (|u1(x)|2 + |∇u0(x)|2 + µ22|u0(x)|2) dx.
For the proof of this lemma we follow [10, Lemma 2.1] and [5, Lemma
5.2].
Proof. We firstly prove that
Eψ,u(t) . I
2
µ1,µ2
+ Ip+1µ1,µ2 + ‖e
2
p+1ψ(t,·)u(t, ·)‖p+1
Lp+1
+
∫ t
0
∫
Rn
|ψt(s, x)|e2ψ(s,x)|u(s, x)|p+1dxds. (6.2)
Integrating the relation (3.8) over [0, t]×Rn, we get immediately (after using
the divergence theorem)
Eψ,u(t) ≤ Eψ,u(0)− 2
p+ 1
∫ t
0
∫
Rn
ψt(s, x)e
2ψ(s,x)|u(s, x)|pu(s, x)dxds,
where
Eψ,u(t) = Eψ,u(t)− 1
p+ 1
∫
Rn
e2ψ(t,x)|u(t, x)|pu(t, x)dx.
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Consequently,
Eψ,u(t) ≤ Eψ,u(0) + 1
p+ 1
∫
Rn
e2ψ(t,x)|u(t, x)|pu(t, x)dx
− 2
p+ 1
∫ t
0
∫
Rn
ψt(s, x)e
2ψ(s,x)|u(s, x)|pu(s, x)dxds
. Eψ,u(0) + ‖e
2
p+1ψ(t,·)u(t, ·)‖p+1
Lp+1
+
∫ t
0
∫
Rn
|ψt(s, x)|e2ψ(s,x)|u(s, x)|p+1dxds.
So, in order to prove (6.2) we have just to show that Eψ,u(0) . I
2
µ1,µ2
+Ip+1µ1,µ2 .
Since
Eψ,u(0) = Eψ,u(0)− 1
p+ 1
∫
Rn
eµ1|x|
2 |u0(x)|pu0(x)dx
. I2µ1,µ2 +
∫
Rn
eµ1|x|
2|u0(x)|p+1dx,
we have to prove only that∫
Rn
eµ1|x|
2 |u0(x)|p+1dx . Ip+1µ1,µ2 .
Because of p+1 < n
n−2+1 <
2n
n−2 for n ≥ 3 (no requirement for n = 1, 2),
using the Sobolev embedding H1 →֒ Lp+1 we find∫
Rn
eµ1|x|
2 |u0(x)|p+1dx . ‖e
µ1
p+1 |x|2u0(x)‖p+1H1
=
(∫
Rn
e
2µ1
p+1 |x|2
((
1 +
(
2µ1
p+1
)2
|x|2
)
|u0(x)|2 + |∇u0(x)|2
)
dx
) p+1
2
.
(∫
Rn
eµ1|x|
2 (|u0(x)|2 + |∇u0(x)|2) dx) p+12 . Ip+1µ1,µ2 ,
where in the second last inequality, we have used the fact that p > 1 to get
the estimate (
1 +
(
2µ1
p+1
)2
|x|2
)
e
2µ1
p+1 |x|2 . eµ1|x|
2
.
So we proved (6.2). Let us remark now that from the inequality ze−az ≤ Ca
for any a > 0 and the relation ψt(s, x) = − 21+sψ(s, x), it follows
|ψt(s, x)|e(2−γ(p+1))ψ(s,x) = 21+sψ(s, x)e−η(p+1)ψ(s,x) . (1 + s)−1,
with γ = 2
p+1 + η and η > 0.
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Therefore∫ t
0
∫
Rn
|ψt(s, x)|e2ψ(s,x)|u(s, x)|p+1dxds
.
∫ t
0
(1 + s)−1
∫
Rn
eγ(p+1)ψ(s,x)|u(s, x)|p+1dxds
≤ sup
s∈[0,t]
(1 + s)η(p+1)‖eγψ(s,·)u(s, ·)‖p+1
Lp+1
∫ t
0
(1 + s)−1−η(p+1)ds
.
(
sup
s∈[0,t]
(1 + s)η‖eγψ(s,·)u(s, ·)‖Lp+1
)p+1
. (6.3)
Finally, since γ > 2
p+1 and η > 0
‖e 2p+1ψ(t,·)u(t, ·)‖p+1
Lp+1
≤
(
(1 + t)η‖eγψ(t,·)u(t, ·)‖Lp+1
)p+1
. (6.4)
Hence, combining (6.4), (6.2) and (6.3) we get the desired estimate (6.1). 
Combing the linear estimates from Section 5 and Lemma 6.1, we can
finally prove Theorem 2.2. Here we follow the main steps of [3, Theorem 3].
Proof of Theorem 2.2. Let us assume that for any ε0 > 0 there exists data sat-
isfying (2.1) such that the solution u ∈ C([0, Tm), H1ψ(t,·))∩C1([0, Tm), L2ψ(t,·))
to the corresponding problem, whose existence is guaranteed by Theorem 2.1,
is not global in time, that means Tm <∞.
For any T ∈ (0, Tm), we may define the Banach space
X(T ) := C([0, T ], H1ψ(t,·)) ∩ C1([0, T ], L2ψ(t,·)),
with the norm
‖u‖X(T ) := sup
t∈[0,T ]
[
(1 + t)−1‖u(t, ·)‖L2
ψ(t,·)
+ (1 + t)
n
2 +
µ1
2 − 12−
√
δ
2 ‖u(t, ·)‖L2
+ ‖(∇u, ut)(t, ·)‖L2
ψ(t,·)
+ (1 + t)
n
2 +
µ1
2 +
1
2−
√
δ
2 ℓδ(t)
−1‖(∇u, ut)(t, ·)‖L2
]
.
For simplicity of notations we will carry out the computations in the
case δ > (n + 1)2 only. However, in the logarithmic case δ = (n + 1)2 no
additional difficulty arises.
By Lemma 6.1 it follows that
(1 + t)−1‖u(t, ·)‖L2
ψ(t,·)
+ ‖(∇u, ut)(t, ·)‖L2
ψ(t,·)
. ε0 + ε
p+1
2
0 +
(
sup
s∈[0,t]
(1 + s)η‖e(η+ 2p+1)ψ(s,·)u(s, ·)‖Lp+1
) p+1
2
. (6.5)
On the other hand from Theorems 5.1 and 5.2 we have
(1 + t)
n
2 +
µ1
2 − 12−
√
δ
2 (‖u(t, ·)‖L2 + (1 + t)‖(∇u, ut)(t, ·)‖L2)
. ε0 +
∫ t
0
(1 + s)
1+µ1
2 −
√
δ
2
(
‖ |u(s, ·)|p‖L1 + (1 + s)
n
2 ‖ |u(s, ·)|p‖L2
)
ds.
(6.6)
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Using (1.6) and (1.7) for f = |u(s, ·)|p, we get immediately that
‖ |u(s, ·)|p‖L1 + (1 + s)
n
2 ‖ |u(s, ·)|p‖L2 . (1 + s)
n
2 ‖eηψ(s,·)u(s, ·)‖p
L2p
. (6.7)
Now we apply Lemma 4.2 in order to estimate the terms which appear
in the right hand side of (6.5) and (6.7).
Being 2 < p + 1 < 2p and p + 1 < 2p ≤ 2n
n−2 if n ≥ 3, we find that
θ(p+1), θ(2p) ∈ (0, 1]. Moreover, we can choose η > 0 sufficiently small such
that η + 2
p+1 < 1. Hence, by Lemma 4.2 we obtain
‖e(η+ 2p+1)ψ(s,·)u(s, ·)‖Lp+1
. (1 + s)1−θ(p+1)‖∇u(s, ·)‖1−(η+
2
p+1)
L2
‖eψ(s,x)∇u(s, ·)‖η+
2
p+1
L2
. (1 + s)
1−θ(p+1)−(1−(η+ 2p+1))
(
n
2 +
µ1
2 +
1
2−
√
δ
2
)
‖u‖X(T ),
and
‖eηψ(s,·)u(s, ·)‖L2p . (1 + s)1−θ(2p)‖∇u(s, ·)‖1−ηL2 ‖eψ(s,x)∇u(s, ·)‖ηL2
. (1 + s)
1−θ(2p)−(1−η)
(
n
2 +
µ1
2 +
1
2−
√
δ
2
)
‖u‖X(T ).
Then
sup
s∈[0,t]
(1 + s)η‖e(η+ 2p+1 )ψ(s,·)u(s, ·)‖Lp+1
. ‖u‖X(T ) sup
s∈[0,t]
(1 + s)
η+1−θ(p+1)−(1−(η+ 2p+1 ))
(
n
2 +
µ1
2 +
1
2−
√
δ
2
)
,
and∫ t
0
(1 + s)
1+µ1
2 −
√
δ
2
(
‖ |u(s, ·)|p‖L1 + (1 + s)n2 ‖ |u(s, ·)|p‖L2
)
ds
. ‖u‖p
X(T )
∫ t
0
(1 + s)
1+µ1
2 −
√
δ
2 +
n
2 +
(
1−θ(2p)−(1−η)
(
n
2 +
µ1
2 +
1
2−
√
δ
2
))
pds.
Being p > pFuj
(
n+ µ1−12 −
√
δ
2
)
, we can find η > 0 such that
η + 1− θ(p+ 1)−
(
1−
(
η + 2
p+1
))(
n
2 +
µ1
2 +
1
2 −
√
δ
2
)
< 0,
1+µ1
2 −
√
δ
2 +
n
2 +
(
1− θ(2p)− (1− η)
(
n
2 +
µ1
2 +
1
2 −
√
δ
2
))
p < −1.
Therefore from (6.5) and (6.6) it follows
‖u‖X(T ) ≤ C0
(
ε0 + ε
p+1
2
0
)
+ C1‖u‖
p+1
2
X(T ) + C2‖u‖pX(T ) (6.8)
for some constants C0, C1, C2 > 0. If ε0 is small enough, then from the last
inequality we get that ‖u‖X(T ) is uniformly bounded, more precisely
‖u‖X(T ) . ε0
for T ∈ (0, Tm).
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Let us show how to prove the last property. Define the function
ϕ(x) = x− C1x
p+1
2 − C2xp.
We have ϕ(0) = 0 and ϕ′(0) = 1. Furthermore, ϕ(x) ≤ x for any x ≥ 0 and
there exists x¯ ≥ 0 such that ϕ′(x) ≥ 12 for any x ∈ [0, x]. Consequently, ϕ is
a strictly increasing function on [0, x] and
ϕ(x) ≤ x ≤ 2ϕ(x) (6.9)
for all [0, x]. Let us define
ε0 = min
{
1, x2 ,
x
4C0
}
.
If ‖(u0, u1)‖A = ε for some ε ∈ (0, ε0], then
‖u‖X(0) ≤ 2‖(u0, u1)‖A = 2ε ≤ x. (6.10)
Since ϕ is strictly increasing on [0, x], it follows:
ϕ
(‖u‖X(0)) ≤ ϕ(x).
Thanks to (6.8) we get
ϕ
(‖u‖X(T )) ≤ C0(ε0 + ε p+120 ) ≤ 2C0ε0. (6.11)
Hence, we find
ϕ
(‖u‖X(T )) ≤ x2 ≤ ϕ(x) (6.12)
for any T ∈ [0, Tm). Therefore, since ‖u‖X(T ) is a continuous function for
T ∈ (0, Tm) and using once again the fact that ϕ is strictly increasing on
[0, x], if we combine (6.10) and (6.12), then it follows immediately that
‖u‖X(T ) ≤ x
for any T ∈ (0, Tm). Using (6.9), from the above inequality and (6.11) we get
the desired inequality
‖u‖X(T ) ≤ 2ϕ
(‖u‖X(T )) ≤ 4C0ε0.
Therefore, it holds
lim sup
T→T−m
(
‖u(t, ·)‖H1
ψ(t,·)
+ ‖ut(t, ·)‖L2
ψ(t,·)
)
. lim sup
T→T−m
‖u‖X(T ) . ε0.
Nevertheless, this is impossible according to the last part of Theorem
2.1, so Tm = ∞, that is u, has to be a global solution. The estimates of the
statement follows by the relation ‖u‖X(T ) . ε0, which holds uniformly with
respect to T . 
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7. Blow-up: proof of Theorem 2.4
Let us state a preliminary lemma that we are going to use in the proof of
Theorem 2.4.
Lemma 7.1. Let K0,K1 > 0, α ≥ −2 and p > 1. Let F ∈ C2([0, T )) satisfying
F¨ (t) +K0(1 + t)
−1F˙ (t) ≥ K1(1 + t)α|F (t)|p for any t ∈ [0, T ). (7.1)
If F (0) > 0, F˙ (0) > 0, then T <∞, that is, F blows up in finite time.
The previous lemma is a variation of [18, Proposition 3.1] that fits finely
to our equation.
Proof. Let us consider the solution G(t) of the ordinary differential equation
G˙(t) = ν(1 + t)α+1(G(t))
p+1
2 , (7.2)
with initial condition G(0) = F (0) > 0, where ν is a positive constant suitably
small that we will fix afterwards. By using separation of variables, we get
G(t)−
p−1
2 = G(0)−
p−1
2 − 2ν(p−1)(α+2)
(
(1 + t)α+2 − 1) if α > −2,
G(t)−
p−1
2 = G(0)−
p−1
2 − 2ν
p−1 log(1 + t) if α = −2.
In both cases the right-hand side tends to 0+ as t → T−0 , where T0 denotes
the life span of G
T0 :=

(
(p−1)(α+2)
2ν G(0)
− p−12 + 1
) 1
α+2 − 1 if α > −2,
e
p−1
2ν G(0)
− p−1
2 − 1 if α = −2.
Consequently, G(t) blows up as t→ T−0 . If we prove that is possible to
control from below F (t) with G(t), then necessarily F (t) blows up in finite
time as well.
For the second derivative of G it holds
G¨(t) = ν
2(p+1)
2 (1 + t)
2(α+1)(G(t))p + ν(α + 1)(1 + t)α(G(t))
p+1
2 .
Thus,
G¨(t) +K0(1 + t)
−1G˙(t)
≤ ν2(p+1)2 (1 + t)2(α+1)(G(t))p + ν(α+ 1 +K0)(1 + t)α(G(t))p(G(0))−
p−1
2
≤ ν
(
ν(p+1)
2 + (α+ 1 +K0)(G(0))
− p−12
)
(1 + t)α(G(t))p, (7.3)
where in the first inequality we used (G(t))−
p−1
2 ≤ (G(0))− p−12 , while in
second one we employed α ≥ −2. We may choose ν > 0 such that{
ν
(
ν(p+1)
2 + (α + 1 +K0)(G(0))
− p−12
)
< K1,
G˙(0) = ν(G(0))
p+1
2 < F˙ (0).
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Hence, {
G¨(t) +K0(1 + t)
−1G˙(t) ≤ K1(1 + t)α(G(t))p,
G(0) = F (0) , G˙(0) < F˙ (0).
The next step is to prove that F (t) ≥ G(t) for any t ∈ [0, T0), which
implies the blow-up of F in finite time.
If the life-span of F (t) is strictly less than T0, we are done. It remains
to consider the case in which F (t) is defined for any t < T0.
Because of the continuity of F˙ and G˙ the inequality F˙ (0) > G˙(0) implies
F˙ (t) > G˙(t) at least for t in a right neighborhood of 0. Let us define
t0 := sup
{
t ∈ (0, T0] : F˙ (τ) > G˙(τ) for any τ ∈ [0, t)
}
.
If we prove that t0 = T0, then F − G is strictly increasing on (0, T0) and,
in particular, F (0) = G(0) implies F (t) > G(t) for any t ∈ (0, T0) which
concludes the proof.
By contradiction we assume that t0 < T0. Therefore, F − G is strictly
increasing on (0, t0), and consequently F (t) > G(t) for all t ∈ (0, t0).
Moreover, it holds F (t0) > G(t0), otherwise since we had F (0) = G(0)
and F (t0) = G(t0) by the mean value theorem we would find t1 ∈ (0, t0) such
that F˙ (t1) = G˙(t1), but this would be impossible according to the definition
of t0. Then F (t0) > G(t0) and F˙ (t0) = G˙(t0).
Subtracting (7.3) from (7.1) we obtain(
F¨ (t)− G¨(t))+K0(1 + t)−1(F˙ (t)− G˙(t))
≥ K1(1 + t)α
[
(F (t))p − (G(t))p] ≥ 0 (7.4)
for any t ∈ [0, t0].
Multiplying both sides of inequality (7.4) by (1 + t)K0 , we have
d
dt
[
(1 + t)K0
(
F˙ (t)− G˙(t))] ≥ 0.
Integrating the above relation on [0, t0], it follows
(1 + t0)
K0
(
F˙ (t0)− G˙(t0)
) ≥ F˙ (0)− G˙(0) > 0, (7.5)
and hence F˙ (t0) > G˙(t0), which is impossible. This concludes the proof. 
Proof of Theorem 2.4. Let us carry out the transformation
v(t, x) := (1 + t)
µ1−1
2 −
√
δ
2 u(t, x).
Thus, u is a solution to (1.1) if and only if v is a solution to the following
Cauchy problem:
vtt −∆v + 1+
√
δ
1+t vt = (1 + t)
−µ1−1−
√
δ
2 (p−1)|v|p,
v(0, x) = v0(x),
vt(0, x) = v1(x).
where v0(x) = u0(x) and v1(x) = u1(x) +
(
µ1−1
2 −
√
δ
2
)
u0(x).
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Let us choose R > 0 such that supp v0, supp v1 ⊂ BR, where BR is
the ball centered in the origin with radius R. Thanks to the finite speed of
propagation of v we have supp v(t, ·) ⊂ BR+t. Define
F (t) :=
∫
Rn
v(t, x)dx.
Then we obtain
F¨ (t) =
∫
Rn
vtt(t, x)dx =
∫
Rn
∆v(t, x)dx − 1+
√
δ
1+t
∫
Rn
vt(t, x)dx
+ (1 + t)−
µ1−1−
√
δ
2 (p−1)
∫
Rn
|v(t, x)|pdx
= − 1+
√
δ
1+t F˙ (t) + (1 + t)
−µ1−1−
√
δ
2 (p−1)
∫
Bt+R
|v(t, x)|pdx,
where in the last equality we use the divergence theorem and the fact that
∆v is compactly supported. Jensen’s inequality implies that
F¨ (t) + 1+
√
δ
1+t F˙ (t) & (1 + t)
−
(
n+
µ1−1
2 −
√
δ
2
)
(p−1)|F (t)|p. (7.6)
The assumptions on u0, u1 guarantee that
F (0) =
∫
Rn
v0(x)dx > 0 and F˙ (0) =
∫
Rn
v1(x)dx > 0.
Concluding we can apply Lemma 7.1, since (2.3) corresponds to the fact
that the power of (1 + t) in the right-hand side of (7.6) is less than or equal
to −2. 
8. Conclusion
Combining results obtained in Theorems 2.2 and 2.4, we find that the critical
exponent in every space dimension for the semi-linear Cauchy problem (1.1)
is pFuj
(
n + µ1−12 −
√
δ
2
)
, provided that µ1 > 0 and µ
2
2 satisfy the condition
δ ≥ (n+ 1)2.
Of course this result is consistent with that one proved in [14], according
to our original purpose, that was exactly to extend such result to any spatial
dimension for the same range of δ.
Let us point out that one can not expect that this kind of approach
with exponentially weighted energy spaces works optimally for any possible
choice of coefficients µ1 and µ
2
2, although Theorem 2.1 holds independently
of δ.
Indeed, as we have seen in our treatment, in some sense we consider the
case in which the considered equation presents some parabolic effect. Never-
theless, a deeper analysis of the linear equation related to (1.1) shows that
the interplay between the coefficients µ1 and µ
2
2, described through the quan-
tity δ, may cause extremely different qualitative effects for different values
of δ. A more precise, but apparently still incomplete, classification of these
different possible effects is given in [16].
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Finally, we mention that in [15] different ideas are applied in the study
of (1.1). More precisely, in that paper the influence of higher regularity for
data on the regularity of the solution is studied, analyzing the way in which
the exponent of the non-linearity has to be chosen in order to prove the
well-posedness of (1.1) in Sobolev spaces with higher regularity. The reason
to consider higher regularity is that in such a way we can either enlarge the
upper bound for p when n ≥ 3 or even remove it for suitabely large regularity.
Nevertheless, we have to pay for this choice by requiring a greater lower
bound for p. For sake of completeness, let us present the statement of the
above cited result and the main toolts from harmonic analysis that are nec-
essary in the proof. For a deeper analysis of these tools and for the proof of
the global existence result the interested reader can see [15].
Proposition 8.1. Let us assume σ ≥ 1. Let µ1 > 1 and µ2 be nonnegative
constants such that δ ≥ (n + 2σ − 1)2. Let us choose p ≥ 2 and p > ⌈σ⌉ =:
min{k ∈ Z : σ ≤ k} such that
p ≤ 1 + 2
n−2σ if n > 2σ,
p > pFuj
(
n+ µ1−12 −
√
δ
2
)
.
Then there exists a constant ε0 > 0 such that for all
(u0, u1) ∈ Dσ := (L1 ∩Hσ)× (L1 ∩Hσ−1)
with ‖(u0, u1)‖Dσ ≤ ε0 there is a uniquely determined energy solution
u ∈ C([0,∞), Hσ) ∩ C1([0,∞), Hσ−1)
to (1.1). Moreover, the solution satisfies the decay estimates
‖u(t, ·)‖L2 . (1 + t)−
µ1
2 +
1+
√
δ
2 −n2 ‖(u0, u1)‖Dσ ,
‖ut(t, ·)‖L2 . (1 + t)−
µ1
2 +
1+
√
δ
2 −1−n2 ‖(u0, u1)‖Dσ ,
‖u(t, ·)‖H˙σ . (1 + t)−
µ1
2 +
1+
√
δ
2 −σ−n2 ℓδ,σ(t)‖(u0, u1)‖Dσ ,
‖ut(t, ·)‖H˙σ−1 . (1 + t)−
µ1
2 +
1+
√
δ
2 −σ−n2 ℓδ,σ(t)‖(u0, u1)‖Dσ ,
where
ℓδ,σ(t) =
{
1 if δ > (n+ 2σ − 1)2 ,
1 + (log(1 + t))
1
2 if δ = (n+ 2σ − 1)2 .
As we said before, in order to prove this result the following tools from
harmonic analysis are used.
Lemma 8.2. Let 1 < p, p0, p1 <∞ and κ ∈ [0, σ). Then it holds the following
fractional Gagliardo-Nirenberg inequality for all u ∈ Lp0 ∩ H˙σp1 :
‖u‖H˙κp . ‖u‖
1−θ
Lp0 ‖u‖θH˙σp1 ,
where θ = θκ,σ(p, p0, p1) =
1
p0
− 1
p
+ κ
n
1
p0
− 1
p1
+σ
n
and κ
σ
≤ θ ≤ 1.
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Lemma 8.3. Let us assume σ > 0 and 1 ≤ r ≤ ∞, 1 < p1, p2, q1, q2 ≤ ∞
satisfying the relation
1
r
= 1
p1
+ 1
p2
= 1
q1
+ 1
q2
.
Then it holds the following fractional Leibniz rule:
‖ |D|σ(u v)‖Lr . ‖ |D|σu‖Lp1‖v‖Lp2 + ‖u‖Lq1‖ |D|σv‖Lq2
for any u and v such that the norms of the right-hand side exist.
Lemma 8.4. Let us denote by F (u) one of the functions |u|p,±|u|p−1u. Let
us consider σ > 0 such that p > ⌈σ⌉ and 1 < r, r1, r2 < ∞ satisfying the
condition
1
r
=
p− 1
r1
+
1
r2
.
Then it holds the following fractional chain rule:
‖ |D|σF (u)‖Lr . ‖u‖p−1Lr1 ‖ |D|σu‖Lr2
for any u ∈ Lr1 ∩ H˙σr2 .
While the proof of Lemmas 8.2 and 8.3 can be found in [9] and [8],
respectively, the result stated in Lemma 8.4, whose proof can be found in
[15], up to the knowledge of the author, is the first generalization to general
order σ > 0 and arbitrary spatial dimension n of a classic result originally
proved in [2, 17].
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