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list of 66 previously proposed p53 tar-
get genes, 41 were found on both lists. 
Further ChIP analysis indicated that 
only three of the “missed” genes in this 
set of 66 actually contain p53 binding 
sites, implying that the ditag approach 
produced few false negatives. Moreo-
ver, when 40 sequences were ran-
domly selected from a higher confi-
dence ditag list, all could be confirmed 
by conventional ChIP. The study had 
predictive value; from the collection 
of targets, the consensus p53 bind-
ing site could be refined and almost 
one hundred new p53 targets are pro-
posed. Previously, a ChIP array-based 
study had assigned p53 binding sites 
to chromosomes 21 and 22, using the 
same cell line, albeit under different 
experimental conditions (Cawley et al., 
2004). It is somewhat disconcerting to 
note that there is little overlap between 
the sets of proposed p53 binding sites 
from these two studies.
Besides the importance for under-
standing individual transcription fac-
tors, such genome-wide approaches 
are pivotal for deciphering regulatory 
networks, one of the principal goals  of 
what is currently called systems biology. 
The two types of approaches are com-
plementary. ChIP-based approaches 
are more direct but are limited by the 
particular developmental stage or 
growth condition analyzed. Bioinfor-
matic predictions are perhaps better 
able to identify all possible regulatory 
regions, but these then need more rig-
orous testing for activity and transcrip-
tion factor binding. The EEL approach 
relies in part on orthologous regulatory 
regions and assumes that binding site 
specificities will also be conserved. The 
degree of both assumptions has not yet 
been clearly established. Only a subset 
of transcription factor binding sites are 
presently included in the EEL analysis. 
Expansion will therefore require deter-
mination of more consensus binding 
sites. This may be better driven by 
the results of ChIP studies than by in 
vitro selection of binding sites. Both 
methods, as well as array-based ChIP, 
require further development. However, 
in comparison to old-fashioned “pro-
moter-bashing,” these studies provide 
efficient tools for deciphering regulatory 
networks in the postgenomic era.
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Local protein synthesis in the synapse is required for synaptic plasticity and has been implicated 
in learning and memory. However, direct evidence that behavioral training induces local protein 
synthesis has been lacking. In this issue of Cell, Ashraf et al. (2006) observe persistent local 
protein synthesis in the antennal lobe synapses of the fruit fly following olfactory-avoidance 
learning.  This protein synthesis is regulated by the RNA-induced silencing complex (RISC). Sensory experiences alter the elec-
trical properties of ensembles of 
neurons. Retention of this altered 
state of neuronal activity is thought 
to constitute memory. Work on both 
vertebrates and invertebrates sug-
gests that this alteration of neuronal 
properties is partly due to the change in the molecular composition of the 
synapse activated by a particular 
pattern of activity. Proteins can be 
made locally in the synapse in addi-
tion to the cell body, and this local 
synthesis can lead to synapse-spe-
cific changes in molecular composi-
tion (Steward and Schuman, 2001).Cell 124, JPrevious studies suggested that 
local protein synthesis in the synapse 
has at least two distinct functions: 
synthesis of retrograde messengers 
that travel from the synapse to the 
cell body to activate mRNA synthesis 
and “marking” of the activated syn-
apse to selectively use the proteins anuary 13, 2006 ©2006 Elsevier Inc. 23
figure 1. The neuronal network 
Involved in Drosophila Olfactory-
 Avoidance conditioning
In this task, the flies learn to avoid a particular 
odor (conditioned stimulus) because it is paired 
with electric shock (unconditioned stimulus). 
Conditioned stimuli activate multiple odor 
neurons expressing a common odor receptor. 
Stimulated odor neurons converge at specific 
glomeruli in the antennal lobe. The glomerulus 
modulates the input from multiple odor neu-
rons and coordinates the synchronized firing of 
the projection neurons, which extend from the 
glomerulus in the antennal lobe to the calyx of 
the mushroom body and the lateral protocer-
ebrum. An unconditioned stimulus in the form 
of an electric shock to the abdomen activates 
dopaminergic neurons, which project to the 
mushroom bodies and antennal lobe.
(Inset) Conditioned and unconditioned stim-
uli-dependent local protein synthesis in the 
projection neuron cholinergic synapse. In the 
antennal lobe glomerulus, odor neurons form 
synapses with the projection neurons and the 
local inhibitory interneurons. Postsynaptic ter-
mini are shown as large triangles and presy-
naptic termini as small triangles. Ashraf et al. 
(2006) found that when electric shock is paired 
with a particular odor, protein synthesis is in-
creased in the postsynaptic termini of specific 
projection neurons 24 hr after the training pro-
tocol. This response was seen only in glomeruli 
specific for the paired odor. This local protein 
synthesis was dependent on the degradation 
of components of the RNA-induced silencing 
complex (RISC), such as Armitage. Persist-
ent changes in protein levels in the projection 
neuron synapses raise the possibility that in 
addition to the mushroom body, the antennal 
lobe may also be a site for long-term synaptic 
plasticity and memory storage.and mRNAs that are distributed from 
the cell body (Casadio et al., 1999; 
Frey and Morris, 1997). A combined 
effect of these two functions is to ini-
tiate and stabilize synaptic changes 
in response to a particular activity. 
Despite these striking roles of syn-
aptic protein synthesis in vitro, there 
is still little evidence that behavioral 
training activates synaptic protein 
synthesis in relevant synapses and 
that it has a causal relationship with 
the formation of memory. In this issue 
of Cell, Kunes and colleagues (Ashraf 
et al., 2006) take the first step toward 
addressing these questions.
To study synaptic protein synthe-
sis, the authors turned to a well-
studied model of long-term memory, 
olfactory-avoidance learning in the 
fruit fly Drosophila melanogaster 
(Tully and Quinn, 1985). In this task, 
the flies learn to avoid a particular 24 Cell 124, January 13, 2006 ©2006 Elseodor (conditioned stimulus) because 
it is paired with an electric shock 
(unconditioned stimulus) (see Figure 
1). The odor is detected in the sur-
face of the antenna and maxillary 
pulp by odorant receptor neurons 
and transmitted to a synapse-dense 
structure, the antennal lobe. In the 
antennal lobe, the odorant receptor 
neurons form synapses with at least 
two distinct classes of neurons, the 
local inhibitory interneurons and the 
excitatory projection neurons. The 
projection neurons, which also make 
reciprocal synaptic contacts with the 
local interneurons, in turn convey the 
conditioned stimulus information to 
two distinct brain areas, the calyx 
of the mushroom body and the lat-
eral protocerebrum. The manner in 
which the electric shock is relayed to 
the relevant brain regions is less well 
understood. It is mediated in part by vier Inc.dopaminergic neurons that project 
to the mushroom body and the 
antennal lobe. Previous studies of fly 
mutants suggest that the mushroom 
body is the primary brain region for 
olfactory-avoidance memory, and 
the function of the olfactory lobe is to 
convey the olfactory cue (Margulies 
et al., 2005). However, recent studies 
have shown that the primary function 
of the mushroom body might be to 
retrieve rather than to acquire or store 
memory (Margulies et al., 2005). 
Moreover, in addition to the odor, 
the electric shock also activates the 
projection neuron synapses in the 
antennal lobe, and a subset of these 
synapses are activated only when 
the conditioned stimulus and uncon-
ditioned stimulus are paired (Yu et 
al., 2004). Based on these studies, 
Ashraf et al. (2006) examined protein 
synthesis in the projection neurons in 
the antennal lobe following olfactory-
avoidance learning.
To examine local protein synthe-
sis in the antennal lobe, Ashraf et al. 
(2006) used a combination of reporter 
assays, immunohistochemistry, and 
quantitative confocal microscopy to 
examine the changes in CaMKII (a 
kinase required for memory) expres-
sion following classical olfactory 
conditioning. They monitored the 
localization and translation of CaM-
KII mRNA fused to the yellow fluo-
rescent protein with or without the 
CaMKII 3′UTR sequence (required 
for targeting of this kinase) in the 
projection neuron. They observed 
that localization and translation of 
CaMKII mRNA to the antennal lobe 
synapses, but not to the presynaptic 
terminal in the calyx, was dependent 
on the presence of the 3′UTR. This 
suggested that the postsynaptic dis-
tribution of CaMKII is due primarily to 
targeting of the mRNA and its trans-
lation by the existing protein synthe-
sis apparatus, as has been observed 
in mice (Miller et al., 2002). The next 
question was whether behavioral 
training could induce local synthesis 
of CaMKII.
The olfactory-avoidance learning 
task in the fly produces at least two 
distinct forms of long-term memory 
depending on the training protocol 
(Margulies et al., 2005). Repeated 
training without any interval produces 
a form of long-term memory (ARM) 
that lasts from 1 to 3 days and does 
not require protein synthesis. In con-
trast, the same number of training 
sessions given in spaced intervals 
produces a long-term memory (LTM) 
that survives for up to a week (almost 
a lifetime in fly years) and requires pro-
tein synthesis. The authors found that 
behavioral training that produces LTM 
but not ARM resulted in enhanced 
transport of CaMKII reporter mRNA 
to the projection neuron dendrites 
and sustained activation of local pro-
tein synthesis for up to 24 hr. The 
same sensory cues (odor and elec-
tric-shock) are used in both training 
tasks, reinforcing the notion that it is 
possible to evoke memories of differ-
ent natures in the same set of neu-
rons (and possibly synapses) through distinct patterns of synaptic activation 
because they engage unique molecu-
lar processes.
One can infer from these observa-
tions that prolonged activation of pro-
jection neuron synaptic protein syn-
thesis in the fly antennal lobe might 
be needed to maintain long-term 
memory. However, previous studies 
have shown that the activation of the 
projection neuron synapses in the 
antennal lobe is transient and does 
not last for more than 3 to 5 min, even 
after the spaced training protocol (Yu 
et al., 2004). Why were such distinct 
temporal responses observed in the 
synapses of the same neurons fol-
lowing the same protocol? One sim-
ple explanation could be that the two 
studies measured a different set of 
synapses of the same neuron in addi-
tion to measuring different cellular 
events (release of synaptic vesicles 
versus protein synthesis). The previ-
ous studies measured presynaptic 
responses most likely between pro-
jection neurons and local inhibitory 
neurons (Yu et al., 2004). In contrast, 
Ashraf et al. (2006) measured postsy-
naptic responses between projection 
neurons and either odorant receptor 
neurons or another population of 
neurons. Therefore, one can assume 
a short-lived trace might occur in the 
presynaptic region, with longer-last-
ing changes being restricted to the 
postsynaptic region, of different sets 
of synapses. Thus, it is conceivable 
that in the case of olfactory learn-
ing the actual storage occurs in the 
antennal lobe, with the mushroom 
body being a higher-order structure 
involved in decision making.
What controls postsynaptic pro-
tein synthesis in the antennal lobe? 
Ashraf and coworkers examined 
microRNA (miRNA) mediated trans-
lation suppression (Ambros, 2004) of 
CaMKII mRNA. Initially identified in 
the worm Caenorhabditis elegans as 
regulators of certain developmental 
processes, miRNAs have been iso-
lated from almost every tissue includ-
ing the mammalian brain (Krichevsky 
et al., 2003). These miRNAs are usu-
ally single-stranded RNA molecules, 
22 nucleotides in length, that block 
the translation of the target mRNA Cell 124, either by destroying it (in plants) or 
by blocking its translation (plants and 
animals) with the help of a multipro-
tein complex called the RNA-induced 
silencing complex (RISC). Ashraf et 
al. (2006) noticed putative miRNA 
target sequences in the CaMKII gene 
3′UTR and in components of the 
mRNA transport machinery (such as 
the molecular motor, kinesin heavy 
chain) and the RNA binding protein 
staufen.
To test whether these molecules 
are indeed controlled by miRNAs, 
they analyzed flies with reduced 
RISC activity and found a higher 
level of all three proteins in the brain. 
Strikingly, the amount of CaMKII pro-
tein was increased by almost 25-fold, 
and there was increased transport of 
the CaMKII mRNA to dendrites. Like-
wise, overexpression of the compo-
nents of the RISC complex reduced 
the amount of CaMKII and the kinesin 
heavy chain. These results indicated 
that synaptic protein synthesis could 
be controlled via activity-dependent 
downregulation of the RISC pathway. 
Consistent with this idea, the authors 
find that the spaced training protocol 
induces proteasome-mediated deg-
radation of components of the RISC 
complex in the same set of glomeruli 
in the antennal lobe where protein 
synthesis is induced.
Interestingly, the authors find that 
flies carrying a hypomorphic allele of a 
component of the RISC pathway (that 
reduces RISC activity) fail to form LTM. 
However, behavioral training that pro-
duces LTM downregulates RISC activ-
ity. So, one might assume that flies 
with less RISC activity will have better, 
not worse, memory. Perhaps activ-
ity-dependent degradation of RISC 
is required for mRNA localization and 
translation of some mRNAs in the pro-
jection neurons, whereas active RISC 
is required for other cellular processes. 
The recent finding that the fly homolog 
of the fragile X mental retardation pro-
tein (FMRP) is a component of RISC 
suggests that the RISC pathway might 
also be involved in dendritic growth 
and synaptogenesis (Jin et al., 2004). 
An examination of the pre- and post-
synaptic morphology in Drosophila 
RISC mutants would help to evaluate January 13, 2006 ©2006 Elsevier Inc. 25
the potential role for RISC in neuro-
nal morphogenesis. Moreover, it still 
needs to be determined whether pro-
tein synthesis in the projection neurons 
is actually required for memory forma-
tion, and if so, whether it is required 
for acquisition, storage, or retrieval of 
memories. An ideal experiment would 
be to selectively shut off synaptic pro-
tein synthesis if one can find a way. 
This would be a significant step toward 
understanding the molecular mecha-
nisms of memory.26 Cell 124, January 13, 2006 ©2006 ElseRefeRences
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