favorable calcarine cortical loci, robust V1 responses can be measured at contrasts close to perceptual thresholds, which could greatly facilitate principled studies of early visual perception and attention.
Introduction
The primary visual cortex (area V1; Brodmann area 17) is one of the most extensively studied and well-characterized areas of the brain. A decades-long tradition of animal electrophysiological work in V1 forms the core of current knowledge on the fundamental mechanisms of mammalian vision (Hubel and Wiesel 1959; Wandell 1995) . Over almost as long a period in human electrophysiology, the activity of area V1 has been examined through measurements of the initial electrical deflection or "component" in the scalp-recorded visual evoked potential (VEP) most widely known as the "C1." The C1's scalp distribution varies systematically with retinal location in a way that is exclusively consistent with the known geometry and retinotopic organization of V1 (Clark et al. 1995; Jeffreys and Axford 1972; Kelly et al. 2013b ). Many insights into human vision have been gained through C1 measurements, especially regarding the modulation of early visual representations by bottom-up (Zhang et al. 2012 ) and top-down attention (Clark and Hillyard 1996; Itthipuripat et al. 2014; Kelly et al. 2008; Martínez et al. 1999 ) and attentional/ perceptual "load" (Fu et al. 2009; Rauss et al. 2009 ), and regarding the neural changes that underpin perceptual learning (Bao et al. 2010; Pourtois et al. 2008; Wang et al. 2016; Zhang et al. 2015) . Surprisingly, however, in stark Abstract Decades of intracranial electrophysiological investigation into the primary visual cortex (V1) have produced many fundamental insights into the computations carried out in low-level visual circuits of the brain. Some of the most important work has been simply concerned with the precise measurement of neural response variations as a function of elementary stimulus attributes such as contrast and size. Surprisingly, such simple but fundamental characterization of V1 responses has not been carried out in human electrophysiology. Here we report such a detailed characterization for the initial "C1" component of the scalp-recorded visual evoked potential (VEP). The C1 is known to be dominantly generated by initial afferent activation in V1, but is difficult to record reliably due to interindividual anatomical variability. We used patternpulse multifocal VEP mapping to identify a stimulus position that activates the left lower calcarine bank in each individual, and afterwards measured robust negative C1s over posterior midline scalp to gratings presented sequentially at that location. We found clear and systematic increases in C1 peak amplitude and decreases in peak latency with increasing size as well as with increasing contrast. With a sample of 15 subjects and ~180 trials per condition, reliable C1 amplitudes of −0.46 µV were evoked at as low a contrast as 3.13% and as large as −4.82 µV at 100% contrast, using stimuli of 3.33° diameter. A practical implication is that by placing sufficiently-sized stimuli to target contrast against such extensive study of higher-order modulations, some of the most basic characteristics of the C1 response such as its dependence on the elementary stimulus attributes of contrast and size, have not been clearly established. The sensitivity of V1 neurons to such elementary factors has been central to understanding the computational roles of the area (Carandini et al. 2005) , and therefore the lack of precise knowledge of homologous effects in humans represents a significant gap.
Effects of stimulus contrast and size have been extensively characterized at the single neuron level, particularly in cat and monkey. V1 spiking responses increase in magnitude as a monotonic function of contrast, characteristically saturating at higher contrasts (e.g. Albrecht and Hamilton 1982; Sclar et al. 1990) . The relatively few studies that have scrutinized the initial onset of the neurons' transient response before reaching "steady-state" have additionally established that onset latency strongly and monotonically lengthens as a function of decreasing contrast (Albrecht et al. 2002; Gawne et al. 1996; Hu and Wang 2011) . In fact, latency has been found to encode as much information about contrast as response magnitude and may well be central to how the brain discriminates contrast (Oram et al. 2002; Reich et al. 2001) . As a function of size, V1 response magnitudes vary non-monotonically, increasing up to the point where an effective grating stimulus fills the classical receptive field of a given neuron, but then typically decreasing to a much lower asymptote as the size is further increased to cover the neuron's inhibitory surround (Cavanaugh et al. 2002; DeAngelis et al. 1994; Sceniak et al. 2001 ). This reflects the widely studied phenomenon of surround suppression, a salient example of redundancyreducing normalization operations thought to pervade the visual system and beyond (Carandini and Heeger 2012) .
An early line of research was dedicated to examining how the early visual evoked potential in humans changes as a function of pattern-onset stimulus parameters that have strong psychophysical effects (Jones and Keck 1978; Mihaylova et al. 1999; Parker et al. 1982; Vassilev et al. 1983) . Although primarily focused on effects of spatial frequency, these studies also manipulated stimulus contrast and all reported reduced visual evoked response amplitudes and longer latencies for lower contrasts. However, despite using similar stimuli and recording protocols, the scalp potential deflection identified as the initial visual cortical response, on which these effects were measured, dramatically differed across studies. Comparing three prominent studies on the response to a grating of 4 cycles/degree (cpd) and 21-25% contrast, for example, Jones and Keck (1978) reported a negative peak deflection at approximately 85 ms, Parker et al. (1982) reported a positive peak at approximately 140 ms, and Vassilev et al. (1983) reported a negative peak at approximately 110 ms. This lack of consistency may be partly due to the small sample sizes used, and general tendency to focus on single-subject data. An additional critical factor, however, may be the use of very large (typically around 6 degrees, often full-screen) gratings positioned at fixation, with no accounting for the C1's sensitivity to spatial position or the potential for electric field cancellation due to opposed cortical surface orientations (Kelly et al. 2013b; Rauss et al. 2011) . Psychophysical and event related potential (ERP) studies of cognitive processes such as attention and perceptual learning tend to employ peripheral, spatially constrained stimuli (usually within a single quadrant), which have recently been shown to evoke C1s with fundamentally different composition and waveshape (e.g. onset latency), as well as spatial frequencydependence, than those evoked by foveal stimuli (Hansen et al. 2016) . Thus, despite some earlier research having manipulated contrast, the contrast-dependency of the C1 component as typically defined and evoked in modern cognitive neuroscience is largely unknown. Reflecting this, recent studies examining the cellular contributions ) and attentional effects of the C1 (Itthipuripat et al. 2014 ; labelled as 'P1') at various levels of contrast have not taken latency changes into account in their measurements, opting instead to use fixed time windows across contrast levels.
Stimulus size dependencies of the initial visual response in humans are similarly unclear. Although effects of surround suppression due to static, pre-existing surround stimuli have been demonstrated in the steady-state (Vanegas et al. 2015) and transient VEPs (Ohtani et al. 2002) in humans, the expression of such suppressive interactions in the variations of V1 responses as a function of stimulus size, as meticulously examined in single-unit work, has not been examined in humans. The above issues, taken together, underline the need for a systematic examination of how C1 amplitude and latency varies as a function of contrast and size for peripheral stimuli. The present study undertook such a characterization, with the dual purpose of bridging to fundamental animal electrophysiology work, and providing a useful guide to effective stimulus design for perceptual/cognitive paradigms relying on the C1 component.
Due to the wide variation in human visual cortical anatomy across individuals (Amunts et al. 2000; Rademacher et al. 1993) , the C1 component is known to be difficult to measure reliably (Kelly et al. 2008; Rauss et al. 2011) . Increasingly, this reliability issue has been addressed by tailoring stimulus locations to individuals, typically on the basis of preliminary spatial field mapping (Bao et al. 2010; Kelly et al. 2008; Zhang et al. 2015) . In the current study we employed an individualized mapping procedure using pattern-pulse multifocal (PPM) VEPs based on m-sequences (James 2003) , which allow measurement of neural responses to a large number of spatial locations stimulated simultaneously. This preliminary mapping session enabled us to map out changes in C1 scalp distribution as a function of stimulus location (polar angle) and thereby to select a stimulus location evoking a robust, approximately midline-focused, negative C1 in each subject before asking them to view stimuli of different sizes and contrasts at that same retinal location in the main experiment.
Materials and Methods

Apparatus
All visual stimulation was carried out in a closed and fully dark, sound-attenuated and electromagnetically isolated room, with the subject comfortably seated with their head resting in a chin-rest. Stimuli were presented on a gammacorrected CRT monitor (Dell M782), placed 57 cm directly in front of the eyes of the subject. The background brightness of the screen was set to give a luminance of 65.2 cd/ m 2 , the midpoint between the minimum (black, brightness level 0, 0.2 cd/m 2 ) and maximum (white, level 255, 130.2 cd/m 2 ) luminance of the monitor. Eye position was continuously recorded throughout the visual stimulation at a sample rate of 1000 Hz using an Eyelink 1000 eye tracker (SR Research).
Subjects
Sixteen human observers with normal or corrected-tonormal vision participated in the main experiment measuring effects of size and contrast on the C1 component of the transient VEP. Twelve of these subjects were recruited on the basis of multifocal mapping data already acquired for a separate study; specifically, the existing mapping data of 21 subjects were consulted and 17 met our inclusion criteria (see "Individualized Mapping" section), and of those, 12 were available and willing to return to participate in the current experiment. Four additional participants were then recruited, each of whom met the inclusion criteria. The size-contrast data of one subject of the 16 were excluded because less than half of their trials remained after artifact rejection, leaving a final group of 15 (6 female, 9 male), all between the ages of 19-33 years (mean = 25.6 ± 4.53 years). All procedures were conducted in accordance with the ethical guidelines set forth by the Declaration of Helsinki in 1964 and its later amendments; and were approved by the Institutional Review Board of The City College of New York. Written informed consent was obtained from all subjects. Subjects were compensated at a rate of $12/h for their time.
Individualized Mapping
In the individualized mapping procedure, subjects passively viewed a pattern-pulse multifocal stimulus consisting of 32 equal-sized radial segments of an annular checkerboard pattern, each driven by an independent m-sequence and thus allowing derivation of neural responses to each segment individually despite simultaneous presentation (James 2003 ; see also Vanegas et al. 2013 ). An m-sequence or maximum-length sequence is a pseudo randomized, binary, linearly shifted sequence generated by primitive polynomials (Baseler et al. 1994) , which allows efficient estimation of event-related responses (Buracas and Boynton 2002) . The annular stimulus area extended from 3 to 6 degrees of eccentricity ( Fig. 1a) and each segment consisted of 2 × 4 checks extending over 11.25° of polar angle. For this procedure the monitor was set to 800 × 600 pixel resolution and 100-Hz refresh rate, providing 10-ms temporal resolution for visual pulse trains. The primary m-sequence was generated afresh for each trial, by first generating a standard 4095-point m-sequence which randomly flips between values −1 and 1 (function 'mseq'; Buracas and Boynton 2002), converting to pulses by setting to zero every point except those transitioning from −1 to 1, thinning out by keeping only every 4th pulse, and finally extending the duration of every pulse to two screen frames (20 ms). This results in a 41-s pulse train with on average 6.25 pulses per second. The pulse train driving each of the other 31 segments was formed by shifting the original sequence in steps of 50 frames (500 ms). Ten trials of such stimulation were presented within a single block for each subject.
Pattern-pulse VEPs were derived for each of the 32 segments using multiple linear regression (James 2003) , and topographies integrated over 10-ms time ranges were plotted between 50 and 90 ms in order to identify, by eye, a segment from which a strong, approximately midline-focused, negative C1 deflection was evoked (Fig. 1) . For the sake of homogeneity we opted to select a location in the right visual field only, typically slightly above the horizontal meridian, where a midline negative focus is generated from the left lower bank of the calcarine sulcus according to the cruciform model (Clark et al. 1995; Kelly et al. 2013b; Wandell et al. 2009 ). Subjects for whom a clear right-hemifieldevoked C1 component as described above could not be identified were not asked to participate in the main experiment with size and contrast manipulations. Four subjects of the total 25 mapping datasets consulted were excluded in this way, for the reason that any negative potential observed before the 90-ms timepoint was either extremely weak, unfocused topographically or extremely anterior or posterior to the typical parietal/occipital midline region.
Main Experimental Task
Having identified a suitable stimulus location from a given subject's multifocal mapping data, the main experimental task was run, in which a series of grating stimuli varying in size and contrast were presented at this individually-optimized location. This main task was run in the same recording session in some subjects, but after several months delay in some (range 0-500 days, median 46 days). The grating stimuli consisted of "center-saturated" Gabor patches, which were created by taking a standard Gabor stimulus and clipping its luminance deviation profile (difference with respect to mean/background luminance level) at half the maximum deviation, and then scaling the whole pattern to provide the appropriate contrast values at the center. This results in a central radius of 1.18 times the Gaussian sigma value in which contrast is constant, and a gradual fading of contrast beyond that radius, thus providing a stimulus akin to a circular grating as typically used in single-unit studies manipulating stimulus size (e.g. Cavanaugh et al. 2002) , but with fading rather than discrete edges (see Fig. 2 ). We avoided discrete edges to minimize stimulus energy at orientations other than the central orientation. We varied the contrast of the central grating area across six levels (3. 13, 6.25, 12.5, 25, 50, and 100%) , and tested four sizes (diameters of the central constant-contrast area of 0.83°, 1.67°, Fig. 1 Data from preliminary individualized mapping procedure. a Shown are randomly chosen screen captures during the pattern-pulse multifocal stimulation. b The grand average scalp potential topographies across all 15 subjects of the earliest component of the patternpulse VEP for each of the 32 stimulus locations, in the time frames of 65-75 ms (inner) and 80-90 ms (outer). The typical average topographic shifts consistent with calcarine cortical physiology (see Kelly et al. 2013b ) are readily observable, with remarkable symmetry about the vertical meridian. Segments 18 and 31, for example, correspond to the fundus of the calcarine sulcus in the right hemisphere for lower left visual field stimulation (18) and in the left hemisphere for lower right visual field stimulation (31), respectively (Clark et al. 1995) . c Topographies of three individual subjects selected to highlight the inter-subject variability in topographic dependence on location, consistent with the well-known variability in calcarine cortical size and geometry (Amunts et al. 2000; Rademacher et al. 1993) . Whereas Subject 4 (left) exhibited typical dipolar field shifts as a function of polar angle with vertical symmetry, Subjects 8 and 12 exhibited maps that clearly diverged from the average pattern in terms of points of apparent dipole rotation and asymmetry. For each individual, a single right-hemifield polar angle was identified at which a strong, approximately midline-focused, negative C1 was evoked, which was then used in the main experiment manipulating stimulus contrast and size. Polar angle of the thus chosen segments ranged from −11.25° to 45° (mean 18.00°; SD ±14.13°) relative to the right horizontal meridian 1 3 2.5° and 3.33°, respectively) and two orientations (90° and 180°), together creating a total of 48 unique stimulus conditions. The gratings had a spatial frequency of 5 cycles/ degree for all conditions since this was within the range of spatial frequencies shown to evoke robust C1 components (Rebai et al. 1998 ). It should be noted however, that the C1 has been found to be very sensitive to spatial frequency and thus caution should be taken in generalizing our precise measurements to other spatial frequencies. All stimuli were presented on the uniform gray background at a single location with an eccentricity of 5 degrees and polar angle selected from multifocal mapping where the response was maximal in a given subject, with a duration of 100 ms. The monitor was set to 60 Hz refresh rate and 1280 × 960 pixel resolution in this case, to maximize spatial resolution on the monitor for precise size manipulation. It should be noted that no effort was made to exactly match the spatial frequency content of the multifocal mapping stimulus and the discrete stimuli presented in the main experiment. We have implicitly assumed that, although strength and timing of temporal waveforms might change, the manner in which the initial VEP topography varies as a function of polar angle in the visual field does not change appreciably with spatial frequency.
In the task, subjects viewed a sequence of 48 grating stimuli in each trial, and, after the final one, indicated their best guess as to whether the majority of gratings were vertically versus horizontally oriented. This discrimination task, on a stimulus dimension (orientation) orthogonal to the parameters of interest (size and contrast), was designed simply to hold the subjects' attention for the duration of visual stimulation. Ten trials were run in each block, and the total 480 stimuli in a block included exactly ten of each stimulus condition (contrast × size × orientation), which were randomly ordered and distributed among the ten trials. Trial timing was as follows: a central fixation spot (6 × 6 pixels) first appeared, followed 800 ms later by a 500-ms warning cue consisting of a red spot of the same size presented 4 pixels to the right of center, after which the 48 gratings for that trial were presented with pseudorandomized stimulus onset asynchronies (SOAs) ranging from 450 to 800 ms inclusive, in steps of 50 ms. Subjects were asked to maintain fixation on the central spot throughout stimulation (see Fig. 2b ). At the end of each trial of 48 stimuli, subjects indicated whether they saw a greater number of vertical versus horizontal grating stimuli by clicking a left versus right mouse button, respectively. Immediate feedback on whether their choice was correct or incorrect was given after their selection was made. The subject initiated the next trial by clicking either mouse buttons. A percentage accuracy score was presented at the end of each block of ten trials. Each subject underwent between 10 and 12 blocks of trials, each of which lasted approximately 5-8 min, resulting in an overall testing time of approximately 90-120 min on average. This provided a minimum of 100 trials for each unique stimulus condition.
EEG Recording and Analysis
Continuous EEG data were acquired from a 97-channel electrode montage (Brain Products DC amps and acti-CAP) with an online 60-Hz notch filter and sample rate of 500 Hz. Data were online referenced to standard site FCz and electrode impedances maintained stable below 50 kΩ. For multifocal pattern-pulse VEP analysis, there was an additional online high-pass filter with 0.5 Hz Fig. 2 Size-contrast stimulation paradigm. a Each trial consisted of a warning cue followed by 48 stimuli of varying contrast, size, and orientation, presented one after another. After each trial, subjects reported whether there was a greater number of horizontal versus vertical gratings. Each block contained 10 trials of 48 stimuli and all subjects underwent between 10 and 12 blocks, resulting in an overall testing time of approximately 90-120 min on average. Note that fixation and cue size are exaggerated for the purposes of clarity, and were much smaller in practice. b Mean eye position during the extracted EEG epochs with 95% confidence intervals for each individual subject (shown in different colors) superimposed on a screen capture of the task display. Screen capture is to scale but cropped in order to highlight individuals' eye positions. (Color figure online) cut-off, and offline, data were further filtered in the range 1-45 Hz (4th-order Butterworth bandpass with these cutoffs) and re-referenced to the average of all channels, in accordance with the original study of the pattern-pulse multifocal VEP method (James 2003) . For analysis of transient VEPs in the main experiment, the data were recorded in DC mode and were low-pass filtered offline by convolution (i.e. finite impulse response, linear-phase) with a 58-tap hanning-windowed sinc function which provided a 3-dB corner frequency of 41.5 Hz and a local extremum of attenuation coinciding with the mains frequency (60 Hz), while also avoiding ringing artifacts (Widmann and Schroger 2012) . Channels identified as excessively noisy or saturating during online recording were noted and interpolated (spherical splines) in offline analysis. Data were then re-referenced to the mean of the mastoid channels, in order to maximize VEP amplitude for cortical sources located on the banks of the calcarine sulcus (Clark et al. 1995) . Note that the filter settings and offline referencing were different in the mapping and main experimental sessions because they were tailored to the distinct purposes of each; in the current study we do not draw direct comparisons between multifocal and transient VEPs but rather employ the former to optimize stimulus locations for the latter. Stimulus-locked epochs extending from −100 to 400 ms relative to onset were extracted, baseline-corrected relative to the interval −30 to 30 ms, and subjected to an artifact rejection criterion of 50 µV to remove trials with eye movements, muscle activity, and/or blinks. A cluster of four neighboring electrodes lying at the negative topographic focus was identified for each individual from data collapsed across all stimulus conditions. The individual average C1 waveform for each of the 24 relevant stimulus conditions (6 contrasts × 4 sizes, with orientation collapsed) was then computed as the average across these four electrodes. Since subjects were performing a sustained discrimination task, anticipatory negative-going slow potentials were observed in the baseline. To remove this influence on measurements of the bottom-up evoked C1 component, we performed a linear drift correction by computing a least-squares linear fit over the interval −80 to 20 ms relative to stimulus onset in the individual average waveform collapsed across all conditions, extending that line through the entire epoch and then subtracting it out from each individual condition (Fig. 3) . We chose a baseline interval extending slightly into the post-stimulus period so that the slope of the anticipatory shift is measured close in time to the evoked potential onset, but certainly without overlapping it. The slopes thus measured ranged from −0.0064 to 0.0024 µV/ms and had a median value of −0.0021 µV/ms. All offline analysis was performed using in-house scripts written in Matlab (R2013b; MathWorks, Natick, MA) with raw data-reading, channel interpolation and topographic plot functions from the EEGLAB toolbox (Delorme and Makeig 2004) .
Our main analysis goal was to quantify as precisely as possible the variation in C1 peak amplitude and latency as a function of both size and contrast. In order to facilitate reliable identification of C1 peaks at even the lower contrasts and sizes, we applied a peak-finding algorithm to the grand-average waveforms, for each unique contrast and size condition. For each size, the peak latency was first detected for the 100% contrast condition by simply finding the global minimum point in a 0-150 ms time window. Then for the 50% contrast condition of the same size, the closest local minimum in time with respect to the 100% contrast peak latency was computed. This local minimum search was conducted in both the forward and backward directions in an unbiased way. Next the peak latency for the 25% contrast was computed as the closest local minimum to the 50% peak latency, and so on down to 3.13% contrast. In order to compute the standard error of the peak amplitude and latency estimates across subjects, we carried out a Jackknifing routine, whereby the above peak-finding algorithm was applied repeatedly to grand-average data with each subject left out at a time. This procedure has been found to produce more reliable latency estimates than the approach of quantifying latency at the individual subject level, which is especially vulnerable to misestimation due The trial-averaged VEP waveform for each stimulus condition and each subject, averaged across a cluster of four electrodes at the C1's negative focus, were drift-corrected by computing a linear least squares fit from −80 to 20 ms relative to stimulus onset, extending that line through the entire epoch, and then subtracting that line from the waveform. As the example of Subject 1 shows, this successfully flattens the baseline and guards against over-estimation of negative C1 amplitude due to anticipatory potential shifts to typical levels of noise within single-subject data (Miller et al. 2009 ). For consistency with the latency plot, we plot the mean and standard error at each contrast and size for amplitude values produced by the same jackknifing procedure. As a check, we also quantified mean and standard error for amplitude in the more standard way by conducting the peak-finding algorithm on the grand average of all 15 subjects but then taking individual amplitude measurements at the determined contrast/size-dependent latencies (rather than resampling). The plots were almost identical: the largest divergence from the resampling-based values shown in Fig. 4b in the mean values among any contrast or size was 2%, while the largest divergence in standard error was 3%.
We quantified and plotted C1 peak amplitude and latency only for size/contrast conditions that evoked a reliable C1 component. To determine reliability, we repeated the above estimation of average peak amplitude and latency for a "null" dataset constructed by extracting 250-ms epochs from the baseline periods of all trials (i.e., ending at stimulus onset time) in which no C1 is present, randomly assigning conditions to trials with the number of trials per condition matched to the real data, averaging in the usual way for each condition and drift-correcting in the same way as the real data. In the peak search for each contrast, the latency of the next highest contrast was taken from the real data estimates rather than the null data from the same permutation, to ensure that baseline correction timing was Amplitude clearly increased with both contrast and size. b The contrast response function of C1 peak amplitude exhibited a monotonic increase in negative potential with increasing stimulus diameter and contrast. Conditions for which a reliable C1 component was not elicited are omitted. Error bars reflect the standard error of the mean across subjects, estimated through a Jackknife procedure. c C1 peak latency increased strongly with decreasing contrast, and stimulus size matched across real and null peak searches. Repeating this 500 times with a different random condition-permutation each time provided a null distribution of C1 peak amplitudes for each condition, which can arise by chance in trial-averaged EEG signals that in fact have no evoked C1 component. The real C1 in a given condition was labelled as reliable if its amplitude was more negative than 95% of amplitudes in the null distribution for that same condition.
To assess whether the C1 amplitude variations with stimulus size are consistent with suppressive interactions of the kind characterized in animals (Cavanaugh et al. 2002; DeAngelis et al. 1994) , or alternatively, could be accounted for simply by a summation of non-interacting neural responses, we fit functions of the form y = Ax B to the measures of amplitude (y) varying as a function of size (x) at each contrast for each subject, and tested whether the median value of exponent parameter B was significantly smaller than 2. This is based on the logic that the global sum of non-interacting neural responses would scale linearly with stimulus area, and hence as a quadratic function (i.e., B = 2) of size defined in terms of diameter (recall area of a circle = π × radius 2 ). Parameters A and B were fit by exhaustive search, specifically, by quantifying the sum of squared errors (SSE) between the real and predicted amplitude values for each of a large set of values of A (ranging from 0 to 2) and B (ranging from 0 to 4), and finding the (A, B) pair producing the smallest SSE value. No additive offset term was included based on the assumption that for zero size (i.e., no stimulus), no evoked potential deflection can occur relative to baseline. Individual subject C1 amplitude for this test was measured as the mean amplitude across a fixed 20-ms interval centered on the average peak latency for each contrast × size condition. Figure 4a shows the grand-average evoked potential waveforms for each grating size and contrast, with orientation collapsed. C1 peak amplitudes were in general remarkably large for such spatially-constricted stimuli, reaching almost 5 µV for the highest contrast and largest size. In comparison, amplitudes have not tended to exceed 2 µV for similar stimuli in previous work (Bao et al. 2010; Clark et al. 1995; Clark and Hillyard 1996; Di Russo et al. 2002; Martínez et al. 1999) . This attests the effectiveness of the mapping procedure for individualized stimulus placement. C1 peak amplitude increased systematically as a function of both size and contrast.
Results
Reliable C1s were found for all contrasts at the largest stimulus size (3.33° diameter), including the lowest contrast of 3.13% (Fig. 4b) . For smaller sizes, higher contrasts were needed to evoke reliable C1 components at the grand-average level (6.25% contrast for sizes 1.67° and 2.5° and 12.5% for 0.83°).
C1 peak latencies also exhibited strong variation with contrast, increasing from 78 ms at 100% to 112 ms at 3.13% contrast for the largest stimulus size (Fig. 4c ). More unexpectedly, there was an apparent shortening of peak latency with stimulus size for most contrast levels. To statistically test for the reliability of this effect, we performed a permutation test at each contrast level at which there was more than one reliable C1 (thus excluding 3.13%). We first quantified the real effect of size as the slope of a linear regression of peak latency onto size in the grand average at a given contrast, and then computed this same slope measure for 1000 shuffled versions of the dataset where sizes within that same contrast level were randomly permuted, thus allowing comparison (i.e., percentile calculation) of the real slope value to the null distribution where no size effect exists. This revealed a significant decrease in peak latency with size at contrast levels 100, 50, 25 and 12.5% (all p < 0.01) but no significant effect at 6.25%. Figure 5 shows the average C1 amplitudes as a function of stimulus diameter (filled circles), fit by the function y = Ax B (solid), along with, for comparison, the function fit with the constraint B = 2 (i.e., linear increase in amplitude with stimulus area; dashed). The median value of exponent B for the contrasts at which all four sizes evoked a reliable C1 (12.5, 25, 50, 100%) was (1.18, 1.24, 1.25, 0.94), all four of which were significantly different from 2 (sign test; all p < 0.001). This indicates the operation of significant Dashed lines show the best fits of the function with B constrained to be equal to 2, as would be the case if C1 amplitude increased linearly with stimulus area suppressive interactions at the neuronal level, whereby the tendency for neuronal responses to be relatively suppressed with stimulus areas extending beyond their excitatory receptive fields counteracts the tendency for increased stimulus area to excite a greater number of neurons that contribute to the globally measured response.
Discussion
In the present study we made precise measurements of C1 component amplitude and latency as a function of the elementary stimulus attributes of contrast and size. Using a preliminary pattern-pulse-based mapping procedure, we were able to measure reliable C1 components for contrast levels as low as 3.13% for the largest stimulus size tested, with amplitudes reaching as high as almost 5 µV for the highest contrast and largest size. These results are based on a sample of fifteen subjects and mean ± SD trial count of 178 ± 26 per condition, which are very typical of visual evoked potential studies. This highlights the potential for such a mapping procedure, which takes less than 10 min to record and analyze, to facilitate experimental investigation of cortical responses underlying psychophysical detection and discrimination at near-threshold contrasts, and by extension the effects of cognitive processes such as attention and perceptual learning on such psychophysically-relevant neural responses.
Interestingly, contrast response functions showed less tendency to saturate than their single-neuron counterparts typically show (Albrecht and Hamilton 1982) , which could be a result of global summation over neurons with widely varying saturating contrast, and/or the fact that we are measuring only the very initial portion of the response, during which studies in cat V1 have also demonstrated initially non-saturating contrast-response profiles (Albrecht et al. 2002; Hu and Wang 2011) . More generally, it is important to note that although a major aim of the current study was to follow the lead of seminal animal intracranial electrophysiology work characterizing sensitivity to contrast and size, parallels drawn between species need to be tempered by due consideration of the differences in the nature of the measurements: most saliently, here we have quantified mean and variability in amplitude and latency across human subjects, not neurons, and it is not possible to infer the latter from the former.
Consistent with the original study of Jeffreys and Axford (1972) and more recent studies following up on the same theme (Clark et al. 1995; Kelly et al. 2013b) , we observed systematic shifts in the average scalp distribution of the C1 component as a function of polar angle in the visual field that are highly consistent with the "cruciform model" describing retinotopic organisation and dipolar field orientation over the outer and inner banks of the calcarine sulcus (Fig. 1b) . Studies based on scalp current density analysis (Foxe and Simpson 2002) and retinotopically constrained source modeling (Ales et al. 2010; Hagler 2014; Hagler et al. 2009 ) have provided evidence supporting the assumption that the C1 component is unlikely to reflect purely V1 activity for its entire duration, and may have mixed contributions from neighboring extrastriate areas such as V2 and V3 by the time it peaks. However, recent forward modeling of average scalp distributions generated purely from V2 and V3 revealed that these areas, when stimulated from visual field locations targeting the horizontally-oriented calcarine banks in V1, have scalp projections that significantly overlap those for area V1 but with reversed polarity (Ales et al. 2010 (Ales et al. , 2013 ; see also and Kelly et al. 2013a for context). This indicates that any contribution from V2/V3 during the C1 would tend to reduce its amplitude and counter the V1 contribution, rather than masquerade as a V1 contribution (Kelly et al. 2013b) . In light of this, it is possible that the systematic variation of peak latency as a function of contrast and, to a lesser extent, size, may be partly driven by onset latency variations in areas V2/V3, because the C1 peak may mark the point where the rate of V2/V3 activation begins to exceed the rate of V1 activation rather than the peak of V1 activation on its own. To the extent that this is the case, our peak latency values would be underestimated with respect to the real peak latency in area V1 alone. Using retinotopy constrained source estimation, Hagler (2014) reported a lengthening in V1 peak latency from 78 ms at close to 100% contrast to 100 ms at 15%, a relative delay that is slightly longer than we observed for most of our stimulus sizes. At the same time, the amount by which peak latency is delayed with decreasing contrast in our datafor example the relative delay of approximately 10 ms for 25% compared to 100% contrast gratings-is similar to that observed in the peak firing rate latencies of cats (Hu and Wang 2011) and in the V1 onset latencies measured using voltage sensitive dye imaging in monkeys (Sit et al. 2009 ). Given the uncertainty regarding overlapping V2/V3 contributions, however, our peak latency estimates should be taken to apply to the scalp-recorded C1 component rather than the underlying neural source in V1 that dominantly generates it.
As in previous studies (e.g. Kelly et al. 2008) , the maps of C1 topography as a function of polar angle varied significantly across individual subjects. However, for the vast majority of subjects, the same topographic shifts expected from the cruciform model could be identified as one proceeds through the locations, but with these expected shifts happening at variable points along the way, and exhibiting slight offsets on the scalp from one subject to another (Fig. 1c) . This variability in the multifocal maps are most likely due to anatomical variations in calcarine morphology (Amunts et al. 2000; Rademacher et al. 1993; Stensaas et al. 1974 ) and stresses the importance of individualized stimulus positioning in order to generate reliable VEPs from V1.
Variations in early VEP component latency and amplitude as a function of contrast have been previously reported (Jones and Keck 1978; Mihaylova et al. 1999; Parker et al. 1982; Vassilev et al. 2002) but those studies presented only very large gratings at fixation and varied widely in terms of the timing and polarity of the potential deflection regarded as the initial response peak. The present measurements are relevant for the kinds of stimuli used commonly in recent work on visual perception and cognition. It is important to note that those early studies additionally reported dramatic variations in VEP component latency and amplitude as a function of spatial frequency of the gratings used, and therefore the variations we report here are unlikely to take the same absolute values if spatial frequencies other than 5 cpd are used, especially given the known differences in spatial frequency sensitivity for different cell types (e.g. magnocellular and parvocellular) which also differ in their temporal properties. It could be plausibly assumed, however, that the pattern of scaling with contrast and size would be qualitatively conserved.
