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Abstract
We consider the problem of how to expand a given subspace for approximating an eigenvalue and
eigenvector of a matrix A. Specifically, we consider which vector in the subspace, after multiplied by A,
provides optimal expansion of the existing subspace for the eigenvalue problem. We determine the optimal
vector, when the quality of subspace for approximation is measured by the angle between the subspace and
the eigenvector. We have also derived some characterization of the angle that might lead to more practically
useful choice of the expansion vector.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Eigenvector approximations; Projection methods; Subspace expansion
1. Introduction
Numerical methods for computing a few extreme eigenvalues of a large matrix are mostly based
on the Rayleigh–Ritz or Galerkin projection on a subspace. They are typically implemented as
an iterative method in which matrix–vector multiplications are employed to construct a subspace.
The Lanczos algorithm and the Arnoldi algorithm are two well-known iterative methods that use
projections on a Krylov subspace defined by
Kk(A, q1) := span{q1, Aq1, . . . , Ak−1q1},
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where A ∈ Rn×n and q1 ∈ Rn. A key ingredient to the success of a projection method is that the
subspace used contains a good approximate eigenvector sought. The Krylov subspace has such
a property for well-separated extreme eigenvalues, see [6] and [7, p. 200]. We are interested in
the problem of constructing a subspace through gradual expansion from an existing one using
matrix–vector multiplications. Our objective on the construction is that the resulting subspace
contains good approximate eigenvectors. Specifically, starting from a subspace, we expand it by
the vector obtained from multiplying the matrix A with a vector chosen from the given subspace.
If the subspace at hand is a Krylov subspaceKk(A, q1), then such an expansion by matrix–vector
multiplications leads, for almost all choice of vector inKk(A, q1), toKk+1(A, q1). However,
if we start from a general subspace or from a slight deviation of a Krylov subspace, then the
subspace expanded in this way depends on the vector that we select from the subspace. In that
case, the question arises as to which vector from the subspace will result in a better expanded
subspace. For the purpose of eigenvalue approximations, the quality of the subspace constructed
is often measured by its angle with the eigenvector sought, see [6].
In this note, we study the problem that, given a subspace S, what vector v ∈S is such that
the space expanded by Av
Sv :=S+ span{Av}
is optimal for approximating a given unit eigenvector x. We measure the quality of a subspaceS
for approximating x by their angle θ(x,S) as determined by
cos θ(x,S) := max
z∈S cos θ(x, z) = max0 /=z∈Sv
|xTz|
‖x‖‖z‖ , (1)
where θ(x, z) denotes the acute angle between x and z. The optimal subspace expansion problem
is then to find v ∈S that maximizes cos θ(x,Sv), i.e., to determine
v0 = argmax
v∈S
cos θ(x,Sv). (2)
The main result of this note gives the complete solution of (2). The optimal solution depends on
the unknown vector x as might be expected, however. We further give some characterization of
(2) that might lead to practical choices of the expansion vector.
We note that if we start from S = span{q1} and gradually expand it through matrix–vector
multiplications, then we obtain after k steps in exact arithmetic the Krylov subspaceKk(A, q1),
as is the case in the Arnoldi algorithm. So, for any v ∈S =Kk(A, q1) that is not deficient in
the direction of the basis vector Ak−1q1,Sv spans the same subspaceKk+1(A, q1). However, if
we allow perturbations in the process (e.g. roundoff errors), the subspace obtained deviates from
a Krylov subspace. Namely, the subspace spanned by the basis constructed may not be a Krylov
subspace. Thus, how we choose a vector from the subspace to expand it affects the subspace
constructed at end. In this regard, it has been observed by van der Vorst [10] that a version of
the Arnoldi algorithm, which expands the subspace using a Ritz vector rather than the last basis
vector, exhibits a more robust convergence characteristic under perturbations. Specifically, in a
numerical experiment with the two versions of the algorithm, the iterative vector at a certain
iteration is replaced by a random vector (creating a large perturbation in one iteration). It is
found [10] that the convergence in subsequent iterations is nearly intact for the version based on
expansion by the Ritz vector, while the convergence stagnates for the Arnoldi algorithm. We shall
also give an example in Section 2 to show this robustness of Ritz vector expansions. It would be
interesting to explain and exploit this phenomenon. It is in this context that we study the theoretical
problem of optimal subspace expansion.
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On the other hand, this study will also be relevant to the problem of constructing a subspace for
approximating interior eigenvalues, as the standard Krylov subspace does not in general provide
good approximate eigenvectors for interior eigenvalues (see for example [8, p. 42]). Of course, the
standard Ritz values may not be suitable for approximating the interior eigenvalues, the harmonic
Ritz values [3,5,9] being a remedy. Yet, it is still essential that the subspace constructed contains
good approximate eigenvectors.
Throughout the paper, A denotes a real n × n matrix and ‖ · ‖ denotes the Euclidean norm.
M† is the pseudo-inverse of M . θ(x, y) denotes the acute angle between x and y.
2. Optimal expansion vector
In this section, we first present the main result that gives precisely the solution to the optimal
expansion problem (2). We then give some characterizations that might indicate practically good
choices for the expansion vector.
Given a subspaceS, let {u1, u2, . . . , uk} be an orthonormal basis ofS and let
Uk = [u1, u2, . . . , uk].
We can consider the Rayleigh quotient UTk AUk and let
Rk = AUk − Uk(UTk AUk) (3)
be the residual. Then it is easy to see that the columns of Rk are orthogonal toS, i.e. UTk Rk = 0.
For each vector v ∈S, let v = α1u1 + α2u2 + · · · + αkuk , i.e. v = Uka with
a = [α1, α2, . . . , αk]T. We now define
r = r(v) :=Rka. (4)
Then, r = AUka − Uk(UTk AUk)a = Av − Uk(UTk AUka).
Lemma 1. Given a vector v = Uka ∈S, we have
cos θ(x,Sv) =
√
cos2 θ(x,S) + cos2 θ(r, x) (5)
where we recall thatSv =S+ span{Av} and r = Rka.
Proof. We can assume that ‖x‖ = 1. Letw be the projection of x inSv and letw0 be the projection
of x in S. Then ‖w‖ = cos θ(x,w) = cos θ(x,Sv) and ‖w0‖ = cos θ(x,w0) = cos θ(x,S).
Using the projection property that x − w ⊥Sv and x − w0 ⊥S, we have w − w0 = (w −
x) + (x − w0) ⊥S. We also have r = Rka ⊥S and r = Av − Uk(UTk AUka) ∈Sv . It follows
from these that w − w0 = tr for some scalar t ∈ R. Writing w = w0 + tr , we have
0 = rT(w − x) = rT(w0 + tr − x) = trTr − rTx,
where we note that r ⊥ w0. Thus |t | = |rTx|/‖r‖2 = cos θ(r, x)/‖r‖. Therefore,
cos2 θ(x,Sv) = ‖w‖2 = ‖w0‖2 + t2‖r‖2
= cos2 θ(x,S) + cos2 θ(r, x),
which completes the proof. 
Before we consider the general solution to (2), we first consider two trivial cases. One is when
Rk = 0. In this case,S is actually an invariant subspace by (3) and there is no need to expand the
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subspace. Indeed, we haveSv =S for any v ∈S and maxv∈S cos θ(x,Sv) = cos θ(x,S) is
attained by any v ∈S. The next result shows that the case rank(Rk) = 1 is also trivial.
Proposition 1. If rank(Rk) = 1 and Rk = r0uT, then Sv ⊂S+ span{r0} for any v ∈S. In
this case, maxv∈S cos θ(x,Sv) is attained by almost all vectors inS (i.e. by any v = Uka with
a satisfying uTa /= 0).
Proof. For v = Uka, Av = Rka + Uk(UTk AUka) = r0(uTa) + Uk(UTk AUka). ThereforeSv =
S+ span{Av} ⊂S+ span{r0}. In particular, Sv =S+ span{r0} when uTa /= 0. Thus,
maxv∈S cos θ(x,Sv) is attained when uTa /= 0. 
We present our main theorem for the general case now. We note that while our interest is in
eigenvector approximation, the following theorem is valid for approximating any fixed vector x
(e.g. x is the solution of Ax = b).
Theorem 1. Assume that rank(Rk)  2. Then maxv∈S cos θ(x,Sv) is attained by
v = UkR†kx + Ukb (6)
for any b ∈N(Rk).
Proof. By Lemma 1, to maximize cos θ(x,Sv), we just need to maximize cos θ(r, x) = |rTx|/‖r‖,
where we again assume that ‖x‖ = 1. Let Rk = UV T be the singular value decomposition of
Rk with  ∈ R× invertible, U ∈ Rn× and V ∈ Rk× having orthogonal columns. Then writing
aˆ = V Ta and noting   2, we have
|rTx|
‖r‖ =
|(UV Ta)Tx|
‖UV Ta‖
= |(aˆ)
TUTx|
‖aˆ‖ ,
which is maximized when aˆ = UTx. Equivalently, we have
a = V aˆ + b = V−1UTx + b = R†kx + b,
where b is any vector such that V Tb = 0 or b ∈N(Rk). Thus
v = Uka = Uk(R†kx + b)
maximizes cos θ(x,Sv). 
Remark 1. Although the general solution (6) contains the component Ukb, it does not contribute
to expansion of subspace because
A(Ukb) = Rkb + Uk(UTk AUkb) = Uk(UTk AUkb) ∈S.
Therefore, for v0 :=UkR†kx, we have Sv =Sv0 . So, the optimal expansion of S is essentially
given by v0.
Remark 2. (6) has a geometric interpretation. When we expandS by Av, the expanded direction
orthogonal toS is given by Rka. Therefore, optimal expansion is achieved when Rka is nearest
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to x. Note that the solution v0 = Uka is given by a which is a solution to the least squares problem
mina ‖Rka − x‖2.
While we have identified theoretically the optimal expansion vectors, it is unfortunately not
computable, as it depends on x. This is probably inevitable for the optimal solution. In practice,
we might consider substituting x in the expression of v0 by an approximate eigenvector. For
example, it might be tempting to use a Ritz vector fromS that approximates x in the place of x
to determine v. This unfortunately does not work because z1 ∈S, which implies RTk z1 = 0 and
hence R†kz1 = 0. So, UkR†kz1 = 0. This is expected as, in substituting z1 for x, we effectively
assume x = z1, in which case the eigenvector x is already in the subspace S and the subspace
can not be expanded to find a better approximation of x.
We next consider the case of symmetric A and present a characterization that may suggest
good choices of vector for expandingS for approximating an eigenvector.
Theorem 2. Let A be symmetric and x be a unit eigenvector corresponding to an eigenvalue λ.
Given v ∈S with Av /∈S, we have
cos θ(x,Sv) = max
0 /=z∈S
cos θ(x, z)
sin θ((A − λ)v, z) . (7)
Proof. For the ease of notation, we can assume v is scaled such that ‖(A − λ)v‖ = 1. For any
w ∈Sv , write
w = z + tAv, where z ∈S.
Then
cos θ(x,Sv) = max
w∈Sv,w /=0
|xTw|/‖w‖
= max
z∈S,t∈R,z+tAv /=0
|xT(z + tAv)|
‖z + tAv‖
= max
z∈S,t∈R,z+tAv /=0
|xT(z + tλv)|
‖z + tAv‖
= max
z′∈S,t∈R,z′+t (Av−λv) /=0
|xTz′|
‖z′ + t (Av − λv)‖
where z′ = z + tλv ∈ S. Now, writing r0 = (A − λ)v and replacing z′ by z in the maximization
above (for the ease of notation), we have
cos θ(x,Sv) = max
z∈S,t∈R,z+tr0 /=0
|xTz|
‖z + tr0‖
= max
0 /=z∈S maxt∈R,z+tr0 /=0
|xTz|
‖z + tr0‖
= max
0 /=z∈S,z /=0
|xTz|
‖z − r0rT0 z‖
= max
0 /=z∈S,z /=0
|xTz|
(‖z‖2 − (rT0 z)2)1/2
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= max
0 /=z∈S,z /=0
|xTz|/‖z‖
(1 − (rT0 z/‖z‖)2)1/2
= max
0 /=z∈S,z /=0
cos θ(x, z)
sin θ(r0, z)
where we note that the maximization over z + tr0 /= 0 can be replaced by z /= 0 as r0 and a
nonzero z are linearly independent. 
We see from the theorem that, if z0 is such that cos θ(x,S) = cos θ(x, z0), then cos θ(x,Sv)
is increased from cos θ(x,S) at least by the factor 1/ sin θ((A − λ)v, z0). The vector z ∈S
that achieves the maximum in (7) should be close to the eigenvector x so as to maximize the
numerator cos θ(x, z) and at the same time close to (A − λ)v so as to minimize the denominator
sin θ((A − λ)v, z). Without any other information, the Ritz vector fromS approximating x is a
reasonable candidate satisfying this and hence for approximating (7). Let θ1 and z1 be the Ritz
value and the corresponding Ritz vector approximating (λ, x). We have
cos θ(x,Sv) 
cos θ(x, z1)
sin θ((A − λ)v, z1) .
To find v ∈S to maximize cos θ(x,Sv), we consider the lower bound above and try to minimize
sin θ((A − λ)v, z1), or equivalent to maximize cos θ((A − λ)v, z1). Note that (A − θ1)z1 ⊥ S,
we have
cos θ((A − λ)v, z1) = |z
T
1 (A − λ)v|
‖(A − λ)v‖
= |θ1 − λ||z
T
1 v|
‖(A − λ)v‖
= |θ1 − λ||z
T
1 v|/‖v‖
‖(A − λ)v‖/‖v‖
Thus v = z1 maximizes the numerator and nearly minimizes the denominator. Note that the
minimizer of the denominator is an approximate eigenvector fromS (if λ is replaced by θ1, it is
so-called refined Ritz vector [1]). Therefore, the Ritz vector z1 may in practice be a good choice
for the expansion of the subspace.
We present a numerical experiment to demonstrate this.
Example 1. Consider computing the smallest eigenvalue of A = diag{1, 1/2, 1/3, . . . , 1/1000}
by applying the Rayleigh–Ritz projection method on a sequence of subspaces
Sk = span{q1, q2, . . . , qk},
where q1, q2, . . . , qk is an orthonormal basis.Sk is to be constructed through gradual expansion
of the subspace and we start from an initial subspace Sd of dimension d with q1, q2, . . . , qd
generated by orthogonalizing d random vectors. We consider two methods for expanding the
subspaceSk for k  d. In the first that we call Lanczos type expansion method,Sk is expanded
by Aqk , which is orthogonalized to obtain qk+1 and henceSk+1. In the second method that we
call Ritz vector expansion method, we compute the Ritz vector uk corresponding to the smallest
Ritz value θk of A on Sk and then expand Sk by Auk , which is orthogonalized to obtain qk+1
and hence Sk+1. We note that if d = 1, then the Lanczos type expansion is theoretically just
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Fig. 1. Example: Convergence of ‖Auk − θkuk‖ (solid line – Lanczos type expansion; dashed line – Ritz vector expan-
sion).
the Lanczos algorithm and the two expansion methods are equivalent. When d  2, the initial
subspaceSd is not a Krylov subspace and two methods differ.
For each subspace in the two sequences constructed, we compute the Ritz pair corresponding
to the smallest Ritz value and we compare the residual of the Ritz pair ‖Auk − θkuk‖. We have
used reorthogonalization to ensure the orthogonality of the basis. Fig. 1 presents the convergence
curve of residual with the solid line for the Lanczos type expansion and the dashed line for the Ritz
vector expansion. On the left, we use d = 5 and on the right we use d = 20. In both cases, we see
that the Ritz vector expansion provides a better approximation than the Lanczos type expansion.
The larger d is, the more improvement it shows. This is probably due to that the subspace is
further deviate from a Krylov subspace for larger d .
3. Concluding remarks
We have presented a theoretical solution to the problem of optimal expansion of a subspace
for approximating an eigenvector. The theoretical solution is not computable as it depends on the
unknown eigenvector. We have also presented some characterizations that may suggest the Ritz
vectors offer a good choice as a vector for expansion. This is a natural choice.
It will be interesting to identify expansion vectors that are nearly optimal and yet easily comput-
able. Here, it is worth noting that the best approximate eigenvector from a subspace is not extracted
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by the Rayleigh–Ritz method anyway [4, p. 238]. Therefore, some nearly optimal expansion may
work just as well in practice. On the other hand, our optimal expansion problem is posed in
terms of the angle measure cos θ(x,S). It may be interesting to study the problem under other
measures. It may also be interesting to study the problem in the asymptotic setting when the
subspace asymptotically contains the eigenvector θ(x,S) → 0 (see [2]).
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