Point defects in GaN were studied with time-resolved photoluminescence (PL). The effects of temperature and excitation intensity on defect-related PL have been investigated theoretically and experimentally. A phenomenological model, based on rate equations, explains the dependence of the PL intensity on excitation intensity, as well as the PL lifetime and its temperature dependence. We demonstrate that time-resolved PL measurements can be used to find the concentrations of free electrons and acceptors contributing to PL in n-type semiconductors. V C 2014 AIP Publishing LLC.
I. INTRODUCTION
Time-resolved photoluminescence (PL) can provide valuable information about point defects in semiconductors. A nonexponential decay of PL after a pulse excitation usually indicates that the PL band is associated with a donor-acceptor pair (DAP) recombination. 1 Shallow donors commonly have the largest contribution to the DAP transitions because of their larger Bohr radius. In particular, many PL bands in undoped GaN are attributed to transitions from a shallow donor to different acceptors at low temperature. 2 With increasing temperature, electrons are emitted from the shallow donor to the conduction band, and transitions from the conduction band to different acceptor levels (eA transitions) become dominant. The eA transitions are expected to cause an exponential decay of PL after a pulse excitation, with a characteristic lifetime inversely proportional to the concentration of free electrons. 2 In fact, the PL decay may remain nonexponential for a wide range of temperatures, because the eA and DAP transitions are often unresolved, and both the eA and DAP transitions contribute to the PL. However, even in such a case, the effective lifetime of PL can be defined and analyzed. 3, 4 Previously, we studied time-resolved PL from undoped n-type GaN and determined parameters of the defects responsible for the main PL bands in this material. [3] [4] [5] [6] One of the well-studied bands is the blue luminescence (BL) band with a maximum at 2.9 eV. This band is attributed to the Zn Ga acceptor. 2 The BL band intensity is independent of temperature at low temperatures, and it is quenched with an activation energy of about 350 meV at temperatures higher than a characteristic temperature T 0 (T 0 % 200 K for the BL band). In the Arrhenius plot, T 0 is defined as the temperature where two lines, corresponding to the temperature-independent and exponential parts, cross when extrapolated. 7, 8 The PL lifetime for the BL band decreases with increasing concentration of free electrons, and it varies slowly with temperature for T < T 0 . At T > T 0 , the measured PL lifetime decreases with some activation energy in the Arrhenius plot. 4, 6 No quantitative description of the temperature dependence of the PL lifetime was given in these works.
The temperature dependence of the PL lifetime for defects in GaN and other semiconductors has been studied in very few works. Kwon et al. 9 observed that the lifetime of the yellow luminescence (YL) band in GaN decreases with Si doping but is nearly independent of temperature between 10 and 300 K. Gil et al. 10 reported on a small increase of the PL lifetime with increasing temperature from 8 to 300 K for the blue band peaking at 2.6 eV in GaN doped with As. As for the defect-related PL in other semiconductors, in some cases, the PL lifetime has the same or similar temperature dependence as the PL intensity, 11 whereas in other examples these dependencies differ substantially. 12, 13 Recently, we demonstrated that the value of T 0 in high-resistivity GaN strongly depends on the absolute internal quantum efficiency (IQE) of PL. 7 It is unclear a priori if the temperature dependencies of PL intensity and PL lifetime are identical to each other or not, and how the PL lifetime depends on the absolute IQE of PL.
In this work, we present the experimental data on timeresolved PL in n-type GaN samples and provide a model that explains the temperature dependence of the PL lifetime associated with defects.
II. EXPERIMENT
Basic information about the samples analyzed in this work is given in Table I . Two undoped GaN samples and one Si-doped sample (1011, 1611, and 2015, respectively) were grown by hydride vapor phase epitaxy (HVPE) at TDI, Inc. Three GaN layers co-doped with Si and Zn (samples 1140, 1142, and 1154) were grown by the metalorganic vapor phase epitaxy (MOVPE) method at TUBS (Germany). Undoped GaN layers (samples 6615 and 6623) were grown by molecular beam epitaxy (MBE) at VCU. All the GaN layers were grown on c-plane sapphire substrates.
Steady-state PL was excited with a 50 mW He-Cd laser, dispersed by a 1200 rules/mm grating in a 0.3-m monochromator, and was detected by a cooled photomultiplier tube. Time-resolved PL was excited with a pulsed nitrogen laser (1 ns pulses with repetition frequency of 6 Hz, and 337 nm wavelength) and analyzed with an oscilloscope. A closedcycle optical cryostat was employed to achieve sample temperatures between 15 and 320 K. The PL spectra were corrected for the response of the optical system by comparing the spectrum of a tungsten lamp with a standard spectrum. To find the absolute IQE for a particular PL band in the steady-state PL experiments, we compared the integrated intensity of this band with the PL intensity obtained from a standard GaN sample previously calibrated 8 and measured under identical conditions and with a known excitation power density P exc . The intensity of the incident laser light at the sample surface, denoted as P 0 , was determined from P exc by converting Watts into the number of photons.
III. RESULTS

A. Steady-state PL spectra
The PL spectra from the studied samples at 100 K are shown in Fig. 1 . In two HVPE-grown GaN samples, the BL band was one of the dominant defect-related bands [ Fig. 1(a) ]. The BL band is attributed to transitions from the conduction band (or from shallow donors at low temperatures) to the Zn Ga acceptor, which has an energy level at about 0.35 eV above the valence band maximum. 2, 14, 15 It is established that a Zn contamination at a level of only 10 15 À 10 16 cm À3 results in a very intense BL band, with an IQE up to 30%. 7 In addition to the BL band and the exciton emission lines located close to the GaN bandedge, the PL spectra from the HVPE-grown GaN contained an ultraviolet luminescence (UVL) band with the main peak at $3.28 eV, followed by LO phonon replicas, and a broad red luminescence (RL) band with a maximum at 1.8 eV [ Fig. 1(a) ]. The identity of the defects responsible for the UVL and RL bands in undoped GaN is not established.
The BL band is also the dominant band in the PL spectrum of the GaN:Si,Zn samples grown by MOVPE [ Fig. 1(b) ]. No UVL band could be detected in these samples. Finally, the spectra from the MBE-grown GaN samples analyzed in this work contain a very intense UVL band, with an IQE reaching 80% for sample 6623. 8 The identity of the shallow acceptor responsible for the UVL band in these samples is also not established. Figure 2 shows an example of the evolution of the PL spectrum with increasing temperature for an undoped GaN sample. We observe a transformation of the UVL band, which is typical for n-type GaN: the shallow DAP band with a main peak at 3.262 eV gives way to the eA band with a main peak at 3.285 eV at about 50 K (Fig. 2) . This transformation is explained by the thermal emission of electrons from shallow donors to the conduction band and their recombination with holes bound to the Zn Ga acceptors. Note that the integrated intensity of the UVL band remains almost unchanged up to T % 100 K. The UVL band is quenched at higher temperatures and completely disappears at 200 K (Fig. 2) . The BL band intensity is independent of temperature up to T % 200 K, and is quenched at higher temperatures (not shown).
B. Decay of photoluminescence
The evolution of the BL intensity after a pulse excitation for three GaN samples at 180 K is shown in Fig. 3(a) . The PL decay is nearly exponential at this temperature. Fig. 3(b) ]. From PL decays at different photon energies, we reconstructed the PL spectra at selected time delays and compared them to the steady-state PL spectra (Fig. 4) . This comparison is needed to prove that the PL decay analyzed in the time-resolved PL experiment is related to a particular PL band and not to other PL bands contributing at the same photon energy. For example, we see that the time-resolved PL data between 1.8 and 2.4 eV in Fig. 4 (a) are unrelated to the RL and BL bands, and it reveals the YL band with a maximum at 2.2 eV, which is not resolved in our steady-state PL experiments. Figure 5 shows the dependence of the PL intensity on the excitation intensity for the BL band in time-resolved PL measurements. At low excitation intensities, the PL intensity increases linearly with P 0 , and at high excitation intensity, a complete or partial saturation is observed [ Fig. 5(a) ]. The saturation of the PL signal is attributed to the saturation of defects with photogenerated holes. The characteristic excitation intensity at which the saturation begins does not depend on temperature [ Fig. 5(b) ]. The decay of PL in our experiments was measured at relatively low excitation intensities, when the defects participating in the PL process are not saturated with holes. However, the characteristic lifetime remained nearly the same for the entire range of used excitation intensities.
C. Temperature dependence of PL lifetime
The temperature dependencies of the PL lifetime for selected samples are shown in Fig. 6 . As the temperature increases from 100 to 180 K, the PL lifetime of the BL band decreases slowly for the samples with a low concentration of free electrons (samples 1611, 1011, and 2015), and it is independent of temperature for the degenerate GaN (sample 1142). At higher temperatures, the PL lifetime decreases with a slope revealing an activation energy E A in the Arrhenius plot (Fig. 6) . It is interesting to note that, while the PL decayed faster at higher temperatures, the initial PL intensity (immediately after a laser pulse) remained unchanged (Fig. 7) .
In Fig. 8 , the PL lifetimes for the BL band in three samples (filled symbols) are normalized to their values at low temperatures (120-140 K) and compared with the normalized PL intensities (empty symbols). For a given sample, the values of T 0 determined from the temperature dependencies of the PL lifetime and PL intensity are almost identical. However, T 0 is quite different for different samples (Table II) . At T > T 0 , both the PL lifetime and PL intensity decrease with an activation energy of about 300-350 meV for the BL band in all the samples. Figure 9 compares the normalized temperature dependencies of the PL lifetime and PL intensity for the UVL band in two samples. Again, we see very similar temperature behavior of the PL lifetime and PL intensity for a given sample and different values of T 0 for different samples. The activation energy of the dependencies in the region of thermal quenching (T > T 0 ) is about 150 meV for the UVL band. To explain the temperature and excitation-intensity behavior of the defectrelated PL described above, we developed a phenomenological model for the defect-related time-resolved PL. energy E D , a selected acceptor A with concentration N 1 and ionization energy E 1 , and several other types of defects with concentrations N i (i ¼ 2; :::; k) that participate in electronhole recombination. These defects include radiative defects and centers of nonradiative recombination. Under illumination, electron-hole pairs are produced with a generation rate G per unit volume. For simplicity, we will assume in this section that G is constant within an active layer of thickness a À1 , where a is the absorption coefficient, and G ¼ 0 beyond this layer. The concentrations of free electrons and holes are n and p, respectively. We use the traditional description of transition rates as the product of the concentrations of available carriers and available empty sites, multiplied by a constant factor called the capture coefficient. 16, 17 In particular, the rate term C p1 N À 1 p describes the capture of free holes by the negatively charged acceptor A, with C p1 being the holecapture coefficient for the acceptor. Similarly, C n1 N 0 1 n, where C n1 is the electron-capture coefficient, describes the recombination between free electrons and holes bound to the acceptor A. We will neglect the DAP recombination, what is typically justified for temperatures above 100 K in n-type GaN. Then, the PL intensity via the acceptor with i ¼ 1, I PL 1 , and its absolute IQE, g 1 , can be expressed as
and
respectively. Here, the parameter s 10 , introduced as
has the meaning of the PL lifetime in the low-temperature limit as will be shown later.
The rate of change of the concentration of holes bound to the acceptor with i ¼ 1 is given by
The first term on the right side of this equation describes the capture of free holes by the negatively charged acceptors. Note that N À 1 can be replaced with N 1 for low excitation intensities (when the acceptors are not saturated with photogenerated holes) in an n-type semiconductor. 7 The second term on the right side describes the recombination of free electrons with bound holes, which is the observed PL. The last term in Eq. (4) describes the thermal emission of holes from the acceptor to the valence band with the rate Q 1 ,
where N v is the effective density of states in the valence band, g is the degeneracy factor of the acceptor level (assumed to be equal to 2 for acceptors in GaN), T is the temperature, and k is Boltzmann's constant. The rate of change of the hole concentration in the valence band is given by dp dt
Here, the term C pi N i p in the sum describes the capture of free holes by the ith type of defects with concentration N i . For generality, we can include the near-bandedge emission in this sum as one of the recombination channels by formally assigning C pi ¼ B and N i ¼ n, where the rate coefficient B includes both the exciton and free electron-hole recombination components. The absolute IQE of PL, g 1 ¼ I PL 1 =G, caused by the recombination of carriers via the acceptor A, in the limit of low temperatures (when Q 1 % 0), can be expressed as 7, 8 
It is also useful to define the characteristic lifetime of holes in the valence band in the limit of low temperatures, s 20 , as
Accounting for Eqs. (3) and (8), Equation (4) can be re-written as
On the other hand, the change in the concentrations of free holes during the excitation (G > 0) and after an excitation pulse (G ¼ 0) can be expressed from Eq. (6), accounting for Eq. (8), as dp dt
and dp dt
respectively. Below, we will analyze the carrier dynamics for the cases of G > 0 (during illumination) and G ¼ 0 (after the illumination).
B. Increase in the concentration of free and bound holes during illumination
It follows from analysis of Eqs. (9) and (10) 
According to Eq. (12), the concentration of free holes increases linearly with time, as p ¼ Gt, and it saturates at p ¼ Gs 20 when t ! 1. For the studied GaN samples, the time at which the saturation begins (t % s 20 ) is much smaller than the length of our laser pulse (1 ns).
To obtain simple analytical expressions describing the time evolution of the concentration of holes bound to the acceptor, N 
where Figure 10 shows the pðtÞ and N 0 1 ðtÞ dependencies for low and high excitation intensities calculated with Eqs. (12)- (14) . We can see that at t > s 20 , the concentration of holes bound to the acceptor increases linearly with time and saturates at N 0 1 ðtÞ % N 1 when t ) k À1 . Next, we find the concentrations of free and bound holes at the end of a laser pulse, at t ¼ t L , where t L is the length of the laser pulse. These values will be the initial points for the evolution of the free and bound hole concentrations after the pulse and will be labeled as pð0Þ and N 1 ð0Þ, respectively. If t L > s 20 (which is always satisfied in our experiments on GaN), the concentration of free and bound holes at the end of the pulse are (Table II) 
respectively. The dependence of N 0 1 ð0Þ on the electron-hole generation rate (or laser intensity) is shown in Fig. 11 . It consists of a linear dependence at low G, which for k t L À s 20 ð Þ( 1 can be approximated by
and it saturates at N
The characteristic generation rate G 0 can be defined as G at which the linear dependence given with Eq. (18), when extrapolated, crosses the value of N 1 , i.e.,
Note that in the steady-state PL, the saturation of PL begins at
From Eq. 
Since the PL decays after the pulse, I PL 1 ð0Þ will be called "the peak intensity," hereafter. For typical parameters of the defects in GaN and the conditions used in our experiments, k t L À s 20 ð Þ( 1. In this case, no temperature dependence of the I PL 1 ð0Þ could be noticed; i.e., for a given excitation intensity, the peak PL intensity is practically independent of temperature, in agreement with the experimental data shown in Fig. 7 .
C. PL decay after a pulse excitation
When the excitation intensity is low enough, so that 
Among the possible solutions of a linear system of Eqs. (11) and (22) 
where N 0 1 ð0Þ and pð0Þ, given with Eqs. (16) and (17), are the concentrations of bound and free holes before ceasing the excitation light at t ¼ 0. By substituting Eqs. (23) and (24) into Eqs. (11) and (22), we obtain a quadratic equation for s
Both roots of this equation, s 1 and s 2 , have a physical meaning and will be used below. Figure 12 shows (28) and
In our experiments, the temperature has never achieved T 2 (Table II) ; therefore, we will use only Eqs. (26) and (27) below. Since both roots of Eq. (25) 
where 
At T < T 0 , the PL lifetime is independent of temperature and is equal to s 10 . The thermal quenching of PL begins at T > T 0 , where T 0 can be found from the condition ð1 À g 10 Þs 10 Q 1 ¼ 1. 7, 8 The PL lifetime also decreases exponentially with increasing temperature at T > T 0 , so that the activation energy of this decrease in the Arrhenius plot is E 1 . The concentration of free holes at T < T 0 decreases very quickly, with the characteristic time constant s 20 . However, at T ) T 0 , the slow component (with time constant s 1 ) may appear in the decay of the free-hole concentration, when the parameter d in Eq. (33) is no longer negligible. Figure 13 shows the calculated decays of the PL intensity and time dependencies of the free-hole concentration for selected temperatures. The parameters for the calculations are chosen to describe PL transients of the BL band in two characteristic GaN samples: a moderately doped sample 2015 and a degenerate GaN sample 1142, for which T 0 ¼ 225 and 295 K, respectively. The PL intensity at low temperatures (T < T 0 ) decays exponentially after a laser pulse with the characteristic time constant s 10 defined with Eq. (3) We have estimated for our setup that the maximal intensity of the incident light from the nitrogen laser during the 1 ns pulse is P 0 ¼ 5 Â 10 23 photons per cm 2 per s at the sample surface. In an approximation hereafter referred to as a "simple model," we assume that the laser light is absorbed in the near-surface layer with effective thickness of d ¼ a À1 , where a % 10 5 cm À1 for GaN at 337 nm [Ref. 19] . Assuming that the generation rate G is constant in this layer (i.e., G ¼ aP 0 ), we estimate that our nitrogen laser, without attenuation, generates G ¼ 5 Â 10 28 electron-hole pairs in a cubic centimeter per second during the pulse. Lower intensities were obtained by attenuating the incident light with neutral density filters.
In a more realistic approximation, hereafter referred to as an "advanced model," the exponential decrease of the laser light intensity inside the semiconductor is accounted for by integrating the PL intensity arising from different depths, as it was explained in Ref. 20 . Let us consider a semiconductor layer with thickness L. For generality, we assume that near the surface there is a depletion region with a thickness x 0 in which light is absorbed, but PL is not produced because of the strong electric field. 20 The incident light intensity P 0 decreases inside the semiconductor as expðÀaxÞ, where x is the distance from the surface. At an arbitrary distance x, GðxÞ ¼ aP 0 expðÀaxÞ. Then, the total intensity of the PL band related to the defect with i ¼ 1, which is emitted in all directions from the unit area and from the depth x 0 to L, is
From Eqs. (21) and (36),
where
Note that PL intensity given with Eqs. (21) and (32) [or (35) ] is expressed as the number of photons emitted from a cubic centimeter, while the PL intensity given with Eq. (37) is expressed as the number of photons emitted from a unit area of a semiconductor layer. When the results calculated in the simple and advanced models are compared, G must be converted into P 0 and I Figure 14 shows the dependencies of the peak PL intensity (immediately after a laser pulse) on the excitation intensity for three samples. The experimental dependencies are plotted in relative units. For example, the peak PL intensity was two orders of magnitude higher for sample 1142 than for sample 2015 at very low excitation intensities. In the fits, FIG. 13 . Calculated decays of PL intensity (for the BL band) and the concentration of free holes by using Eqs. (32) and (33), respectively, with parameters given in Table II obtained by using Eq. (37) and shown with solid curves, we assumed that x 0 ¼ 0, because the band bending under illumination at 190 K is significantly reduced, and the depletion region (especially in the degenerate samples) can be ignored. The only fitting parameter was N 1 . Other parameters (given in Table II) were obtained from independent experiments. In particular, s 10 was directly found from PL decay in timeresolved PL measurements, C p1 , E 1 , and g 10 were estimated from analysis of steady-state PL, 7 and Q 1 and s 20 were calculated with Eqs. (5) and (8), respectively. The analysis of the calculated dependencies shows that the effect of temperature on the PL intensity after a laser pulse is negligible, i.e., the term 1=Q 1 in Eqs. (15) and (38) can be ignored. For example, the largest calculated reduction of the PL intensity at highest temperatures used in our experiments was about 5% for samples 1142 and 2015.
At low excitation intensity, the peak PL intensity increases linearly with P 0 . At high excitation intensity, a complete saturation is observed for the samples with small thicknesses of the GaN layer co-doped with Si and Zn (1142 and 1154). For the thick GaN layer (2015), slow increase of PL intensity is observed at high excitation intensities, because the region where acceptors become saturated with holes gradually moves deeper and deeper into the thick layer with increasing excitation intensity, in agreement with Eq. (37). For this sample, the dependence calculated with Eq. (21) using the simple model (see dashed line in Fig. 14) disagrees with the experiment, while for the 200 nm-thick layers (samples 1042 and 1154), the fits with the simple model and the advanced model are almost indistinguishable. It is interesting to note that for all of the samples, the value of N 1 is overestimated by a factor of 2-2.5 when it is calculated using the simple model in comparison with the values obtained by using the advanced model.
A very good agreement between theory and experiment demonstrates that time-resolved PL can be used to find the concentrations of acceptors participating in PL in n-type semiconductors. Previously, we determined N 1 from steadystate PL only. 7, 20 Analysis of the peak PL intensity as a function of the laser intensity in time-resolved PL experiment provides an independent estimate of N 1 . The concentrations of the Zn Ga acceptors in the studied GaN samples obtained from the time-resolved PL are given in Table II and compared with data obtained from steady-state PL. We conclude that the accuracy of the PL methods in determining the concentrations of defects is roughly plus-minus half an order of magnitude. The main sources of error are an inaccurate determination of the incident laser intensity in both types of experiments, the assumption that the laser pulse has constant intensity during 1 ns, and an inaccurate estimate of the PL IQE. While the errors due to the first two reasons can be significantly reduced by careful calibration of the experimental setups, possible errors in the IQE require a careful analysis. 21 We would like to note that the accuracy in the determination of the absolute IQE of PL increases significantly for samples with a very high IQE, where the error may be a few percent. 7, 21 Such samples can be used as standards for rough estimates of IQE from the external efficiency of PL in different samples measured in identical conditions. Time-resolved PL can also be used as a contactless method to determine the concentration of free carriers. In Table I , we compare the concentrations of free electrons in n-type GaN found from Hall-effect measurements and from time-resolved PL data. In the latter case, n is calculated from Eq. (3) by using the experimentally found s 10 and previously determined coefficients C n1 . In particular, for the BL band C n1 ¼ ð1:560:2Þ Â 10 À13 cm 3 /s, as was found from a set of thin, degenerate GaN layers co-doped with Si and Zn. 7 In some GaN layers grown on sapphire substrates, the concentration of free electrons calculated from room-temperature Hall-effect measurements contains a significant error (up to an order of magnitude), because of a degenerate interfacial region which shunts the conductivity of the main GaN layer. 22 In this case, temperature-dependent Hall-effect measurements with the application of the two-layer model can be used to find the correct value of n.
23 Then, the time-resolved PL method is advantageous and provides a reliable value for the concentration of free carriers in the top 200 nm of the GaN layer.
B. Temperature dependence of PL lifetime and PL intensity
Equation (26) explains the temperature dependence of the PL lifetime (Figs. 6, 8, and 9 ). At T < T 0 , the PL signal decays exponentially after a laser pulse, and the PL lifetime s 1 slowly increasing temperature due to a slow increase of the electron concentration in the conduction band [see Eq. (3) for s 10 ]. The thermal quenching of PL and an exponential decrease in the measured PL lifetime begin at T % T 0 . In the region of the PL quenching (T > T 0 ), both I PL 1 (in steadystate PL measurements) and s 1 (in time-resolved PL measurements) decrease exponentially with increasing temperature, and the activation energy of this decrease in the Arrhenius plot is close to E 1 .
Remarkably, the temperature dependencies of the defect-related PL lifetime and the PL IQE are nearly identical. The latter is described with the following expression:
compare this expression with Eq. (26) for s 1 ðTÞ. In experiment, the temperature dependencies of s 1 and g 1 almost coincide (Figs. 8 and 9 ), in agreement with Eqs. (26) and (39). The critical temperature T 0 can be defined for both cases as
This temperature depends on the absolute IQE of PL and on the PL lifetime for a particular sample, but is independent of the excitation intensity. A closer inspection shows that the g 1 ðTÞ and s 1 ðTÞ dependencies differ by a factor K
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which has a weak temperature dependence due to the temperature dependence of n in Eq. (3). The weak temperature dependence of s 10 can explain the small difference in T 0 when the latter is experimentally determined from the temperature dependencies of either PL intensity or PL lifetime. Figure 15 shows the experimental data for sample 1611. The data are fit with Eqs. (26) and (39), for which a slow exponential rise of the concentration of free electrons with temperature is accounted. The weak dependence of s 10 on temperature due to the varying concentration of free electrons has no significant effect on the exponential slope, but explains the small shift of T 0 to lower temperatures for the PL lifetime dependence. An important conclusion is that the comparison of the temperature dependencies of s 1 and g 1 can provide information about the possible temperature dependence of the capture coefficients. For example, an independence of g 1 on temperature for T < T 0 (where g 1 % g 10 ) indicates that C p1 is constant or its temperature dependence is negligible [see Eq. (7)]. It can be argued that g 10 will remain constant if C p1 and P k i¼1 C pi have the same temperature dependence. However, such a coincidence is unlikely, especially when the independence of g 10 on temperature is observed for samples with very different absolute values of g 10 , for samples grown by different methods and in different doping conditions. On the other hand, the independence of s 1 on temperature for T < T 0 (where s 1 % s 10 ) in degenerate samples or a weak dependence on temperature in nondegenerate samples (if it is consistent with the temperature dependence of the free-electron concentration) points to the fact that C n1 is constant or its temperature dependence is negligible [see Eq. (3)].
An interesting prediction following from Eq. (33) is that at T > T 0 , the concentration of free holes decreases after a laser pulse much slower than at T < T 0 . For example, at room temperature, significant concentration of free holes should persist up to almost 1 ls after the excitation pulse [Figs. 13(c) and 13(d) ]. This effect has the following explanation. During a short excitation pulse, the generated free holes are quickly captured by different defects, in accordance with the absolute IQE of each recombination channel. For example, in sample 1142, about 10 À11 s after the pulse, 94% of free holes are captured by the Zn Ga acceptors, and the remaining 6% of holes form excitons or are captured by other defects (radiative and nonradiative). However, at room temperature, the holes are efficiently emitted to the valence band from the Zn Ga acceptors during the time period of almost 10 À6 s [ Fig. 13(c) ]. These thermally emitted holes keep the concentration of free holes at a sufficiently high level.
C. Temperature dependence of PL lifetime in other models
In early works on PL from defects in semiconductors, the thermal quenching of PL was commonly explained by the Seitz-Mott mechanism. 24, 25 According to this mechanism, the PL quenching is caused by a gradual replacement of radiative transitions with non-radiative ones, which involve the same defect (one-center model). The PL decay in this model is expected to be exponential, i.e., 26, 27 
Here, A is the temperature-independent probability of radiative recombination and R is the probability of the nonradiative recombination, which has a strong temperature dependence. Specifically, RðTÞ ¼ Rð0Þexp ÀE A =kT ð Þ , where E A is the energy of the intersecting point in the adiabatic potentials of the excited and ground state of the defect. Although Eq. (42) appears to be similar to Eq. (35) , it ignores the competition between different recombination channels and cannot explain the different temperature dependencies of PL lifetime for samples with different IQE of PL.
In fact, for a majority of defects in III-V and II-VI semiconductors, the thermal quenching of defect-related PL occurs via the Sch€ on-Klasens mechanism, 28, 29 which involves the thermal emission of charge carriers to the nearest band and the redistribution of these carriers between all other recombination channels. 30 Note that, as in an early work 31 and also in the following papers, 32,33 the Klasens' model was poorly justified, because it involved a nonradiative acceptor (a trap) with a level close to the conduction band and a radiative donor with a level closer to the valence band. This assumption led to the so-called bimolecular law of electronhole recombination, so that even at high temperatures, the PL decay was expected to occur with a power law 
A very similar law was predicted within the Seitz-Mott mechanism when traps were included into the model. 24, [34] [35] [36] In the model discussed in Sec. IV, the shallow donor can be regarded as a trap. However, at temperatures above 100 K, the equilibrium (dark) concentration of free electrons in n-type GaN becomes high enough so that the role of the shallow donor in time-resolved PL becomes insignificant, and the PL decay becomes exponential.
VI. SUMMARY
We have demonstrated that the defect-related PL intensity and PL lifetime have nearly identical temperature dependencies in n-type GaN. The differences in these dependencies can be explained by the temperature dependence of the concentration of free electrons, or, otherwise, should be attributed to the temperature dependencies of the carrier-capture coefficients. The PL lifetime decreases above a characteristic temperature, which depends on the internal quantum efficiency of the defect-related PL and the carriercapture coefficients for the defect. The characteristic PL lifetimes and the lifetime of holes in the valence band can be predicted using a phenomenological model. The same model explains well the dependence of PL intensity on excitation intensity in time-resolved PL experiments. Analysis of this dependence allows us to find the concentrations of defects that participate in PL.
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