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Chapter 1
Introduction
Progress in fundamental science and technology relies on our understanding of the pro-
cesses and mechanisms behind the systems under investigation. One of the indispensable
tools in broadening our understanding and finding potential solutions to technological
challenges is high resolution imaging. Among the variety of imaging modalities explored
so far, light microscopy is the earlies and most commonly used one. Imaging with pho-
tons (as opposed to electrons or ions) has the advantage of longer penetration depths in
addition to chemical sensitivity and spectroscopic information that can also be acquired
[1, 2]. In 1873, Ernst Abbe put forward his famous formula describing the limits on the
resolution of a microscope set by the wavelength of the light source and the numerical
aperture (NA) of the optics used [3]. Except for samples suitable for super-resolution
techniques, light sources with shorter wavelengths in the XUV and X-ray regime have to
be used to achieve higher resolutions. Both full-field and scanning X-ray microscopes,
therefore, demonstrated resolutions down to ∼ 10 nm beyond the reach of almost all
super-resolution modes of light microscopy [4, 5]. However, the resolution of classical
XUV/X-ray microscopes is mainly limited by the quality of the optics used in focusing
or image formation.
Driven by the progress in coherent XUV/X-ray sources and iterative phasing algorithms,
a new imaging modality known as coherent diffractive imaging (CDI) was demonstrated
in the late 1990s [6]. CDI techniques avoid the use of image forming optics between the
sample and the detector which overcomes the performance limitation due to focal power,
losses and aberration of the XUV/X-ray optics. As a result, resolutions as high as 2 nm
and 3 nm were demonstrated using CDI techniques at large scale facilities like synchrotron
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sources [7, 8]. The availability of amplitude and phase information in CDI techniques
also gives the possibility of chemical composition mapping [8]. In combination with
tomography, CDI techniques were used to non-destructively image complex 3D structures
including integrated circuits and whole unstained cells with nanoscale resolutions [9, 10].
Until recently, the application of these techniques was mainly confined to large scale
facilities like synchrotrons and X-ray free electron lasers (XFELs). These sources only
offer limited access for beamtimes and are non-portable which hindered a broader use of
CDI techniques for everyday scientific and commercial applications. The availability of
table-top sources based on high-order harmonic generation (HHG) promises to exploit the
full potential of CDI techniques by overcoming the issues of access and portability. CDI
experiments employing table-top sources reported wavelength-scale resolutions although
a reliable performance measure is yet to be performed [11–13]. The ultrashort pulse
durations of HHG sources also enabled pump-probe experiments which was applied in
studying magnetization dynamics, heat and energy transport among others [14, 15].
Potential applications of CDI techniques, e.g. in the semiconductor industry and bi-
ological sciences, still require higher resolutions and reasonable acquisition times than
the currently reported performance levels. So far, table-top CDI setups couldn’t resolve
features < 100 nm whereas typical feature sizes in semiconductor masks or organelles
in biological cells are just few tens of nanometers. Given the longer wavelengths of
∼ 10 nm−40 nm compared to synchrotrons, table-top CDI setups therefore require very
high NA to achieve these resolution values. However, the photon flux of HHG sources
was not high enough to record diffraction that makes use of the available NA of the setup
in a reasonable exposure time. Fortunately, HHG sources have seen exceptional increase
in coherent XUV flux during the last decade [16, 17]. In particular, fiber laser driven
HHG sources demonstrated record-high photon flux in the XUV spectral range owing to
their unique high power capabilities and novel strategies for power scaling. Nowadays,
fiber laser driven HHG sources can deliver photon flux that exceeds 1014 photons/second
in a single harmonic line at 21 eV [18]. This opened up new opportunities for scaling the
performance of table-top CDI systems. But it also brought new challenges since a differ-
ent regime has to be explored in terms of power handling and new limits on resolution.
The separation of generated harmonic beam from the driving laser and ensuring stable
illumination at high powers are some of the power-related challenges. Temporal coher-
ence of the source and propagation effects in wavelength-sized features set new limits on
resolution that were not reachable so far both in table-top and large scale setups. For high
resolution ptychography, for example, the HHG source needs to be optimized for narrow
3spectral widths and small XUV beam sizes at the sample to overcome the resolution
limit due to temporal coherence. Due to the wavelength-scale resolutions achievable with
HHG sources, propagation phenomena that are not observable at synchrotron and XFEL
sources (due to the high wavelength to resolution ratios) were shown to influence image
quality [19]. These propagation effects and possible ways to overcome them also need to
be explored in greater detail. In estimating imaging performance, a reliable resolution
metric is necessary so as to qualify these techniques for real-world applications. Previous
table-top setups mainly used knife-edge resolution tests and single isolated features to es-
timate performance. The possibility of numerical artifacts and artificially sharp features
in phase retrieval also demands the use of a direct Rayleigh-type resolution criterion.
In this work, table-top CDI was pushed towards higher resolutions by employing fiber
laser driven HHG sources delivering record-high photon flux. The high coherence and
photon flux of the HHG source enabled the highest resolution CDI experiments on a
table-top. In a holographic implementation of CDI which is relevant for time-resolved
experiments, the smallest features resolved in a table-top setup were demonstrated with
reduction of acquisition times from hours to minutes. For extended samples, as is the case
for most real world applications, a Rayleigh-type resolution criterion was used for the first
time to demonstrate imaging of features only few wavelengths in size. In the following
chapter, the fundamental principles of diffraction theory and the basic ideas behind the
variety of CDI implementations is discussed. A brief introduction into the process of
HHG and the requirements on the coherence of sources for CDI is also presented. Details
of the laser system and experimental setup used in this work are described in chapter 3
together with the CDI results with sub-wavelength resolution. The operating principle
of a wavefront sensor developed for XUV wavelengths is also presented in this chapter
along with a proof-of-principle experiment in the visible spectral range. In chapters 4,
the highest resolution holographic CDI experiment on a table-top setup and refinement of
resolution using iterative phase retrieval is presented. The waveguiding effects observed
in the reconstructions are also described in this chapter using a numerical simulation of
the sample structure. Chapter 5 covers imaging of extended samples using ptychography
with wavelength-scale resolutions and stresses the importance of using a direct real space
resolution metric in performance estimation. The last chapter provides a summary of the
important results of this work and point possible directions for future works.

Chapter 2
Fundamentals
In this chapter, the fundamental principles and techniques necessary for a proper under-
standing of the results of the thesis are presented. We start by a discussion of the theory
of diffraction which is the principle by which the techniques and findings in this work
are based upon. We then proceed to a description of the basics of coherent diffractive
imaging (CDI) techniques and point out the requirements, advantages and disadvantages
of each modality. Coherence, which is the main requirement on the light source in CDI,
and sources of coherent XUV/soft X-ray light are presented in the last subsections of this
chapter.
2.1 Diffraction of Light
Imaging systems rely on the interaction of light (electrons or ions) with the sample so
as to acquire an image representing the transmission, phase or any other property of the
sample. In CDI, the underlying principle of light-matter interaction is diffraction of an
incoming coherent light field by the sample to be imaged. First reported by Grimaldi with
preliminary explanations by Huygens and Fresnel, diffraction is a consequence of the wave
nature of light and cannot be accounted for in a ray optics representation [20]. Diffraction
happens when a light field is transversally confined (by an object or by tight focusing)
to small sizes or partially obstructed by an object, and it becomes more observable when
the confinement is on the order of the wavelength of the light source.
5
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2.1.1 Scalar diffraction theory
Propagation of electromagnetic waves has to satisfy Maxwell’s equations in the material
media through which the field is propagating. In the most general formulation, the Carte-
sian components of the electric and magnetic fields are coupled with one another through
the properties of the material media. Therefore, a solution of Maxwell’s equations, in
general, requires doing a full vectorial analysis considering all field components of the
electric and magnetic fields [21]. For the special case of linear, isotropic, homogeneous,
non-dispersive and non-magnetic medium in the absence of free charges, this coupling
between the field components is lifted. In this special case, each field component needs
to satisfy the equation
∇2u(r, t)− n
2
c2
∂2u(r, t)
∂t2
= 0 (2.1)
known as the scalar wave equation. The variable u(r, t) stands for any of the field com-
ponents Ex, Ey, Ez, Hx, Hy and Hz. The operation ∇2 stands for the Laplacian, n is
the refractive index of the medium and c is the speed of light in vacuum. In this work,
we are interested in diffraction of light field from an object under investigation and its
propagation in free space afterwards. In this diffraction phenomenon, the medium is
inhomogeneous at the boundary of the object and the scalar wave equation is an approx-
imation. Nevertheless, it has been shown the scalar approximation gives accurate results
if the size of the diffracting object is larger than the wavelength and the diffracted field is
recorded far away from the object [20]. A criterion for satisfying the latter of these two
conditions is discussed in the next section and special cases when the former condition is
not satisfied are investigated in section 4.3.
Considering a field with a certain frequency, the spatial and temporal dependence of the
total field u(r, t) can be separated. The resulting equation for the spatial component U(r)
is known as Helmholtz equation and can be written as
(∇2 + k2)U(r) = 0 (2.2)
where k = 2pin/λ is the wave vector and λ is the wavelength. We are interested in
solutions of Helmholtz equation that satisfy the boundary conditions for our system.
In general, the diffraction problems encountered can be formulated as: given a field
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distribution at an initial plane z = z0, what will the field distribution be at a parallel
plane located a distance z = z1. This scenario is depicted in Fig. 2.1 where the transversal
plane is chosen to lie along the Cartesian x and y axes while the longitudinal axis is z.
Figure 2.1: Formulation and geometry of diffraction from planar surfaces.
There are two common formulations to compute the field values at the new plane at
z = z1 which we will refer to as the detector plane. The first one uses Green’s theorem
to compute the field at a given point from a surface integral around that point. Both the
Kirchhoff and Rayleigh-Sommerfeld diffraction formulas use this approach and a detailed
discussion of these solutions can be found in [20]. We focus on the second formulation
known as spectrum of plane waves (SPW) or angular spectrum method because of its sim-
plicity and convenience for important approximations. SPW relies on the decomposition
of a given field into plane waves propagating with different wave vectors using Fourier
transformation.
The light field U(x, y) at the initial plane z = z0 (which will be referred to as the sample
plane) can be expressed in terms of its so-called spatial frequency components using the
inverse Fourier transform as
U(x, y; z0) =
1
4pi2
∫∫ ∞
−∞
A(α, β; z0)e
i(αx+βy)dαdβ (2.3)
where the spatial frequency components A(α, β; z0) are computed by the Fourier trans-
form of the wave field U(x, y; z0). For a given value of spatial frequenceis α0 and β0,
A(α0, β0; z0) is the complex amplitude of a plane wave propagating with wave vectors
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kx = α0 and ky = β0. The integral over α and β signifies that the light field is a su-
perposition of these plane waves propagating in different directions. Substituting the
expression for U(x, y; z0) into the Helmholtz equation of Eq. 2.2 and taking the forward
propagating solution at the detector plane gives
A(α, β; z1) = A(α, β; z0)e
i
√
k2−α2−β2z1 (2.4)
The expression in Eq. 2.4 is a manifestation that plane waves are normal modes of a
linear, homogeneous and isotropic medium. As a result, only the phase of the plane wave
changes while its amplitude is constant as long as the quantity
√
k2 − α2 − β2 is real.
Once we have the values for the spatial frequencies at the detector plane, the light field
in real space is a superposition which is again computed by an inverse Fourier transform
as
U(x, y; z1) =
1
4pi2
∫∫ ∞
−∞
A(α, β; z1)e
i(αx+βy)dαdβ (2.5)
The Fourier and inverse Fourier transform operations can be numerically implemented
using the fast Fourier transform (FFT) algorithm by discretizing the xy plane in a regular
grid. In doing so, the sampling period in the initial and final planes will be the same
and has to satisfy the Nyquist criterion in order to avoid aliasing effects. In addition,
the computational window has to include most of the light field at the two planes in
numerical implementations of SPW. Otherwise, the computational errors will be large
due to reflections at the boundary [22]. But in a typical experiment, the initial light field
will diffract to cover an area much larger than its initial size as it reaches the detector
plane. To include this extended light field, the computational window has to be very
large if this detector plane is far away. Maintaining the same sampling period in this sce-
nario will result in very large matrix sizes beyond the computational capabilities of most
machines. As a result, application of SPW is limited to analysis in the near-field where
the field doesn’t diverge significantly. However, the computational demands of SPW can
be reduced by introducing approximations that are valid under certain conditions. These
useful approximations are the topic of the following subsection.
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2.1.2 Far-field (Fraunhofer) approximation
By using a priori information about the geometry of the diffraction phenomenon under
investigation, the computation of the field distribution at a given plane can be greatly
reduced. From the expression in Eq. 2.4, the transfer function of free space is the term
eiγz1 where γ is the z component of the wave vector given by
√
k2 − α2 − β2. There are
scenarios where the x and y components of the wave vector (α and β) are very small
compared to the wave vector k. This happens, for example, when considering diffraction
of a loosely focused beam or from a sample with features much larger than the wavelength
of the illumination. In these cases, the expression for γ can be approximated using Taylor
expansion as
√
k2 − (α2 + β2) ≈ k − α
2 + β2
2k
for α2 + β2  k2 (2.6)
The above approximation is termed as Fresnel (paraxial) approximation and is valid for
diffraction with small angles to the optical axis. The transfer function and the corre-
sponding response function (inverse Fourier transform of the transfer function) under
Fresnel approximation is thus
H(α, β; z1) = exp
[
ikz1 − iα
2 + β2
2k
z1
]
(2.7a)
h(x, y; z1) = − i
λz1
exp(ikz1)exp
[
i
k
2z1
(x2 + y2)
]
(2.7b)
The wave field at the detector plane can then be evaluated by a convolution of u(x, y; z0)
with h(x, y; z1) and minor rearrangement leading to
U(x, y; z1) =
eikz1
iλz1
e
i k
2z1
(x2+y2)
∫∫ ∞
−∞
[
U(x′, y′)ei
k
2z1
(x′2+y′2)
]
e
−i 2pi
λz1
(xx′+yy′)
dx′dy′ (2.8)
Note that the integral in Eq. 2.8 is simply a Fourier transform of the product of the field
distribution at the sample plane and a quadratic phase factor. In addition, the quadratic
phase factor is inversely proportional to the distance z1 between the sample and detector
10 CHAPTER 2. FUNDAMENTALS
planes. Since the integral over x′ and y′ is bounded by the size of the diffracting area
(sample), the phase factor goes to unity under the condition
z1  k(x
′2 + y′2)max
2
(2.9)
The maximal extent of (x′2 + y′2)max is simply 2a2 where a is the overall size of the
sample. Eq. 2.9 is commonly expressed in terms of the Fresnel number Nf = a
2/(λz) as
any distance for which the condition Nf < 0.1 is satisfied. For a given wavelength and
sample size, the detector plane is said to be in the far-field if it satisfies this condition.
In the far field, the expression for the diffracted field and intensity at the detector plane
becomes
U(x, y; z1) =
eikz1
iλz1
e
i k
2z1
(x2+y2)
A
(
k
x
z1
, k
y
z1
)
(2.10a)
I(x, y; z1) ∝
∣∣∣∣A(k xz1 , k yz1
)∣∣∣∣2 (2.10b)
where A(α, β) is the Fourier transform of U(x, y). Aside from the multiplicative factors,
it can be seen that the diffracted field in the far field is given by the Fourier transform
of the field at the initial plane. This approximation is termed as far field (Fraunhofer)
approximation and is primarily used in computing diffraction patterns in this work. The
diffraction pattern (diffracted intensity) I(x, y) is defined as the squared amplitude of the
field distribution U(x, y) and is proportional to the measured intensity in an experiment
[20]. As an example, for a 1 cm aperture illuminated by light with 532 nm wavelength,
the detector plane has to be at z > 1.8 km to be in the far field. In contrast, the samples
we are interested in this work are few microns in size. For a 5 µm sample illuminated
by an XUV beam at 20 nm wavelength, the detector plane has to be at z > 12.5 mm
which fits quite well in a typical experimental environment. The far field approximation
makes iterative algorithms to be discussed in the next section feasible due to its speed
and simplicity.
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2.2 Coherent Diffractive Imaging (CDI) Techniques
In conventional microscopy, a sample is illuminated by a light (electron or ion) source and
an image is formed on a detector by collecting waves scattered from the sample under
investigation. In scanning alternatives, a focused illuminating beam is raster scanned
across a sample and its transmission/reflection is integrated on a detector. The achiev-
able resolution in both cases is mainly limited by the wavelength of the source and the
numerical aperture of the collecting (or focusing) optics. A straightforward approach for
improving resolution is therefore to use a source with shorter wavelength for illumina-
tion. As a result, the highest resolutions of 0.45 A˚ for silicon specimen and < 3A˚ for
biological samples were reached using transmission electron microscopes [23, 24]. Electron
microscopy has the disadvantage that it has lower penetration depth and is therefore lim-
ited to imaging thin sliced samples or outer surfaces [1]. Lots of interesting samples from
biological cells to integrated circuits are thick and slicing them is destructive in addition
to the complexities of sample preparation. Visible light microscopy has the advantage
that the penetration depth is larger but the achievable resolution is limited to hundreds
of nanometers except for specialized super-resolution techniques that could reach sub-100
nm resolution [5].
Imaging in the XUV and X-ray spectral range offers a compromise between electron
and visible light microscopy in terms of resolution and penetration depth. Photons in
the XUV spectral range, for example, can penetrate through µm thick samples while
having Abbe limited resolution of tens of nanometers [2]. Unfortunately, the resolution
achieved in conventional XUV/X-ray microscopes is limited by the quality of optics used
in focusing the illumination or collecting the scattered waves. Focusing power and low
transmission (< 10%) of zone plate optics [25] used in conventional X-ray microscopes
limits the achieved resolution to ≈ 10 nm so far [4, 26].
To overcome this limitation, light scattered from the sample can be directly recorded using
a pixelated detector avoiding any lossy collecting optics between the sample and detector.
These techniques are collectively known as coherent diffractive imaging (CDI) techniques.
Resolutions of 2 nm−5 nm in the X-ray [7, 8] and sub-wavelength resolutions in the XUV
spectral range [13] have already been demonstrated using CDI techniques. Sometimes also
referred to as lensless imaging, the resolution in CDI techniques is limited only by the
illumination wavelength and the effective numerical aperture (NA) of the measurement.
Since only the intensity of the diffracted field is measured, CDI techniques mostly rely
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on iterative algorithms to recover the phase information. In the following subsections,
the basic principle of CDI, phase retrieval algorithms and the different modalities used
in this work are discussed.
2.2.1 Basics
As its acronym suggests, the basic principle of CDI is coherent diffraction of an incoming
wave field from a sample under investigation. The diffraction phenomenon starts with
an interaction between the sample and illumination as shown in Fig. 2.2 at the plane we
refer to as the sample plane. The illuminating field is modified due to the interaction and
this wave exiting the sample is referred to as the exit surface wave (ESW). The ESW then
propagates in free space and its diffraction pattern is recorded by a pixelated detector.
To establish a deterministic relationship between the measured diffraction pattern and
the sample, coherence of the illuminating beam is central in CDI. For the upcoming
discussion, we assume a spatially and temporally coherent illumination. Effects of partial
coherence will be discussed later in section 2.3.
Figure 2.2: Schematic diagram of a basic CDI setup.
As discussed in the previous section, the diffracted field at the detector can be related to
the wave exiting the sample (ESW) using a simple Fourier transform if the detector plane
is in the far field of the ESW. For an isolated sample, Zsd in Fig. 2.2 is chosen to be large
enough to satisfy the far field criterion of Eq. 2.9 taking into account the estimated sample
size. In this case, the detector plane is the Fourier plane and the measured intensity can
be mapped onto a grid of spatial frequencies qx and qy. Throughout this thesis, the
magnitude of the wave-vector q is defined as 1/λ to be consistent with literature in the
CDI community. A one dimensional illustration of the diffraction phenomenon in Fourier
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space is shown in Fig. 2.3(a). The incident field has wave-vector of qin and the field
diffracted at an angle θ has a wave-vector designated as qout. Since both qin and qout
have the same magnitude given by 1/λ, all diffracted fields lie on a sphere with a radius
of 1/λ known as the Ewald sphere. The momentum transfer (change in momentum)
associated with this particular diffraction is then given by
q = qout − qin where |q| =
2
λ
sin
(
θ
2
)
(2.11)
The momentum transfer vector q can be interpreted as the spatial frequency of the ESW
A(α, β) in Eq. 2.3 in analogy with Bragg’s law for diffraction from a crystal structure
[27].
The real space equivalent of the same diffraction phenomenon is shown in Fig. 2.3(b)
when the diffraction pattern is recorded on a pixelated detector with a total of N by N
pixels and a pixel size of p. The overall size d of the detector is therefore Np as shown by
the inset at the bottom of Fig. 2.3(b). The maximum angle that can be captured by the
detector is therefore tan−1(d/2zsd) and the maximum momentum transfer qmax can be
computed using Eq. 2.11. From the property of discrete Fourier transform (DFT), the
pixel size of the image is inversely related to the maximum spatial frequency measured
and is given by
s =
λ
4sin
[
1
2
tan−1
(
d
2zsd
)] (2.12)
Note that the pixel size s in the above equation is essentially the resolution limit due to
the numerical aperture of the measurement and will be referred to as the Abbe limit. For
small diffraction angles, tan(θ) ≈ θ and sin(θ) ≈ θ and Eq. 2.12 is approximately given
by λzsd/d. The overall field of view of the image is given from the Fourier relation as
LFOV =
1
∆qmin
=
λ
4sin
[
1
2
tan−1
(
p
zsd
)] ≈ λz
p
(2.13)
The small angle approximation is also used in computing LFOV above and it fits with
the description in the upper inset of Fig. 2.3(b) since the total number of image pixels
is also N . The momentum transfer q lies on a sphere (the Ewald sphere) although our
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Figure 2.3: Details of diffraction in real and Fourier space. (a) Definition of momen-
tum transfer vector and Ewald sphere. (b) Relation between experimental parameters
(sample-detector distance, detector pixel size and number of pixels) and the recon-
structed image parameters (pixel size and field of view). (c) Grid of spatial frequencies
sampled by the detector. (d) Measured spatial frequencies after curvature correction.
detectors normally have flat surfaces. The measured momentum transfer vector for a
given angle θ is therefore q′ instead of q as shown in Fig. 2.3(a). A mapping of the
measured q′ vectors to the correct q vectors on the Ewald sphere is therefore necessary.
This procedure is known as curvature correction [28] and is illustrated in Fig. 2.3(c) and
(d) for a diffraction with a high NA of 0.7. In Fig. 2.3(c), each point represents one
pixel of the detector that contains information about the spatial frequency components
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(q′x, q
′
y) and its periodicity comes from the periodicity of pixels in a detector. To perform
curvature correction, the angles θ is calculated for a given (q′x, q
′
y) from the geometry
shown in Fig. 2.3(b) and the corrected vector (qx, qy) were computed using Eq. 2.11.
When this q′ grid is mapped onto its corresponding q grid, the resulting q vector map
is shown in Fig. 2.3(d). Measured spatial frequencies q′ at higher angles (corners for
example) experience the highest shift due to curvature correction while those at small
angles are negligibly shifted.
In a CDI measurement, our detector only measures the intensity values corresponding
to the spatial frequency map of Fig. 2.3(d) and the phase information will be lost.
One mechanism to recover the phase is to use a special holographic setup that will be
discussed in section 2.2.3. In the general case, the phase information will have to be
recovered numerically through iterative phase retrieval algorithms. The principle of nu-
merical phase recovery was first conceived by Sayre [29] as an extension of Shannon’s
theorem on sampling requirements for digitizing continuous wave signals [30]. There is
a minimum frequency by which a signal has to be sampled in real space, known as the
Nyquist frequency (fNyq), so that it can be faithfully represented in a discretized Fourier
space. For the one dimensional case, a sample with an overall size of ’a’ should be sampled
in Fourier space with a spatial frequency spacing (∆q) of at most 1/a. This is equivalent
to sampling at a frequency of fNyq = a/(λzsd) for small diffraction angles.
Sampling at the Nyquist frequency is sufficient to recover the real space information if
both the Fourier amplitude and phase of the sampled signal are known. For a signal with
real and Fourier space representations related with a DFT having N sampling points,
there are 2N (N amplitude and N phase) known values in Fourier space (or equivalently
2N independent equations) and 2N unknowns in real space which can be computed using
fast Fourier transform (FFT) algorithms. However, if the phase values of the Fourier space
points are unknown, the number of equations (just N) is smaller than the unknowns in
real space (2N). Interpreting the Fourier relation as sets of nonlinear coupled equations,
the phase values in Fourier space can, in principle, be solved if the Fourier amplitudes
are sampled at a sampling frequency ≥ 2fNyq. This principle is known as oversampling
and it is equivalent to zero padding of the real space points. Oversampling increases the
number of equations from N to 2N. Meanwhile, the unknowns in real space are still 2N
(N amplitude and N phase) since the newly padded values are known to be zeros. Fourier
phase values can afterwards be numerically retrieved from the oversampled amplitude
and the solution is shown to almost always be unique for the 2D and 3D cases [31, 32].
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Figure 2.4: The effect of oversampling a diffraction pattern. Reducing the sampling
interval (oversampling the diffraction pattern) by a factor of two results in zero padding
the object by the same factor in both directions.
The 2D case of an oversampled diffraction pattern is shown in Fig. 2.4 where the idea
of zero padding is illustrated. Oversampling can be expressed as the ratio of the object
region and zero padded region as
Oversampling ratio (σ) =
object region + zero-padded region
object region
(2.14)
An oversampling ratio σ ≥ 2 is necessary to be able to solve the phase problem. Notice
that, along one Cartesian coordinate, we only need to sample σ1/2 times more to satisfy
the oversampling criteria of Eq. 2.14. From the geometry described in Fig. 2.3(b), this
so called linear oversampling degree (O) can be expressed as [33]
O =
λzsd
ap
=
√
σ (2.15)
For an estimated sample size ’a’, the phase of the diffracted field can be solved if we
choose the pixel size and distance zsd so that the oversampling degree of Eq. 2.15 is
greater than
√
2. This solution is performed iteratively by the so called iterative phase
retrieval algorithms (IRA) that are the topic of the next subsection.
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2.2.2 Iterative phase retrieval algorithms
Once the oversampling method proposed the possibility of solving the phase problem
discussed in the previous section, different algorithms were proposed to tackle the problem
of finding an efficient and robust way to recover the phase information. The first practical
algorithm for phase retrieval was proposed by Gerchberg and Saxton in 1972 for any
imaging setup where only intensity distributions are measured e.g electron, visible or
X-ray microscopy [34]. This algorithm assumes that the intensity distribution is known
both in the sample and detector plane and uses an iterative scheme to solve for the phase
distribution in both planes. But generally, the intensity distribution in the sample plane
is unknown in imaging systems which makes this algorithm limited in application. The
Gerchberg-Saxton algorithm was later modified where the knowledge about the intensity
distribution at the sample was relaxed to just its estimated size and non-negativity [35].
It was later shown that if the sample is known to be in a defined region, known as its
support, the phase problem can be solved even if the sample transmission is complex-
valued (amplitude and phase) [36]. A generic diagram common to all phase retrieval
algorithms is shown in Fig. 2.5.
Figure 2.5: Illustration of the basic phase retrieval procedure in CDI.
The algorithm starts by applying a random phase to the measured diffraction amplitude
and inverse Fourier transforming the resulting field to get a first estimate of the object.
Then a priori information about the object is used as a constraint, known as real space
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constraint, to update this object estimate. The estimated object size is the main con-
straint here although different phase retrieval algorithms use slightly differing approaches.
The updated image is then Fourier transformed to get a new estimate for the diffracted
field. In the block named Fourier space constraints in Fig. 2.5, the amplitude of this
diffracted field will be replaced by the measured amplitude while the phase is kept. The
updated field in Fourier space is then inverse Fourier transformed to arrive at the object
estimate for the next iteration. An error metric monitors the convergence to stop the
iteration and a final real-space image is thereby retrieved.
In applying the real-space constraint, a priori information about the object can vary
from a measured (accurate) real-space amplitude to a rough estimate of its overall spatial
extent. The region where the object is assumed to have non-zero amplitude is referred to
as the support. First experimental demonstrations of phase retrieval used a rectangular
region larger than the known size of the object as a support and the algorithm then
refines the features inside [6, 33]. A lower resolution image of the object acquired with
a different technique (e.g. scanning electron microscopy) can also be used to define the
support [37]. The shrink-wrap algorithm was later proposed to lift the need for these
a priori information about the object [38]. In this algorithm, the first estimate of the
support is the autocorrelation of the object (inverse Fourier transform of the measured
diffraction intensity) with values above a given threshold. After a certain number of
iterations, the support is updated to an area slightly bigger that the current object
estimate. This is done by computing the convolution of the current object estimate with
a Gaussian function and thresholding the result to a certain fraction of the maximum
value.
For the following description of the different algorithms, un(r) denotes the object estimate
at the nth iteration, Un(q) is its Fourier transform and
√
I(q) is the amplitude of the
measured diffraction pattern. The Fourier space constraint of replacing the computed
diffraction amplitude with the measured one can be expressed mathematically as
u′n(r) = FT
−1{U ′n(q)} (2.16a)
= FT−1
{√
I(q) · exp[i · arg{Un(q)}]
}
(2.16b)
= PMun(r) (2.16c)
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The term PM in the equation above signifies that the Fourier space constraint can be
represented as an operator acting on the current estimate un(r). The block named real-
space constraint in Fig. 2.5 uses one of the approaches discussed previously to determine
the support and computes the updated object estimate. In doing so, different algorithms
were proposed so far. The simplest of these algorithms is the so called error reduction
(ER) algorithm and the updated object is computed as [35]
un+1(r) =
u′n(r), if r ∈ S0, otherwise (2.17)
where un+1(r) is the newly updated object, un(r) is the object estimate from the previous
iteration and u′n(r) is given by Eq. 2.16. The ER algorithm simply sets regions outside
the support to zero and is shown to work fine when the intensity distribution in the
object space is known. But for the general case, it is shown that convergence speed of
the ER algorithm is low due to inability to escape stagnation at a local minima [39]. A
modified algorithm that uses the principle of a feedback loop was proposed that resolves
these issues. This algorithm is known as hybrid input-output (HIO) algorithm and uses
the values outside the support as error signals rather than setting them to zero [35]. For
the HIO algorithm, the updated object is computed as
un+1(r) =
u′n(r), if r ∈ Sun(r)− βu′n(r), otherwise (2.18)
where β is a feedback parameter with values mostly between 0.5 and 1. The HIO algorithm
is one variation of a class of input-output algorithms and shows the best convergence speed
amongst them. The convergence speed can be controlled by the parameter β. Smaller
β values result in slow but stable convergence while β values close to 1 result in faster
convergence that could sometimes lead to instabilities. Another algorithm proposed to
result in a more stable solution to phase retrieval than the HIO algorithm is the relaxed
averaged alternating reflections (RAAR) algorithm [40]. The object space constraint in
RAAR is expressed as
un+1(r) =
u′n(r), if r ∈ Sβun(r) + (1− 2β)u′n(r), otherwise (2.19)
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In most practical scenarios, a combination of the above algorithms is used because their
performance depends on the current state of the iterative process. The convergence of
the algorithms can be monitored by an error metric defined in Fourier space as
EF =
∑
qx,qy
(
|Un(q)| −
√
I(q)
)2
∑
qx,qy
I(q)
(2.20)
The error value in a reconstruction by iterative phase retrieval algorithms will have a
non-zero value at the end of the iteration. Independent reconstructions starting with
random starting phases will therefore have minor differences from one another. One
way to improve reliability is to have multiple independent reconstructions and take the
average. A better strategy was suggested by Miao et al [41] in an approach known as
guided hybrid input-output (GHIO) algorithm for the HIO algorithm (but can also be
used with the RAAR algorithm). It divides the reconstruction process into multiple
generations where the best reconstruction (one with lowest error) in one generation is
used as a seed and merged with the remaining ones. The reconstructed object is virtually
the same in all reconstructions of the last generation thus providing better reliability than
simple averaging.
Convergence speed and stability of the phase retrieval algorithms depends on lots of
factors for an experimental data. These include the coherence of the source, signal to
noise ratio (SNR) of the measurement, the complexity of the sample and the parameters
used in the algorithms. But in general, a higher oversampling ratio is shown to yield
reconstructions with better quality with all other factors unchanged [33]. In addition, for
a given measured diffraction pattern, there are two possible solutions to the phase retrieval
process with one 180◦ rotated relative to the other (a property of Fourier transform).
An object estimate in a certain iteration can thus have features that are a mixture of
these two solutions. This issue, known as the twin-image problem, can cause stagnation
during phase retrieval especially when the support is centrosymmetric or loose [42]. In
these cases, additional steps such as those proposed in [43] are necessary to escape the
stagnation and get a correct solution. Although image reconstruction by phase retrieval
is an elegant approach for high-resolution imaging, reliability and speed are major issues
that have to be dealt with. In the following sections, two approaches that increase the
robustness of diffractive imaging are discussed.
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2.2.3 Fourier transform holography
One strategy to overcome the issues of reliability and speed of iterative phase retrieval
algorithms in CDI is to record the phase information during the diffraction measurement.
This technique uses interference between a wave of interest (object wave) and a reference
wave to record the phase profile of the object wave. First reported by Gabor, this tech-
nique is generally known as holography [44]. In the context of CDI, the object wave is the
field diffracted from the sample under investigation. The reference wave can be the illu-
minating beam itself if the sample is small compared to the beam size and it is mounted
on a transparent membrane. This variation is known as digital in-line holography (DIH)
when the interference pattern (hologram) is recorded on a pixelated detector and high
resolution imaging was demonstrated using this technique [45], [46]. Unfortunately DIH
inherently suffers from the twin image problem where an unfocused complex conjugate
image is overlapping with the reconstruction [47]. One way to avoid the twin image prob-
lem in holography is to spatially separate the object wave and the reference wave. This
approach is known as Fourier transform holography (FTH). The basic idea of FTH is to
use a reference structure in a close proximity of the sample in an off axis configuration.
In the simplest case shown in Fig. 2.6(a), a small pinhole is located on the same plane as
the sample but at a slightly shifted transversal position. The waves diffracting from the
sample interfere with the reference waves from the pinhole and the resulting hologram is
recorded in the far-field.
Figure 2.6: (a) Schematic diagram of a single reference FTH setup. (b) Illustration
of the different terms in an FTH reconstruction. The term ’s’ represents the exit wave
from the sample while ’r’ represents that of the reference structure.
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In the following, a simple mathematical analysis of the recording and reconstruction of
holographic images is presented. For a plane wave illumination, uo with a full spatial
and temporal coherence, the waves exiting the sample and the reference pinhole can be
written as
s(x, y) = uots(x, y) (2.21a)
r(x, y) = uotr(x, y) (2.21b)
where ts and tr are the transmission functions of the sample and reference pinhole. In
the far-field, the recorded hologram is simply the Fourier transform of the superposition
of the two waves and is given by
U(qx, qy) = FT{ut(x, y)} = FT{s(x, y)}+ FT{r(x, y)} (2.22a)
U(qx, qy) = S(qx, qy) +R(qx, qy) (2.22b)
Only the intensity (I) of the above hologram is recorded and this can be decomposed as
follows
I = |U |2 = |S +R|2 (2.23a)
= |S|2 + |R|2 + SR∗ + S∗R (2.23b)
The first two terms in the above equation represent the intensity values from the sample
or reference alone while the last two terms represent the interference responsible for the
fringes in a hologram. Extracting an image of the sample from the recorded hologram
only requires performing a single Fourier transform, hence the name Fourier transform
holography. The reconstructed image in FTH can be written as
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FT{I} = FT{|S|2}+ FT{|R|2}+ FT{SR∗}+ FT{S ∗R} (2.24a)
urec(x
′, y′) = s(x′, y′) ∗ s∗(x′, y′) + r(x′, y′) ∗ r∗(x′, y′)
+ s∗(x′, y′) ∗ r(x′, y′) + r∗(x′, y′) ∗ s(x′, y′)
(2.24b)
where x′ and y′ are the real-space variables of the reconstructed image. The first two
terms are the autocorrelation of the sample and that of the reference. These terms will
be at the center of the reconstructed image as shown in Fig. 2.6(b). The third term is
the cross-correlation of the sample with the reference and the fourth term is its complex
conjugate. For the ideal case where the reference r(x, y) is a delta function, the third and
fourth terms in Eq. 2.24(b) become two copies of the sample s(x′, y′) and s ∗ (−x′,−y′).
Due to the off axis geometry, these two copies will be spatially separated as shown in
Fig. 2.6(b) thereby avoiding the twin image problem. For a reference pinhole with finite
diameter, these two copies will be blurred due to the convolution operation. The larger
the diameter of the reference, the larger the blur and therefore the lower the achieved
resolution.
Thus, in addition to the Abbe limit of the measurement, the achievable resolution in FTH
is also limited to 70% of the reference pinhole diameter [48]. However, if the recorded
hologram satisfies the oversampling criterion, iterative algorithms can additionally be
used to refine the resolution achieved by FTH alone. In this case, the advantages of
both FTH and conventional CDI can be exploited to achieve a robust high resolution
imaging system. Decreasing the size of the reference in FTH to achieve better resolution
results in lower flux going through it. This in turn lowers the contrast of the recorded
holograms thereby decreasing the image SNR. Different schemes were proposed to tackle
this issue in conventional FTH. One approach is the use of multiple references instead
of just a single one. This scheme, known as multiple reference FTH, can increase image
SNR by averaging the multiple copies available [49]. Usage of an extended reference (slits
or rectangles) with sharp edges in holography was also proposed to enhance contrast and
achieve a better resolution [50–52]. However, the linear differential operations involved
in this technique was shown to amplify noise at higher spatial frequencies [53]. Other
alternatives of using a structured reference was also proposed to have significant increase
in image SNR [54].
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2.2.4 Ptychography
One common limitation of the conventional CDI and FTH techniques discussed so far
is that only isolated samples can be imaged. In conventional CDI, the sample has to
be small enough to satisfy the oversampling criterion for the given geometry. In FTH,
both the sample and the reference structure should fit in the field of view of the imaging
system besides the constraint that they have to be sufficiently separated to avoid overlap
during reconstruction. For a typical setup in the XUV spectral range, the overall size
of the sample cannot exceed few microns for these techniques. To image extended sam-
ples, the illuminating beam can be scanned across the sample and multiple diffraction
patterns recorded. Provided that each diffraction pattern can be phased appropriately,
an extended image can be recovered. This technique is known as ptychography and
the idea was first proposed in 1969 for crystalline samples [55]. It was later modified
for non-periodic samples and subsequently combined with the phase retrieval algorithms
discussed previously [56, 57].
The idea behind ptychography is best explained in relation to scanning transmission X-
ray microscopy (STXM). In STXM, an illumination (probe) is scanned across an extended
sample and the transmission of the sample at each scan point is integrated using a pho-
todetector (a photodiode for example). The resolution in STXM is, therefore, determined
by the probe diameter. If, instead, a diffraction pattern is measured at each scan point in
STXM using a pixelated detector, we essentially have a ptychographic setup. The only
additional requirements are coherence of the source and that the far-field criterion has
to be fulfilled for a given exit wave. A schematic diagram of a ptychographic imaging
setup is shown in Fig. 2.7(a) below. An illuminating beam (probe) is confined in space
at the sample plane either by focusing or by using a pinhole. The probe size determines
the size of the exit wave and it, therefore, determines the sampling to be used in Fourier
space and the sample-detector distance. The sample is raster scanned across the probe
and diffraction patterns are recorded at each scan point. A typical set of concentric scan
points is shown in Fig. 2.7(b) together with the path followed during a measurement.
As shown in the inset of Fig. 2.7(a), there needs to be an overlap in the area covered
by the probe between successive scan points. The oversampling criterion in CDI and the
reference wave in FTH are replaced by the overlap criterion in ptychography. It states
that there has to be sufficient overlap between successive scan points for the phase re-
trieval to work successfully. A given sample area is illuminated by multiple scan points
and the resulting data redundancy allows for robust image reconstruction. The optimum
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overlap was shown to be ∼ 60% where overlap is defined as O = 1−a/d, a is the distance
between scan points and d is the beam diameter [58].
Figure 2.7: (a) A ptychographic imaging setup with a beam constraining pinhole.
Inset of the sample shows the multiple overlapping illuminations with one diffraction
pattern acquired per illumination. (b) A typically used spiral scan pattern.
The ptychographic reconstruction algorithms take the diffraction patterns and their cor-
responding scan coordinates to recover the amplitude and phase profile of the sample
together with the illuminating probe. Consider a ptychographic dataset of J measured
diffraction patterns Ij(q) where j = 1, 2, ..., J and q = (qx, qy) is the spatial frequency
coordinate. In real space, this corresponds to a set of J exit waves ψj(r) where r is the
real space coordinate. The reconstruction problem is formulated as finding the sample
O(r) and probe P (r) profiles that satisfy the following constraints:
ψj(r) = O(r)P (r− rj) for j = 1, 2, ..., J (2.25a)
Ij(q) = |FT{ψj(r)}|2 (2.25b)
The first part of Eq. 2.25 is known as the overlap constraint and states that the exit
waves ψj(r) shall be expressed as a product of the sample profile and probe profile at the
specified scan point rj for j = 1, 2, ..., J . The second part is the Fourier constraint that
establishes the Fourier relation between each exit wave and its corresponding diffrac-
tion pattern. A number of algorithms have been proposed to solve the ptychographic
reconstruction problem[59–61] and the two commonly used ones will be briefly discussed.
These are the extended ptychographical iterative engine (ePIE) and the difference map
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(DM) algorithms. The main difference between the two is that ePIE takes one diffrac-
tion pattern at a time while DM considers all diffraction patterns in performing a single
iteration.
In the ePIE algorithm, the diffraction patterns are first arranged in a random order s(j)
for j = 1, 2, ...J and the reconstruction proceeds as follows [59]:
i) Take the object and probe estimates from the previous iteration and compute the
current estimate of the jth exit wave as
ψj(r) = O(r)P (r− rs(j)) (2.26)
For the first iteration, take a probe with an estimated size and shape of the illumi-
nation and the object as free space.
ii) Apply the Fourier constraint
(a) Fourier transform the exit wave estimate Ψj(q) = FT{ψj(r)}
(b) replace the modulus of Ψj(q) by the measured diffraction amplitude
Ψj(q) =
√
Is(j)(q)
FT {ψj(r)}
|FT {ψj(r)}| (2.27)
(c) Compute the updated exit wave estimate as : ψj′(r) = FT{Ψj(q)}
iii) Apply the overlap constraint. Compute the object and probe estimates from the
updated exit wave
Object update function : Oj+1(r) = Oj(r) + α
P ∗j (r− rs(j))∣∣Pj(r− rs(j))∣∣2max (ψ′j(r)− ψj(r))
Probe update function : Pj+1(r) = Pj(r) + β
O∗j (r− rs(j))∣∣Oj(r− rs(j))∣∣2max (ψ′j(r)− ψj(r))
The variables α and β control the amount of feedback from the previous iteration
and values between 0.5 and 1 are commonly used for better performance [59]. The
object update function adds a weighted feedback of the difference between the new
and previous exit wave estimates while using the probe as a support. The same is
true for the probe update function.
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iv) If j < J , proceed to step (i) with j → j + 1 using the diffraction pattern Is(j+1).
But if j = J , one full iteration is complete. Therefore, quit if the total number of
iterations is reached. Otherwise, proceed to step (i) with j = 1.
The DM algorithm is different from the ePIE algorithm mainly in applying the constraints
for all j values in parallel. The Fourier constraint is the same as ePIE except that it is
now performed on all exit waves in one step. The overlap constraint in DM is applied as
follows [60]
O(r) =
∑
j P
∗(r− rj)ψj(r)∑
j |P (r− rj)|2
(2.28a)
P (r) =
∑
j O
∗(r + rj)ψj(r + rj)∑
j |O(r + rj)|2
(2.28b)
Note that the two equations above are coupled and summed up over all j values. There-
fore, the object and probe estimates are computed iteratively within themselves. The
first estimate for O(r) is computed using P (r) from the previous iteration and this object
estimate is used to compute the current probe estimate in Eq. 2.28(b). A few iterations
of Eq. 2.28(a) and (b) are shown to suffice. The algorithm then proceeds to the next
iteration using the difference map iteration procedure detailed in [62]. This iteration
procedure is similar to the HIO algorithm described by Eq. 2.18. The iterations are
performed until a certain error threshold or a predefined number of iterations is reached.
A variety of related algorithms have been proposed that improve the quality of the re-
construction when there are inaccuracies in position, limited coherence, noise and other
experimental issues [61, 63, 64]. The Maximum Likelihood algorithm is one example
that uses a nonlinear optimization approach and provides images with improved qualities
[61]. In addition, different algorithms for correction of positioning inaccuracies have been
suggested and these are indispensable since nanometer-scale positioning is challenging
[63, 65].
Ptychography has stricter stability requirements on the light source and sample posi-
tioners compared to conventional CDI and FTH. This is because the probe profile has
to be constant throughout the scan and the positioning errors have to be much smaller
than the scan step. In addition, an accurate knowledge of the sample-camera distance is
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necessary since this determines the pixel size of the reconstruction. An accurate overlap
between successive exit waves in turn requires knowledge of the correct pixel size. The
ptychographic reconstruction discussed so far relies on the validity of the projection ap-
proximation which is expressed in Eq. 2.25(a). This approximation is valid only when
the object is optically thin (thickness ∼ wavelength) in which case the exit wave is a
product of the probe and object transmission function. For thick objects, the exit wave
can no longer be expressed as a simple product and propagation through the object has
to be taken into account. One approach for ptychographic reconstruction of thick objects
is the multi-slice method that considers multiple thin slices of the object and propagates
the exit wave within these slices [66].
2.3 Coherence Requirements
As the name suggests, CDI techniques rely on coherent diffraction and coherence of the
light source is a central requirement for successful image retrieval. Generally, a source
is said to be coherent when portions of its wavefront separated in space and time are
correlated and able to interfere with one another. A detailed mathematical treatment of
coherence, metrics for quantifying it and discussions of partial coherence can be found in
classic optics books as [21, 67]. There are two measures of coherence of a light source:
spatial and temporal coherence. The discussions about the different CDI techniques so
far assumed sources that are both spatially and temporally coherent.
Spatial coherence refers to how two parts of a wavefront from a source transversally
separated in space are correlated with one another and Young’s double slit experiment is
commonly used to measure it. The visibility of the interference fringes from a double slit
is defined as
Visibility(V ) =
Imax − Imin
Imax + Imin
(2.29)
where Imax is the intensity at the zeroth order fringe and Imin is that at the first minimum.
Recently, non-redundant array of pinholes have been suggested to have a more complete
measure of the degree of spatial coherence along different transversal directions [68].
For CDI, spatial coherence determines the maximum size of the sample for which waves
from its opposite ends are able to interfere and can be expressed in terms of transversal
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coherence length (ξt). For this purpose, ξt of a source can be related to the divergence
angle of the radiation and the observation distance as [25]
ξt = z∆θ = z
λ
2pid
(2.30)
where z is the observation distance, ∆θ is the divergence angle, λ is the wavelength and
d is the source size. It has been shown that a transversal coherence length (ξt) larger
than twice the sample size (a) is recommended for conventional CDI [69]. But if a larger
oversampling ratio (O) is used, this criterion is modified to ξt > Oa since the beam has to
be coherent for the sample and the zero-padded region of the reconstruction. Equivalently,
finer details of the diffraction pattern have to be recorded faithfully for higher field of view
(or higher oversampling ratio). Partial spatial coherence tends to decrease the visibility
of diffraction fringes for all spatial frequencies. Thus algorithmic approaches can be used
to improve the reconstruction quality of diffraction measurements with partial spatial
coherence. One such method models this effect by a convolution of the far field pattern
with a coherence function [70]. Another method suggested for ptychography models the
probe as an incoherent superposition of multiple modes that are incorporated in the
iterative phase retrieval algorithms [71].
Figure 2.8: (a) Illustration of the relation between longitudinal coherence length and
spectral bandwidth of a source. (b) Path length difference between opposite edges of a
sample for diffraction at an angle θ.
On the other hand, temporal coherence refers to correlation between two wavefronts from
a source that are separated in time. Equivalently, it can be expressed in terms of the
longitudinal distance over which two wavefronts are able to interfere. Temporal coherence
simply expresses how monochromatic a source is and it is quantified by measuring the
spectral bandwidth. The relation between the spectral bandwidth (∆λ) of an illumination
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and its longitudinal coherence length (ξlongit.) is illustrated in Fig. 2.8(a). For a source
at a central wavelength of λ with a bandwidth of ∆λ, two waves at opposite ends of
the spectrum will be out of phase after a certain longitudinal distance. This distance is
termed as the longitudinal coherence length and is found to be [72]
ξlongit. =
λ2
2∆λ
(2.31)
For a sample with an overall size of a in a CDI setup shown in Fig. 2.8(b), the longitudinal
separation between waves diffracted at an angle θ from opposite ends of the sample is
given by asin(θ). If this separation is larger than ξlongit., the two waves are incoherent with
one another and won’t produce an interference fringe. Since the longitudinal separation
is dependent on the diffraction angle (and therefore the measured spatial frequency),
temporal coherence puts a limit on the maximum achievable resolution given by [72]
d ≥ a∆λ
λ
(2.32)
For a measurement with an oversampling degree O, the right side of the above equation
has to be multiplied by O since a larger effective size is being considered [33]. For a
ptychographic setup, the variable a in Eq. 2.32 refers to the size of the exit wave in a
reconstruction which is roughly the size of the illuminating beam. Note that the resolution
limit due to temporal coherence could be stricter than the Abbe limit of Eq. 2.12 if the
beam size exceeds a certain value (∼ 10 µm for XUV beams). There are experimental
as well as algorithmic approaches to overcome the limit of imaging performance due to
partial temporal coherence. Tuning the generating conditions for XUV/X-ray radiation
for the narrowest bandwidth and subsequent use of frequency-selective elements (gratings,
monochromators or multi-layer mirrors) can be performed during the experiment. For
ptychography, reducing the focal spot size of the illuminating beam is also an alternative
according to Eq. 2.32. For a known spectrum of the source, the relative magnitude and
distribution of multiple wavelengths can be incorporated in the phase retrieval algorithms
for improved performance [73]. Algorithms that decompose the illuminating beam into
multiple modes previously suggested for tackling partial spatial coherence are also shown
to be applicable here [71, 74].
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2.4 High-order Harmonic XUV Sources
In high performance imaging systems, the source of light (electron or ion) is one of the
main components that determines the quality, measurement time or any other perfor-
mance metric. As a consequence of the Abbe limit, the resolution of an imaging system
is fundamentally limited by the wavelength of the source. Thus, sources with the shortest
wavelength that deliver enough photon flux are necessary for high resolution imaging. As
discussed in the previous chapter, CDI techniques in particular have an additional re-
quirement on the coherence of these sources. Development of short wavelength coherent
sources and scaling of their photon flux was therefore an active research area for the last
few decades.
2.4.1 XUV/Soft X-ray sources
The brightest sources of XUV and X-ray light so far are synchrotrons and X-ray free-
electron lasers (XFELs). These sources mostly use transversal acceleration (undulation)
of relativistic electrons in dedicated large scale storage rings or linear accelarators [75, 76].
Nowadays, third generation synchrotrons can generate X-rays from few hundred eV to
hundreds of keV with brightness on the order of 1021 photons/(s mm2 mrad2 0.1% bw)
while XFELs generate pulses in the XUV and soft X-ray spectral range with peak bright-
ness orders of magnitude higher than synchrotrons [77]. However, the spatial coherence
of synchrotrons is generally low and spatial filtering is usually necessary that results in
reduced the photon flux for an experiment [78]. XFELs also suffer from shot-to-shot
fluctuation of pulse parameters as well as some timing jitter [77]. But most importantly,
these sources are expensive and not easily accessible since they involve large scale fa-
cilities where users have to apply for beamtime. Table-top XUV/soft X-ray sources are
cheaper and more accessible alternatives and have already been used for imaging and
spectroscopic applications. Compact XUV/soft x-ray sources that employ laser-produced
and discharge-tube plasmas have been applied in full field soft x-ray microscopy [79, 80].
These sources, however, have limited spatial coherence in addition to the low photon flux
and applications in imaging achieved only moderate resolutions [81, 82].
About three decades ago, a frequency conversion technique for generating coherent flux
in the XUV/soft X-ray spectral region was experimentally observed [83, 84]. In this
technique, known as high-order harmonic generation (HHG), an intense infrared/visible
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laser interacts with a non-linear medium to generate multiple odd harmonics from tens
of eV up to keV photon energies [16, 85]. The availability of compact high power driving
lasers makes HHG a table-top XUV/soft X-ray source. In addition, HHG sources have a
high degree of spatial coherence because the generated XUV/soft X-ray beam follows the
spatial properties of the driving laser (wavefronts are phase-coupled) [86, 87]. Ultrashort
pulses with femtosecond to attosecond pulse durations are generated in an HHG process
which makes these sources attractive for time-resolved studies [88]. A drawback of the
HHG process is the low conversion efficiency from the infrared/visible laser of 10−5 for
XUV beams around 30 eV and 10−9 for soft X-ray beams around 300 eV [18, 89]. However,
the conversion efficiency does not set a strict limit on the photon flux of HHG sources
since the generated flux scales with the average power of the driving laser. Recent works
in high power laser development demonstrated femtosecond fiber laser systems with more
than 3 kW average power [90]. This progress together with pulse compression schemes
at high average powers increasingly compensate for the low conversion efficiency of HHG
processes and mW class HHG sources are already available [18]. A high photon flux HHG
source is used in the CDI experiments discussed in this work. In the following sections,
a brief discussion of the principle of HHG processes and phase matching is presented.
Details about the high power lasers used to drive the HHG process will be discussed in
the next chapter.
2.4.2 Principle of HHG
The interaction of light with matter is mostly dealt with in the realm of linear optics.
The response of the material media to the incoming electric field, known as the electric
polarization, is considered to vary linearly with the electric field strength in this regime.
When the intensity of the incoming field is high enough, the medium starts to respond in a
non-linear fashion and additional non-linear terms have to be considered in the description
of the light matter interaction. With the advent of high power ultrashort pulsed lasers,
peak intensities on the order of 1016 W/cm2 were reachable which are intense enough
to ionize an electron from its parent atom [91]. In this scenarios, the commonly used
perturbative approach to the non-linear response of the media is not valid anymore.
High-order harmonic generation (HHG) is one such process where an electron is tunnel
ionized by an intense electric field and subsequently recombines to generate multiple
harmonics of the driving laser field. Although observed in solids as well, HHG sources
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mainly use noble gases to generate coherent XUV/soft X-ray flux as is also the case in
this work.
Figure 2.9: An illustration of the three step model of high harmonic generation.
A semi-classical model known as the three-step model that nicely explains the process
of HHG was developed by Kulander and Corkum [92, 93]. Without the laser field, the
electron is bound by the Coulomb potential of the atom shown by the dotted line of Fig.
2.9(a). The high intensity of the laser field modifies this potential and tunnel ionization
of the electron is possible (dark curve of Fig. 2.9(a)). The electron is then accelerated
by the laser field as shown in Fig. 2.9(b). Upon a change in polarity of the field, it has
a certain probability of being accelerated back and recombining with its parent ion (Fig.
2.9(c)) thereby generating a high energy photon.
A typical spectrum of an HHG source is depicted in Fig. 2.10 and shows three distinct
regimes. The first few harmonics show a reduction of generated flux as the harmonic
order increases as predicted in perturbative theory. However, the harmonic orders above
a certain value have a nearly constant intensity in the so called plateau regime [94]. The
HHG flux then drops dramatically after a certain cut-off frequency and no harmonic flux
is observed afterwards. The intensity of the HHG signal depends on the response of a
single noble gas atom to the laser field (known as the single atom response) and the total
number of atoms within the laser field [95]. Phase matching of the photons generated with
those of the driving laser and re-absorption effects are additional factors that determine
the generated photon flux.
The energy of the generated photon is the sum of the ionization potential (Ip) and kinetic
energy of the electron. The spacing between successive harmonics is twice the funda-
mental frequency (Fig. 2.10) because harmonic signal is generated at every half cycle of
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Figure 2.10: Typical spectrum of an HHG source.
the laser field. Computation of electron trajectories for different ionization time points
showed that only electrons ionized in the first quarter cycle of the laser field can recom-
bine and thus contribute to the HHG signal. The kinetic energy of the electrons can be
computed as a function of ionization time and the maximum is found to be 3.18Up where
Up is the ponderomotive potential. Therefore, the cut-off frequency(ωc) of the HHG signal
can be written as [94]
~ωc = Ip + 3.18Up where Up =
e2E20
4meω20
(2.33)
where e and me are the electron charge and mass respectively, E0 is the electric field
strength and ω0 is the frequency of the driving laser. From Eq. 2.33, one approach
to increase the cut-off frequency is to use noble gases with a higher ionization potential.
However, this comes at the cost of harmonic yield since the single atom response decreases
as we go to lighter noble gases (from Ar to Ne, for example). Another approach can be
seen if we rewrite Up in Eq. 2.33 in terms of the optical intensity I as
Up = 9.33 I λ
2
0 (2.34)
It can be seen from the above equation that either the intensity or central wavelength of
the driving laser can be increased to generate photons with higher energy. Accumulation
of ionization could limit the use of higher intensities for cut-off scaling and the duration
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of the pulses has to be short enough to avoid it. Using longer wavelength driving lasers
also comes at a cost due to the experimentally observed λ−6 scaling of the HHG yield
[96]. Therefore, a careful choice of noble gas target and laser parameters is necessary to
achieve the desired flux at the XUV/soft X-ray photon energy of interest.
Besides the Abbe limit, the photon flux of the XUV/soft X-ray source determines the res-
olution in CDI techniques. This is because a diffraction fringe at a given spatial frequency
has to be above the noise floor so as to contribute to the reconstruction. If the source
flux is not high enough, increasing the exposure time doesn’t result in better resolution
because both the signal intensity and the noise floor are increasing. Alternatively, XUV/-
soft X-ray flux of the source also determines the measurement time for a given resolution,
especially for ptychography. Therefore, generating harmonics with higher efficiency is
critical in an HHG process besides increasing the cut-off energy. Phase matching is an
important condition that needs to be fully or partially fulfilled in generating harmonics
with usable flux. Phase matching refers to the mechanism of compensating the mismatch
between the phase velocities of the fundamental and high-harmonic fields so that photons
generated at different points in space can add up coherently [97]. The phase mismatch,
∆k, in HHG using noble gas targets from a gas jet can be expressed as
∆k = q · k0 − kq (2.35a)
= ∆kn +∆kpl. +∆kgeo. +∆kint. (2.35b)
where q is the harmonic order, k0 and kq are the wave-vectors of the fundamental and
the qth harmonic. The first two contribution to the phase mismatch, ∆kn and ∆kpl., are
pressure dependent and originate from dispersion in the neutral gas atoms and the plasma
[98]. In the HHG source used in this work, the driving laser is focused in front of a gas jet
backed by a noble gas at pressures up to a few bars. This setup is known as gas-jet HHG
and the third contribution for the phase mismatch, ∆kgeo., is the Gouy phase shift around
the focus. The last contribution is the intrinsic phase that the free electron wavepacket
acquires after ionization and this term is intensity dependent. Provided that the fraction
of atoms ionized doesn’t exceed a certain critical value, the dispersion term will have a
positive sign while the geometrical term is always negative for high q values. Thus, the
first three terms can compensate each other by choosing an appropriate backing pressure.
In general, the wave-vector mismatch can be minimized by an appropriate choice of
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backing pressure, focusing strength and proper placement of the gas jet along the optical
axis. A detailed discussion of phase matching and absorption considerations in HHG can
be found in [97–99].
Figure 2.11: An overview of the performance of state-of-the-art HHG sources. The
generated power is displayed per single harmonic line. The repetition rate and the
corresponding reference for each source is also shown. Note that the citations in the
figure only refer to the corresponding reference in the legend and not to the bibliography
of this dissertation.
An overview of the highest flux HHG sources in the XUV spectral range are depicted
in Fig. 2.11. It can be seen that fiber laser driven sources already generated more flux
than established Ti:Sapphire based HHG sources for lower photon energies. Although
Ti:Sapphire based HHG sources demonstrated the highest photon flux for higher photon
energies, the scalability of fiber laser systems is expected to enable more flux in this spec-
tral range in the near future. Note that other properties of the source besides photon
flux e.g. temporal and spatial coherence, need to be taken in to account when comparing
HHG sources for imaging applications. A fiber laser driven HHG source similar to refer-
ence 18 (according to the legend of Fig. 2.11) is used in this work although at reduced
repetition rate for reasons to be explained in the following chapter. This source around
70 eV offers a good compromise between higher photon energy for better resolution and
sufficient photon flux for successful imaging application.
Chapter 3
High Resolution CDI
As was briefly discussed in the first chapter, the main objective of this work is to demon-
strate high performance diffractive imaging using HHG sources and achieve record-high
resolution in different CDI modalities. A detailed discussion of the XUV source used in
this work, the imaging setup and results for isolated transmission samples will be the
main topics of this chapter. In the first section, the setup and characterization of the
high photon flux 70 eV HHG source is presented together with the high power fiber laser
system used to drive it. The imaging setup and spatial characterization of the XUV
beam is discussed in the next section. These discussions cover the overall setup of the
system shown in Fig. 3.1. A sub-wavelength CDI experiment demonstrating record-high
resolution for table-top systems is detailed in section 3.3. In the final section, a new
CDI-based beam characterization technique applicable for focused XUV/X-ray beams is
proposed and a proof-of-principle experiment is presented.
Figure 3.1: Overall system block diagram.
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3.1 High Photon Flux XUV Source at 70 eV
Throughout this work, a table-top source based on HHG generating coherent flux mainly
around 18 nm (68.6 eV) is used. For our driving laser parameters and HHG geometry,
this was the shortest wavelength where the photon flux necessary for high speed and
high resolution imaging can be generated. In the next subsection, the high power laser
system that drives the HHG process together with mechanisms for reducing beam pointing
fluctuation are discussed. This is followed by the detailed description of the gas jet HHG
source, optimization of photon flux and spectral characterization.
3.1.1 High power femtosecond fiber laser system
Generation of XUV photons using HHG require laser systems that are able to deliver
peak powers in the range of 1014 W/cm2. Over the past decade, fiber chirped pulse
amplification (FCPA) systems were shown to deliver high peak power femtosecond pulses
at high repetition rate mainly due to their ability to handle high average powers and
novel fiber design for increased mode field diameter [100, 101]. Further scaling of their
pulse energy was achieved by coherent combination of the output of multiple parallel
fiber amplifiers [102]. This approach, known as coherently combined FCPA (CC-FCPA),
recently demonstrated kW-level femtosecond laser system with mJ-level pulse energy and
excellent beam quality by using eight parallel amplifier channels [103]. In this work, a
two channel CC-FCPA system was used to generate femtosecond pulses with mJ-level
energy and few tens of kHz repetition rate. A schematic diagram of this laser system is
shown in Fig. 3.2 and is similar to that reported in [100, 104].
A femtosecond fiber oscillator spliced with a fiber integrated pre-amplifier gives pulses at
1030 nm central wavelength and 19 MHz repetition rate. A stretcher based on dielectric
grating stretches the pulses to few nanosecond durations followed by a spatial light mod-
ulator for pulse shaping (Fig. 3.2). A series of fiber coupled pre-amplifiers amplify the
pulses and the integrated acousto-optic modulators were used to reduce the repetition
rate to the desired value. A large pitch fiber (LPF) amplifier [101] further amplifies the
pulses to ∼ 60 µJ of pulse energy at a repetition rate of 30 kHz to 35 kHz. The pulses
were then split into two beam paths by a polarization beam splitter (PBS) and used as
a seed for the main amplifiers. Each of the two LPF amplifier channels deliver ∼ 0.6 mJ
of pulse energy and their output was combined by a thin film polarizer (TFP). In the
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Figure 3.2: A schematic diagram of the coherently combined fiber CPA system.
last step, a grating compressor compresses the output pulses to ∼ 300 fs duration with
an energy of ∼ 1 mJ.
Figure 3.3: (a) The principle of nonlinear compression. (b) The hollowcore compres-
sion stage used in this work together with the input and output pulse parameters.
Pulses from the CC-FCPA were not short enough to be used for efficient HHG and
further pulse compression was therefore necessary. This was accomplished by a nonlinear
compression technique illustrated in Fig. 3.3(a). It is based on self phase modulation
(SPM) of a high intensity pulse as it propagates through a nonlinear medium that results
40 CHAPTER 3. HIGH RESOLUTION CDI
in spectral broadening. It is then followed by the use of dispersive elements (e.g. chirped
mirrors) to remove the chirp introduced during SPM which gives pulses with a much
shorter duration [105, 106]. In this work, a hollow-core fiber (HCF) filled with noble
gas followed by multiple bounces from a pair of chirped mirrors was used for nonlinear
compression (Fig. 3.3(b)). An HCF with a core diameter of 250 µm filled with argon gas
at a pressure of ∼2 bars was used to compress the pulses from the CC-FCPA system to ∼
35 fs of pulse duration. The transmission of the HCF compression stage was 60 % resulting
in 0.6 mJ pulses at 35 kHz repetition rate. This laser system is used to drive the HHG
process and it already delivers an order of magnitude more power than established Ti:Sa
based driving lasers for HHG [107]. In addition, this fiber laser system has the advantage
of being average/peak power scalable compared to other solid state laser architectures.
The scalability of the driving laser power, and therefore the HHG flux, is mainly due to
the suitability of fiber lasers for coherent combination of multiple amplifier outputs [100]
which recently demonstrated > 3 kW of average power [90].
Efficient coupling of the high intensity pulsed beam into the HCF compressor is quite
sensitive to beam pointing instabilities. Small pointing fluctuations can lead to reduced
transmission, bad beam quality and fluctuations of the output pulse duration. In addition,
the HHG process also requires stable beam pointing of the IR beam for stable pointing of
the generated XUV beam and small temporal fluctuations of the photon flux. Therefore,
a beam stabilization (BS) system was incorporated in the beam path for position and
angular stability. A commercial system (TEM Messtechnik) was used in this work and
the basic arrangement is depicted in Fig. 3.4. The BS system consists of two motorized
mirrors (M1 and M3), a position sensitive detector (PSD) and a feedback control module
with connection to a computer. The beam is sampled from the leakage through mirror
M4 and its positioning is determined by the PSD. There are two detectors in the PSD
(right side of Fig. 3.4), one for xy position (P) and another for the angle (A). The beam
position (xy and angular) is sent to the control module which in turn sends a feedback
to the motorized mirrors so that the positioning of the beam is fixed to a given point of
the ’A’ and ’P’ detectors. One such BS system was used before the HCF compression
stage and enabled a stable transmitted power through the HCF with an excellent beam
profile. A second BS system before the HHG setup (to be discussed next) also resulted
in a more stable XUV flux and improved beam pointing. In addition to eliminating long
term beam drifts, the pointing fluctuation at the focus of the IR beam after the second
BS system was < 2µrad in angle and < 4µm in position over a 2 minutes time period.
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Figure 3.4: Setup of the beam stabilization system used in this work. The PSD
(shown on the right) consists of a beam splitter and two detectors (angle and position).
The angle detector ’A’ is placed at the focus of a lens to convert angular shifts to
position changes.
3.1.2 High-order harmonic generation setup
Pulses from the HCF compressor were short enough to be used for driving the HHG pro-
cess. Since XUV photons are highly absorbed in air, the HHG setup and the subsequent
imaging experiments were performed inside a vacuum chamber. Noble gas targets from
a gas jet provide the nonlinear medium and the setup is shown in Fig. 3.5. To reach the
required intensity for efficient HHG, the pulsed beam was focused in front of the gas jet
using a lens with a focal length of 250 mm. The beam size before the focusing lens was 6
mm and the FWHM beam diameter at the focus was 50 µm. Assuming the pulses have
a Gaussian shaped spatial and temporal profile, the peak intensity at the focus becomes
3 × 1014 W/cm2. The generated XUV light co-propagates with the driving laser and it
has to be separated so that we can use it for imaging applications. This issue of IR/XUV
separation is not straightforward because of the large differences in power levels between
the IR (tens of watts) and the XUV (< 1 µW). A pair of grazing incidence plates (GIPs)
together with metal filters were used as separation elements in this work. GIPs are glass
plates that are anti-reflection coated for the driving wavelength (1030 nm) and aligned
at grazing incidence (angle of incidence close to 90◦) [108]. The driving laser beam is
mostly transmitted while the XUV beam is Fresnel reflected due to the high incidence
angles. At 70 eV, the GIPs have a combined reflectivity of 40% when put at 82◦ of angle
of incidence. The remaining IR beam (< 1W of average power) was absorbed by a 200
nm thick Al filter that has a transmission of 72% at 70 eV. Neither the GIPs nor the Al
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filters introduce large wavefront distortions in the XUV beam which is critical for imaging
applications.
Figure 3.5: A schematic diagram of the HHG setup.
As discussed in Eq. (2.33) and (2.34), the cutoff photon energy in HHG is determined
by the noble gas target, intensity (with pulse duration) and driving wavelength. For our
driving laser parameters, argon gas offers the best compromise between cutoff photon en-
ergy and generated photon flux. Gas jets with opening diameters from 200 µm to 600 µm
delivering argon at few bars of backing pressure were used in the different experiments
performed. The jet diameters were chosen based on the guidelines for optimal HHG [99]
so that the flux is mainly limited by re-absorption in the vacuum chamber and the gas
load on the vacuum pumps. In addition, the peak intensity and Gouy phase at the IR
focus is controlled for better phase matching by an aperture located before the focusing
lens (Fig. 3.5). An iterative optimization of the aperture opening, the backing pressure
and the position of the gas jet relative to the IR focus was performed for the highest
photon flux.
Figure 3.6: (a) Spectral intensity and (b) divergence of the generated harmonics.
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The spectral and spatial properties of the HHG source were characterized by a flat field
grating spectrometer consisting of a grating (1200 lines/mm) and a CCD camera. The
spectra were calibrated using the absorption edge of Al at 72.5 eV and the results are
shown in Fig. 3.6. The generated harmonic spectrum spans the photon energies up to
71 eV but only the last few harmonics are shown for convenience. Fig. 3.6(a) shows
clearly separated harmonic lines with comparable intensity and narrow line widths. The
relative bandwidth of the 57th harmonic (68.6 eV or 18 nm), for example, was found
to be ∼1/200 in optimized cases. The generated photon flux at 68.6 eV is estimated
from the total counts to be ∼ 1010 photons/second at a repetition rate of 35 kHz. In
doing so, the GIP reflectivity, metal filter transmission, grating efficiency and sensitivity
(with quantum efficiency) of the CCD were taken into account. The divergence of the
harmonic lines (Fig. 3.6(b)) was measured to be ∼ 5 mrads and the integrated profile on
the right shows a Gaussian-like behavior. At a repetition rate of 100 kHz, this HHG setup
generated a photon flux of ∼ 1011 photons/second per harmonic which is the highest from
any HHG source in this spectral region [17, 104]. Lack of components for separation of
the generated harmonics from the driving laser at high powers hindered usage of these
higher repetition rates in the current work. The recently demonstrated scaling in average
power to multi-kW levels is expected to increase the HHG flux by two orders of magnitude
when combined with the development of efficient XUV/IR separation techniques [109].
This source will enable even more significant improvements in imaging performance than
the record-high resolution and fast imaging results to be discussed next.
3.2 CDI Experiment with Sub-wavelength Resolu-
tion
Because it avoids imaging optics between the sample and detector, CDI enabled ultrahigh
resolutions both at large scale facilities and HHG sources. Takahashi et al. demonstrated
resolution of 2 nm for thick samples using hard X-rays at ∼ 0.1 nm wavelength while
Chapman et al. performed the first single-shot CDI at a soft X-ray FEL source [7, 110].
Seaberg et al. showed that table-top CDI can also achieve high resolution of 22 nm
using an HHG source together with the possibility of extracting 3D information [12].
The first sub-wavelength CDI experiment with a resolution of 0.8λ was demonstrated
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by Zu¨rch et al. using an HHG source at 33.2 nm wavelength [111]. In addition, single-
shot CDI which is interesting for time-resolved investigations was demonstrated with
a moderate resolution of 119 nm using an HHG source [112]. While these table-top
CDI results were performed in the transmission geometry, moderate resolutions of <
1 µm were demonstrated in the reflection geometry which is relevant for applications
e.g. semiconductor mask inspection [113, 114]. In this work, a CDI experiment with a
half-pitch resolution of 13 nm which represents the highest resolution for table-top setups
[87] is presented.
3.2.1 Experimental setup
As discussed in section 2.2, the allowed size of the exit wave in CDI techniques is limited
by the oversampling and far field criteria. As a result, the beam from the HHG source
has to be focused into a small area which also increases the photon flux available for
imaging. For conventional CDI in particular, focusing was necessary also because the
wavefront is assumed to be flat in the reconstruction algorithms and this is fulfilled only
at the focus of the XUV beam. The overall imaging setup is depicted in Fig. 3.7 and
uses two spherical multilayer mirrors to focus the XUV beam onto the sample. Refractive
optics is not available for the XUV spectral range and zone plates are lossy as well as
inconvenient for typical collimated XUV beam sizes (∼ 10 mm). The diffracted field
was then recorded with a CCD detector and the central bright section of the diffraction
pattern can optionally be blocked by a beam stop. While CDI requires a small spectral
bandwidth, the HHG source discussed in the previous section delivers multiple harmonics
from 30 eV to 71 eV. Spectral filtering was therefore necessary before using the source for
CDI applications. The multilayer mirrors in Fig. 3.7(a) are designed to reflect the desired
photon energy (68.6 eV) and filter out all other harmonic orders in addition to focusing
the beam. The mirrors (available from optiX fab.) have a peak reflectivity of 50 % each
at 68.6 eV for normal incidence. Their energy bandwidth is 2.2 eV and suppresses the
neighboring harmonics by two orders of magnitude after two reflections. The filtered
spectrum after the multilayer mirrors is shown in Fig. 3.7(b).
The first mirror (focal length of 1.2 m) of Fig. 3.7(a) collimates the beam while the
second one (focal length of 0.5 m) focuses it onto the sample. This arrangement offers a
demagnification of the source point by a factor of two. Due to the off-axis arrangement,
the focusing setup introduces astigmatism to the focused beam. Since the astigmatism
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Figure 3.7: (a) Schematic diagram of the imaging setup. (b) Spectrum of the HHG
beam after filtering by the two multilayer mirrors.
gets worse for larger angles of incidence (AOI), the mirrors were positioned for the smallest
AOI by increasing their on axis (along the z-axis) separation allowed by the size of the
vacuum chamber. In addition, the smallest possible separation along the x-axis was
used and this was limited by the diameter of the XUV beam on the first multilayer
mirror (Fig. 3.8(a)). A scan across the XUV focus was simulated for the parameters
shown in Fig. 3.8(a) using the optical design software Zemax. The spot diagram for
the z range of ±100 µm is shown in Fig. 3.8(b) and a slight change in beam profile
from vertical elongation to a horizontal one can be observed. The beam profile gets a
pronounced elongation at deviations of 500 µm both before and after the focus (Fig.
3.8(c)). These highly elongated profiles can be problematic for CDI since the beam might
not have uniform intensity all over the sample. The focal point along x and that along
y occur at different points along the propagation direction separated by about 1 mm.
In between the two foci, the beam has comparable focal diameters along x and y which
is taken as the overall focus (at z = 0 in Fig. 3.8(b)and (c)). The phase profile is also
expected to be strongly curved at these points which also violates the main assumptions
in CDI. Therefore, the sample was always positioned as close as possible to the focus
(both longitudinally and transversally) by maximizing the flux through a small pinhole.
The highly elongated profiles of Fig. 3.8(c) bring a different challenge for ptychographic
CDI which will be discussed in chapter 5.
To estimate the size of the XUV focus, a 1 µm pinhole was scanned across it and the trans-
mitted intensity was integrated. This revealed a full width at half maximum (FWHM)
focal diameter of 10 µm. The XUV beam recorded with a CCD at the far field of the
focus (Fig. 3.9(a)) shows a good beam quality with a Gaussian-like profile. Note that
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Figure 3.8: Simulation of the imaging system using Zemax. (a) The layout of the
mirrors and dimensions used in the simulation. Through-focus spot diagram at (b) 50
µm steps around the focus and (c) 500 µm steps around the focus.
both the photon flux and the beam profile can be optimized by varying the HHG param-
eters (intensity, gas jet position, backing pressure, ...). To have a measure of the spatial
coherence of the beam, a double slit with a 1.5 µm separation was placed at the XUV
focus and its fringe visibility was analyzed. It was placed as a sample at the XUV focus
(Fig. 3.7(a)) and the far field diffraction was recorded by a CCD placed 20 mm away.
The measured diffraction pattern (Fig. 3.9(b)) and its cross section (Fig. 3.9(c)) show
clear fringes with a visibility of 90 %. This means that two wave fields diffracted from
features at the opposite ends of a 1.5 µm sized sample can interfere with 90 % visibility.
This demonstrates the HHG source has a high degree of spatial coherence that is essential
for CDI applications.
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Figure 3.9: Beam profile and spatial coherence. (a) Far field beam profile of the
XUV beam (at a distance of 13.6 mm from the focus). Window size is 0.6 mm by 0.6
mm. (b) Diffraction pattern from a double slit with 1.5 µm separation. (c) Comparison
of a horizontal cross-section across the center of the diffraction pattern in (b) with a
simulation for a perfectly spatially coherent source.
3.2.2 Imaging results
Data acquisition
The transmission sample shown in Fig. 3.10(d) was fabricated by FIB milling the desired
features into 50 nm silicon nitride membrane and thermally evaporating 150 nm of gold
layer on top. It was placed at the focus of the XUV beam to have an illumination with a
flat wavefront and the maximum available photon flux for imaging. It has an overall size of
1 µm which is smaller than the double slit used for characterizing the spatial coherence.
Therefore, a fringe visibility greater than 90 % is expected between opposite edges of
the sample’s features. Diffraction patterns were acquired using an XUV CCD camera
(Andor iKon-L) having 2048 by 2048 pixels with a pixel size of 13.5 µm. The sample was
placed as close as possible to the camera to achieve the highest NA. The sample-camera
distance was 13.6 mm and it was limited by physical constraints of the sample holder and
vacuum chamber. For the size of the XUV camera, this gives an NA of 0.71 which can
be fully exploited if the photon flux is high enough. Using Eq. 2.12, the resolution limit
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from the NA of the setup (the Abbe limit) is 11.7 nm. As explained in Eq. 2.32, the
achievable resolution in CDI is also limited by temporal coherence for a given sample size
and oversampling degree. The maximum oversampling degree for the sample size and
sample-camera distance is 18. Although a higher oversampling degree results in robust
reconstruction, the signal to noise ratio (SNR) of the measurement can be increased if
the neighboring pixels are summed up (binned) together. A total of 8 × 8 pixels were
binned together on-chip for the measurement thereby reducing the oversampling degree
to 2.3 without affecting resolution. The resolution limit due to temporal coherence is
then calculated to be 11.5 nm for the relative bandwidth (∆λ/λ) of 1/200 and a 1 µm
sample. Therefore, the resolution in our experiment was ultimately limited by the NA of
the setup.
In diffraction measurements, the central (low spatial frequency) fringe usually has orders
of magnitude higher intensity than the highest frequency components having fringes at
the edge of the camera. Therefore, in measurements with moderate exposure times, the
central pixels saturate at the highest count set by the bit depth of the camera (16 bit in
this case). For even longer exposure times, the accumulated electrons in a pixel overflow
to the neighboring pixels in what is known as blooming. These phenomena limit the
dynamic range of a single measurement to about three orders of magnitude in the current
setup. To extend the dynamic range, multiple measurements were taken with or without
a central beam stop and subsequently merged together. The beam stop was made of
borosilicate glass spheres with diameters of about 200 µm attached to an ultra-thin wire
with 7.5 µm diameter. It was then placed between the sample and the camera as shown
n Fig. 3.7(a). Three measurements with exposure times of 4 sec., 1 min. and 15 mins.
were taken (Fig. 3.10 (a-c)) where a beam stop was used in the last two.
Data processing and reconstruction
The 4 sec. measurement captures the low spatial frequency information faithfully while
the 15 min. measurement contains those at the highest spatial frequencies. The 1 min.
measurement was used to find the correct scaling values in merging the diffraction patterns
since the 4 sec. and 15 min. measurements only have a small region in common where
both have a valid intensity value. In the first step, background subtraction and hot pixel
removal was performed on all three diffraction patterns. In all three measurements, a
mask was defined representing regions in the diffraction patterns with valid intensity
values. These are regions where the diffraction is above the noise threshold for the 4
3.2. CDI EXPERIMENT WITH SUB-WAVELENGTH RESOLUTION 49
Figure 3.10: CDI sample and diffraction patterns. (a) Diffraction patterns acquired
with exposure times of (a) 4 seconds, (b) 1 minute and (c) 5 minutes. Scale bar is 10
µm−1. (d) Scanning electron microscope image of the sample (scale bar is 200nm). (e)
A composite diffraction pattern obtained by merging diffraction patterns with exposure
times from 4 seconds to 15 minutes.
sec. measurement. For the longer exposure times, the masked areas are those below the
saturation count and outside the beam stop shadow (central regions of Fig. 3.10 (b) and
(c)). In merging the 4 sec. and 1 min. measurements, the ratio between corresponding
usable pixels (inside the mask) in both patterns was taken and the average of these
ratios was computed to get the scaling factor between the two patterns. A simple ratio
of the exposure times was found to be inaccurate potentially due to nonlinearities in
the camera and small changes in photon flux of the source. A scaled version of the
4 sec. measurement then replaces the saturated and beam stop regions of the 1 min.
measurement. An average between the 1 min. and scaled 4 sec. measurements was
used in regions where both have valid intensities. A similar procedure was performed in
merging the 15 min. measurement with the composite diffraction pattern of 4 sec. and
1 min. measurements. Due to the high NA of the measurement, curvature correction
50 CHAPTER 3. HIGH RESOLUTION CDI
was performed on the composite diffraction pattern. The final diffraction pattern (Fig.
3.10(e)) has an increased dynamic range of more than seven orders of magnitude and the
fringes extend up to the edge of the camera.
Image reconstruction was performed using the RAAR algorithm (β-parameter of 0.95)
without any a priori information except that the sample is isolated. For more robustness,
the guided version with multiple independent reconstructions and multiple generations
was employed as discussed in section 2.2.2. The initial estimate for the support was taken
by thresholding the autocorrelation of the sample (computed by the inverse Fourier trans-
form of diffraction pattern) to 4% of its peak value. The support was then updated every
50 iteration using the shrink-wrap algorithm. The evolution of the support every three
updates (Fig. 3.11) shows that the centro-symmetry of the first estimate (autocorrela-
tion) is broken in the first stages. Note that an overly tight update of the support shrinks
the object estimate beyond its actual size and results in artificial ripple patterns in the
image. Here, shrink-wrap was loosely applied by convolving a Gaussian function with
the current object estimate and thresholding the result to 20% of the peak value. The
reconstruction starts with 12 independent reconstructions each with 2000 iterations and
the best one was selected by comparing the reconstruction error (Eq. 2.20). This recon-
struction was mixed with all the rest and used as a seed for the second generation [41].
The same procedure was repeated for 20 generations after which the 12 reconstructions
were quite similar. In mixing two reconstructions, a registration algorithm was used for
accurate alignment within 1/20th of a pixel [115] to account for the shift invariance of the
phase retrieval algorithms.
Figure 3.11: Evolution of the object support. (a) The initial support which is the au-
tocorrelation. Support after (b) 150 iterations (c) 300 iterations and (d) 450 iterations.
The reconstructions in the last generation were aligned and averaged to give the final
image. The amplitude and phase profiles of the reconstruction are displayed in Fig. 3.12
(a) and (b). The amplitude profile shows that all features of the sample are faithfully
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reconstructed. The phase profile of Fig. 3.12 (b) is shown for regions where the amplitude
is above 5% of its peak value. The phase profile is flat as is expected from a pure amplitude
sample where the transparent areas do not introduce any phase shift in the exit wave.
Slight linear gradient can be observed from the bottom-left to the top-right corner of
the phase profile that originates from a shift of the center of the diffraction pattern from
the center of the detector. The intensity fluctuations (for example in the two squares of
Fig. 3.12(a)) are reconstruction artifacts from the non-perfect measurement conditions.
These are mainly the background noise, non-linearities of the detector and errors in
merging multiple diffraction patterns. In addition, it is interesting to see that the central
bar in the amplitude profile has two bright lines. This two-line feature is the result of
waveguiding in the structure due to the high aspect ratio of this feature. Waveguiding
effects will be discussed in more detail in the next chapter with the aid of numerical
simulations. To estimate the achieved resolution, a cross-section along the edges of the
reconstructed amplitude can be taken to perform a knife-edge test. The distance between
the points where the amplitude is 10% and 90% of the maximum value is known as the
10-90 resolution. A cross-section along the white line at the lower square of Fig. 3.12(a)
is shown in Fig. 3.12(c) and the 10-90 resolution value was found to be 13 nm.
Figure 3.12: (a) Reconstructed amplitude. (b) Reconstructed phase. (c) Cross-
section along the white line at an edge in (a). Scale bars in (a) and (b) are 1 µm in
size.
Knife-edge test represents resolutions achieved across an edge of the object in a particular
direction. In reconstructions where the support constraint is too tight, the reconstruc-
tion algorithm may give solutions that show sharp oscillatory behavior across an edge.
A knife-edge test across these types of edges could result in 10-90 resolution values that
overestimate the actual feature sharpness. An effective way of avoiding these issues is to
use a criterion that represents the overall performance across the whole object. Phase
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retrieval transfer function (PRTF) is a Fourier space criterion that quantifies how faith-
fully the phase of the diffraction fringes is retrieved [27]. It gives a measure of the highest
spatial frequency that contributes to the reconstruction and this can be interpreted into
a real space resolution estimate. It is defined as
PRTF(q) =
|〈Urec.(q)eiφ0〉|√
I(q)
(3.1)
where Urec.(q) is the retrieved complex diffraction field (Fourier transform of the re-
constructed object) and
√
I(q) is the measured diffraction amplitude. PRTF computes
the average of the reconstructed field over multiple independent reconstructions (12 in
this case) and normalizes it to the measured amplitude. In doing so, a constant phase
factor φ0 is added to each retrieved field to compensate for differing constant phases be-
tween reconstructions. Diffraction fringes that don’t have a consistent phase in multiple
reconstructions vanish during averaging while those consistently retrieved retain their
amplitude. The PRTF analysis for our reconstruction is shown in Fig. 3.13 (blue line).
It shows the characteristic behavior of reduced PRTF for higher frequencies where phas-
ing becomes less consistent due to reduced SNR. Since the diffraction intensity had good
contrast until the edge of the detector (Fig. 3.10(e)), the PRTF is above 0.2 for almost
all spatial frequencies. The half-pitch resolution is the feature size that corresponds to
Figure 3.13: PRTF of the reconstruction for the short (3 seconds) and long (15
minutes) acquisition time measurements.
3.2. CDI EXPERIMENT WITH SUB-WAVELENGTH RESOLUTION 53
the highest spatial frequency with PRTF value above a certain threshold (commonly 1/e
[110]). Spatial frequencies up to 33.2 µm−1 satisfy the PRTF 1/e criterion and the cor-
responding resolution is therefore 15 nm. This result is the highest resolution achieved
for a table-top CDI setup and represents a factor of 2 improvement from previous results
using the PRTF criterion [12].
Reconstruction with short exposure times
An equally important performance measure besides resolution is measurement speed. In
this context, meaningful resolutions need to be achieved with short exposure times in
order to have a reasonable overall measurement time. This metric is particularly critical
for ptychography where multiple diffraction patterns have to be recorded to image a larger
field of view. A single diffraction pattern with an exposure time of just 3 sec. is shown in
Figure 3.14: CDI result with a single short acquisition time measurement. (a)
Recorded diffraction pattern with an acquisition time of 3 seconds. The reconstructed
object (b) amplitude and (c) phase. Scale bars in (b) and (c) are 1 µm in size. (d)
Cross-section along the white line at an edge in (b).
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Fig. 3.14(a) where the fringes are above the noise floor until about half the detector. All
other measurement parameters are the same as the high dynamic range result discussed
previously. The guided RAAR algorithm was also used here for phase retrieval with
15 generations and 12 independent reconstructions. The reconstructed amplitude (Fig.
3.14(b)) shows that all features are clearly visible with good contrast. A cross-section
along the white line in the lower square reveals a 10-90 resolution of 23 nm (Fig. 3.14(d)).
The reconstructed phase (Fig. 3.14(c)) also shows the flat profile expected from a pure
amplitude sample. The PRTF of the 3 sec. measurement is plotted in Fig. 3.13 (red line)
and the resolution according to the PRTF 1/e criterion is 28 nm. This result demonstrates
that achieving sub-30 nm resolution is possible using table top HHG setups with only
few seconds of exposure time which qualifies it for high resolution ptychography and 3D
tomography. It also represents a reduction of the required exposure time for previous
results that achieved comparable resolutions on a table top setup [12].
3.2.3 Towards CDI at soft X-ray wavelengths
As it follows from the Abbe limit, a direct approach to scale the resolution of CDI setups
is employing sources with shorter wavelengths. In addition, imaging using sources in the
soft X-ray spectral range (λ < 10 nm) is interesting due to the presence of absorption
edges that can be accessed for higher contrast. So far, table-top CDI setups used sources
in the XUV spectral range mainly because the photon flux at shorter wavelengths was
insufficient for CDI. In a first attempt towards CDI at soft X-ray wavelengths, high
harmonics at 8 nm wavelength (150 eV photon energy) were generated using few cycle
pulses where neon gas was used as a non-linear medium for HHG. A fiber CPA system
together with two hollow-core fiber compression stages were used to deliver sub-10 fs
pulses at 1 µm central wavelength with 0.25 mJ pulse energy at repetition rates of up
to 150 kHz [16]. In the current experiment, the repetition rate was reduced to 43 kHz
in order to avoid heating of the silver filters used for separating the generated harmonics
from the driving infrared laser. The driving laser was focused by a pair of mirrors in
front of a 150 µm diameter gas jet releasing neon at 9 bars of backing pressure for HHG.
The generated spectrum was measured by a grating spectrometer and is depicted in Fig.
3.15(a). At 150 eV, a photon flux of ∼ 2 × 108 photons/(sec.*eV) were generated that
corresponds to ∼ 3× 108 photons/sec. in a 1% bandwidth.
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Figure 3.15: CDI at soft X-ray wavelengths. (a) Photon flux of the HHG source
around 150 eV (8 nm). Inset shows the far-field profile of the beam at 8 nm wavelength.
(b) Diffraction pattern acquired for a transmission sample shown in the inset. Overall
size of the sample is 2.5 µm. (c) The amplitude of the reconstructed object (scale bar
is 1 µm).
The imaging setup is similar to that depicted in Fig. 3.7(a) and two multi-layer mirrors
with peak reflectivities of 33% at 150 eV (FWHM bandwidth of 1.4 eV) were used for
focusing and spectrally selecting a single harmonic. The far-field beam profile of the
harmonic at 8 nm (inset of Fig. 3.15(a)) shows an excellent Gaussian-like shape. The
HHG flux at 150 eV is among the highest generated from table-top sources in this spec-
tral range [17]. Although the overall transmission of the metal filters and multi-layer
mirrors is ∼ 5%, the flux combined with the excellent beam quality was sufficient for
demonstrating the feasibility of CDI at soft X-ray wavelengths. A simple transmission
sample (inset of Fig. 3.15(b)) fabricated by focused ion beam milling of a 200 nm copper
coated Si3N4 membrane was used in the experiment. A composite diffraction pattern
(Fig. 3.15(b)) with higher dynamic range was obtained by merging measurements with 2
seconds, 30 seconds and 15 minutes. The reconstruction was performed using the RAAR
and shrink-wrap algorithms that were already used in the 68.6 eV result presented earlier.
The reconstruction (Fig. 3.15(c)) was successful although the quality is lower and the
resolution is limited by the available flux to ∼ 50 nm (half-pitch). After this experiment
was conducted, the average power of the few cycle laser was increased by more than one
order of magnitude [116]. Together with novel methods for separation of generated har-
monics from the driving infrared laser [109], imaging at 150 eV can deliver significantly
improved image quality and resolution.
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3.3 CDI-based Wavefront Sensor
3.3.1 Principle of operation
The application of CDI discussed so far is in imaging of an unknown isolated sample
assuming that the illuminating beam has a flat amplitude and phase profile. This follows
from the principle of CDI (section 2.2.1) where the exit surface wave (ESW) is the profile
that is reconstructed in real space. The ESW itself is a product of the sample complex
transmission function and the illuminating beam profile in the projection approximation.
This means if a sample with a known transmission function is used, CDI can also be
applied in extracting the amplitude and phase profile of the illuminating beam. In the
following, this idea is used to develop a wavefront sensor for characterizing XUV beams at
focus and a proof-of-principle experiment in the visible spectral range is presented. First
indication of the feasibility of an XUV wavefront sensor was observed when an extended
periodic grid of pinholes was used as a CDI sample (Fig. 3.16(a)). Measurements at
three different on-axis points along the XUV focus were taken and the reconstructions
(Fig. 3.16(b)) show sections of the pinhole grid with the correct period. More interest-
ing is the profile of the reconstructed area that is elongated vertically at z = -2.25 mm,
becomes symmetric at zero and then elongated horizontally at z = 2.25 mm. This pro-
gression follows that of the astigmatic beam already simulated using Zemax (Fig. 3.8).
Figure 3.16: Performing a CDI experiment on an extended sample. (a) Layout of the
sample which is a grid of pinholes with 100 nm diameter (200 nm pitch). The overall
sample size is 25 µm × 25 µm. (b) Amplitudes of CDI reconstructions at three planes
across the focus of the XUV beam.
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The reconstructed pinholes also have higher transmitted intensity in the center which
is expected from a focused illuminating beam. Since the sample has a uniform trans-
mission (T = 1) at the pinholes and zero transmission outside, what is reconstructed is
the XUV beam profile sampled by the pinholes at a particular plane. A 2D amplitude
and phase profile of the XUV beam can then be extracted by interpolating between the
reconstructed pinholes.
Beam characterization using an extended periodic grid, however, has some issues that
could make the results unreliable. These are
• The size of the reconstructed area is determined by the threshold used in the shrink-
wrap algorithm. If a higher threshold is used, the reconstructed area will get smaller
since the outer pinholes will be out of the support. The central reconstruction in
Fig. 3.16(b), for example, has a FWHM size of ∼ 3 µm which is smaller than the
estimated size of 6 µm for the current experimental setup.
• It is difficult to limit the illuminated area which could be larger than the size allowed
by the far-field criterion of Eq. 2.9. In cases where the beam is larger than that
allowed by the far-field criterion, the diffraction pattern is not taken in the far-field
and the reconstruction fails.
• The twin-image problem already discussed in section 2.2.2 where two possible re-
constructions are valid for a given diffraction measurement. So the actual beam
orientation cannot be known and, in the worst case, a mixture of the two orienta-
tions could be reconstructed.
A reliable wavefront sensor can be developed by modifying the design of the sample
(referred to as mask from now on) so that each of the above issues are dealt with. The
validity of the far-field criterion can be insured by limiting the size of the transmitting
region of the mask to a range where the far-field condition is fulfilled. The beam will then
be characterized within the area covered by the designed mask. The challenge in choosing
the shrink-wrap threshold can be solved by having a fixed support from the mask design
(SEM image) thereby avoiding the shrink-wrap algorithm altogether. This also makes
the reconstructions much faster. The twin image and beam orientation problems can
also be addressed by having a non-centrosymmetric mask where a reconstruction and its
complex conjugate are different. In this case, the orientation is clearly identifiable and
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Figure 3.17: Principle and setup of a CDI-based wavefront sensor. (a) A schematic
diagram of the experimental setup on the left and the layout of the mask on the right.
The beam expander consists of a concave lens (focal length 20 mm) and a convex lens
(focal length of 25 mm) while the focusing lens has 75 mm focal length. (b) The
modified phase retrieval procedure with a fixed support.
reconstructions that are a mixture of the two orientations are effectively avoided. A mask
design that satisfies the above three points is shown in Fig. 3.17(a) (right side). The mask
has a periodic grid of pinholes but with one quadrant shifted to avoid centrosymmetry. It
is also limited in size and the known layout can be used as a support during reconstruction.
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3.3.2 Proof-of-principle experiment
The setup of a proof-of-principle experiment for characterizing the focus of a HeNe laser is
shown in Fig. 3.17(a). The output of the laser (2 mW CW at 632.8 nm) was attenuated,
expanded and subsequently focused on the mask where diffraction patterns were recorded
by a CMOS camera placed in the far-field. The CMOS camera (Imaging-Source DMK
33UP5000) has 2595 × 2048 pixels with a pixel size of 4.8 µm and a bit-depth of 8 bits.
Due to the fixed cover of the camera, the mask-camera distance was limited to 20 mm
which gives an Abbe limit of 1.3 µm. Therefore, the pinholes in the mask layout were
chosen to be 5 µm in diameter to have them clearly resolved. To have a meaningful sam-
pling of the beam focus, a total of 6 by 6 pinholes were included and the overall mask size
was 45 µm. The Fresnel number for a sample-camera distance of 20 mm then becomes
0.16. Although at the edge of the far-field criterion of Eq. 2.9, the camera can still be
considered in the far-field by more relaxed far-field criteria [20]. The mask was fabricated
by focused ion beam milling of 50 nm thick Si3N4 membrane coated with 200 nm copper.
Because the beam intensity around the focus was high, the shortest acquisition times in
the range of milliseconds were used in recording the diffraction patterns. The reconstruc-
tion procedure (Fig. 3.17(b)) is similar to that of conventional phase retrieval algorithms
discussed in section 2.2.2. The only difference is that the support is not updated by the
shrink-wrap algorithm in the present case. It is instead taken from the layout of the
mask (SEM image) and used for all iterations. A total of 1000 iterations were used that
alternated between 150 iterations of the RAAR algorithm and 100 iterations of the error
reduction (ER) algorithm. At the output, the amplitude and phase values at each pinhole
is retrieved and the values at the regions in between can be interpolated later on.
The mask was scanned at multiple points before and after the beam focus while diffrac-
tion patterns were recorded at each of these points. All reconstructed amplitudes (Fig.
3.18(a)) show a higher value at the center that decreases as we go to the edges which is
expected from the focus of a Gaussian beam. At z values of ±1.5mm, all pinholes are
visible since the beam was large enough to fill the mask. But at z points of zero and
±0.5 mm, only pinholes around the center are visible because the beam is smaller than
the mask. Interpolating between the pinholes and taking a cross-section across the center
gives a FWHM focal diameter of 16µm. The interpolated phase plots for amplitudes
above 20% of the maximum are shown in Fig. 3.18. The phase is assumed to be flat
within a pinhole and the average phase value in a pinhole is taken as a single sampling
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point during interpolation. The phase curvature evolves from a converging to a flat pro-
file and later to a diverging profile after the focus. A more quantitative comparison is
plotted for seven points across the focus by taking the cross-section along the center of
the interpolated phase profiles (Fig. 3.18(c)). Immediately after the focus which shows
a flat phase profile, the curvatures on both sides (at ±0.75 mm) are shown to be the
strongest. The radii of curvature at ±1.5 mm and ±2.25 mm are then progressively
larger than the values at ±0.75 mm. This is consistent with Gaussian optics where the
Figure 3.18: Amplitude and phase reconstructions of the illuminating beam focus.
(a) The reconstructed amplitude at five different planes across the focus. The profiles
are shown here before interpolation for better illustration of the procedure. All scale
bars are 30 microns. (b) Interpolated phase profiles at the planes corresponding to (a).
each inset shows the phase profiles before interpolation for illustration purposes. (c) A
cross-section along the center of interpolated phase profiles at seven planes across the
focus.
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phase curvature is strongest at the Rayleigh length and progressively gets flat towards
infinity. Further numerical comparison with Gaussian optics is not included here due to
non-precise knowledge of the waist radius.
The above experiment proves that a CDI-based wavefront sensor is indeed feasible. Com-
pared to the commonly used Shack-Hartmann wavefront sensor (SHWS), the CDI-based
wavefront sensor (CDI-WS) can give the absolute phase at each sampling point (pinhole)
whereas the SHWS measures the local gradient [117]. Therefore, the maximum measur-
able phase curvature is limited by the period of the mask in a SHWS. In the CDI-WS
presented here, there is essentially no limit except for the extremely curved wavefronts
where the far-field criterion might not be fulfilled. Even in these special cases, the mask-
camera distance can be increased to satisfy the far-field criterion. Commonly, beam
characterization is performed at planes where the beam has larger size on a collimated or
diverging beam. In the CDI-WS, on the other hand, the measurements are taken at the
beam focus where XUV imaging experiments are conducted. This has the advantage that
the beam is characterized just before its use in an imaging experiment and the output
wavefront includes the influence of all focusing optics. The current CDI-WS experiment
had limitations due to lack of large detectors in the visible spectral range for higher res-
olution and the low bit-depth that limited the dynamic range of the experiment. In the
XUV, CCD chips with large sizes are available with a bit-depth of 16 bits. Therefore,
finer sampling of the beam focus is possible and a reconstructed wavefront with better
quality and sampling is expected in the XUV. The CDI-WS can find applications in char-
acterization and online beam monitoring during imaging experiments in the XUV and
soft X-ray spectral range.
In this chapter, a table-top CDI experiment with a half-pitch resolution of 13 nm was
demonstrated using a high photon flux HHG source at 18 nm wavelength. The achieved
resolution is the highest for a table-top CDI setup and is comparable to zone-plate-based
X-ray microscopes operated at large scale facilities [4]. In addition, sub-30 nm reso-
lution was achieved using a single measurement with only 3 seconds of exposure time
which shows the feasibility of imaging modalities that require multiple diffraction pat-
terns. These include imaging of extended samples by scanning across them or imaging 3D
structures using tomographic approaches. The potential for performance scaling was also
shown by performing the first soft X-ray table-top CDI experiment at 8 nm wavelength.
In the near future, the high scalability of fiber laser driven HHG sources is expected to
deliver the required photon flux at soft X-ray wavelengths for imaging with sub-10 nm
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resolution. A wavefront sensor based on CDI was also developed which can have appli-
cations for live beam monitoring in XUV imaging setups. As discussed in section 2.2.2,
convergence speed and reliability are major issues with phase retrieval algorithms in CDI
especially for low contrast samples with higher complexity. In the next chapter, high per-
formance imaging using Fourier transform holography is presented which provides more
robust and straightforward image reconstruction.
Chapter 4
XUV Fourier Transform Holography
It was shown in the previous chapter that sub-wavelength resolutions can be achieved
using conventional CDI employing iterative phase retrieval algorithms. However, there
are limitations on the reconstruction speed which, for example, took minutes on a stan-
dard PC for our CDI results in section 3.2. The reconstruction time could get longer
for noisy diffraction data and samples with higher complexity or low amplitude contrast.
Each reconstruction also gives a slightly different output owing to the non-perfect diffrac-
tion data and random starting phases. Therefore, multiple generations with parallel
reconstructions and a subsequent averaging becomes necessary which further increases
the reconstruction time. In addition, the twin image problem discussed in section 2.2.2
could result in stagnation of the phase retrieval algorithms especially for samples with
centrosymmetric or loose support.
Fourier transform holography (FTH) is a more robust alternative that overcomes the
above limitations of CDI (see section 2.2.3 for a detailed discussion). Previous imag-
ing experiments using FTH at synchrotron facilities achieved resolutions limited by the
reference structure size to ∼ 50 nm [54, 118]. The highest resolution reported for a
table-top XUV/soft X-ray setups is 89 nm with hours of acquisition time [11]. In this
chapter, an experiment that demonstrated the highest resolution of 34 nm in FTH for
any light source [119] is presented. Refinement of resolution by iterative phase retrieval
that enabled resolving of the smallest features in table-top XUV/soft X-ray setups is also
discussed. Finally, propagation effects that impact imaging of wavelength-scale features
at high aspect ratios are investigated both numerically and experimentally.
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4.1 High Resolution FTH
The overall experimental setup is similar to that used for the 70 eV CDI result of section
3.2. In the following experiment, the repetition rate of the laser was increased to 35 kHz
and two beam stabilization (BS) systems were used instead of just one. The first BS
system was placed in front of the HCF compression stage in order to stabilize the coupling
which improved the beam profile and stability of the compressed pulse duration. Another
one was placed before the HHG chamber to stabilize the position and incoming angle of
the focused IR beam in front of the argon gas jet. To increase the photon flux per unit
area for imaging, the focal length of the second multilayer XUV mirror was reduced from
0.5 m to 0.3 m and the FWHM beam diameter at the XUV focus was measured to be
∼ 6 µm.
Figure 4.1: Helium ion microscope (HIM) image of (a) the front (gold coated) side
and (b) the back side of the sample used in the FTH experiment.
4.1.1 Imaging setup
The sample is shown in Fig. 4.1 and is an amplitude-only transmission sample consisting
of the letters ’IAP’. Five reference structures (holes) can be seen around the sample
equidistant from one another. Both the sample and reference holes were fabricated by
electron beam evaporation of 200 nm gold on top of a 50 nm silicon nitride membrane.
Patterning of the features was done by a helium ion microscope (HIM) Zeiss Orion plus
using structured milling with 30 keV He+ ions. The same HIM with lower energy was used
to image the fabricated sample which are shown in Fig. 4.1. It can be seen in Fig. 4.1(b)
that some features of the back side are not fully etched through. HIM was necessary to
etch fine features of the sample (∼ 50 nm in size) but, most importantly, to fabricate the
smallest reference holes possible. As discussed in section 2.2.3, the achievable resolution
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in FTH is ∼ 70% of the reference structure size. Therefore, the straightforward approach
for high resolution FTH is to use small reference structures (but at the cost of image
contrast). The smallest reference holes that could be fabricated reliably were 50 nm in
diameter. Previous attempts to fabricate 30 nm diameter holes didn’t succeed since the
holes couldn’t be etched through the entire membrane in a repeatable manner. The five
reference holes were positioned far enough (1.5 µm) from the sample to avoid overlap of
the autocorrelation and cross-correlation terms during reconstruction.
The distance between the sample and the camera was 20 mm which enabled diffraction
measurement at an NA of 0.57. The interference between waves diffracted from the sample
and those from the reference holes forms a hologram in the far field as shown in Fig. 4.2(a).
The acquisition time was 20 sec. and it was long enough to record a diffraction pattern
with corresponding resolution below the limit imposed by the reference hole size. Thus,
longer acquisition times will not result in a better resolution value. The inset of Fig. 4.2(a)
shows the honey-comb type ripple patterns resulting from the modulation of a particular
diffraction fringe with waves from the five reference holes. The diffraction pattern is
above the noise level up to ∼ 20 µm−1 corresponding to an NA-limited resolution of 25
nm while the reference-limited resolution is 35 nm (70% of the reference hole diameter).
4.1.2 FTH reconstruction results
Holographic reconstruction was performed by inverse Fourier transforming the measured
hologram and the result is shown in Fig. 4.2(b). It shows five independent cross-
correlations of the sample with the reference holes and their five complex conjugates.
The autocorrelation of the sample and those of the references are located at the center
of the field in Fig. 4.2(b). Since these autocorrelations are much brighter than the cross-
correlations, they are masked out in Fig. 4.2(b) for a better illustration. Although much
dimmer, the cross-correlation of the reference holes among themselves can be seen at the
farthest edges of Fig. 4.2(b). Among the five independent reconstructions, the standard
deviation averaged over each pixel is < 15% for the amplitude profile and < pi/20 for the
phase. This demonstrates the robustness of image formation in FTH. An average over
these five independent reconstructions is shown in Fig. 4.2(c) and clearly displays all
features of the sample. Only one of the two central dots of the letter ’A’ in the front-side
image of Fig. 4.1(a) is visible in the averaged reconstruction. Since this dot is not visible
in the back-side HIM image of Fig. 4.1(b), this feature is imaged through the gold/silicon
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Figure 4.2: Results of the FTH experiment. (a) The recorded diffraction pattern
(hologram) with acquisition time of 20 seconds. (b) The inverse Fourier transform of
(a) showing multiple copies of the sample. (c) An average of the five independent recon-
structions in (b). The reconstruction with the best resolution shown in (d) amplitude
and (e) phase taken from the blue square in (b). (f) A cross-section along the dotted
line in (d).
nitride membrane. Note that the five reference holes could have slightly different sizes
upon fabrication which could result in differing resolution for the five reconstructions in
Fig. 4.2(b). The amplitude profile of one of these reconstructions (inside the blue square
of Fig. 4.2(b)) that showed sharper features that the averaged profile is displayed in
Fig. 4.2(d). The SNR of this reconstruction is however worse than the averaged pro-
file demonstrating the advantage of averaging. A knife-edge test along the dotted white
line of Fig. 4.2(d) showed the reference-limited resolution of 34 nm (Fig. 4.2(f)). The
achieved resolution is the highest obtained for an FTH setup using any light source in-
cluding synchrotrons and X-ray free electron lasers. The phase profile (Fig. 4.2(e)) is
non-flat with values ranging between ±0.75pi. This non-flat phase profile could be a con-
sequence of propagation effects through the thick sample and non-perfect fabrication of
the sample’s features. A phase jump is noticeable between the longer bars and the two
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dots of the letter ’P’ further strengthening the conclusion that propagation effects play
a role in defining the exit wave profile. These issues will be discussed in detail in section
4.3.
4.2 Refinement using Phase Retrieval
The resolution of the FTH measurement above is limited by the reference hole size and
not the effective NA of the measurement. This can be improved if the experiment is set up
so that the overall diffracting area satisfies the oversampling criterion discussed in section
2.2.1. The diffracting are in FTH includes both the sample and all reference structures.
If the oversampling criterion is fulfilled, iterative phase retrieval can be used to retrieve
images with resolution limited by the highest diffraction angles measured. In this case,
two measurements with acquisition times of 1 minute and 5 minutes were merged together
using the procedure described in section 3.2 to have an increased dynamic range. The
merged diffraction pattern is shown in Fig. 4.3(a) and shows fringes above the noise level
until the edge of the detector. This corresponds to an Abbe limit of 15 nm.
4.2.1 Data processing and reconstruction
The gold coating applied to make the opaque part of the sample was not thick enough
to absorb all the incoming XUV light. Half as many counts as the central peak count
of the hologram were recorded when the opaque part is illuminated. To overcome this
issue, the width and peak count of this directly transmitted beam were estimated and a
Gaussian function with these parameters was subtracted from the measured hologram.
Hot pixels were then removed and curvature correction was performed on the processed
hologram. A numerical binning of 4 by 4 was used during the measurement resulting in
an oversampling degree of 3.2 for a sample-detector distance of 20mm. This is above the
minimum oversampling degree of
√
2 required for successful phase retrieval. The guided
RAAR algorithm already used in the CDI reconstructions of the last chapter was used
in performing phase retrieval. A β parameter of 0.95, 12 independent reconstructions
and 5 generations were used. Phase retrieval was successful but a parametric run of
reconstruction variables like thresholds and update intervals was necessary to get a high
quality image. In addition, few thousands of iterations are required which takes few
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Figure 4.3: Iterative phase retrieval on an FTH reconstruction. (a) A composite
diffraction pattern (hologram) recorded with acquisition times of 1 minute and 5 min-
utes. (b) A CDI reconstruction of the hologram in (a) using an FTH reconstruction as
an initial guess (scale bar is 500 nm). (c) A close-up look into the five reconstructed
holes shown in dotted squares in (b) arranged accordingly. (d) A close-up look of the
sample area in (b) showing modulated exit wave profile (scale bar is 200 nm).
minutes on the standard PC (Intel Core i5 6500, 4 cores) that was used. On the other
hand, an image of the sample is already available from FTH. This image (Fig. 4.2 (c)) was
taken as a first guess instead of using the object autocorrelation as is normally done in
phase retrieval. The shrink-wrap algorithm was then used to update the support once the
updating interval is reached. Seeding the reconstruction with the FTH image increases
the reliability since the rough sample features are already present in the object estimate.
It also significantly reduces reconstruction time to few seconds because the algorithm only
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incorporates the high angle diffraction information to refine the image resolution. The
exit wave from the reference holes is dimmer than of the sample area due to propagation
effects to be discussed in the next section. Therefore, differing threshold were used in
performing the shrink-wrap procedure for the seeded area (that includes the sample) and
the region outside (that includes the reference holes).
The result of the iterative phase retrieval refinement is displayed in Fig. 4.3(b) and shows
the sample area together with the five reference holes. It can be seen that the reference
holes are dimmer than the sample’s features and the reason will be discussed in the
next section. The reference holes (insets displayed in Fig. 4.3(c)) have differing FWHM
diameters ranging between 48 nm and 56 nm which agrees well with the nominal value of
50 nm. The standard deviation among the diameters estimated from the 12 independent
reconstructions of each reference holes is ±1nm . This gives an indication of the precision
with which the hole sizes are being estimated. The FTH image shown in Fig. 4.2(d)
corresponds to the reference hole with the smallest diameter of 48 nm which explains
why it gave the best resolution. A close-up look at the sample area (Fig. 4.3(d)) shows
the features are sharper than those in Fig. 4.2(c) and (d) with modulated intensities
at the longer bars. A knife-edge resolution test across the white dotted line revealed a
half-pitch resolution of 24 nm, an improvement compared to the 34 nm found with FTH
only. It will be shown in the next section that the resolution is limited by propagation
effects and not by the Abbe limit.
4.2.2 Imaging through a membrane
The reconstruction of letter ’A’ and comparison with front and back side HIM images is
shown in Fig. 4.4 (a-c). It can be seen that the two central dots are not visible in the back
side HIM image because they are not etched all the way through. However, these dots
are visible in the holographic CDI image of Fig. 4.4(c). This illustrates the penetrative
capability of imaging with XUV light in comparison with electron/ion microscopy. In
addition, the dot on the right side has higher transmission than the one on the left
although the front side HIM image shows comparable sizes. This indicates that the right
dot is etched deeper in the gold/silicon-nitride membrane. A cross-section taken along
the two dots is displayed in Fig. 4.4(d) and shows that the half-distance between the
two dots is 23 nm. The half-distance between the dots and the neighboring legs of the
letter ’A’ is also 23 nm. The resolving power of the imaging setup is better than these
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reported values since the dots are clearly separated. In addition to being imaged through
a membrane, these are the smallest features resolved in a table-top XUV/soft X-ray setup
to date. The thickness of the remaining gold/Si3N4 membrane at the two central dots
can be estimated from the relative transmitted intensities and the transmission of gold
and Si3N4 at 18.1 nm. Neglecting other propagation effects, it is estimated that both
dots have the entire 50 nm of Si3N4 membrane unetched. Additionally, the dot on the
left side has an estimated 25 nm of gold layer while the one on the right has 8 nm of gold
layer left unetched.
Figure 4.4: Imaging though a membrane. Helium ion microscope (HIM) image of the
(a) front (gold coated) side and (b) back side of the letter ’A’ of the sample. (c) A
close-up look of the reconstruction of the letter ’A’ from Fig. 4.3(d). (d) A horizontal
cross-section along the two central dots of (c).
4.3 Waveguiding Effects
It was mentioned in the previous section that the ESW profile of the sample doesn’t
exactly follow its geometrical shape from the HIM image. Amplitude variation can be
observed along the long bars of ’I’ and ’P’ of Fig. 4.3(d) that follows width variation of
the back side HIM images of the same bars. Larger width in the HIM image (at the lower
part of letter ’I’ and upper part of letter ’P’) corresponds to higher ESW amplitude in
the holographic CDI image. In addition, modulation of amplitude in the longer bars with
peaks at the edges and decrease in ESW amplitude of the small features (horizontal bars
of ’P’ for example) are observable in Fig. 4.3(d). From the projection approximation,
the feature size doesn’t influence ESW amplitude and modulations in amplitude are not
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expected for a binary sample. These observations suggest the existence of other physical
effects that arise in such sub-wavelength imaging systems. To further investigate this, a
finite difference time domain (FDTD) simulation was performed in collaboration with our
colleague M. Zilk from the Nano Optics group of the Insitute of Applied Physics, Jena.
The sample was modeled as a 3D layered structure considering the thicknesses and refrac-
tive indices of gold and Si3N4 at 18.1 nm. The commercial simulator Lumerical FDTD
solutions 2016b was used. Thicknesses of 200 nm for the gold layer and 50 nm for the
Si3N4 layer were included similar to the fabricated sample. An area of 1.5 µm by 1.5 µm
that includes the ’IAP’ feature was simulated where the transversal profile of the ’IAP’
feature was taken from the front side HIM image. The simulated area was discretized in
a uniform grid with resolution of 0.714 nm (λ/25) and perfectly matched layers (PMLs)
were used as a boundary condition to absorb the scattered fields. The structure was
excited by a plane wave centered at 18.1 nm from the Si3N4 side as was the case dur-
ing the experiment. Choice of a plane wave as illumination is justified since the XUV
beam (∼ 6 µm) in the experiment was much bigger in size than the simulated structure
(∼ 0.6 µm). The intensity distribution and phase front of the XUV beam at the sample
can, therefore, be assumed to be flat. The exciting field was normally incident on the
structure and was linearly polarized with a tilt of 45◦ with respect to the x-direction
similar to the experiment. The refractive indices of gold and Si3N4 were taken from the
X-ray database of the center for X-ray optics (CXRO)[120].
Figure 4.5: (a) Exit wave of the ’IAP’ structure computed using the FDTD method.
(b) Cross-section along the white line on the letter ’I’ in (a). (c) Close-up looks at the
reconstruction of the letter ’P’ in Fig. 4.3(d). (d) Close-up look at the HIM image of
the letter ’P’ in Fig. 4.1(b).
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The result of the FDTD computation (Fig. 4.5(a)) shows that the simulated ESW am-
plitude also doesn’t follow the geometrical profile (shown by the white dotted line). The
modulations observed in the simulation as well as the experiment demonstrate that the
ESW is no longer a product of the sample profile and the illuminating beam profile. The
samples features are ∼ 50 nm (2.5λ) in size while the thickness of its absorbing gold
layer is 200 nm. This gives an aspect ratio of 1 : 4 which is high enough to cause the
features to act as a waveguide to the illuminating XUV beam. The ESW in this case
is a superposition of waveguide modes of the particular feature in consideration. These
waveguide modes have size-dependent propagation losses which explains the lower trans-
mission of smaller features that was observed both in the simulation and experimental
results. The FDTD result also shows the modulations in ESW amplitude at the longer
bars with peaks at the edges that was observed in the experimental result of Fig. 4.3(d).
A cross section along the white line of the letter ’I’ ( Fig. 4.5(b)) shows a 10/90 distance
of 21 nm although the discretization step used for the FDTD computation was 0.714 nm.
Under the projection approximation, the 10/90 distance should have been comparable
to the discretization step for such a binary sample. This shows that the achievable res-
olution in imaging wavelength-scale features with high aspect ratio is mainly limited by
waveguiding instead of the Abbe limit. Comparison of the letter ’P’ in Fig. 4.5(a) and the
experimental result in Fig. 4.5(c) shows a similar ESW profile especially at the shorter
vertical bar. A look at the longer bar of letter ’P’ in the Fig. 4.5(c) and the HIM image
in Fig. 4.5(d) shows amplitude of holographic CDI image decreases as the bar width in
the HIM image gets narrower as is expected in the presence of waveguiding.
Figure 4.6: Exit wave of 50 nm diameter reference holes computed using the FDTD
method shown in (a) amplitude and (b) phase. (c) Horizontal cross-section along the
center of (a) and comparison with a fit from modal analysis.
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Waveguiding also affects the field exiting the reference holes since their aspect ratio is also
high (1 : 4 like the samples’s features). This could influence resolution and/or contrast of
the FTH image although the refinement using phase retrieval overcomes the issue. FDTD
simulation of the same multilayer structure (200 nm gold and 50 nm Si3N4) for a 50 nm
wide pinhole is depicted in Fig. 4.6(a) and (b). Amplitude of the ESW (Fig. 4.6(a))
shows a deviation from the circular, flat-top feature expected under a simple projection
approximation. It is now rather a Gaussian-like profile with blurred edges. The phase
profile is displayed for amplitude values above 10% of the maximum (Fig. 4.6(b)). It
is relatively flat with slight curvature along the polarization direction. To demonstrate
that the ESW is indeed a superposition of multiple waveguide modes, a modal analysis
of the simulated pinhole structure was performed. The modal analysis was implemented
using a commercial mode solver, Lumerical Modal solutions 2017b, with discretization
the same as the FDTD simulation. In a 50 nm diameter hole, only three waveguide
modes were excited at normal incidence for linearly polarized illumination at 18.1 nm
(see supplementary material of [119]). Fitting these modes to the result of the FDTD
simulation gave residual error below 8%. The comparison between cross sections along
the center of the fields of the the modal fit and the FDTD result is shown Fig. 4.6(c) and
shows an almost perfect fit. The transmission of the reference holes was computed from
FDTD to be 75% for the 50 nm pinholes used and it goes down to 1% for 20 nm pinholes.
This explains the observation in Fig. 4.3(c) where smaller reference holes also showed
lower transmission. The ESW of the reference holes in the FDTD simulation extend
beyond the 50 nm diameter set by the actual feature size and this seems to modify the
resolution limit in FTH due to reference hole size. However, a cross-correlation of the
ESW from FDTD with a sharp edge showed that the resolution limit of 70% of reference
hole size is not changed. This is because the larger extension of the Gaussian-like exit
wave beyond the geometrical size is compensated by the fact that it is pointed (peaking
towards the center).
A Fourier transform holography (FTH) experiment achieving a half-pitch resolution of
34 nm, which is the highest resolution in FTH from any light source, was presented in this
chapter. Issues with reliability and convergence speed that were observed in conventional
CDI were avoided in FTH by directly encoding the phase of the diffracted field. In
addition, the high photon flux of the HHG source enabled the reduction of exposure
times to record a hologram from hours to tens of seconds compared to previous table-
top results [11]. Iterative phase retrieval algorithms were still relevant to overcome the
resolution limit of FTH imposed by the size of the reference structure. Features separated
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by a half-distance of 23 nm were resolved by employing phase retrieval algorithms on the
recorded hologram and using the FTH reconstruction as a seed. These are the smallest
features ever resolved by a table-top CDI setup in addition to being imaged through
a membrane. Waveguiding through the wavelength-sized features of the sample were
also found to influence image quality and impose a limit on the achievable resolution.
Combined implementation of FTH and iterative phase retrieval can enable the realization
of a high resolution and robust lensless imaging scheme for a broad range of sample types.
Chapter 5
Wavelength-scale Ptychographic
CDI
The basic implementation of coherent diffractive imaging (CDI) covered in chapter 3
forces the sample to be isolated and uses this a priori information to solve the phase
retrieval problem. In Fourier transform holography (FTH) discussed in chapter 4, the
sample also needs to be isolated and placed at a proper distance from the reference
structures. Both of these techniques have the main disadvantage of having to isolate the
sample in a region that is few microns in size for typical setups in the XUV spectral range.
This is not convenient for real world applications like imaging of biological specimen or
semiconductor mask inspection where the samples are extended over areas that are hun-
dreds of microns in size. An approach to image extended samples is to record multiple
diffraction patterns by scanning a sample relative to the illuminating beam as was intro-
duced in section 2.2.4. Ptychography extends the field of view for imaging to hundreds
of microns while maintaining the nanoscale resolutions achievable in conventional CDI
[57, 121]. Since the illuminating probe is reconstructed together with the sample, it is
also applicable as a beam characterization method. Ptychography can also be integrated
with other imaging modalities like 3D tomography to image integrated circuits [9] and
whole unstained cells [10] in 3D with nanoscale resolutions.
Ptychography experiments were mainly performed at synchrotron facilities with limited
availability that hindered a wider scientific/commercial application. With the recent
progress in table-top XUV/soft X-ray sources, ptychographic imaging experiments with
10/90 resolutions of 40 nm [122] and 58 nm [123] were reported for non-periodic samples.
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Sub-20 nm resolutions were claimed for periodic samples [13] although there are still some
discussions on the reliability of reconstructions for such samples. This issue originates
from the lack of diversity between consecutive scan positions on a periodic sample and
will be dealt in an upcoming publication. In this chapter, the ptychographic setup to-
gether with the additional requirements in comparison to conventional CDI setups are
discussed. Spatial characterization of the illuminating XUV beam using ptychography
is also demonstrated. Resolving the smallest features in any table-top ptychographic
imaging setup [124] with sizes of just 2.5λ is presented in section 5.4. Finally, the unique
challenge waveguiding effects bring to ptychographic imaging of wavelength-scale features
is discussed with some suggestions to account for it in the reconstruction process.
5.1 Experimental Setup
The HHG source used in the ptychography experiment was the same as that used in
the holography experiment of the previous chapter. The setup of the HHG and imaging
chambers, focusing arrangement, location of the sample, beam stop and camera is similar
to what was presented in section 3.2. The 1/e2 intensity of the focused XUV beam at
the circle of least confusion was estimated to be 10 µm. In ptychography, the size of
the diffracting region is set by the illuminating beam size at the sample and not by the
sample size itself (as was the case in CDI and FTH). Therefore, having a beam size at the
sample that is small enough to satisfy the far-field criterion is mandatory for a successful
reconstruction. In addition, it is reported that a defined (constrained) illumination with
no intensity outside a given area results in a better convergence than a slowly decaying
illumination [125]. To fulfill these two conditions, beam constraining pinholes with sizes
between 3 µm and 7 µm were placed ∼ 400µm upstream of the sample. The pinholes
were fabricated by depositing 200 nm gold layer on a 50 nm thick Si3N4 membrane and
subsequently etching using focused ion beam (FIB) milling. The sample and the beam
constraining pinhole were mounted on two independent sensor-enabled XYZ positioners
(Smaract SLC-1740s). The positioners were capable of closed-loop position control and
have a resolution of few nanometers. The sample was transversally scanned across the
XUV beam and diffraction patterns were recorded at each scan point (see Fig. 2.7).
The increased capability of ptychography also brings new requirements on the source,
positioning system and computational resources necessary for reconstruction. Limits on
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the coherence of XUV sources, shifts in scan positions caused by beam pointing fluctuation
or long term positioner drifts can cause degradation of performance that needs to be
quantified properly. Stray light from the sensors of the XY positioners caused a non-
uniform background that reduced the SNR of the measured diffraction patterns. Shielding
the positioners reduced the stray light but it was not enough to remove the non-uniform
background. Disabling the sensors during measurement caused a drift of both the sample
and pinhole positioners by ∼ 5 µm along the vertical and ∼ 3 µm along the horizontal in a
time period of 5 minutes. This drift is not acceptable since a high resolution measurement
could take tens of minutes to record. Another option provided by the positioner software
is a power-save mode where the sensors are enabled in defined intervals and turned off
most of the time. This operation mode was a good compromise between stray light and
positioner drift. Thermal drift is another source of sample/pinhole positioning error and
a drift of ∼ 2 µm was measured mainly along the vertical direction over a time period
of one hour. This error was reduced by insuring the system reaches thermal equilibrium
before starting a measurement. As described in section 3.1.1, two beam stabilization
systems (BSS) were incorporated in the setup. The second one was placed just before
the HHG chamber and stabilized the focus of the driving laser to < 4 µm of position and
< 2 µrads of angular fluctuations. From a ray-optical analysis, these values correspond
to < 100 nm of position and < 1 µrads of angular fluctuations of the XUV beam focus.
5.2 Beam Characterization
The first step in choosing the right parameters for the ptychographic experiment is char-
acterizing the beam profile at the XUV focus. The size of the beam-constraining pinhole,
the distance between consecutive scan points (the scan step) and the binning of the de-
tector are among the parameters influenced by the beam size. Although a rough beam
size estimate of 10 µm was found by scanning a 1 µm pinhole vertically and horizontally,
a proper characterization was not done so far. Here we use ptychography to charac-
terize the XUV focus in both amplitude and phase. It has been mentioned in section
2.2.4 that ptychography retrieves the complex amplitudes of both the object and the illu-
mination function (probe). The ptychographic algorithms do not differentiate whether a
constrained beam is scanned across an object or a constrained (isolated) object is scanned
across the beam. In both cases, the algorithms work as long as the exit waves have a de-
fined extent. In doing beam characterization, an isolated object (for example, a pinhole)
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is used as the probe and the extended beam is taken as the unknown object (Fig. 5.1(a)).
A 3 µm pinhole is used as the probe and it was scanned across the XUV focus with a
scan step of 1 µm. Diffraction patterns at a total of 154 scan points were taken with an
acquisition time of 0.1 second/scan point. Since rectangular scan patterns were shown to
result in reconstruction artifacts [59, 60], a spiral pattern covering an area ∼ 12 µm by
12 µm was used (Fig. 5.1(b)).
Figure 5.1: XUV beam characterization using ptychography. (a) The experimental
setup involving a movable pinhole and a detector. (b) The spiral scan path used in the
ptychographic measurement. The reconstructed (c) intensity and (d) phase profile of
the XUV beam.
For the reconstruction, 500 iterations of the ePIE algorithm were used followed by 100
iterations of the maximum likelihood (ML) algorithm. A flat-top circular profile with a
3 µm diameter was taken as an initial guess for the probe since we know the size of the
pinhole from SEM measurements. After 20 iterations, the probe function was updated to
relax the constraint and accommodate for some experimental inaccuracies (exact shape
of the pinhole, positioning errors among others). The reconstructed XUV beam profile at
the focus is shown in Fig. 5.1(c) for the intensity and Fig. 5.1(d) for the phase. Although
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the probe function was freely evolving during the reconstruction, a circular function with
the expected size of 3 µm was reconstructed as the probe. It can thus be concluded
that the reconstruction was successful and drifts were only minor during this scan. The
intensity profile (Fig. 5.1(c)) shows a round beam that is extended mainly towards the
horizontal direction. This is to be expected from the astigmatism of the setup (Fig. 3.7)
and it can be concluded that the measured profile lies slightly after the circle of least
confusion where the horizontal beam diameter is larger than the vertical. A cross-section
taken through the center of the intensity profile gave a FWHM diameters of 10 µm along
the horizontal and 7.5 µm along the vertical direction. The edges of the reconstructed
intensity and phase profiles are noisy due to the lower illumination overlap in these regions
(as it is the last round of the spiral scan). The reconstructed phase (Fig. 5.1(d)) shows a
clear saddle-shaped profile characteristic of astigmatism. The fact that the overall beam
size is > 10µm is the reason for incorporating a beam-constraining pinhole before the
actual sample. Besides fulfilling the far-field criterion, using a smaller section of the
XUV beam relaxes the constraint on spatial coherence and gives a better resolution for
a given spectral bandwidth (Eq. 2.32). Lower flux available for imaging (resulting in
longer exposure times) and smaller scan step (resulting in smaller field of view) are the
disadvantages of using a pinhole. In addition, it adds complexity to the setup and puts
a strict limit on the stability of the positioners to avoid a shifting illumination.
5.3 High Performance Ptychography
Previous results in table-top ptychography reported resolution values on the order of the
illuminating wavelength although the feature sizes imaged were much larger (> 10λ).
However, the goal of any high resolution imaging system is to resolve small features that
are too close to be separable by a lower resolution imaging system. For example, the
feature sizes in potential applications of high resolution ptychography (mask inspection,
integrated circuits or biological samples) are just few tens of nanometers. Therefore,
the ability to resolve these closely-spaced small features is a requirement in contrast to
imaging an isolated sharp edge. In comparison with synchrotron sources delivering similar
flux, resolving small features is more challenging for table-top sources. This is mainly due
to the longer wavelengths used (> 10 nm) which are on the order of the feature sizes to
be resolved. In this case, propagation effects like waveguiding become more pronounced
and need to be taken into account in image reconstruction (see section 4.3). In addition,
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previous works on table-top setups relied on the knife-edge test (10%-90% criterion) to
estimate the achieved resolution. While this criterion is well justified when used together
with a Fourier space analysis [126] of the highest spatial frequency consistently retrieved,
it can lead to erroneous resolution estimates in the absence of one. These inaccurate
estimates can arise from numerical artifacts in the reconstruction that show artificially
sharp edges not found in the actual sample. To clarify these issues, application of the
Rayleigh-type criteria on a standard Siemens star type sample has been suggested for
coherent imaging [127]. A Siemens star sample provides progressively smaller features in
every in-plane direction making comprehensive resolution analysis possible.
5.3.1 Measurement with high resolution
For this experiment, an ultra-high resolution chart (NTT-AT:ATN/XRESO-20) that is
commercially available was used as a transmission sample. It contains a Siemens star
pattern with a smallest feature size of 20 nm (Fig. 5.2(a)). The absorber is a 100 nm
thick Ta while the membrane has three layers : 20 nm Ru, 200 nm SiC and 50 nm Si3N4.
Unfortunately, the sample is designed for hard X-rays and its overall transmission was
just 1.7 % at 68.6 eV. The distance between the sample and the XUV camera was 27 mm
resulting in an Abbe limit of 20 nm. The first ptychographic measurement was aimed
at achieving the highest resolution possible with the setup. Two measurements with
acquisition times of 1 sec. and 10 sec. were taken at each scan point to capture the low
and high spatial frequency information respectively. In the 10 sec. datasets, a beam stop
with a diameter of 200 µm was used to block the central bright diffraction fringe and avoid
blooming of the camera pixels. The dynamic range of the measurement was increased
by merging the two diffraction patterns similar to the CDI and FTH experiments in the
previous chapters. One such high dynamic range diffraction pattern is shown in Fig.
5.2(b). A spiral scan pattern was followed to record diffraction patterns at a total of 51
scan points with a scan step of 1.5 µm. The ptychographic reconstruction was performed
using Ptypy, a framework implemented in python for use across diverse types of setups
[64]. The Ptypy framework has all basic ptychographic algorithms implemented and
users can additionally include their own features or modifications. One such addition is a
position correction algorithm to compensate for small position drifts between the original
and actual scan points. It was implemented by W. Eschen during his Master thesis which
I supervised. In the position correction algorithm used here [63], the original scan points
are randomly shifted within a certain distance and the set of shifted positions that result
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Figure 5.2: Results of a high resolution ptychographic measurement. (a) Scanning
electron microscope (SEM) image of the Siemens star sample used. Inset shows the
innermost ring with a smallest feature size of 20 nm. (b) One of the 51 composite
diffraction patterns recorded. (c) The reconstructed intensity over an area > 10µm ×
10µm. The inset shows a rescaled close-up image of the innermost ring within the white
square. (d) A horizontal and vertical cross-section along the white lines in the inset of
(c).
in the smallest error compared to the measured diffraction pattern are taken. For the
reconstruction, 3300 iterations of the difference map (DM) algorithm followed by 950
iterations of the maximum likelihood (ML) algorithm were used. The position correction
algorithm was applied in the last 600 iterations of the DM algorithm. No constraints
were applied neither on the sample nor on the probe in performing the reconstruction.
The reconstructed object is displayed in Fig. 5.2(c) and shows multiple rings of the
Siemens star pattern clearly resolved in a field of view > 10 µm×10 µm. The inset shows
the innermost ring of the Siemens star pattern resolved until about half its radius. The
number ’1’ in the inset with a size of ∼ 50 nm × 250 nm is resolved which gives a rough
indication of the achieved resolution. For a more precise resolution estimation, circular
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cross-sections were taken to identify the minimum radius of the Siemens star pattern
where features are resolved. From the Rayleigh criterion, two features are considered
resolved if the contrast between the peaks and valleys, (Ip − Iv)/Ip, exceeds 0.264. Since
we are interested in resolution along different axes for extended samples, the classical
Rayleigh criterion had to be modified from its original formulation for point-like objects.
The expected number of features have to be identified at a given radius (36 within 360◦ for
our sample). The varying resolution along the horizontal (X) and vertical (Y) directions
were accounted for by restricting the range of angles considered to ±20◦ of +X, +Y, -X
and -Y. For each direction, cross-sections were taken at the minimum radius where the
expected number of features (4 in this case) are resolved. These radii are shown as white
lines in the inset of Fig. 5(c). The corresponding cross-sections are displayed in Fig. 5(d)
and reveal a half-pitch resolution (the half-distance between two resolved features) of 45
nm along the vertical and 60 nm along the horizontal direction. Although the contrast
is larger than 0.264 in both cross-sections, a smaller radius couldn’t be taken because
the peaks were not faithfully reconstructed anymore. In comparison, a knife-edge test
along the sharpest edges gives half-pitch resolutions of 29 nm along the vertical and 45
nm along the horizontal. This validates the discussion earlier that for wavelength-scale
features, knife-edge tests could overestimate the achieved resolution unless accompanied
by a Fourier space analysis.
5.3.2 Factors limiting the achieved resolution
The intensity of the retrieved probe (Fig. 5.3(a)) shows a horizontally elongated profile
and diffraction rings from the beam-constraining pinhole are also visible. The probe beam
has a size (1/e2 of the intensity) of 2 µm vertically and is four times larger horizontally.
This ellipticity is a result of the astigmatism introduced by the mirror arrangement used
to focus the XUV beam on the sample (Fig. 3.7(a)). The phase of the probe beam (Fig.
5.3(b)) is well defined for the high intensity regions of the probe despite the astigmatism
of the setup. The circle of least confusion of the astigmatic focus is placed at the beam-
constraining pinhole to have the maximum transmission through it. Therefore, the XUV
beam propagates few hundred microns after the circle of least confusion to reach the
sample resulting in a beam elongated along the horizontal direction. This ellipticity is the
reason why the achieved resolution is not isotropic in all directions. Here, the anisotropic
resolution results from the dependence of resolution on the longitudinal coherence length
of the source as discussed in section 2.3. The relative bandwidth (∆λ/λ) of our source
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Figure 5.3: (a) The intensity profile of the reconstructed probe for the measurement
in Fig. 5.2 (shown in log scale for better visibility of the diffraction rings). (b) The
reconstructed phase profile. Scale bars in (a) and (b) are 5 µm. (c) Horizontal and
vertical cross-sections of the back propagation of the probe beam from the sample
plane (z = 0) to the pinhole plane (z = 450 µm). Insets show intensity profiles at an
intermediate plane and the pinhole plane.
is limited by the linewidth of the harmonic lines and is estimated to be ∼ 1/150 for
this experiment. Besides bandwidth, the temporal coherence limited resolution is also
dependent on the size of the diffracting area (sample size in CDI and probe size in
ptychography) as shown in Eq. 2.32. Thus, the resulting temporal coherence limited
resolutions are 13 nm for the vertical and 53 nm for the horizontal direction given the
current set of parameters. To further illustrate this conclusion, two reconstructions for
diffraction patterns cropped to a half and a quarter of the camera size were performed.
These reconstructions resulted in comparable resolutions along X and Y directions of
∼ 77 nm and ∼ 100 nm respectively. The effect of temporal coherence appears at higher
diffraction angles which became negligible in the cropped reconstructions.
The evolution of the probe beam can be computed by back-propagating the probe complex
amplitude at the sample plane to the beam-constraining pinhole. The angular spectrum
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Figure 5.4: (a) SEM image of the Siemens star sample after a measurement period
of few tens of hours. (b) A close-up look of (a) also showing two markers for the points
where energy dispersive X-ray spectroscopy (EDXS) measurements were taken. (c)
EDXS measurement at the two points marked in (b) showing different concentrations
of oxygen and carbon.
method (section 2.1.1) was used for back-propagation and the vertical/horizontal cross-
sections are shown in Fig. 5.3(c). The sample plane is located at a distance of zero and
the probe has a diameter of 6 µm at a distance of ∼ 450 µm which corresponds to the
pinhole plane. It can be seen that the probe will have comparable sizes along X and Y if
the sample is placed about 300 µm closer to the pinhole. The sample-pinhole distances
was > 400 µm in the experiment due to geometrical constraints of the pinhole/sample
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holders. More compact designs of XY positioners and sample holders can resolve this
issue in the future. The achieved resolution is not limited neither by the Abbe limit (20
nm) nor by the spectral width of the source (∼ 13 nm in the vertical direction). One
factor that contributes to limited resolution is waveguiding and it will be discussed in
the next section. Uncorrected pointing fluctuations in the XUV beam as well as drifts
in the sample/pinhole positioners are also expected to result in performance degrada-
tion. While small drifts (< 0.5 µm) in the sample positioner can be compensated by
position correction algorithms, drifts in the pinhole positioner result in different probe
beam (in amplitude and phase) for different scan points which can’t be corrected easily.
This violates the formulation of ptychography where the probe is assumed to be constant
(Eq. 2.25a) and lowers the reconstruction quality. Scanning Electron Microscopy (SEM)
examination of the sample after the experiment shows signs of contamination at its il-
luminated section (Fig. 5.4(a)). Additional examination using Energy-dispersive X-ray
Spectroscopy (EDXS) shows higher accumulation of carbon and oxygen close to the center
of the sample compared to outer (less frequently illuminated) regions (Fig. 5.4(c)). As
a result, the innermost lines of the Siemens star could be more absorbing and narrower
than what is designed thus limiting us from resolving them.
5.3.3 Measurement with higher speed
The high resolution result presented above took a total measurement time of 20 minutes
which corresponds to a scanning speed of 5 µm2/min. The exposure time is the main
contribution to the total measurement time in addition to the readout time and the time
required for moving the positioners during the scan. The scanning speed can be increased
to image a larger area with moderate resolution. This can be applied, for example, to
identify regions of interest in a sample that can later be imaged with higher resolution.
For faster scanning speed, a single diffraction pattern with an exposure time of 3 seconds
was taken at each scan point. Diffraction patterns were taken at 200 scan points and
the outer camera pixels were cropped during acquisition to reduce the readout time.
Since the diffraction intensity didn’t reach these outer pixels, cropping didn’t affect the
achievable resolution and the new Abbe limit was 51 nm. An area > 25 µm × 25 µm
was imaged with a scanning speed of 20 µm2/min and the reconstruction is shown in Fig.
5.5(a). The inset shows that the features of the innermost ring are not resolved due to the
lower exposure times used. However, its non-zero transmission is visible in comparison
to the opaque central region demonstrating the benefit of using a direct resolution test
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sample like a Siemens star. All features of the second innermost ring with a smallest
pitch of 200 nm are resolved. Thus, the achieved half-pitch resolution is better than
100 nm. The reconstructed intensity and phase of the probe beam (Fig. 5.5(b) and (c))
show higher quality than those of the high resolution reconstructions (Fig. 5.3(a) and
(b)). This is attributed to lower data corruption from merging of diffraction patterns
and lower sample/positioner drifts during acquisition (due to reduced exposure time).
The scanning speed attained in this measurement is estimated to be comparable to the
fastest measurements reported [13, 123] although exact speeds were not stated in these
works. For more transparent membranes, at least one order of magnitude increase in the
scanning speed is expected given that the transmission of our current membrane is < 2%.
Figure 5.5: Ptychographic measurement with a larger field of view. (a) The recon-
structed intensity of the Siemens star pattern. Inset shows that the innermost ring is
not resolved anymore. (b) and (c) show the intensity and phase of the reconstructed
probe respectively (Scale bars are 5 µm).
Previous studies on ptychography have mostly employed periodic or semi-periodic struc-
tures (series of lines or zone plates) as a test sample to measure performance of the
imaging system [13, 57]. In addition to the issue of using the knife-edge test discussed
earlier, ptychographic imaging of periodic structures could give misleading results due
to lack of diversity between consecutive scan positions. This is especially relevant when
the period of the structure is much smaller than the probe diameter. The diffraction
pattern in this case hardly changes for a given scan point and another one shifted by
one or more periods of the structure. The reconstruction algorithm can easily find the
rough sample features due to its defined periodicity although it might not converge to
the correct solution for the sample and probe. Ensuring the probe actually converged
by tracking an error metric or characterizing the beam beforehand are suitable methods
to improve reliability for periodic samples. Together with my colleagues from the IAP
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and IOQ Jena, we are preparing a manuscript for publication detailing these issues with
particular emphasis on imaging defects in an otherwise periodic sample.
5.4 Beyond the Projection Approximation
As mentioned in the previous section, one physical mechanism limiting the achieved res-
olution is waveguiding through the features of the sample. Similar to observations in the
FTH experiment (section 4.3), waveguiding arises when the sample is not optically thin
and the feature size approaches the illuminating wavelength. In this case, the projection
approximation is not valid anymore which means the exit wave profile is not simply a
product of the sample complex transmission and probe beam complex amplitude. An
FDTD simulation of wave propagation through the innermost ring of the Siemens star
pattern shows modulations of the exit wave and intensity variations along a single line of
the pattern. The fine features of the modulation have sub-pixel sizes beyond the Abbe
limit of the setup. In addition, the contrast between consecutive lines decreases towards
the center of the pattern making it difficult to resolve them.
Figure 5.6: (a) Exit waves computed using the FDTD method for the etched 100
nm Ta layer on top of a 50 nm Si3N4 layer of the innermost ring of the Siemens star
pattern. (b) An SEM image of the innermost ring of the Siemens star pattern used in
the measurement shown here for comparison.
However, an even more consequential issue with waveguiding is that it violates the overlap
constraint in ptychography described by Eq. 2.25(a). Because the exit wave is no longer
given by a multiplication of the probe and sample profiles, decomposition of the exit
waves from overlapping illumination regions into a common probe beam and an extended
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sample region is not accurate anymore. Note that this is not the case in FTH (and CDI)
since no such decomposition is necessary and waveguiding doesn’t result in an inaccurate
reconstruction. It merely modifies the exit wave which is then correctly imaged by FTH
or CDI. Models for satisfying the overlap constraint in the presence of waveguiding by
propagating through the sample on each iteration of the ptychographic reconstruction will
give a more accurate solution. The FDTD method is not practical in this case because of
the required complete material model and high computational efforts. A more practical
approach is the Multi-slice model suggested by Maiden et al.[66] for transparent samples.
The basic idea of the Multi-slice approach method was already proposed earlier by Fleck et
al. [128] and was known as fast Fourier transform beam propagation method (FFT-BPM).
The 100 nm thick Ta absorber can be modeled by slices of thickness ∆z with complex
transmission functions computed from the refractive indices of Ta. The illuminating
field is multiplied by the complex transmission of a slice and then propagated to the
next slice using the angular spectrum method (see supplementary material of [124]). The
propagated field is subsequently multiplied by the transmission of the next slice and so on.
Comparing the dominant component of the exit wave computed using FDTD and that of
the multi-slice approach (Fig. 5.7) shows similar profiles that includes waveguiding effect.
However, there is an amplitude error of ±8% introduced by the paraxial approximation
inherent in the multi-slice method. This error is pronounced by the strong sample-probe
interaction which in turn comes from the strong contrast between the sample’s features.
In addition, polarization effects (differences between transmissions of the horizontal and
vertical features) observed in the FDTD result were not observable in the multi-slice
computation. In principle, the multi-slice approach can be incorporated in ptychographic
reconstructions for more accurate results (especially for samples with weaker contrast)
but this is beyond the scope of this work.
To summarize, a more reliable object space criterion was employed in this work to reliably
characterize ptychographic imaging setups. The smallest resolved features in table-top
ptychography with sizes of 45 nm were imaged in a field of view> 10µm×10µm. Interfero-
metric stabilization of the sample/pinhole positioners and samples on suitable membranes
will significantly improve imaging performance in the future. The effect of waveguiding
can be reduced by using shorter wavelength illumination which will also improve the
achievable resolution. For photon energies > 120 eV , fiber laser driven HHG sources
have already demonstrated photon flux > 109 photons/second. Alternatively, imaging in
the reflection mode will also reduce waveguiding and issues with low transmission. Imag-
ing of semiconductor structures and mask inspection will benefit from the ptychographic
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Figure 5.7: Comparison of exit waves from the innermost ring of the Siemens star
sample computed using (a) the FDTD method and (b) the multi-slice (bpm) approach.
(c) Circular cross-sections taken at regions in the sample where the half-pitch feature
size is 25 nm for an illumination that is vertically and horizontally polarized. (d) Same
as in (c) for regions with half-pitch feature size of 85 nm.
imaging results presented in this chapter since the wavelength (18 nm) lies within the
silicon transmission window.
Using HHG sources at 90 eV (13.5 nm), inspection of EUV lithographic masks can be per-
formed at the wavelength with which the masks are used in illuminating the photoresist.
This is known as actinic (at-wavelength) imaging of lithographic masks and has advan-
tages over other mask inspection techniques (e.g. SEM, DUV, . . . ) [129]. A cross-section
of a typical EUV lithographic mask is shown in Fig. 5.8(a) and consists of a patterned
absorber on top of a multi-layer structure for efficient reflection at 13.5 nm. An optional
pellicle is placed above the absorber for protection purposes. Compared to inspection in
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Figure 5.8: (a) Cross-section of a typical mask in EUV lithography. (b) Schematic
diagram of a reflection-mode ptychographic imaging setup for use in inspection of EUV
lithographic masks. M1 and M2 are multi-layer mirrors designed for efficient reflection
at 13.5 nm.
the DUV spectral range, the multi-layer has higher reflectivity and inspection through
the protective pellicle is also possible in actinic imaging. In addition, ability to detect
phase defects and higher resolution are some of the advantages of actinic imaging. How-
ever, most actinic mask inspection tools currently used are conventional full-field EUV
microscopes operating at 13.5 nm [130, 131]. Employing ptychography in an actinic EUV
mask inspection can further improve the resolution in addition to direct identification of
amplitude and phase defects [132]. A schematic diagram of such a ptychographic EUV
mask inspection tool is shown in Fig. 5.8(b). It is operated in reflection and uses two
multi-layer mirrors for spectral selection and focusing (similar to the transmission setup
in Fig. 3.7). Together with a high photon flux 13.5 nm HHG source currently under
development in our group, this ptychographic setup could deliver a high resolution and
table-top EUV mask inspection tool for use in the semiconductor industry.
Chapter 6
Summary and Outlook
Coherent diffractive imaging (CDI) techniques using sources in the XUV/X-ray spec-
tral range are a valuable tool in bridging the gap between visible light microscopes and
electron/ion microscopes. These techniques are capable of higher penetration depths
compared to electron microscopes while still being able to achieve few nanometers of res-
olution. Despite these advantages, a high performance table-top setup was not available
so far and most CDI experiments were conducted at large scale facilities like synchrotrons
and X-ray free electron lasers (XFELs). Achieving higher resolution in a table top and
more accessible CDI setup presented challenges that stem partly from limited coherent
flux and unique propagation effects in wavelength-sized features. Previous works in table
top CDI required impractically high exposure times and relied on knife-edge (10/90) tests
for resolution estimation which can be unreliable given the iterative nature of the phasing
algorithms. This made it difficult to gauge their improvement in performance and the
readiness for real world applications. In this work, I aimed at pushing the performance
of table-top CDI setups using high photon flux HHG sources driven by state-of-the-art
femtosecond fiber laser systems. The high photon flux and high coherence of the source
together with optimized imaging setups and reconstruction algorithms enabled record-
high resolutions in the different CDI modalities.
In a conventional CDI experiment, subwavelength resolution of 13 nm was demonstrated
using an HHG source at 18 nm wavelength delivering record-high photon flux with excel-
lent coherence properties. This is the highest resolution achieved for a table-top CDI setup
in the XUV/X-ray spectral range. In addition, a half-pitch resolution of < 30 nm was
achieved using a measurement with only 3 seconds of exposure time which demonstrates
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the potential of high speed table top imaging. The achieved subwavelength resolution
was only limited by the wavelength and detector size since the high photon flux allowed
for measurement at high NA. It is, therefore, scalable to even better resolution values by
employing shorter wavelength HHG sources. In that regard, the first CDI experiment in
the soft X-ray spectral region at 8 nm wavelength was presented and it already achieved
a moderate resolution of ∼ 50 nm. The resolution in this experiment was mainly limited
by the available flux for imaging. Since then, driving fiber laser systems at 1 µm wave-
length have demonstrated average powers > 3 kW, pulse energies > 12 mJ using coherent
combination of multiple amplifier channels [90, 133] and compressed few cycle pulses at
> 200W of average power [116]. With these systems and novel methods for separating
the harmonics from the driving laser [109], sub-10 nm resolutions are within reach in
the near future. Algorithmic approaches, e.g. reconstructions for limited coherence [71]
and deep learning neural networks [134], can also be incorporated to further improve the
resolution or reconstruction speed.
Wavefront measurement in the XUV is an important tool in determining whether the
XUV beam focus has the required size and phase flatness for a particular CDI modality.
This information helps in adjusting the generating conditions during the HHG process
or modifying the focusing geometry for lower aberrations. A wavefront sensor suitable
for characterizing XUV beams in a single shot was developed using a conventional CDI
technique. The proof-of-principle experiment conducted in the visible spectral range was
able to recover the phase profile of a HeNe laser beam across its focus. Although a detailed
quantitative comparison with an ideal Gaussian focus was not possible, the qualitative
evolution of the phase profile across a Gaussian focus was clearly observable. In the
XUV, the experimental parameters are more suited for a CDI setup and the developed
wavefront sensor can easily be demonstrated using appropriate mask dimensions. This
can greatly improve robustness of future imaging setups since the mask can easily be
included in an already running experiment for live monitoring of beam properties.
A holographic implementation of CDI, known as Fourier transform holography (FTH),
is an elegant approach to increase the robustness and speed of the reconstruction by
encoding the phase information on the diffraction pattern itself. The highest resolution
achieved in an FTH experiment using table-top sources was 89 nm and required hours of
exposure time to record a hologram [11]. By using the latest technology in nanofabrication
to etch reference holes with diameters of just 50 nm and the high photon flux available
from our HHG source, the highest resolution FTH experiment was conducted with a
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half-pitch resolution of 34 nm with only seconds of exposure time. Further refinement
of the resolution using iterative phase retrieval enabled features with a half-distance
of 23 nm to be resolved. These are the smallest features ever resolved in a table-top
XUV/X-ray imaging system. The significance of this result lies in the difference between
a knife-edge (10/90) test and resolving of small features. This difference originates from
propagation effects observed in the reconstructed images that result in modulation of
exit wave profiles and reduction in transmission. These propagation effects were found
to be a result of waveguiding in wavelength-sized features for optically thick samples
and the conclusion was verified by a finite difference time domain (FDTD) simulation.
In addition to modifying the image profile, waveguiding was also found to limit the
achievable resolution and image contrast in wavelength-sized features. The record-high
resolution values and the reduction of exposure times from hours to minutes promises
wider application of FTH for samples where conventional CDI might not be robust in
image reconstruction. Weak contrast biological samples with complex features as well as
time-resolved imaging of magnetization dynamics are some examples where FTH is the
preferred modality.
Conventional CDI and FTH are applicable only for samples isolated in a given area that
is few microns in size for typical XUV setups. Ptychography is the extension to conven-
tional CDI that enables imaging of extended samples and exciting results were already
reported using synchrotron light sources [8, 9]. Although subwavelength resolutions were
claimed [13], table-top ptychography setups were not able to resolve sub-100 nm features
and reliability was an issue due to the performance metrics chosen. In this work, an
extended Siemens star pattern was imaged with wavelength-scale resolution to reliably
demonstrate the potential of table-top setups in future applications. Sub-50 nm features
were resolved for the first time using a table-top setup on an area larger than 10 µm
by 10 µm. The feasibility of imaging thick samples susceptible to waveguiding using
the multi-slice approach was also illustrated. An order of magnitude increase in scanning
speed or a doubling of the resolution is achievable by replacing the opaque membrane used
in the present case. Although a more robust and more general modality, ptychography
has additional requirements on the source, positioners and other experimental parame-
ters that contribute in limiting the achievable resolution. Improved focusing geometry for
smaller focal sizes, live beam profile monitoring using the wavefront sensor developed here
and interferometric stabilization of sample positioners are some of the minor changes that
can give significant performance improvements. Integration with tomographic techniques,
which is yet to be demonstrated in a table-top setup, will further widen the application of
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ptychography to imaging 3D structures. Ptychography at 13.5 nm is being investigated
for high resolution actinic (at-wavelength) inspection of EUV lithography masks mainly
at synchrotron facilities [132]. However, ptychographic EUV mask inspection tools on a
table-top setup still require more powerful sources for achieving high resolution in rea-
sonable measurement times [135, 136]. Using Ne gas targets and few cycle driving lasers,
a photon flux of > 3 × 109 photons/(s·1% BW) has already been demonstrated at 13.5
nm in a fiber laser system similar to that used in this work. With the increase in driving
laser power, this source can deliver the required flux to enable ptychography experiments
with higher scan speeds. By switching to ptychography in reflection mode, a promising
tool for table-top EUV mask inspection can be developed with resolution better than the
currently available tools based on conventional EUV microscopy [130, 131].
In a different application area, biological samples can be imaged with higher contrast in
the spectral range where water is relatively transmitting and carbon (organic specimen) is
absorbing. Commonly known as the water window between 280 eV and 530 eV, coherent
sources in this spectral range are of high interest for high resolution imaging of biological
samples. First experiments in our group using thulium-doped driving lasers at 2 µm
wavelength generated > 104 photons/second in the water window. Recent demonstra-
tions from Tm-doped fiber laser systems with few cycle pulses at > 40W of average power
[137] and femtosecond laser systems with kW level average powers [138] are expected to
yield even higher HHG flux for imaging in the water window. From a temporal point of
view, HHG sources have the advantage of delivering pulses with femtosecond to attosec-
ond durations that can be used in probing the dynamics of ultrafast processes [139, 140].
In addition, the phases of the driving laser and the generated harmonics are locked which
can be exploited in pump-probe type of experiments with temporal resolutions beyond
the current capabilities of synchrotron facilities. In combination with the ever increasing
spatial resolution of CDI techniques, imaging of ultrafast electron and magnetization dy-
namics, heat and energy transport as well as dissociation dynamics of variety of molecular
species can be studied with femtosecond to attosecond temporal resolutions [14, 15, 141].
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Summary
Imaging using sources in the XUV and X-ray spectral range combines high resolution with
longer penetration depth (compared to electron/ion microscopy) and found applications
in many areas of science and technology. Coherent diffractive imaging (CDI) techniques,
in addition, lift the performance limitation of conventional XUV/X-ray microscopes im-
posed by image forming optics and enable diffraction limited resolutions. Until recently,
CDI techniques were mainly confined to large scale facilities e.g. synchrotrons and X-ray
free electron lasers due to unavailability of suitable table-top XUV/X-ray sources. Table-
top sources based on high-order harmonic generation (HHG) nowadays offer high and
coherent photon flux which widened the accessibility of CDI techniques. First imaging
experiments already showed the potential of HHG-based setups albeit with limited reso-
lution on features much larger than the illuminating wavelength. So far, table-top CDI
systems were not able to resolve sub-100 nm features using performance metrics that can
qualify these systems for real world applications. The huge progress in scaling the coher-
ent flux of HHG sources driven by high power femtosecond fiber laser systems presented
unique opportunities for reaching new regimes in imaging performance. However, exper-
imental issues with power handling and the onset of so-far-unexplored resolution limits
for wavelength-scale features were some of the challenges that needed to be addressed. In
this work, CDI experiments with the highest resolutions in different modalities using a
high flux fiber laser driven HHG source are presented. In conventional CDI, a record-high
resolution of 13 nm is demonstrated together with the possibility of high speed acquisi-
tion with sub-30 nm resolution. In a holographic implementation of CDI, features with
a half-distance of 23 nm are resolved which are the smallest features to ever be resolved
with a table-top XUV/X-ray imaging system. In addition, waveguiding effects are shown
to affect image quality and limit the achievable resolution in these wavelength-sized fea-
tures. Ptychographic imaging of extended samples is also performed using a reliable
Rayleigh-like resolution metric and resolving of features as small as 2.5λ (sub-50 nm) is
demonstrated. Together with the significant reduction in measurement times, the imag-
ing results presented push the performance of table-top CDI systems a step closer to that
required for real world applications. The scalability of the HHG flux at higher photon
energies (soft X-rays) with the power of the driving fiber laser system promises to deliver
imaging setups with few nanometer resolutions in the near future. These systems can
find applications in material and biological sciences, study of ultrafast dynamics, imaging
of semiconductor structures and EUV lithographic mask inspection.

Zusammenfassung
Bildgebung mit XUV- und Ro¨ntgenstrahlung verbindet hohe Auflo¨sung mit gro¨ßeren
Eindringtiefen (verglichen mit Elektronen- oder Ionenmikroskopie) und findet Anwen-
dung in vielen Bereichen der Wissenschaft und Technik. Bildgebung durch koha¨rente
Beugung (englisch: coherent diffractive imaging, kurz: CDI) umgeht die Limitierung
von konventionellen XUV-/Ro¨ntgenmikroskopen, welche durch die bildgebenden Optiken
gegeben sind, und ermo¨glicht deshalb Bildgebung mit beugungsbegrenzter Auflo¨sung.
Bis vor kurzem war CDI hauptsa¨chlich an Großforschungseinrichtungen wie zum
Beispiel Synchrotrons bzw. Freie-Elektronen-Laser mo¨glich, da keine kompakten XUV-
/Ro¨ntgenquellen in Laborgro¨ße zuga¨nglich waren. Die Erzeugung von hohen Harmonis-
chen (englisch: high harmonic generation, kurz: HHG) mit ausreichend hohem koha¨renten
Photonenfluss erlaubt koha¨rente Beugungs-Bildgebung im Labormaßstab. Erste Exper-
imente haben bereits das Potential koha¨renter Bildgebung mithilfe dieser Lichtquellen
aufgezeigt. Bisher konnten jedoch nur Strukturen aufgelo¨st werden, die wesentlich gro¨ßer
als die verwendete Wellenla¨nge und gro¨ßer als 100 nm waren. Zusa¨tzlich verhinderten die
bisher erzielten Messzeiten (in der Gro¨ßenordnung von Stunden) gezielte Anwendungen
der koha¨renten Bildgebungsmethoden auf konkrete Fragestellungen im Labormaßstab.
Die enorme Steigerung des koha¨renten Photonenflusses von HHG-Quellen mit Hilfe von
Hochleistungs-Faserlasern ermo¨glichte es, im Rahmen der vorliegenden Arbeit, ein neues
Regime in der XUV-Bildgebung zu erschließen. So konnte eine Reihe von Bildgebung-
sexperimentes unter Verwendungen von verschiedenen koha¨renten Bildgebungsmethoden
realisiert werden, jeweils mit Rekordauflo¨sung und deutlich verringerten Messzeiten. Je-
doch galt es auch experimentelle Herausforderungen in Bezug auf die Handhabung der
hohen Durchschnittsleistung der verwendeten Hochleistungslaser zu bewa¨ltigen. Mit-
tels konventioneller CDI wurde erstmals eine Auflo¨sung von 13 nm erzielt. Zusa¨tzlich
konnten Hochgeschwindigkeitsmessungen mit 30 nm Auflo¨sung und 3 s Integrationszeit
realisiert werden. Unter der Verwendung einer holographischen Methode konnten nur
23 nm große Strukturen mit hohem Kontrast aufgelo¨st werden. Dies entspricht den kle-
insten Strukturen, die jemals mit irgendeiner XUV-/Ro¨ntgen-Quellen im Labormaßstab
aufgelo¨st werden konnten. Gleichzeitig konnten neue Limitierungen bei der Auflo¨sungen
von Strukturen, deren Abmessungen in der Gro¨ßenordnung der Wellenla¨nge der verwen-
deten Strahlung liegen, aufgedeckt und erkla¨rt werden. Die Zugrunde liegenden Wellen-
leitereffekte beeinflussen die Bildqualita¨t und die erreichbare Auflo¨sung erheblich. Die
Umsetzung einer weiteren Bildgebungsmethode, der sogenannten Ptychographie, erlaubte
es auch ausgedehnte (nicht-isolierte) Proben hochauflo¨send abzubilden. Hierbei wurde er-
stmals mittels eines Rayleigh-a¨hnlichen Kriteriums eine Auflo¨sung von 2.5λ (sub-50 nm)
an einem Siemensstern demonstriert. Verbunden mit einer signifikanten Reduktion der
beno¨tigten Messzeit auf wenige Sekunden pro Einzelbild, sind die erzielten Ergebnisse
ein großer Schritt in Richtung Anwendung. Die lineare Skalierbarkeit des HHG Flusses
bei hohen Photonenenergien (weicher Ro¨ntgenbereich) u¨ber die Erho¨hung der Leistung
des treibenden Faserlasers verspricht in Zukunft Auflo¨sungen von wenigen Nanometern.
Solche Nanoskope ko¨nnen eine Vielzahl von Anwendungen in Materialwissenschaften,
Biologie, Mikroelektronik oder bei in der EUV-Maskeninspektion finden.
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