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Abstract
The problem of trend-cyclic component filtering from price time-series arises in many commodity
market studies, including those of wholesale electricity market. The long-term component filtering
is an important part of price analysis since incorrect determination of this component may result in
substantial risk underestimation, distorted expectations of both consumers and power generating
companies, as well as financial losses. A great strand of literature on this topic proposes quite a
lot of approaches and procedures for solving this problem, but all of them suffer from two principal
flaws: (1) inability to deal with non-stationary and nonlinear processes; (2) assumption of an
"a priori", knowledge of the phenomenon being studied. The complete ensemble empirical mode
decomposition with adaptive noise (CEEMDAN) allows to effectively overcome these flaws and
is expected to produce more adequate results as compared to other methods. In order to check
this, we compare the performance of CEEMDAN with the ordinary EMD and yet another well-
known approach - the wavelet-decomposition, with an example of the Russian day-ahead electricity
market (price zones Europe-Ural and Siberia). Our results shows that the CEEMDAN is much
more effective than the standard EMD and is comparable with the wavelet-decomposition (in terms
of trend estimation error). At the same time, we found that there are some real data problems
with the criterion of the number of low-frequency modes that are included into trend.
Keywords: electricity market, trend-cyclic component, complete ensemble empirical mode
decomposition with adaptive noise (CEEMDAN), wavelet-decomposition
IMatlab codes used in this article are available for download here: http://dmafanasyev.ru/en/
ceemdan-vs-wave-en/. CEEMDAN implementation is available here: http://www.bioingenieria.edu.ar/grupos/
ldnlys/. If you use the codes from this paper in yours own researches, please do not forget to cite this paper as well
as Colominas et al. (2012).
*Corresponding author. Financial University under the Government of Russian Federation, Financial management
department. Post address: 125993, Leningradskiy av. 49, Moscow, Russia. Phone: +7 926 6320115
Email addresses: dmafanasyev@gmail.com (Dmitriy O. Afanasyev), ecolena@mail.ru (Elena A. Fedorova)
URL: http://dmafanasyev.ru (Dmitriy O. Afanasyev)
Preprint submitted to Elsevier February 24, 2015
1. Introduction
In many applied econometric studies concerned with financial time-series analysis, authors
face the problem of separation of long-term dynamics and short-term fluctuations in the variables
studied. Mathematically, this problem means the necessity of extraction of trend 𝑇𝑡 and cyclical
𝐶𝑡 components out of a time-series1. The residual of such decomposition can be considered as
stochastic part 𝑆𝑡. Traditionally, their combination in an additive (𝑃𝑡 = 𝑇𝑡 + 𝐶𝑡 + 𝑆𝑡 = 𝑇𝐶𝑡 + 𝑆𝑡)
or a multiplicative (𝑃𝑡 = 𝑇𝑡 × 𝐶𝑡 × 𝑆𝑡 = 𝑇𝐶𝑡 × 𝑆𝑡) form is used for the original time-series
reconstruction. It is worth noting that the second form for positive-valued time-series can be
brought to the first one by the standard logarithmic transformation.
Despite apparent conceptual simplicity of this approach, there is a whole number of problems
with its practical implementation. First of all, the absence of an unambiguous definition of "trend-
cyclical component" term. It is intuitively clear that this term reflects the low-frequency oscillations
in the time-series analyzed. Though, the exact quantitative criteria for its identification do not
follow from this intuition. This results in the second problem: the absence of a generally accepted
method for trend filtering. In a great strand of literature on this topic, there exist a lot of methods
and procedures to solve the latter problem. But, even provided this diversity of methods, there is a
third difficulty which is that most of these methods are not able to deal with either non-stationary
or non-linear time-series, while in practice we usually meet such complicated financial processes.
The specified problems are also directly related to the wholesale electricity market where the
commodity price2 shows intraday, weekly, and annual seasonality. In addition to specified above,
electricity market has other peculiarities: impossibility to store the commodity on the market
for long time; coincidence of production and consumption time-moments; presence of producers
(generation technologies) that can not cancel product delivery due to price decrease; low short-
term price elasticity of demand; occurrence of substantial price outliers (positive - "spikes" and
negative - "drops"); mean long-term price reversion. At the same time, the long-term component is
an important part of price modeling since incorrect determination of this component may result in
substantial risk underestimation, distorted expectations of both consumers and power generating
companies, as well as financial losses. This is why in the current study we focus on trend component
filtering, leaving the questions of short-term price fluctuations in the background.
Let us recall some most common approaches to trend component filtering that are typically
used in electricity market studies:
∙ Polynomial regressions with different powers (though, linear regression is most frequently
used) (De Jong, 2006; Weron et al., 2004).
∙ Linear regression on time-variable 𝑡 given a moving window or a so-called "loess-regression"
(Bordignon et al., 2013; Veraart and Veraart, 2012).
∙ Moving average (including exponentially weighted moving average) or moving median given
a moving window (De Jong, 2006; Trück et al., 2007; Nowotarski et al., 2013).
1Though, in our study, traditionally for electricity market studies, we do not separate these components and
consider an aggregate trend-cyclical component as trend 𝑇𝐶𝑡 = 𝑇𝑡 + 𝐶𝑡.
2Hereafter, when speaking about electricity price, we assume the logarithm of that price, which is commonly
accepted in econometric studies.
2
∙ Dummy variables regression (piecewise continuous functions) for each month in the year
(Lucia and Schwartz, 2002; Haldrup et al., 2010; Fanone et al., 2013).
∙ Fourier transform, i.e. decomposition into a sum of sine functions of different frequencies
(De Jong, 2006; Janczura et al., 2013).
∙ Wavelet-decomposition where different families of wavelets (localized in time, auto-modal
(self-similar) functions with zero mean) are used as the basis of decomposition (Trück et al.,
2007; Janczura et al., 2013).
∙ Hodrick-Prescott (HP) filter (Hodrick and Prescott, 1997), which is based on the linear
minimization problem being solved for a specified smoothing parameter (Weron and Zator,
2014).
These approaches can be used both independently and as a combination (for instance, linear
trend with a sum of sine functions; Fourier transform with exponentially weighted moving average;
etc.). The main problems occurring while applying these methods are: (1) the necessity to "a
priori" set the value for some unknown parameters; (2) the inability of these methods to deal both
with non-stationary and non-linear processes. This allows to conclude that it is necessary to use a
new approach to electricity market studying, which will effectively overcome these problems. We
propose to consider the empirical mode decomposition (EMD) (Huang et al., 1998) as such an
approach.
The central idea of EMD is a local and highly data-adaptive decomposition of a time-series
into intrinsic mode functions (IMF) with different average periods: from low-frequency to high-
frequency components. The main advantage of EMD is its intrinsic ability to deal with non-
stationary and non-linear processes since there are no "a priori" assumptions on these properties.
Also, this approach does not require an a priori specification of any parameters (unlike, for example,
in wavelet-decomposition or HP filter application).
Nevertheless, empirical mode decomposition (Huang et al., 1998) in its classical form has several
flaws that we consider further. In order to get rid of them, Wu and Huang (2009) proposed to use
ensemble empirical mode decomposition (EEMD). But, at the same time, EEMD both introduces
additional noise into the results of decomposition and does not produce a stable number of IMFs
after applying to the same time-series. Complete ensemble empirical mode decomposition with
adaptive noise, proposed in Colominas et al. (2012), solves these problems, being at the same time
quite parsimonious to computing resources.
There are not so many electricity market studies that employ EMD (Kurbatsky and Tomin,
2010; An et al., 2013; Ismail, 2013; Ghelardoni et al., 2013). Its application is limited to filtering
noise components out of time-series. There are even fewer studies that address the issues of
comparing EMD with other popular methods of trend filtering. Mhamdi et al. (2010) compared
EMD and HP filter on the data on peak electricity loads and showed that EMD provides quite
adequate results while not requiring selection of an optimal value of a smoothing parameter which
is required for HP filtering.
In all the above-mentioned studies the authors considered the residual of decomposition without
oscillatory component as trend component. Moghtader et al. (2011) proposed a more advanced
approach which, based on certain criteria, allows to include low-frequency IMFs into trend, thus
resulting in its more exact filtering since in that case possible changes in trend direction are taken
into account. In its essence, thus calculated estimate is the trend-cyclical component containing
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the long-term fluctuations. Moghtader et al. (2011) compared their approach to HP filtering on
simulated data and concluded that their approach is quite effective (the same conclusions were
obtained in Mhamdi et al. (2010)).
As of now, as far as we know, there are no studies that thoroughly compare the approach of
Moghtader et al. (2011) with another popular approach - the wavelet-decomposition. This may
be especially topical since relatively recently in Nowotarski et al. (2013) it was shown that using
wavelet-decomposition for trend filtering (in order to forecast electricity prices) shows much better
performance than the Fourier transform and dummy variables regression. Moreover, as of our
knowledge, using CEEMDAN in combination with Moghtader et al. (2011) approach for trend
filtering was not proposed in previous studies.
In order to fill this gap, in our study we empirically compare the wavelet-decomposition, EMD
and CEEMDAN in the context of price trend filtering on Russian wholesale electricity market. We
also propose a new "low-frequency" criterion for determining the number of IMFs included into
trend, taking into account their statistical significance. To model the stochastic part of decompo-
sition, we apply the approach of Janczura et al. (2013), but in contrast to this study, we consider
a skewed generalized normal distribution (GND) to investigate the price peak regimes.
The rationale is as follows. First of all, the specified distribution has not been used in solving
such problems and thus has some methodological potential. Second, it allows us not to specify a
strictly low (in "spike" regimes) and a strictly high (in "drop" regimes) values of electricity price,
but at the same time allows to take into account theoretically underpinned skewness of density
function of the price distribution.
The rest of the paper is organized as follows. In section 2 we consider the methodology of the
research: CEEMDAN, criteria for trend-cyclical component filtering, and simulation experiment
design. In section 3 the dataset used for calculations is described. Section 4 contains the discussion
of the results obtained. Section 5 concludes.
2. Research methodology
2.1. Empirical mode decomposition
Empirical mode decomposition (the Huang transform) was first proposed in Huang et al. (1998)
and is itself a highly data-adaptive method allowing to obtain the original signal (time-series)
decomposition into oscillatory components. Using EMD, the original signal is decomposed into a
sum of intrinsic mode functions (IMFs) that meet two conditions (see (Huang et al., 1998)): (1)
the number of extrema and the number of transitions through zero (intersection of the time axis)
is either equal or differ by no more than one; (2) at any time, the average value of the envelope
constructed on the local maxima and the envelope constructed on the local minima is equal to
zero. In order to find the IMFs, an iterative sieving algorithm proposed in Huang et al. (1998) is
used. The original signal 𝑥[𝑡]𝑡∈(1,𝑇 ) may be reconstructed as a sum 𝐼 of the obtained IMFs and the
residual 𝑟[𝑡] (the empirical basis of decomposition):
𝑥[𝑡] =
𝐼∑︁
𝑖=1
𝐼𝑀𝐹𝑖[𝑡] + 𝑟[𝑡]. (1)
But the classical EMD has several flaws, specifically (1) a substantial influence of boundary
effects on the decomposition components obtained; (2) the problem of mode mixing (modes with
different average frequencies are mixed within one IMF or a mode corresponding to one frequency is
4
included into several IMFs). In order to overcome these problems, Wu and Huang (2009) proposed
to use an ensemble empirical mode decomposition (EEMD). The central idea of EEMD is that the
EMD procedure is run for quite a substantial number of times, and at each iteration the original
signal is augmented by different realizations of white noise 𝑛𝑘[𝑡] ∼ 𝑁(0, 1) with limited amplitude
𝛼: 𝑥𝑘[𝑡] = 𝑥[𝑡] + 𝛼𝑛𝑘[𝑡]. As a result, a set of 𝐼𝑀𝐹 𝑘𝑖 [𝑡] is formed, where 𝑘 = (1, . . . ,𝐾) is the
iteration number. A more exact estimate 𝐼𝑀𝐹 𝑖 is calculated by (simple) averaging of the IMFs
obtained.
EEMD allows to effectively solve the problems of mode mixing and boundary effects, but
introduces two additional difficulties: (1) the reconstructed signal 𝑥[𝑡] contains residual noise; (2)
the number of IMFs may differ for the same decomposition. To solve these difficulties, Colominas
et al. (2012) proposed to use a complete ensemble empirical mode decomposition with adaptive
noise (CEEMDAN). The main difference of CEEMDAN from EEMD is in the way of the white-noise
component addition. In the case of EEMD, each realization of the signal with noise is decomposed
into modes independently, and the residuals obtained for each realization are also independent,
providing their individual contribution to the resulting residual of the decomposition. CEEMDAN
adds noise not to the original noise but to the resulting residual from the previous iteration. Also,
it is not the noise itself that is used, but the noise’s mode corresponding to the iteration and
obtained with EMD. Thus, noise in CEEMDAN is adaptive and does not create additional input
to the original signal since its influence is averaged at each iteration. Following Colominas et al.
(2012), let 𝐸𝑖(·) be the operator of the 𝑖-th mode extraction by using EMD (with 𝐸0(𝑥[𝑡]) = 𝑥[𝑡]),
and let 𝐼𝑀𝐹 𝑖 be the mode which is extracted by using CEEMDAN. Setting 𝑟0[𝑡] = 𝑥[𝑡], 𝑖 = 1, the
algorithm of this method can be described as follows (see (Colominas et al., 2012)):
1. Extract the first mode for 𝐾 realizations3 of white noise 𝑟𝑖−1[𝑡] + 𝛼𝑖−1𝐸𝑖−1(𝑛𝑘[𝑡]) and find
the 𝑖-th mode of the original signal by averaging the result obtained:
𝐼𝑀𝐹 𝑖[𝑡] =
1
𝐾
𝐾∑︁
𝑘=1
𝐸1(𝑟𝑖−1[𝑡] + 𝛼𝑖−1𝐸𝑖−1(𝑛𝑘[𝑡])). (2)
2. Calculate the 𝑖-th residual with 𝑟𝑖[𝑡] = 𝑟𝑖−1[𝑡]− 𝐼𝑀𝐹 𝑖[𝑡].
3. If 𝑟𝑖[𝑡] has at least two extrema, repeat the procedure for the following 𝑖.
The original signal 𝑥[𝑡] may be reconstructed with the obtained modes 𝐼𝑀𝐹 𝑖[𝑡] using the
formula analogous to (1), which makes the decomposition complete. It was shown in Colominas
et al. (2012) that CEEMDAN (unlike EEMD) is robust to changes in added noise amplitude. The
precision of the original signal reconstruction does not depend significantly on the signal-noise ratio
(SNR), while the global minimum of signal reconstruction error is observed at the amplitude equal
to 0.2. In addition to the advantages described above, CEEMDAN is also more parsimonious with
respect to computational resources. Motivated by these facts, in our study we use specifically
CEEMDAN to decompose the time-series of electricity prices into IMFs.
3In this study, we use 𝐾 = 300 realizations of a white noise.
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2.2. Trend filtering with CEEMDAN
It is intuitively clear that, when decomposing the original signal into several IMFs, the trend-
cyclical component is represented by a sum of several low-frequency modes and the decomposition
residual. Of special interest is the number 𝑖* starting with which to compose the modes into
trend. Flandrin et al. (2004) were the first to show that EMD can be effectively used for trend
filtering based on the statistical properties of IMFs. According to these authors, 𝑖* corresponds to
the number of IMF starting with which the standardized mean of partially reconstructed signal̂︀𝑥[𝑡] = ∑︀𝑖*𝑖=1 𝐼𝑀𝐹𝑖[𝑡] is significantly different from zero. But this rule is not exact, and in order
to increase its precision the authors considered the statistical properties of IMFs of a fractional
Gaussian noise (fGn) for different values of the Hurst exponent 𝐻 (Hurst, 1951). The following
formula was proposed for calculation of confidence interval 𝐶𝐻𝑖 for the 𝑖-th mode’s energy 𝐺𝑖:
log2(log2(𝐶𝐻𝑖 /̂︁𝑊𝐻𝑖 )) = 𝑎𝐻𝑖+ 𝑏𝐻 , (3)
where ̂︁𝑊𝐻𝑖 = (̂︁𝑊𝐻1 /𝛽𝐻)𝜌−2(1−𝐻)𝑖𝐻 is the estimated value of the 𝑖-th mode’s energy (𝑖 > 2, 𝜌𝐻 ≈
2) of a fractional Gaussian noise (the first mode of the initial signal is considered equivalent to
noise, i.e. ̂︁𝑊𝐻1 = 𝐺1). If 𝐺𝑖 > 𝐶𝐻𝑖 then the 𝑖-th IMF of the initial signal is recognized statistically
significant and, according to Flandrin et al. (2004), is included into the trend component. To apply
the statistical criterion, it is necessary to determine the value of 𝐻. To do this, we were guided
by the following qualitative considerations. It is well known (Peters, 1991) that a process with
0 6 𝐻 < 0.5 is anti-persistent, i.e. it has the mean-reversion property. Taking this into account,
we choose 𝐻 = 0.2 for electricity prices. The choice of this exact value out of a whole range
of values is dictated by the availability of empirical coefficients 𝛽𝐻 , 𝑎𝐻 , 𝑏𝐻 for different levels of
confidence 𝛾 (Flandrin et al. (2004)).
In Moghtader et al. (2011), two approaches to finding 𝑖* were proposed: energy and zero-
crossing ratio, and the efficiency of their simultaneous usage was shown. According to the energy
approach, 𝑖* is the smallest of 𝑖 > 2 for which 𝐺𝑖 > 𝐺𝑖−1, i.e. the energy of the current mode
is greater than the energy of the previous mode. This follows from the fact that, as shown in
Flandrin et al. (2004), if the studied process is a generalized broadband signal, then the energy of
its IMFs decreases as index 𝑖 increases. Thus, if energy rises around some index 𝑖, then this index
is a candidate for 𝑖*.
The second approach proposed in Moghtader et al. (2011) implies the analysis of a ratio of
zero-crossing number (RZCN) value 𝑅𝑖 = 𝑍𝑖−1/𝑍𝑖, where 𝑍𝑖 is the number of points where the 𝑖-th
IMF crosses zero. The authors showed that if the studied process is again a generalized broadband
signal then 𝑅𝑖 ≈ 2. Thus, 𝑖* is the smallest of indexes 𝑖 such that 𝑅𝑖 is "significantly different
from 2". In order to specify the value of this difference, the authors ran a number of simulations
and constructed the empirical distribution of 𝑅𝑖. In their paper, for a number of most common
significance levels 𝛼, the left and right boundaries were found, values beyond which are considered
as significant deviations from 2.
Since the two approaches described above are independent, their combination allows to increase
the accuracy of 𝑖* determination, as it was shown in Moghtader et al. (2011). Thus, the smallest
of 𝑖 (2 6 𝑖 6 𝐼) such that 𝐺𝑖 > 𝐺𝑖−1 and 𝑅𝑖 is significantly different from 2, can be considered 𝑖*,
while the trend can be obtained as a sum of the residual and all the IMFs with 𝑖 > 𝑖*.
In our research, we have modified this approach. First, we propose to use CEEMDAN in-
stead of EMD as the decomposition procedure. Second, as potential components to include in
trend, we consider only the IMFs with indexes 𝑖 such that 𝐼/2 + 1 6 𝑖 6 𝐼 (we call it a "low-
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frequency" criterion). This is motivated by the fact that, in our opinion, only the IMFs with rather
high indexes (the low-frequency modes) should be taken into consideration. As we showed earlier
in Afanasyev et al. (2014), the application of this criterion allows to cut off the high-frequency
IMFs of electricity prices, which, on the one hand, satisfy the two other criteria, but on the other
hand, logically should not be included into the trend component. Third, in addition to the above-
described criteria for 𝑖* determination, we propose to take into account only the IMFs that are
statistically different from the white noise with a given Hurst exponent 𝐻 (we call this a "statis-
tical" criterion). For these IMFs, the condition 𝐺𝑖 > 𝐶𝐻𝑖 should hold, where 𝐶𝐻𝑖 is a confidence
interval which can be determined from (3).
To compare CEEMDAN with EMD, we also consider this latter method in our research. Taking
into account the fact that EEMD has substantial disadvantages, in particular, this method is
influenced by the residual noise, which results in obtaining trends with high-frequency fluctuations
with small amplitudes, we do not consider EEMD in this research. In our opinion, EEMD can be
thought of as a transitory step between EMD and CEEMDAN.
2.3. Trend filtering with wavelet-decomposition
The usage of wavelet-decomposition for trend filtering from electricity prices was thoroughly
studied in many papers (see, for example, Janczura et al., 2013; Nowotarski et al., 2013). We do
not dwell here on the wavelet methodology, referring the interested reader to the references on
the topic. It should only be noted that, using the results from Nowotarski et al. (2013), we base
our study on Daubechies’ wavelet of order 24, as well as consider 3 scale parameters 𝑚 = 6, 7, 8
(hereinafter denoted by 𝑊6,𝑊7,𝑊8) that correspond to smoothing at time-scales 26 ≈ 1 month,
27 ≈ 2 months, and 28 ≈ 4 months.
2.4. Modeling the stochastic component
For modeling the stochastic component of decomposition, we use a modification of an approach
proposed earlier in Janczura and Weron (2010), which is based on Markov regime-switching model.
The main property of regime-switching models is their ability to capture substantial structural
breaks in studied processes. This follows from the fact that the parameters of these models dis-
cretely vary in time, i.e. there are several regimes or "states". This class of models was considerably
developed in Hamilton (1989); Hamilton and Lin (1996) where an unobserved first order Markov
chain is considered as the control process for regime switching. The transition probability from
regime 𝑗 to regime 𝑖 is determined by a square matrix P = (𝑝𝑖𝑗) with dimensions 𝑟× 𝑟, where 𝑟 is
the number of regimes.
Following Janczura and Weron (2010), we assume that in the basic operating market regime the
stochastic component of electricity price follows the Ornstein-Uhlenbeck (OU) process. This spec-
ification allows to take into account the well-known property of electricity price – mean-reversion
(Janczura et al., 2013). In discrete time, the OU-process is transformed into an auto-regressive
process of order 1 (AR(1)).
In this study we do not perform pre-removal of the component corresponding to weekly sea-
sonality in the data from the stochastic part of the process. Instead of this, we include the 7-th
lag into the basic regime, which reflects the influence of a short-term calendar effect. As a result,
our specification of electricity price 𝑃𝑡,𝑏4 in the basic regime is as follows:
4Unlike Janczura and Weron (2010) we use 𝑃𝑡,𝑏 to denote the logarithm of electricity price.
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𝑃𝑡,𝑏 = 𝜇𝑏 + 𝜓1𝑃𝑡−1,𝑏 + 𝜓7𝑃𝑡−7,𝑏 + 𝜎𝑏𝜖𝑡, (4)
where 𝑏 denotes the basic regime, 𝜓𝑖 is the coefficient of the 𝑖-th lag of price, 𝜇𝑏 is the constant
term (for AR(1) process, 𝜇𝑏1−𝜓1 is the long-term mean price level), 𝜎𝑏 is the volatility of residuals,
𝜖𝑡 ∼ 𝑖.𝑖.𝑑.𝑁(0, 1). Given that the stochastic part does not contain a trend component, we expect
that 𝜇𝑏 ≈ 0.
A characteristic property of electricity prices is a non-periodic occurrence of sudden "outliers"
(Weron et al., 2004; De Jong, 2006; Janczura et al., 2013). They can be caused by such events
as climatic anomalies, failure of the power generating equipment of a major power supplier, or
problems in electricity transmission networks. These outliers can be taken into account with two
additional model regimes: the "spike" regime 𝑠 and the "drop" regime 𝑑. Janczura and Weron
(2010) propose to use a truncated log-normal distribution for 𝑠-regime modeling, and an inverted
truncated log-normal distribution for 𝑑-regime modeling. Janczura et al. (2013) propose to use the
1st and the 3rd quantiles for truncation.
In this study, we consider the logarithms of prices in these outlier regimes as a mean augmented
with a stochastic disturbance following a skewed generalized normal distribution (GND) of the
following kind (with zero mean):
𝑓𝐺𝑁𝐷(0, 𝜎, 𝑘) =
𝜑(𝑦)
𝜎 − 𝑘𝑃𝑡 , (5)
𝑦 =
{︃
− 1𝑘 log
[︁
1− 𝑘𝑃𝑡𝜎
]︁
, 𝑘 ̸= 0
𝑃𝑡
𝜎 , 𝑘 = 0
,
where 𝜎 is the scale parameter (the variance of the distribution), 𝑘 is the skewness parameter,
𝜑 is the density function of a standard normal distribution. If −1 6 𝑘 < 0, then the distribution
is right-skewed and left-truncated (we expect this to occur in 𝑠-regimes); if 0 < 𝑘 6 1 then the
distribution is left-skewed and right-truncated (which should occur in 𝑑-regimes); if 𝑘 = 0 then the
distribution is the standard normal distribution. The specification of our model in 𝑠- and 𝑑-regimes
is as follows:
𝑃𝑡,𝑟 = 𝜇𝑟 + 𝜖𝑡,𝑟, (6)
𝜖𝑡,𝑟 ∼ 𝐺𝑁𝐷(0, 𝜎𝑟, 𝑘𝑟),
where 𝑟 = {𝑠, 𝑑} is the regime of price process, 𝜇𝑟 is the price mean in regime 𝑟. For the
mean values we use the 5%-th percentile of the sample (for downward outliers) and the 95%-
th percentile of the sample (for upward outliers). Thus, unlike Janczura and Weron (2010), we
impose fewer restrictions on the parameters of the model, allowing the price in an outlier regime
to be distributed around a given deterministic mean, and the price distribution to be skewed. To
estimate the parameters of a Markov regime-switching model, we use the maximum likelihood
routine implemented in a MATLAB library MS_Regress (Perlin, 2012) and modified by us to
include a skewed GND.
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2.5. Simulation experiment design
The main problem occuring when comparing different methods of trend-cyclical component
filtering from actual data5 is that the "true" trend is unobserved, and thus, there is no possibility
to test the methods against that "true" trend.
In order to overcome this problem we use a simulation approach analogous to the one proposed
earlier in Janczura et al. (2013) and Weron and Zator (2014). The design of our simulation
experiment is as follows.
1. Estimate the trend-cyclical and stochastic components by using each of the methods under
comparison (𝑊6,𝑊7,𝑊8, EMD, CEEMDAN; we call them the "input" methods).
2. Model the stochastic component using the approach described in 2.4, and then estimate the
parameters of the model.
3. Generate 𝑁 = 500 trajectories of the stochastic part with the parameters estimated at the
previous step, and add them to the previously obtained trend-cyclical components in order
to get 500 "artificial" trajectories.
4. Extract the trend-cyclical components from these "artificial" trajectories using each of the
methods under comparison (𝑊6,𝑊7,𝑊8, EMD, CEEMDAN; we call them the "output" meth-
ods).
5. Calculate the error of the "output" methods by obtaining the bootstrapped medians of the
distributions of RMSE (root mean square error), calculated for the original and estimated
trends. We use 5000 re-samplings for the bootstrap procedure.
It can be seen that here we have modified the approach of Janczura et al. (2013), using the
bootstrapped median of a root mean square error (RMSE) distribution instead of the mean of a
mean squared error (MSE) distribution. This bootstrapped median, in our opinion, is more natural
and intuitive than the mean of MSE, as well as more resistant to outliers in the sample.
3. Data
In this study we consider the results of functioning of Russian wholesale electricity market
during the period from February, 10, 2011, to December, 31, 2013 in two major price zones:
Europe-Ural (the first zone) and Siberia (the second zone). The functioning of a competitive
electricity day-ahead market (DAM) was established in these zones in 2006.
The electricity DAM in Russia is a mechanism of competitive selection (auction) of price claims
of electricity suppliers and buyers one-day-ahead of electricity delivery with determination of the
prices and the supply volumes for each hour of the day. The selection is organized by a commercial
operator (an open joint stock company "ATS").
5By "actual data" we mean the data on actual financial indicators such as electricity prices, commodity demand,
security prices, etc., but not artificially generated time-series where the trend is a priori given. It is worth noting
that in previous studies the comparison of EMD with other methods was performed on simulated data only, which in
general is simpler than using actual data since it does not require choosing specific approaches to take the peculiarities
of actual data into account.
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Table 1: Descriptive statistics of electricity prices for the period 10.02.2011–31.12.2013 in Europe-Ural and Siberia
zones.
Statistic Europe-Ural zone Siberia zone
Average 6.903 (1001.6) 6.466 (650.4)
Median 6.896 (988.1) 6.494 (661.4)
Standard deviation 0.113 (115.4) 0.153 (97.1)
Coefficient of variation 1.6% 2.4%
Skewness 0.240 -0.377
Excess kurtosis -0.268 -0.529
Note: For some of the statistics, in addition to the values of logarithmic prices, the parentheses contain the values of the initial
levels of prices.
It should be noticed that there exists a margin pricing on Russian electricity DAM. This means
that electricity price is determined via equalizing electricity demand and supply, which is fair
for each market participant. As an auction result, there appears a single equilibrium electricity
price which is the highest of the prices at which producers are willing to meet the demand. The
price indexes and the volumes traded at the DAM are published daily on the website of OJSC
"ATS" (http://www.atsenergo.ru).
The descriptive statistics of the electricity prices sample for both zones are given in Table 1,
while the dynamics of these prices are shown in Fig. 1. It can be seen that the average logarithmic
price in Europe-Ural zone is higher than the one in Siberia zone by approximately 7% (by 54% for
the initial levels of prices). This reflects the fact in the technological structure of Siberian energy
industry there dominates a comparatively cheaper hydroelectric power generation (which accounts
for about 40% of the total energy generation in this zone) while in Europe-Ural zone most of the
energy is generated by a more expensive thermal power generation (about 69% of the total zone
generation).
This also causes the differences in the structure of electricity consumption in the two zones.
In Siberia zone, a significant part of electricity consumption is attributed to aluminum production
that gives about 90% of the total aluminum produced in Russia. This concentration of aluminum
production in the region is primarily caused by cheaper electricity which, depending on the tech-
nological process, makes up 25%–40% of expenditures in the cost of aluminum.
Both the standard deviation and the coefficient of variation of electricity price in Siberia zone
are higher than in Europe-Ural zone indicating that the prices are more volatile in the former zone.
Though, the coefficient of variation in both zones is not that large: the relative variation of prices
in Europe-Ural zone is 1.6%, while in Siberia zone it is 2.4%. Thus, the deviation of electricity
price from its average is not that substantial in the studied period. Still, despite this fact, even a
visual analysis of Fig. 1 shows that there are significant outliers in the electricity price time-series,
which should be taken into account in subsequent modeling of price behavior.
The skewness of electricity price distribution for Europe-Ural zone is positive and is equal to
0.240. This suggests that the electricity prices here typically deviate to values lower than the
average. Therefore, when modeling the stochastic part of the price time-series, we can expect a
tendency for "drops" to be discovered in this zone. At the same time, in Siberia zone the situation is
the opposite: the skewness is negative and is equal to -0.377, indicating the prevalence of (positive)
price "peaks". The excess kurtosis is negative in both zones, which also indirectly confirms the
presence of outliers in the sample.
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Figure 1: Europe-Ural and Siberia electricity prices and their trend-cyclical components obtained by the five methods
under consideration: 𝑊6, 𝑊7, 𝑊8, EMD, CEEMDAN.
Given the significant difference in consumption and generation technologies, as well as minor
amounts of electricity flows between the two zones, these zones can be considered as two inde-
pendent markets. This allows us to perform our numerical experiment more objectively, since the
pricing processes in these two markets are sufficiently different, while the impact of their specific
features can be identified as a result of comparison of trend-cyclical component filtering methods.
4. Results
4.1. Trend-cyclical and stochastic components filtering
In this section we analyze the obtained results. Fig. 1 shows the trend-cyclical components of
the electricity prices obtained by the five considered methods: 𝑊6, 𝑊7, 𝑊8, EMD, CEEMDAN. It
can be clearly seen that for Europe-Ural zone the application of 𝑊8 results in a considerably lower
frequency component as compared to the results of the other methods. At the same time, 𝑊6 and
CEEMDAN, as well as 𝑊7 and EMD, in a pair-wise manner demonstrate quite close estimates of
the trend component. Taking this into account, we may expect their mean squared errors to be
minimal. For the electricity price in Siberia zone, most methods (except 𝑊6) give similar results
over almost all the time period under study. This is why we cannot assume anything about the
errors of trend filtering in this case.
Now we briefly consider the results of electricity price stochastic part modeling using CEEM-
DAN with a three-state Markov regime-switching model. Table 2 provides the estimates of the
parameters of this model for the two zones, as well as the probabilities of staying in each of the
regimes 𝑟 between time moments 𝑡 and 𝑡+ 1. All the parameter estimates are statistically signif-
icant at least at the 10% level of significance, except coefficient 𝐾 in Siberia zone. The results
show that in Europe-Ural zone there is a significant price self-dependence on both the one-day and
seven-day lags in the base regime. The extent of these lags’ influence is approximately equal (the
coefficients 𝜓1 and 𝜓7 are approximately the same, taking into account their standard errors). In
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Table 2: Parameter estimates of the Markov regime-switching model for electricity price’s stochastic component
obtained after trend-cyclical component filtering using CEEMDAN.
Parameter Base regime Spike regime Drop regime
Europe-Ural zone
𝜇 0.003* (0.002) 0.074 -0.082
𝜓1 0.349*** (0.028) 0 0
𝜓7 0.402*** (0.024) 0 0
𝜎 0.041*** (0.010) 0.052* (0.029) 0.052** (0.024)
𝐾 0 -0.603*** (0.227) 0.237* (0.143)
𝑝𝑟𝑟 0.97*** (0.03) 0.78*** (0.15) 0.77*** (0.10)
Siberia zone
𝜇 0.004* (0.002) 0.185 -0.200
𝜓1 0.650*** (0.024) 0 0
𝜓7 0.099*** (0.021) 0 0
𝜎 0.053*** (0.012) 0.124** (0.057) 0.134** (0.067)
𝐾 0 0.399 (0.286) 0.158 (0.125)
𝑝𝑟𝑟 0.97*** (0.03) 0.65*** (0.14) 0.71*** (0.11)
Note: Standard errors of coefficients are given in parentheses. The coefficients without standard errors are fixed in the model.
The levels of significance notation: *** – 1%, ** – 5%, * – 10%. 𝑝𝑟𝑟 is the probability of regime 𝑟 between time moments 𝑡
and 𝑡+ 1.
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Figure 2: The results of modeling of Europe-Ural electricity price’s stochastic component obtained after removing its
trend-cyclical component estimated with CEEMDAN. The left panel (top to bottom) shows the stochastic component
and the specially marked outliers (red asterisks are "spikes", black asterisks are "drops"), as well as the probabilities
of positive and negative outliers. The right panel shows the density graphs of model errors in different regimes.
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Table 3: Comparison of errors of trend-cyclical component filtering by the methods under study. For EMD and
CEEMDAN, the number of IMFs included in the trend component is determined based on the four criteria: energy,
zero-crossing ratio, statistical, and low-frequency.
Output Input
𝑊6 𝑊7 𝑊8 𝐸𝑀𝐷 𝐶𝐸𝐸𝑀𝐷𝐴𝑁
Europe-Ural
𝑊6 0.0 29.7 50.4 25.8 0.0
𝑊7 66.9 0.0 22.0 0.0 17.0
𝑊8 179.5 135.7 0.0 65.4 115.4
𝐸𝑀𝐷 105.3 42.9 32.7 28.2 38.4
𝐶𝐸𝐸𝑀𝐷𝐴𝑁 113.6 28.4 8.2 20.3 37.0
Siberia
𝑊6 0.0 35.5 67.7 74.1 41.3
𝑊7 61.8 0.0 24.6 28.1 5.8
𝑊8 157.4 153.2 0.0 0.0 33.5
𝐸𝑀𝐷 138.0 121.6 29.6 24.5 29.4
𝐶𝐸𝐸𝑀𝐷𝐴𝑁 99.6 70.2 26.2 11.7 0.0
Note: The columns correspond to the input methods of trend filtering; the rows correspond to the output methods. The
measure of deviation is a bootstrapped median of distribution of RMSE between the initial trend and its estimate calculated
for each artificial trajectory. For illustrative purposes, the table contains percentage deviation of absolute values of errors from
their minimum for each of the input methods (the minimum value in each column). The deviations of less than 30% are given
in italics.
Siberia zone, the dependence of the current electricity price on its one-day lag is much stronger
than on its seven-day lag (𝜓1 is 6.5 times greater than 𝜓7), which speaks in favor of a weak weekly
seasonality in the electricity prices in that zone.
The parameters of outlier regimes in Europe-Ural zone are very close to each other except
for coefficient 𝐾 which reflects the skewness of price distributions in these regimes. Specifically,
𝐾𝑠 = −0.603 which speaks in favor of a quite strongly right-skewed distribution. It is clearly
seen in Fig. 2 on its right panel giving the graphs of the obtained distributions. In "drop" regime
𝐾𝑑 = 0.237, and there is a left-skewed distribution, though the degree of skewness is less than
for the "spike" regimes 𝑠. This is why, having the same variance as for the "spike" regimes, the
distribution in "drop" regime 𝑑 is more wide-spread, and as a result there are more observations
that are classified as "drops". This also coincides with our assumptions made earlier when carrying
out the analysis of skewness of the price distribution in Europe-Ural zone (see Table 1). In Siberia
zone the skewness parameters for both regimes are not significant, thus, the price distributions
in these regimes are better captured by a standard normal distribution rather than by a skewed
generalized normal distribution (GND). We do not dwell here on the results obtained for the
corresponding stochastic parts since this is not the primary objective of our research. We now
switch to comparison of trend-cyclical component filtering methods.
4.2. Performance comparison of trend-cyclical component filtering methods
Table 3 shows percentage deviations of absolute values of errors (the bootstrapped median of
distribution of RMSE) from their minimum values (equal to 0) for each of the input methods (given
in the columns of the table; the rows correspond to the output methods). The deviations of less
than 30% are given in italics. Though this latter value may seem quite large, still, in our opinion,
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it is quite adequate as a threshold, taking into account the spread of errors obtained for different
methods of trend filtering.
It can be seen from Table 3 that in the case of wavelet-decomposition, for each considered
scale parameter 𝑚, the coincidence of the output and the input methods results in the best perfor-
mance, which is to some extent expected. At the same time, this is not always true for EMD and
CEEMDAN. Specifically, for input EMD for the Europe-Ural zone prices method 𝑊7 is the best
in the sense of trend-estimation error 𝑊7, while for the Siberia zone prices 𝑊8 is the best method.
Moreover, for the former zone EMD shows non-satisfactory results for almost all input methods
(except for EMD itself), while for the latter zone the results of EMD are non-satisfactory only for
two of the input methods. Formally speaking, in 6 out of 10 cases EMD does not give satisfactory
results, thus, taking into account such imbalance, we cannot make an unambiguous conclusion
about the quality of trend filtering with this method as compared to the wavelet-decomposition.
Still, we are inclined to say that the performance of EMD is not well.
CEEMDAN both for the Europe-Ural and the Siberia zone prices in 3 out of 5 cases shows
the deviations of less than 30%, which is quite a satisfactory result. Moreover, the deviations are
less than 12% for the input methods 𝑊8 (for the former zone) and EMD (for the latter zone),
being quite small amongst all the obtained deviations. Even in the cases when CEEMDAN trend-
estimation error is non-satisfactory, still, it is within the first two methods following the best output
method for a specified input method. In Siberia zone, CEEMDAN has the minimal error when
input and output methods coincide.
Comparing the obtained results, it can be concluded that CEEMDAN has the best performance
in the sense of trend-filtering quality as compared to EMD. Still, comparing the performance of
CEEMDAN with the performance of wavelet-decomposition, we cannot conclude the same. On
the one hand, the former method has quite a satisfactory performance in most cases. On the other
hand, there is only one time when this method has the best performance among the other methods.
In addition, comparing the errors of trend component filtering for the Europe-Ural zone prices (see
Fig. 1, the upper panel), which visually look almost identical (𝑊6 and CEEMDAN,𝑊7 and EMD),
it can be noted that the corresponding wavelet-decompositions (as output methods for the input
methods EMD and CEEMDAN) result in minimum errors, while the converse is not true.
In order to understand the rationale for the above-mentioned results for CEEMDAN, we con-
sider 2 additional aspects of our numerical experiment: RMSE distributions and possible depen-
dence between error and the size of samples generated for calculations.
4.3. Analysis of the trend filtering criteria issues
Fig. 3 shows the obtained empirical distributions of RMSE for Europe-Ural zone (as before,
the columns correspond to the input methods, the rows correspond to the output methods). It can
be seen that for CEEMDAN (in the case of 𝑊6 and CEEMDAN input methods) the distributions
have 2 distinct peaks. Visual analysis of trends that are filtered out by these methods from the
artificially generated trajectories also shows that there are 2 types of output trends: the first one
has a higher frequency and resembles the initial trend (see the top panel in Fig. 1, CEEMDAN
method); while the second one has a lower frequency and resembles the input trend obtained by
𝑊8 method.
In our opinion, the rationale for this is that the ratio of zero-crossing number (RZCN) criterion,
which we also used to determine the minimal index 𝑖* (starting with which the IMFs are included
in trend), is an empirical one and in some cases is not robust. The critical bounds for the "sig-
nificant deviation from 2" (obtained earlier in Moghtader et al. (2011)) are found by simulation
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Figure 3: The RMSE distributions of different trend filtering methods for the Europe-Ural zone prices. The columns
correspond to the input methods, the rows correspond to the output methods. It can be clearly seen that the
distributions for 𝑊6 and CEEMDAN input methods have two peaks.
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Figure 4: Electricity price trend for Europe-Ural zone. Top panel: the left graph shows the evolution of standardized
average of the number of IMFs summed; the middle graph shows energy ̂︁𝑊𝐻𝑖 of the IMFs of fractional Gaussian
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Table 4: Comparison of errors of trend-component filtering by the methods considered in the study. For EMD and
CEEMDAN, the number of IMFs included in the trend component is constant and equal to the number of IMFs
constituting the trend for the initial data.
𝑊6 𝑊7 𝑊8 𝐸𝑀𝐷 𝐶𝐸𝐸𝑀𝐷𝐴𝑁
Europe-Ural zone
𝑊6 0.0 29.6 50.3 25.8 8.3
𝑊7 66.9 0.0 22.0 0.0 26.8
𝑊8 179.5 135.6 0.0 65.4 133.4
𝐸𝑀𝐷(8/2) 121.5 49.0 24.3 24.5 86.8
𝐶𝐸𝐸𝑀𝐷𝐴𝑁(10/3) 15.6 17.2 31.9 12.2 0.0
Siberia zone
𝑊6 0.0 35.4 67.7 74.1 33.6
𝑊7 61.8 0.0 24.6 28.1 0.0
𝑊8 157.4 153.1 0.0 0.0 26.1
𝐸𝑀𝐷(9/2) 146.1 129.0 30.4 32.2 23.0
𝐶𝐸𝐸𝑀𝐷𝐴𝑁(11/3) 101.6 69.2 27.1 19.7 0.3
Note: see Table 3. For the output methods EMD and CEEMDAN the subscript contains: (1) the number of IMFs obtained by
decomposition of the initial data, (2) the number of low-frequency IMFs forcibly included in the trend at the step of artificial
trajectories processing.
and averaging over 21 types of broadband processes, so they may contain some bias. This results
in the fact that in some cases we get 𝑖* = 8, and only 3 last IMFs6 and the residual are included
in trend, which causes a higher frequency output trend and a peak in RMSE distribution with a
smaller error. In other cases 𝑖* = 10, and only the last IMF and the residual are included in trend,
which causes a lower frequency output trend and a peak in RMSE distribution with a larger error.
This is illustrated in Fig. 4 which presents the applied criteria for 𝑖* determination for the
initial trend in the Europe-Ural zone prices. It can be seen from the top-right graph that RZCN
for 𝑖 = 𝑖* = 8 is not that far out from the lower bound, while for 𝑖 = 9 it is within the critical
bounds. For 𝑖 = 10, RZCN is infinitely large since the last IMF does not cross zero point, which
is why we simply depict this point on the upper bound. Thus, even smallest changes in the initial
time-series of electricity prices (that are introduced by us in artificial trajectories) are able to result
in 𝑅𝑍𝐶𝑁8 being higher than the lower critical bound and the trend comprising only 𝐼𝑀𝐹10 and
the residual. It is intuitively clear that, since the deviation of 𝑅𝑍𝐶𝑁8 from the lower bound is
very small, for the generated trajectories we get approximately the same number of trends of the
two types, because RZCN oscillates around the critical value. It is clearly seen in the RMSE
distributions (see Fig. 3), where the heights of 2 peaks are almost equal.
It is worth noting that the trend filtered out from the Siberia zone prices contains only 3
out of 11 IMFs. Moreover, for each of the low frequency IMFs, indicator RZCN appeared to be
infinitely large, while the criterion itself is robust for different stochastic components generated
when simulating the artificial trajectories. As a result, the distributions of RMSE obtained for
Siberia zone do not have distinct double peaks. In our opinion, the unsatisfactory CEEMDAN
error values for the input methods 𝑊6 and 𝑊7 are to a large extent caused by the fact that the
6When decomposing the initial Europe-Ural zone prices, just as the vast majority of artificially generated trajec-
tories, CEEMDAN results in 10 IMFs.
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Figure 5: RMSE median changes depending on the artificial trajectories sample size for different methods of trend
filtering in Europe-Ural zone. The columns correspond to the input methods, the rows correspond to the output
methods.
time-scale of smoothing for these methods is too small for sufficiently smooth long-term fluctuations
in the Siberia zone prices (see Fig. 1). This is why the initial trend in such cases is likely to be
incorrect and significantly diverges from the one estimated by CEEMDAN.
In order to level RZCN oscillations around the critical value and to understand how this influ-
ence the results of methods performance comparison (especially, for Europe-Ural zone), we have
modified the algorithm of the experiment. To this end, we determined the number of low-frequency
IMFs that were in the trend at the step of initial data processing. Using this number, we repeated
the procedure of trend filtering for the artificial trajectories, each time including into the trend this
specific quantity of IMFs and the residual of decomposition. Thus, we do not determine index 𝑖*
at each iteration, but we always use the initial value corresponding to the initial data. Taking into
account the robustness of RZCN criterion for the Siberia zone prices, we do not expect such an
approach for this zone to significantly influence the results of methods performance comparison,
unlike for Europe-Ural zone.
Table 4 shows the results of this modified algorithm performance. It can be seen that for EMD
the situation has not changed significantly, but CEEMDAN shows significantly improved results for
the Europe-Ural zone prices. Specifically, for input method 𝑊6, the error is not only satisfactory
(15.6%) but also is one of the smallest, while for input method CEEMDAN the error is the smallest.
The same is true for the rest of the methods that demonstrate much smaller deviations than the
established threshold of 30%. The only exclusion here is method 𝑊8 which at the input gives quite
a low-frequency trend which is significantly different from the ones obtained by other methods (see
Fig. 1). In Siberia zone, just as expected, we were not able to determine significant changes in
methods performance results which confirms robustness of RZCN criterion in this case.
The second aspect that we have taken into account when analyzing the results of our numerical
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experiment is a possible error’s dependence on the size of the sample that was generated for the
experiment. Since the number of artificial trajectories used may potentially influence the value
of RMSE median, it can be assumed that the above-mentioned problems with CEEMDAN are
associated not only with 𝑖* selection criteria, but also with the parameters of the experiment itself.
In order to check this, for all the input and output methods we have monitored the dynamics of
errors in the range from 50 to 500 trajectories with the increment of 50 trajectories. The obtained
results are shown in Fig. 5. It can be seen that the used experiment design is quite robust since the
error is practically independent of the sample size, and it is 100 trajectories that are quite enough
to reach the established level of error.
For a more objective analysis, we further compared the methods, using for each of them the
minimal errors obtained in the above-mentioned range of trajectories (i.e. for each method, as an
error we have adopted the minimum point on the graphs shown in Fig. 5). The results show that
it has little effect on the general situation with methods performance comparison, only slightly
changing the deviations of RMSE medians from the minimum values. Thus, we conclude that the
parameters of our experiment are not crucial for the above-detected problem of CEEMDAN usage
along with the considered criteria for IMFs selection when performing trend filtering.
5. Conclusion
In this research we study the problems of performance comparison of different trend-cyclical
component filtering methods applied to electricity prices. The methods comprise wavelet - decom-
position, EMD and CEEMDAN. In order to determine the number of low-frequency IMFs that are
to be included in trend, applying of the latter two methods, we used both 2 criteria (energy and
ratio of zero-crossing number) proposed earlier in Moghtader et al. (2011), and introduced by us
the "low-frequency" criterion, as well as took into account the requirement of statistical significance
of IMFs (Afanasyev et al., 2014). As the empirical basis for testing these methods, we used data
from the day-ahead electricity market in 2 Russian major electricity price zones: Europe-Ural zone
and Siberia zone.
Our results allow to conclude that the ordinary EMD does not provide satisfactory quality of
trend estimation as compared to the wavelet-decomposition. In 6 out of 10 cases (4 for Europe-
Ural zone and 2 for Siberia zone), its application results in error deviating from the minimum
error by more than 30% for a specified input method of trend filtering. Application of complete
ensemble empirical mode decomposition with adaptive noise (CEEMDAN) shows a much better
result than EMD: in 6 out of 10 cases (3 in each zone) the deviation of error from the minimal error
is less than 30%, while in the rest 4 cases it is among the top two smallest deviations. Still, when
comparing CEEMDAN with wavelet-decomposition, the results are not that unambiguous. Unlike
wavelet-decomposition which consistently produces best results when input and output methods
coincide, CEEMDAN provides the same result only in Siberia zone, while in Europe-Ural zone it
loses to the other two methods.
The analysis of these results shows that the main difficulty here is attributed to the ratio of
zero-crossing number criterion. Its empirical nature and specific critical bounds, calculated in
Moghtader et al. (2011) by averaging a limited number of certain types of broadband processes,
result in the fact that even with a "sensible noising"7 the value of RZCN may oscillate around the
7An artificial stochastic component was generated on the basis of parameters obtained within its preliminary
modeling by a 3-state Markov regime-switching model.
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critical value. This, in turn, makes the number of IMFs included in the trend component differ for
different artificial trajectories, and, as we showed above, the distribution of RMSE acquires two
distinct peaks.
In order to level this effect, we fixed the number of IMFs included in trend and made it
equal to the number of IMFs found when processing the initial data, after which we re-ran the
experiment. The results showed that the performance of EMD did not principally changed, while
the performance of CEEMDAN improved significantly: in 7 out of 10 cases the deviation of error
from its minimum value appeared to be significantly less than 30%.
Comparing the results for the two zones, we can assume that CEEMDAN has better perfor-
mance for the time-series that visually demonstrate the presence of a potentially lower frequency
trend-cyclical component (Siberia zone, see the bottom panel of Fig. 1), than the time-series with
distinct oscillation in their trends (Europe-Ural zone, see the top panel of Fig. 1). Still, a thorough
check of this assumption requires a separate research.
In general, the obtained results allow us to conclude that CEEMDAN, along with the considered
criteria, performs much better than the ordinary empirical mode decomposition (EMD) and is
comparable to wavelet-decomposition within the trend filtering framework. Moreover, CEEMDAN
has important advantages: it demonstrates a high degree of adaptation to data, while not requiring
specific a priori assumptions, as well as is able to deal with non-stationary and nonlinear processes.
All this allows us to expect that the thus filtered trend-cyclical component is likely to better
correspond to the "true" one, rather than the trend-cyclical components filtered by the methods
without such properties. At the same time, the problems detected for the ratio of zero-crossing
number criterion leave us a number of open question when applying it to actual data, and thus
require further research.
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