We shall consider the existence of almost periodic solutions of the almost periodic system of the form if = 11 *</(*)*/ (-=d/d£) for l^f^w,
where x$ are real, k is a positive integer and a^(f) are almost periodic functions of t. Under some conditions on ##(£), Theorem 1 shows that the trivial solution of the first approximation of system (1-1) is uniformly asymptotically stable in a subspace IT of R n (see Definition 2) . Using this fact, we obtain a nontrivial almost periodic solution of system (1 • 1) which is uniformly asymptotically stable in a compact set @ and whose module is contained in the module of a i3 (£) . This is shown in Theorem 2. Especially, in the case where <2y(£) in system (1-1) are constants, the system governs one of mathematical models of gas dynamics (cf. [2, p. 104] ) and has been studied by Jenks [4] . One of Jenks' results is a special case of Theorem 2.
We denote by R n the real Euclidean ;?-space. Let R= ( -oo, oo) and J? + = [0, oo ). For x in R n , let \x\ be the Euclidean norm of x and Xi be the z'-th component. We let We shall define stability properties. Here we denote by x(t, t 0 , o: 0 ) the solution of system (1-1) with initial condition (£ 0 > X Q ) . Definition 2. Let x(f) be a solution of system (1-1) defined on R and K be a subset of IT. This shows the reducibility of C(£). This contradiction proves the lemma.
Lemma 4. Assume that conditions (if) and (iif) in Theorem I
are satisfied for system (2 • 1) and consider the system such that
Let x(t) be a nontrivial solution of system
x(t) eD on R.
Then there exists a constant £>0 such that x t (t)/\x(t)\^c for t<=R and l<Sz<Jrc .
Proof. First of all, letting x(f) = (x l (t) ,"-,x n (t)} be a solution of system (2-2) such that x(t)^D on R, we shall show that if ^(^0) =0
at some t Q e R, then
Since Xi(f) satisfies the equation
Thus we obtain =0 for ^^^0 5 because Xi(t Q ) =0 and ^(^)^0 on 1?. Now suppose that Lemma 4 is not true. Then for some B in the corresponding system (2-2) has a nontrivial solution x(t),x(t) eD on 1?, such that for some sequence t kj and show that for a sufficiently small e, system (2-9) has a bounded solution on R + , which implies the existence of a bounded solution on Thus z(r)e5>jD' because y e (r £ ) e 9Z)', and hence which contradicts (2-12). Therefore (2-12) and (2-13) hold for r =00. 
Setting ^ic(t)=x(t-\-t k )/\x(t k )\,(j) k (t) satisfies

-^ ^R n~l and A'(t) is an (n -l)X(n -l) matrix whose (i,j) element is given by ay(t) -a in (f) for l^z, j^n -1.
First of all we shall show that for each B f in H(A'), the system
has an exponential dichotomy on R + , and as is well known (cf. [6] ), it is equivalent to show that the system 
(Theorem 2 in [4]).
To prove the theorem, first of all we shall prove the following lemmas.
Lemma 7. Consider the linear system
and its perturbed system First of all, we shall consider the case where A(£) is irreducible.
x+f(t,x), -where M(t) and f(t, x) are continuous -with respect to its arguments, respectively, and f(t,x)=o(\x\) uniformly for t^R. Assume that the set U is invariant for both systems
Since system (3-1) satisfies the conditions of Lemma 1, the set Q is positively invariant, namely, y(t) e j? on R + for a solution y(t) of (3-1) with y(0)eJ2, and furthermore we can assume that y(t) <EJ2 on R because of the almost periodicity of A(t) . We shall show that this for t=£j, l^z, jŵ hich shows that system (3-1) has m + 1 distinct solutions in Q on R. This is a contradiction. Therefore, 0/(£) is u. a. s in the whole Q on R, if the uniqueness of (j)j is shown. Now we shall prove the uniqueness of (f>j. Suppose (f>i=/=(f>j for _y'^>2 hand, (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) shows that fl = *SiU*5 2 , which contradicts the connectedness of J2. Thus the uniqueness of an almost periodic solution is proved, and moreover, as is seen from [7] , this uniqueness guarantees the module containment of the almost periodic solution.
Now consider the case where A(t) is reducible. We can assume that A(i) takes the form of
\B(?)
where B(t) is zero or a square irreducible matrix of order m, 2<^m <^7z -1. If B(t) is zero, system (3-1) obviously has the constant solution p(f) in dQ such that p t (i) =Q for I<^i<^n -I and p n (t) =1. In the latter case, if we set in system (3-1)
x k = Q for \^k<Lm--n and yi = x n -m+i for then system (3-1) is reduced to the lower dimensional system and furthermore the module of y(t) is contained in the module of i.e., of the module of A(£). Thus, system (3-1) has an almost periodic solution p(t) in d@ on J? such that Pi(f) = 0 for 1<J£<^7Z -ra and />*(£) = yi-n + TO (0 for TZ -m + l^z"<j77. The proof is completed.
