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Abstract: A numerical method to solve Abel-type integral equations of first kind is given. In this paper we suggest the 
research of a numerical solution for Abel-type integral equations of the first kind, by using a collocation method 
employing an interpolatory product-quadrature formula with a trigonometric polynomial of the first order. Some 
results of numerical examples are reported. 
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1 Introduction 
We consider the Abel integral equation of the first kind in the form: 
J 
Xk(x, ‘)-)+) dt = &) 
o (X_t)a ) OGXXl, O<a<l 04 
where g(x) and k(x, t) are known functions, g(x) is a continuous function, k(x, t) is subject 
to a Lipschitz condition with respect to the variable t, on 0 < t G x q 1, (k( x, t) E Lip,l), and 
moreover k( x, x) # 0. The existence and the unicity of the solution of the equation (1.1) have 
been proved by Kowalewski 181. 
In this paper we suggest the research of a numerical solution for the integral equation (1.1) by 
using a collocation method, employing an interpolatory product-quadrature formula with a 
trigonometric polynomial of the first order. 
In Section 2 the method will be described and in Section 3 it will be shown that the analysed 
method is convergent of order two, under suitable hypothesis of regularity for the functions 
y(x), k(x, t) and the parameter (Y. 
Moreover, in Section 4, some numerical examples will be related which show that the 
developed method in this paper yields solution approximations substantially equivalent to the 
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ones obtained with the trapezoidal-discretization method for the Abel-type integral equation of 
the first kind. 
2. A discretization-method 
It is well known that, for every function f defined in an interval [a, b] of length smaller than 
27r, the identity holds: 
f(x) = P(x) + R(x) (2.1) 
where: 
P(x) = 
sin Ltb _ u) (f(b) sin 5(x - 4 +f (4 sin t@ - 4) 
2 
(2.4 
is a first order trigonometric polynomial that interpolates to f at the knots a and b, and R(x) is 
the residual term which can be written in the form [ 11,9] 
R(x) = -2( f”(F) + if(Z)) sin :(x - u) sin i(b - x) with X E (a, b). (2.3) 
We collocate the equation (1.1) at the points xi = i/N, i = 1,. . . , N, and thus we obtain the N 
equations: 
J i’Nk(i/N, ‘>.dt> dt = g(i,N) (i/N - t)” 3 i= l,..., N. 0 (2.4) 
If we approximate the function k(i/N, t)v(t) in [(j - 1)/N, j/N] by using the identity (2.1), 
we have 
k(i/N, t)v(t) = sin (l:2N) 
where 
k($, $)y(i) sinj:(t- I$$)) 
+k(i, $$)y(qj sin(+(f--t))] +R,,,(t), 
(2.5) 
j))(s+($ -t))) 
Putting 
ki,j= k(i/N, j/N), i=o, 1 ,-.a, N, j=O, l,..., N; 
yj=~(j,‘N), j= 0, l,..., N; 
gi=g(i/N), i=l,..., N; 
the equations (2.4) become 
C (ai,jki,il;+b,,,ki,j_l~~_1)=gi+E,, i=l,...,N, 
j=l 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
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where 
1 j/N 
',,j = J sin(l/TN) (j-1)/N 
bi,j = 
1 j/N 
/ 
Sin(l/zN) (j-1)/N 
lGjGiG~. 
3 
Ri ;Ct) 
Ei= -,$l~~!&+ dt, i=l,..., N. 
Since the coefficients (2.11), (2.12) can be expressed by 
1 
a,, = 
N’-“sin(l/2N) 
(i-j+ l)r-, 
J 
1 sin((i -j + l)z/2N) dz 
0 (1 - .z>* 
- (cos(l/2N))(i - j)‘“/l s1n((~lp~)~/2N) dz 
0 Z 
- (sin(l/2N))(i - j)‘“J’ cos((il-y);/ZN) dz], 
0 Z 
bi,j = 
1 
N1-*sin(l/2N) I 
(i -j + I)‘-“(sin (1/2N))li cos((i ~lj~zl))~z’2N) dz 
(2.11) 
(2.12) 
(2.13) 
(2.14) 
- (cos(l/2N))(i - j + l)‘-“J,l sm((i ~lj~~))~‘2N) dz 
+ (i-j)‘-“L 
1 sin((i -j)z/2N) dz 
1 (1-z)” ’ 
(2.15) 
we can put 
a, j = ai_j, l<j<i<N; 
b,,,=bi_j, l<j<i<N. 
Therefore the system (2.10) can assume the form 
(2.16) 
(2.17) 
bi-lk,,oyo + C Ci_,ki,jY, = gi + Ei, i = 1,. . . , N, 
j=l 
(2.18) 
where 
c,_~ = ai_i + bi_cj+,), 1 <j < i < N; (2.19) 
"i-j= Cl-j, j=i=l N )...) . (2.20) 
We now observe expressly that a triangular system of N equations in N f 1 unknowns is 
obtained. 
In order to obtain the (N + 1)th equation, we remember that from the theory of Abel integral 
equations it is [4] 
y(0) = lim 
(1 - a)xa-lg(x) 
x-0 k(O, 0) 
(2.21) 
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with F(x) = x *-‘g(x). Now we put: 
Y(O) = k 
1 - (Y sin(3/2N) F L _ sin(3/2N) 
1 i 1 0,0 sin(l/2N) N sin(l/2N) 
F(2/N) + F(3/N) + Co. 
i 
(2.22) 
Equation (2.22) is obtained by approximating the function t;(x) in the interval [l/N, 3/N] 
and using the interpolating quadratic trigonometric polynomial. Therefore the system (2.18) 
assumes the form 
i ci_jk,,i_+=g,-gio+Ei+Eio, i=l,..., N, (2.23) 
j=l 
resulting in 
1 - (Y sin(3/2N) 
gi,O = bi-lki,O- k 
1 0,0 sin(l/2N) 
F 1 _ sfn(3/2N) 
( 1 N sln(l,2N) mw + W/N) ) I 
i= l,..., N; (2.24) 
Ei,o = -e,,ki,Obi_l, i = 1,. . . , N. (2.25) 
Since [7] for a > 0, Re p > 0, Re Y > 0, we have 
J 
‘~‘~‘(1 -z)“-‘sin(az) dz= -:iB(p, Y)[~F~(v; v+p; ia)-,F,(v; v+p; -ia)] 
0 
= %B(p, v)2F3(+v+ 4, iv+ 1; $, $(v+j_~) + +, +(v +p) + 1; -+a’) 
v+P 
J 
1 
z”-l(l - z)“-’ cos(az) dz = :B(p, v)[,F,(v; v+ p; ia) +lF,(v; v + p; -ia)] 
0 
=B(p, v)~~(+v, +V + +; +, +(v+p), +(v+p) + i; -+a’) 
where i indicates the imaginary unit and 
PFq((Y1,...,(YP; Pl>...,Pq; z) = (2.26) 
with 
T(b+k) 
(Nk = r(b) =b(b+l)...(b+k-1), (b)o = 1, 
are the hypergeometric functions [lo]. 
For v=l, p=l--a wehave 
B(l - a, 1) = l/(1 - a) 
jo1( ) 
l-z --OL sin(az) dz = (1 _ ai2 _ a) *J;3(1, 5; 5, :(3 -a), $(4-a); - +a’) 
= (1 _ a:2 _ a) 1F2(l; +(3 - a), +(4 - a); - aa’> 
J ol(l - z>-a cos(az) dz = & ,F,(:, 1; +, +(2 -a), +(3 - a); - +a’) 
=A1 2 F(1; +(2-a), +(3-a); -+a’) 
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where the hypergeometric functions, written as series, have the following expressions: 
k+la2k-2 
&(I; :(3 - a), $(4 - a); -b’> = kYI (T31’ u)2k_2 ) 
k+la2k-2 
J2(1, i(2 - 4, :(3 - a); -b’> = ktI (r:’ (Y)2k_2 . 
Therefore we write (2.19), (2.20) as follows 
‘j-j = (sin(l/2N))2N’-a(l - a)(2 - a) 
x 
[ 
(i-j+ 1)2-o ,F2(l; :(3-C& :(4-(w), -:( i-iN+l)2) 
-2(cos(1/2N))(i -j)‘-a ,F2(l; +(37x), i(4-a); -a(Z)‘) 
+ (i -j - l)2-a ,F,(l; :(3-(Y), :(4-a); -q i-;;l)2j], 
l< j<i<N; (2.27) 
“= (sin(l/2N))2N’WD(1 - a)(2 - CI) 1 2 
P (1; :(3-(Y), :(4-c& -a(&)2), 
l<j=i<N; (2.28) 
and also 
hi-l = 
(sin(l/2N))2N’ma(l - a)(2 - CI) 
x - (co~(l/‘2N))i~-~,F~(l; +(3 - (Y), :(4 - a); - :(i/2N)2) 
[ 
+ 2N(sin(1/2N))(2 - cu)i’~“,F2(l; $(2 - a), :(3 - a); - :(i,~‘2N)~) 
+(i-l)2-*IF2jl; :(3-c+ :(4-a); -t(G)‘), 
i=l,..., N. (2.29) 
Now we define the following positions: 
PN= (sin(1/2N))2N’Pa(1 - cx)(2 - a) 
(2.30) 
+,_,=(&j+l)2P..,F,(l; +(3-a), +(4-U); -a( i-:N+1)2) 
-2(cos(1/2N))( i -j)‘-* :(3 - cy), :(4-(Y); -q$)‘) 
+ (i -j - 1)2-a IF2(l; :(3-a), :(4-(Y); -:( i-;;l)2), l< j<i<N; 
(2.31) 
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q!~~=rF~(l; +(3--a), +(4-a); -+(1/2N)*), l<j=i<N; 
$*_I= -cos(1/2N)i*-” 1F2(1; :(3 - a), :(4 - a); - a(i/2N)*) 
+2N(sin(1/2N))(2 - a)) 
(2.32) 
X i’-“,F,(l; :(2 - (Y), i(3 - a); - a(i/2N)*) 
+(i-l)“-“,F2(l; +(3--a), +(4-a); -i[$$)*), i=l,...,N; (2.33) 
tt~f~i~~ N, 
, 
1 - (Y sin(3/2N) 
8,,0 = bi-lk,,O- k I O,O sin(l/ZN) 
W/N) 
i= l,..., N; 
Ei,o = -foki,obi_l, i = 1,. . . , N; 
Y= (VI:...,h)‘, 
G= lgl -go,.. 
( 
1 
1 
T 
PN 
.) p&v-EN,0 3 
N 
-b, +E,,,.. 
T 
PN 
LE, + EN,o 
” bN 
. 
- sin(3/2N) 
sin(l/2N) F(2/N) + F(3/N) 
With these notations the system (2.23) assumes the vectorial form 
or=G+E. 
(2.34) 
(2.35) 
(2.36) 
(2.37) 
(2.38) 
(2.39) 
(2.40) 
Note that the matrix D is a lower triangular and non singular matrix. Moreover, if the kernel 
k(x, t) = 1 Vx, t E [0, 11, it is a semicircolant matrix. In this case to point out the peculiarity of 
the matrix we will denote it by 3. Therefore, to solve (2.4), we search for the solution of the 
approximating system: 
DY= G. (2.41) 
3. Convergence of method 
To study the convergence of the method, we are interested in estimating the norm 
IIF- YII, 
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where ? = ( y”(l/N), . . . , j(l)) T indicates the exact solution of (2.4). Let us consider the sequence 
(l/&JP,-,- &A~,1 where 
&J=1++0, B,,=&,,, n>l, (3.1) 
with +n given by the (2.31) and (2.32). 
We will show the following: 
Theorem 3.1. If in the interval [0, l] the functions y” and a2k/at2 satisfy a Lipschitz condition 
(y”, C12k/at2 E Lip,l), and if 
(B, - B,)/(B, - B,) < (B2 - B&(4 - B2) -=I 1, 
then the method is convergent of order two. 
Remark. It has not been possible to give a theoretic limitation for (Y such that the condition 
(B, - B2)/( B, - B7) < (B, - B,)/( B, - B2) < 1 holds. We can provide some numerical esti- 
mates which are included in Table 1 of section four. 
In order to prove the Theorem 3.1 it is necessary to refer to some notations and then the 
lemmas which are stated below. 
For n > 2 and taking account of (2.26) we have 
k+ln2k-a 
B -B,,= 5 C-1) n-l 
k=l (2N)2kP2(3 - &k-2 
.[-~l+f)2k-‘f(l+2cosj~)) 
-(l+2coS(~j)(l-~)1k-n+(l 
that we also can write as 
B,,_,-B,,= : 
(-0 
k+l,.,=k-a 
k=l (2N)2k-2(3 - &k-2 
2 
z 
Let us put 
h,= -l-(1+2cos(l/2N))(-l)‘+(-2)‘, 
‘kb) = ? ( 2k; “)( j)‘hc2;;:!:;;y;;k_2, 
I=1 
Sk(n) = : (““I “)($q, 
I=2k+l 
(3.2) 
288 
so that (3.3) becomes: 
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B -B,= &k(n)+ f (-1) 
k+l,,2k-o! 
n-1 
k=l (2N)2k-2(3 - &_2 
Sk(n). 
k=l 
Now the following lemmas can be proved. 
Lemma 3.1. The following holds: 
B -B,,= 5 (-1) 
k++,2k-a 
n-l 
k=l (2N)2k-2(3 - (Y)~~_~ 
S,(n), n > 2. 
Proof. Let 0, be the mth sum of the series (3.5): 
o,= Es,(n)= F 
(4 
k+ln2k-a 
k=l k=l (2N)2k-2(3 - t&k-2 
From (3.4), (3.9) can also be written as 
0, = 2(2 - c+-a c 
,-;-1 (- l)‘(cos(l/2N) - 2’j) 
j=O (2j + l)!(2N)2j 1 
and we have 
x y-1 (- 1) j( - 1 - cos(l/2N) + 22j+y 
j=O (2j + 2)!(2N)2’ 1 
m-l m-l 
0, = 2(2 - +P c akum-k-l + 2(2 - d(l - +-a c -fk&-k-l, 
k=O k=O 
where 
(-l)k 2k 
(yk= (2-a),, 2; ’ t-1 
(-l)k 2k 
Yk=(1-(Y)2k 2; ’ t-1 
uj = 2N cos(l/2N) i (-1)’ 
i 
(-1)’ 
i=o (2i + 1)!(2N)“+’ - NiFo (2i + 1)!N2’+’ ’ 
pj = 2N2 
I 
2(1 + cos(l/2N)) i 
(-1)’ 
;=o (2i)!(2N)2i - cos(1’2N) - ’ ’ 1 
P-7) 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
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Now let us consider the two series 
E a, 
j=O 
and ,f40"jy 
and the sum 
m-1 
c akam-k-l =Pm-1. 
k=O 
The first series is an absolutely convergent series. Regarding the second series we consider the uj 
uj = 2N cos(l/2N)(sin(l/ZN) - 5) - N(sin(l/N) - 5.) (3.12) 
where we indicate with rj and 7, the error of the correspondent Taylor’s series. Again from (3.12) 
we have 
cij=N(i;,-2 cos(l/2N)r,) 
and also 
1 uj ) < N 
i (2j + 2;!N2j+2 + (2j + 2);2N)‘“’ 
= N2’+‘(:j  2)! (I+&)4(2j+&i'+' 
From here the convergence of the series CTzOu, follows. Moreover the series with general term 
P,,_~, which is the Cauchy product of the two series, is convergent, so it follows 
lim pm_1 = 0. 
m+oo 
Proceeding likewise for the sum 
m-1 
c Yk&-k-l = qm-1, 
k=O 
we have 
and the lemma has been proved. •I 
Lemma 3.2. The elements of the matrix 3 have the following asymptotic estimate: 
$” = o(n-q. 
(3.13) 
(3.14) 
290 M.R Capobianco / Abel-type integral equations 
Proof. By (2.31) and (2.26) it follows: 
(-l)k+’ 
k=l (2N)2k-2(3 - &k-2 
[(n + l)2k-” - 2n2k-a + (n 
+ 2(1 - cos(l/2N)) F (-1) 
k+ln2k-a 
k=l (2N)2k-2(3 - (Y)2k_2 
+ 2(1 - cos(l/2N)) f (-1) 
k+ln2k-ol 
k=l (2N)2k-2(3 - (Y)2,,_2 
[Fkc’“zr %j2’] 
1) 
2k-a 
1 
- 
+ f ( -l)k+12n2k--a 
kzl (2N)2k-2(3 - a)2k_2 I ’ - cos(1’2N) + 
It is shown, with the same procedure used in the Lemma 3.1, that 
f (_l)k+12n2k-a 
k=l (2N)2k-2(3 - (Y)2&2 
Then 
hence it follows that 
& < 2n2-a A2(n - 1)2--a = O(n?). q 
Lemma 3.3. It holds 
B n-1 - B,, > 0, 
Proof. We begin to show 
B,-B,>O. 
Indeed 
n 2 1. 
that 
B,, - B, = 1 + &, - +I 
(3.16) 
(3.17) 
(3.18) 
Considering that 
1 
’ - (2N)2(3 - a)(4 - a) ’ ” ’ ’ 
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and that, for (3.17) of the Lemma (3.2), we have 
0 < C#Q < 22-” - 2. 
It is obtained 
1+ & - +i >, 4 - 22-* - 
1 
(2N)*(3 - a)(4 - a) 
Finally, since the function 
l/+x) = 4 - 22-” - 
1 
(2N)2(3 - (w)(4 - CX) 
is a decreasing function in the interval [0, 11, it follows 
Moreover by considering the expression of the B,, _ 1 - B,, (3.8) for n >, 2, and since the series is 
with alternate signs, it follows that: 
4-a 
B,_, -B,, > n2-?S1(n) - 
(2N;(3 - CX)~ 
S2b) 
To show the Lemma, it remains to be shown that 
1 
(2N)2(I+ 1)(1+ 2) h1+2 1 >O for1=3,4,... . 
Now, for 1 odd, we have 
i 1 2-a <o 1 . 
Moreover it is 
h,- 1 
1 
(2N)2(l+ hi+2 = 2 cos(l/2N) i 1 - 1)(1+ 2) (ZN)*(l+ 1)(l+ 2) 1 
-2’ l- 
i 
1 
N*(l+ 1)(1+ 2) i i 
<2-2/l- 
1 
i YV2(1+ 1)(1+ 2) . 
Finally, let us observe that the sequence 
q/=2-2’ l- 
i 
1 
1 N2(z+ 1)(1+ 2) ’ 
123 
(3.19) 
(3.20) 
(3.21) 
is a decreasing sequence and thus $J, < q3 < 0. 
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Then, if 1 is even, we have 
( 1 2-LY >o I . 
Moreover, 
h,- 
1 
(ZN)‘(l_ 1)(1+ 2) hl+2 
= -2(1 + cos(l/2N)) i 1 
1 1 
- 
(2N)2(1+ 1)(1+ 2) 
i +2’ i l- 
P(1+ 1)(1+ 2) 1 
> - 4 sin2(1/4N2) + 2’ l- 
i 
1 
1 YV2(1+ 1)(1+ 2) . 
(3.22) 
Again, the sequence 
& = 2’ 1 - 
( 
1 
i IV2(z+ 1)(1+ 2) ’ 
I> 3, 
is an increasing sequence giving rise to $I 2 q3 > 0. Also the (3.22) is a positive quantity since it 
holds 
-4 sin2(1/4N2) + 2’ l- 
1 
N2(1+ 1)(1+ 2) 
> -4 sin2(1/4N2) + 23 i 1 - &I 
= 8 - 4 sin2(1/4N2) + 5 >8+=7>0. 
So (3.18) has been proved. q 
Let us put 
B,,_, - B,, = v,_,, n > 1. 
Now we show the following lemma. 
Lemma 3.4. 
vn+l/“n < %+z/vn+l < 1, n > 1. (3.24) 
Proof. We consider the polynomial of second degree 
a(x) = v,P + 2v,+$ + vn+2. 
(3.23) 
(3.25) 
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If we explicate (3.25) we have 
293 
Q(h)= f 
(-qk+’ 
k=r (2N)2k-2(3 - (Y)*~_* 
x [ s,(n + l)(Tr + 1)2k-ah2 
+2S,(n + 2)(n + 2)2k-aX + S,(n + 3)(n + 3)2k-a]) 
and if we call 
P,,,(Tz, X) = (Fr + 1)2k-a-[P + 2(n + 2)2k-“-(X + (Tl+ 3)2k-a-I, 
we can still write (3.26) as 
O(A)= E (-l)k+’ 
k=i (2N)2k-2(3 - (Y)2,&2 /=2k+1 
2k; a)h,p&h h), 
(3.26) 
(3.27) 
since for 12 2k + 1, P,,,(n, h) is a positive polynomial, it follows that the Q(h) polynomial 
satisfies the condition 
( -l)k+* 
k=l (2N)2k-2(3 - a)*,,-2 1=2k+1 
2k; a)h,pk,,(n, x> 
and, after some easy calculations, it is equivalent to 
Ldlh)‘~s(2;+- (2s)i(i:lj(i+2)h’“]F’.l(n. A). 
(3.28) 
So a(x) is a positive polynomial being diminished by a series with positive terms; since 
A/4=v,2+,-v,v,,+~<O, (3.30) 
it follows that (3.24) has been proved. 
It remains to be shown that 
v, + r/v, < 1 or equivalently v, + r - V~ < 0. 
But 
cc 
V 
( -l)k+’ 
n+1- Vn= c 
k=l (2N)2k-2(3 - (Y&k-2 
Let us consider the function 
r-EN, 
(3.31) 
(3.32) 
we have 
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Lemma 3.5. We have the following asymptotic relations 
s(r) - $ (2 - a)rlea, r+ m, (3.33) 
and also 
4 Pd 1-a -_ 
s(r) ’ ’ r, PEN, r+ 00. (3.34) 
Proof. After an easy, but not short computation, the following is obtained: 
s(r) = $ (2 - a)rlPa 
0 
1 
+1-r2a~2(27”j(-;)/+~2 (2N)2gk:;)2k_* 
by which 
From (3.36) it follows that 
lim 
1 
Bos(r) 
r-00 (2-a)rlpa -’ 1 
= lim 
r-O0 
(-l)k+12 [ 5 i’*;“),+-x] 
(2N)2k-2(3 - (Y)~~_* [=k 
On the other hand, it results 
-2 
(2 - a)r’-a(2N)2(3 - CI)* 1=2 
’ (2 - ;)+a 
( -l)k+*2 [E (2k-gjnwa-z] 
(2N)2k-2(3 - (Y)~~_~ (=k 
2 
’ (2 - a)r1--a(2N)2(3 - 
2 
+ (2 - cu)r’-a(2N)4(3 
III > 
II 
(3.37) 
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Being 1st and 3rd members of the (3.37) infinitesimal, we have: 
[ 
%+9 
,‘$ (2_a)r1-a -l =O I 
which corresponds with (3.33); then (3.34) immediately follows. 0 
The Lemmas 3.6, 3.7, 3.8, are shown in [2], [3], [4]. 
Lemma 3.6. If hAal is a numerical sequence satisfjiing the conditions 
g, ’ 0, n>l; :&=I; gn_<ti<~, 
n=l L-1 EL 
n>l; 
and if { f, } n a 1 is defined as 
;jfy={l- ;sRIX.;-I, 
?I=1 n=l 
then it follows 
f,>O, n>,l; +<+<I, n > 1. 
n1 n 
Moreover, if the function 
s(r) = c 5 IL> r E N, 
k<r k=n 
satisfies the relation 
4 Pr) 
- -pp, 
s(r) 
r, PEN, r+oo 
for some p E [0, l), independent of p, then also 
sin $ 1 
f,------- I$ s(n)’ n-,oc* 
A consequence of the Lemma 3.6 is the relation [4] 
Indicated by A the space of the admissible functions, defined by: 
L(x): L(x) continuous; L(x) > 0 for x > 0; 
A= 
Vh > 0 lim 
,5(x + h) 
x--too L(x) 
= 1; ZIx > l/mmz,L(t) =g XL(2x) 
. . 
(3.38) 
(3.39) 
(3.40) 
(3.41) 
(3.42) 
(3.43) 
(3.44) 
the following Lemma is valid. 
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Lemma 3.7. Let { a, }n a 0 E I’, (i.e. such that CT==, 1a,, 1 < co and a, - CL(~), n + 00, for some 
L E A and some real constant c. Let x(z) be an analytical function on an open set containing 
i 
00 
u(a)= C a,z”/lzl <1 
n=O 
then the following equation holds 
C b,r”=x’[ zoanz’), Izl 61. 
n=O 
It defines a sequence { b, } n a 0 E I’, (CzZ1 I b,, I < CO) that verifies the relation 
b,-cL(n)x’ (3.45) 
Lemma 3.8. Let { c$~ } and { d, } be two sequences atisfying the following conditions: 
+n = O(nda), n + 00, 
d, = 0(n-2+a), n + co, 
(3.46) 
(3.47) 
i 
i &4,-n = 0, 
n=O 
(3.48) 
and let r be a function satisfying a Lipschitz condition, hence it holds 
d,_, = 0(1/N) uniformly for 1 < I < N. 
The matrix s, as we have already recalled, is a semicirculant matrix, and thus its inverse matrix 
5-l is also, 
Lemma 3.9. The semicirculant matrix 8, defined in the Section 2 is invertible. If it is 
(B, - B,V@o - 4) < (B2 - M~1- B2) < 1, 
placed 
(&l)i,i = 2-P ;t;;;i;eG N7 
1, 3 
hence the following asymptotic estimate holds: 
d, = - (2s’: ~~Tnp2t”(l + o(l)), n + CO. 
(3.49) 
(3.50) 
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Moreover, it follows that 
I13-‘IIm < co. 
Proof. The elements of 3-l are obtained from the relations 
‘~c@O = 1, 
@, + d&1 = 0, 
The (3.52) is equivalent to the identity of the formal power series 
5 
n=O 
We put 
(3.51) 
(3.52) 
(3.53) 
$o%xn= (.,Bnxfl (3.54) 
where the B, are defined by the (3.1). It may be observed that the (3.54) can be written also as 
f e,x”=(l-X) B,- f (Bn_l-Bn)~n 
-1 
. 
n=O n=l 
Indeed 
B,- f (B,_,-B,)x” 
-1 
n=l 
Co co -1 
= (l- )( x B,- c Bn_lx" + c B,,x” 
n=l n=l 
-1 
= B,-xB,- f Bn_lx”+ f Bnx” 
n=2 ?I=1 
= ( 1-x) Bo( i 
1 -x) -x c Bn_l~n-l + c B,,,” 
n=2 n=l 
I 00 \ -1 
00 co 
= (1 - x){ B,(l -x) + (1 - x) c Bnxn} 
n=l 
(3.55) 
1 
-1 
= B,+ EBx” 
i 
n=l n }-I= { !oBnxf’= fioe.xn 
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and likewise equation 
f d,x”= 
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(3.53) can be written as 
(3.56) 
Equations (3.56) first allows estimation of the sequence {e,} and then of the sequence of {d,}. 
To do this, it is sufficient to note that, applying the Lemma 3.6 with g, = (l/B,)( II,_, - 
B,), 21, for the Lemmas 3.3, 3.4, 3.5, consequently the sequence { f,} is defined, as a result of 
which we have: 
sin(1 - CX)T B, 
fn- 41_4(2_4 n’-“’ n+cc 
and 
Therefore we have 
e,=${fn-fn_,} - - (fIJay TZ-~+~, n+co. 
0 all 
Moreover, the following relations hold: 
e, = l/B,; f e, = 0, ;st?,=-$, e, -=z 0 n 2 2. 
n=O n=l 0 
On the other hand, the existence of a constant c E R + is noted [5] such that: 
For the Lemma 3.7 we have 
c d,x"=x(~ow"~~ I4 ~1 
n=O 
and 
where 
X(4 = z/o -4 
From (3.57) and (3.58) it follows that (3.50) holds. 
(3.57) 
(3.58) 
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Moreover, still regarding the Lemma 3.7, we have 
N-l 00 
n=O n=O 
hence (3.51) follows and so the Lemma 3.9 is fully proved. q 
Lemma 3.10. The following restriction holds: 
For the proof, refer to [4]. 
Lemma 3.11. If in the interval [0, l] the functions y ” and a2k/at 2 satisfy a Lipschitz condition 
(y”, a2k/at2 E Lip,l), we have 
(1 P’E I( o. = 0(1/N*). 
Proof. To estimate ()8-‘E (1 a, we should remember that 
(Qi = +El + E,,, 
N 
(3.60) 
(3.61) 
where in accordance with (2.40), we have placed 
Hence ,!$ ,, is the error of the approximation of y(O), and (l/‘/?N)Ei is the error of the 
discretization method. From the regularity of the functions y(x) and k(x, t), it follows that 
F “’ E Lip,l. 
Bearing (3.61) in mind, and that bi_, = O(N-“), we obtain 
_Qo = o(1/N3+a). 
Now remembering (2.13) and (2.6) for E, the following expression is obtained: 
Ei = 2 ,r; 4:)/N sin((t - (j - l)/N)/2) sin((j/N - t)/2) (i/N - t)* 
with t E ((j - 1)/N, j/N). 
Applying the mean value theorem, and use some transformations, we obtain 
E, = 
with t, E ((j - 
j/N 
x J 
cos( t - (2j - 1);2N) - cos(l/2N) dt 
(i-1)/N (i/N-t)* 
1)/N> j/N). 
(3.62) 
(3.63) 
(3.64) 
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We have 
i/N 
/ 
cos( t - (2j - 1)/2N) - c041/2N) dt 
(j-1)/N (i/N-t)* 
= (1 _ &-a 
i 
-cos(l/2N)[(i -j + l)lWa - (i -j)‘-“1 
+cos(1/2N)(i -j + l)lPa ,F,(l; :(2-a), $(3-a); -a( i-;INcl)‘) 
+sin(l/2N)::-‘;:_~~2(l; :(3-a), :(4-a); -:[i-i+1)2) 
ff N 
-cos(l/2N)(i -j)‘-” ,F*(l; :(2-a), +(3-a); ++j2) 
+ sin(l/2N) 
(i _ j)‘-” 
(2 - a)N*-” 
,F,(l; :(3-c+ :(4-a); -t(q)*)j. 
Omitting the arduous calculations, we give the following asymptotic estimate for (3.65) 
j/N 
J 
cos( t - (2 j - 1)/2N) - cos(l/2N) dt 
(j--1)/N (i/N-t)* 
= 
(1 - n)(2: a)N3-” 
(I- a)(2 - a)(i -j)-a + o(i _ j)-l-a 
12 
Since, for the Lemma 3.2, it holds that 
qJn = (1 - a)(2 - cr)nP + o(n-*-a), 
we can write 
j/N 
J 
cos(t - (2 j - 1)/2N) - cos(l/2N) dt 
(i-1)/N (i/N-t)” 
1 
= 12(1- a)(2 - a)N3-a 
+i-j + O(l/N4)> 
hence for E, the following expression is obtained 
E; = 
1 
12(1- cr)(2 - a)N3-” j=l 
(3.65) 
(3.66) 
(3.67) 
@i-j 
(3.68) + O(l/N3) 
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then the error assumes the following form: 
(3.69) 
Now we estimate (( s-‘E I( m: 
N-l 
p-‘EIIm = c Id,_,_,E;) 
i=l 
1 
Since, 
1 
12&(1- (r)(2 - a)N3-” 
= (1 - 4(2 - 4 sin(l/2N)N2_* = o(l,N2) 
12(1- a)(2 - a)N3-* 
and for the Lemma 3.8 we have 
finally we obtain 
11 F’E 1) o. = 0(l/N2). 0 
Now we can prove the Theorem 3.1. 
We observe that 
IIf- YIIm= 11~-1% 
and that 
D-1 = (S-‘D)-‘-1 
From (3.71) and (3.72) it follows that 
I( f- Y 11 o. = II(V 
and hence Theorem 3.1 is proved. 
(3.70) 
(3.71) 
(3.72) 
(3.73) 
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Table 1 
Interval on which the hypothesis (4.1) is true (step = 
0.10000 D - 04, atin = step, (Y,, = 1 - step) 
N 
1 
2 
3 
6 
20 
40 
60 
80 
100 
120 
140 
160 
0.10000 D - 04 < ci < 0.99999 D + 00 
0.10000 D - 04 Q a < 0.99999 D + 00 
0.10000 D - 04 < a: < 0.15250 D - 01 
0.89700 D - 01~ LY < 0.99999 D + 00 
0.10000 D - 04 $ a: < 0.34100 D - 02 
0.10024 D + 00 < (Y < 0.99999 D + 00 
0.10000 D - 04 < cx < 0.30000 D - 03 
0.10295 D + 00 < (Y < 0.99999 D + 00 
0.10000 D - 04 < cx i 0.80000 D - 04 
0.10315 D + 00 < (Y < 0.99999 D + 00 
0.10000 D - 04 < (Y < 0.40000 D - 04 
0.10318 D + 00 < (Y < 0.99999 D + 00 
0.10000 D - 04 < OL < 0.20000 D - 04 
0.10320 D + 00 < cy < 0.99999 D + 00 
0.10000 D - 04 < (Y < 0.20000 D - 04 
0.10320 D + 00 < (Y < 0.99999 D + 00 
0.10320 D + 00 < (Y < 0.99999 D +00 
0.10321 D + 00 < a < 0.99999 D + 00 
0.10321 D + 00 < (Y < 0.99999 D + 00 
4. Some observations and numerical examples 
The hypothesis 
is clearly menzioned in [l], but is supposed true in [4]. 
This is in contrast with the numerical results obtained by the trapezoidal-method, which state 
that the hypothesis (4.1) is true on the interval [Z, 1) with E = 0.103206841184DO. 
Moreover, as it has been already said in the remark of the Theorem 3.1, we give in Table 1 the 
numerical estimates for (Y versus N, obtained by the trigonometric-method. 
The relation (4.1) has been estimated for values of (Y multiple of a given step. The present 
circumstances suggest to affirm that our method aims at the trapezoidal-method for large N, and 
this is also in accordance with some results of Gautschi [6]. 
4.1. Some numerical examples 
It should be remembered, first of all, that the Chebyshev system, considered in section two, is 
(sin(x/2), cos(x/2)). None of the related examples give rise to exact numerical solutions. 
Moreover, the results achieved. with the developed method in the paper, are compared with the 
results achieved by the trapezoidal-method. The software is developed in double precision, and it 
has been implemented on the VAX 11/750 in use at the Institute. 
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Table 2 
N Trigonometric-method Trapezoidal-method 
20 0.124688318969 D - 03 0.166317839728 D - 03 
40 0.316691497255 D - 04 0.422284340244 D - 04 
60 0.141729815569 D - 04 0.188977714846 D - 04 
80 0.800511151135 D - 05 0.106736077160 D - 04 
100 0.513760628297 D-05 0.685018743796 D - 05 
(1) Let us consider the integral equation: 
J 
x y(t) 
l-a 
0 (X-ty 
dt = (1x a)2i Pdl 
The analytical solution of equation (4.2) is 
y(x) = sin x 
; 2-a; ix)-t&(1; 2-a . -ix)], 3 O<x<l. 
(4.2) 
The numerical implementations have been effected for (Y = 0.5. 
In Table 2 the maximum values of the error are related and have been obtained through 
comparison with the analytical solution, in connection with different values of the N. 
(2) Let us consider the integral equation: 
/ 
x y(t) 1-a 
0 (X-ty dt = (1; (w)2i 
[t&(1; 2 -a; ix) -r&(1; 2 -a; -k)] 
+ (lx’a)z [,E;(l; 2 -(Y; ix) +rF,(l; 2 - cr; -ir)], O$X,<l. 
(4.3) 
The numerical implementations have been effected for cx = 0.5. 
The analytical solution of equation (4.3) is 
y(x) = sin x + cos x. 
In Table 3 the maximum values of the error are related and have been obtained through 
comparison with the analytical solution, in connection with different values of the N. 
Table 3 
N Trigonometric-method Trapezoidal-method 
20 0.213303617342 D -03 0.284484335515 D - 03 
40 0.538698040356 D -04 0.718301275174 D - 04 
60 0.240510921392 D-04 0.320687308339 D -04 
80 0.135657546157 D - 04 0.180878440718 D - 04 
100 0.869837225015 D - 05 0.115978020953 D - 04 
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Table 4 
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N Trigonometric-method Trapezoidal-method 
20 0.107119465962 D - 01 0.107185001132 D-01 
40 0.345750958979 D - 02 0.345732653498 D -02 
60 0.120737494820 D-02 0.120722623181 D - 02 
80 0.718194131723 D - 03 0.718142760071 D - 03 
100 0.452617850248 D - 03 0.452594703311 D - 03 
(3) Finally, let us consider the integral equation 
with 
k(x, t> = k - exp[ - +(x - t)], g(x) = X-“2 exp [ -&(1+x)’ , 1 
y(x)=&- 3/2 (I-x)exp[z(l+x)‘]+(l+x)exp[-+-(I-x)”-2]}. 
( 
In Table 4 the maximum values of the error are related and have been obtained through 
J x a add o (X_t)o dt=g(x), O,<x<l, (~=0.5, (4.4) 
comparison with the analytical solution, in connection with different values of the N. 
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