Abstract. Using methods from complex analysis in one variable, we define an integral operator that solves ∂ with supnorm estimates on product domains in C n .
The Main Result
Let Ω be an open bounded domain in C n . Given a positive integer m, and 0 < α < 1, we write C m,α (Ω) for the corresponding Hölder space. Here is the main theorem of this paper. Tf ∞ ≤ C f ∞ for a constant C independent of f .
The first integral operator solving∂ with supnorm estimates on a product domain was constructed by Henkin, for the case of the bidisc [H70] . The paper [FLZ11] contains a detailed proof of Henkin's result. Our formula for the integral operator T is inspired by the recent work of Chen and McNeal on product domains in C 2 [CM18] . In particular, we generalize to arbitrary dimension the solution formula presented in [CM18, Proposition 0.1] . The novelty of our approach is the use of purely one-variable methods. For a historical account on supnorm estimates for∂ see [CM18] . Related results will appear in a forthcoming paper of Chen and McNeal [CM19] . This paper is organized as follows. Section 2 contains the necessary background material from the one-variable theory. In Sections 3 and 4 we present full details of the proof of Theorem 1.1 in the special cases of dimension two and three respectively. The three-dimensional situation, in particular, provides the insight to deal with n-dimensional case. The proof of the general statement is carried out in Section 5.
Preliminaries
Let D ⊂ C be an open bounded domain. For an integrable function f on D define
We summarize here some well-known facts about this integral operator. For additional information we refer to the classic paper [NW63] for the case of the complex disc and to [V62] for general domains.
Proposition 2.1. [V62, Theorem 1.32] The following hold:
• ∂zT f = f in weak sense for any f ∈ L 1 (D).
• Assume that D has C m+1,α boundary and f ∈ C m,α (D) for some 0 < α < 1 and m ≥ 0. Then T f ∈ C m+1,α (D) and T : C m,α (D) → C m+1,α (D) is a continuous linear operator. Moreover, there exists a linear bounded operator Π : C m,α (D) → C m,α (D), defined by a singular integral, such that Πf = ∂ z T f for every f ∈ C m,α (D).
We exploit the one-dimensional theory in a very natural way to study solutions to the operator∂ on product domains Ω in C n . Let Ω = D 1 × · · ·× D n for open bounded domains D j ⊂ C. For each k = 1, . . . , n we define the "slice" operator T k on integrable functions f ∈ L 1 (Ω) by
Using the operators T k we will give an integral formula for a solution to the∂-equation in Ω satisfying a supnorm estimate. The key observation is that, from Proposition 2.1,
In our arguments, we will use repeatedly the two following integrability lemmas. Being unable to find a reference for them, we provide the proofs below. Proof. Let B R (0) be a ball of radius R > 0 centered at the origin such that
Note that in the last equality we have used the hypothesis α < 2.
Lemma 2.3. Let D ⊂ C be an open bounded domain with C 1 boundary ∂D and let α < 1. There exists a constant C such that
Proof. First cover ∂D with balls B j of the same radius δ > 0 whose centers belong to ∂D. Let δ be sufficiently small so that in each ball B j the boundary ∂D is the graph of a C 1 function. Since ∂D is compact, we can extract a finite subcover of ∂D, say B 1 , . . . , B m . Note that there exists ǫ > 0 such that
In fact, assume by contradiction that there exists a sequence of boundary points ζ k and a sequence z k of points of D such that |ζ k − z k | → 0 as k → ∞. Since ∂D is compact, there exists a subsequence ζ kn converging to a boundary point ζ 0 . By the triangle inequality, we have |z kn − ζ 0 | ≤ |z kn − ζ kn | + |ζ kn − ζ 0 |. Hence z kn → ζ 0 as n → ∞. This is absurd, since there exists a neighborhood of ζ 0 entirely contained in ∪ m j=1 B j . Now that we have proved (2.3), we consider two separate cases.
where |∂D| denotes the measure of ∂D.
CASE 2: If z ∈ ∪ m j=1 B j , then without loss of generality assume z ∈ B 1 . We have
Note, for ζ ∈ ∂D ∩ B j with j = 2, . . . , m, that |z − ζ| > ǫ, and thus
It is therefore enough to estimate the integral
We choose a coordinate system such that the ball B 1 is centered at the origin and ∂D ∩ B 1 is a subset of the real axis. More specifically, we can achieve ∂D ∩ B 1 = {z = x + iy ∈ C | y = 0, −δ ≤ x ≤ δ}. Hence
where the inequality follows from |x − z| 2 = (x − Re z) 2 + (Im z) 2 ≥ |x − Re z| 2 . Letting v = x − Re z,
In the last equality we have used the hypothesis α < 1. Since here |z| < δ, we obtain the estimate
which concludes the proof.
Product domains in C 2
Let D 1 , D 2 ⊂ C be open bounded domains with C 1,α boundary, where 0 < α < 1. Consider the product
Remark 3.1. Note that f 2 ∈ C 1,α (Ω) implies ∂z 1 f 2 ∈ C α (Ω), and therefore Tf is well defined.
Lemma 3.2. Tf ∈ C 1,α (Ω).
Proof. Since f 1 , f 2 ∈ C 1,α (Ω), it follows immediately that T 1 f 1 , T 2 f 2 ∈ C 1,α (Ω). We just need to prove that T 1 T 2 (∂z 1 f 2 ) ∈ C 1,α (Ω). Since f 2 ∈ C 1,α (Ω), then ∂z 1 f 2 ∈ C α (Ω). Hence Proposition 2.1 implies
Here Π 1 stands for the operator Π applied to the variable z 1 . Now note that the operators T 1 and T 2 commute, by Fubini's theorem. We can thus argue in the same way for the variable z 2 and prove that
From (3.1) and (3.2), we conclude that T 1 T 2 (∂z 1 f 2 ) ∈ C 1,α , as wanted.
Proof. By (2.2), we have
Hence
We have thus proved that∂Tf = f in Ω.
Remark 3.4. Lemma 3.3 corresponds to [CM18, Proposition 0.1] , where the same result is proved (using methods arising from several complex variables) under slightly weaker assumptions: the boundaries of the domains D 1 and D 2 , as well as the functions f 1 , f 2 , are only required to be C 1 instead of C 1,α .
Theorem 3.5. Let D 1 , D 2 ⊂ C be bounded domains with C 1,α boundary, where 0 < α < 1. Consider the
Moreover, Tf satisfies the supnorm estimate
for some constant C independent of f .
Proof. We showed in Lemma 3.2 and Lemma 3.3 that Tf ∈ C 1,α (Ω) and∂Tf = f in Ω. We now prove the estimate (3.3). First note that by the definition (2.1) of the "slice" operator T j and Lemma 2.2, there exists a constant C such that T j f j ∞ ≤ C f j ∞ for j = 1, 2. Hence it is enough to estimate the supnorm of the function
where
We exploit the following identity:
(3.5) Substituting (3.5) into (3.4) and recalling the two equivalent ways of expressing Df , we write
We call I 1 and I 2 the two integrals appearing on the right side of (3.6). Note that they can be estimated in the same way, by switching the the roles of z 1 and z 2 . We can thus restrict our attention to I 2 . The goal is now to show that there exists a constant C such that
(3.7)
For fixed (z 1 , z 2 ) ∈ D 1 × D 2 we would like to apply Stokes' theorem in I 2 to remove the derivative from the function f 2 . In order to do so, we need to avoid the point of singularity at z 1 . We thus temporarily delete from D 1 a small ball B ǫ (z 1 ) ⊂ C of radius ǫ > 0 centered at z 1 . We write
Stokes' theorem then yields
(3.8)
We now exploit the following simple observation: if b 1 , b 2 are non-negative real numbers, k 1 , k 2 are nonnegative integers and
We apply (3.9) with
(3.12)
Applying Lemma 2.2 twice, we see that there exists a constant C such that
Let χ ǫ (ζ 1 ) be the characteristic function of the set B ǫ (z 1 ). Hence
Recall that f 2 ∈ C 1,α (Ω). By (3.12) and (3.13), we can apply the dominated convergence theorem to conclude that
(3.14)
Note that (3.12) implies
By (3.14) and (3.15), letting ǫ → 0 in (3.8) yields
We now estimate the two integrals on the right side of (3.16). First note, by (3.12) and Lemma 2.3, that there exists a constant C such that
Consider now the inequality (3.10) with k 1 = 1, k 2 = 2. We get
which in turn yields the inequality
(3.18) By (3.18) and Lemma 2.2, there exists a constant C such that
for every choice of (z 1 , z 2 ) ∈ D 1 × D 2 . Combining (3.16), (3.17), and (3.19), we conclude that
for some constant C. We have thus proved (3.7), as wanted.
Product domains in C 3
Let D 1 , D 2 , D 3 ⊂ C be open bounded domains with C 1,α boundary, where 0 < α < 1. Consider the
Note that the regularity of the functions f j guarantees that Tf is well defined.
Proof. The statements are proved in the same way as Lemma 3.2 and Lemma 3.3.
Proof. We only need to prove the estimate (4.2). As we have already observed in the proof of Theorem 3.5, Lemma 2.2 implies that there exists a constant C such that T j f j ∞ ≤ C f j ∞ for j = 1, 2, 3. Additionally, the terms of the form T i T j (∂z i f j ) can be estimated in the same way as in the 2-dimensional case considered in Theorem 3.5. Hence, letting Df := ∂ 2 z 1z2 f 3 = ∂ 2 z 1z3 f 2 = ∂ 2 z 2z3 f 1 , it is enough to estimate the term
We exploit the following higher-dimensional analog of identity (3.5):
Substituting (4.4) into (4.3) and recalling the three different ways of expressing Df , we obtain
(4.5)
We call I 1 , I 2 and I 3 the integrals appearing on the right side of (4.5). Note that they can be estimated in the same way by renaming the variables. Without loss of generality we thus restrict our attention to I 3 . The goal is now to prove that there exists a constant C such that
As in the 2-dimensional case, in order to apply Stokes' theorem, we remove from D 1 a small ball B ǫ (z 1 ) of radius ǫ > 0 centered at z 1 . We obtain
(4.7)
We now prove that the last two integrals in (4.7) disappear if we let ǫ → 0. First note that if b 1 , b 2 , b 3 are non-negative real numbers, k 1 , k 2 , k 3 are non-negative integers and
We apply (4.8) with
Letting k 1 = k 2 = 1, k 3 = 6 in (4.9), we obtain
By Lemma 2.2, there exists a constant C such that
Since f 3 ∈ C 2,α (Ω), we can apply the dominated convergence theorem to conclude that
Note that (4.10) implies
Equations (4.12) and (4.13) show that letting ǫ → 0 in (4.7) we obtain
(4.14)
We call I 4 and I 5 the two integrals appearing on the right side of (4.14). For each of them we follow the same steps as above. That is, we remove a small ball B ǫ (z 2 ) from D 2 and we apply Stokes' theorem. For I 4 , we get
(4.15)
We argue in the same way as for (4.7). Exploiting (4.10), Lemma 2.2, Lemma 2.3 and the dominated convergence theorem, we see that taking lim ǫ→0 in (4.15) gives
(4.16) For I 5 , Stokes' theorem yields
(4.17)
Note that ∂ ∂ζ 1
From (4.9) with k 1 = 9, k 2 = 1, k 3 = 6, we get
. (4.19)
Applying Lemma 2.2 three times, we see that there exists a constant C such that
We can thus apply the dominated convergence theorem to conclude that
Moreover, equations (4.18) and (4.19) imply
Letting ǫ → 0 in (4.17), we therefore obtain
( 4.21) Combining (4.16) and (4.21), and recalling that I 3 = I 4 − I 5 , we can write
(4.22) By (4.10), Lemma 2.2 and Lemma 2.3, there exists a constant C such that
Similarly, by (4.19), Lemma 2.2 and Lemma 2.3, there exists a constant C such that
From (4.9) applied with k 1 = k 2 = 9, k 3 = 6, we obtain
Hence, by Lemma 2.2 and Lemma 2.3, there exists a constant C such that
Now observe that the second and third integral on the right side of (4.22) can be estimated in the same way by reversing the roles of the two variables. From (4.23), (4.24) and (4.25), we can thus conclude that there exists a constant C such that I 3 ∞ ≤ C f ∞ . This proves (4.6).
The general dimension case
For n ≥ 2, let D 1 , . . . , D n ⊂ C be open bounded domains with C 1,α boundary, where 0 < α < 1. Consider the product domain Ω = D 1 × · · · × D n . For a (0, 1) form f = f 1 dz 1 + · · · + f n dz n in Ω with components f j ∈ C n−1,α (Ω), we define the integral operator Tf as follows:
Note that the regularity of the f j ensures that Tf is well defined.
Proof. The proof of the first statement follows the same steps as the two-dimensional case (Lemma 3.2). Now fix k ∈ {1, . . . , n}. We want to prove that ∂z k Tf = f k . First we rewrite the formula for Tf separating the sets of indices
Recall the following two facts:
• Since f is∂-closed, then for every set I = {1 ≤ i 1 < · · · < i s ≤ n} and every k ∈ {1, . . . , n}, we have
• By Fubini's theorem, the operators T i commute. That is, T i T j = T j T i for all i, j ∈ {1, . . . , n}. We can therefore rewrite (5.2) as
Hence, applying the operator ∂z k to (5.3), we obtain
Since the two sums on the right side of (5.4) cancel, then ∂z k Tf = f k , and the proof is complete.
If Ω is a polydisc, then by rescaling the variables, considering the form f ǫ = f ((1 − ǫ)z), we can drop the regularity assumption on the components f j from C n−1,α (Ω) to C n−1 (Ω).
The proof of Theorem 5.2 follows the same steps as in dimension two and three. We start by proving a general version of the decomposition already exploited in (3.5) and (4.4). (5.5)
Proof. Taking common denominator on the right side of (5.5), we obtain
The lemma is thus proved.
The next lemma gives a formula for iterated applications of Stokes' theorem on a product domain in C n .
Here {i 1 , . . . , i m } ∪ {j 1 , . . . , j n−m } = {1, . . . , n}.
Proof. We argue by induction on n. The case n = 1 is the usual formula of integration by parts. Assume now that (5.5) holds for the product of n − 1 domains. Then
Applying Stokes' theorem in the variable ζ n we get
Re-indexing the sums, we obtain
which completes the proof of the lemma.
Proof of Theorem 5.2. We only need to prove that the estimate T f ∞ ≤ C f ∞ holds for some constant C independent of f . We argue by induction on the dimension n. Note that the cases n = 2 and n = 3 have already been proved in Theorem 3.5 and Theorem 4.2 respectively. Now assume that the theorem holds for n − 1. Then in (5.1) all the terms where s ≤ n − 1 can be estimated, and we just have to argue for the expression
For convenience, define
Df := ∂ n−1 f n ∂z 1 . . . ∂z n−1 .
By Lemma 5.4 applied with a j = (ζ j − z j ) and G = m k=1 m l=1,l =k |a l | 2 , we can write
Rewriting Df in n equivalent ways (exploiting that f is∂-closed), we can expand the sum in (5.6) as
Here the notation ∂ζ k indicates that the corresponding term has been removed. Note that the integrals appearing in (5.7) can all be estimated in the same way, by renaming the variables. We can therefore restrict our attention to one of them, say the one where k = n. The theorem is thus proved if we can estimate the integral
Although g z ∈ C n (Ω), Lemma 5.5 still holds. In fact, we can deal with the singularities of g z in the same way as for the cases of dimension two and three: at each application of Stokes' theorem, we remove a small ball of radius ǫ from the point of singularity and then apply the dominated convergence theorem letting ǫ → 0. For the clarity of the exposition, we do not repeat such details here. By Lemma 5.5, in order to estimate (5.8), it is enough to prove, for every m ∈ {0, . . . , n − 1} and every choice of m indices 1 ≤ i 1 < · · · < i m ≤ n − 1, that there exists a constant C such that
Note that m = 0 corresponds to taking no derivatives, that is, showing that
Up to renaming the variables, because of the symmetries of the function g z , it is enough to prove, for every m ∈ {0, . . . , n − 1}, that there exists a constant C such that
Once again, we allow m = 0 to mean no derivatives on g. It is easy to see that the right side of (5.11) is equal to the right side of (5.10) with m replaced by m + 1. Now that we have proved (5.10), we use it to show (5.9). We follow the strategy already employed in the cases n = 2 and n = 3. Note that if b 1 , . . . , b n are non-negative real numbers, k 1 , . . . , k n are non-negative integers, and k = k 1 + · · · + k n , then
(5.12)
We write G = n j=1 b j , with b j = n l=1,l =j |ζ l − z l | 2 . By (5.12), we get
Hence (5.9) is proved if for every m ∈ {0, . . . , n − 1} we can find positive integers k = k 1 + · · · + k n and a constant C such that then the system (5.17) is satisfied for every choice of n ≥ 2 and m = 0, . . . , n − 1. The proof of the theorem is therefore complete.
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