Abstract-We consider the problem of distributed online learning with multiple players in multiarmed bandit (MAB) models. Each player can pick among multiple arms. When a player picks an arm, it gets a reward. We consider both independent identically distributed (i.i.d.) reward model and Markovian reward model. In the i.i.d. model, each arm is modeled as an i.i.d. process with an unknown distribution with an unknown mean. In the Markovian model, each arm is modeled as a finite, irreducible, aperiodic and reversible Markov chain with an unknown probability transition matrix and stationary distribution. The arms give different rewards to different players. If two players pick the same arm, there is a collision, and neither of them get any reward. There is no dedicated control channel for coordination or communication among the players. Any other communication between the users is costly and will add to the regret. We propose an online index-based distributed learning policy called dUCB 4 algorithm that trades off exploration versus exploitation in the right way, and achieves expected regret that grows at most as near-O(log 2 T ). The motivation comes from opportunistic spectrum access by multiple secondary users in cognitive radio networks wherein they must pick among various wireless channels that look different to different users. This is the first distributed learning algorithm for multiplayer MABs with heterogeneous players (that have player-dependent rewards) to the best of our knowledge.
I. INTRODUCTION

I N [1], Lai and Robbins introduced the classical non-
Bayesian multi-armed bandit model. Such models capture the essence of the learning problem that players face in an unknown environment, where the players must not only explore to learn but also exploit in choosing the best arm. Specifically, suppose a player can choose between N arms. Upon choosing an arm i , it gets a reward from a distribution with density f (x, θ i ). Time is slotted, and players do not know the distributions (nor any statistics about them). The problem is to find a learning policy that minimizes the expected regret over some time horizon T . It was shown by Lai and Robbins [1] that there exists an index-type policy that achieves expected regret that grows asymptotically as log T , and this is order-optimal, i.e., there exists no causal policy that can do better. This was generalized by Anantharam, et al. [2] to the case of multiple plays, i.e., when the player can pick multiple arms at the same time. In [3] , Agrawal proposed a sample mean based index policy which achieves log T regret asymptotically. Assuming that the rewards are coming from a distribution of bounded support, Auer, et al. [4] proposed a much simpler sample mean based index policy, called UCB 1 , which achieves log T uniformly over time, not only asymptotically. Also, unlike the policy in [3] , the index doesn't depend on the specific family of distributions that the rewards come from.
In [5] , Anantharam, et al. proposed a policy to the case where the arms are modelled as Markovian, not i.i.d. The rewards are assumed to come from a finite, irreducible and aperiodic Markov chain represented by a single parameter probability transition matrix. The state of each arm evolves according to an underlying transition probability matrix when the arm is played and remains frozen when passive. Such problems are called rested Markovian bandit problems (where rested refers to no state evolution until the arm is played). In [6] , Tekin and Liu extended the UCB 1 policy to the case of rested Markovian bandit problems. If some non-trivial bounds on the underlying Markov chains are known a priori, they showed that the policy achieves log T regret uniformly over time. Also, if no information about the underlying Markov chains is available, the policy can easily be modified to get a near-O(log T ) regret asymptotically. The models in which the state of an arm continues to evolve even when it is not played are called restless Markovian bandit problems. Restless models are considerably more difficult than the rested models and have been shown to be P-SPACE hard [7] . This is because the optimal policy no longer will be to "play the arm with the highest mean reward". [8] employs a weaker notion of regret (weak regret) which compares the reward of a policy to that of a policy which always plays the arm with the highest mean reward. They propose a policy which achieves log T (weak) regret uniformly over time if certain bounds on the underlying Markov model are known a priori and achieves a near-O(log T ) (weak) regret asymptotically when no such knowledge is available. [9] proposes another simpler policy which achieves the same bounds for weak regret. [10] proposes a policy based on deterministic sequence of exploration and exploitation and achieves the same bounds for weak regret.
0018-9448 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
In [11] , the authors consider the notion of strong regret and propose a policy which achieves near-log T (strong) regret for some special cases of the restless model. Recently, there is an increasing interest in multi-armed bandit models, partly because of opportunistic spectrum access problems. Consider a user who must choose between N wireless channels. Yet, it knows nothing about the channel statistics, i.e., has no idea of how good or bad the channels are, and what rate it may expect to get from each channel. The rates could be learnt by exploring various channels. Thus, these have been formulated as multi-armed bandit problems, and index-type policies have been proposed for choosing spectrum channels. In many scenarios, there are multiple users accessing the channels at the same time. Each of these users must be matched to a different channel. These have been formulated as a combinatorial multi-armed bandit problem [12] , [13] , and it was shown that an "index-matching" algorithm that at each instant determines a matching by solving a sum-index maximization problem achieves O(log T ) regret uniformly over time, and this is indeed order-optimal.
In other settings, the users cannot coordinate, and the problem must be solved in a decentralized manner. Thus, settings where all channels (arms) are identical for all users with i.i.d. rewards have been considered, and index-type policies that can achieve coordination have been proposed that get O(log T ) regret uniformly over time [10] , [14] - [16] . A similar result for Markovian reward model with weak regret has been shown by [10] , assuming some non-trivial bounds on the underlying Markov chains are known a priori. The regret scales only polynomially in the number of users and channels. Surprisingly, the lack of coordination between the players asymptotically imposes no additional cost or regret.
In this paper, we consider the decentralized multi-armed bandit problem with distinct arms for each player. We consider both the i.i.d. reward model and the rested Markovian reward model. All players together must discover the best arms to play as a team. However, since they are all trying to learn at the same time, they may collide when two or more pick the same arm. We propose an index-type policy dUCB 4 based on a variation of the UCB 1 index. At its heart is a distributed bipartite matching algorithm such as Bertsekas' auction algorithm [17] . This algorithm operates in rounds, and in each round prices for various arms are determined based on bid-values. This imposes communication (and computation) cost on the algorithm that must be accounted for. Nevertheless, we show that when certain nontrivial bounds on the model parameters are known a priori, the dUCB 4 algorithm that we introduce achieves (at most) near-O(log 2 T ) growth non-asymptotically in expected regret. If no such information about the model parameters are available, dUCB 4 algorithm still achieves (at most) near-O(log 2 T ) regret asymptotically. A lower bound, however, is not known at this point, and is a work in progress.
The paper is organized as follows. In Section II, we present the model and problem formulation. In section III and IV we present some variations on single player MAB with i.i.d. rewards and Markovian rewards respectively. In section V, we introduce the decentralized MAB problem with i.i.d. rewards.
We then extend the results to the decentralized cases with Markovian rewards in section VI. In section VII we present the distributed bipartite matching algorithm which is used in our main algorithm for decentralized MAB.
II. MODEL AND PROBLEM FORMULATION
A. Arms With i.i.d. Rewards
We consider an N-armed bandit with M players. In a wireless cognitive radio setting [18] , each arm could correspond to a channel, and each player to a user who wants to use a channel. Time is slotted, and at each instant each player picks an arm. There is no dedicated control channel for coordination among the players. So, potentially more than one player can pick the same arm at the same instant. We will regard that as a collision. Player i playing arm k at time t yields i.i.d. reward S ik (t) with density function f ik (s). We will assume that the rewards are bounded, and without loss of generality lie in [0, 1]. Let μ i,k denote the mean of S ik (t) w.r.t. the pdf f ik (s). We assume that the players have no information about the mean, the distributions or any other statistics about the rewards from various arms other than what they observe while playing. We also assume that each player can only observe the rewards that they get. When there is a collision, we will assume that all players that choose the arm on which there is a collision get zero reward. This could be relaxed where the players share the reward in some manner though the results do not change appreciably.
Let X i j (t) be the reward that player i gets from arm j at time t. Thus, if player i plays arm k at time t (and there is no collision), X ik (t) = S ik (t), and X i j (t) = 0, j = k. Denote the action of player i at time t by a i (t) ∈ A := {1, . . . , N}. Then, the history seen by player i at time t is
for player i is a sequence of maps α i (t) : H i (t) → A that specifies the arm to be played at time t given the history seen by the player. Let P(N) be the set of vectors such that
The players have a team objective: namely over a time horizon T , they want to maximize the expected sum of rewards E[ (t) ] over some time horizon T . If the parameters μ i, j are known, this could easily be achieved by picking a bipartite matching
i.e., the optimal bipartite matching with expected reward from each match. Note that this may not be unique. Since the expected rewards, μ i, j , are unknown, the players must pick learning policies that minimize the expected regret, defined
Our goal is to find a decentralized algorithm that players can use such that together they minimize the expected regret.
B. Arms With Markovian Rewards
Here we follow the model formulation introduced in the previous subsection, with the exception that the rewards are now considered Markovian. The reward that player i gets from arm j (when there is no collision) X i j , is modelled as an irreducible, aperiodic, reversible Markov chain on a finite state space X i, j and represented by a transition probability matrix We first present some variations on the single player nonBayesian multi-armed bandit model. These will prove useful later for the multi-player problem though they should also be of independent interest.
A. UCB 1 With Index Recomputation Every L Slots
Consider the classical single player non-Bayesian N-armed bandit problem. At each time t, the player picks a particular arm, say j , and gets a random reward X j (t). The rewards X j (t), 1 ≤ t ≤ T , are independent and identically distributed according to some unknown probability measure with an unknown expectation μ j . Without loss of generality, assume that μ 1 > μ i > μ N , for i = 2, . . . N − 1. Let n j (t) denotes the number of times arm j has been played by time t. Denote j := μ 1 −μ j , min := min j, j =1 j and max := max j j . The regret for any policy α is
where X j (t) is the average reward obtained by playing arm j by time t. It is defined as X j (t) = t m=1 r j (m)/n j (t), where r j (m) is the reward obtained from arm j at time m. If arm j is played at time t then r j (m) = X j (m) and otherwise r j (t) = 0. Now, an index-based policy called UCB 1 [4] is to pick the arm that has the highest index at each instant. It can be shown that this algorithm achieves regret that grows logarithmically in T non-asymptotically.
An easy variation of the above algorithm which will be useful in our analysis of subsequent algorithms is the following. Suppose the index is re-computed only once every L slots. In that case, it is easy to establish the following.
Theorem 1:
Under the UCB 1 algorithm with recomputation of the index once every L slots, the expected regret by time T is given by
The proof follows [4] and taking into account the fact that every time a suboptimal arm is selected, it is played for the next L time slots. We omit it due to space consideration.
B. UCB 4 Algorithm When Index Computation is Costly
Often, learning algorithms pay a penalty or cost for computation. This is particularly the case when the algorithms must solve combinatorial optimization problems that are NP-hard. Such costs also arise in decentralized settings wherein algorithms pay a communication cost for coordination between the decentralized players. This is indeed the case, as we shall see later when we present an algorithm to solve the decentralized multi-armed bandit problem. Here, however, we will just consider an "abstract" communication or computation cost. The problem we formulate below can be solved with better regret bounds than what we present. At this time though we are unable to design algorithms with better regret bounds, that also help in decentralization.
Consider a computation cost every time the index is recomputed. Let the cost be C units. Let m(t) denote the number of times the index is computed by time t. Then, under policy α the expected regret is now given bỹ
It is easy to argue that the UCB 1 algorithm will give a regret (T ) for this problem. We present an alternative algorithm called UCB 4 algorithm, that gives sub-linear regret. Define the UCB 4 index
We define an arm j * (t) to be the best arm if j * (t) ∈ arg max 1≤i≤N g i (t). We will use the following concentration inequality. Fact 1: Chernoff-Hoeffding inequality [19] Let X 1 , . . . , X t be random variables with a common range
Theorem 2:
The expected regret for the single player multiarmed bandit problem with per computation cost C using the UCB 4 algorithm is given bỹ
Thus,R UCB 4 (T ) = O(log 2 T ).
Proof: We prove this in two steps. First, we compute the expected number of times a suboptimal arm is played and then the expected number of times we recompute the index.
Consider any suboptimal arm j > 1. Denote c t,s = √ 3 log t/s and the indicator function of the event A by I {A}. Let τ j,m be the time at which the player makes the mth transition to arm j from another arm and τ j,m be the time at which the player makes the mth transition from arm j to another arm. Letτ j,m = min{τ j,m , T }. Then,
In Algorithm 1 (UCB 4 ), if an arm is for the pth time consecutively (without switching to any other arms in between), it will be played for the next 2 p slots. Inequality (a) uses this fact.
In the inequality (b), we replace τ j,m by m which is clearly an upper bound. Now, observe that the event 
Update the index vector g(t); 5: Compute the best arm j * (t); 6: if ( j * (t) = j * (t − 1)) then 7: Reset η = 1; 8: end if 9: else 10: j * (t) = j * (t − 1); 11: end if 12: Play arm j * (t); 13: Increment counter η = η + 1; t = t + 1; 14: end while following events,
Now, using the Chernoff-Hoeffding bound, we get
, the last event in (9) is false. In fact, for
So, taking expectation on both sides, we get E[n j (T )]
Next, we upper-bound the expectation of m(T ), the number of index computations performed by time T . We can write
, where m 1 (T ) is the number of index updates that result in an optimal allocation, and m 2 (T ) is the number of index updates that result in a suboptimal allocation. Clearly, the number of updates resulting in a suboptimal allocation is less than the number of times a suboptimal arm is played. Thus,
To bound E[m 1 (T )], let τ l be the time at which the player makes the lth transition to an optimal arm from a suboptimal arm and τ l be the time at which the player makes the lth transition from an optimal arm to a suboptimal arm.
where n sub (T ) is the total number of such transitions by time T . Clearly, n sub (T ) is upper-bounded by the total number of times the player picks a sub-optimal arm. Also, log |τ l − τ l | ≤ log T . So,
Thus, from bounds (11) and (12), we get
Now, using equation (6), the expected regret is
by using (13) . Now, by bound (10), we get the desired bound on the expected regret. Remarks. 1. It is easy to show that the lower bound for the single player MAB problem with computation costs is (log T ). This can be achieved by the UCB 2 algorithm [4] . To see this, note that the number of times the player selects a suboptimal arm when using UCB 2 
and also E[m 2 (T )] = O(log T ). Now, since the epochs are not getting reset after every switch and are exponentially spaced, the number of updates that result in the optimal allocation, m 1 (T ) ≤ log T. These together yield
2. However, it is unknown at this time if UCB 2 can be decentralized. This is the main reason for introducing the UCB 4 algorithm.
C. Algorithms With Finite Precision Indices
Often, the indices might be known only upto a certain precision. This can happen when either in an implementation where only a finite number of bits are available to represent indices, or when there is a cost to compute the indices to greater precision. For example, as we will see in the decentralized setting, indices must be communicated to other players. Since only a finite number of bits can be communicated in finite time, the algorithm should be able to work with indices with limited precision. Thus, when indices are known up to some precision, it may not be possible to tell which of the two indices is greater if they are within of each other. This becomes important because it can empirically be observed (see Fig. 2 ) that indices track each other closely in index based algorithms. The question then is, how are the performances of various index-based policies affected if there are limits on index resolution, and only an arm with an -highest index can be picked. We first show that if min is known, we can fix a precision 0 < < min , so that UCB 4 algorithm will achieve order log-squared regret growth with T . If min is not known, we can pick a positive monotone sequence { t } such that t → 0, as t → ∞. Denote the cost of computation for -precision be C( ). We assume that C( ) → ∞ monotonically as → 0.
Theorem 3: (i) If min is known, choose an 0 < < min . Then, the expected regret of the UCB 4 algorithm with -precise computations is given bỹ
Thus,R UCB 4 (T ) = O(log 2 T ).
(ii) If min is unknown, denote min = min /2 and choose a positive monotone sequence { t } such that t → 0 as t → ∞. Then, there exists a t 0 > 0 such that for all T > t 0 ,
where t 0 is the smallest t such that t 0 < min . Thus by choosing an arbitrarily slowly decreasing sequence { t }, we can make the regret arbitrarily close to O(log 2 T ) asymptotically.
Proof: (i) The proof is only a slight modification of the proof given in Theorem 2. Due to the precision, the player will pick a suboptimal arm if the event 1 } implies that at least one of the following events must occur:
Since
Also, for l = 12 log T /( j − ) 2 , the event C cannot happen. In fact, for s j ≥ 12 log T /( j − ) 2 ,
If < min , the last event (D) in equation (14) is also not true. Thus, for 0 < < min , we get
The rest of the proof is the same as in Theorem 2. Now, if min is known, we can choose 0 < < min and by Theorem 2 and bound (15), we get the desired result.
(ii) If min is unknown, we can choose a positive monotone sequence { t } such that t → 0 as t → ∞. Thus, there exists a t 0 such that for t > t 0 , t < min . We may get a linear regret upto time t 0 but after that the analysis follows as that in the proof of Theorem 2, and regret grows only sub-linearly. Since C(·) is monotone, C( T ) > C( t ) for all t < T . The last part can now be trivially established using the obtained bound on the expected regret. Let P i be the adjoint of P i on l 2 (π i ), defined as,
IV. SINGLE PLAYER MULTI-ARMED
Then,P i := P i P i , denotes the multiplicative symmetrization of P i . We assume that P i s are such thatP i s are irreducible. Clearly, this is a less stringent assumption than the reversibility of the matrices P i s. Also, if P i x,x > 0, ∀x ∈ X i , then it is easy to show thatP i s are reversible. Let ρ i be the eigenvalue gap, 1 − λ 2 , where λ 2 is the second largest eigenvalue of the matrixP i . Denote ρ max := max 1≤i≤N ρ i and ρ min := min 1≤i≤N ρ i , where ρ i is the eigenvalue gap of the i th arm.
The total reward obtained by the time T is then given by
s=1 X j (s). The regret for any policy α is,
where C is the cost per computation and m(T ) is the number of times the index is computed by time T . Define the index
where X j (t) is the average reward obtained by playing arm j by time t, as defined in the previous section, and κ can be any constant satisfying κ > 168|X | 2 max /ρ min . We introduce one more notation here. If F and G are two σ -algebras, then F ∨G denotes the smallest σ -algebra containing F and G. Similarly, if {F t , t = 1, 2, . . .} is a collection of σ -algebras, then ∨ t ≥1 F t denotes the smallest σ −algebra
We use the following results on Markov chains (Lemma 1, Lemma 2) to prove an intermediate result in Lemma 3.
Lemma 1: [5] Let (X t , t = 1, 2, . . .) be an irreducible, aperiodic Markov chain on a finite state space X with transition probability matrix P, an initial distribution that is nonzero in all states and a stationary distribution π. Let F t be the σ -algebra generated by (
Lemma 2: [20] Let (X t , t = 1, 2, . . .) be an irreducible, aperiodic Markov chain on a finite state space X with transition probability matrix P, an initial distribution λ and a stationary distribution π.
. Let ρ be the eigenvalue gap, 1−λ 2 , where λ 2 is the second largest eigenvalue of the matrixP whereP is the multiplicative symmetrization of the transition matrix P. Let f : X → R be such that
If the reward of each arm is given by a Markov chain satisfying the hypothesis of Lemma 1, then under any policy α we havẽ
where
. . denote the successive rewards from arm j . Let F j t denotes the σ -algebra generated by X j (1), . . . , X j (t) . Let F j = ∨ t ≥1 F j t and G j = ∨ i = j F i . Since arms are independent, G j is independent of F j . Clearly, n j (T ) is a stopping time with respect to
Taking the expectation and using the Lemma 1, we have
Theorem 4: (i) If |X | max and ρ min are known, choose κ > 168|X | 2 max /ρ min . Then, the expected regret using the UCB 4 algorithm with the index defined as in (18) for the single player multi-armed bandit problem with Markovian rewards and per computation cost C is given bỹ
Thus,R M,UCB 4 (T ) = O(log 2 T ).
(ii) If |X | max and ρ min are not known, choose a positive monotone sequence {κ t } such that κ t → ∞ as t → ∞ and κ t ≤ t. Then,R M,UCB 4 (T ) = O(κ T log 2 T ). Thus, by choosing an arbitrarily slowly increasing sequence {κ t } we can make the regret arbitrarily close to log 2 T .
Proof: (i) Consider any suboptimal arm j > 1. Denote c t,s = √ κ log t/s. As in the proof of Theorem 2, we start by bounding n j (T ). The initial steps are the same as in the proof of Theorem 2. So, we skip those steps and start from the inequality (8) there.
is true only if at least one of the events shown in display (9) are true. We note that, for any initial distribution λ j for arm j ,
Also, x max ≤ 1. Let n j x (s j ) be the number of times the state x is observed when arm j is pulled s j times. Then, the probability of the first event in (9),
The inequality (a) follows after some simple algebra, which we skip due to space limitations. The inequality (b) follows by defining the function
and using the Lemma 2. For inequality (c) we used the facts that N λ j ≤ 1/π min , x max ≤ 1 andπ max ≤ 1. Thus,
. Similarly we can get,
For l = 4κ log T / 2 j , the last event in (9) is false. In fact,
When κ > 168|X | 2 max /ρ min , the above summation converges to a value less that 1 and we get
Now, from the proof of Theorem 2 (equation (13)),
Now, using inequality (19) , the expected regretR M,UCB 4 (T )
by using (25). Now, by bound (24), we get the desired bound on the expected regret.
(ii) Replacing κ with κ t , equation (23) becomes
Since, κ t → ∞ as t → ∞, the exponent −
becomes smaller that −4 for sufficiently large m and p, and the above summation converges, yielding the desired result. We note that the results for Markovian reward just presented extend easily even with finite precision indices. As before, suppose the cost of computation for -precision is C( ). We assume that C( ) → ∞ monotonically as → 0. We will use this result in Section VI. Theorem 5: (i) If min , |X | max and ρ min are known, choose an 0 < < min , and a κ > 168|X | 2 max /ρ min . Then, the expected regret using the UCB 4 algorithm with the index defined as in (18) for the single player multi-armed bandit problem with Markovian rewards with -precise computations is given bỹ
(ii) If min , |X | max and ρ min are unknown, choose a positive monotone sequences { t } and {κ t } such that κ t ≤ t,
We can choose { t } and {κ t } as two arbitrarily slowly decreasing and increasing sequences respectively, and the regret can be made arbitrarily close to log 2 (T ). The proof follows by a combination of the proof of the theorems 3 and 4, and is omitted. players pick the same arm, we assume that neither gets any reward. This is an online learning problem of distributed bipartite matching.
Communication requirement: We assume that there are no dedicated control channels for coordination or communication between the players. However, we do allow for players to communicate with each other by pulling arms in a specific order. For example, a player could communicate a bit sequence to other players by picking arm to indicate 'bit 1' and any other arm for 'bit 0'. However, such a communication overhead would add to regret and affect the learning rate.
Distributed algorithms for bipartite matching algorithms are known [21] , [22] which determine an -optimal matching with a 'minimum' amount of information exchange and computation. However, every run of this distributed bipartite matching algorithm incurs a cost due to computation and communication necessary to exchange some information for decentralization. Let C be the cost per run, and m(t) denote the number of times the distributed bipartite matching algorithm is run by time t. Then, under policy α the expected regret is
where k * * is the optimal matching as defined in equation (1) in section II-A. Temporal Structure. We divide time into frames. Each frame is one of two kinds: a decision frame, and an exploitation frame. In the decision frame, the index is recomputed, and the distributed bipartite matching algorithm run again to determine the new matching. The length of such a frame can be seen as cost of the algorithm. We further divide the decision frame into two phases, a negotiation phase and an interrupt phase (see Fig. 1 ). The information exchange needed to compute an -optimal matching is done in the negotiation phase. In the interrupt phase, a player signals to other players if his allocation has changed. In the exploitation frame, the current matching is exploited without updating the indices. Later, we will allow the frame lengths to increase with time.
We now present the dUCB 4 algorithm, a decentralized version of UCB 4 . For each player i and each arm j , we define a dUCB 4 index at the end of frame t as
where n i (t) is the number of successful plays (without collisions) of player i by frame t, n i, j (t) is the number of times player i picks arm j successfully by frame t. X i, j (t) is the sample mean of rewards from arm j for player i //Decision frame: 5: Update g(t); 6: Participate in the dBM (g(t) ) algorithm to obtain a match k * i (t);
Use interrupt phase to signal an INTERRUPT to all other players about changed allocation;
9:
Reset η = 1; 10:
end if 11: if (Received an INTERRUPT) then 12: Reset η = 1; 13: end if 14: else 15: // Exploitation frame: 16: 
We will refer to an -optimal distributed bipartite matching algorithm as dBM (g(t)) that yields a solution k
There exists an optimal bipartite matching k * * ∈ P(N) such that k * * ∈ arg max k∈P(N)
Let min = min k∈P(N),k =k * * k and max = max k∈P(N) k . We assume that min > 0.
In the dUCB 4 algorithm, at the end of every decision frame, the dBM (g(t)) will give a legitimate matching with no two players colliding on any arm. Thus, the regret accrues either if the matching k(t) is not the optimal matching k * * , or if a decision frame is employed by the players to recompute the matching. Every time a frame is a decision frame, it adds a cost C to the regret. The cost C depends on two parameters: (a) the precision of the bipartite matching algorithm 1 > 0, and (b) the precision of the index representation 2 > 0. A bipartite matching algorithm has an 1 -precision if it gives an 1 -optimal matching. This would happen, for example, when such an algorithm is run only for a finite number of rounds. The index has an 2 -precision if any two indices are not distinguishable if they are closer than 2 . This can happen for example when indices must be communicated to other players in a finite number of bits.
Thus, the cost C is a function of 1 and 2 , and can be denoted as C( 1 , 2 ), with C( 1 , 2 ) → ∞ as 1 or 2 → 0. Since, 1 and 2 are the parameters that are fixed a priori, we consider = min( 1 , 2 ) to specify both precisions. We denote the cost as C( ).
We first show that if min is known, we can choose an < min /(M + 1), so that dUCB 4 algorithm will achieve order log-squared regret growth with T . If min is not known, we can pick a positive monotone sequence { t } such that t → 0, as t → ∞. In a decentralized bipartite matching algorithm, the precision will depend on the amount of information exchanged in the decision frames. It, thus, is some monotonically decreasing function = f (L) of their length L such that → 0 as L → ∞. Thus, we must pick a positive monotone sequence {L t } such that L t → ∞. Clearly, C( f (L t )) → ∞ as t → ∞. This can happen arbitrarily slowly.
Theorem 6: (i) Let > 0 be the precision of the bipartite matching algorithm and the precision of the index representation. If min is known, choose > 0 such that < min /(M + 1). Let L be the length of a frame. Then, the expected regret of the dUCB 4 algorithm is
and let L t → ∞ as t → ∞. Then, there exists a t 0 > 0 such that for all T > t 0 ,
where t 0 is the smallest t such that f (L t 0 ) < min . Thus by choosing an arbitrarily slowly increasing sequence {L t } we can make the regret arbitrarily close to log 2 T . Proof: (i) First, we obtain a bound for L = 1. Then, appeal to a result like Theorem 1 to obtain the result for general L. The implicit dependence between and L through the function f (·) does not affect this part of the analysis. Details are omitted due to space limitations.
We first upper bound the number of sub-optimal plays. We defineñ i, j (t), 1 ≤ i ≤ M, 1 ≤ j ≤ N as follows: Whenever the dBM (g(t)) algorithm gives a nonoptimal matching k(t),ñ i, j (t) is increased by one for some (i, j ) ∈ arg min 1≤i≤M,1≤ j ≤N n i, j (t). Letñ(T ) denote the total number of suboptimal plays. Then, clearly,ñ(
in order to get a bound onñ(T ) we first get a bound onñ i, j (T ).
LetĨ i, j (t) be the indicator function which is equal to 1 ifñ i, j (t) is incremented by one, at time t. ThusĨ i, j (t) is equal to 1 whenever there is a non-optimal matching. Let this non-optimal matching be k(t), where k(t) = k * * . In the following, we denote it as k, omitting the time index. A nonoptimal matching k is selected if the event
If each index has an error of at most , the sum of M terms may introduce an error of atmost M . In addition, the distributed bipartite matching algorithm dBM itself yields only an -optimal matching. This accounts for the term (M + 1) above. The initial proof steps are similar to that in Theorem 2. We define τ i j,m , τ i j,m in the same way as in the proof of Theorem 2 and letτ j,m = min{τ i j,m , T }. Let k be the matchingNow, putting it all together, we get
Now, by the proof of Theorem 2 (c.f. equation (13),
We can now bound the regret,
For a general L, by Theorem 1 we get
Now, using the bound (31), we get the desired upper bound on the expected regret.
(
there exists a t 0 such that for t > t 0 , t < min . We may get a linear regret upto time t 0 but after that by the analysis of Theorem 2, regret grows only sub-
, ∀t ≤ T , we get the desired result. The last part is illustrative and can be trivially established using the obtained bound on the regret in (ii). Remarks. 1. The UCB 2 algorithm described in [4] performs computations only at exponentially spaced time epochs. So, it is natural to imagine that a decentralized algorithm based on it could be developed, and get a better regret bound. Unfortunately, the single player UCB 2 algorithm has an obvious weakness: regret is linear in the number of arms. Thus, the decentralized/combinatorial extension of UCB 2 would yield regret growing exponentially in the number of players and arms. We use a similar index but a different scheme, allowing us to achieve poly-log regret growth and a linear memory requirement for each player.
VI. THE DECENTRALIZED MAB PROBLEM WITH MARKOVIAN REWARDS
Now, we consider the decentralized MAB problem with M players and N arms where the rewards obtained each time when an arm is pulled are not i.i.d. but come from a Markov chain. The reward that player i gets from arm j (when there is no collision) X i j , is modelled as an irreducible, aperiodic, reversible Markov chain on a finite state space X i, j and represented by a transition probability matrix
I {X i, j (t) = x}. Taking expectations and using the Lemma 1,
x/π i, j min which implies,
Since regret is defined as in the equation (32),
The main result of this section is the following. Theorem 7: (i) Let > 0 be the precision of the bipartite matching algorithm and the precision of the index representation. If min , |X | max and ρ min are known, choose > 0 such that < min /(M + 1) and κ > (112 + 56M)|X | 2 max /ρ min . Let L be the length of a frame. Then, the expected regret of the dUCB 4 algorithm with index (33) for the decentralized MAB problem with Markovian rewards and per computation cost C is given bỹ
Thus,R M,dUCB 4 (T ) = O(log 2 T ).
(ii) If min , |X | max and ρ min are unknown, denote min = min /(2(M + 1)) and let L t → ∞ as t → ∞. Also, choose a positive monotone sequence {κ t } such that κ t → ∞ as t → ∞ and κ t ≤ t. Then,R M,dUCB 4 
Thus by choosing an arbitrarily slowly increasing sequences, we can make the regret arbitrarily close to log 2 T .
Proof: (i) We skip the initial steps as they are same as in the proof of Theorem 6. We start by boundingñ i, j (T ) as defined in the proof of Theorem 6. Then, from equation (27), we getñ i, j (T )
. . .
Now, the event in the parenthesis {·} above implies at least one of the events ( A i , B i , C, D) given in the display (28). From the proof of Theorem 4 (equations (21, 22) ,
Similar to the steps in display (29), we can show that the event C is false. Also, the event D is false by assumption. So, similar to the proof of the Theorem 6 (c.f. display (30) we get,
when κ > (112 + 56M)|X | 2 max /ρ min . Now, putting it all together, we get
Now, by proof of the Theorem 2 (equation (13)),
For a general L, by Theorem 1
Now, using the bound (35), we get the desired upper bound on the expected regret.
(ii) This can now easily be obtained using the above and following Theorem 6.
VII. DISTRIBUTED BIPARTITE MATCHING: ALGORITHM AND IMPLEMENTATION
In the previous section, we referred to an unspecified distributed algorithm for bipartite matching dBM, that is used by the dUCB 4 algorithm. We now present one such algorithm, namely, Bertsekas' auction algorithm [17] , and its distributed implementation. We note that the presented algorithm is not the only one that can be used. The dUCB 4 algorithm will work with a distributed implementation of any bipartite matching algorithm, e.g. algorithms given in [22] .
Consider a bipartite graph with M players on one side, and N arms on the other, and M ≤ N. Each player i has a value μ i, j for each arm j . Each player knows only his own values. Let us denote by k * * , a matching that maximizes the matching surplus i, j μ i, j x i, j , where the variable x i, j is 1 if i is matched with j , and 0 otherwise. Note that i x i, j ≤ 1, ∀ j , and j x i, j ≤ 1, ∀i . Our goal is to find an -optimal matching. We call any matching k * to be -optimal
Here, 2max j is the second highest maximum over all j . The best arm for a player i is arm j * i = arg max j (μ i, j − p j ). The winner i * j on an arm j is the one with the highest bid. The following lemma in [17] establishes that Bertsekas' auction algorithm will find the -optimal matching in a finite number of steps.
Lemma 5: [17] Given > 0, Algorithm 3 with rewards μ i, j , for player i playing the j th arm, converges to a matching k * such that i μ i,k * * (i) − i μ i,k * (i) ≤ where k * * is an optimal matching. Furthermore, this convergence occurs in less than (M 2 max i, j {μ i, j })/ iterations.
The temporal structure of the dUCB 4 algorithm is such that time is divided into frames of length L. Each frame is either a decision frame, or an exploitation frame. In the exploitation frame, each player plays the arm it was allocated in the last decision frame. The distributed bipartite matching algorithm 
to all other players. 4 : Each player determines on his own if he is the winner i * j on arm j ; 5: All players set prices p j = μ i * j , j ; 6: end while (e.g. based on Algorithm 3), is run in the decision frame. The decision frame has an interrupt phase of length M and negotiation phase of length L − M. We now describe an implementation structure for these phases in the decision frame. Interrupt Phase: The interrupt phase can be implemented very easily. It has length M time slots. On a pre-determined channel, each player by turn transmits a '1' if the arm with which it is now matched has changed, '0' otherwise. If any user transmits a '1', everyone knows that the matching has changed, and they reset their counter η = 1. Negotiation Phase: The information needed to be exchanged to compute an -optimal matching is done in the negotiation phase. We first provide a packetized implementation of the negotiation phase. The negotiation phase consists of J subframes of length M each (See Fig. 1) . In each subframe, the users transmit a packet by turn. The packet contains bid information: (channel number, bid value). Since all users transmit by turn, all the users know the bid values by the end of the subframe, and can compute the new allocation, and the prices independently. The length of the subframe J determines the precision of the distributed bipartite matching algorithm. Note that in the packetized implementation, 1 = 0, i.e., bid values can be computed exactly, and for a given 2 , we can determine J , the number of rounds the dBM algorithm 3 runs for, and returns an 2 -optimal matching.
If a packetized implementation is not possible, we can give a physical implementation. Our only assumption here is going to be that each user can observe a channel, and determine if there was a successful transmission on it, a collision, or no transmission, in a given time slot. The whole negotiation phase is again divided into J sub-frames. In each sub-frame, each user transmits by turn. It simply transmits log M bits to indicate a channel number, and then log 1/ 1 bits to indicate its bid value to precision 1 . The number of such sub-frames J is again chosen so that the dBM algorithm (based on Algorithm 3) returns an 2 -optimal matching.
VIII. CONCLUSION
We have proposed a dUCB 4 algorithm for decentralized learning in multi-armed bandit problems that achieves a regret of near-O(log 2 (T )). The motivation for this came from opportunistic spectrum access for cognitive radios where users do not have a dedicated control channel for coordination.
The key contributions of thus paper is to lay down a framework in which to think about decentralized learning with heterogeneous players. Namely, think of this as an online decentralized bipartite matching problem in which players exchange "bids". However, since there is no dedicated channel for message exchange, only "quantized" bids can be exchanged which affects both the optimality of the bipartite matching, as well as learning. Moreover, this message exchange comes at a "cost". Modularizing the problem in this manner is what made it tractable. Within this framework, we proposed using the dUCB 4 schedule for explorationexploitation in which case O(log 2 T ) bound on expected regret was obtained. However, it may be possible to use other schedules. In particular, the deterministic schedule such as proposed for the DSEE algorithm [23] may be used and may result in an improved O(log T ) bound on expected regret.
A very important and fundamental question is whether a "fully" decentralized learning algorithm (without any coordination) even exists, and if so, what would its lower bound be. This has very interesting connections with distributed universal coding, which itself is a difficult problem. However, should this be achievable, it will yield very important insight about whether explicit communication/side information is necessary for distributed learning, or not, as in distributed source coding via Slepian-Wolff coding, which established that side information is not needed. In future work, we hope to be able to provide a lower bound by considering a more restricted, stylized setting by, for example, assuming availability of side information. Other directions for future work would be extension to distributions with heavy tails [24] and restless bandits [8] , [10] , [14] . Rahul Jain is an associate professor and the K. C. Dahlberg Early Career Chair in the EE department at the University of Southern California. He received his PhD in EECS and an MA in Statistics from the University of California, Berkeley, his B.Tech from IIT Kanpur. He is winner of numerous awards including the NSF CAREER award, an IBM Faculty award and the ONR Young Investigator award. His research interests span wireless communications, network economics and game theory, queueing theory, power systems and stochastic control theory.
