Truth discovery, with the goal of inferring true information from massive data through aggregating the information from multiple data sources, has attracted significant attention in recent years. It has demonstrated great advantages in real applications since it can automatically learn the reliability degrees of the data sources without supervision and in turn helps to find more reliable information. In many applications, however, the data may arrive in a stream and present various temporal patterns. Unfortunately, there is no existing truth discovery work that can handle such time series data. To tackle this challenge, we propose a novel online truth discovery framework that incorporates the predictions on the time series data into the truth estimation process. By jointly considering the multi-source information and the temporal patterns of the time series data, the proposed framework can improve the accuracy of the truth discovery results as well as the time series prediction. The effectiveness of the proposed framework is validated on both synthetic and realworld datasets.
Introduction
In the big data era, effectively managing databases is extremely important due to the redundant data generated and stored continuously. Multiple sources provide data for the same object, where the sources can be websites, sensors, and human workers. Conflicts among them are inevitable due to various reasons, such as the quality of the sensors and the knowledge of human workers. Facing the daunting scale of the data, it is hard for people to judge which piece of information is accurate or which data source is reliable. Therefore, unsupervised approaches that can automatically find trustworthy information (which is usually referred to as truth) from the noisy and conflicting data are much desired. Among them, aggregation can be a good approach to resolve the conflicts and correct errors, since it can cancel out the errors made by individual data sources.
The most straightforward aggregation approach is to conduct voting or averaging on the multi-sourced data. This approach is simple and efficient. However, it has an obvi- * SUNY Buffalo, {liuyiyao, lusu, fenglong, jing, azhang}@buffalo.edu † University of Illinois at Urbana-Champaign, qili5@illinois.edu ‡ Baidu Research Big Data Lab, yaliangli@baidu.com ous drawback: The sources are assumed to be equally reliable, which is usually untrue in real life. From our daily experience, we know that some sources are more reliable than the others. If such information can be captured, the aggregated results may be significantly improved. However, prior knowledge of reliability is not available, so it has to be inferred from data. Based on this idea, truth discovery methods stand out from the aggregation approaches thanks to the incorporation of source reliability estimation. In truth discovery methods, the estimation of source reliability and the inference of truth are tightly combined so that both the source reliability and the truth can be learned from the data in an unsupervised manner. If a source often provides trustworthy information, it will be assigned with high reliability; and in turn, if one piece of information is claimed by many reliable sources, it will be regarded as the final truth.
Traditional truth discovery methods [1, 2, 3, 4, 5] conduct iterative procedures of source reliability estimation and truth inference usually on static data. In recent years, online truth discovery methods [6, 7, 8] are proposed to handle streaming data. However, those methods either ignore the temporal patterns of evolving truths or simply assume that the truth values at consecutive time slots are similar. This assumption is only valid for a small portion of real-world applications. In many applications, time series data, such as the temperature, precipitation, and traffic volume data, are generated in a streaming manner. Temporal recurrences of similar phenomenon patterns, or seasonal trends [9] , are commonly observed from such data, potentially at various different time scales (e.g., temperature is usually higher at daytime and lower at night, and also higher in the summer and lower in winter; traffic rush hours are observed each day, and also follow the weekdays-vs-weekend patterns). These patterns are helpful information for the inference of truth. Therefore, how to model and incorporate the seasonal trends of the evolving truths in truth discovery is the question that will be answered in this paper.
In this paper, we present OTD, an Online Truth Discovery framework for time series data. OTD is a novel optimization framework that combines two components, namely the truth discovery component and the time series analysis component. As a result, these two components enhance each other. The truth discovery is guided by the predictions from the time series analysis, and the time series model is refined by the truth discovery results. In the truth discovery component, a summation of weighted errors is formulated as the objective value so that the sources whose claims are closer to the estimated truths will have higher weights. In the time series analysis component, Seasonal ARIMA (SARIMA) model [9] is used to capture the diverse seasonal trends of the time series data. The two components are linked together by the estimated truths: the truths should be close to the claims from reliable sources, as well as the predictions made by the time series model. The balance of the two components is carefully controlled so that the global error can be minimized. The proposed solution to this optimization problem is an online algorithm that does not need to store all the historical data. To test the effectiveness of the proposed methods, we conduct various types of experiments on both real-world and simulated datasets. The experimental results clearly demonstrate the improvement of the accuracy on the truth estimations as well as the time series predictions.
To summarize, we make the following contributions:
(1) To the best of our knowledge, the proposed OTD framework is the first truth discovery approach that can be applied the time series data, which considers both the smoothly evolving truths and the ones with seasonal trends.
(2) The truth discovery component in the proposed OTD enhances the time series modeling, and in turn, the time series modeling can help the truth discovery component improve the accuracy of truth estimation.
(3) The proposed OTD is built upon an online algorithm so that it preserves both efficiency and accuracy.
(4) We validate OTD on both synthetic and real-world datasets. The experiment results clearly demonstrate the effectiveness of the proposed method in finding reliable sources and inferring trustworthy information.
Methodology
The proposed OTD framework is formally presented in this section. We first describe the truth discovery problem settings for the streaming data, and then formulate the problem as an optimization framework. Finally, an online solution is provided.
Problem Settings Input.
Suppose there are totally O objects that we are interested in. At each timestamp t ∈ {1, 2, · · · , T }, there are some sources who provide claims on those objects. We denote the claim from the source s at timestamp t on object i as x s i,t , and the set of all claims at t as
, where S is the number of total sources. Output. Our goal is to find the most trustworthy information for each object at each timestamp, i.e.,
, where x * i,t is defined as the truth of object i at timestamp t. In addition,
denotes the set of aggregation results at timestamp t, and OTD also estimates the source reliability degrees, i.e., the source weights. We denote the weight of the source s as w s , and the set of all source weights as W. A high source weight indicates that the source is reliable.
OTD Framework.
The key idea of the proposed OTD framework is to incorporate the temporal patterns of the streaming data into the truth discovery process. The estimated truths should be close to the claims from reliable sources, and at the same time, follow the evolving pattern learned from the history. By doing so we can find more accurate truths.
OTD contains two components. At each timestamp, we first mine the patterns of the truth evolution by learning a time series model from the historic data and predict object truths for the current timestamp. Then we combine the predictions with the claims from sources to estimate object truths and source weights.
Mathematically, we formulate the truth discovery on streaming data with various patterns as to minimize the following overall loss:
where W is the set of all source weights and w s is the weight of source s; C s t is the index set of objects on which source s made claims at timestamp t; x s i,t is the claim of source s on object i at timestamp t; x * i,t is the estimated truth of object i at timestamp t; c s t is the number of claims provided by s at t;x * i,t is the predicted value of object i's truth at timestamp t, and R i,t is the error degree ofx * i,t . Details aboutx * i,t and R i,t are introduced in Section 2.2.1. L δ denotes the Huber Loss:
where δ is a constant.
The first term,
2 , in the loss function measures the weighted L 2 distance from source claims to the estimated truths. The second term S s=1 c s t log(w s ) is a constraint to ensure that the source weights are positive. These two terms together will give a big penalty if the estimated truths are far from the claims given by the sources of high weights. As a result, the estimated truths will be close to the claims from reliable sources, and a source will get a high weight if its claims are close to the estimated truths.
The third term is the distance between the estimated truth x truth from the historic streaming data. R i,t denotes the error degree of the predicted truth. The smaller R i,t , the more accurate the predicted truth. The details of R i,t are illustrated in 2.2.1. Intuitively, by minimizing the difference between the estimated and predicted truths, we can incorporate the evolving patterns of the objects into the truth estimation. To achieve this, we use the Huber loss to measure the distance between estimated truth and predicted truth. Huber loss is a hybrid of squared error (for relatively small errors) and absolute error (for relatively large ones). This loss function is used because it is differentiable and can give robust estimations [10] . With Huber loss function, we can prevent the estimated truths from being affected by extremely inaccurate predicted truths.
Next, we first introduce a time series model to predict object truths in Section 2.2.1, and then give detailed solution to the above overall optimization problem in Section 2.2.2.
Mining the Temporal Patterns of the Truths. At timestamp t, given the previous truth information x
of object i, our goal is to 1) first mine the truth evolving patterns, and 2) give a prediction on the current truth x * i,t . SARIMA [9] is used to model the evolving pattern, as it can capture seasonal trend, which denotes the phenomenon that similar patterns appear repeatedly over some periods. The seasonal trend is common in many real world scenarios. For example, the temperature of weather presents seasonal trend over both a day (high at daytime and low at night) and a year (hot in summer and cold in winter). Another example is the volume of traffic, which presents seasonal trend over both a day (rush hour in the morning and evening) and a week (weekdays and weekend).
To fit the streaming data, an online algorithm is needed to estimate coefficients in SARIMA. In order to simplify this problem, motivated by the online ARIMA algorithms in [11, 12, 13] , we approximate
where:
• B and B E denote the backward shift operators:
• d and D are the regular difference order and seasonal difference order, respectively. The result of applying regular difference on x * i,j
; and the result of applying seasonal regular difference on
• E is the period. For daily observations, like the traffic volume, which has weekly trend, E usually is 7; For monthly observations, like monthly average temperature, E usually is 12 (12 months in 1 year).
• p, P , q, Q are the orders of Auto-Regressive (AR) process, Seasonal AR process, Moving-Average (MA) process, Seasonal MA process in SARIMA separately.
• z t denotes white noise.
By approximation, we only need to estimate an (M + p + EP )-dimensional coefficient vector γ. Online gradient decent is adopted to estimate coefficient vector γ. To better describe the coefficient estimation, the following notations are introduced. K is the set of candidate coefficient vectors:
, where g is a positive constant and γ k is the k-th element in the coefficient vector γ; Π denotes the projection operator: Π K (c) = arg min y∈K c − y 2 , where c is a constant vector.
We first initialize γ as γ 0 , where γ 0 ∈ K. At timestamp t, we get the truth at previous timestamp x * i,t−1 . Thus we can update the coefficients by the gradient descent based on the prediction error on x * i,t−1 . The prediction error at timestamp t with respect to γ t−1 (the value of γ at timestamp t − 1) is:
We use the derivative of l M i,t (γ t−1 ) on γ t−1 , to update γ as:
where η is the learning rate. Therefore, thex * i,t in the third term of the loss function Eqn. (2.1) can be calculated with the updated parameters as:
Algorithm 1 summaries the detailed steps of mining truth evolving patterns and predicting the truths at the current timestamp, given predefined parameters p, P, E, d, D, M and η. As we can see, from the first two lines, the algorithm conducts parameter estimation, and in line 3, the algorithm predicts the truth at the current timestamp.
Prediction Regularization. λ level of the truth predictions in the truth estimation procedure. R i,t measures the error degree of predictions, i.e., the fitness of the SARIMA model. If the model fits the data well, we will have a high confidence of the pattern of the evolving truths captured by the time series model, so the truth prediction is more accurate and should be trusted. On the other hand, if the SARIMA model does not fit the data well, we will have little confidence on its predictions. R i,t is defined as the expected root mean square error of the truth prediction error:
is defined in Eqn. (2.2). More penalty will be given if the estimated truth is far from the predicted truth of high confidence. As a result, the estimated x * i,t will be close tox * i,t when λ Ri,t is large.
Weight and Truth Computation.
We propose to solve the optimization problem (i.e., Eqn. (2.1)) using block coordinate descent method [14] . The basic idea is as follows: at each timestamp, we update the values of object truths and source weights (i.e., w s ) alternatively and separately: Truth Update: At timestamp t, we first fix source weight W and solve the optimization problem with respect to only the estimated truth. By setting the partial derivative to 0, the update of estimated truths is as follows.
• If the predicted truths are not available:
• If the predicted truths are available: From the above derivations, we can see that if the predicted truth is close to the estimated truth, then it should be included in the truth estimation (according to Eqn. (2.6) ). On the other hand, if the predicted truth is far from the estimated truth, then it is not included in the truth estimation (according to Eqn. (2.7) and Eqn. (2.8)).
As can be seen, the above four equations comply with the basic principles of truth discovery, i.e., the source with a higher weight plays a more important role in the truth estimation.
Weight Update: Then we fix the estimated truths , and update source weights as follows:
From Eqn. (2.9), it can be seen that the source weight calculation follows the basic principle of truth discovery that if a source provides information far from the estimated truth, the weight should be low, and vice versa.
Summary.
So far, we have described how to model truth evolving patterns, and how to make use of the predicted truths to estimate object truths as well as user weights. Here we summarize the overall flow of the proposed online truth discovery framework in the following steps:
Step I: Invoke Algorithm 1 to update the prediction model and predict the current truths.
Step II: Use the predicted truths and the weight information to update the estimated truths.
Step III: Use the estimated truth to update the source weights.
Note that the SARIMA model needs at least
Step I is skipped.
The major contribution of the proposed framework lies in the combination of truth discovery with the mining of truth evolving patterns. This joint design can improve both the truth discovery results and the time series analysis. The proposed online algorithm is efficient and does not need to store massive historical data. Thus, it can be applied to a full spectrum of applications that involve the analysis of streaming time series data.
Experiments
In this section, we experimentally evaluate the proposed OTD framework on synthetic datasets and real-world dataset.
Copyright © 2018 by SIAM Unauthorized reproduction of this article is prohibited3.1 Experiment Setup. We first describe the experiment setups that ensure a fair comparison between the proposed method and various baseline methods.
3.1.1 Performance Measures. The following two performance metrics are adopted for the purpose of evaluation: (1) Mean of Absolute Error (MAE) measures the L 1 -norm distance from the estimated truths to the ground truths; (2) Root Mean of Square Error (RMSE) measures the L 2 -norm distance between the estimated truths to the ground truths. L 1 -norm distance (MAE) penalizes more on small errors, while L 2 -norm distance (RMSE) focuses more on big errors. They are complementary. For both MAE and RMSE, the lower the value, the better the performance. Besides the above methods, we also include Mean and Median baseline methods, which take mean or median value of all the claimed values as estimated truths.
Online Truth Prediction: We only use historical truth information to estimate current truth without incorporating multi-sources' claims, i.e., at time stamp t, use Algorithm 1's outputx * i,t as the estimated truth.
Experiments on Synthetic
Data. This set of experiments on synthetic datasets are designed to demonstrate the benefits of the proposed OTD framework as follows. (1) OTD can deal with various types of time series data. (2) OTD can be applied to both fixed source reliability and dynamic source reliability scenarios. (3) In OTD, we combine the aggregation of multi-source claims and the prediction information from online time series model, which leads to the best performance.
Data Generation. To fulfill the above goals, we consider the following four different cases:
Case 1: Unsmoothly evolving truth and fixed source reliability. We generate the object truths with the following parameters: AR process coefficients (0.7, −0.6, 0.4, −0.5, 0.3), MA process coefficients (0.5, −0.3), order d = 1, and other parameters are set as 0. In order to embed seasonal trend into the unsmoothly evolving truth, we add sin function with period pd = 5, amplitude amp = 4 to the generated truths. Then four sources are simulated, with their error distributions N (0, σ 2 ) set as σ = 0.5, 1, 1.5, 2 respectively. Case 2: Unsmoothly evolving truth and dynamic source reliability. Object truths are generated with the following parameters: AR process coefficients (0.6, −0.6, 0.4, −0.5, 0.3), MA process coefficients (0.3, −0.2), order d = 1 and other parameters are set as 0. Then we add sin function with period pd = 5, amplitude amp = 4 to the generated truths. Five sources with dynamic reliability are simulated in two steps: for each timestamp, we first generate each source's error distribution parameter σ from N (1, 0.5), then generate errors from N (0, σ 2 ), and add the generated errors to the corresponding truths.
Case 3: Smoothly evolving truth and fixed source reliability. We generate object truths and simulate sources following the same procedure as in Case 1, except that AR process coefficients (0.6, −0.3, 0.4, −0.6, 0.5), MA process coefficients (0.3, −0.2), period pd = 20 and amp = 0.5. In this case, four sources are simulated, with their error distributions N (0, σ 2 ) set as σ = 0.8, 1, 1.5, 2 respectively. Case 4: Smoothly evolving truth and dynamic source reliability. Object truths and sources are generated using the same way as in Case 2, except the AR process coefficients (0.6, −0.5, 0.4, −0.4, 0.3) and the period pd = 10.
Performance Comparison.
The results of the proposed OTD and all the baseline methods are summarized in Table 1 . From these results, we observe that OTD achieves the best performance in Case 1, 2, and 3 under both MAE and RMSE performance measures, and in Case 4, OTD achieves similar results to DynaTD+All. It confirms that OTD can handle various scenarios, including smoothly and unsmoothly evolving truths, dynamic and fixed source reliability. The detailed performance analysis are as follows:
Generally speaking, when source weights are fixed (Case 1 and Case 3), most of truth discovery methods give better performance than Mean and Median, due to the contribution of the source reliability estimation component in truth discovery. However, this advantage may become less obvious when source reliability changes, as it is difficult for nonstreaming truth discovery methods to accurately estimate dynamic source reliability.
Within the non-streaming truth discovery methods, GTM, CRH and CATD give better performance than others as these three methods are designed for continuous (or heterogeneous) data type.
As mentioned above, DynaTD+All is a streaming truth discovery method that can handle smoothly evolving truths and dynamic source reliability. Thus, this method gives good performance for Case 3 and Case 4 (smoothly evolving truth cases), while its performance under Case 1 and Case 2 (unsmoothly evolving truth cases) is not satisfactory due to its strong smoothness assumption about the temporal patterns of evolving truths. As a comparison, the proposed OTD method relaxes the assumption about smoothness, and the online time series prediction can help OTD to capture both smooth and unsmooth patterns in object truths. Besides, in the scenarios of smoothly evolving truths (Case 3 and Case Copyright © 2018 by SIAM Unauthorized reproduction of this article is prohibited , OTD has better performance on fixed source reliability case (Case 3), while DynaTD+All performs slightly better on dynamic source reliability case (Case 4). The reason is that DynaTD+All and OTD have different ways to calculate source weights. DynaTD+All penalizes more on the errors that a source made at the timestamp close to the current timestamp, in other words, DynaTD+All calculates the "local source weights" [6] . Thus, for the dynamic source reliability case (Case 4), it can estimate source weights more accurately. In contrast, OTD uses all errors a source made to calculate the source weights, i.e., OTD calculates the "global source weights". Therefore, OTD performs better in the fixed source reliability case (Case 3). Although the online time series prediction method has the ability to capture various patterns in object truths, it fails to utilize the multi-source information. Thus, the performance of baseline method Online Prediction is also not satisfactory.
The proposed OTD framework combines the weighted aggregation results of multi-source claims and the prediction results of online time series prediction method. This strategy integrates the benefits from both multi-source data and time series prediction. This leads to great performance improvement. For example, in Case 3, the performance of OTD is 9.65% better than the best baseline DynaTD+All only using multi-sources claims under MAE measure, and 5.27% better under RMSE measure. Compared with online time series prediction, the performance of OTD is 18.89% better under MAE measure, and 17.76% better under RMSE measure.
Experiments on
Real-World Data. In this section, we conduct experiments on two real-world datasets. This set of experiments demonstrates that: (1) the proposed OTD framework works superior in real-world scenarios, and (2) the combination of multi-source data and online prediction can lead to performance improvement even when the predictions are not good enough.
Data Collection.
In this experiment, we use two real-world datasets: Weather Dataset and Pedestrian Count Dataset. The data collection procedure is as follows:
Weather Dataset. We collect weather forecast information (high temperature and low temperature) about 88 US cities from three platforms: Wunderground 1 , HAM weather 2 , and World Weather Online 3 . The data collection started on October 7, 2013, and ended on January 1, 2014, which leads to a dataset consisting of 1, 873, 978 records. Meanwhile, true high and low temperature information is collected for the purpose of evaluation. In this dataset, the objects are the highest temperature and lowest temperature of 88 US cities. Sources are three weather forecast platforms.
Pedestrian Count Dataset. This data is published by Dublin City Council 4 . In this dataset, daily pedestrian counts of four streets (Capel Street, Henry Street, Mary Street and O'connel street clearys) in 2015 are recorded. In the real world, there are many sources that can provide pedestrian counts. For example, surveillance cameras, infrared beam counters, thermal imaging systems, the sensors on the traffic signals, and the number of smart phone connections to WiFi hot spots. Different ways of pedestrian counting have different reliability levels. Since it is hard to collect the claims of the aforementioned six systems, instead, we use Gaussian noise with different variances (σ 2 ) to simulate the error distributions of these sources. The variance of a source represents its reliability. The lower the variance, the higher the reliability. The variances are set as 1, 1.44, 1.96, 2.56, 3.24, 4, respectively. Thus, the claims from various sources are generated by adding different Gaussian noise to the ground truth. In this dataset, the objects are every day's pedestrian counts of four streets in 2015, and the sources are six simulated pseudo sources. In the following experiments, we set λ = 0.1(2.6) and δ = 9(2) on the Weather (Pedestrian Count) Dataset. Table 2 summarizes the results for OTD and all the baseline methods on the collected datasets. From these results, we have similar observations as shown on synthetic datasets: (1) Truth discovery methods have better performance compared with simple Mean and Median methods; (2) Streaming truth discovery method DynaTD+all achieves lower errors than nonstreaming truth discovery methods; (3) The proposed OTD framework outperforms all the baseline methods under both MAE and RMSE measures. These observations confirm that OTD has the ability to capture complex patterns in real-world time series data.
Performance Comparison.
Analysis on Online Prediction. From Table 2 , we can observe that the accuracy of online prediction is not good on the Weather dataset. To explore the effect of online prediction on the proposed method, we vary the parameter λ, and the results are shown in Figure 1 . For the Weather dataset, the best value for λ is around 0.1, a relatively small value.
As comparison, the best values for λ on the Pedestrian Count dataset is around 1.5 (refer to Figure 1b) . This is However, from Table 2 , we still observe the performance improvement achieved by OTD through incorporating online prediction information on the Weather dataset. To investigate the reason behind this, we plot the results of online prediction and ground truth information in Figure 2 . Due to space limitation, we only show the plot for one randomly selected city. For other cities, similar observations can be made. Figure 2 shows that for some timestamps, the error of online prediction is big; while for some timestamps, the prediction is accurate. In OTD, there is a parameter R i,t to control the effect of online prediction on object i at timestamp t. R i,t can be treated as a local control parameter while λ is a global control parameter as it adjusts the effect of prediction results for all the objects at all the timestamps. Thus, when the prediction results are good at some timestamps for some objects, the local parameter R i,t will increase the effect of these prediction results, and vice versa. This is the reason that although the overall accuracy of online prediction on this real-world dataset is not good enough, it can still be helpful to improve the performance of the proposed method.
The most interesting finding is that the performance of truth discovery and the online truth prediction can benefit each other. In the above, we demonstrate that online truth prediction can help truth discovery. Now, we examine how truth discovery can help truth prediction. We randomly choose one city in the Weather dataset, and apply Online Truth Prediction algorithm on its previously estimated truths to get the prediction of the current truths. Then, we ranCopyright © 2018 by SIAM Unauthorized reproduction of this article is prohibited Table 3 summarizes the results. From the result, we observe that the accuracy of prediction on historical estimated truth is 7.2% better under MAE and 1.6% better under RMSE compared with that of the prediction based on a single source's claims. That means truth discovery component can provide relatively high quality data for time series prediction, which is the reason why truth prediction can benefit from the truth discovery component.
Related Work
In this section, we discuss the related work in terms of truth discovery and time series prediction.
Truth Discovery. Motivated by the strong need to resolve conflicts among the noisy data, truth discovery [1, 2, 5, 19, 20, 21, 22, 23] emerges as a hot research topic, due to its ability to estimate source reliability degrees and infer true information from noisy multi-source data. Various truth discovery methods have been proposed to deal with different scenarios, such as complex data types [17, 18] , semi-supervised setting [24] , source reliability enrichment [3, 4] , and output explanation [25] . Nowadays, people have successfully applied truth discovery methods to several applications including but not limited to social sensing [26, 27] , knowledge graph [28] and information retrieval [29] .
In many real-world applications, data usually come sequentially. To tackle the challenges brought by streaming data, some recent truth discovery algorithms are proposed: Li et. al. [7] and Zhao et. al. [8] present incremental methods that are developed to improve the efficiency of truth discovery. Methods that capture the temporal relations among objects at different timestamps are developed in [6, 30, 31] . However, these methods either ignore the temporal patterns of evolving truths [7, 8] or make the strong smoothness assumption about the objects [6, 30, 31, 32] . Such smoothness assumption may not hold in many real-world applications where time series data with seasonal trends are generated. Garcia-Ulloa [23] proposed a a dynamic graphical model for spatio-temporal event discovery. However, this method cannot deal with data that have seasonal trends. The proposed OTD framework releases the smoothness assumption and can infer the evolving patterns of truths (with/without seasonal trends) to improve the performance of truth discovery. Meanwhile, OTD works in an online fashion and thus has great efficiency when dealing with streaming data.
Time Series Prediction. There are several least square and maximum likelihood based approaches [33, 34, 9, 35] for time series parameter estimation and prediction with independent Gaussian noise assumption. Later, Tsay et. al. [36] develop an iterated least square approach to consistently estimate the parameters of Auto-regressive model, and in [37] , least square based and gradient based algorithms are proposed without assuming noise stationarity, ergodicity, or the existence of higher order moments. However, only a few online algorithms are studied: Anava et. al. [12] and Liu et. al. [11] develop online algorithms for ARMA, which uses regret minimization techniques. An online algorithm for time series prediction with the presence of missing data is proposed in [13] . An online adaptive forecasting for time varying auto-regressive processes is developed in [38] . The proposed OTD extends the approach of online ARIMA parameter estimation and prediction to SARIMA model. As we demonstrated above, the results from time series prediction approaches can help the procedure of truth discovery. Meanwhile, the results of truth discovery can also improve the accuracy of time series prediction. Therefore, by integrating time series prediction with truth discovery, the proposed OTD framework can achieve the best performance on multi-source time series data.
Conclusions
In many applications, time series data are continuously generated by multiple sources. In order to extract trustworthy information from the noisy conflicting multi-source data, truth discovery approaches are developed to jointly estimate source reliability and aggregate multi-source data weighted by the estimated reliability. However, existing work on truth discovery fails to capture the temporal patterns embedded in the time series data. Therefore, we propose a novel online truth discovery framework, called OTD, to infer true information from time series data. OTD contains two components: multi-source truth discovery component and time series analysis component. The two components are integrated seamlessly so that they can mutually enhance each other. Through extensive experiments on synthetic and real-world datasets, we demonstrate that the proposed OTD framework can improve the performance of not only truth discovery but also time series analysis.
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