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Paquets d’Arthur pour les groupes classiques ; point de vue
combinatoire
C. Mœglin
Institut de Mathe´matiques de Jussieu, CNRS Paris
moeglin@math.jussieu.fr
Le but de cet article est de terminer la description combinatoire des paquets d’Arthur pour
des groupes classiques p-adiques. Les paquets sont associe´s a` des morphismes, ψ, du groupe WF ×
SL(2,C) × SL(2,C) dans le groupe dual (au sens de Langlands) de G, continus et borne´s sur WF et
alge´briques sur les 2 copies de SL(2,C). Quand G est un groupe symplectique ou orthogonal, le groupe
dual a une repre´sentation naturelle dans un groupe line´aire de la forme GL(n∗,C) ; en composant ψ
avec cette repre´sentation naturelle, on trouve un morphisme a` valeurs dans GL(n∗,C). Graˆce a` la
correspondance locale de Langlands, on sait associer a` ψ une repre´sentation irre´ductible unitaire de
GL(n∗, F ) qui est tempe´re´e exactement quand ψ est trivial sur la 2e copie de SL(2,C). Notons πGL(ψ)
cette repre´sentation.
Cet article fait suite a` [14] ou` l’on a donne´ une de´finition des repre´sentations dans un paquet
d’Arthur en supposant que le centralisateur du morphisme dans le L-groupe est un groupe fini et
pose´ les de´finitions ge´ne´rales. Le point est ici d’e´tudier la re´ductibilite´ de certaines induites. On peut
expliquer ce que nous avons en vue de la fac¸on suivante ; prenons π0 une composante locale d’une forme
automorphe de carre´ inte´grable pour un groupe de meˆme type que G ; fixons ρ une repre´sentation
cuspidale irre´ductible d’un groupe line´aire. On suppose que ρ ≃ ρ∗ et soient a, b des entiers. On de´finit
Sp(b, St(a, ρ)) comme l’unique sous-module irre´ductible de l’induite :
St(ρ, a)||−(b−1)/2 × · · · × St(ρ, a)| |(b−1)/2 ,
ou` St(ρ, a) est la repre´sentation de Steinberg associe´e a` ρ et a et ou` | | est (comme dans tout ce
travail) la valeur absolue du de´terminant. Ici Sp est un diminutif de Speh analogue a` St pour tenir
compte du fait que l’importance d’un point de vue global de ces repre´sentations avaient e´te´ mise en
e´vidence par Birgit Speh. Ces repre´sentations sont exactement les repre´sentations des groupes line´aires
associe´e a` des repre´sentations irre´ductibles (borne´es, alge´briques) de WF × SL(2,C) × SL(2,C) via
la correspondance de Langlands maintenant de´montre´e (cf. [7], [8], [26]). On note ρ ⊗ [a] ⊗ [b] la
repre´sentation irre´ductible de WF × SL(2,C)× SL(2,C) correspondant a` Sp(b, St(ρ, a)).
On veut de´composer l’induite Sp(b, St(ρ, a))×π0 ; par unitarite´ on sait que cette induite est semi-
simple et on veut montrer que sa longueur est infe´rieure ou e´gale a` inf(a, b) + 1 cette borne pouvant
eˆtre atteinte. Prenant ensuite un facteur direct, on veut aussi montrer que si on re´induit avec plusieurs
copies de Sp(b, St(ρ, a)) on garde alors l’irre´ductibilite´.
Ne sachant rien sur π0, on ne pourra pas faire grand chose, donc ce que l’on fait ici est de
de´montrer ces re´sultats pour π0 dans un paquet d’Arthur tel que construit dans [14]. On s’attend
a` avoir l’irre´ductibilite´ de cette induite si ρ ⊗ [a] ⊗ [b] ne se factorise pas par un groupe de meˆme
type que LG et ceci est de´montre´ en 6. Dans le cas oppose´, le re´sultat est de´montre´ en 4.5. Signalons
qu’une des difficulte´s annexes que l’on rencontre, est que l’on ne sait pas que les repre´sentations que
nous conside´rons sont unitaires et il faut donc aussi de´montrer que les induites sont semi-simples.
On note ψ0 la repre´sentation de WF × SL(2,C) × SL(2,C) associe´e a` π0. La de´monstration peut
se re´sumer ainsi : en [14], on a de´crit les repre´sentations qui doivent eˆtre associe´es au morphisme
ρ ⊗ [a] ⊗ [b] ⊕ ρ ⊗ [a] ⊗ [b] ⊕ ψ0. Comme on a fixe´ π0 dans le paquet associe´ a` ψ0, nous avons une
limitation sur les parame`tres pouvant intervenir et il faut de´montrer que la somme des repre´sentations
associe´es a` ces parame`tres de´compose effectivement l’induite. Ce n’est en fait pas difficile, si l’on admet
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que π0 est unitaire, c’est meˆme assez facile. C’est donc un re´sultat assez pre´cis qui est de´montre´ ici,
le seul ennui est que l’on ne sait toujours pas pour quels parame`tres la repre´sentation associe´e n’est
pas la fausse repre´sentation 0.
L’article commence par rappeler les de´finitions ge´ne´rales de [14] et par donner quelques proprie´te´s
ge´ne´rales des repre´sentations dans les paquets d’Arthur : une parame´trisation de leur de´composition
en composantes irre´ductibles et des proprie´te´s de leurs modules de Jacquet. Puis on de´montre la
de´composition des induites. A la fin en 7, on donne le cas le plus ge´ne´ral que je connais ou` la
de´composition ne fait pas intervenir cette incertitude sur la nullite´ de certaines composantes. Je n’ai
pas donne´ d’exemles ou` la longueur de l’induite est strictement comprise entre 1 et inf(a, b) + 1 ; il y
en a suˆrement mais ils sont aussi suˆrement techniquement pe´nibles a` construire.
1 Paquets ge´ne´raux
1.1 Blocs de Jordan
Les paquets de repre´sentations tels que de´finis par Arthur sont associe´s a` des morphismes, ψ, de
WF × SL(2,C) × SL(2,C) dans le L-groupe de G, continues, borne´es sur WF et alge´brique sur les e´
copies de SL(2,C). Pour classifier a` conjugaison pre`s, on prolonge ψ en une repre´sentation graˆce a`
l’inclusion naturelle du L-groupe dans le groupe line´aire correspondant a` la repre´sentation standard
et on de´compose cette repre´sentation en composantes irre´ductibles.
Une repre´sentation irre´ductible de WF × SL(2,C) × SL(2,C) est la donne´e d’une repre´sentation
irre´ductible, ρ de WF dans un groupe line´aire dont on notera dρ le rang (si ne´cessaire) et de 2
entiers a, b qui donnent la dimension de 2 repre´sentations irre´ductibles de SL(2,C), les repre´sentations
irre´ductibles de SL(2,C) e´tant uniquement caracte´rise´es, a` isomorphisme pre`s, par leur dimension. On
dit que la repre´sentation irre´ductible (ρ, a, b) a la condition de parite´ si elle se factorise par un groupe
de meˆme type que LG ; pour cela, il faut d’abord que ρ soit autoduale, c’est-a`-dire isomorphe a` ρ∗,
ce qui entraˆıne que ρ se factorise par un groupe orthogonal (on pose alors ηρ = +) ou par un groupe
symplectique (on pose alors ηρ = −). Ensuite, il faut que ηρ(−1)
a+b = +1 si LG est orthogonal et +1
si LG est symplectique.
A un tel triplet (ρ, a, b) on associe le quadruplet (ρ,A,B, ζ) ou` A = (a+ b)/2− 1, B = |(a− b)/2|
et ζ est le signe de a − b quand ce nombre est non nul ; quand B est nul, on prend ζ = + ; ce choix
influe sur la de´finition, il ne change pas le paquet dans son ensemble, ce paquet e´tant de´fini par une
e´galite´ de transfert qui ”voit” ζ uniquement sous la forme d’un signe ; ceci est explique´ dans [18] par.
4 et 5 et en particulier 5.6. Ce choix change donc uniquement la parame´trisation a` l’inte´re´rieur des
paquets et seulement dans certains cas mais qui sont les cas conside´re´s ici. On garde la terminologie,
(ρ,A,B, ζ) a la condition de parite´ si le triplet (ρ, a, b) qui lui correspond l’a ; ici cela se traduit par le
fait que A,B sont entiers ou demi-entiers non entiers.
On a une classification de ces morphismes ψ, vus a` conjugaison pre`s, en donnant chaque com-
posante isotypique avec sa multiplicite´. On pose Jord(ψ) := {(ρ,A,B, ζ)} ou` l’on fait intervenir
chaque (ρ,A,B, ζ) avec la multiplicite´ de la repre´sentation associe´e dans la de´composition de ψ. On
remarque que si (ρ,A,B, ζ) classifie une des composantes isotypiques de ψ mais n’a pas la condition
de parite´, deux cas sont possibles. Le premier cas est celui ou` ρ ≃ ρ∗ ; dans ce cas, la repre´sentation
irre´ductible se factorise par un groupe classique de type oppose´ a` LG et la multiplicite´ avec laquelle
cette repre´sentation apparaˆıt est ne´cessairement paire. L’autre cas est celui ou` ρ 6≃ ρ∗ et dans ce cas
la repre´sentation irre´ductible correspondant a` (ρ∗, A,B, ζ) intervient avec la meˆme multiplicite´ que
(ρ,A,B, ζ). La repre´sentation associe´e a` ψ se de´compose donc en produit de repre´sentations indexe´es
par les (ρ,A,B, ζ) ∪ (ρ∗, A,B, ζ) ou` la repre´sentation correspondante est la composante isotypique
correspondant a` (ρ,A,B, ζ) si ρ ≃ ρ∗ et la somme de cette composante isotypique avec celle corre-
spondant a` (ρ∗, A,B, ζ) sinon. Chacune de ces repre´sentations est a` valeurs dans un groupe de meˆme
type que LG et le centralisateur de ψ dans LG est un produit des centralisateurs de chacune de ces
repre´sentations. Pour calculer ce centralisateur, on distingue donc :
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soit (ρ,A,B, ζ) ayant la condition de parite´, alors le centralisateur correspondant est un groupe
orthogonal de la forme O(m,C) ou` m est la longueur de la repre´sentation c’est-a`-dire la multiplicite´
de (ρ,A,B, ζ) dans Jord(ψ) ;
soit (ρ,A,B, ζ) avec ρ ≃ ρ∗ mais n’ayant pas la condition de parite´ ; alors le centralisateur corre-
spondant est un groupe symplectique Sp(2m,C) ou` 2m est la multiplicite´ de (ρ,A,B, ζ) dans Jord(ψ) ;
soit (ρ,A,B, ζ) avec ρ 6≃ ρ∗, alors le centralisateur correspondant est un groupe line´aire GL(m,C)
ou` m est la multiplicite´ de (ρ,A,B, ζ) dans Jord(ψ).
Le caracte`re ǫ, dans tout ce papier, est un morphisme du centralisateur de ψ dans le L-groupe a`
valeurs dans {±1}. Avec la description ci-dessus du centralisateur, on voit que ǫ est triviale sur les
facteurs correspondant a` (ρ,A,B, ζ) n’ayant pas la condition de parite´. Et sur les facteurs correspon-
dant a` (ρ,A,B, ζ) ayant la condition de parite´, ǫ a 2 possibilite´s, soit eˆtre trivial soit eˆtre le caracte`re
signe ; il faut tenir compte du fait que LG peut avoir un centre ; la restriction de ǫ au centre de LG est
de´termine´ par le groupe. Si G est un groupe symplectique cette restriction doit eˆtre triviale, au sens
strict, LG est alors le groupe spe´cial ortogonal de dimension impair et c’est donc bien ce qu’il faut. Si
G est un groupe orthogonal, on fixe la forme orthogonale, elle est a donc un invariant de Hasse qui
vaut ±1 et on demande que la restriction de ǫ au centre de LG soit trivial exactement si l’invariant
de Hasse vaut +1 ; cela est fixe´ au de´but et n’intervient quasiment pas ; on pose ηG = +1 si G est un
groupe symplectique ou si c’est un groupe orthogonal pour une forme orthogonale fixe´e d’invariant de
Hasse +1 et −1 sinon ; il est clair que dans le cas des groupes orthogonaux sur un espace de dimension
paire, on a fait un choix qui n’est pas dicte´ par le groupe, ou encore que les parame´trisations donne´es
de´pendent de la forme orthogonale et pas seulement du groupe ; c’est assez naturel. On identifiera donc
ǫ a` une application de Jord(ψ) dans {±1} qui vaut +1 sur tout (ρ,A,B, ζ) pour lequel ǫ restreint au
facteur du centralisateur de ψ correspondant a` (ρ,A,B, ζ) est trivial et −1 sinon et telle que
∏
(ρ,A,B,ζ)∈Jord(ψ)
ǫ(ρ,A,B, ζ) = ηG
ou` dans le produit Jord(ψ) est vu avec multiplicite´.
Pour simplifier, on dira que ψ ve´rifie la condition de parite´ si tout e´le´ment (ρ,A,B, ζ) de Jord(ψ)
ve´rifie la condition de parite´.
1.2 Notations
Soit (ρ,A,B, ζ) comme ci-dessus, on de´finit la repre´sentation S(ρ,A,B, ζ), de la fac¸on suivante.
On conside`re le tableau :
ζB · · · −ζA
...
...
...
ζA · · · −ζB
Si ζ = + les lignes sont des segments de´croissants et les colonnes des segments croissants tandis que
si ζ = − c’est l’inverse. Dans un groupe line´aire convenable a` chaque ligne correspond une induite par
exemple pour la ℓ-ie`me ligne c’est l’induite :
ρ| |ζ(B+ℓ−1) × · · · × ρ| |−ζ(A−ℓ+1)
qui a un unique sous-module irre´ductible note´ < ρ| |ζ(B+ℓ−1), · · · , ρ| |−ζ(A−ℓ+1) >. On conside`re alors
l’induite de tous ces sous-modules ; cette induite a elle aussi un unique sous-module irre´ductible d’apre`s
les re´sultats maintenant classiques de Zelevinsky et c’est ce sous-module irre´ductible que l’on note
S(ρ,A,B, ζ). En d’autres termes dans la classification de Zelevinsky, S(ρ,A,B, ζ) est la repre´sentation
irre´ductible qui correspond aux multi-segments forme´s par les lignes du tableau. C’est aussi la meˆme
repre´sentation que nous aurions obtenue en conside´rant les multi-segments forme´s par les colonnes du
tableau.
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Donnons tout de suite une de´finition voisine. Ici on fixe T un entier et on de´finit S(ζ,A,B, T ) une
repre´sentation irre´ductible d’un groupe line´aire convenable. On a fait disparaˆıtre ρ de la notation car
cette repre´sentation sera fixe´e par le contexte. Et on conside`re le tableau :
C(ζ,A,B, T ) :=
ζ(B + T ) · · · ζ(A+ T )
...
...
...
ζ(B + 1) · · · ζ(A+ 1)
Et S(ζ,A,B, T ) est la repre´sentation irre´ductible base´e sur ρ correspondant aux multi-segments forme´s
par les lignes du tableau. On peut la` aussi remplacer lignes par colonnes sans changer la de´finition.
On utilisera aussi constamment la notation Jacxπ ; elle signifie ceci. Soit π une repre´sentation tre`s
ge´ne´ralement irre´ductible mais pas toujours du groupe G et soit ρ une repre´sentation irre´ductible fixe´e
d’un groupe line´aire GL(dρ, F ), ce qui de´finit dρ. On suppose que l’indice de Witt de la forme dont G
est le groupe d’automorphisme est supe´rieur a` dρ ; ainsi G a un sous-groupe parabolique dont le Levi
est isomorphe a` GL(dρ, F ) × G
′ ou` G′ est un groupe de meˆme type que G mais de rang plus petit.
On conside`re le module de Jacquet de π le long du radical unipotent de ce parabolique dans le groupe
de Grothendieck associe´ aux repre´sentations lisses de longueur finie du groupe GL(dρ, F ) ×G
′ et on
de´compose en fonction du support cuspidal pour l’action de GL(dρ, F ). On ne garde (c’est-a`-dire on
projette) que les constituants irre´ductibles sur lesquelsGL(dρ, F ) agit par ρ| |
x, ils sont donc de la forme
ρ| |x ⊗ σ′ et Jacxπ est par de´finition l’e´le´ment du groupe de Grothendieck associe´ aux repre´sentations
lisses de longueur finie de G′, qui est la somme (avec multiplicite´) de ces repre´sentations σ′. On pose
Jacxπ = 0 si l’indice de Witt de la forme est strictement infe´rieur a` dρ par une convention e´vidente.
On peut donner la meˆme de´finition pour G remplacer par un groupe line´aire ge´ne´ral. Pour les
groupes line´aires, il n’y a pas de raison de privile´gier la gauche a` la droite et on peut donc aussi de´finir
Jacdxπ quand on utilise le Le´vi G
′ × GL(dρ, F ) ; on peut ainsi de´finir pour x, y fixe´ JacxJac
d
yπ en
composant les 2 applications et on a clairement JacxJac
d
y = Jac
d
yJacx. On utilisera peu les de´finitions
pour les groupes line´aires et uniquement dans le cas ci-dessous ; ici on suppose (comme en fait dans
tout le travail que ρ ≃ ρ∗). Soit π et δ une repre´sentation d’un groupe line´aire. On conside`re l’induite
δ × π comme repre´sentation d’un groupe de meˆme type que G, alors :
Jacx
(
δ × π
)
= Jacxδ × π ⊕ Jac
d
−xδ × π ⊕ δ × Jacxπ (1)
qui re´sulte des formules de Bernstein-Zelevinsky.
On est amene´ a` ge´ne´raliser ces de´finitions a` un ensemble E := {x, · · · , y} totalement ordonne´ ou`
on pose par de´finition
Jacx,··· ,y = Jacy ◦ · · · ◦ Jacx
La formule (1) ci-dessus se ge´ne´ralise a` un ensemble totalement ordonne´ E de fac¸on un peu plus
complique´e : on suppose que ρ ≃ ρ∗ pour simplifier les notations. Alors Jacx∈E
(
δ × π
)
est la somme
sur tous les de´coupages de E en trois sous-ensembles (dont certains peuvent eˆtre vides) E = ∪i∈[1,3]Ei
dont chacun est totalement ordonne´ par restriction de l’ordre sur E ; et le terme correspondant a` un
tel de´coupage est :
Jacx∈E1Jac
d
x∈−tE2
(δ) × Jacx∈E3σ,
ou` −tE2 est l’ensemble des e´le´ments de −E2 mais avec l’ordre renverse´. C’est une application directe
de (1).
1.3 De´finition ge´ne´rale
On met ici un ordre total sur Jord(ψ). Pour tout ρ, on ordonne totalement les quadruplets
(ρ,A,B, ζ) ayant la condition de parite´ en conside´rant que (ρ,A,B, ζ) > (ρ,A′, B′, ζ ′) au moins si
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soit B > B′, soit B = B′ et A > A′, soit B = B′, A = A′ et ζ = +.
Meˆme sans tenir compte du fait qu’il peut y avoir plusieurs ρ, (ce qui n’a aucune importance),
si Jord(ψ) a de la multiplicite´ cela ne suffit pas pour de´finir un ordre total, il faut prolonger arbi-
trairement. Soit ψ, ψ˜ des morphismes pour des groupes de rang e´ventuellement diffe´rent ; on ordonne
totalement Jord(ψ) et Jord(ψ˜). On dit que ψ˜ domine ψ s’il existe une bijection, b, de Jord(ψ˜) sur
Jord(ψ) respectant l’ordre et ve´rifiant pour tout (ρ,A,B, ζ) ∈ Jord(ψ), il existe T(ρ,A,B,ζ) tel que
b−1(ρ,A,B, ζ) = (ρ,A+Tρ,A,B,ζ , B+Tρ,A,B,ζ , ζ). Il n’est pas tre`s agre´able de fixer l’ordre sur Jord(ψ˜),
il vaut mieux fixer b la bijection avec la condition pre´ce´dente et tel qu’il existe un ordre sur Jord(ψ˜)
respecte´ par b ; l’ordre est clairement uniquement de´termine´ par b. On finira par montrer que les
de´finitions ne de´pendent pas du choix de b.
On peut signaler que c’est dans le choix de ”dominant” que la convention ζ = + si B = 0 intervient
car b−1(ρ,A,B, ζ) aura aussi ζ = + met B + Tρ,A,B,ζ 6= 0.
On remarque que si ψ ve´rifie la condition de parite´, il existe ψ˜ dominant ψ et tel que ψ˜ est de
restriction discre`te a` la diagonale, c’est-a`-dire que la restriction de ψ˜ a` WF × SL(2,C), ou` SL(2,C)
est plonge´ diagonalement dans SL(2,C)×SL(2,C) est sans multiplicite´ en tant que repre´sentation de
ce groupe.
1.4 Hypothe`se
On suppose que ψ ve´rifie la condition de parite´. On fixe ψ˜ dominant ψ et pour pouvoir construire
les repre´sentations associe´es a` ψ on a besoin de savoir construire celles associe´es a` ψ˜ ; l’hypothe`se que
nous ferons dans tout le papier sera donc que l’on sait construire ces repre´sentations, c’est-a`-dire que
l’on conside`re le morphisme ψ˜ ◦ ∆ de restriction de ψ˜ a` WF fois la diagonale de SL(2,C). C’est un
morphisme de WF ×SL(2,C) dans un groupe dual analogue a` celui de G mais de rang e´ventuellement
plus grand. En composant avec la repre´sentation naturelle de ce L-groupe, on voit ψ˜ ◦∆ comme une
repre´sentation de WF × SL(2,C) ne´cessairement semi-simple ; toute sous-repre´sentation irre´ductible
est associe´ a` une morphisme ψ′ de WF × SL(2,C) ne´cessairement dans le groupe dual d’un groupe
de meˆme type que G ; on suppose alors que l’on sait construire toutes les se´ries discre`tes associe´es a`
ψ′ pour tout choix de ψ′, c’est-a`-dire qu’a` tout caracte`re, ǫ′, du centralisateur de ψ′, on sait associer
une se´rie discre`te π(ψ′, ǫ′) irre´ductible avec les proprie´te´s suivantes : on de´compose ψ′ en somme de
repre´sentations irre´ductibles. On rappelle qu’une composante irre´ductible est de la forme ρ⊗ σa ou` ρ
est une repre´sentation irre´ductible de WF autoduale et σa la repre´sentation irre´ductible de SL(2,C)
de dimension a. Alors on note encore ρ la repre´sentation cuspidale du groupe line´aire correspondant a`
ρ par la correspondance de Langlands locale et on note St(ρ, a) la repre´sentation de Steinberg associe´e
a` ρ et l’entier a. Pour ρ comme ci-dessus, on pose ηρ = + si le morphisme associe´ se factorise par un
groupe orthogonal et ηρ = −1 s’il se factorise par un groupe symplectique. On a de´ja` de´fini ηG en 1.1.
Les hypothe`se que nous faisons sur l’ensemble des repre´sentations π(ψ′, ǫ′) dont nous venons de
supposer l’existence comme se´ries discre`tes irre´ductibles est que
pour tout ǫ′ et pour tout ρ ≃ ρ∗ une repre´sentation cuspidale irre´ductible autoduale d’un groupe
line´aire et tout entier a, l’induite St(ρ, a)×π(ψ′, ǫ′) est irre´ductible si est seulement si soit ηρ(−1)
a 6= ηG
soit ρ⊗ σa est une composante irre´ductible de la repre´sentation ψ
′.
C’est comme cela que l’on a introduit les blocs de Jordan en [15] et on a de´montre´ cette hypothe`se
pour les groupes unitaires (en suivant les ide´es d’Arthur) en [13] ; pour les groupes orthogonaux on
renvoie a` [12] et plus ge´ne´ralement on a discute´ dans l’introduction de [14] l’e´tat de ces hypothe`ses.
On a choisi dans ce travail de travailler avec les groupes orthogonaux et symplectiques pour avoir
explicitement un L-groupe tre`s commode. Les me´thodes se ge´ne´ralisent au cas des groupes unitaires
sans changement sauf dans les notations (cf [13]).
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1.5 Construction
Ici on continue avec ψ ayant la proprie´te´ de parite´ (le cas ge´ne´ral s’obtient a` la fin cf 6). On fixe ψ˜
de restriction discre`te a` la diagonale, dominant ψ, a` l’aide d’une bijection b. Pour tout caracte`re, ǫ, du
centralisateur de ψ on de´duit un caracte`re du centralisateur de ψ˜, note´ ǫ˜ tout simplement en posant
ǫ˜(ρ˜, A˜, B˜, ζ˜) = ǫ(b(ρ˜, A˜, B˜, ζ˜)).
On rappelle qu’avec les notations ci-dessus on a de´fini C(ζ,A,B, Tρ,A,B,ζ) et on ordonne totalement
cet ensemble en prenant d’abord les lignes puis les colonnes. Et si ψ est discret, on a pose´ :
π(ψ, ǫ) := ◦(ρ,A,B,ζ)∈Jord(ψ)JacC(ζ,A,B,Tρ,A,B,ζ)π(ψ˜, ǫ),
ou` ψ˜ est un morphisme de restriction discre`te a` la diagonale dominant ψ et ou` (ρ,A,B, ζ) sont pris
dans l’ordre croissant (on commence d’abord par calculer le Jac pour le plus petit) et ou` l’on a
transporte´ ǫ par la bijection fixe´e entre Jord(ψ) et Jord(ψ˜).
On a montre´ qu’avec cette de´finition π(ψ, ǫ) est bien de´fini, c’est-a`-dire ne de´pend pas du choix de
ψ˜. Dans cette de´finition, il n’y a aucune raison de se limiter aux caracte`res du centralisateur de ψ ; on
peut directement partir de ǫ˜ un caracte`re du centralisateur de ψ˜, on de´finit alors
πb(ψ, ǫ˜) = ◦(ρ,A,B,ζ)∈Jord(ψ)JacC(ζ,A,B,Tρ,A,B,ζ)π(ψ˜, ǫ˜),
cette de´finition n’a de sens qu’une fois b fixe´. L’inde´pendance de´montre´e en [14] se formule alors ainsi :
soit ψ˜′, de restriction discre`te a` la diagonale, dominant aussi ψ avec une bijection b′, on transporte ǫ˜
en un caracte`re, ǫ˜′ du centralisateur de ψ˜′ a` l’aide de b−1b′ et
πb(ψ, ǫ˜) = πb′(ψ, ǫ˜
′).
D’ici peu, nous allons montrer que cette ge´ne´ralisation est fictive puisque les repre´sentations apparem-
ment supple´mentaires sont en fait nulles.
On rappelle que l’on a une description pre´cise de π(ψ˜, ǫ˜) puisque ψ˜ est de restriction discre`te a` la
diagonale. Avec les notations ci-dessus :
π(ψ˜, ǫ˜) est une repre´sentation semi-simple sans multiplicite´ dont les composantes irre´ductibles sont
en bijection avec la donne´e pour tout (ρ,A,B, ζ, Tρ,A,B,ζ) d’un entier ℓ(ρ,A,B, ζ, Tρ,A,B,ζ) positif ou
nul, infe´rieur ou e´gal a` (A−B + 1)/2 et d’un signe η(ρ,A,B, ζ, Tρ,A,B,ζ) ve´rifiant :
∏
C∈[B+ℓ(ρ,A,B,ζ,Tρ,A,B,ζ),A−ℓ(ρ,A,B,ζ,Tρ,A,B,ζ)]
(
η(ρ,A,B, ζ, Tρ,A,B,ζ)(−1)
C
)
= ǫ˜(ρ,A,B, ζ, Tρ,A,B,ζ),
ou` un produit vide vaut +1.
La condition sur le signe, fixe la parite´ de ℓ(ρ,A,B, ζ, Tρ,A,B,ζ) si A − B + 1 est pair et fixe
η(ρ,A,B, ζ, Tρ,A,B,ζ) si A−B est pair.
On suppose que ψ a la condition de parite´ ; on fixe ψ˜ et la bijection b de Jord(ψ˜) sur Jord(ψ) et
un caracte`re ǫ˜ du centralisateur de ψ˜. On fixe des fonctions ℓ˜ et η˜ de fac¸on a` fixer une composante
irre´ductible de π(ψ˜, ǫ˜) ; et on pose,
πb(ψ, ǫ˜, ℓ˜, η˜) :=
◦(ρ,A,B,ζ)∈Jord(ψ)JacC(ζ,A,B,Tρ,A,B,ζ)
(
π(ψ˜, ǫ˜, ℓ˜, η˜)
)
;
en anticipant les re´sultats ulte´rieurs, on montrera que ces modules de Jacquets sont nuls sauf si ℓ˜ et
η˜ proviennent de fonctions sur Jord(ψ), au sens le plus naturel pour ℓ˜ et avec une petite torsion pour
η˜ ; mais cela imposera que ǫ˜ est l’image re´ciproque d’un caracte`re du centralisateur de ψ. C’est ce qui
permettra de de´finir inde´pendamment de b les repre´sentations π(ψ, ǫ, ℓ, η). Pour le moment on sait
que π(ψ, ǫ) est la somme des repre´sentations πb(ψ, ǫ, ℓ˜, η˜) pour un choix de b et les fonctions ℓ˜ et η˜
de´finies sur Jord(ψ˜) variant.
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2 Proprie´te´s ge´ne´rales
2.1 Irre´ductibilite´, e´nonce´
Proposition : pour ℓ˜ et η˜ fixe´s la repre´sentation πb(ψ, ǫ˜, t˜, η˜) est soit nulle soit irre´ductible. De
plus l’ensemble des repre´sentations non nulles obtenues ainsi (pour ψ et b fixe´) est sans multiplicite´.
Une conse´quence imme´diate de la proposition est que π(ψ, ǫ) est semi-simple sans multiplicite´.
On de´montre cette proposition en meˆme temps que le lemme ci-dessous dont on a besoin dans la
de´monstration et qui a son inte´reˆt en soi.
2.2 Une proprie´te´ simple des modules de Jacquet
Lemme : soit x ∈ R et soit m le cardinal de l’ensemble {(ρ,A,B, ζ) ∈ Jord(ψ); ζB = x} alors
Jacx,··· ,xπb(ψ, ǫ˜) = 0 de`s que le nombre de x apparaissant est strictement supe´rieur a` m.
Le lemme et la proposition sont vraies si ψ est de restriction discre`te a` la diagonale (cf. [14],
introduction). On reprend les notations ψ˜, ǫ˜ et b qui servent a` de´finir π(ψ, ǫ˜), pour simplifier la notation
on remplace ℓ˜ et η˜ par ℓ et η e´crits en indice ; ces fonctions n’interviennent pas dans la de´monstration,
elles permettent juste de travailler avec des repre´sentations qui vont eˆtre irre´ductibles et la re´ciprocite´
de Frobenius est plus simple. On suppose comme on en a le droit que si (ρ,Ai, Bi, ζi) ∈ Jord(ψ˜) pour
i = 1, 2 distincts alors soit A1 << B2 soit B1 >> A2.
On a donc le lemme et la proposition pour π(ψ˜, ǫ˜)ℓ,η. On les de´montre de proche en proche pour
chaque module de Jacquet interme´diaire qui servent a` la de´finition. On peut donc simplement con-
side´rer la situation suivante : ψ′, ψ′′ sont des morphismes (non ne´cessairement de restriction discre`te
a` la diagonale) qui dominent ψ et tels que ψ′ domine ψ′′ a` l’aide d’une bijection note´e b′ ; deplus il
existe (ρ,A′, B′, ζ ′) ∈ Jord(ψ′) y intervenant avec multiplicite´ 1 et tel que B′ ≥ 1, b′ est l’identite´ sur
tous les e´le´ments de Jord(ψ′) autre que (ρ,A′, B′, ζ ′) et ve´rifie b′(ρ,A′, B′, ζ ′) = (ρ,A′ − 1, B′ − 1, ζ ′)
et tous les e´le´ments de Jord(ψ′) strictement plus grands que (ρ,A′, B′, ζ ′) sont de la forme (ρ˜, A˜, B˜, ζ˜)
avec B˜ >> B′ et les B˜ sont tre`s diffe´rents les uns des autres. On admet le lemme et la proposition
pour π(ψ′, ǫ˜)ℓ,η et on les montre pour
π(ψ′′, ǫ˜)ℓ,η = Jacζ′B′,··· ,ζ′A′π(ψ
′, ǫ˜)ℓ,η.
Le re´sultat est trivialement vrai si π(ψ′′, ǫ˜)ℓ,η = 0 ; on suppose donc que l’on n’est pas dans ce cas
de nullite´. On fixe x comme dans l’e´nonce´ du lemme et on note m(ψ′, x) le plus grand entier tel que
Jacx,··· ,xπ(ψ
′, ǫ˜) 6= 0 ou` il y a m(ψ′, x)-copies de x ; ce nombre de´pend e´videmment aussi de ǫ˜ mais
cela n’a pas d’importance ici, ǫ˜ e´tant fixe´ et n’intervenant pas pour la borne de l’e´nonce´. On de´finit
de meˆme m(ψ′′, x) et on montre que :
m(ψ′′, x)


≤ m(ψ′, x) si x 6= ζ ′(B′ − 1)
≤ m(ψ′, x)− 1 si x = ζ ′B′
≤ m(ψ′, x) + 1 si x = ζ ′(B′ − 1).
.
Cela suffira pour prouver le lemme.
En suivant les de´finitions, on a Jacx,··· ,xJacζ′(B′),··· ,ζ′A′(π(ψ
′, ǫ˜) 6= 0 pour m(ψ′′, x) copies de x. Par
re´ciprocite´ de Frobenius, il existe une inclusion de la forme
π(ψ′, ǫ˜)ℓ,η →֒ ρ| |
ζB × · · · × ρ| |ζA × ρ| |x × · · · × ρ| |x × τ
ou` τ est une repre´sentation irre´ductible non nulle. Comme Jacyπ(ψ
′, ǫ˜) = 0 pour tout y ∈ [ζB, ζA] ce
morphisme se factorise en
π(ψ′, ǫ˜)ℓ,η →֒< ρ| |
ζB , · · · , ρ| |ζA > ×ρ| |x × · · · × ρ| |x × τ (∗)
7
ou` < ρ| |ζB , · · · , ρ| |ζA > est l’unique sous-module de l’induite e´vidente car cette repre´sentation est
le seul sous-quotient de cette induite a` ve´rifier Jacy = 0 pour tout y comme ci-dessus. Supposons
maintenant que x 6= ζ(B′ − 1) et x 6= ζ(A′ + 1). Sous cette hypothe`se
< ρ| |ζB , · · · , ρ| |ζA > ×ρ| |x
est une induite irre´ductible d’apre`s les re´sultats de Zelevinsky et on peut donc e´changer les facteurs.
On trouve donc que m(ψ′, x) ≥ m(ψ′′, x) si x 6= ζB′ et m(ψ′, ζ ′B′) ≥ m(ψ′′, ζ ′B′) + 1. Cela donne
le lemme pour tout x 6= ζ ′(B′ − 1) et x 6= ζ ′(A′ + 1). Supposons que x = ζ(B′ − 1) ; les re´sultats de
Zelevinsky montre que l’induite
< ρ| |ζB , · · · , ρ| |ζA > ×ρ| |x
est de longueur 2. Soit σ l’un de ces sous-quotients ; Zelevinsky montre aussi que σ×| |x est irre´ductible.
Ainsi, pour un bon choix de σ, (*) se factorise en un morphisme non nul
π(ψ′, ǫ˜)ℓ,η →֒ ρ| |
x × · · · ρ| |x × σ × τ,
ou` il y a m(ψ′′, x) − 1 copies de x. Le lemme est donc aussi de´montre´ pour x = ζ ′(B′ − 1). Il reste
x = ζ ′(A′ + 1). Ici on veut de´montrer que m(ψ′′, ζ ′(A′ + 1)) = m(ψ′, ζ ′(A′ + 1)) = 0. Il faut donc
de´montrer que Jacζ′(B′),··· ,ζ′A′,ζ′(A′+1)π(ψ
′, ǫ˜) = 0. On suppose par l’absurde que ce module de Jacquet
est non nul d’ou` une inclusion pour τ ′ une repre´sentation convenable (re´ciprocite´ de Frobenius)
π(ψ′, ǫ˜)ℓ,η →֒ ρ| |
ζ′B′ × · · · × ρ| |ζ
′(A′+1) × τ ′;
on sait de´ja` que Jacyπ(ψ
′, ǫ˜) = 0 pour tout y ∈]ζ ′B′, ζ ′(A′ + 1)] et le morphisme ci-dessus se factorise
donc par le sous-module, < ρ| |ζ
′B′ , · · · , ρ| |ζ
′(A′+1) > ×τ ′ de l’induite ρ| |ζ
′B′ × · · · ρ| |ζ
′(A′+1) × τ ′. On
se rappelle que l’on commence par un morphisme ψ˜ de restriction discre`te a` la diagonale et ψ˜ domine
ψ′ avec un bijection b′ ; pour passer de ψ˜ a` ψ′ on a fait diminuer tous les blocs de Jordan plus petits
que (b′)−1(ρ,A′, B′, ζ ′) ; on distingue 2 cas. Le premier est celui ou` (b′)−1(ρ,A′, B′, ζ ′) = (ρ,A′, B′, ζ ′).
Comme les blocs de Jordan de ψ˜ sont tre`s diffe´rents les uns des autres par hypothe`se de de´part, il est a`
peu pre`s imme´diat que Jacζ′B′,··· ,ζ′(A′+1)π(ψ
′, ǫ˜)ℓ,η 6= 0 ne´cessite aussi que Jacζ′B′,··· ,ζ′(A′+1)π(ψ˜, ǫ˜)ℓ,η 6=
0. Et cela on sait que ce n’est pas possible car ψ˜ est de restriction discre`te a` la diagonale et il n’existe
pas (ρ,A′′′, B′′′, ζ ′′′) avec A′ + 1 ∈ [B′′′, A′′′] (cf. [14], 3.4). Le 2e cas est donc celui ou` il existe ψ′′′
tel que Jord(ψ′′′) se de´duit de Jord(ψ′) en remplac¸ant (ρ,A′, B′, ζ ′) par (ρ,A′ + 1, B′ + 1, ζ ′) et par
de´finition on a
π(ψ′, ǫ˜)ℓ,η = Jacζ′(B′+1),··· ,ζ′(A′+1)π(ψ
′′′, ǫ˜)ℓ,η.
On sait par re´currence que π(ψ′, ǫ˜)ℓ,η et π(ψ
′′′, ǫ˜)ℓ,η sont irre´ductibles d’ou` une inclusion par re´ciprocite´
de Frobenius
π(ψ′′′, ǫ˜)ℓ,η →֒ ρ| |
ζ′(B′+1) × · · · × ρ| |ζ
′(A′+1) × π(ψ′, ǫ˜)ℓ,η.
En utilisant la proprie´te´ du module de Jacquet de π(ψ′, ǫ˜)ℓ,η, on obtient un prolongement de cette
inclusion en une inclusion
π(ψ′′′, ǫ˜)ℓ,η →֒ ρ| |
ζ′(B′+1) × · · · × ρ| |ζ
′(A′+1)× < ρ| |ζ
′B′ , · · · , ρ| |ζ
′(A′+1) > ×τ ′.
Pour tout x ∈ [ζ ′(B′ +1), ζ ′(A′ +1)], l’induite ρ| |x× < ρ| |ζ
′B′ , · · · , ρ| |ζ
′(A′+1) > est irre´ductible et on
peut donc mettre < ρ| |ζ
′B′ , · · · , ρ| |ζ
′(A′+1) > en premie`re place dans l’induction. D’ou`
Jacζ′B′π(ψ
′′′, ǫ˜)ℓ,η 6= 0;
or pout tout (ρ,A′′′, B′′′, ζ ′′′) ∈ Jord(ψ′′′), ζ ′B′ 6= ζ ′′′B′′′ et ceci est donc impossible. On a donc prouve´
le lemme pour π(ψ′, ǫ˜)ℓ,η.
Montrons maintenant la proposition. On suppose que π(ψ′, ǫ˜)ℓ,η est non nul et on va montrer que
cette repre´sentation est irre´ductible et qu’elle de´termine uniquement la repre´sentation π(ψ˜, ǫ˜)ℓ,η, ceci
prouvera la proposition de proche en proche.
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Par re´ciprocite´ de Frobenius pour un quotient irre´ductible X bien choisi de π(ψ′, ǫ˜)ℓ,η, il existe une
inclusion
π(ψ′′, ǫ˜)ℓ,η →֒ ρ| |
ζ′B′ × · · · × ρ| |ζ
′A′ ×X.
On calcule Jacζ′B′,··· ,ζ′A′ du membre de droite et on trouve X car B
′ > 0 et pour tout x ∈ [ζ ′B′, ζ ′A′],
JacxX = 0 puisque Jacxπ(ψ
′, ǫ˜)ℓ,η = 0 d’apre`s le lemme que l’on vient de de´montrer. Cela prouve que
X = π(ψ′, ǫ˜)ℓ,η et l’irre´ductibilite´ cherche´e. Cette preuve montre aussi que si π(ψ
′, ǫ˜)ℓ,η est non nul,
il de´termine uniquement π(ψ′′, ǫ˜)ℓ,η puisque c’est l’unique sous-module irre´ductible de l’induite e´crite.
Et en remontant, on obtient le corollaire ci-dessous.
2.3 Une conse´quence technique
Corollaire : on suppose ici que π(ψ, ǫ˜, ℓ, η) 6= 0 et qu’il existe (ρ,A,B, ζ) ∈ Jord(ψ) tel que d’une
part JacζB,··· ,ζAπ(ψ, ǫ˜, ℓ, η) 6= 0 et d’autre part ∀x ∈]B,A], 6 ∃(ρ,A
′, B′, ζ) ∈ Jord(ψ), x = ζB′.
Alors il existe une repre´sentation irre´ductible τ tel que π(ψ, ǫ˜, ℓ, η) soit un sous-module irre´ductible
de l’induite < ρ| |ζB , · · · , ρ| |ζA > ×τ.
La re´ciprocite´ de Frobenius donne l’existence de τ avec une inclusion
π(ψ, ǫ˜, ℓ, η) →֒ ρ| |ζB × · · · × ρ| |ζA × τ.
Dans cette inclusion on peut remplacer l’induite ρ| |ζB × · · · × ρ| |ζA par un sous-quotient irre´ductible
τ ′. Mais graˆce a` 2.2 et a` l’hypothe`se sur Jord(ψ) on sait que Jacxτ
′ = 0 pour tout x ∈]ζB, ζA] ;
ne´ce´ssairement τ ′ est la repre´sentation < ρ| |ζB , · · · , ρ| |ζA >.
3 De´composition des repre´sentations de´finies
3.1 Un crite`re de nullite´
On veut arriver a` une description des composantes irre´ductibles (ou malheureusement 0) de π(ψ, ǫ)
en utilisant des fonctions ℓ et η de´finies directement sur Jord(ψ) et ne de´pendant pas du choix d’une
bijection b. On a en vue le re´sultat suivant ; fixons ψ˜ dominant ψ a` l’aide d’une bijection b ; soit
(ρ,A,B, ζ) ∈ Jord(ψ) y intervenant avec multiplicite´ au moins 2. Pour i = 1, 2, soit Ti ∈ N tel que
(ρ,A+Ti, B+Ti, ζ) soit des e´le´ments de Jord(ψ˜) d’image par b une des copies de (ρ,A,B, ζ) ∈ Jord(ψ)
et conse´cutifs pour l’ordre dans Jord(ψ˜) ; on fixe des fonctions ℓ˜ et η˜ sur Jord(ψ˜) de fac¸on a` pouvoir
de´finir πb(ψ, ǫ, ℓ˜, η˜) ; ces fonctions de´finissent un caracte`re ǫ˜ du centralisateur de ψ˜ (si le lecteur pre´fe`re,
il fixe ǫ˜ et impose des conditions aux fonctions). On pose, pour i = 1, 2, ℓi := ℓ(ρ,A+ Ti, B + Ti, ζ) et
ηi := η(ρ,A+ Ti, B + Ti, ζ).
Lemme : la repre´sentation πb(ψ, ǫ˜, ℓ˜, η˜) est nulle sauf e´ventuellement si ℓ1 = ℓ2 et η1η2 = (−1)
A−B .
Avant de de´montrer le lemme remarquons ses conse´quences sur la description des repre´sentations
π(ψ, ǫ).
3.2 Parame´trisation des composantes irre´ductibles
La premie`re conse´quence du lemme est que si la repre´sentation π(ψ, ǫ˜, ℓ˜, η˜) est non nulle
ǫ˜(ρ,A+ T1, B + T1, ζ) = η
A−B+1
1 (−1)
[(A−B+1)/2]+ℓ1
= ηA−B+12 (−1)
(A−B)(A−B+1)(−1)[(A−B+1)/2]+ℓ2 = ǫ˜(ρ,A + T2, B + T2, ζ).
Donc en particulier les repre´sentations πb(ψ, ǫ˜) sont nulles sauf e´ventuellement si ǫ˜ provient d’un
caracte`re ǫ du centralisateur de ψ.
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Montrons aussi comment ce lemme permet de de´finir π(ψ, ǫ, ℓ, η) pour des fonctions ℓ et η de´finies
sur Jord(ψ) et ve´rifiant, pour tout (ρ,A,B, ζ) ∈ Jord(ψ)
ℓ(ρ,A,B, ζ) ∈ [0, [(A −B + 1)/2]; η(ρ,A,B, ζ)A−B+1(−1)[(A−B+1)/2]+ℓ(ρ,A,B,ζ) = ǫ(ρ,A,B, ζ).
On de´finira d’abord une fonction ℓ˜ sur Jord(ψ˜) en posant pour tout (ρ′, A′, B′, ζ ′) ∈ Jord(ψ˜),
ℓ˜(ρ′, A′, B′, ζ ′) = ℓ(b(ρ′, A′, B′, ζ ′)). Pour de´finir η˜(ρ′, A′, B′, ζ ′), il y a un choix a` faire si A−B+1 est
pair ; on peut envoyer Jord(ψ) dans le meˆme ensemble vu sans multiplicite´ et en composant b avec
cette application on obtient une application non injective de Jord(ψ′) dans cet ensemble, note´ b′. On
voudrait poser η˜(ρ′, A′, B′, ζ ′) = η(b′(ρ′, A′, B′, ζ ′)) mais la difficulte´ est que cette fonction ne ve´rifie
pas l’alternance du lemme sur les fibres de b′ si A′ − B′ est impair ; il faut donc re´tablir cette alter-
nance en faisant un choix. Les fibres de b′ sont totalement ordonne´es par l’ordre mis sur Jord(ψ˜) et on
demande l’e´galite´ η˜(ρ′, A′, B′, ζ ′) = η(b(ρ′, A′, B′, ζ ′)) pour tous les e´le´ments en position impaire dans
la fibre (en commenc¸ant par le plus petit) et l’e´galite´ η˜(ρ′, A′, B′, ζ ′) = (−1)A
′−B′η(b(ρ′, A′, B′, ζ ′))
pour tous les e´le´ments en position paire. Et on pose :
π(ψ, ǫ, ℓ, η) = πb(ψ˜, ǫ, ℓ˜, η˜).
Le lemme montre que π(ψ, ǫ) est la somme sans multiplicite´ des repre´sentations (irre´ductibles ou
nulles) π(ψ, ǫ, ℓ, η) que nous venons de de´finir.
3.3 Une re´duction pour 3.1
On garde les notations de 3.2. On suppose que T1 < T2 et on conside`re l’ensemble des nombres :
E :=
ζ(B + T2), · · · , ζ(A+ T2)
...,
...,
...
ζ(B + T1 + 1), · · · , ζ(A+ T1 + 1).
Cet ensemble a de´ja` e´te´ introduit avec la notation plus complique´e C(ζ,A+ T1, B + T1, T2 − T1). On
ordonne E en prenant de gauche a` droite puis de haut en bas et le but de cette sous-section est de
montrer que le lemme de 3 re´sulte du re´sultat plus pre´cis :
Lemme : Jacx∈Eπb(ψ˜, ǫ˜, ℓ˜, η˜) est non nul exactement quand ℓ1 = ℓ2 et η1 = η2(−1)
A−B .
On admet donc ce lemme et on de´montre 3.1. On note ψ< le morphisme de´fini par :
Jord(ψ<) = {b(ρ
′, A′, B′, ζ ′); (ρ′, A′, B′, ζ ′) ∈ Jord(ψ˜), (ρ′, A′, B′, ζ ′) < (ρ,A+ T1, B + T1, ζ)}
∪{(ρ′, A′, B′, ζ ′) ∈ Jord(ψ˜), (ρ′, A′, B′, ζ ′) ≥ (ρ,A+ T1, B + T1, ζ)}.
On de´finit ψ≤ en posant
Jord(ψ≤) = {b(ρ
′, A′, B′, ζ ′); (ρ′, A′, B′, ζ ′) ∈ Jord(ψ˜), (ρ′, A′, B′, ζ ′) ≤ (ρ,A+ T2, B + T2, ζ)}
∪{(ρ′, A′, B′, ζ ′) ∈ Jord(ψ˜), (ρ′, A′, B′, ζ ′) > (ρ,A+ T2, B + T2, ζ)}.
On a de´fini les ensembles C(ζ,A,B, Ti) pour i = 1, 2 et on a par de´finition
πb(ψ≤, ǫ˜, ℓ˜, η˜) = Jacx∈C(ζ,A,B,T2)Jacx∈C(ζ,A,B,T1)πb(ψ<, ǫ˜, ℓ˜, η˜).
Par de´finition πb(ψ, ǫ˜, ℓ˜, η˜) est un module de Jacquet convenable de πb(ψ≤, ǫ˜, ℓ˜, η˜) et il suffit donc
de de´montrer que πb(ψ≤, ǫ˜, ℓ˜, η˜) = 0 si les conditions du lemme ne sont pas remplies. On utilise les
repre´sentations S(ζ,A,B, Ti) de 1.2 et on a (cf. 2.3) une inclusion
πb(ψ<, ǫ˜, ℓ˜, η˜) →֒ S(ζ,A,B, T1)× S(ζ,A,B, T2)× πb(ψ≤, ǫ˜, ℓ˜, η˜).
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Le point ici est que l’induite S(ζ,A,B, T2)×S(ζ,A,B, T1) est irre´ductible ; ceci sera de´montre´ en 8.1.
On peut donc e´changer les 2 termes de cette induite. On utilise ensuite le fait que
S(ζ,A,B, T2) →֒ S(ζ,A+ T1, B + T1, T2 − T1)× S(ζ,A,B, T1).
Cela montre l’existence d’une inclusion :
πb(ψ<, ǫ˜, ℓ˜, η˜) →֒ S(ζ,A+ T1, B + T1, T2 − T1)× S(ζ,A,B, T1)× S(ζ,A,B, T1)× πb(ψ≤, ǫ˜, ℓ˜, η˜).
En particulier pour que πb(ψ≤, ǫ˜, ℓ˜, η˜) soit non nul, il faut que
Jacx∈C(ζ,A+T1,B+T1,T2−T1)πb(ψ<, ǫ˜, ℓ˜, η˜) (1)
soit non nul. On sait que πb(ψ<, ǫ˜, ℓ˜, η˜) est un module de Jacquet convenable de π(ψ˜, ǫ˜, ℓ˜, η˜). Mais
comme T1 est suppose´ grand, il n’y a pas de liaison entre l’ensemble C(ζ,A + T1, B + T1, T2 − T1) et
l’ensemble qui sert a` passer de π(ψ˜, ǫ˜, ℓ˜, η˜) a` πb(ψ<, ǫ˜, ℓ˜, η˜). On peut donc commuter les ope´rations et la
non nullite´ de (1) ne´cessite que Jacx∈C(ζ,A+T1,B+T1,T2−T1)πb(ψ˜, ǫ˜, ℓ˜, η˜) 6= 0. Maintenant, nous sommes
dans la situation du lemme ci-dessus qui donne exactement la condition ne´cessaire de non nullite´. Cela
termine la re´duction.
3.4 Preuve du crite`re de 3.3
On simplifie les notations ; on fixe ψ un morphisme de restriction discre`te a` la diagonale et
(ρ,A,B, ζ) ∈ Jord(ψ). Et on suppose qu’il existe un entier T tel que l’e´le´ment (ρ,A+T,B+T, ζ) soit
aussi dans Jord(ψ) est soit exactement l’e´le´ment suivant (ρ,A,B, ζ). On fixe ℓ et η de fac¸on a` de´finir la
repre´sentation irre´ductible π(ψ, ǫ, ℓ, η). On pose encore, ℓ1 = ℓ(ρ,A,B, ζ) et ℓ2 = ℓ(ρ,A+ T,B + T, ζ)
et on de´finit de meˆme ηi pour i = 1, 2 en remplac¸ant ℓ par η. Et on de´montre
Lemme : Jacx∈C(ζ,A,B,T )π(ψ, ǫ, ℓ, η) 6= 0 exactement quand ℓ1 = ℓ2 et η1 = η2(−1)
A−B .
La de´monstration se fait par re´currence sur A − B. Le cas ou` A = B est facile : ici ne´cessairement
ℓ1 = ℓ2 = 0 et η1 = ǫ(ρ,A,B, ζ) tandis que η2 = ǫ(ρ,A+ T,B + T, ζ). Le lemme s’exprime alors ainsi
Jacζ(B+T ),··· ,ζ(B+1)π(ψ, ǫ, ℓ, η) 6= 0
exactement quand ǫ(ρ,A,B, ζ) = ǫ(ρ,A + T,B + T, ζ). Si ψ est e´le´mentaire c’est exactement la
de´finition ; on est aussi dans la situation d’un morphisme e´le´mentaire si pour tout (ρ′, A′, B′, ζ ′) ∈
Jord(ψ), ℓ(ρ′, A′, B′, ζ ′) = 0. Supposons qu’il n’en soit pas ainsi et fixons (ρ′, A′, B′, ζ ′) ∈ Jord(ψ) tel
que ℓ(ρ′, A′, B′, ζ ′) 6= 0. Alors on sait que π(ψ, ǫ, ℓ, η) est l’unique sous-module irre´ductible de l’induite :
< ρ′| |ζ
′B′ , · · · , ρ′| |−ζ
′A′ > ×π(ψ′, ǫ, ℓ′, η),
ou` ψ′ se de´duit de ψ en remplac¸ant (ρ′, A′, B′, ζ ′) par (ρ′, A′ − 1, B′ + 1, ζ ′) et ℓ′ est ℓ sauf ℓ′(ρ′, A′ −
1, B′ + 1, ζ ′) = ℓ(ρ′, A′, B′, ζ ′) − 1 ; les autres fonctions se de´duisent naturellement. Comme ψ est
suppose´ de restriction discre`te a` la diagonale, on a certainement soit A′ < B soit B′ > A+T = B+T .
Avec cela, on ve´rifie l’isomorphisme
< ρ′| |ζ
′B′ , · · · , ρ′| |−ζ
′A′ > × < ρ| |ζ(B+T ), · · · , ρ| |ζ(B+1) >≃
< ρ| |ζ(B+T ), · · · , ρ| |ζ(B+1) > × < ρ′| |ζ
′B′ , · · · , ρ′| |−ζ
′A′ >
dans le GL convenable : si ζ ′ = ζ, les segments associe´s ont meˆme proprie´te´ de croissance et comme
B′ /∈ [B + T,B], ils ne sont pas lie´s et si ζ ′ = −ζ, tout e´le´ment de [ζ(B + T ), ζ(B + 1)] vu comme
segment re´duit a` un e´le´ment, n’est pas lie´ au segment [ζ ′B′,−ζ ′A′]. D’ou` le fait que l’on peut e´changer
les 2 repre´sentations dans l’induite. Ceci entraˆıne l’e´quivalence :
Jacζ(B+T ),··· ,ζ(B+1)π(ψ, ǫ, ℓ, η) 6= 0⇔ Jacζ(B+T ),··· ,ζ(B+1)π(ψ
′, ǫ, ℓ′, η) 6= 0.
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On se rame`ne ainsi au cas ou` ψ est e´le´mentaire de´ja` traite´.
On suppose donc maintenant que A > B. On note ψ′ le morphisme qui se de´duit de ψ en enlevant
les 2 blocs (ρ,A,B, ζ) et (ρ,A+ T,B + T, ζ).
On suppose d’abord que ℓ1 > 0. On sait que π(ψ, ǫ, ℓ, η) est l’unique sous-module irre´ductible de
l’induite :
< ρ| |ζB , · · · , ρ| |−ζA > ×π(ψ′, ǫ′, ℓ′, η′, (ρ,A− 1, B + 1, ζ, ℓ1 − 1, η1), (ρ,A + T,B + T, ζ, ℓ2, η2)). (1)
On calcule Jacx∈C(ζ,A,B,T ) du terme de droite de (1). On le fait ligne par ligne c’est-a`-dire que l’on
conside`re pour j ∈ [0, T ] de´croissant, l’ensemble C(ζ,A+ j,B + j, T − j) qui n’est autre que les T − j
premie`res lignes du tableau repre´sentant C(ζ,A,B, T ). Pour j = T , l’ensemble que l’on vient de de´finir
est vide. Et progressivement sur j de´croissant de T a` 0, on va montrer que Jacx∈C(ζ,A+j,B+j,T−j) du
terme de droite de (2) vaut :
< ρ| |ζB , · · · , ρ| |−ζA > ×
Jacx∈C(ζ,A+j,B+j,T−j)π(ψ
′, ǫ′, (ρ,A − 1, B + 1, ζ, t1 − 1, η1), (ρ,A+ T,B + T, ζ, t2, η2)). (2)j
Pour j = T , il n’y a rien a` de´montrer. On l’admet pour j ≥ 1 et on le de´montre pour j − 1 ; comme
j ≥ 1, par de´finition
Jacx∈C(ζ,A+j,B+j,T−j)π(ψ
′, ǫ′, (ρ,A− 1, B + 1, ζ, ℓ1 − 1, η1), (ρ,A + T,B + T, ζ, ℓ2, η2)) =
π(ψ′, ǫ′, t′, η′, (ρ,A− 1, B + 1, ζ, ℓ1 − 1, η1)(ρ,A + j,B + j, ζ, ℓ2, η2)).
On passe de j a` j−1 en rajoutant la ligne ζ(B+j), · · · , ζ(A+j). Il faut donc calculer Jacx∈[ζ(B+j),ζ(A+j)]
du re´sultat pour j pour obtenir Jacx∈C(ζ,A+j−1,B+j−1,T−j+1).
On de´compose donc l’intervalle [ζ(B + j), ζ(A + j)] en trois sous-ensembles Ei pour i ∈ [1, 3] tel
que : Jacx∈E1Jac
d
x∈−tE2
< ρ| |ζB , · · · , ρ| |−ζA > 6= 0 et
Jacx∈E3π(ψ
′, ǫ′, ℓ′, η′, (ρ,A− 1, B + 1, ζ, ℓ1 − 1, η1)(ρ,A + j,B + j, ζ, ℓ2, η2)) 6= 0.
L’e´le´ment ζ(A + j) ne peut eˆtre que dans E3 pour des raisons de support cuspidal. On note ζB0 l’
e´le´ment de E3 qui satisfait [ζB0, ζ(A+ j)] ∈ E3 et ζ(B0−1) /∈ E3 ; un tel e´le´ment existe ne´cessairement.
Comme ζ(B0 − 1) /∈ E3, la non nullite´ relative a` E3 ne´cessite que
Jacx∈[ζ(B0),ζ(A+j)]π(ψ
′, ǫ′, ℓ′, η′, (ρ,A − 1, B + 1, ζ, ℓ1 − 1, η1)(ρ,A + j,B + j, ζ, ℓ2, η2)) 6= 0.
D’apre`s 2.2, il exite donc (ρ,A′′, B′′, ζ ′′) ∈ Jord(ψ′) ∪ {(ρ,A− 1, B + 1, ζ), (ρ,A+ j,B + j, ζ)} tel que
ζB0 = ζ
′′B′′. Comme B0 ∈ [B,A+ T ] et que l’on sait que ψ est de restriction discre`te a` la diagonale,
(ρ,A′′, B′′, ζ ′′) ne peut eˆtre que (ρ,B+1, A−1, ζ) ou (ρ,B+ j,A+ j, ζ). Si j = 1, les 2 possibilite´s sont
les meˆmes et si j > 1, seul la deuxie`me est possible. Donc dans tous les cas, B0 = B + j et E3 = E .
On a donc bien prouve´ (2)j pour tout j.
On suppose maintenant que l’on a aussi ℓ2 6= 0 ; on continue les calculs pre´ce´dents en utilisant
l’inclusion :
π(ψ′, ǫ′, ℓ′, η′, (ρ,A − 1, B + 1, ζ, ℓ1 − 1, η1)(ρ,A+ T,B + T, ℓ2, η2)) →֒< ρ| |
ζ(B+T ), · · · , ρ| |−ζ(A+T ) >
×π(ψ′, ǫ′, ℓ′, η′, (ρ,A − 1, B + 1, ζ, ℓ1 − 1, η1), (ρ,A + T − 1, B + T + 1, ζ, ℓ2 − 1, η2)). (3)
On garde les notations pre´ce´dentes et ici on de´montre de proche en proche sur j de´croissant que
Jacx∈C(ζ,A+j,B+j,T−j)(3) =< ρ| |
ζ(B+j), · · · , ρ| |−ζ(A+j) > ×
π(ψ′, ǫ′, ℓ′, η′, (ρ,A − 1, B + 1, ζ, ℓ1 − 1, η1), (ρ,A − 1 + j,B + 1 + j, ζ, ℓ2 − 1, η2)). (4)j
On suppose cette expression connue pour j ≥ 1 et on la de´montre pour j − 1, c’est a` dire qu’il faut
calculer Jacx∈[ζ(B+j),ζ(A+j)] du terme de droite (4)j . On de´compose encore [ζ(B + j), ζ(A + j)] en 3
sous-ensembles Ei pour i ∈ [1, 3] tel que :
Jacx∈E1Jac
d
x∈−tE2
< ρ| |ζ(B+j), · · · , ρ| |−ζ(A+j) > 6= 0
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Jacx∈E3π(ψ
′, ǫ′, ℓ′, η′, (ρ,A− 1, B + 1, ζ, ℓ1 − 1, η1), (ρ,A − 1 + j,B + 1 + j, ζ, ℓ2 − 1, η2)) 6= 0.
L’e´le´ment ζ(B + j) ne peut eˆtre dans E3 par les proprie´te´s des blocs de Jordan de ψ
′ (cf. 2) ; ainsi il
est dans E1 car il ne peut eˆtre le premier e´le´ment de E2 ; si E1 n’est pas re´duit a` ζ(B + j) il contient
ζ(B + j − 1) ; c’est impossible puisque cet e´le´ment n’est pas dans l’intervalle. Ainsi E1 = {ζ(B + j)}.
L’ensemble E2 s’il n’est pas vide a comme premier e´le´ment ζ(A+j) et il sera donc alors ne´cessairement
re´duit a` cet e´le´ment ; donc E3 contient au moins [ζ(B+j+1), ζ(A+j−1)]. Ainsi le module de Jacquet
cherche´ est
Jacζ(A+j)
(
< ρ| |ζ(B+j−1), · · · , ρ| |−ζ(A+j) > ×
Jacζ(B+j+1),··· ,ζ(A+j−1)π(ψ
′, ǫ′, ℓ′, η′, (ρ,A−1, B+1, ζ, ℓ1−1, η1), (ρ,A−1+ j,B+1+ j, ζ, ℓ2−1, η2))
)
et la deuxie`me ligne n’est autre par de´finition que
π(ψ′, ǫ′, ℓ′, η′, (ρ,A − 1, B + 1, ζ, ℓ1 − 1, η1), (ρ,A − 2 + j,B + j, ζ, ℓ2 − 1, η2)).
D’apre`s 2.2, le Jacζ(A+j) de cette repre´sentation est nulle et c’est donc E2 qui contient ζ(A+ j). On
obtient alors (2)j−1, comme cherche´.
Avec ces 2 e´tapes, on a montre´ que si ℓ1ℓ2 6= 0, Jacx∈C(ζ,A,B,T )π(ψ, ǫ, ℓ, η) est soit nul soit est un
sous-module de :
< ρ| |ζB , · · · , ρ| |−ζA > × < ρ| |ζB , · · · , ρ| |−ζA >
×Jacx∈C(ζ,A−1,B+1,T )π(ψ
′, ǫ′, t′, η′, (ρ,A−1, B+1, ζ, t1−1, η1), (ρ,A+T−1, B+T+1, ζ, t2−1, η2)). (4)
On peut appliquer la proposition par re´currence pour savoir que (4) est non nul pre´cise´ment quand
ℓ1 − 1 = ℓ2 − 1 et η1η2 = (−1)
A−B+2 = (−1)A−B . Ce sont exactement les conditions ne´cessaires de
l’e´nonce´ pour la non nullite´.
Reste a` de´montrer qu’elles sont suffisantes ; cela vient a` remonter les constructions pre´ce´dentes.
On suppose donc que ℓ1 = ℓ2 et que η1η2 = (−1)
A−B . Par re´currence, on sait alors que
π(ψ′, ǫ′, ℓ′, η′, (ρ,A−1, B+1, ζ, ℓ1−1, η1), (ρ,A+T−1, B+T+1, ζ, ℓ2−1, η2)) →֒ S(ζ,A−1, B+1, T )×τ,
ou` τ est une repre´sentation convenable, irre´ductible non nulle.
D’ou` par de´finition, l’inclusion de π(ψ, ǫ, ℓ, η) dans
< ρ| |ζB , · · · , ρ| |−ζA > × < ρ| |ζ(B+T ), · · · , ρ| |−ζ(A+T ) > ×S(ζ,A− 1, B + 1, T )× τ. (5)
Il faut rappeler que la repre´sentation S(ζ,A− 1, B + 1, T ) est associe´e au tableau :
ζ(B + T + 1) · · · ζ(A+ T − 1)
...
...
...
ζ(B + 2) · · · ζA
Ce sont donc des formules standard qui prouvent l’irre´ductibilite´ de l’induite dans un GL convenable
de
< ρ| |ζB, · · · , ρ| |−ζA > ×S(ρ,A− 1, B + 1, T )
et de < ρ| |−ζ(A+1), · · · , ρ| |−ζ(A+T ) > ×S(ρ,A− 1, B + 1, T ). On utilise l’inclusion
< ρ| |ζB , · · · , ρ| |−ζA > × < ρ| |ζ(B+T ), · · · , ρ| |−ζ(A+T ) >→֒
< ρ| |ζB , · · · , ρ| |−ζA > × < ρ| |ζ(B+T ), · · · , ρ| |−ζA > × < ρ| |−ζ(A+1), · · · , ρ| |−ζ(A+T ) >
≃< ρ| |ζ(B+T ), · · · , ρ| |−ζA > × < ρ| |ζB , · · · , ρ| |−ζA > × < ρ| |−ζ(A+1), · · · , ρ| |−ζ(A+T ) >
→֒< ρ| |ζ(B+T ), · · · , ρ| |ζ(B+1) > × < ρ| |ζB, · · · , ρ| |−ζA > × < ρ| |ζB , · · · , ρ| |−ζA > ×
< ρ| |−ζ(A+1), · · · , ρ| |−ζ(A+T ) >;
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et l’inclusion (5) se prolonge en une inclusion dans l’induite
< ρ| |ζ(B+T ), · · · , ρ| |ζ(B+1) > ×S(ρ,A− 1, B + 1, T )
× < ρ| |ζB , · · · , ρ| |−ζA > × < ρ| |ζB , · · · , ρ| |−ζA > × < ρ| |−ζ(A+1), · · · , ρ| |−ζ(A+T ) > ×τ.
On a besoin de savoir que
< ρ| |−ζ(A+1), · · · , ρ| |−ζ(A+T ) > ×τ ≃< ρ| |ζ(A+T ),··· ,ρ| |
ζ(A+1)
> ×τ.
Pour cela il suffit de savoir que ρ| |x×τ ≃ ρ| |−x×τ pour tout x ∈ [(A+1), (A+T )]. Or comme Jacxτ =
0, le terme de gauche a un unique sous-module irre´ductible et il intervient avec multiplicite´ 1 comme
sous-quotient de l’induite ρ| |x×τ . De meˆme Jac−xτ = 0 et il suffit donc de montrer que le sous-module
irre´ductible du terme de gauche est le sous-module irre´ductible du terme de droite. Le plus simple ici
est d’utiliser une description de τ comme sous-module de l’induite S(ρ,A − 1, B + 1, ζ) × π(ψ′, ǫ′) et
donc de la proposition 4 par re´currence ; on peut donc admettre cela. Par hypothe`se π(ψ′, ǫ′) s’obtient
a` partir d’un morphisme de restriction discre`te. Dans le cas de restriction discre`te a` la diagonale, on
a la proprie´te´ plus ge´ne´rale :
Soit x > 0 tel que 2x − 1 ne soit pas un bloc de Jordan de la restriction a` la diagonale d’un
morphisme ψ˜′. Alors ρ| |x × π(ψ˜′, ǫ˜′) est irre´ductible pour tout choix de ǫ˜′ (cf. [14], 6.4)
Par les proprie´te´s standard dans les groupes line´aires, l’induite
< ρ| |ζB, · · · , ρ| |−ζA > × < ρ| |ζ(A+T ), · · · , ρ| |ζ(A+1) >
est irre´ductible (en effet pour tout z ∈ [ζB,−ζA] et tout z′ ∈ [ζ(A+T ), ζ(A+1)], |z−z′| ≥ |B−A−1| >
1).
On trouve ainsi une inclusion de π(ψ, ǫ, ℓ, η) dans
< ρ| |ζ(B+T ), · · · , ρ| |−ζA > ×S(ρ,A− 1, B + 1, T )× < ρ| |ζ(A+T ), · · · , ρ| |ζ(A+1) >
× < ρ| |ζB , · · · , ρ| |−ζA > ×τ.
On remplace encore l’induite < ρ| |ζ(B+T ), · · · , ρ| |−ζA > par son inclusion dans
< ρ| |ζ(B+T ), · · · , ρ| |ζ(B+1) > × < ρ| |ζB , · · · , ρ| |−ζA >
et on peut encore faire commuter comme ci-dessus pour obtenir une inclusion de π(ψ, ǫ, ℓ, η) dans
< ρ| |ζ(B+T ), · · · , ρ| |ζ(B+1) > ×S(ρ,A− 1, B + 1, T )× < ρ| |ζ(A+T ), · · · , ρ| |ζ(A+1) > (5)
× < ρ| |ζB , · · · , ρ| |−ζA > × < ρ| |ζB , · · · , ρ| |−ζA > ×τ.
La non nullite´ de Jacx∈C(ζ,A,B,T )π(ψ, ǫ, ℓ, η) vient de la re´ciprocite´ de Frobenius et de (5). D’ou` la non
nullite´ annonce´e dans l’e´nonce´.
On suppose maintenant que ℓ2 = 0 en gardant l’hypothe`se que ℓ1 6= 0. Montrons que le module
de Jacquet cherche´ est 0. On revient au de´but de la de´monstration pre´ce´dente. On conside`re le sous-
tableau de C forme´ des T − 1 premie`res lignes et des A − B − 1 premie`res colonnes ; ceci n’est autre
que C(ζ,A− 1, B + 1, T − 1). D’autre part comme ℓ2 = 0, le bloc (ρ,A+ T,B + T, ζ, ℓ2, η2) peut eˆtre
remplace´ par l’ensemble des blocs ∪C∈[A+T,B+T ](ρ,C,C, ζ, η2(−1)
C−B−T ) et on peut donc remplacer
(ρ,A+T,B+T, ζ, ℓ2, η2) par les 3 blocs (ρ,A+T−2, B+T, ζ, t = 0, η2), (ρ,A+T,A+T, ζ, η(−1)
A−B),
(ρ,A+ T − 1, A+ T − 1, ζ, η2(−1)
A−B−1). Raisonnons par l’absurde. Le calcul de´ja` fait montre que la
non nullite´ cherche´e ne´cessite aussi que
Jacx∈C(ζ,A−1,B+1,T−1)π(ψ
′, ǫ′, (ρ,A− 1, B + 1, ζ, ℓ1 − 1, η1), (ρ,A + T − 2, B + T, ζ, ℓ2 = 0, η),
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(ρ,A+ T,A+ T, ζ, η2(−1)
A−B), (ρ,A + T − 1, A+ T − 1, ζ, η2(−1)
A−B−1)) 6= 0.
Par re´currence cela force ℓ1 − 1 = 0 et la condition η2 = η1(−1)
A−B−2.
On de´finit le tableau :
T :=
ζB · · · −ζA
ζ(B + T ) · · · ζ(B + 1) · · · −ζ(A− 1)
...
...
...
...
...
ζ(A+ T − 2) · · · ζ(A− 1) · · · −ζ(B + 1)
ζ(A+ T − 1) · · · ζA
ζ(A+ T ) · · · ζ(A+ 1).
Il lui correspond une unique repre´sentation irre´ductible du GL convenable, base´e sur ρ que l’on note
σT . On veut montrer que π(ψ, ǫ, ℓ, η) est alors un sous-module irre´ductible de
σT × π(ψ
′, (ρ,A − 1, A− 1, ζ, η(−1)A−B−1), (ρ,A,A, ζ, η(−1)A−B )).
Si on admet cela, on peut conclure a` la nullite´ de Jacx∈C(ζ,A,B,T )π(ψ, ǫ, ℓ, η) car ceci est de´ja` vrai pour
l’induite ci-dessus : en effet, il suffit de remarquer que Jacζ(B+T ),··· ,ζ(B+1) de cette induite est nul (on
a pris la premie`re colonne de C(ζ,A,B, T )) et ceci re´sulte des formules standards.
Il faut donc montrer cette inclusion. Comme on sait de´ja` que ℓ1 = 1 et ℓ2 = 0 avec η1η2 = (−1)
A−B ,
on peut e´crire π(ψ, ǫ, ℓ, η) comme sous-module irre´ductible de l’induite
< ρ| |ζB , · · · , ρ| |−ζA > ×
( ζ(B + T ) · · · ζ(B + 1) · · · −ζ(A− 1)
...
...
...
...
...
ζ(A+ T − 2) · · · ζ(A− 1) · · · −ζ(B + 1)
)
×π(ψ′, ǫ′, ℓ′, η′, (ρ,A+ T − 1, A+ T − 1, ζ,−η), (ρ,A + T,A+ T, ζ, η)).
On peut remplacer la premie`re ligne ci-dessus par le sous-module irre´ductible de l’induite e´crite car
sinon on aurait une inclusion dans
< ρ| |ζB , · · · , ρ| |−ζ(A−1) > ×
( ζ(B + T ) · · · ζ(B + 1) · · · −ζ(A− 1)
...
...
...
...
...
ζ(A+ T − 2) · · · ζ(A− 1) · · · −ζ(B + 1)
)
×
ρ| |−ζA × π(ψ′, ǫ′, ℓ′, η′, (ρ,A+ T − 1, A+ T − 1, ζ,−η), (ρ,A + T,A+ T, ζ, η)).
Mais l’induite de cette deuxie`me ligne est isomorphe a`
ρ| |ζA × π(ψ′, (ρ,A+ T − 1, A+ T − 1, ζ,−η), (ρ,A + T,A+ T, ζ, η))
et on ve´rifie alors que l’on aurait JacζAπ(ψ, ǫ, ℓ, η) 6= 0. Ceci est impossible d’apre`s 2.2. C’e´tait le
point cle´. La suite re´sulte de l’inclusion :
π(ψ′, ǫ′, ℓ′, η′, (ρ,A+ T − 1, A+ T − 1, ζ,−η), (ρ,A + T,A+ T, ζ, η)) →֒
< ρ| |ζ(A+T−1), · · · , ρ| |ζA > × < ρ| |ζ(A+T ), · · · , ρ| |ζ(A+1) > ×
π(ψ′, (ρ,A − 1, A− 1, ζ,−η), (ρ,A,A, ζ, η))
et des factorisations usuelles.
Conside´rons maintenant le cas ou` ℓ1 = 0. On regarde d’abord le cas ou` ℓ2 6= 0. Ici,
π(ψ, ǫ, ℓ, η) →֒< ρ| |ζ(B+T ), · · · , ρ| |−ζ(A+T ) > ×
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π(ψ′, ǫ′, ℓ′, η′, (ρ,A,B, ζ, ℓ1 = 0, η1), (ρ,A + T − 1, B + T + 1, ζ, ℓ2 − 1, η2)). (6)
On calcule le module de Jacquet Jacx∈C(ζ,A,B,T ) de l’induite de droite et on trouve par des calculs
analogues a` ceux de´ja` faits :
< ρ| |ζB , · · · , ρ| |−ζA > ×Jacx∈C(ζ,A−1,B+1,T )π(ψ
′, (ρ,A,B, ζ, ℓ1, η1), (ρ,A−1+T,B+1+T, ℓ2−1, η2)).
Comme ℓ1 = 0, on peut remplacer (ρ,A,B, ζ, ℓ1, η1) par ∪C∈[B,A](ρ,C,C, ζ, η1(−1)
C−B) et donc encore
par (ρ,B,B, ζ, η1), (ρ,B + 1, B + 1, ζ,−η1), (ρ,A,B + 2, ζ, ℓ = 0, η1). On remarque que (ρ,A − 1 +
T,B + 1 + T, ℓ2 − 1, η2) = (ρ,A + (T − 1), B + 2 + (T − 1), t2 − 1, η2). Or C(ζ,A,B + 2, T − 1) est
pre´cise´ment l’ensemble des T −1 premie`res lignes de C(ζ,A−1, B+1, T ). Par re´currence, on sait donc
que pour que Jacx∈C(ζ,A,B,T ) du premier membre de (4) soit non nul, il faut ne´cessairement que ℓ2 = 1
et η2 = η1(−1)
A−B . Ayant cela, on montre l’existence d’une inclusion de π(ψ, ǫ, ℓ, η) dans
( ζ(B + T ) · · · ζ(B + 2) · · · −ζ(A+ 1) · · · −ζ(A+ T )
ζ(B + T + 1) · · · ζ(B + 3) · · · −ζA
...
...
...
ζ(A+ T − 1) · · · ζ(A+ 1) · · · −ζ(B + 2)
)
×
π(ψ′, (ρ,B,B, ζ, η1), (ρ,B + 1, B + 1, ζ,−η1)),
ou` la matrice signifie en fait la repre´sentation associe´e par Zelevinky a` cet ensemble de segments. Pour
tout x ∈ [−ζ(A + 2),−ζ(A + T )] l’induite ρ| |x × π(ψ′, (ρ,B,B, ζ, η1), (ρ,B + 1, B + 1, ζ,−η1)) est
irre´ductible. On peut remplacer l’inclusion ci-dessus par une inclusion dans l’induite :
( ζ(B + T ) · · · ζ(B + 2) · · · −ζ(A+ 1)ζ(B + T + 1) · · · ζ(B + 3) · · · −ζA
...
...
...
ζ(A+ T − 1) · · · ζ(A+ 1) · · · −ζ(B + 2)
ζ(A+ T ) · · · ζ(A+ 2)
)
×
π(ψ′, (ρ,B,B, ζ, η1), (ρ,B + 1, B + 1, ζ,−η1)).
La difficulte´ vient de ce que Jacx∈C(ζ,A,B,T ) de la repre´sentation induite e´crite n’est pas nulle. Il
faut factoriser diffe´remment ; on sort les 2 dernie`res colonnes de la matrice, c’est-a`-dire que l’on e´crit
π(ψ, ǫ, ℓ, η) comme sous-module irre´ductible de l’induite :
( ζ(B + T ) · · · ζ(B + 2) · · · −ζ(A− 1)ζ(B + T + 1) · · · ζ(B + 3) · · · −ζ(A− 2)
...
...
...
ζ(A+ T − 1) · · · ζ(A+ 1) · · · −ζ(B)
ζ(A+ T ) · · · ζ(A+ 2)
)
(7)
× < ρ| |−ζA, · · · , ρ| |−ζ(B+1) > × < ρ| |−ζ(A+1), · · · , ρ| |−ζ(B+2) > (8)
×π(ψ′, (ρ,B,B, ζ, η1), (ρ,B + 1, B + 1, ζ,−η1)). (8)
′
On peut remplacer (8)× (8)’ par un sous-quotient irre´ductible, τ ′′. Mais en utilisant 2.2, on sait que
Jacxτ
′′ = 0 pour tout x ∈]ζB, ζ(A+T )]. On calcule d’abord Jacx∈C(ζ,B+1,A+1,T−1) de l’induite (7)×τ
′′
et on trouve l’induite ( ζ(B + 1) · · · −ζ(A− 1)
...
...
...
ζA · · · −ζB
)
× τ ′′
et quand on applique Jacζ(B+1),··· ,ζ(A+1) a` ce re´sultat, on trouve 0. C’est ce que l’on voulait.
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On est donc maintenant ramene´ au cas ℓ1 = ℓ2 = 0 et il faut montrer que la condition η1 =
η2(−1)
A−B est la condition ne´cessaire et suffisante pour que le module de Jacquet soit non nul.
Ici π(ψ, ǫ, ℓ, η) n’est autre que π(ψ′, ǫ′, ℓ′, η′,∪C∈[B,A](ρ,C,C, ζ, η1(−1)
C−B),∪C′∈[B,A](ρ,C
′ + T,C ′ +
T, ζ, η2(−1)
(C′−B))). La non nullite´ du module de Jacquet cherche´ ne´cessite d’abord la non nul-
lite´ du module de Jacquet relativement a` la premie`re colonne du tableau C(ζ,A,B, T ) c’est a` dire
Jacζ(B+T ),··· ,ζ(B+1) et a fortiori la non nullite´ du Jacζ(B+T ),···ζ(A+1) de cette repre´sentation. Or par
de´finition cette non nullite´ est exactement e´quivalente a` ce que la valeur du caracte`re sur le bloc
(ρ,A,A, ζ) soit la meˆme que sur le bloc (ρ,B+T,B+T, ζ) ; c’est-a`-dire pre´cise´ment η1(−1)
(A−B) = η2.
Quand cette e´galite´ est ve´rifie´e, on a une inclusion :
π(ψ′, ǫ′, ℓ′, η′,∪C∈[B,A](ρ,C,C, ζ, η1(−1)
C−B),∪C′∈[B,A](ρ,C
′ + T,C ′ + T, ζ, η2(−1)
(C′−B))) →֒
< ρ| |ζ(B+T ), · · · , ρ| |−ζA > × · · · × < ρ| |ζ(B+T+ℓ), · · · , ρ| |−ζ(A−ℓ) > × · · · × < ρ| |ζ(A+T ), · · · , ρ| |−ζB >
(9)
×π(ψ′, ǫ′, ℓ′, η′).
Il est maintenant facile de conclure. Allons un peu plus loin. On peut remplacer l’induite dans (9) par
un sous-quotient irre´ductible mais ce sous-quotient, σ, doit ve´rifier que si Jacxσ 6= 0 alors x = ζ(B+T ).
Cela veut dire que l’on peut remplacer (9) par l’unique repre´sentation base´e sur ρ associe´e au tableau :
ζ(B + T ) · · · −ζA
...
...
...
ζ(A+ T ) · · · −ζB.
En calculant Jacx∈C(ζ,A,B,T ), on trouve l’inclusion, pour η = ± :
Jacx∈C(ζ,A,B,ζ)π(ψ
′, ǫ′, ℓ′, η′, (ρ,A,B, ζ, 0, η), (ρ,A+T,B+T, ζ, 0, η(−1)(A−B))) →֒ S(ρ,A,B, ζ)×π(ψ′).
Remarque : On vient donc de construire 2 sous-modules irre´ductibles non nuls de l’induite de droite.
L’objet du paragraphe 4 est de montrer que cette induite est semi-simple constitute´e de tous les sous-
modules irre´ductibles Jacx∈C(ζ,A,B,T )(π(ψ
′, (ρ,A,B, ζ, ℓ, η), (ρ,A+T,B +T, ζ, ℓ, η(−1)(A−B)))) quand
ℓ et η varient.
4 Induction
On fixe ψ′, ǫ′, ℓ′, η′ permettant de de´finir, π′ := π(ψ′, ǫ′, ℓ′, η′) une repre´sentation irre´ductible ou 0
d’un groupe de meˆme type que G ; et on suppose ici que π′ 6= 0. On fixe aussi un quadruplet (ρ,A,B, ζ)
ayant la proprie´te´ de parite´. On suppose que pour tout (ρ,A′, B′, ζ ′) ∈ Jord(ψ′) on a soit A′ < B soit
B′ >> A. On posera aussi ψ′ pour l’ensemble des donne´es ψ′, ǫ′, ℓ′, η′.
Proposition : L’induite S(ρ,A,B, ζ)×π′ est semi-simple de longueur A−B+2. Ses constituants
sont l’ensemble des repre´sentations
Jacx∈C(ζ,A,B,T )(π(ψ
′, (ρ,A,B, ζ, ℓ, η), (ρ,A + T,B + T, ζ, ℓ, η(−1)(A−B))))
quand ℓ varie dans [0, [(A −B + 1)/2]] et η = ±.
Si A − B est impair, on peut alors avoir ℓ = (A − B + 1)/2 et dans ce cas, il n’y a pas de η. Et
on ve´rifie facilement que nous avons bien de´fini A − B + 2 parame`tres : en effet si A − B est pair,
il y a (A − B)/2 + 1 valeurs de ℓ et pour chaque valeurs de ℓ, 2 valeurs de η, ce qui donne bien
A−B + 2 parame`tres. Tandis que si A−B est impair, il y a (A−B + 1)/2 + 1 valeurs de ℓ et pour
toute valeurs de ℓ sauf exactement 1, il y a 2 valeurs de η, pour l’autre η n’intervient pas ; on a donc
2(A−B + 1)/2 + 1 = A−B + 2 parame`tres.
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Remarque : On rappelle que (ρ,A,B, ζ) est associe´ a` une repre´sentation irre´ductible de WF ×
SL(2,C) × SL(2,C) qui est un produit tensoriel de la repre´sentation ρ vue comme repre´sentation de
WF et de 2 repre´sentations de SL(2,C) l’une de dimension, disons a, l’autre de dimension disons b.
Dans cette interpre´tation A−B + 2 = inf(a, b) + 1.
On pose σ := S(ρ,A,B, ζ) × π′. Voici une description de la preuve.
1- On montrera ci-dessous (cf. 4.1) que les A − B + 2 repre´sentations de´crites dans l’e´nonce´ sont
des sous-quotients tous disctincts de σ.
2- On montrera que l’ensemble des sous-modules irre´ductibles de σ est un inclus dans l’ensemble
des repre´sentations de´crites dans l’e´nonce´.
Donc si on sait que σ est semi-simple, la proposition est de´montre´e. Or on saurait que σ est semi-
simple si l’on sait que π′ est unitaire ; ce serait une hypothe`se tout a` fait raisonable, car π′ est associe´e
a` un parame`tre de restriction discre`te a` la diagonale, que l’on sait transfe´rer ces repre´sentations mises
en paquet a` un groupe line´aire convenable de`s que l’on sait le faire pour les se´ries discre`tes ; il faudrait
encore une comparaison des formules de traces globales et on re´aliserait ainsi π′ comme composante
locale d’une forme automorphe de carre´ inte´grable ; ce sont les ide´es d’Arthur, cf. par exemple [2].
Toutefois, il manque encore les lemmes fondamentaux et les lemmes fondamentaux ponde´re´s, nous
allons donc nous passer de cette hypothe`se. On connaˆıt quand meˆme l’unitarite´ si π′ est une se´rie
discre`te.
On donne donc une de´monstration qui ne suppose pas l’unitarite´ de π′. On remplace l’unitarite´
par l’utilisation d’une dualite´. En effet, on montrera que σ est autoduale pour une dualite´ que l’on
pre´cisera (essentiellement la contragre´diente) ; cela entraˆıne que tout sous-module irre´ductible de σ est
isomorphe a` un quotient irre´ductible de σ ; si un tel sous-module n’est pas facteur direct, il intervient
donc avec multiplicite´ au moins 2. Ainsi il est e´quivalent de de´montrer que σ est semi-simple et que
toute repre´sentation de l’e´nonce´ intervient avec multiplicite´ 1 comme sous-quotient irre´ductible de
σ. C’est cette 2e proprie´te´ que l’on rame`ne a` son analogue quand ψ′ est le parame`tre d’un paquet
de se´ries discre`tes ; dans ce cas, on a l’unitarite´, donc la semi-simplicite´ et donc la proprie´te´ sur les
multiplicite´s.
4.1 Description de certains sous-quotients
On note I l’ensemble des repre´sentations
τℓ,η := Jacx∈C(ζ,A,B,T )(π(ψ
′, (ρ,A,B, ζ, ℓ, η), (ρ,A + T,B + T, ζ, ℓ, η(−1)(A−B)))),
quand ℓ et η varient. On garde les notations σ, π′, ψ′ introduites ci-dessus.
Lemme : Toute repre´sentation de I intervient comme sous-quotient de σ.
On calcule JacζB,··· ,−ζAσ et on trouve (comme semi-simplifie´) la somme de l’induite, ou` le tableau
e´crit doit eˆtre vu comme la repre´sentation associe´e :
( ζ(B + 1) · · · −ζ(A− 1)
... · · ·
...
ζA · · · −ζB
)
× π′
⊕
( ζB · · · −ζA
... · · ·
...
ζ(A− 1) · · · −ζ(B + 1)
)
× π′.
Pour avoir ce re´sultat, il faut couper l’intervalle [ζB,−ζA] en trois sous-ensembles Ei, pour i = 1, 2, 3
tels que (en utilisant l’autodualite´ de S(ρ,A,B, ζ))
Jacx∈E1S(ρ,A,B, ζ) 6= 0; Jacx∈−tE2S(ρ,A,B, ζ) 6= 0; Jacx∈E3π
′ 6= 0.
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On sait graˆce a` 2.2 que ζB n’est pas dans E3 ; d’apre`s les formules standard si Ei 6= ∅ que i = 1 ou 2
alors ζB est le premier e´le´ment de Ei. Ainsi soit E1 soit E2 est vide et l’autre ensemble contient ζB.
On sait aussi que −ζA /∈ E3 (cf [14], 3.4) c’est donc un e´le´ment du Ei pour i = 1 ou 2 qui est non vide.
Mais alors cet ensemble contient tout le segment [ζB,−ζA] par les formules standard ; l’e´ventualite´
E1 6= ∅ donne le premier terme et E2 6= ∅ donne le deuxie`me terme. La meˆme de´monstration calcule
JacζB,··· ,−ζAJacζB,··· ,−ζAσ (1)
et on trouve exactement 2 copies de σ′ := S(ρ,A − 1, B + 1, ζ) × π′. On connaˆıt, par re´currence sur
A−B, la structure de cette repre´sentation.
Puisque (1) est non nul, il existe un sous-quotient τ ′ de σ tel que
JacζB,··· ,−ζAJacζB,··· ,−ζAτ
′ 6= 0.
La re´ciprocite´ de Frobenius entraˆıne alors l’existence d’une repre´sentation irre´ductible τ ′′ et d’une
inclusion de τ ′ dans l’induite
ρ| |ζB × · · · × ρ| |−ζA × ρ| |ζB × · · · × ρ| |−ζA × τ ′′.
Et par exactitude du foncteur de Jacquet τ ′′ est un sous-quotient irre´ductible de S(ρ,A−1, B+1, ζ)×π′
ainsi τ ′′ correspond a` des donne´es ℓ′ et η quand on remplace (A,B) par (A− 1, B+1). On ve´rifie que
l’inclusion ci-dessus se factorise par le sous-module
< ρ| |ζB , · · · , ρ| |−ζA > × < ρ| |ζB, · · · , ρ| |−ζA > ×τ ′′, (2)
simplement car pour tout x ∈]ζB,−ζA], Jacx,··· ,−ζAσ = 0 et donc aussi pour τ
′. On a vu que (2) a
un unique sous-module irre´ductible qui est l’e´le´ment de I correspondant a` ℓ′ + 1 et η. Mais quand on
calcule
JacζB,··· ,−ζAJacζB,··· ,−ζAτ
′
on trouve exactement τ ′′ avec multiplicite´ 2. Pour e´puiser tous les sous-quotients, τ de σ ve´rifiant
JacζB,··· ,−ζAJacζB,··· ,−ζAτ 6= 0, il faut donc intervenir toutes les valeurs de ℓ
′ ∈ [0, [(A−B+1)/2]− 1]
et de η′ possibles. On obtient donc tous les e´le´ments de I tels que ℓ ≥ 1.
On a vu dans la remarque a` la fin de 3.4 que les 2 repre´sentations de I pour lesquelles ℓ = 0 sont
des sous-modules irre´ductibles de σ et cela termine la preuve du lemme.
4.2 Description de certains sous-modules
On garde la notation τℓ,η introduite dans 4.1. On note S− l’unique sous-module irre´ductible associe´
a` l’ensemble ordonne´ (de haut en bas) de segments base´s sur ρ
ζB · · · −ζA
...
...
...
ζ(A− 1) · · · −ζB
.
Et on a une inclusion de S(ρ,A,B, ζ) dans S−× < ρ| |
ζA, · · · , ρ| |−ζB >. On sait de´composer la
repre´sentation < ρ| |ζA, · · · , ρ| |−ζB > ×π′ ; en effet cette repre´sentation est de longueur 3 exactement,
contenant les 2 sous-modules irre´ductibles, π(ψ′, (ρ,A,A, ζ, ǫ), (ρ,B,B, ζ, ǫ)) pour ǫ = ±1 et l’unique
sous-module irre´ductible, πu, de l’induite < ρ| |
ζB , · · · , ρ| |−ζA > ×π′.. En effet, un tel re´sultat est
connu si A = B + 1, dans ce cas, πu = π(ψ
′, (ρ,B + 1, B, ζ,+)) et on a de´crit la de´composition de
cet e´le´ment dans le groupe de Grothendieck dans [14] et c’est exactement ce que nous avons anonce´.
Si A > B + 1, on de´montre que pour tout sous-quotient irre´ductible de l’induite, τ , JacζAτ 6= 0 ;
je ne vois pas d’autre de´monstration que celle donne´e en [14], c’est-a`-dire se ramener au cas ou` π′
est cuspidal. Le cas ou` π′ est cuspidal est facile car ρ| |ζA × π′ est irre´ductible ; ceci permet alors de
remplacer A par A− 1 et de conclure par re´currence.
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On note πd la somme des 2 sous-modules irre´ductibles de´finis ci-dessus et πu le quotient irre´ductible
de´ja` introduit. On a donc une suite exacte :
0→ S− × πd → S−× < ρ| |
ζA, · · · , ρ| |−ζB > ×π′ → S− × πu → 0.
D’autre part σ est une sous-repre´sentation de la repre´sentation du milieu ; on note σd l’intersection de
σ avec S− × πd et σu l’image de σ dans S− × πu. On a donc la suite exacte :
0→ σd → σ → σu → 0.
Lemme : Les sous-modules irre´ductibles de σd sont exactement les repre´sentations τℓ=0,η pour η = ±1
et les sous-modules irre´ductibles de σu sont de la forme τℓ,η pour ℓ > 0 chacune apparaissant au plus
une fois.
L’assertion concernant les sous-modules de σu est la plus simple. En effet un sous-module irre´ductibles
de σu est aussi un sous-module irre´ductible de S− × πu et donc de
S−× < ρ| |
ζB , · · · , ρ| |−ζA > ×π′.
On utilise le fait que la repre´sentation S−× < ρ| |
ζB, · · · , ρ| |−ζA > est irre´ductible (cf. 8.2) et on
peut donc e´changer les facteurs. Ainsi tout sous-module irre´ductible de S− × πu est certainement un
sous-module irre´ductible de l’induite
< ρ| |ζB , · · · , ρ| |−ζA > × < ρ| |ζB , · · · , ρ| |−ζA > ×S(ρ,A− 1, B + 1, ζ)××π′.
On a de´ja` montre´ que ces sous-modules irre´ductibles sont exactement de la forme τℓ,η avec ℓ > 0. Cela
de´montre, a fortiori, la 2e partie du lemme.
Montrons maintenant l’assertion concernant σd ; il suffit de de´montrer que cette repre´sentation a au
plus 2 sous-modules irre´ductibles, ils seront alors ne´cessairement les repre´sentations τℓ=0,η pour η = ±
dont on a vu qu’elles n’e´taient pas sous-modules de σu. On fixe ǫ = ± et on note σd,ǫ l’intersection de
σd avec S− × π(ψ
′, (ρ,A,A, ζ, ǫ), (ρ,B,B, ζ, ǫ)).
Il faut d’abord conside´rer le cas ou` A = B + 1. Ici on a simplement l’inclusion
σd,ǫ →֒< ρ| |
ζB , · · · , ρ| |−ζ(B+1) > ×π(ψ′, (ρ,B + 1, B + 1, ζ, ǫ), (ρ,B,B, ζ, ǫ)).
On calcule par les formules standard, JacζB,··· ,−ζ(B+1) de l’induite de droite. On ve´rifie que pour tout
x tel que |x| ≤ (B + 1), on a
Jacx,··· ,−ζ(B+1)π(ψ
′, (ρ,B + 1, B + 1, ζ, ǫ), (ρ,B,B, ζ, ǫ)) = 0;
Pour cela on revient a` la de´finition comme sous-module irre´ductible de l’induite
< ρ| |ζ(B+1), · · · , ρ| |−ζB > ×π′;
Ceci entraˆıne qu’il faudrait une non nullite´ analogue (e´ventuellement en changeant x en x′ ve´rifiant
encore |x′| ≤ (B + 1)) pour π′ ; ceci est exclu par [14], 3.4. Ceci entraˆıne que
JacζB,··· ,−ζ(B+1)
(
< ρ| |ζB , · · · , ρ| |−ζ(B+1) > ×π(ψ′, (ρ,B + 1, B + 1, ζ, ǫ), (ρ,B,B, ζ, ǫ))
)
= π(ψ′, (ρ,B + 1, B + 1, ζ, ǫ), (ρ,B,B, ζ, ǫ)).
Cette induite a donc un unique sous-module irre´ductible et il en est donc de meˆme de σd,ǫ. Cela
termine la preuve dans ce cas.
On suppose donc que A > B + 1. On a l’inclusion σd,ǫ →֒
< ρ| |ζB , · · · , ρ| |−ζA > ×S(ρ,A− 1, B + 1, ζ)× π(ψ′, (ρ,A,A, ζ, ǫ), (ρ,B,B, ζ, ǫ)). (1)
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Puisque (A,B) est remplace´ par (A−1, B+1) en (1), on sait de´composer (1). La repre´sentation (1) est
une repre´sentation semi-simple dont on note τ ′ℓ′,η′ les diffe´rents composants de fac¸on analogue aux τℓ,η.
On va montrer que l’inclusionde σd,ǫ est a` valeurs dans < ρ| |
ζB , · · · , ρ| |−ζA > ×τ ′ℓ′=0,−ǫ. Supposons
qu’il n’en soit pas ainsi et fixons ℓ′, η′ tel qu’il existe un morphisme non nul de σd,ǫ dans l’induite :
< ρ| |ζB , · · · , ρ| |−ζA > ×τ ′ℓ′,η′ .
Si ℓ′ > 0, alors Jacζ(B+1),ζ(B+1)τ
′
ℓ′,η′ 6= 0, c’est-a`-dire qu’il existe une repre´sentation irre´ductible τ
′′ et
une inclusion de τ ′ℓ′,η′ dans l’induite ρ| |
ζ(B+1)×ρ| |ζ(B+1)× τ ′′. Comme tout sous-quotient irre´ductible,
λ, de l’induite < ρ| |ζB , · · · , ρ| |−ζA > ×ρ| |ζ(B+1) × ρ| |ζ(B+1) ve´rifie Jacζ(B+1)λ 6= 0, on aura un sous-
quotient de σd,ǫ dont le Jacζ(B+1) n’est pas nul ; ceci est contradictoire avec le fait que Jacζ(B+1)σ = 0.
Supposons maitenant que η′ 6= −ǫ ; en partant des de´finitions, on ve´rifie que
JacζA,··· ,−ζ(A−1)τ
′
ℓ′=0,ǫ 6= 0.
Comme A > (B + 1), l’induite < ρ| |ζB , · · · , ρ| |−ζA > ×ρ| |ζA est irre´ductible et on trouverait un
morphisme non nul de σd,ǫ dans une induite de la forme ρ| |
ζA × τ ′′′ ou` τ ′′′ est quelconque. Par
fonctorialite´ cela force encore JacζAσd,ǫ 6= 0 ce qui est contradictoire avec le fait que JacζAσ = 0. On
vient donc de de´montrer l’inclusion σd,ǫ →֒< ρ| |
ζB , · · · , ρ| |−ζA > ×τ ′0,−ǫ. Ensuite on conclut comme
dans le cas ou` A = B+1 en montrant que JacζB,··· ,−ζA
(
< ρ| |ζB , · · · , ρ| |−ζA > ×τ ′ℓ′,η′
)
= τ ′0,−ǫ. Cela
termine la preuve du lemme.
4.3 Autodualite´
Pour un groupe classique, la repre´sentation duale d’une repre´sentation irre´ductible peut se re´aliser
dans le meˆme espace en tordant e´ventuellement par un automorphisme venant du groupe des simili-
tudes, cet e´le´ment ne de´pend que du groupe et non de la repre´sentation. Soit π0 une repre´sentation
irre´ductible d’un groupe classique et δ une repre´sentation autoduale d’un produit de groupes line´aires.
On conside`re l’induite δ × π0 et sa duale ; cette duale se re´alise dans le meˆme espace en tordant
e´ventuellement par un automorphisme comme ci-dessus qui ne de´pend que du groupe de la repre´senta-
tion π0. On a alors l’e´quivalence entre les 2 assertions suivantes :
(1) δ × π0 est semi-simple sans multiplicite´
(2) tout sous-module irre´ductible de δ × π0 intervient avec multiplicite´ 1 comme sous-quotient de
δ × π0.
En effet (1) entraˆıne e´videmment (2) et la re´ciproque se prouve ainsi. Notons γ la similitude qui sert
a` entrelacer π0 et sa duale et on voit cet e´le´ment dans le ”gros” groupe de l’induite et cet e´le´ment
normalise le parabolique qui sert a` induire. Soit τ un sous-module irre´ductible de δ × π0 ; alors
γτ est
un sous-module irre´ductible de δ × γπ0 mais par dualite´ σ
∗ est un quotient de δ × π∗0 , c’est -a`-dire
que γτ est un quotient de δ × γπ0. Ainsi
γτ est isomorphe a` un sous-module et a` un quotient de
cette induite et par dualite´ τ est aussi isomorphe a` un sous-module et a` un quotient de δ × π0. Par
multiplicite´ 1 comme sous-quotient, τ est donc facteur direct de δ × π0. Ainsi la somme des sous-
modules irre´ductibles de δ× π0 est facteur direct de δ× π0 et co¨ıncide donc avec toute l’induite. D’ou`
l’assertion.
4.4 Fin de la preuve de la semi-simplicite´
En tenant comte de 4.3, il nous reste a` de´montrer que les repre´sentations τℓ,η de´finies en 4.1,
interviennent dans σ avec multiplicite´ 1 en tant que sous-quotient irre´ductible. On connaˆıt le re´sultat
si π′ est unitaire donc en particulier si π′ est une se´rie discre`te. On suppose d’abord que ψ′ est un
morphisme e´le´mentaire.
Ce cas se rame`ne a` celui des se´ries discre`tes en appliquant une involution de´crite dans [11]. On
applique cette involution non pas a` π(ψ′) mais a` l’induite σ. Montrons que cette involution commute a`
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l’induction par S(ρ,A,B, ζ), ici il faut e´videmment l’hypothe`se que pour tout C ∈ [B,A], (ρ, 2C+1) /∈
Jord(ψ′ ◦∆) (sinon ce serait faux). Pre´cise´ment, on a de´fini pour tout entier α une involution inv<α
dans le groupe le groupe de Grothendieck ; pour cela on note pour tout produit de groupes line´aires
proj<α la projection sur l’ensemble des repre´sentations dont le support cuspidal ne fait intervenir que
des e´le´ments ρ| |x avec |x| < (α − 1)/2 et on e´tend cette application a` tout Le´vi du groupe classique
G en la faisant porter sur le produit des groupes line´aires intervenant dans le Levi. On a alors pose´,
en imitant les formules de [3] et [22] :
inv<απ :=
∑
P
(−1)(rg(G)−rg(P ))indGP proj<α(res
G
P )π,
ou` la somme parcourt l’ensemble des paraboliques standard. On de´finit de la meˆme fac¸on inv≤α
en remplac¸ant les ine´galite´s strictes par des ine´galite´s larges. Par les de´finitions de [11], pour toute
application ǫ′ de Jord(ψ′) dans ±1 :
π(ψ′, ǫ′) =
∏
α∈Jord(ψ′◦∆);ζ(α)=−
inv<α ◦ inv≤απ(ψ
′ ◦∆, ǫ′),
ou` on a identifie´ Jord(ψ′) et Jord(ψ′ ◦ ∆) pour de´finir le 2e ǫ′, en oubliant la fonction ζ. Or si
α < 2B + 1, il re´sulte pratiquement des de´finitions que inv<α et inv≤α commute a` l’induction par
S(ρ,A,B, ζ) tout simplement parce que JacxS(ρ,A,B, ζ) 6= 0 entraˆıne que x = ζB et que S(ρ,A,B, ζ)
est autoduale. Par contre, si α > 2A+1 alors tout ρ| |x dans le support cuspidal de S(ρ,A,B, ζ) ve´rifie
|x| < (α− 1)/2 et on a montre´ en [11] (c’est en fait facile avec la de´finition) que
inv<α(S(ρ,A,B, ζ)× τ) = inv(S(ρ,A,B, ζ)) × inv<ατ,
pour toute repre´sentation τ , ou` inv est l’involution d’Iwahori-Matsumoto. Ici inv(S(ρ,A,B, ζ)) =
S(ρ,A,B,−ζ). On a la meˆme formule avec inv≤α et le produit inv<α ◦ inv≤α commute donc avec
l’induction par S(ρ,A,B, ζ). D’ou` le re´sultat de commutation annonce´, puisque pour tout α ∈ Jord(ψ′)
on a soit α > 2A+ 1 soit α < 2B + 1.
Nous n’avons pas de´montre´ que inv≤α envoie une repre´sentation irre´ductible sur une repre´sentation
irre´ductible et c’est d’ailleurs faux, dans notre situation, si on prenait α ∈ [B,A[. Toutefois on a
de´montre´ cette conservation de l’irre´ductibilite´ pour les repre´sentations qui sont sous-quotients de
S(ρ,A,B, ζ)× π(ψ, ǫ) de`s que α ≥ A (cf. assertion de la preuve de [11], 4.1) a` un signe pre`s. On peut
donc conclure si pour tout (ρ,A′, B′, ζ ′) ∈ Jord(ψ) avec ne´cessairement A′ = B′, on a aussi ζ ′ = +
de`s que B′ < B. On re`gle donc d’abord par re´currence le cas ou` ceci n’est pas re´alise´ ; on a a` examiner
2 cas d’apre`s les de´finitions de [11].
1e cas, il existe (ρ,A′, B′, ζ ′) avec B′ < B tel que soit (ρ,A′ − 1, B′ − 1, ζ ′) /∈ Jord(ψ) ; alors
Jacζ′B′π(ψ, ǫ) = π(ψ
′, ǫ) ou` Jord(ψ′) se de´duit de Jord(ψ) en remplac¸ant simplement (ρ,A′, B′, ζ ′)
par (ρ,A′ − 1, B′ − 1, ζ ′) (qui disparaˆıt si B′ = 1)
2e cas, il existe (ρ,A′, B′, ζ ′) avec B′ < B tel que (ρ,A′ − 1, B′ − 1, ζ ′) ∈ Jord(ψ) et
Jacζ′B′,··· ,−ζ′(B′−1)π(ψ, ǫ) = π(ψ
′, ǫ),
ou` Jord(ψ′) se de´duit de Jord(ψ) en enlevant les 2 blocs (ρ,A′, B′, ζ ′) et (ρ,A′ − 1, B′ − 1, ζ ′).
On ve´rifie que les Jac conside´re´s, applique´s a` S(ρ,A,B, ζ) × π(ψ, ǫ) n’agissent que sur π(ψ, ǫ) et
n’annulent aucune des repre´sentations τℓ,ǫ qui nous inte´ressent. Ainsi si l’une de ces repre´sentations
intervenaient avec une multiplicite´ plus grande que 1 dans l’induite avec ψ cela entraˆınerait que
l’induite avec ψ′ aurait de la multiplicite´ elle aussi. On conclut alors facilement. On se rame`ne ainsi
au cas, ou` il n’y a a` conside´rer que des inv<α pour α > A et inv≤α pour α ≥ A ou` on sait que
l’application conside´re´e conserve l’irre´ductibilite´ des sous-quotients de notre induite.
On rame`ne maintenant le cas ge´ne´ral au cas des morphismes e´le´mentaires. Si ℓ′ qui fait partie des
donne´es de´finissant π′ est identiquement nul, π′ est une repre´sentation dans un paquet associe´ a` un
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morphisme e´le´mentaire et on a donc l’assertion. On suppose donc que ℓ′ n’est pas identiquement nul ;
on a donc un e´le´ment (ρ′, A′, B′, ζ ′) ∈ Jord(ψ′) qui permet de construire une inclusion
π′ →֒< ρ′| |ζ
′B′ , · · · , ρ′| |−ζ
′A′ > ×π′′
ou` π′′ est associe´ a` des donne´es analogues a` celles de´finissant π′ ; on change (ρ′, A′, B′, ζ ′) en (ρ′, A′ −
1, B′ + 1, ζ ′) et ℓ′ change uniquement sur cet e´le´ment. Par hypothe`se, on sait que soit B > A′ soit
B′ > A. Pour e´viter des proble`mes de notations, on suppose que ρ′ = ρ (ce qui est de toute fac¸on le cas
le plus difficile, a priori). On ve´rifie sur la de´finition que Jacζ′B′,··· ,−ζ′A′τℓ,η 6= 0 contient l’analogue,τ
′
ℓ′,η,
de τℓ,η quand on remplace π
′ par π′′ (en fait il y a e´galite´ mais nous n’avons pas besoin d’un re´sultat
aussi pre´cis). De plus
Jacζ′B′,··· ,−ζ′A′σ = S(ρ,A,B, ζ)× π
′′.
Par exactitude du foncteur de Jacquet, τ ′ℓ,η intervient avec multiplicite´ au moins 2 comme sous-quotient
de S(ρ,A,B, ζ)× π′′ ; ce qui est exclu. Cela termine la preuve.
4.5 Induction suite
On fixe des donne´es ψ′ := (ψ′, ǫ′, ℓ′, η′) permettant de construire une repre´sentation irre´ductible
π(ψ′). On fixe aussi (ρ,A,B, ζ) ayant la condition de parite´ et un entier a. Le but de ce paragraphe
est de de´crire la repre´sentation induite :
σa := S(ρ,A,B, ζ)× · · · × S(ρ,A,B, ζ)× π(ψ
′),
ou` il y a a copies de S(ρ,A,B, ζ).
On note ψa le morphisme qui se de´duit de ψ
′ en ajoutant 2a copies de (ρ,A,B, ζ) a` l’ensemble
Jord(ψ′) et on fixe un morphisme ψ˜a dominant ψa. En particulier il existe des entiers Ti pour i ∈ [1, 2a]
tels que chaque (ρ,A+Ti, B+Ti, ζ) ∈ Jord(ψ˜a) corresponde a` une des copies de (ρ,A,B, ζ) ∈ Jord(ψ)
ajoute´e. Pour fixer les notations, on suppose que T1 < T2 < · · · < T2a. Toutefois, il continue d’y
avoir une ambiguite´ si (ρ,A,B, ζ) ∈ Jord(ψ′) pour la lever, on suppose que dans ce cas l’e´le´ment de
Jord(ψ˜a) qui correspond a` ce bloc est de la forme (ρ,A+ T0, B + T0, ζ) avec T0 < T1. Etant donne´ le
the´ore`me ci-dessus, il n’est pas utile de conside´rer le cas ou` (ρ,A,B, ζ) apparaˆıt dans Jord(ψ′) avec
une multiplicite´ plus grande que 1.
Pour ℓ ∈ [0, [(A − B + 1)/2]] et pour η = ± qui n’est de´fini que si ℓ < (A − B + 1)/2, on
prolonge ℓ′, η′ a` Jord(ψ˜a) en ℓ, η, en posant ℓ(ρ,A + Ti, B + Ti, ζ) = ℓ pour tout i ∈ [1, 2a] et
η(ρ,A + Ti, B + Ti, ζ) = η(−1)
(i−1)(A−B). Si (ρ,A,B, ζ) ∈ Jord(ψ′) on suppose que ℓ = ℓ′(ρ,A,B, ζ)
et que η = η(ρ,A,B, ζ).
On pose alors π(ψa, ǫ, t, η) := JacCπ(ψ˜a, ǫ, t, η), ou` C est un ensemble convenable comme en 1.3.
The´ore`me : La repre´sentation σa est semi-simple de longueur infe´rieure ou e´gale a` A − B + 2 ;
elle est la somme directe des repre´sentations π(ψa, ǫ, t, η) de´finies ci-dessus. Elle est en particulier
irre´ductible si (ρ,A,B, ζ) ∈ Jord(ψ′).
Pour faire la de´monstration, on travaille dans le groupe de Grothendieck, on de´crit donc le semi-
simplifie´ de σa. En particulier on va montrer qu’il est sans multiplicite´ car constitue´ exactement des
repre´sentations de´crites par l’e´nonce´ (cf. 2.1) et cela suffit pour savoir que σa est semi-simple (cf 4.3).
On note ψ˜′ le morphisme qui se de´duit de ψ˜a en enlevant les blocs (ρ,A + Ti, B + Ti, ζ) pour
i ∈ [1, 2a] ; il domine ψ′ et ℓ′, η′ sont bien de´finis sur Jord(ψ˜′). On reprend la notation ψ˜′ pour
l’ensemble des donne´es ψ˜′, ǫ′, ℓ′, η′. Avant l’e´nonce´, on a de´fini certains prolongements de ℓ′ et η′ a`
Jord(ψ˜a) parce que ce sont les seuls qui vont intervenir. Mais pour la preuve on a besoin de conside´rer
tous les prolongements possibles, ℓ˜ et η˜. Graˆce a` 4 dont les hypothe`ses sont remplies :
×j∈[1,a]S(ρ,A+ T2j−1, B + T2j−1, ζ)× π(ψ˜
′) =
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⊕ℓ˜,η˜Jacx∈∪j∈[1,a]C(ζ,A+T2j−1,B+T2j−1,T2j−T2j−1)π(ψ˜, ℓ˜, η˜). (1)
A droite n’intervient de´ja` que les prolongements qui ve´rifient
∀j ∈ [1, a] ℓ˜(ρ,A+ T2j , B + T2j , ζ) = ℓ˜(ρ,A+ T2j−1, B + T2j−1, ζ)
et η(ρ,A+T2j , B+T2j , ζ) = η(ρ,A+T2j−1, B+T2j−1, ζ)(−1)
(A−B) (cf. 3.2). On conside`re les e´le´ments
de Jord(ψ′) qui sont infe´rieurs ou e´gaux a` (ρ,A,B, ζ) et C′≤ les e´le´ments qui font “passer” des blocs de
ψ˜′ a` ces blocs. On applique Jacx∈C′≤ aux 2 membres de (1). Cette ope´ration commute avec l’induction
par les S(ρ,A+ T2j−1, B + T2j−1, ζ) car C
′
≤ ne contient aucun terme de la forme ζ(B + T2j−1) ; cette
ope´ration commute aussi au Jac du membre de droite parce que les e´le´ments des C(ζ,A+ T2j−1, B +
T2j−1, T2j − T2j−1) sont tre`s diffe´rents des e´le´ments de C
′
≤. D’ou`
×j∈[1,a]S(ρ,A+ T2j−1, B + T2j−1, ζ)× Jacx∈C′≤π(ψ˜
′) =
⊕ℓ˜,η˜Jacx∈∪j∈[1,a]C(ζ,A+T2j−1,B+T2j−1,T2j−T2j−1)Jacx∈C′≤π(ψ˜, ℓ˜, η˜). (2)
On applique maintenant progressivement de j = 1 a` j = a, Jacx∈C(ζ,A,B,T2j−1)∪C(ζ,A,B,T2j−1) aux 2
membres de (2). On ve´rifie que le membre de gauche devient
S(ρ,A,B, ζ)× · · · × S(ρ,A,B, ζ)× Jacx∈C′≤π(ψ˜
′)
avec la multiplicite´ 2a. Il est plus difficile de de´crire le terme de droite ; le re´sultat est que l’on obtient
avec multiplicite´, 2a, les repre´sentations Jacx∈∪i∈[1,2a]C(ρ,A,B,Ti)Jacx∈C′≤π(ψ˜, ℓ˜, η˜).
Admettons cela pour le moment et concluons. Cette assertion donne une e´galite´ :
S(ρ,A,B, ζ)× · · · × S(ρ,A,B, ζ)× Jacx∈C′≤π(ψ˜
′) = ⊕ℓ˜,η˜Jacx∈∪i∈[1,2a]C(ρ,A,B,Ti)Jacx∈C′≤π(ψ˜, ℓ˜, η˜). (3)
ou encore pour tout ℓ˜, η˜ tel que Jacx∈∪i∈[1,2a]C(ρ,A,B,Ti)Jacx∈C′≤π(ψ˜, ℓ˜, η˜) soit non nul, une inclusion :
Jacx∈C′
≤
π(ψ˜, ℓ˜, η˜) →֒ ×j∈[1,2a]S(ζ,A,B, Tj)× Jacx∈C′
≤
π(ψ˜′)
Par irre´ductibilite´ de la repre´sentation ×j∈[1,2a]S(ζ,A,B, Tj), on peut permuter les facteurs. Fixons
i ∈ [1, a[, on peut alors mettre en premie`re place (a` gauche) S(ζ,A,B, T2j+1) et en utilisant l’inclusion
de S(ζ,A,B, T2j+1) dans S(ζ,A+ T2j , B + T2j , T2j+1 − T2j)× S(ζ,A,B, T2j), on obtient
Jacx∈C(ζ,A+T2j ,B+T2j ,T2j+1−T2j)Jacx∈C′≤π(ψ˜, ℓ˜, η˜) 6= 0.
De 3, on en de´duit que l’on a aussi
ℓ˜(ρ,A+ T2j , B + T2j , ζ) = ℓ˜(ρ,A+ T2j+1, B + T2j+1, ζ);
η˜(ρ,A+ T2j , B + T2j , ζ) = η˜(ρ,A + T2j+1, B + T2j+1, ζ)(−1)
A−B .
Si (ρ,A,B, ζ) ∈ Jord(ψ′) on fait la meˆme chose pour j = 0 (cf. le de´but de la de´monstration) pour
obtenir les conditions de l’e´nonce´. On note encore C′′ les e´le´ments qui font ”passer” des blocs de ψ˜a
strictement supe´rieurs a` (ρ,A + T2a, B + T2a, ζ) a` ceux de ψ
′ strictement supe´rieurs a` (ρ,A,B, ζ).
On applique Jacx∈C′′ aux 2 membres de (3) ; a` gauche, cette ope´ration commute a` l’induction et on
obtient donc que les sous-quotients irre´ductibles de σa sont exactement les repre´sentations de´crites
dans l’e´nonce´ et avec multiplicite´ 1 ; on sait qu’elles sont non isomorphes (ou nulles) graˆce a` 2 et cela
termine la preuve modulo l’assertion admise.
De´montrons cette assertion ; soit ℓ˜, η˜ tel que
Jacx∈∪j∈[1,a]C(ζ,A,B,T2j−1)∪C(ζ,A,B,T2j−1)Jacx∈∪j∈[1,a]C(ζ,A+T2j−1,B+T2j−1,T2j−T2j−1)Jacx∈C′≤π(ψ˜, ℓ˜, η˜) 6= 0.
24
Alors il existe une repre´sentation irre´ductible π et une inclusion de Jacx∈C′≤π(ψ˜, ℓ˜, η˜) dans
×j∈[1,a]S(ζ,A+ T2j−1, B + T2j−1, T2j − T2j−1)×
(
×j∈[1,a]S(ζ,A,B, T2j−1)× S(ζ,A,B, T2j−1)
)
× π.
On sait en plus que Jacz de la repre´sentation de gauche vaut 0 pour tout z ∈]ζB, ζ(A + T2a)] sauf
pour les valeurs ζ(B + Tj) avec j ∈ [1, 2a]. On en de´duit que l’inclusion se factorise par
×i∈[1,2a]S(ζ,A,B, Ti)× π. (4)
Cela force π = Jacx∈∪i∈[1,a]C(ζ,A,B,Ti)Jacx∈C′≤π(ψ˜, ℓ˜, η˜). On peut facilement calculer
Jacx∈∪j∈[1,a]C(ζ,A,B,T2j−1)∪C(ζ,A,B,T2j−1)Jacx∈∪j∈[1,a]C(ζ,A+T2j−1,B+T2j−1,T2j−T2j−1)
×i∈[1,a]S(ζ,A,B, Ti)× π
et cela vaut 2a fois π. On a donc de´montre´ que l’on n’a pas plus que ce qui est annonce´ mais il faut
de´montrer que l’on a bien toutes ces repre´sentations.
On reprend la de´monstration en sens inverse, c’est-a`-dire que l’on suppose que
Jacx∈∪i∈[1,a]C(ζ,A,B,Ti)Jacx∈C′≤π(ψ˜, ℓ˜, η˜) 6= 0.
On sait cf 2.1 que cette repre´sentation est irre´ductible, on la note π est on a une inclusion comme
dans (4). Puis on utilise encore
×i∈[1,2a]S(ζ,A,B, Ti) ≃ ×j∈[1,a]S(ζ,A,B, T2j)×j∈[1,a] S(ζ,A,B, T2j−1)
et pour j ∈ [1, a]
S(ζ,A,B, T2j)×k∈]j,a] S(ζ,A,B, T2k) →֒
S(ζ,A+ T2j−1, B + T2j−1, T2j − T2j−1)× S(ζ,A,B, T2j−1)×k∈]j,a] S(ζ,A,B, T2k)
≃ S(ζ,A+ T2j−1, B + T2j−1, T2j − T2j−1)×k∈]j,a] S(ζ,A,B, T2k)× S(ζ,A,B, T2j−1).
Ainsi de proche en proche, on obtient une inclusion ×i∈[1,2a]S(ζ,A,B, Ti) →֒
×j∈[1,a]S(ζ,A+ T2j−1, B + T2j−1, T2j − T2j−1)×j∈[1,a] S(ζ,A,B, T2j−1)×j∈[1,a] S(ζ,A,B, T2j−1).
Et par irre´ductibilite´, on peut permuter comme on veut les 2a derniers facteurs et on peut donc
prolonger l’inclusion (4) en
×j∈[1,a]S(ζ,A+ T2j−1, B + T2j−1, T2j − T2j−1)×j∈[1,a]
(
S(ζ,A,B, T2j−1)× S(ζ,A,B, T2j−1)
)
× π.
D’ou` le fait que π intervient dans
Jacx∈∪j∈[1,a]C(ζ,A,B,T2j−1)∪C(ζ,A,B,T2j−1)Jacx∈∪j∈[1,a]C(ζ,A+T2j−1,B+T2j−1,T2j−T2j−1)Jacx∈C′≤π(ψ˜, ℓ˜, η˜)
avec multiplicite´ au moins 1. Mais comme elle ne peut intervenir que pour cette valeur de ℓ˜ et η˜ elle
intervient ne´cessairement avec multiplicite´ 2a d’apre`s la partie directe. Cela termine la preuve.
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5 Parame´trisation et induction
Les de´finitions de 3 sont maintenant pleinement justifie´es. On peut relier cela a` l’induction de
la fac¸on suivante. Soit ψ tel que tout e´le´ment de Jord(ψ) ait la condition de parite´ et notons ψ0 le
morphisme qui se de´duit de ψ en posant
Jord(ψ0) := {(ρ,A,B, ζ) ∈ Jord(ψ); (−1)
multJord(ψ)(ρ,A,B,ζ) = −1}.
C’est un ensemble sans multiplicite´. On fixe ǫ0 un caracte`re du centralisateur de ψ0, c’est-a`-dire un
morphisme de Jord(ψ0) dans ±1.
Corollaire : ⊕ǫ;ǫ|Jord(ψ0)=ǫ0π(ψ, ǫ) =
×(ρ,A,B,ζ)∈Jord(ψ) S(ρ,A,B, ζ)× · · · × S(ρ,A,B, ζ)︸ ︷︷ ︸
1/2(multJord(ψ)(ρ,A,B,ζ)−multJord(ψ0)(ρ,A,B,ζ))
×π(ψ0, ǫ0).
C’est un corollaire imme´diat de 4.5
6 Induction, le cas ge´ne´ral
Ici on fixe ψ tel que tous les e´le´ments de Jord(ψ) ait la condition de parite´. Pour tout choix
d’application ℓ et η compatible avec un caracte`re, ǫ du centralisateur de ψ (cf. 3), on de´finit π(ψ, ǫ, ℓ, η)
et pour simplifier on pose ψ cet ensemble de donne´es ψ, ǫ, ℓ, η.
Et on fixe une collection, E , de quadruplets (ρ,A,B, ζ) dont aucun n’a la condition de parite´.
The´ore`me : L’induite ×(ρ,A,B,ζ)∈ES(ρ,A,B, ζ)× π(ψ) est irre´ductible.
Pour simplifier les notations de la de´monstration, on suppose que pour tout (ρ,A,B, ζ) ∈ E , ρ ≃ ρ∗,
ce qui est le cas le plus difficile. On fait une premie`re re´duction : on ordonne totalement les e´le´ments de
E de telle sorte que si (ρ,A,B, ζ), (ρ,A′, B′, ζ ′) ∈ E avec B > B′ alors le premier terme est strictement
supe´rieur au deuxie`me. Il y a de nombreux choix, d’autant plus que E peut avoir de la multiplicite´.
Pour tout (ρ,A,B, ζ) ∈ E on fixe Tρ,A,B,ζ ∈ N de telle sorte que si (ρ,A,B, ζ) > (ρ
′, A′, B,′ , ζ ′) alors
B + Tρ,A,B,ζ > A
′ + Tρ′,A′,B′,ζ′. On suppose que l’on sait de´montrer que
σT := ×(ρ,A,B,ζ)∈ES(ρ,A + Tρ,A,B,ζ , B + Tρ,A,B,ζ , ζ)× π(ψ)
est irre´ductible et on va en de´duire le the´ore`me.
Fixons (ρ,A,B, ζ) ∈ E et posons :
σ≥(ρ,A,B,ζ) := ×(ρ′,A′,B′,ζ′)∈E;(ρ′,A′,B′,ζ′)≥(ρ,A,B,ζ)S(ρ
′, A′ + T ′, B′ + T ′, ζ ′)
×(ρ′,A′,B′,ζ′)∈E;(ρ′,A′,B′,ζ′)<(ρ,A,B,ζ)S(ρ
′, A′, B′, ζ ′)× π(ψ);
σ>(ρ,A,B,ζ) := ×(ρ′,A′,B′,ζ′)∈E;(ρ′,A′,B′,ζ′)>(ρ,A,B,ζ)S(ρ
′, A′ + T ′, B′ + T ′, ζ ′)
×(ρ′,A′,B′,ζ′)∈E;(ρ′,A′,B′,ζ′)≤(ρ,A,B,ζ)S(ρ
′, A′, B′, ζ ′)× π(ψ).
On admet que σ≥(ρ,A,B,ζ) est irre´ductible et on de´montre que σ>(ρ,A,B,ζ) est aussi irre´ductible.
En effet, on calcule aise´ment :
Jacx∈C(ζ,A,B,Tρ,A,B,ζ)∪C(ζ,A,B,Tρ,A,B,ζ)σ≥(ρ,A,B,ζ).
Montrons plus ge´ne´ralement l’assertion suivante : soit τ une repre´sentation (non ne´cessairement
irre´ductible) et soit (ρ,A,B, ζ) T ∈ N comme ci-dessus. On suppose que pour tout x ∈ C(ζ,A,B, T ),
Jacxτ = 0 alors, dans le groupe de Grothendieck :
Jacx∈C(ζ,A,B,T )∪C(ζ,A,B,T )
(
S(ρ,A+ T,B + T, ζ)× τ
)
= S(ρ,A,B, ζ)× τ ⊕ S(ρ,A,B, ζ)× τ.
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En effet, on calcule d’abord Jacx∈C(ζ,A,B,T )
(
S(ρ,A + T,B + T, ζ) × τ
)
. On commence par calculer
Jacx∈[ζ(B+T ),ζ(A+T )]. Pour cela on de´compose [ζ(B + T ), ζ(A + T )] en trois sous-ensembles Ij pour
j ∈ {1, 2, 3} ve´rifiant :
Jacx∈I1Jac
d
x∈−tI2
S(ρ,A + T,B + T, ζ) 6= 0; Jacx∈I3τ 6= 0.
Par l’hypothe`se que l’on a faite I3 est ne´cessairement vide puisque qu’il est inclus dans C(ζ,A,B, T ). Si
I1 est non vide, il contient ne´cessairement ζ(B+T ) et si I2 est non vide, −
tI2 contient ne´cessairement
−ζ(B + T ) c’est-a`-dire que I2 contient ζ(B + T ). Mais comme l’intervalle ne contient qu’une fois
ζ(B+T ), Ij est vide pour une valeur de j = 1, 2 et vaut [ζ(B+T ), ζ(A+T )] pour l’autre valeur. Dans le
cas ou` c’est I1 qui est non vide, on enle`ve la premie`re colonne du tableau de´finissant S(ρ,A+T,B+T, ζ)
et dans le deuxie`me cas on enle`ve la dernie`re colonne. Donc
Jacx∈[ζ(B+T ),ζ(A+T )
(
S(ρ,A+ T,B + T, ζ)× τ
)
=
( ζ(B + T − 1) · · · −ζ(A+ T )
...
...
...
ζ(A+ T − 1) · · · −ζ(B + T )
)
× τ ⊕
( ζ(B + T ) · · · −ζ(A+ T − 1)
...
...
...
ζ(A+ T ) · · · −ζ(B + T − 1)
)
× τ.
Dans le groupe de Grothendieck les 2 induites sont les meˆmes. Ensuite on calcule le Jacx∈C(ζ,A,B,T−1)
de cette induite. Comme ζ(B + T ) n’est plus dans l’ensemble C(ζ,A,B, T − 1) il n’y a plus qu’une
possibilite´ enlever les T − 1 premie`res colones quand l’induite est e´crite sous la premie`re forme (les
T − 1 dernie`res colonnes sous la deuxie`me forme). Finalement on trouve :
Jacx∈C(ζ,A,B,T )
(
S(ρ,A + T,B + T, ζ)× τ
)
=
( ζB · · · −ζ(A+ T )
...
...
...
ζA · · · −ζ(B + T )
)
× τ ⊕
( ζ(B + T ) · · · −ζA
...
...
...
ζ(A+ T ) · · · −ζB
)
× τ.
Dans le groupe de Grothendieck les 2 induites sont les meˆmes. Il reste encore a` calculer Jacx∈C(ζ,A,B,T ),
cela se fait de la meˆme fac¸on et finalement on trouve la repre´sentation S(ρ,A,B, T )×τ avec multiplicite´
2.
On applique ce calcul, en prenant pour
τ := ×(ρ′,A′,B′,ζ′)∈E;(ρ′,A′,B′,ζ′)>(ρ,A,B,ζ)S(ρ
′, A′ + T ′, B′ + T ′, ζ ′)
×(ρ′,A′,B′,ζ′)∈E;(ρ′,A′,B′,ζ′)<(ρ,A,B,ζ)S(ρ
′, A′, B′, ζ ′)× π(ψ).
Les hypothe`ses sont satisfaites, car Jacxπ(ψ) 6= 0 ne´cessite que x soit entier si les e´le´ments de
C(ζ,A,B, T ) sont demi-entiers non entiers et vice et versa et
Jacx
(
×(ρ′,A′,B′,ζ′)∈E;(ρ′,A′,B′,ζ′)>(ρ,A,B,ζ)S(ρ
′, A′ + T ′, B′ + T ′, ζ ′)
×(ρ′,A′,B′,ζ′)∈E;(ρ′,A′,B′,ζ′)<(ρ,A,B,ζ)S(ρ
′, A′, B′, ζ ′)
)
6= 0
ne´cessite que x = ζ ′(B′+T ′) avec B′+T ′ > A+T ou x = ζ ′B′ avec B′ ≤ B < (B+1). Or les e´le´ments
de C(ζ,A,B, T ) sont de valeur absolue comprise entre (B + 1) et (A + T ). Il faut la meˆme proprie´te´
avec Jacd−x mais c’est automatique, puisque la repre´sentation est autoduale. Pour vraiment se ramener
a` notre calcul, il faut encore utiliser que les repre´sentations S(ρ1, C1, C
′
1, ζ1) × S(ρ2, C2, C
′
2, ζ2) sont
irre´ductibles et donc permutables (cf 8.1 pour ce re´sultat).
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Finalement on trouve que Jacx∈C(ζ,A,B,T )∪C(ζ,A,B,T )σ≥(ρ,A,B,T ) vaut la repre´sentation σ>(ρ,A,B,T )
avec multiplicite´ 2. Il en existe donc un sous-quotient irre´ductible, note´ σ′, de σ>(ρ,A,B,T ) tel que par
re´ciprocite´ de Frobenius :
σ≥(ρ,A,B,ζ) →֒ ×x∈C(ζ,A,B,T )∪C(ζ,A,B,T )ρ| |
x × σ′.
Avec la proprie´te´ que Jacxσ≥(ρ,A,B,ζ) = 0 pour tout x ∈ C(ρ,A,B, ζ) sauf e´ventuellement x = ζ(B+T ),
on voit que l’inclusion se factorise par :
σ≥(ρ,A,B,ζ) →֒ S(ζ,A,B, T )× S(ζ,A,B, T )× σ
′.
On ve´rifie sans proble`me que Jacxσ>(ρ,A,B,ζ) = 0 pour tout x ∈ C(ζ,A,B, T ) (on l’a essentiellement
fait ci-dessus) et on ve´rifie essentiellement comme ci-dessus que
Jacx∈C(ζ,A,B,T )∪C(ζ,A,B,T )S(ζ,A,B, T )× S(ζ,A,B, T )× σ
′
vaut 2 fois σ′. Or ce module de Jacquet doit contenir celui de σ≥(ρ,A,B,ζ) et donc σ
′ doit co¨ıncider avec
σ>(ρ,A,B,T ). D’ou` l’irre´ductibilite´ annonce´e.
Dans la suite de la de´monstration, on suppose donc que pour tout (ρ,A,B, ζ), (ρ′, A′, B′, ζ ′) ∈ E
on a soit B > A′ soit B′ > A ; on suppose meˆme que ces nombres sont tre`s disjoints. On se rame`ne
aussi au cas ou` ψ est de restriction discre`te a` la diagonale comme dans la preuve de 4.5.
On va d’abord de´montrer le the´ore`me dans le cas ou` ψ est trivial sur la 2e copie de SL(2,C). En
particulier, il n’y a ici que ǫ et π(ψ, ǫ) est une se´rie discre`te. On a aussi suppose´ que la notion de
mauvaise parite´ pour ρ autodudale fixe´, traduit le fait que les induites :
< ρ| |C , · · · , ρ| |−C > ×π(ψ′, ǫ) (1)
sont irre´ductibles soit pour tout C entier (les entiers ont alors la mauvaise parite´, il faut penser a` la
parite´ de 2C + 1) soit pour tout C demi-entier non entier, ce sont alors les demi-entiers non entiers
qui ont la mauvaise parite´. Les re´sultats d’Harish-Chandra (cf. [23]) ge´ne´ralisent alors cette assertion
quand on remplace le segment [C,−C] par un ensemble fini de segments de´croissants. On veut la
meˆme assertion pour un ensemble de segments, E , de la forme [ζC,−ζC] ou` ζ = + ou − ; je n’ai pas
trouve´ d’argument e´le´mentaire pour prouver cela. La de´monstration que je propose consiste a` utiliser
l’application inv<α ◦ inv≤α de [11] 4.1 pour se ramener au cas des segments tous de´croissants ; pour
re´ussir, il faut que l’on ne puisse pas avoir dans l’ensemble des segments a` la fois un segment [C,−C]
et un segment [−C,C] ; on a fait ce qu’il fallait ci-dessus pour se ramener au cas ou` cette e´ventualite´
ne se produit pas. Ensuite on ne peut pas invoquer directement l’assertion de [11] 4.1 pour savoir que
cette application conserve l’irre´ductibilite´ (au signe pre`s) des sous-quotients irre´ductibles de l’induite
×[ζC,−ζC]∈E < ρ| |
ζC , · · · , ρ| |−ζC > ×π(ψ, ǫ).
Mais fort heureusement la de´monstration s’applique telle quelle pour inv≤α quand on remarque que
dans l’e´nonce´ de l’assertion de loc. cite, on peut parfaitement remplacer π(ψ, ǫ) par
×[ζC,−ζC]∈E;C>α < ρ| |
ζC , · · · , ρ| |−ζC > ×π(ψ, ǫ).
Le parabolique qui intervient est exactement celui de la preuve donne´e. Cela permet de se ramener au
cas tempe´re´.
On suppose donc pour le moment que π(ψ, ǫ) est une se´rie discre`te. Fixons (ρ,A,B, ζ) ∈ E . On montre
d’abord que l’induite :
τ :=< ρ| |ζA, · · · , ρ| |−ζB > ×π(ψ, ǫ)
est irre´ductible. Pour cela on remarque d’abord qu’elle a un unique sous-module irre´ductible, τs : cela
re´sulte des 2 faits suivants. D’une part pour tout x ∈ [ζA, ζ(B + 1)], Jacxπ(ψ, ǫ) = 0, d’ou`
JacζA,··· ,ζ(B+1)τ =< ρ| |
ζB, · · · , ρ| |−ζB > ×π(ψ, ǫ).
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Et d’autre part, l’induite < ρ| |ζB , · · · , ρ| |−ζB > ×π(ψ, ǫ) est irre´ductible.
L’induite < ρ| |ζB , · · · , ρ| |−ζA > ×π(ψ, ǫ) a aussi un unique sous-module irre´ductible car
JacζB,··· ,−ζA < ρ| |
ζB , · · · , ρ| |−ζA > ×π(ψ, ǫ) = π(ψ, ǫ)
par re´ciprocite´ de Frobenius, on voit que τ a aussi un unique quotient irre´ductible τq. Il suffit donc de
de´montrer que τs ≃ τq puisque chacun intervient avec multiplicite´ 1 comme sous-quotient irre´ductible
de τ d’apre`s les calculs de modules de Jacquet faits ci-dessus.
On conside`re τ˜ :=< ρ| |ζA, · · · , ρ| |−ζA > ×π(ψ, ǫ). C’est une repre´sentation irre´ductible par hy-
pothe`se. On calcule le module de Jacquet, JacζA,··· ,ζ(B+1)τ˜ . On a une filtration :
0→< ρ| |ζA, · · · , ρ| |ζ(B+1) > ⊗
(
< ρ| |ζA, · · · , ρ| |−ζB > ×π(ψ, ǫ)
)
→
JacζA,··· ,ζ(B+1)τ˜ →< ρ| |
ζA, · · · , ρ| |ζ(B+1) > ⊗
(
< ρ| |ζB , · · · , ρ| |−ζA > ×π(ψ, ǫ)
)
→ 0. (2)
Ici < ρ| |ζA, · · · , ρ| |ζ(B+1) > ⊗τs est quotient de la repre´sentation la plus a` droite ; d’ou` par re´ciprocite´
de Frobenius un homorphisme non nul :
τ˜ →< ρ| |ζA, · · · , ρ| |ζ(B+1) > ×τs. (3)
Par irre´ductibilite´ ce morphisme est une inclusion. On recalcule dans le groupe de Grothendieck
JacζA,··· ,ζ(B+1) du 2e membre de (3) ; on obtient la somme de τs avec < ρ| |
ζA, · · · , ρ| |ζ(B+1) >
×JacζA,··· ,ζ(B+1)τs. Or JacζA,··· ,ζ(B+1)τs est la repre´sentation irre´ductible < ρ| |
ζB , · · · , ρ| |−ζB >
×π(ψ, ǫ). Ainsi, dans le groupe de Grothendieck, JacζA,··· ,ζ(B+1)τ˜ est au plus la somme de τs et
de
< ρ| |ζA, · · · , ρ| |ζ(B+1) > × < ρ| |ζB , · · · , ρ| |−ζB > ×π(ψ, ǫ).
On suppose que τs 6≃ τq et on calcule la multiplicite´ de τq dans JacζA,··· ,ζ(B+1)τ˜ avec l’inclusion (3).
D’apre`s ce que l’on vient d’e´crire ; cette multiplicite´ est infe´rieure ou e´gal a` 1. Par contre dans la suite
exacte e´crite en (2), elle est 2 ; d’ou` la contradiction qui donne τs ≃ τq et l’irre´ductibilite´.
On revient a` E et on e´crit E ′ := E − {(ρ,A,B, ζ)}. On rappelle, car on l’utilisera librement que
pour tout (ρ,A′, B′, ζ ′), (ρ,A′′, B′′, ζ ′′) ∈ E l’induite S(ρ,A′, B′, ζ ′) × S(ρ,A′′, B′′, ζ ′′) est irre´ductible.
On suppose que A > B, sinon on change d’e´le´ment et si pour tout e´le´ment dans E , A = B, on a de´ja`
montre´ le re´sultat.
Soit τ un sous-module irre´ductible de ×(ρ′,A′,B′,ζ′)∈ES(ρ
′, A′, B′, ζ ′) × π(ψ, ǫ). On a la suite de
morphismes :
τ →֒ ×(ρ′,A′,B′,ζ′)∈E ′S(ρ
′, A′, B′, ζ ′)× S(ρ,A,B, ζ)× π(ψ, ǫ) →֒
×(ρ′,A′,B′,ζ′)∈E ′S(ρ
′, A′, B′, ζ ′)×
( ζB · · · −ζA
...
...
...
ζ(A− 1) · · · −ζ(B + 1)
)
× < ρ| |ζA, · · · , ρ| |−ζB > ×π(ψ, ǫ)
d’apre`s l’irre´ductibilite´ qui vient d’eˆtre de´montre´e
≃ ×(ρ′,A′,B′,ζ′)∈E ′S(ρ
′, A′, B′, ζ ′)×
( ζB · · · −ζA
...
...
...
ζ(A− 1) · · · −ζ(B + 1)
)
× < ρ| |ζB , · · · , ρ| |−ζA > ×π(ψ, ǫ)
d’apre`s 8.2
≃ ×(ρ′,A′,B′,ζ′)∈E ′S(ρ
′, A′, B′, ζ ′)× < ρ| |ζB , · · · , ρ| |−ζA > ×
( ζB · · · −ζA
...
...
...
ζ(A− 1) · · · −ζ(B + 1)
)
× π(ψ, ǫ)
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→֒ ×(ρ′,A′,B′,ζ′)∈E ′S(ρ
′, A′, B′, ζ ′)× < ρ| |ζB , · · · , ρ| |−ζA > × < ρ| |ζB , · · · , ρ| |−ζA >
×
( ζ(B + 1) · · · −ζ(A− 1)
...
...
...
ζ(A− 1) · · · −ζ(B + 1)
)
× π(ψ, ǫ)
= ×(ρ′,A′,B′,ζ′)∈E ′S(ρ
′, A′, B′, ζ ′)× < ρ| |ζB , · · · , ρ| |−ζA > × < ρ| |ζB , · · · , ρ| |−ζA >
×S(ρ,A− 1, B + 1, ζ)× π(ψ, ǫ).
On peut encore faire commuter < ρ| |ζB , · · · , ρ| |−ζA > au dessus de chaque S(ρ′, A′, B′, ζ ′) car les
segments qui de´finissent S(ρ′, A′, B′, ζ ′) sont soit inclus dans le segment [ζB,−ζA] (dans le cas ou`
A′ < B) soit contiennent ce segment (cas ou` A < B′). Donc finalement on a :
σ →֒< ρ| |ζB, · · · , ρ| |−ζA > × < ρ| |ζB , · · · , ρ| |−ζA > ×(ρ′,A′,B′,ζ′)∈E ′S(ρ
′, A′, B′, ζ ′)×
S(ρ,A− 1, B + 1, ζ)× π(ψ, ǫ). (1)
Par re´currence sur
∑
(ρ′,A′,B′,ζ′)∈E (A
′ −B′) on admet que la repre´sentation
×(ρ′,A′,B′,ζ′)∈E ′S(ρ
′, A′, B′, ζ ′)× S(ρ,A− 1, B + 1, ζ)× π(ψ, ǫ)
est irre´ductible. On montre que l’induite de droite dans (1) a un unique sous-module irre´ductible
et qu’il intervient avec multiplicite´ 1 comme sous-quotient de cette induite : pour cela on calcule
Jacx∈[ζB,−ζA]∪[ζB,−ζA] de cette induite. Il faut le faire en 2 temps, d’abord calculer Jacx∈[ζB,−ζA] ; on
de´compose ce segment en 5 sous-ensembles Ij pour j ∈ [1, 5] tels que
Jacx∈I1Jac
d
x∈−tI2
< ρ| |ζB , · · · , ρ| |−ζA > 6= 0
Jacx∈I3Jac
d
x∈−tI4
< ρ| |ζB , · · · , ρ| |−ζA > 6= 0
Jacx∈I5 ×(ρ′,A′,B′,ζ′)∈E ′ S(ρ
′, A′, B′, ζ ′)× S(ρ,A− 1, B + 1, ζ)× π(ψ, ǫ) 6= 0.
On cherche quel ensemble peut contenir −ζA ; certainement ni I2 ni I4 tout simplement car ζA n’est
pas dans le support cuspidal de la repre´sentation < ρ| |ζB , · · · , ρ| |−ζA >. Il ne peut pas non plus eˆtre
dans I5 car il faudrait qu’il existe (ρ,A
′, B′, ζ ′) ∈ E ′ avec ζ ′B′ ∈ [ζB,−ζA] et −ζA ∈ [ζ ′A′,−ζ ′A′]. Or
la premie`re condition entraˆıne B′ ≤ A et nos hypothe`ses forcent alors A′ < B ; la 2e condition devient
alors impossible a` re´aliser.
Soit maintenant j = 1 ou 3 tel que Ij contienne −ζA, ne´cessairement pour cette valeur de j,
Ij = [ζB,−ζA] et le module de Jacquet cherche´ est, pour ce choix, l’induite :
< ρ| |ζB , · · · , ρ| |−ζA > ×(ρ′,A′,B′,ζ′)∈E ′S(ρ
′, A′, B′, ζ ′)× S(ρ,A− 1, B + 1, ζ)× π(ψ, ǫ).
Quand on applique encore Jacx∈[ζB,−ζA] a` ce re´sultat, l’argument que l’on vient de donner montre
qu’on obtient τ ′ := ×(ρ′,A′,B′,ζ′)∈E ′S(ρ
′, A′, B′, ζ ′)×S(ρ,A−1, B+1, ζ)×π(ψ, ǫ). Le module de Jacquet
de l’induite de (1) cherche´ est donc τ ′ avec multiplicite´ 2.
Comme l’induite dans le groupe line´aire convenable < ρ| |ζB , · · · ,−ζA > × < ρ| |ζB, · · · , ρ| |−ζA >
est irre´ductible, il est automatique que Jacx∈[ζB,−ζA]∪[ζB,−ζA]τ contienne au moins τ
′ avec multiplicite´
2. Ainsi τ est l’unique sous-module irre´ductible de l’induite de droite de (1) et par exactitude du
foncteur de Jacquet, y intervient au plus avec multiplicite´ 1 comme sous-quotient. D’ou` nos assertions
et le fait que τ est comple`tement de´termine´e par τ ′. Ainsi σ a un unique sous-module irre´ductible
et comme σ aussi est un sous-module de l’induite de droite de (1), τ y intervient avec multiplicite´ 1
comme sous-quotient irre´ductible. Cela prouve l’irre´ductibilite´ de σ, argument que nous avons de´ja`
utilise´ : σ e´tant autodual tout sous-module irre´ductible de σ qui intervient avec multiplicite´ 1 comme
sous-quotient irre´ductible est ne´cessairement facteur direct. Comme σ n’a qu’un seul sous-module
irre´ductible et que ce sous-module intervient avec multiplicite´ un comme sous-quotient irre´ductible de
σ, σ est irre´ductible.
Ensuite on passe du cas des se´ries discre`tes au cas ge´ne´ral comme explique´ dans la preuve de 4.4.
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7 Conclusion
Soit ψ un morphisme de WF × SL(2,C) × SL(2,C) dans
LG soumis aux proprie´te´s de 1.3. Soit ǫ
un caracte`re du centralisateur de ψ comme dans 1.3. On a construit dans les paragraphes pre´ce´dents,
une repre´sentation semi-simple sans multiplicite´, π(ψ, ǫ) qui a le mauvais gout de pouvoir eˆtre nulle
mais dont on sait, graˆce a` [18] par 4, que, modulo les proprie´te´s de transfert de fonction conjecture´es
mais pas encore connues, le caracte`re
∑
ǫ
ǫ(ψ(1, 1,
(−1 0
0 −1
)
) tr π(ψ, ǫ)
se transfe`re en le caracte`re de la repre´sentation du GL(n,F) convenable de´finie par ψ.
Il me semble plus naturelle de de´composer ψ en repre´sentations irre´ductibles de la forme ρ⊗[a]⊗[b],
ou` ρ est une repre´sentation irre´ductible de WF et a, b sont des entiers donnant chacun la dimension
de la repre´sentation de SL(2,C) e´crite entre crochets. Avec ces notations, Jord(ψ) est l’ensemble
des triplets (ρ, a, b) ; c’est un ensemble avec multiplicite´. On dit que (ρ, a, b) a la bonne parite´ si la
repre´sentation ρ ⊗ [a] ⊗ [b] est a` valeurs dans un groupe de meˆme type que LG et on note Jord(ψ)p
le sous-ensemble de Jord(ψ) forme´ des triplets ayant bonne parite´ ; c’est encore un ensemble avec
multiplicite´. Et ǫ s’identifie a` une fonction de Jord(ψ) (vu sans multiplicite´) dans {±1} qui vaut 1
sur tous les triplets n’ayant pas la bonne parite´. Pour de´composer π(ψ, ǫ), on a utilise´ des fonctions
annexes, ℓ de Jord(ψ) dans N ve´rifiant
∀(ρ, a, b) ∈ Jord(ψ)p, ℓ(ρ, a, b) ∈ [0, [inf(a, b)/2]]
et une fonction η de´finie elle aussi sur Jord(ψ)p est a` valeurs dans {±1} ve´rifiant
∀(ρ, a, b) ∈ Jord(ψ) η(ρ, a, b)inf(a,b)(−1)[inf(a,b)/2]+ℓ(ρ,a,b) = ǫ(ρ, a, b).
A de telles donne´es, on a associe´ une sous-repre´sentation irre´ductible ou nulle de π(ψ, ǫ) note´e
π(ψ, ǫ, ℓ, η). Il n’y a qu’un seul cas, ou` je peux de´montrer que ces repre´sentations sont toutes non
nulles ; on note ψ0 le morphisme analogue a` ψ mais tel que Jord(ψ0) soit sans multiplicite´ et co¨ıncide
avec Jord(ψ)p aux multiplicite´ pre`s. L’hypothe`se est que ψ0 soit un morphisme de restriction discre`te
a` la diaogonale. Dans ce cas, on a :
The´ore`me : on suppose que ψ0 de´finie ci-dessus est de restriction discre`te a` la diagonale, alors
les repre´sentations π(ψ, ǫ, ℓ, η) sont toutes non nulles pour les donne´es ci-dessus et de´composent la
repre´sentation π(ψ, ǫ).
Etant donne´ les proprie´te´s d’irre´ductibilite´ de´ja` de´montre´es pour les induites et 5, il faut prouver le
the´ore`me dans le cas ou` ψ = ψp et les multiplicite´s dans Jord(ψp) sont infe´rieures ou e´gale a` 2. On
note E le sous-ensemble de Jord(ψ) forme´ des e´le´ments dont la multiplicite´ est exactement 2 et on
conside`re E comme ensemble sans multiplicite´. On note aussi ψ′ le morphisme qui se de´duit de ψ en
enlevant les e´le´ments de E de Jord(ψ). On reprend les notations habituelles pour Jord(ψ) ; on fixe des
fonctions ℓ′, η′ telles que π(ψ′, ǫ′, ℓ′, η′) soit l’une des composantes irre´ductibles de π(ψ′, ǫ′). On doit
de´montrer que l’induite
×(ρ,A,B,ζ)∈ES(ρ,A,B, ζ)× π(ψ
′, ǫ′, ℓ′, η′)
est de longueur exactement
∑
(ρ,A,B,ζ)∈E(A − B + 2). On fait la de´monstration par induction sur
le nombre d’e´le´ment de E ; on note (ρ,A,B, ζ) l’e´le´ment de E tel que B soit maximum pour cette
proprie´te´ d’appartenance. Avec l’hypothe`se de re´currence applique´ a` E −{(ρ,A,B, ζ)} et 4, on a cette
assertion a` condition que pour tout (ρ,A′, B′, ζ ′) ∈ Jord(ψ) ve´rifiant B′ > B alors B′ >> A. Il faut
donc passer de B′ >> A a` B′ > A. Cela va eˆtre conse´quence du re´sultat plus ge´ne´ral suivant
Assertion 1 : soit ψ, ǫ, ℓ, η permettant de de´finir une repre´sentation π(ψ, ǫ, ℓ, η) dont on suppose
qu’elle est non nulle. Soit (ρ,A,B, ζ) ∈ Jord(ψ) y intervenant avec multiplicite´ 1 et tel que pour tout
(ρ,A′, B′, ζ ′) ∈ Jord(ψ) un e´le´ment diffe´rent, soit B′ > A+ 1 soit A′ < B − 1. Alors
JacζB,··· ,ζAπ(ψ, ǫ, ℓ, η) 6= 0.
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Il faut remarquer que les hypothe`ses de cette assertion entraˆıne que (ρ,A,B, ζ) intervient avec multi-
plicite´ 1 dans Jord(ψ).
On fait une re´currence sur
∑
(ρ′,A′,B′,ζ′)∈Jord(ψ) A
′ − B′. Le cas des morphismes e´le´mentaires est
connus (cf. [11]) et on n’a d’ailleurs besoin que de l’hypothe`se B′ > A et non B′ > A + 1. Avant de
passer au cas ge´ne´ral, on ge´ne´ralise un autre re´sultat du cas discret
Assertion 2 : soit ψ ayant les proprie´te´s du the´ore`me et soit ℓ comme dans cet e´nonce´. On suppose
qu’il existe (ρ,A,B, ζ) ∈ Jord(ψ) tel que ℓ(ρ,A,B, ζ) > 0. On note m la multiplicite´ de (ρ,A,B, ζ)
dans Jord(ψ). Alors JacζB,··· ,−ζA applique´ m fois a` π(ψ, ǫ, ℓ, η) est une repre´sentation irre´ductible
non nulle. On obtient exactement π(ψ′, ǫ, ℓ′, η), ou` ψ′ se de´duit de ψ en remplac¸ant chaque copie de
(ρ,A,B, ζ) par (ρ,A − 1, B + 1, ζ) et ℓ′ ne diffe`re de ℓ que sur (ρ,A − 1, B + 1, ζ) ou` cette fonction
vaut ℓ(ρ,A,B, ζ) − 1.
On fixe une des copies de (ρ,A,B, ζ) dans Jord(ψ) ; si pour tout e´le´ment, (ρ,A′, B′, ζ ′) de Jord(ψ)
strictement plus grand que cette copie fixe´e pour l’ordre mis sur Jord(ψ), on a B′ >> A, il suffit d’ap-
pliquer la de´finition ( si (ρ,A,B, ζ) intervient avec multiplicite´, on renvoie a` 3.4 et si cette multiplicite´
est plus grande que 2 a` l’irre´ductibilite´ 5 et 6). Pour la situation ge´ne´rale, une part d’une situation
comme ci-dessus et on calcule des Jacx∈C(ζ′,A′,B′,T ′) ; mais pour tout e´le´ment x dans un tel ensemble
C(ζ ′, A′, B′, T ′), on a suˆrement
|x| ≥ B′ + 1 ≥ A+ 2.
Il y a donc une commutation entre cette ope´ration et JacζB,··· ,−ζA. D’ou` l’assertion 2.
Revenons a` la preuve de l’assertion 1. Graˆce a` l’assertion 2, on se rame`ne au cas ou` ℓ(ρ,A′, B′, ζ ′) = 0
pour tout (ρ,A′, B′, ζ ′) ∈ Jord(ψ) diffe´rent de (ρ,A,B, ζ). La re´currence porte donc uniquement sur
A−B et si A = B, on a de´ja` vue cette assertion. On suppose donc que A > B. Et on suppose d’abord
que ℓ(ρ,A,B, ζ) = 0 ; on est directement ramene´ au cas d’un morphisme e´le´mentaire. On suppose
maintenant que ℓ(ρ,A,B, ζ) > 0
8 Appendice
8.1 Un re´sultat d’irre´ductibilite´
On rappelle et rede´montre (pour la commoditie´ du lecteur) un re´sultat de [19]. Pour cela on a
besoin d’adapter les notations. Soient (ρ,A,B, ζ) comme dans les paragraphes pre´ce´dents. On fixe T
un entier et on conside`re le tableau :
ζ(B + T ) · · · ζ(B + 1)
...
...
...
ζ(A+ T ) · · · ζ(A+ 1)
On a associe´ une repre´sentation d’un groupe line´aire convenable S(ζ,A,B, T ), a` ce tableau.
Proposition : Soit {T1, · · · , Tℓ} une collection d’entiers ; l’induite ×i∈[1,ℓ]S(ζ,A,B, Ti) est irre´duc-
tible comme repre´sentation d’un groupe line´aire convenable.
Soit σ un sous-quotient irre´ductible de cette induite c’est une repre´sentation d’un groupe line´aire
GL(N) pour N convenable. Pour C un ensemble totalement ordonne´ on garde la notation de´ja` utilise´e
Jacdx∈Cσ pour repre´senter la projection du module de Jacquet de σ le long du parabolique standard
de Levi GL(N − |C|dρ) ×GL(dρ) × · · · × GL(dρ) ou` il y a |C|-copies GL(dρ), sur le support cuspidal
des copies GL(dρ) qui est pre´cise´ment ⊗x∈Cρ| |
x avec l’ordre de C. On prend l’expression ζ plus petit
pour dire le plus petit si ζ = + et le plus grand si ζ = −. Le ζ plus petit e´le´ment du support cuspidal
de σ est ζ(B+1) et il intervient avec multiplicite´ ℓ dans le support cuspidal de l’induite de l’e´nonce´ et
donc aussi de σ. Il existe donc des e´le´ments Yi pour i = 1, · · · , ℓ tels que [ζ(B+1), Yi] soit un segment
et en notant C l’ensemble totalement ordonne´ ∪i∈[ℓ,1][ζ(B + 1), Yi] on ait
Jacdx∈Cσ 6= 0. (1)
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On fixe Y1 ζ-minimal avec cette proprie´te´ puis Y2 ζ-minimal, etc... On va montrer que Yi = ζ(A+ 1)
pour tout i = 1, · · · , ℓ. Pour x fixe´, on a JacdxS(ζ,A,B, T ) = 0 quelque soit T sauf pour x = ζ(A+1).
La non nullite´ de (1) entraˆıne a` fortiori que JacdY1σ 6= 0 et comme ce module de Jacquet est un sous-
quotient du module de Jacquet de toute l’induite, il existe i ∈ [1, ℓ] tel que JacdY1S(ζ,A,B, T ) 6= 0.
D’ou` de´ja` Y1 = ζ(A+1). On calcule maintenant Y2 : on ve´rifie par re´ciprocite´ de Frobenius qu’il existe
une repre´sentation σ′ et une inclusion
σ →֒ σ′ × ρ| |ζ(B+1) × · · · × ρ| |Y2 × ρ| |ζ(B+1) × · · · × ρ| |ζ(A+1).
On peut remplacer ρ| |ζ(B+1) × · · · × ρ| |ζ(A+1) par < ρ| |ζ(B+1), · · · , ρ| |ζ(A+1) > car sinon il existerait
x ∈ [ζ(B + 1), ζ(A+ 1)[ tel que Jacdxσ 6= 0. Par minimalite´ de Y2 on peut aussi remplacer ρ| |
ζ(B+1) ×
· · · × ρ| |Y2 par < ρ| |ζ(B+1), · · · , ρ| |Y2 >. La repre´sentation induite
< ρ| |ζ(B+1), · · · , ρ| |Y2 > × < ρ| |ζ(B+1), · · · , ρ| |ζ(A+1) >
est irre´ductible car les segments ont meˆme proprie´te´ de croissance et meˆme premier terme. Cette
irre´ductibilite´ permet d’e´changer les 2 facteurs et prouve que JacdY2σ 6= 0 ; d’ou` comme ci-dessus
Y2 = ζ(A+1) et l’argument s’applique de proche en proche pour prouver que Yi = ζ(A+1) pour tout
i ∈ [1, ℓ].
On note ici C l’union de ℓ-copies de [ζ(B + 1), ζ(A + 1)] et c le cardinal de cet ensemble ; ici
l’ensemble n’est plus ordonne´.
On calcule le module de Jacquet de σ relativement au parabolique standard de Levi GL(N − cdρ)
× GL(cdρ) et on prend encore la projection de ce module de Jacquet sur l’ensemble des repe´sentations
pourlesquelles GL(cdρ) agit par une repre´sentation dont le support cuspidal est forme´ des repre´senta-
tions ρ| |x ou` x parcourt C. On note Jac[C]σ ce module de Jacquet. Par exactitude du foncteur de
Jacquet, ceci est un sous-quotient de son analogue quand on remplace σ par toute l’induite τ :=
×i∈[1,ℓ]S(ζ,A,B, Ti). On pose τ
′ := ×i∈[1,ℓ]S(ζ,A + 1, B + 1, Ti − 1), c’est-a`-dire que l’on enle`ve les
dernie`res lignes de chaque tableau de´finissant τ . On ve´rifie par les formules standard que
Jac[C]τ = τ
′ ⊗
(
< ρ| |ζ(B+1), · · · , ρ| |ζ(A+1) > × · · · × < ρ| |ζ(B+1), · · · , ρ| |ζ(A+1) >
)
,
ou` il y a ℓ copies cache´es dans les · · · . Un argument par re´currence dit que τ ′ est irre´ductible ce qui
entraˆıne l’irre´ductibilite´ du module de Jac[C]τ ; en particulier Jac[C]τ = Jac[C]σ. On peut aussi calculer
Jac[C]τ
′′ ou`
τ ′′ := τ ′× < ρ| |ζ(B+1), · · · , ρ| |ζ(A+1) > × · · · × < ρ| |ζ(B+1), · · · , ρ| |ζ(A+1) > .
C’est tre`s facile car si x est tel que Jacdxτ
′ 6= 0 alors x = ζ(A + 2) ; or ζ(A + 2) /∈ C. Ainsi, on a
aussi Jac[C]τ
′′ = Jac[C]σ. On en de´duit que τ
′′ a un unique sous-module irre´ductible qui intervient
avec multiplicite´ 1 comme sous-quotient irre´ductible et qui est ne´cessairement σ. Cela de´termine
uniquement σ et prouve que σ intervient a fortiori avec multiplicite´ 1 dans τ . Donc τ = σ. Cela
termine la preuve de l’irre´ductibilite´.
8.2 Un deuxie`me re´sultat d’irre´ductibilite´
On reprend la notation S− de 4 pour la repre´sentation base´e sur ρ et associe´e au tableau
ζB · · · −ζA
...
...
...
ζ(A− 1) · · · −ζ(B + 1)
Lemme : La repre´sentation S−× < ρ| |
ζB , · · · , ρ| |−ζA > est irre´ductible.
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Soit τ un sous-quotient irre´ductible de cette induite ; le support cuspidal de τ contient avec multiplicite´
2 la repre´sentation ρ| |−ζA ; comme dans la preuve ci-dessus, il existe x1, x2 tels que pour i = 1, 2,
xi + ζA ∈ Z et il existe une repre´sentation irre´ductible τ
′ avec une inclusion :
τ →֒< ρ| |x1 , · · · , ρ| |−ζA > × < ρ| |x2 , · · · , ρ| |−ζA > ×τ ′.
Et on ne peut encore avoir que x1 = x2 = ζB car ne´cessairement Jacxiτ 6= 0 pour i = 1, 2 et par
exactitude du foncteur de Jacquet, aussi Jacxi(S−× < ρ| |
ζB , · · · , ρ| |−ζA >) 6= 0. Dans ce cas, il n’y a
que la possibilite´ τ ′ = S(ρ,A − 1, B + 1, ζ) par un calcul facile et τ est uniquement de´termine´. Cela
montre l’unicite´ de τ et l’irre´ductibilite´.
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