






Development of the Driving Decision Making 






























Development of the Driving Decision Making 





























































































































第 1 章 序論 ..................................................................................................................... 1 
 研究背景 ................................................................................................................. 1 
 研究目的 ................................................................................................................. 3 
1.2.1 ヒトのモデル化手法 ..................................................................................... 4 
1.2.2 ドライバーモデルと課題 ............................................................................... 5 
第 2 章 運転時の意思決定モデル ..................................................................................... 9 
 2 章の目的 .............................................................................................................. 9 
 自動車運転時の意思決定構造 ................................................................................. 9 
2.2.1 階層的意思決定 ........................................................................................ 10 
2.2.2 PLAN レベルの意思決定 .......................................................................... 11 
2.2.3 TASK レベルの意思決定 .......................................................................... 11 
2.2.4 MANEUVER レベルの意思決定 .............................................................. 12 
 運転時の脳の働き ................................................................................................. 12 
2.3.2 意思決定レベルと脳の働き ........................................................................ 14 
2.3.3 脳使用部位と学習モデル ........................................................................... 15 
 将来予測時間 ........................................................................................................ 16 
2.4.1 運動準備電位 ............................................................................................ 17 
2.4.2 状態によらない行動意思決定 .................................................................... 18 
2.4.3 意思決定レベルと予測時間 ........................................................................ 18 
 2 章の考察とまとめ ................................................................................................ 19 
第 3 章 車両運動制御習熟モデル ................................................................................... 21 
 3 章の目的 ............................................................................................................ 21 
 運転操作とドライビングプレジャー ........................................................................... 21 
3.2.1 ドーパミン分泌と運転学習 .......................................................................... 23 
3.2.2 脳の働きに基づく強化学習モデル .............................................................. 25 
 強化学習シミュレーション ....................................................................................... 26 
3.3.1 運転目標設定 ............................................................................................ 27 
3.3.2 強化学習手法 ............................................................................................ 27 
3.3.3 学習アルゴリズム ...................................................................................... 30 
3.3.4 Action-State の定義 ................................................................................. 31 
3.3.5 Reward の定義 ......................................................................................... 33 
3.3.6 車両モデル ................................................................................................ 34 
3.3.7 走行ルールの設定..................................................................................... 36 
3.3.8 車両特性 ................................................................................................... 37 
 シミュレーション解析 ............................................................................................... 38 
3.4.1 運転習熟過程解析手法 ............................................................................. 38 
3.4.2 ドライビングプレジャー評価シミュレーション ................................................ 40 
 3 章の考察とまとめ ................................................................................................ 41 
第 4 章 タスク選択意思決定モデル ................................................................................. 43 
 4 章の目的 ............................................................................................................ 43 
 タスク選択課題 ...................................................................................................... 44 
4.2.1 運転環境設定 ............................................................................................ 44 
4.2.2 運転挙動モデル ........................................................................................ 45 
 強化学習モデル ..................................................................................................... 45 
4.3.1 Acotr-Critic 法 ......................................................................................... 46 
4.3.2 モデル入出力 ............................................................................................ 46 
4.3.3 報酬モデル ................................................................................................ 48 
 学習シミュレーション ............................................................................................... 49 
4.4.1 シミュレーション設定 .................................................................................. 49 
 
 
4.4.2 2Step 学習................................................................................................ 50 
 シミュレーション結果解析 ....................................................................................... 51 
4.5.1 Step1 学習結果 ........................................................................................ 52 
4.5.2 Step2 学習結果 ........................................................................................ 53 
4.5.3 解析結果 ................................................................................................... 54 
4.5.4 運転行動の再現性 .................................................................................... 54 
 4 章の考察とまとめ ................................................................................................ 55 
第 5 章 タスク実行意思決定モデル ................................................................................. 57 
 5 章の目的 ............................................................................................................ 57 
 追い越し行動解析 .................................................................................................. 57 
5.2.1 データ抽出 ................................................................................................ 58 
5.2.2 モデルと実車データの比較 ........................................................................ 60 
5.2.3 モデル検定 ................................................................................................ 61 
5.2.4 連続状態空間における強化学習の課題 ..................................................... 63 
 車間距離の認知特性 ............................................................................................. 64 
5.3.1 人の認知特性に基づく状態空間設定 ......................................................... 65 
5.3.2 モデル検定 ................................................................................................ 66 
 5 章の考察とまとめ ................................................................................................ 67 
第 6 章 結言 ................................................................................................................... 69 
 考察 ...................................................................................................................... 69 
 運転意思決定の全体像 .......................................................................................... 70 
 今後の発展 ........................................................................................................... 71 




図 1.1 高齢ドライバー比率の増加 （警察庁調べ） ........................................................... 2 
図 1.2 運転支援技術の新車搭載率 （国交省調べ） ......................................................... 2 
図 1.3 運転支援技術の想定外動作 ................................................................................ 3 
図 1.4 人腕粘弾性を考慮した操舵系モデルの例 ............................................................. 5 
図 1.5 人間-機械系伝達関数モデルの例 ........................................................................ 6 
図 1.6 ニューラルネットによる学習手法の概念 ................................................................ 7 
図 2.1 運転時の 3 つの意思決定レベル ....................................................................... 10 
図 2.2 意思決定と脳の働き .......................................................................................... 15 
図 2.3 脳部位と学習モデル .......................................................................................... 16 
図 2.4 意思決定時間 ................................................................................................... 19 
図 3.1 運転中のモーションキャプチャ ............................................................................ 23 
図 3.2 報酬系におけるドーパミン分泌 ........................................................................... 24 
図 3.3 ドライビングプレジャー仮説 ................................................................................ 25 
図 3.4 TD 誤差学習モデル ............................................................................................ 26 
図 3.5 人間機械系強化学習モデル ............................................................................... 26 
図 3.6 走行コース ........................................................................................................ 27 
図 3.7 学習状態空間における価値関数の例 ................................................................. 29 
図 3.8 車両挙動と知覚 ................................................................................................. 32 
図 3.9 ドライバーの感覚知覚 ........................................................................................ 32 
図 3.10 平面二輪モデル ............................................................................................... 35 
図 3.11 走行ルール ..................................................................................................... 37 
図 3.12 学習中の走行軌跡 ........................................................................................... 39 
図 3.13 Average Reward ................................................................................................ 39 
 
 
図 3.14 運転習熟シミュレーション結果 .......................................................................... 40 
図 3.15 学習過程における TD 誤差履歴 ....................................................................... 41 
図 4.1 高速道路走行タスク ........................................................................................... 45 
図 4.2 Actor-Critic 強化学習 ........................................................................................ 46 
図 4.3 周囲環境のパラメータ ........................................................................................ 47 
図 4.4 State と Action ................................................................................................... 48 
図 4.5 第 1 ステップ学習 ............................................................................................... 50 
図 4.6 第 2 ステップ学習 ............................................................................................... 51 
図 4.7 他車なしにおける学習結果 ................................................................................ 52 
図 4.8 他車ありにおける学習結果 ................................................................................ 53 
図 4.9 学習による追い越し戦略の変化 .......................................................................... 55 
図 5.1 周囲環境計測実験車両 ..................................................................................... 58 
図 5.2 データサンプリング区間 ..................................................................................... 59 
図 5.3 実走行データにおける車線変更タイミング ........................................................... 59 
図 5.4 学習モデルの価値関数との比較 ........................................................................ 61 
図 5.5 先行車との距離と価値の変化 ............................................................................ 62 
図 5.6 価値関数学習における課題 ............................................................................... 63 
図 5.7 視覚内面積による知覚 ...................................................................................... 64 
図 5.8 仮想平面投影 .................................................................................................... 65 
図 5.9 対数状態空間における価値関数との比較 ........................................................... 66 




表 2.1 意思決定レベルと脳の使用部位 ......................................................................... 15 
表 3.1 運転習熟モデルにおける意味 ............................................................................ 28 
表 3.2 強化学習パラメータ............................................................................................ 30 
表 3.3 学習状態変数 .................................................................................................... 33 
表 3.4 車両特性値 ....................................................................................................... 35 
表 3.5 操舵剛性パラメータ一覧 .................................................................................... 38 
表 4.1 行動の一覧 ....................................................................................................... 48 
表 4.2 学習設定 ........................................................................................................... 51 
表 4.3 平均車速 ........................................................................................................... 54 
表 5.1 解析結果 ........................................................................................................... 61 



























fNIRS functional Near Infra-Red Spectroscopic topography 
TD 学習 Temporal Difference 学習 
ܸ, ܸሺݔሻ 価値関数 
ܸ∗ 次の状態における価値の予測値 
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おける普通免許保有者中の女性比率は 32.8%であったのに対し、2015 年では同 44.8%と 12 ポイン













図 1.1 高齢ドライバー比率の増加 （警察庁調べ） 
 

















図 1.3 運転支援技術の想定外動作 
また、より多くの操作を自動化した自動運転車両の研究開発が行われているが、これらの車
両の実証実験において、他の手動運転の車の動きや、他車ドライバーの運転行動を予測できず

































































































































と定義する。図 2.1 にこの 3 つの意思決定レベルの定義を図示する。 
 






2.2.2 PLAN レベルの意思決定 
ドライバーは、PLAN レベルの意思決定において、過去の経験や事前に得た情報に基づき、出
発地点から目的地点までのルートを決定する。例えば、どの道を走りどの交差点で曲がり、高速
道路などを利用するか否か、利用する場合はどの IC で高速道路に入り、どこの IC で出るかなど
である。これを Route Plan と呼ぶこととする。また、ルートを決定した後、交差点での右左折や進
行方向選択、高速道路出口に出るためなど、各ポイントで取るべき走行レーンを決定するが、こ
れを Lane Plan と呼ぶこととする。 
実際の運転においては、当初決定したルートを変更しない場合が多いと考えられるが、状況に
よってルートを変更する場合などもあるため、これらの意思決定は随時行われていると考えられる。






2.2.3 TASK レベルの意思決定 










定として 6 つの基本タスクを採用し、TASK レベルの意思決定によってそのいずれかを選択するも
のとしてモデル構築を行う。 



































































表 2.1 意思決定レベルと脳の使用部位 
 入力 情報処理 出力 
PLAN 大脳皮質 前頭前野 大脳皮質 
TASK 大脳皮質・感覚野 前頭前野 大脳基底核 
MANEUVER 大脳基底核・感覚野 運動野 小脳 
 
 










図 2.3 脳部位と学習モデル 

























































を設定する。運転行動の開始タイミングを起点とし、そこから 10～7 秒以上前を PLAN レベルの意
思決定時間、10～7 秒前から 2～0.8 秒前までを TASK レベルの意思決定時間、それ以降を
MANEUVER レベルの意思決定時間とする。強化学習モデルのパラメータである予測時間につい




図 2.4 意思決定時間 


















































































































るため戦略を学習する。（図 3.5）  
 
 








図 3.6 走行コース 
コース幅は 4m とし、カーブの内側にはガイドレールがあり、外側は開けている状態となっている。
スタート地点からの直線で 60 ㎞/h まで加速した後、速度を維持したままカーブに進入する。直線







ܠሶሺݐሻ ൌ ݂൫ܠሺݐሻ, ܝሺݐሻ൯                     Eq. 1 
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ここで、 ܠ は状態量とし、ܝ は運転行動である。あるタイムステップにおいて、状態と行動のセッ
トから、次の状態への変化量が決まる。 次に、この状態と行動のセットから報酬ݎሺݐሻが決まる。 
ݎሺݐሻ ൌ ݎ൫ܠሺݐሻ, ܝሺݐሻ൯                       Eq. 2 
運転行動は、任意の状態ܠሺܜሻに対して、次の関数によって価値関数を最大化するように決定され
る。 
ܝሺݐሻ ൌ ߤ൫ݔሺݐሻ൯                 Eq. 3 




表 3.1 運転習熟モデルにおける意味 
Action ܝሺݏሻ 運転行動 
State ܠሺݐሻ ドライバーが感じる車両挙動 
Reward ݎሺܠሺݐሻሻ 運転の良さ 




ܸఓሺܠሺݐሻሻ ≅ ܸఓሺܠሺݐሻ;ܟሻ                 Eq. 5 
ここで w は関数近似のパラメータである。仮に、学習するエージェントが価値関数を完全に学
習できたと仮定すると、式(4)は次のように変換することができる。 




ればならない。この差分を TD 誤差として次式で表す。 
δሺݐሻ ≡ ݎሺݐሻ െ ଵఛ ܸሺݐሻ ൅ ሶܸ ሺݐሻ.                 Eq. 7 
 
図 3.7 学習状態空間における価値関数の例 










学習エージェントは、TD 誤差が 0 に漸近するように価値関数を学習する。そこで、先に定義した
近似パラメータを次のように更新する。 
ݓሶ ௜ ൌ ߟߜሺݐሻ݁௜ሺݐሻ 
݁పሶ ሺݐሻ ൌ െ ଵ఑ ݁௜ሺݐሻ ൅
డ௏ഋሺܠሺ௧ሻ;ܟሻ
డ௪೔                  Eq. 8 
ここで、݁௜ሺݐሻ は適正度の履歴（eligibility trace）であり、0 ൏ ߢ ൑ ߬ はその時定数を表す。 
Value gradient 法において、行動ܝ は状態空間内の状態ܠにおける、価値の傾きడ௏ሺܠሻడܠ  によって
導かれる。このことから、greedy policy は次のように表すことができる。 
ܝ ൌ ܵ′ିଵ ൬డ௙ሺܠ,ܝሻడܝ
் డ௏ሺܠሻ
డܠ
்൰                 Eq. 9 
ここで ܵᇱିଵሺሻ はゲイン関数である。これらの強化学習アルゴリズムにおけるいくつかの変数は、
実際の生物の脳内分泌物と関連しており、その関係を表 3.2 に記載する。 
表 3.2 強化学習パラメータ 
Dopamine δሺݐሻ TD error 
Serotonin τ Discounting of future reward 
Acetylcholine ߟ Learning ratio 






































図 3.9 ドライバーの感覚知覚 
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表 3.3 学習状態変数 
Steering angle ߠℎ -180 to 180 [deg] 
Lateral G ܩ௟௔௧ -15 to 15 [m/s2]  
Yaw rate ߛሶ  -1.0 to 1.0 [rad/s]  





















これらに基づき、報酬関数を車両の横位置誤差 ∆ ௖ܻ、横加速度の微分値 	ܩ௟௔௧ሶ 、 操舵角速度 
ߠ௛ሶ .で構成する。報酬の最大値を 1 として、それぞれの 2 乗に対して定数を書けた値を引くことで算
出する。 
ݎሺݔሺݐሻሻ ൌ 1 െ ܭ௖∆ ௖ܻଶ െ ܭ௚ܩ௟௔௧ሶ ଶ െ ܭ௧௛ߠ௛ሶ ଶ                 Eq. 10 
なお、各定数 ܭ∗は、これまでの運転行動解析研究結果から決定し、車両横位置誤差について
は、車両一台分（2m）ずれると報酬が 0 となるよう、躍度については人が不快と感じる躍度
（0.5m/s3）で報酬が 0 となるよう、操舵角速度は実際の実験における官能評価から 720deg/s で









図 3.10 平面二輪モデル 
表 3.4 車両特性値 
Weight ܯ௩ 1600 [kg] 
Inertia ܫ௩ 2000 [kgm2]  
Distance from front tire center ܮ௙ 1.3 [m]  






ூ                  Eq. 11 
ௗమ௬ሺ௧ሻ








ܨ௬௙ ൌ െܭ௙ ∙ sinሺ1.3 ൈ tanିଵ൫0.57 ൈ ߙ௙൯ሻ                 Eq. 13 
ܨ௬௥ ൌ െܭ௥ ∙ sinሺ1.3 ൈ tanିଵሺ0.57 ൈ ߙ௥ሻሻ                 Eq. 14 
ߙ௙ ൌ ߚ ൅ ௅೑∙ఊ௏ೡ െ ߠℎ                 Eq. 15 
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ߙ௥ ൌ ߚ െ ௅ೝ∙ఊ௏ೡ                  Eq. 16 
ここで、 ܭ௙ およびܭ௥ は走行実験によって特定した定数項であり、ߙ௙	及び ߙ௥ はそれぞれ前
輪・後輪のスリップ角である。 
車両モデルに対し、異なる操舵応答特性を持った車両を再現するため、操舵トルク入力 ௛ܶから
操舵角出力ߠℎの間に、2 次伝達関数による 2 次遅れ系を持つモデルとする。これにより、操舵応
答特性の違いによる学習特性の差を検証することができるようになる。 
ఏℎሺ௦ሻ
்೓ሺ௦ሻ ൌ ܭ௦௧௥௚ ∙
ఠ೓మ
௦మାଶ఍೓ఠ೓௦ାఠ೓మ                 Eq. 17 











図 3.11 走行ルール 

















表 3.5 操舵剛性パラメータ一覧 
Type ߱௛. ߞ௛ 
A 1.0 1.0 
B 1.4 0.8 
C 2.0 0.66 




















図 3.12 学習中の走行軌跡 




















図 3.14 運転習熟シミュレーション結果 
3.4.2 ドライビングプレジャー評価シミュレーション 













図 3.15 学習過程における TD 誤差履歴 








































の指標を採用する。1 つ目は ‘Time Head Way (THW)’ で、他車や目標までの距離(d) を速度(v)
で割った値で示され、自車が現在の速度を維持して走行した場合に、目標の位置に到達するまで
にかかる時間で距離を示している。 
 THW ൌ ݀௧/ݒ     Eq. 18 
仮に車速 20m/s で走行中の場合、100m 先の物体までの THW は 5.0 となる。2 つ目は 
 ‘Time To Collision (TTC)’で、これは対象までの距離を相対速度ሺݒ௧ െ ݒሻで割ったもので、その
まま進んだ場合に衝突するまでの時間を示す。相手が走行中の他車などの場合、たとえ距離が
近くても等速で移動してれば TTC は無限大となる。 
44 
 




 10 ㎞先の出口に出ること  
 目標車速は 100km/h とする 
 他車に衝突しないこと 






























状態量が連続値となるため、連続時間系を定義可能な Actor-Critic 法が適している。 
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4.3.1 Acotr-Critic 法 





図 4.2 Actor-Critic 強化学習 
本研究では人の脳活動に基づくモデル構築を目的としていることから、3 章で採用した Value-
gradient 法と同様に Critic モデルにおける価値関数の学習に、報酬予測時間を採用し、脳の働き
からこの予測時間を 8 秒と設定した。 
 Vஜሺxሺtሻሻ ൌ ׬ e-౩-౪ಜ r൫xሺsሻ, uሺsሻ൯ஶ୲ ds   Eq. 20 
4.3.2 モデル入出力 
モデルへの入力となる環境情報は、周囲の他車（中央・左右レーンの計 6 台）との TTC 及び THW、出




図 4.3 周囲環境のパラメータ 
Actor モデルの出力は、「車線維持」「左車線変更」「右車線変更」の 3 つの行動の選択確率とし、その
確率に基づいて状態遷移を行う。図 4.4 は運転行動選択の状態遷移図を示し、sn は各状態 n、anm は状
態ｎから状態 m へ遷移する行動を意味する。車線変更を開始すると、他車との衝突がない限りは 5 秒
間その状態を維持し、車線変更終了後隣のレーンに移ったとして判定する。なお、他車との衝突判定に







図 4.4 State と Action 
表 4.1 に状態についてまとめると、状態はレーンごとに分けているが、レーン走行中に選択できる行
動としては左右車線変更と直進の 3 種類のみである。 
表 4.1 行動の一覧 
Label Action 
a11, a33 a66 keep lane 
a12, a67 start Right lane change 
a15, a34 start Left lane change 
a23, a41, a56, a67 end lane change 








 r ൌ 1 െ ܭ௩ ൈ ܣ െ ܭௗ ൈ ܤ െ ܭ௦ ൈ ܥ െ ܦ        Eq. 21 
ここで、A ൌ ሺ100 െ vሻଶ であり、これは車速目標からどれだけ離れているかによって減算を行ってい
る。ゲインܭ௩は、車速が 80 ㎞/h となった時に報酬が 0 になるように設定した。次に B は、前車との THW
が1.2以下の場合のみB=(1.2-THW)とし、前車に近づきすぎた場合に報酬を減算している。通常はTHW




























4.4.2 2Step 学習 
まず、第 1 ステップとして、出口に向かうための運転行動を学習させる。出口に向かうための車線変更






図 4.5 第 1 ステップ学習 
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で車線変更を行う。第 1 ステップでゴール車線に出る行動について 100 回の走行学習を行った後、第 2
ステップで他車の追い越し行動について 500 回の走行学習を行った。  
表 4.2 学習設定 
学習エージェント数 50 
Step1 他車なし 100 回 




4.5.1 Step1 学習結果 
図 4.7 は、100 回の第 1 ステップ終了時の価値関数を、横軸に走行開始からの距離を取り、50 の学
習エージェントすべての価値関数を平均して表したものである。各値は、その地点での 3 つの車線の価
値の合計が 1 となるように正規化している。この結果から、各エージェントは出口に近づくまで中央車線




図 4.7 他車なしにおける学習結果 
この結果について考察すると、学習エージェントの意思決定は次のように行われていると考える
ことができる。報酬の予測に基づき、出口に到達する 8 秒前には確実に左車線にいるようにした
い。車線変更に 6 秒かかる。車線変更が必要なタイミングの 8 秒前には報酬を予測して意思決定
する。これにより、出口に到達する 8+6+8=22 秒前には車線変更したいと考えており、時速 100 ㎞





4.5.2 Step2 学習結果 
次に、第 2 ステップの学習結果について示す。図 4.8 は、他車が存在する環境で 500 回の走行学習
を行った結果の各車線の価値を示す。十分な学習の結果、他車に遭遇し始める 300m 走行後から出口
役 1.5 ㎞手前までの間、中央車線の価値は 0.7 前後を推移し、右の追い越し車線の価値が 0.3 程度を

















表 4.3 は、各学習シミュレーションにおける、全学習エージェント 50 人分の平均車速を示したもの
である。第 1 ステップの学習時は、他車が存在しないため目標速度の 100km/h で走行し続けてい
るが、第 2 ステップの最初の段階では、他車を追い越すことができないため平均で 95.2km/h まで
速度が落ちている。しかし、他車追い越し判断を学習した後は、遅い車を適宜追い越すことで、平
均速度が 98.6 ㎞/h まで向上している。なお、学習エージェントごとに学習結果が異なり、追い越し
回数が多かったエージェントでは、追い越し車線の後続車との車間を取るために加速したため、
平均が 100km/h を超えている場合もあった。 
表 4.3 平均車速 
Settings Average speed 
Step1 他車なし 最終 10 回 100 km/h 
Step2 他車あり 
初期 10 回 95.2 km/h 














図 4.9 学習による追い越し戦略の変化 
 4 章の考察とまとめ 
本章では、大脳基底核の働きを模擬している Actor-Critic モデルを用いて、TASK レベルの意思決定




Actor-Critic モデルの報酬予測時間について、脳科学の観点から 8 秒と設定しているが、これにより
実際のドライバーと同様の運転行動を再現できたことから、運転時における意思決定においても、通常
の身体運動時における意思決定と同様のメカニズムが働いていると考えることができる。つまり、自動
























前後方向の自車線と隣接車線にいる他車 6 台の相対位置、自車速度、操舵角、GPS による走行軌跡、
ウィンカー操作情報、アクセルブレーキ操作情報で、車載したコンピュータに 100Hz のサンプリングレー
トで記録した。ドライバーは、10 年以上の運転経験があるベテランドライバー5 名で、複数の日程に渡っ








図 5.1 周囲環境計測実験車両 
5.2.1 データ抽出 








図 5.2 データサンプリング区間 
図 5.3 は、全ドライバーの車線変更開始点における、自車線の前方車両との TTC・THW の関係をプ
ロットしたものである。この結果から、5 人のドライバーに傾向の差はなく、どのドライバーも追い越しの
意思決定を THW > 1.0 かつ TTC > 7.0 の領域で行っていることが分かる。なお、この結果は公道にお
ける計測値のため、車速は同一ドライバー内においても 60 ㎞/h から 100 ㎞/h までのばらつきを持って
いる。 
 





車線変更判断は THW<3.0 の範囲であるが、TTC に関してはばらつきが大きく、横軸の範囲外の
データも多くある。これは、TTC は相対速度で割るため、例えば先行車との距離を保ちながら車線







図 5.4 において、背景のカラーマップは中央車線の価値を示しており、1 に近いほど価値が高い。4 章



















表 5.1 解析結果 
 sample num Predict not predict 
Do 153 TP=142 FN=11 
not do 300 FP=114 TN=186 
62 
 
表 5.1 において、「Predict/not Predict」はモデルが車線変更を判断したか否かを示し、「Do/ not Do」
は実際のドライバーが車線変更をしたか否かを示している。よって、モデルと実際のドライバーの判断
が一致しているのは、TP と TN となる。評価基準として、適合率（True Positive Rate=TPR）と正答率
（Accuracy=ACR）を用いる。それぞれ下記で計算される。 
 TPR = TP / (TP + FN) = 0.928        Eq. 22 



















図 5.6 価値関数学習における課題 
ある時点の状態 x(t)において、報酬を観測したと仮定する。その際、学習空間の THW 軸上での
近傍の学習点である xa,xb における価値関数を更新するが、その際に実際に学ぶべき価値に対


















図 5.7 視覚内面積による知覚 




図 5.8 仮想平面投影 
 ܨ ൌ ሺ௫బൈ௔ሻమௗ೟మ    Eq. 24 
となり、距離 x1 の 2 乗に反比例する。ヴェーバー・フェヒナーの法則により感度 E に変換すると、 






4 章で作成したモデルに対し、学習状態空間のうち、他車との TTC 及び THW の軸を対数軸に変更し
た。また、学習空間の範囲を実車実験のデータから確からしい範囲として、TTC を 1～1000 秒、THW を

























TPR=0.89、正答率 ACR=0.89 となり、本研究で提案しているモデルの方が優れている。 
表 5.2 改良後解析結果 
 sample num Predict not predict 
Do 153 TP=137 FN=16 
















































本研究で構築した、MANEUVER レベル及び TASK レベルの意思決定モデルに基づき、運転意
思決定の全体像をまとめると、図 6.1 のようになる。 
 
図 6.1 運転意思決定 
PLAN レベルの意思決定においては、運転目的とこれまでの経験に基づき、ルートやレーンプラ
ンを計画し、実行までの時間が長いものはそのまま記憶に格納し、実行タイミングが近づいたプラ




両挙動制御を行う。TASK レベルの意思決定および MANEUVER レベルの意思決定は、それぞれ
異なる報酬モデルを持つ強化学習により表現することができ、その予測時間は TASK レベルでは
8.0 秒、MANEUVER レベルでは 1.2 秒である。 
PLAN レベルの意思決定は、周囲環境に依らず主に経験によるところが大きいことから、ドライ
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