Multisensory stimuli create behavioral flexibility, e.g. by allowing us to derive a weighted 10 combination of the information received by different senses. They also allow perception to 11 adapt to discrepancies in the sensory world, e.g. by biasing the judgement of unisensory cues 12 based on preceding multisensory evidence. While both facets of multisensory perception are 13 central for behavior, it remains unknown whether they arise from a common neural substrate. 14 In fact, very little is known about the neural mechanisms underlying multisensory perceptual 15 recalibration. To reveal these, we measured whole-brain activity using MEG while human 16 participants performed an audio-visual ventriloquist paradigm designed to reveal multisensory 17 integration within a trial, and the (trial-by-trial) recalibration of subsequent unisensory 18 judgements. Using single trial classification and behavioral modelling, we localized the 19 encoding of sensory information within and between trials, and determined the behavioral 20 relevance of candidate neural representations. While we found neural signatures of perceptual 21 integration within temporal and parietal regions, of these, only medial superior parietal activity 22 retained multisensory information between trials and combined this with current evidence to 23 mediate perceptual recalibration. These results suggest a common neural substrate of sensory 24 integration and trial-by-trial perceptual recalibration, and expose the medial superior parietal 25 cortex as a flexible hub that links present and previous evidence within and between senses 26 to guide behavior. 27
1 Introduction 28 Multisensory information offers substantial benefits for behavior. For example, acoustic and 29 visual cues can be combined to derive a more reliable estimate of where an object is located 30
(1-4). Yet, the process of multisensory perception does not end once an object is removed. In 31 fact, multisensory information can be exploited to calibrate subsequent perception in the 32 absence of external feedback (5, 6) . In a ventriloquist paradigm, for example, the sight of the 33 puppet and the actor's voice are combined when localizing the speech source, and both cues 34 influence the localization of subsequent unisensory acoustic cues, if probed experimentally (7-35 13). This trial-by-trial recalibration of perception by previous multisensory information has been 36 demonstrated for spatial cues, temporal cues, and speech signals (14-17). Despite the 37 importance of both facets of multisensory perception for adaptive behavior -the combination 38 of information within a trial and the trial by trial adjustment of perception -it remains unclear 39 whether they originate from shared neural mechanisms. 40
In fact, the neural underpinnings of trial-by-trial recalibration remain largely unrevealed. Those 41 studies that have investigated neural correlates of multisensory recalibration mostly focused 42 on the adaptation following long-term (that is, often minutes of) exposure to consistent 43 multisensory discrepancies (18, 19) . However, we interact with our environment using 44 sequences of actions dealing with different stimuli, and thus systematic sensory discrepancies 45 as required for long-term effects are possibly seldom encountered. Hence, while the behavioral 46 patterns of multisensory trial-by-trial recalibration are frequently studied (6, 7, 9, 20, 21) it 47 remains unclear when and where during sensory processing their neural underpinnings 48
emerge. 49
In contrast to this, the neural underpinnings of multisensory integration of simultaneously 50 received information have been investigated in many paradigms and model systems (22) (23) (24) . 51
Studies on spatial ventriloquist-like paradigms, for example, demonstrate contributions from 52 auditory and parietal cortex (9, 11, (25) (26) (27) (28) (29) . A series of recent studies demonstrates that 53 posterior parietal regions automatically fuse multisensory information, while anterior parietal 54 regions give way to a more flexible spatial representation that follows predictions from 55 5 (Rn-1). Formal model comparison revealed that the model Rn ~ 1 + An + Δn-1 provided a better 122 account of the data than a response-based model Rn ~ 1 + An + Rn-1 (relative BIC: 0, 393; BIC 123 weights: 1, 0), supporting the notion that recalibration is linked more to the physical stimuli than 124 the participants response (21) . 125 126 127
Figure 2. Dissociating a pure visual bias from a genuine multisensory bias in the VAE. (A) For
128 this analysis we selected trials for which the expected visual (v.bias) and multisensory (recal) biases are 6 response. We then used these representations in a neuro-behavioral analysis to probe which 142 neural representations of acoustic or visual spatial information are directly predictive of the 143 participant-specific VE and VAE single trial biases. 144
We applied linear discriminant analysis to the time-resolved MEG source data to determine 145 neural representations of the lateralization of the auditory and visual stimuli (Figure 3) . From 146 the MEG activity during the A trials we obtained significant classification performance for the 147 current sound (An; peaking at 80 ms in the left inferior parietal and at 160 ms in the middle 148 temporal gyrus) and the location of the sound in the previous trial (An-1; peaking around 120 149 ms in the left middle occipital lobe and the bilateral precuneus; at p ≤ 0.01 FWE corrected for 150 multiple comparisons in source space). This characterizes neural representations of acoustic 151 spatial information currently received and persisting from the previous trial in a wider network 152 of temporal and parietal brain regions. Classification of the lateralization of previous visual 153 stimuli (Vn-1) was not significant at the whole brain level, suggesting that persistent visual 154 information was weaker than that of the respective acoustic information. However, the whole 155 brain classification maps revealed meaningful clusters in early left inferior temporal areas and 156 the right inferior/superior parietal areas. Classification of the upcoming response (Rn) was 157 significant with a similar pattern as observed for the current sound (An). 
Neural correlates of the VAE 168
To reveal the neural correlates of the VAE we investigated three regression models capturing 169 different aspects of how current and previous sensory information shape i) the neural encoding 170 of current sensory information (i.e. An), ii) the encoding of the upcoming response (Rn), and iii) 171 the crossmodal single trial VAE recalibration bias induced. 172
The first model tested how the previous stimuli affect the encoding of the current sound ( Figure  173 4A; Table 1 ). There was a significant (p ≤0.05; FWE corrected) influence of An-1, starting around 174 80 ms in the cingulum, precuneus, shifting towards inferior/superior parietal areas around 220 175 ms. There was also significant influence of Vn-1 in the left occipital/parietal areas around 160 176 ms. Importantly, the significant effects from the previous acoustic and visual stimuli overlapped 177 in the left parietal areas ( Figure 4A ; red inset). The second model revealed that the previous 178 stimuli also influenced neural activity discriminative of the participants' response (Rn; Figure  179 4B; Table 2 ). In particular, both previous stimuli influenced activity predictive of the response 180 around 80 ms in the right parietal cortex (precuneus in particular), with the effect of An-1 181
including also frontal and temporal regions. The significant effects of An-1 and Vn-1 overlapped 182 in the cingulum and precuneus ( Figure 4B ; red inset). These results demonstrate that parietal 183 regions hold information about previous multisensory stimuli, and this information affects the 184 neural encoding of the currently perceived sound. 185
Using the third model, we directly tested whether these neural signatures of previous stimuli 186 are significantly related to the participants' single trial response bias ( Figure 4C ; Table 3 ). The 187 significant influences of the neural representations of previous acoustic and visual stimuli 188 overlapped again in parietal cortex (angular gyrus, precuneus; Figure 4C ; red inset). The 189 converging evidence from these three analyses demonstrates that the same parietal regions 190 retain information about both previously received acoustic and visual spatial information, and 191 that single trial variations in these neural representations directly influence the participants' 192 bias of subsequent sound localization. 193 9 194 To be able to directly compare the neural correlates of the ventriloquist aftereffect to 204 multisensory integration within a trial (i.e. the VE effect), we repeated the same analysis 205 strategy focusing on the MEG activity in trial n-1. As expected from the above, classification 206 for both auditory (An-1) and visual (Vn-1) locations was significant in a network of temporal and 207 occipital regions. We found overlapping regions in which both the acoustic and visual 208 information significantly influenced the encoding of the response in a broad network 209 encompassing the temporal-parietal-occipital areas during multisensory processing. To 210 directly link the encoding of multisensory information to behavior, we again modelled the single 211 trial VE response bias based on the representations of current acoustic and visual information 212 ( Figure 5 ). This revealed overlapping representations of both stimuli that directly correlated 213 with the response bias within superior parietal regions (precuneus and superior parietal lobule), 214 and, in a separate cluster, within inferior temporal areas ( Figure 5 ; Table 4 ). (Table 4 ). Red inset: Grid points with overlapping significant effects for both LDAAn-1 and LDAVn-1.
Figure 4. Neural correlates of trial-by-trial recalibration (VAE bias). (A) Contribution of previous
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Surface projections were obtained from whole-brain statistical maps (at p ≤ 0.05, FWE corrected).
222
The same parietal regions contribute to integration within a trial and recalibration 223 between trials 224
The above reveals neural representations of audio-visual information in parietal regions that 225 either contribute to integration within a trial (VE bias) or that shape the subsequent localization 226 of auditory information (VAE bias). Given that each effect was localized independently (as 227 overlapping clusters in Figures 4C and Figure 5 , respectively), we asked whether the same 228 neural sources significantly contribute to both effects. To this end we subjected the above 229 identified clusters to both neuro-behavioral models (VAE and VE; Eq. 4/5) to assess the 230 significance of each regressor and to compare the strength of the VAE and VE effects between 231 clusters ( Table 5) . 232
This revealed that the spatially selective activity contributing to the VE effect (Cpar, from Figure  233 5) also significantly contributes to the VAE effect. That is, the single trial variations in the 234 encoding of auditory and visual information in this cluster also contributed significantly (at p ≤ 235 0.05) to the recalibration effect. Further, the effect strength in this cluster for recalibration did 236 not differ from that observed in the cluster directly identified as significantly contributing to the 237 VAE bias (CVAE, at p < 0.05; FDR adjusted; Table 5 ). Vice versa, we found that the parietal 238 sources mediating recalibration (cluster CVAE; from Figure 4C ) also significantly contributed to 239 sensory integration within trial n-1 (Table 5 ). These results confirm that spatially selective 240 activity within superior parietal regions (identified by both clusters, Cpar, and CVAE, comprising 241 precuneus and superior parietal regions) is significantly contributing to both sensory integration 242 and trial-by-trial recalibration. Processing combined sensory evidence in multisensory clusters 247 The above demonstrates that medial superior parietal activity reflects both, integration and 248 recalibration. Given that the behavioral recalibration was driven by the combined audio-visual 249 information in the preceding trial (c.f. Figure. 2) this raises the question as to whether the 250 neurally encoded information about the previous trial reflects previous unisensory information, 251 or the behaviorally combined information from the previous trial. To test this, we compared the 252 classification performance of the activity in each cluster of interest (CVAE, Ctemp, Cpar) for the 253 location of the previous sound (An-1) and the combined sensory information, as predicted by 254 each participant's behavioral weighting model (i.e., the VE bias predicted by mi3: βs*An-1 + 255 βs*Vn-1 , s: participant c.f. Figure. 
1). 256
For parietal activity in trial n-1 (clusters CVAE and Cpar) discriminant performance was 257 significantly higher for the weighted multisensory than for unisensory An-1 information (two-258 sided paired t-test, p ≤ 3*10 -6 , for both comparisons, FDR corrected; Figure 6 ), confirming that 259 these regions indeed encode the integrated multisensory information. This difference was no 260 longer significant when tested using the brain activity in trial n, possibly because the overall 261 classification performance was lower for previous stimuli in the next trial. In contrast, temporal 262 activity (Ctemp) was equally sensitive to unisensory and combined multisensory information in 263 both trials. Figure 5 ) based on the activity in trial n-1 or trial n. Classification was 268 applied to either the sound location in trial n-1 (An-1), or the combined multisensory information in trial n-269 1 (Comb), derived from the participant specific VE bias (derived from model mi3 for the behavioral data). multisensory behavior raises the question of whether the sensory integration at a given 279 moment and the use of previous multisensory information to recalibrate subsequent perception 280 arise from the same or distinct neural mechanisms. We here directly compared multisensory 281 integration and trial-by-trial recalibration in an audio-visual spatial localization paradigm. Using 282 single trial MEG analysis we determined a network of temporal and parietal brain regions that 283 mediate behavioral sound localization. Of these regions, superior medial parietal activity was 284
representing current auditory and visual information, encoded the combined multisensory 285 estimate as reflected in participant's behavior, and retained information during the subsequent 286 trial. Importantly, these parietal representations mediated both the multisensory integration 287 within a trial and the subsequent recalibration of unisensory auditory perception, suggesting a 288 common neural substrate for sensory integration and trial-by-trial recalibration of subsequent 289 unisensory perception. 290
Neural signatures of previous sensory information 291
Despite many behavioral studies demonstrating the robustness of multisensory trial-by-trial 292 recalibration (6,7,9), little is known about the underlying neural substrate. Reasoning that 293 recalibration relies on the persistence of information about previous stimuli, our study was 294 guided by the quantification of where in the brain sensory information experienced during one 295 trial can be recovered during the subsequent trial. This revealed persistent representations of 296 previous acoustic information in a temporal-parietal network, suggesting that the regions 297 known to reflect auditory spatial information within a trial also retain previous sensory evidence 298 to mediate behavior (41-44). 299
Neural representations of previous visual information were also strongest in temporal and 300 parietal regions, although classification performance was not significant at the whole brain level. 301 Importantly, the behavioral data clearly revealed a lasting effect of visual information on 302 behavior. Furthermore, the neuro-behavioral analysis revealed a significant contribution to 303 behavior of neural representations of previous visual information in the superior parietal cortex. 304
One reason for the weaker classification performance for previous visual stimuli could be a 305 bias towards acoustic information in the participant's task, which was to localize the sound 306 rather than the visual stimulus in both trials. Alternatively, it could be that the visual information 307 is largely carried by neural activity reflecting the combined audio-visual information, and hence 308 persists directly in form of a genuine multisensory representation. This integrated multisensory 309 representation comprises a stronger component of acoustic over visual spatial information, as 310 reflected by the ventriloquist bias in the present paradigm. Our data indeed support this 311 conclusion, as parietal activity within the audio-visual trial was encoding the behaviorally 312 combined information more than the acoustic information. Previous work has shown that 313 parietal activity combines multisensory information flexibly depending on task-relevance and 314 crossmodal disparity (30,34) and the focus on reporting the sound location in our task may 315 have led to the attenuation of the combined visual information in the subsequent trial. Future 316 work is required to better understand the influence of task-relevance on uni-and multisensory 317
representations and how these are maintained over time. 318
Multiple facets of multisensory integration in parietal cortex
319 Several brain regions have been implied in the merging of simultaneous audio-visual spatial 320 information (22,45,46). Our results suggest that the perceptual bias induced by vision on sound 321 localization (i.e. the ventriloquist effect) is mediated by the posterior middle temporal gyrus and 322 the superior parietal cortex, with parietal regions encoding the perceptually combined 323 multisensory information. These regions are in line with previous studies, which have 324 pinpointed superior temporal regions, the insula and parietal-occipital areas as hubs for 325 multisensory integration (11, 26, 27, 47) . In particular, a series of studies revealed that both 326 temporal and parietal regions combine audio-visual information in a reliability-and task-327 dependent manner (30,31,34,48). However, while posterior parietal regions reflect the 328 automatic fusion of multisensory information, more anterior parietal regions reflected an 329 adaptive multisensory representation that follows predictions of Bayesian inference models. 330
These anterior regions (sub-divisions IPS3 and 4 in (31)) combine multisensory information 331 when two cues seem to arise from a common origin and only partially integrate when there is 332 a chance that the two cues arise from distinct sources, in accordance with the flexible use of 333 discrepant multisensory information for behavior (4). Noteworthy, the peak effect for the 334 ventriloquist aftereffect found here was located at the anterior-posterior location corresponding 335 to the border of IPS2 and IPS3 (49), albeit more medial. Our results hence corroborate the 336 behavioral relevance of superior-anterior parietal representations and fit with an interpretation 337 that these regions mediate the flexible use of multisensory information, depending on task and 338 sensory congruency, to mediate adaptive behavior 339
In contrast, very little is known about the brain regions implementing the trial-by-trial 340 recalibration of unisensory perception by previous multisensory information. In fact, most 341 studies have relied on prolonged adaptation to multisensory discrepancies. Hence these 342 studies investigated long-term recalibration, which seems to be mechanistically distinct from 343 the trial-by-trial recalibration investigated here (7,18,19,27,28). The study most closely 344 resembling the present one suggested that the ventriloquist after-effect is mediated by an 345 interaction of auditory and parietal regions (18), a network centered view also supported by 346 work on the McGurk after-effect (14,50). Yet, no study to date has investigated the direct 347 underpinnings of multisensory recalibration at the trial-by-trial level, or attempted to directly link 348 the neural signature of the encoded sensory information about previous stimuli to the 349 participant-specific perceptual bias. Our results close this gap by demonstrating the behavioral 350 relevance of anterior medial parietal representations of previous multisensory information, 351 which seem to reflect the flexible combination of spatial information following multisensory 352 causal inference, and have a direct influence on participants' perceptual bias in localizing a 353 subsequent unisensory stimulus. 354
The retention of information about previous stimuli in parietal cortex directly links to animal 355 work, which has revealed a mixed pattern of neural selectivity in parietal cortex, with individual 356 neurons encoding both unisensory and multisensory information, reflecting the accumulation 357 of this over time, and the transformation into perceptual choice (36). For example, parietal 358 neurons are involved in maintaining the history of prior stimulus information, a role that is 359 directly in line with our results (51). Our results set the stage to directly probe the correlates of 360 multisensory recalibration at the single neuron level, for example, to address whether 361 integration and recalibration are mediated by the very same neural populations. 362
In humans, the medial superior parietal cortex pinpointed here as mediator of recalibration, in 363 particular the precuneus, has been implied in maintaining spatial and episodic memory (38-364 40,52,53) used for example during navigation, spatial updating or spatial search (53,54). Our 365 results broaden the functional scope of these parietal regions in multisensory perception, by 366
showing that these regions are also involved in the integration of multiple simultaneous cues 367 to guide subsequent spatial behavior. This places the medial parietal cortex at the interface of 368 momentary sensory inference and memory, and exposes multisensory recalibration as a form 369 of implicit episodic memory, mediating the integration of past and current information into a 370 more holistic percept. 371 372
Integrating multisensory information across multiple time scales 373
Similar to other forms of memory, the history of multisensory spatial information influences 374 perception across a range of time scales (7-9). In particular, recalibration emerges on a trial-375 by-trial basis, as investigated here, and after several minutes of exposure to consistent 376 discrepancies (5,12,13,55). Behavioral studies have suggested that the mechanisms 377 underlying the trial-by-trial and long-term effects may be distinct (9,10). Yet, it remains possible 378 that both are mediated by the same neural mechanisms, such as the same source of spatial 379 memory (38,52). Indeed, an EEG study on multisensory long-term recalibration has reported 380 a neural correlates compatible with an origin in parietal cortex (19) . The finding that medial 381 parietal regions are involved in spatial and episodic memory and mediate trial by trial 382 perceptual recalibration clearly lends itself to hypothesize that the very same regions should 383 also contribute to long term recalibration as well. 384
Navigating an ever-changing world, the flexible use of past and current sensory information 385 lies at the heart of adaptive behavior. Our results show that multiple regions are involved in the 386 momentary integration of spatial information, and specifically expose the medial superior 387 parietal cortex as a hub that maintains multiple sensory representations to flexibly interface the 388 past with the environment to guide adaptive behavior. 389 390 19
Methods
391
Twenty-six healthy right-handed adults participated in this study (13 females, age 23.7±4.3 392 years). Data from two participants had to be excluded as these were incomplete due to 393 technical problems during acquisition, hence results are reported for 24 participants. All 394 participants submitted written informed consent, and reported normal vision and hearing, and 395 indicated no history of neurological diseases. The study was conducted in accordance with the 396
Declaration of Helsinki and was approved by the local ethics committee (College of Science 397
and Engineering, University of Glasgow). 398
Task Design and Stimuli 399
The paradigm was based on an audio-visual localization task (6). Trials and conditions were 400 designed to probe both the ventriloquist effect and the ventriloquist-aftereffect. A typical 401 sequence of trials is depicted in Figure 1A Importantly, AV and A trials were always presented sequentially to probe the influence of 407 audio-visual integration on subsequent unisensory perception. In the following we refer to the 408 AV trials also as trial n-1, and the subsequent A trial as trial n, to explicitly denote their temporal 409 sequence ( Figure 1A) . In total we repeated each discrepancy (within or between trials) 40 times, resulting in a total of 424 360 AV-A trial pairs. In addition, 70 visual trials were interleaved to maintain attention (V trials 425 always came after A trials, thus not interrupting the AV-A pairs), resulting in a total of 790 trials 426
(2 x 360 + 70) for each participant. Trials were pseudo-randomized, and divided into 10 blocks 427 of ~ 8 mins each. Each trial started with a fixation period (uniform range 800 -1200 ms), 428 followed by the stimulus (50 ms). A response cue was presented after a random interval 429 (uniform range 600 -800 ms) and participants responded by moving a trackball mouse (Current 430 Designs Inc., Philadelphia, PA 19104 USA) with their right hand by moving the cursor to the 431 location of the perceived stimulus and clicking the button. A letter 'S' was displayed on the 432 cursor for 'sound', and 'V' for the visual trials. There was no constraint on response times. 433
Inter-trial intervals varied randomly (uniform 1100-1500 ms). The experiment lasted about 3.5 434 hours including preparation and breaks. 435
Analysis of behavioral data 436
Ventriloquist effect (VE) 437
For AV trials, we defined the VE as the difference between the reported location (Rn-1) and the 438 location at which the sound (An-1) was actually presented (Rn-1 -An-1). To determine whether 439 the response bias captured by the VE was systematically related to any of the sensory stimuli, 440 we compared the power of different linear mixed models for predicting this responses bias as 441 computational accounts for the VE. These models relied either on only the auditory, only the 442 visual stimulus location, or their combination: mi1: VE ~ 1 + β·An-1 + subj, mi2: VE ~ 1 + β·Vn-1 443 + subj, mi3: VAE ~ 1 + β·An-1 + β·Vn-1 + subj, where An-1 and Vn-1 were the main effects, and 444 the subject ID was included as random effect. Models were fit using maximum-likelihood 445 procedures and we calculated the relative Bayesian information criterion (BIC) (BIC -446 mean(BICm), and relative Akaike information criterion (AIC) (AIC -mean(AICm)), and the 447 protected exceedance probability (58) for formal model comparison. 448
Ventriloquist-aftereffect (VAE) 449
The VAE was defined as the difference between the reported location (Rn) minus the mean 450 reported location for all trials of the same stimulus position. This was then expressed as a 451 function of the audio-visual discrepancy in the previous trial (i.e., Vn-1-An-1). Again we used 452 were extracted from the continuous data, and denoised using the MEG reference 470 (ft_denoise_pca). Resulting data was filtered between 1~48 Hz (4-order Butterworth filter, 471 forward and reverse), and down-sampled to 100 Hz. Known faulty channels (N = 3) were 472 removed. Then, variance, maximum, minimum, and range of data across trials were calculated 473 22 for each channel, and channels with extreme data were excluded. Outliers were defined based 474 on interquartiles (IQR) (60); Q1 -4.5×IQR or above Q3 + 4.5×IQR. Weight 4.5 instead of the 475 standard 1.5 was used since 1.5 was eliminating too many channels. Overall about 6% of all 476 channels were excluded (15.1±5.8 channels per participant; mean±SD). Heart and eye-477 movement artifacts were removed using independent component analysis (ICA) with Fieldtrip 478 (ft_componentanalysis, ft_rejectcomponent), which was calculated based on 30 principal 479 components.Trials with SQUID jumps were detected and removed (ft_artifact_jump) with a 480 cutoff z-value of 20. Finally, the data was manually inspected using the interquartile method 481 (across channels weight 2.5) to exclude outlier trials. On average about 2% of trials had to be 482 discarded (18.3±7.7 trials per participant; mean±SD, including very few trials on which the 483 mouse button did not react properly). 484
MEG Source Reconstruction 485
Source reconstruction was performed using Fieldtrip (59), SPM8 (Wellcome Trust, London, 486
United Kingdom), and the Freesurfer toolbox (61). For each participant whole-brain T1-487 weighted structural magnetic resonance images (MRIs, 192 sagittal slices, 256 × 256 matrix 488 size, 1 mm 3 voxel size) were acquired using a Siemens 3T Trio scanner (32-channel head coil). 489
These were co-registered to the MEG coordinate system using a semi-automatic procedure. 490
Individual MRIs were segmented and linearly normalized to a template brain (MNI space). Next, 491 a volume conduction model was constructed using a single-shell model based on an 8 mm 492 isotropic grid. We projected the sensor-level waveforms into source space using a linear 493 constraint minimum variance (LCMV) beamformer with a regularization parameter of 7%. Then 494 the data was collapsed onto the strongest dipole orientation based on singular value 495 decomposition. Source reconstruction was performed on each block separately, and then 496 concatenated for further analyses. 497
Discriminant analysis 498
To extract neural signatures of the encoding of different variables of interest we applied a 499 cross-validated regularized linear discriminant analysis (LDA) (62,63) to the single trial MEG 500 23 source data. LDA was applied to the data aligned to stimulus onset in 60 ms sliding windows, 501 with 10 ms time-steps, using a spatial searchlight around each voxel consisting of the 27 502 neighboring voxels. For each source point υ ,the LDA identifies a projection of the 503 multidimensional source data, ( ), that maximally discriminates between the two conditions 504 of interest, defined by a weight vector, , which describes a one dimensional combination of 505 the source data, ( ): 506
(1) 507 with summing over grid points within a spatial searchlight, and c being a constant. 508
Classification performance was quantified using the area under the receiver operator 509 characteristic (ROC; Az value) based on 6-fold cross validation. We identified clusters with 510 significant classification performance at the group level by applying a cluster-based 511 permutation procedure (see below). Having established a set of discriminant weights, , one 512 can derive single trial predictions of the neurally encoded information, ( ), using equation 1. 513 Importantly, using cross-validation one can determine the classification weights on one set of 514 trials, and then predict the discrimination performance for a separate trials. The value, ( ), 515 of such an LDA projection can serve as a proxy to the neurally encoded signal trial information 516 about a specific stimulus variable, and can be related e.g. to behavioral performance (64,65) 517 (64-67). 518
Neural en-and decoding analysis 519 We computed separate linear discriminants for the location of the auditory and visual stimuli in 520 trial n-1 (An-1, Vn-1), the auditory stimulus in trial n (An), and the responses in either trial (Rn-1, 521 Rn). Each location was considered as a binary variable, that is, e.g. whether the stimulus was 522 to the left (-17, -8.5 °) or right (17, 8.5 °) of the fixation point. To elucidate neural mechanisms 523 of the VE and VAE, we investigated different models capturing potential influences of each 524 stimulus on the neural representation of sensory information, or on the neural representation 525 of the upcoming participant's response. In addition, we investigated models directly capturing 526 the neuro-behavioral relation between the encoded sensory information and the response bias. 527
First, we determined when and where neural signatures of the encoding of single trial 528 information, as reflected by their LDA discriminant values (c.f. Eq. 1), were influenced by the 529 sensory stimuli in the current and/or previous trial. For each searchlight and time point we 530 determined the following models: 531
, which captures sensory integration within the AV trials, and, 533
, which captures how the encoding of the current sound in the A trial is influenced by previous 535 audio-visual stimuli. Second, and analogously, we investigated models for the encoding of the 536 participant's response (i.e. LDARn and LDARn-1 ). 537
Third, we determined the contribution of the single trial representations of acoustic and visual 538 information to the single trial behavioral response bias with the following models: 539
To avoid overfitting we computed these models based on 6-fold cross-validation, using distinct 542 sets of trials to determine the weights of the LDA and to compute the regression models. We 543 then computed group-level t-values for the coefficients for each repressor at each grid and 544 time point, and assessed their significance using cluster-based permutation statistics (below). 545
Note that for AV trials, we excluded the AV pairs with the most extreme discrepancies (±34 °), 546 as these were inducing strong correlations between the regressors. 547
Statistical Analysis 548
To test the significance of the behavioral biases we used two-sided Wilcoxon signed rank tests, 549 correcting for multiple tests using the Holm procedure with a family-wise error rate of p= 0.05. 550
Group-level inference on the 3-dimensional MEG source data was obtained using 551 randomization procedures and cluster-based statistical enhancement controlling for multiple 552 comparisons in source space (68,69). First, we shuffled the sign of the true single-subject 553 effects (the signs of the chance-level corrected Az values; the signs of single-subject 554 regression beta's) and obtained distributions of group-level effects (means or t-values) based 555 on 2000 randomizations. We then applied spatial clustering based on a minimal cluster size of 556 6 and using the sum as cluster-statistics. For testing the LDA performance, we thresholded 557 effects based on the 99th percentile of the full-brain distribution of randomized Az values. For 558 testing the betas in regression models, we used parametric thresholds corresponding to a two-559 sided p=0.01 (tcrit = 2.81, d.f. = 23; except for the analysis for the visual location in trial n-1, 560 not shown). The threshold for determining significant clusters for classification performance 561 was p≤0.01 (two-sided), that for significant neuro-behavioral effects (Eq. 2-5) p ≤ 0.05 (two-562 sided). To simplify the statistical problem, we tested for significant spatial clusters at selected 563 time points only. These time points were defined based on local peaks of the time courses of 564 respective LDA ROC performance (for models in Eq. 2/3), and the peaks for the beta time-565 course for the behavioral models (Eq. 4/5). Furthermore, where possible, to test for the 566 significance of individual regressors we applied a spatial a priori mask derived from the 567 significance of the respective LDA ROC values to further ensure that neuro-behavioral effects 568 originate from sources with significant encoding effects (70). Note that this was not possible 569
for LDAVn-1 for which we used the full brain to test for significant model effects. 570 571 Figure 4C , CVAE) and the two clusters contributing to the VE effect (from Figure 5, CTemp, Cpar) . The Figure 4C 
table lists regression betas and group-level t-values. The expected effects (based on
