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1. Introduction and results
In this paper we consider the following quasilinear degenerate Keller–Segel system:
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂u
∂t
= ∇ · (∇um − uq−1∇v) in RN × (0,∞),
τ
∂v
∂t
= v − v + u in RN × (0,∞),
u(x,0) = u0(x), τ v(x,0) = τ v0(x), x ∈RN ,
(KS)
where N ∈ N, m  1, q  2, τ = 1 or τ = 0. We study the case where τ = 1; however, we use τ for
the comparison with the case where τ = 0. The initial datum (u0, v0) satisﬁes
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(
R
N)∩ L∞(RN), (1.1)
v0  0, v0 ∈ L1
(
R
N)∩ L∞(RN), v0 ∈ Lp0(RN)∩ L∞(RN) (∃p0  1). (1.2)
The chemotaxis system (KS) with porous medium-type diffusion is motivated from a biological
point of view (see Szymanska, Morales-Rodrigo, Lachowicz and Chaplain [16]); note that nonlinear
diffusion has been suggested by Hillen and Painter (see their survey [4]). The standard Keller–Segel
model (KS) with τ = 1, m = 1 and q = 2 was proposed by Keller and Segel [7] in 1970, and is still
investigated (see e.g., Kozono and Sugiyama [8], Winkler [18]). The model describes a part of cellular
slime molds with the chemotaxis at the life cycle. Here u(x, t) shows the cellular density of cellular
slime molds and v(x, t) shows the density of the semiochemical at place x and time t . On the other
hand, (KS) with τ = 0, m = 1 and q = 2 is called the Nagai model and studied very extensively as
well as the standard Keller–Segel model (see e.g., Nagai [10], Nagai, Syukuinn and Umesako [11]).
There are also blow-up results for the standard parabolic–parabolic (e.g., Herrero and Velázquez [2])
and parabolic–elliptic Keller–Segel models (e.g., Jäger and Luckhaus [6]). However, in the case where
m > 1 and q > 2 (quasilinear degenerate case) the analysis is very diﬃcult, because we cannot apply
the semilinear theory in direct. In this case the following successful studies on the existence of weak
solutions to (KS) are known:
Sugiyama [14]: q = 2
(i) τ = 1, m 2 ⇒ (KS) has a global weak solution with (large) initial data.
(ii) τ = 0, m > 2− 2N ⇒ (KS) has a global weak solution with (large) initial data.
(iii) τ = 0, m 2− 2N ⇒ (KS) has a global weak solution with small initial data.
Sugiyama and Kunii [15]: q 2
(i)′ τ = 1, m q ⇒ (KS) has a global weak solution with (large) initial data.
(ii)′ τ = 0, m > q − 2N ⇒ (KS) has a global weak solution with (large) initial data.
(iii)′ τ = 0, m q − 2N ⇒ (KS) has a global weak solution with small initial data.
Our purpose in this paper is to establish the global existence of weak solutions to (KS) with (large)
initial data when τ = 1 and m > q − 2N . In the previous studies there is the difference 2N between
τ = 1 and τ = 0 in the global solvability without any restriction on the size of initial data (compare
(i), (i)′ with (ii), (ii)′). To adjust this difference is exactly our purpose.
Before stating our result we deﬁne global weak solutions to (KS).
Deﬁnition 1.1. Let T > 0. A pair (u, v) of non-negative functions deﬁned on RN × (0, T ) is called a
weak solution to (KS) on [0, T ) if
(a) u ∈ L∞(0, T ; Lp(RN )) (∀p ∈ [1,∞]), um ∈ L2(0, T ; H1(RN )),
(b) v ∈ L∞(0, T ; H1(RN )),
(c) (u, v) satisﬁes (KS) in the distributional sense, i.e., for every ϕ ∈ C∞0 (RN × [0, T )),
T∫
0
∫
RN
(∇um · ∇ϕ − uq−1∇v · ∇ϕ − uϕt)dxdt = ∫
RN
u0(x)ϕ(x,0)dx,
T∫
0
∫
RN
(∇v · ∇ϕ + vϕ − uϕ − τ vϕt)dxdt = τ
∫
RN
v0(x)ϕ(x,0)dx.
In particular, if T > 0 can be taken arbitrary, then (u, v) is called a global weak solution to (KS).
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Theorem 1.1. Let N ∈N, m 1, q 2, τ = 1, T > 0. Let (u0, v0) satisfy (1.1), (1.2). Assume further that
q <m+ 2
N
. (1.3)
Then there exists a non-negative (global) weak solution (u, v) to (KS) on [0, T ). Moreover, um ∈ C((0, T );
Lploc(R
N )) (∀p ∈ [1,∞)) and the following estimates hold:
‖u‖L∞(0,T ;Lr(RN )) + ‖v‖L∞(0,T ;Lr(RN ))  K1
(∀r ∈ [1,∞]), (1.4)
‖vt‖Lp0 (0,T ;Lp0 (RN )) + ‖v‖Lp0 (0,T ;Hp0 (RN ))  K2, (1.5)
where K1 = K1(‖u0‖L1 ,‖u0‖L∞ ,‖v0‖L1 ,‖v0‖L∞ ,‖v0‖Lp0 ,‖v0‖L∞ ,m,q,N, T ) > 0 and K2 =
K2(K1, T ) > 0 are constants.
Theorem 1.1 improves both [14, Theorem 1] and [15, Theorem 1] in which it is assumed that m q
(stronger than (1.3)). The key to the improvement lies in Lr-estimates of solutions (Section 4). Before
describing the key point in the case where τ = 1, we roughly explain their point of view in [14] and
[15] including the case where τ = 0. The ﬁrst equation in (KS) is rewritten as follows:
∂u
∂t
= um − ∇uq−1 · ∇v − uq−1v. (E1)
When τ = 0, substituting the second equation v = v − u into (E1) implies
∂u
∂t
= um − ∇uq−1 · ∇v + uq − uq−1v; (E2)
note that the nonlinear term −uq−1v in (E1) yields uq in (E2). Comparing the diffusion term um
with uq , they derived the Lr-estimate of u and obtained the global solvability when τ = 0 and
m > q − 2N or m  q − 2N . On the other hand, when τ = 1, it is impossible to rewrite (E1) as (E2).
In the previous studies, using integration by parts and an estimate of ‖∇v(t)‖Lp(RN ) , they derived
the Lr-estimate of u only in the case where m  q. However, it is diﬃcult to apply their method
in the case where q − 2N <m < q. To overcome the diﬃculty we employ the following key inequal-
ity (Lemma 2.2) which is a particular consequence of the well-known results on maximal Sobolev
regularity in parabolic evolution equations (see e.g., Hieber and Prüss [3, Theorem 3.1]):
‖v‖Lp(0,T ;Lp(RN ))  C
(
T
1
p ‖v0‖Lp(RN ) + ‖u‖Lp(0,T ;Lp(RN ))
)
,
where C > 0 is a constant. This inequality implies that −uq−1v in (E1) acts like uq in (E2), and so
we can obtain the Lr-estimate of solutions to (KS) even if m > q − 2N . Thus we can construct a global
weak solution to (KS) when τ = 1 and m > q − 2N .
Concerning conditions for initial data, we note that (1.1) and (1.2) are slightly different from those
in [14] and [15]. Indeed, they assume that (u0, v0) satisﬁes
u0  0, u0 ∈ L1
(
R
N)∩ L∞(RN), um0 ∈ H1(RN),
v0  0, v0 ∈ L1
(
R
N)∩ H1(RN)∩ W 1,∞(RN).
More precisely, they need the condition that u0 ∈ H1(RN ) to discuss the convergence of approximate
solutions. In this paper we remove the condition that u0, um0 ∈ H1(RN ) (cf. (1.1)) by devising the
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stronger than that in [14] or [15].
In the assumption (1.3), the critical exponent qc :=m+ 2N corresponds to generalized Fujita’s expo-
nent which divides the global solvability of ut = um +uq . If in (KS), um is replaced with (u+ δ)m for
any δ > 0, and if the Neumann boundary problem in a ball is considered instead of the Cauchy prob-
lem in RN , then for each q >m+ 2N there exist initial data such that the corresponding solution blows
up (see Winkler [17]). Therefore our result might be best possible one in a sense. In this connection
there are more precedents addressing global solvability in nondegenerate quasilinear chemotaxis sys-
tems (see Horstmann and Winkler [5] and Senba and Suzuki [12] which provide optimal results in
the style of this paper). The case where τ = 1 and q m + 2N will be discussed in our forthcoming
paper.
This paper is organized as follows. In Section 2 we introduce some key inequalities. In Section 3
we introduce an approximate problem and explain how to construct global approximate solutions.
Section 4 gives the proof of Lr-estimates of approximate solutions. The proof in Section 4 is the main
part of this paper. Finally we discuss the convergence of approximate solutions and complete the
proof of Theorem 1.1 in Section 5.
2. Key inequalities
We start with the fundamental estimates of solutions to the following Cauchy problem for inho-
mogeneous linear heat equations:⎧⎨⎩
∂z
∂t
= z − z + f in RN × (0, T ),
z(x,0) = z0(x), x ∈RN .
(LH)
Combining the semigroup theory with Lp-Lq estimates for the heat semigroup, we obtain the
following lemma (see [15, Lemma 5]).
Lemma 2.1. Let N ∈N, T > 0, 1 p ∞ and z0 ∈ Lp(RN ). If f ∈ L1(0, T ; Lp(RN )), then (LH) has a unique
mild solution z ∈ C([0, T ]; Lp(RN )) given by
z(t) = e−tetz0 +
t∫
0
e−(t−s)e(t−s) f (s)ds, t ∈ [0, T ], (2.1)
where (et f )(x, t) = (4πt)− N2 ∫
RN
e−
|x−y|2
4t f (y, t)dy.
In addition, let 1  q  p  ∞ and 1q − 1p < 1N . Assume further that z0 ∈ W 2,p(RN ) and f ∈
L∞(0, T ;W 1,q(RN )). Then for every t ∈ [0, T ],
∥∥z(t)∥∥Lp(RN )  ‖z0‖Lp(RN ) + C0‖ f ‖L∞(0,T ;Lq(RN )), (2.2)∥∥∇z(t)∥∥Lp(RN )  ‖∇z0‖Lp(RN ) + C0‖ f ‖L∞(0,T ;Lq(RN )), (2.3)∥∥z(t)∥∥Lp(RN )  ‖z0‖Lp(RN ) + C0‖∇ f ‖L∞(0,T ;Lq(RN )), (2.4)
where C0 is a positive constant depending on p, q and N.
Next we present the key inequality in this paper. The inequality is a particular consequence of
the well-known results on maximal Sobolev regularity (see e.g., Hieber and Prüss [3, Theorem 3.1],
Ladyženskaja, Solonnikov and Ural’ceva [9, Chapter IV, Section 3]).
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Λ[ f ](t) :=
t∫
0
e−(t−s)e(t−s) f (s)ds, f ∈ Lp(0, T ; Lp(RN)).
Then there exists a constant Cp,N > 0 such that for every f ∈ Lp(0, T ; Lp(RN )),∥∥(Λ[ f ])∥∥Lp(0,T ;Lp(RN ))  Cp,N‖ f ‖Lp(0,T ;Lp(RN )). (Key)
Remark 2.1. If z is a mild solution to (LH), then it follows from (2.1) that
z(t) = e−tetz0 + Λ[ f ](t).
Hence we have ∥∥z(t)∥∥Lp(RN )  ‖z0‖Lp(RN ) + ∥∥Λ[ f ](t)∥∥Lp(RN ). (2.5)
This rewriting will be used in Section 4.
The following lemma gives the Gagliardo–Nirenberg type inequality, which is proved by Sugiyama
[13, Lemma 2.4].
Lemma 2.3. Let N ∈ N, m  1, a > 2, u ∈ Lq1 (RN ) with q1  1 and u r+m−12 ∈ H1(RN ) with r > 2. If q1 ∈
[1, r +m− 1] and q2 ∈ [ r+m−12 , a(r+m−1)2 ] satisfy⎧⎪⎪⎨⎪⎪⎩
1 q1  q2 ∞ (N = 1),
1 q1  q2 < ∞ (N = 2),
1 q1  q2 
N(r +m− 1)
N − 2 (N  3),
then
‖u‖Lq2 (RN )  c(N)
2
r+m−1 ‖u‖1−θ
Lq1 (RN )
∥∥∇u r+m−12 ∥∥ 2θr+m−1
L2(RN )
,
where
θ = r +m− 1
2
(
1
q1
− 1
q2
)(
1
N
− 1
2
+ r +m− 1
2q1
)−1
,
c(N) =
{
c(N,a) ( r+m−12  q1),
c0(N,a)
1
β (1 q1 < r+m−12 ),
β = q2 −
r+m−1
2
q2 − q1
[
2q1
r +m− 1 +
(
1− 2q1
r +m− 1
)
2N
N + 2
]
.
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As introduced in [15], we consider the following approximate problem:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂uε
∂t
= ∇ · (∇(uε + ε)m − (uε + ε)q−2uε∇vε) in RN × (0, T ), (1)ε
∂vε
∂t
= vε − vε + uε in RN × (0, T ), (2)ε
uε(x,0) = u0ε(x), vε(x,0) = v0ε(x), x ∈RN ,
(KS)ε
where N ∈ N, m  1, q  2 and ε ∈ (0,1). The initial data u0ε, v0ε ∈ C∞0 (RN ) are given as u0ε :=
(ρε ∗ u0)ζε , v0ε := (ρε ∗ v0)ζε , where ρε is the molliﬁer such that
0 ρε ∈ C∞0
(
R
N), suppρε ⊂ B(0, ε), ∫
RN
ρε(x)dx = 1,
and ζε is the standard cut-off function, i.e., ζε(x) := ζ(εx), where ζ is a ﬁxed function in C∞0 (RN )
such that
0 ζ  1, ζ(x) :=
{
1 (|x| 1),
0 (|x| 2).
First we state the existence result on local solutions to (KS)ε .
Proposition 3.1 (Local existence of approximate solutions). Let N ∈ N, m  1, q  2, and ε ∈ (0,1). Then
there exists T1 = T1(ε,‖u0ε‖W 2,N+2 ,‖v0ε‖W 1,∞ ,‖v0ε‖L∞ ,m,q,N) > 0 such that (KS)ε has a unique non-
negative solution (uε, vε) on [0, T1) such that
uε ∈ W 1,N+2
(
0, T1; LN+2
(
R
N))∩ L∞(0, T1;W 2,N+2(RN)),
vε ∈ C1
([0, T1); LN+2(RN))∩ C([0, T1);W 2,N+2(RN))∩ L∞(0, T1; L∞(RN)).
Moreover, uε has the mass conservation law:∥∥uε(t)∥∥L1(RN ) = ‖u0ε‖L1(RN ), t ∈ [0, T1). (3.1)
This proposition is ingenuously proved in [15, Proposition 8, Lemmas 11 and 12] by linearizing
the ﬁrst equation (1)ε and applying the analytic semigroup theory (Amann [1, Theorem IV.1.5.1]) and
using the contraction mapping principle.
Next we state two key propositions for Lr- and L∞-estimates of approximate solutions. Their
proofs will be given in the next section.
Proposition 3.2 (Lr -estimate (1 r < ∞)). Let N ∈ N, m 1, q  2, ε ∈ (0,1) and T > 0. Let (uε, vε) be a
unique solution to (KS)ε on [0, T ). Assume further that
q <m + 2
N
. (3.2)
Then the following estimates hold:
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0<t<T
∥∥uε(t)∥∥Lr(RN )  Kε,r (∀r ∈ [1,∞)), (3.3)
sup
0<t<T
(∥∥vε(t)∥∥L∞(RN ) + ∥∥∇vε(t)∥∥L∞(RN )) Lε, (3.4)
where Kε,r = Kε,r(r,‖u0ε‖L1 ,‖u0ε‖L∞ ,‖v0ε‖Lp0 ,‖v0ε‖L∞ ,m,q,N, T ) > 0 and Lε = Lε(Kε,N+1,‖v0ε‖W 1,∞ ,N) > 0 are constants.
Proposition 3.3 (L∞-estimate). Let N ∈ N, m  1, q  2, ε ∈ (0,1) and T > 0. Let (uε, vε) be a unique
solution to (KS)ε on [0, T ). Assume further that m and q satisfy (3.2). Then the following estimate holds:
sup
0<t<T
∥∥uε(t)∥∥L∞(RN )  Kε,∞, (3.5)
where Kε,∞ > 0 is a constant.
Once we obtain the L∞-estimate of the ﬁrst component uε of the solution (uε, vε) to the approx-
imate problem, the W 2,N+2-estimate follows from [15, Lemma 13].
Proposition 3.4. Let N ∈N, m 1, q 2, ε ∈ (0,1) and T > 0. Let (uε, vε) be a unique solution to (KS)ε on
[0, T ). Assume that
sup
0<t<T
∥∥uε(t)∥∥L∞(RN )  Kε < ∞.
Then there exists a constant Mε = Mε(ε,u0ε, v0ε, Kε,m,q,N, T ) > 0 such that
sup
0<t<T
∥∥uε(t)∥∥W 2,N+2(RN )  Mε.
Combining Propositions 3.3 and 3.4, we can construct a global solution to (KS)ε .
Proposition 3.5 (Global existence of approximate solutions). Let N ∈N, m 1 and q 2. Assume further that
m and q satisfy (3.2). Then (KS)ε has a unique non-negative global solution (uε, vε) such that
uε ∈ W 1,N+2
(
0, T ; LN+2(RN))∩ L∞(0, T ;W 2,N+2(RN)) (∀T > 0),
vε ∈ C1
([0, T ); LN+2(RN))∩ C([0, T );W 2,N+2(RN))∩ L∞(0, T ; L∞(RN)) (∀T > 0).
Proof. We use Proposition 3.4 (which will be proved in the next section). Let (uε, vε) be the unique
non-negative solution to (KS)ε on [0, T1) obtained by Proposition 3.1. From (3.5) we can apply Propo-
sition 3.4, and so we have
sup
0<t<T1
∥∥uε(t)∥∥W 2,N+2(RN )  Mε, (3.6)
where Mε = Mε(ε,u0ε, v0ε, Kε,∞,m,q,N, T1) > 0 is a constant. Applying (2.2), (2.3) and (2.4) with
z = vε and f = uε , we see from (3.6) that
sup
0<t<T1
∥∥vε(t)∥∥W 1,∞(RN )  M ′ε, (3.7)
sup
0<t<T
∥∥vε(t)∥∥L∞(RN )  M ′ε, (3.8)
1
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(KS)ε with initial data (uε(T1 − δ), vε(T1 − δ)). Then Proposition 3.1 implies that there exists T2 > 0
such that (KS)ε has a unique non-negative solution on [0, T1 − δ + T2). Here the existence time T2
depends on the sizes of ‖uε(T1 −δ)‖W 2,N+2(RN ) , ‖vε(T1 −δ)‖W 1,∞(RN ) and ‖vε(T1 −δ)‖L∞(RN ); how-
ever, these sizes are independent of δ by virtue of (3.6), (3.7) and (3.8). Therefore it follows that
(uε, vε) can be extended as a solution to (KS)ε on [0, T1 + T2). Repeating this argument, we conclude
that (KS)ε has a unique global solution. 
4. Lr-estimates of approximate solutions
This section is the main part in this paper. In the previous studies [14] and [15], the proof of
Lr-estimates of approximate solutions is complicated. We improve and simplify their proof by using
(Key) in Lemma 2.2.
Proof of Proposition 3.2. Let r ∈ (1,∞). Multiplying the ﬁrst approximate equation (1)ε (see Sec-
tion 3) by ur−1ε and integrating it over RN , we obtain
1
r
d
dt
∥∥uε(t)∥∥rLr(RN ) = − ∫
RN
∇(uε + ε)m · ∇ur−1ε dx+
∫
RN
(
(uε + ε)q−2uε∇vε
) · ∇ur−1ε dx
=: −I1 + I2. (4.1)
First it follows that
−I1 = −m(r − 1)
∫
RN
(uε + ε)m−1∇uε · ur−2ε ∇uε dx
−m(r − 1)
∫
RN
∣∣u r+m−32ε ∇uε∣∣2 dx
= − 4m(r − 1)
(r +m− 1)2
∥∥∇u r+m−12ε (t)∥∥2L2(RN ). (4.2)
Next we consider the estimate of I2. Setting
F (s) :=
s∫
0
(τ + ε)q−2τ r−1 dτ , s 0, ε ∈ (0,1)
and noting that F (s) 2q−2[sr+q−2/(r + q − 2) + sr/r] (s 0, ε ∈ (0,1)), we have
I2 =
∫
RN
(uε + ε)q−2uε∇vε · ∇ur−1ε dx
= (r − 1)
∫
RN
(uε + ε)q−2ur−1ε ∇uε · ∇vε dx
= (r − 1)
∫
N
∇[F (uε)] · ∇vε dx
R
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∫
RN
F (uε)vε dx
 2
q−2(r − 1)
r + q − 2
∫
RN
ur+q−2ε |vε|dx+ 2
q−2(r − 1)
r
∫
RN
urε|vε|dx.
Here we deal with only the ﬁrst (highest) term on the right-hand side, because the second (lower)
term can be controlled by the same way. Using Hölder’s inequality, (2.5) and Young’s inequality, we
obtain
I˜2 := 2
q−2(r − 1)
r + q − 2
∫
RN
ur+q−2ε |vε|dx
 2
q−2(r − 1)
r + q − 2
∥∥uε(t)∥∥r+q−2Lr+q−1(RN )∥∥vε(t)∥∥Lr+q−1(RN )
 2
q−2(r − 1)
r + q − 2
[∥∥uε(t)∥∥r+q−2Lr+q−1(RN )‖v0ε‖Lr+q−1(RN ) + ∥∥uε(t)∥∥r+q−2Lr+q−1(RN )∥∥Λ[uε](t)∥∥Lr+q−1(RN )]
=: 2
q−2(r − 1)
r + q − 2
[∥∥uε(t)∥∥r+q−2Lr+q−1(RN )‖v0ε‖Lr+q−1(RN ) + I3]. (4.3)
Integrating I3 over (0, t) and using Hölder’s inequality, we have
t∫
0
I3 ds
( t∫
0
∥∥uε(s)∥∥r+q−1Lr+q−1(RN ) ds
) r+q−2
r+q−1( t∫
0
∥∥Λ[uε](s)∥∥r+q−1Lr+q−1(RN ) ds
) 1
r+q−1
. (4.4)
The key inequality (Key) in Lemma 2.2 with f = uε yields that
( t∫
0
∥∥Λ[uε](s)∥∥r+q−1Lr+q−1(RN ) ds
) 1
r+q−1
= ∥∥Λ[uε]∥∥Lr+q−1(0,t;Lr+q−1(RN ))
 C1‖uε‖Lr+q−1(0,t;Lr+q−1(RN )),
where C1 = C1(r,q,N) > 0 is a constant. Applying this inequality to the right-hand side of (4.4), we
obtain
t∫
0
I3 ds C1
( t∫
0
∥∥uε(s)∥∥r+q−1Lr+q−1(RN ) ds
) r+q−2
r+q−1( t∫
0
∥∥uε(s)∥∥r+q−1Lr+q−1(RN ) ds
) 1
r+q−1
 C1
t∫
0
∥∥uε(s)∥∥r+q−1Lr+q−1(RN ) ds. (4.5)
Integrating I˜2 in (4.3) over (0, t), we see from (4.5) that
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0
I˜2 ds
2q−2(r − 1)
r + q − 2
[ t∫
0
∥∥uε(s)∥∥r+q−2Lr+q−1(RN )‖v0ε‖Lr+q−1(RN ) ds +
t∫
0
I3 ds
]
 2
q−2(r − 1)
r + q − 2
[ t∫
0
(‖v0ε‖r+q−1Lr+q−1(RN ) + ∥∥uε(s)∥∥r+q−1Lr+q−1(RN ))ds + C1
t∫
0
∥∥uε(s)∥∥r+q−1Lr+q−1(RN ) ds
]
= 2
q−2(r − 1)
r + q − 2
[
t‖v0ε‖r+q−1Lr+q−1(RN ) + (C1 + 1)
t∫
0
∥∥uε(s)∥∥r+q−1Lr+q−1(RN ) ds
]
. (4.6)
Now let r  r0 := max{m − 2q + 1,2q − 3m + 1, N(q−m)2 − q + 1}. Then we can apply Lemma 2.3 with
q1 = 1, q2 = r + q − 1 and
a =
{
3 (when N = 1,2),
2N
N−2 (when N  3).
Therefore it follows from Lemma 2.3 and the mass conservation law (3.1) that
t∫
0
I˜2 ds
2q−2(r − 1)
r + q − 2
[
t‖v0ε‖r+q−1Lr+q−1(RN ) + C2
t∫
0
∥∥uε(s)∥∥(1−θ)(r+q−1)L1(RN ) ∥∥∇u r+m−12ε (s)∥∥ 2θ(r+q−1)r+m−1L2(RN ) ds
]
= 2
q−2(r − 1)
r + q − 2
[
t‖v0ε‖r+q−1Lr+q−1(RN ) + C2‖u0ε‖
(1−θ)(r+q−1)
L1(RN )
t∫
0
∥∥∇u r+m−12ε (s)∥∥ 2θ(r+q−1)r+m−1L2(RN ) ds
]
,
(4.7)
where C2 = C2(C1, c(N), r,m,q,N) > 0 is a constant and
θ = r +m − 1
2
(
1− 1
r + q − 1
)(
1
N
− 1
2
+ r +m− 1
2
)−1
.
Noting that
2θ(r + q − 1)
r +m − 1 < 2 ⇐⇒ q <m+
2
N
,
we see by (3.2), (4.7) and Young’s inequality that
t∫
0
I˜2 ds
2q−1(r − 1)
r + q − 2 t‖v0ε‖
r+q−1
Lr+q−1(RN )
+ 4m(r − 1)
(r +m− 1)2
t∫ ∥∥∇u r+m−12ε (s)∥∥2L2(RN ) ds + C3t‖u0ε‖ (1−θ)(r+q−1)(r+m−1)r+m−1−θ(r+q−1)L1(RN ) , (4.8)
0
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C3 :=
[
2q−2(r − 1)
r + q − 2 C2
(
4m(r − 1)
(r +m− 1)2
)−θ(r+q−1)
r+m−1 ] r+m−1r+m−1−θ(r+q−1)
> 0.
Integrating (4.1) over (0, t), we see from (4.2) and (4.8) that
∥∥uε(t)∥∥rLr(RN )  ‖u0ε‖rLr(RN ) + 2q−2r(r − 1)r + q − 2 t‖v0ε‖r+q−1Lr+q−1(RN ) + rC3t‖u0ε‖ (1−θ)(r+q−1)(r+m−1)r+m−1−θ(r+q−1)L1(RN ) .
Now let r  r1 := max{p0 − q + 1, r0}. Then it follows that
∥∥uε(t)∥∥rLr(RN )  ‖u0ε‖r−1L∞ ‖u0ε‖L1 + 2q−1r(r − 1)r + q − 2 t‖v0ε‖r+q−1−p0L∞ ‖v0ε‖p0Lp0
+ rC3t‖u0ε‖
(1−θ)(r+q−1)(r+m−1)
r+m−1−θ(r+q−1)
L1
.
Therefore we conclude that if r  r1, then
sup
0<t<T
∥∥uε(t)∥∥Lr(RN )  (‖u0ε‖r−1L∞ ‖u0ε‖L1 + 2q−1r(r − 1)r + q − 2 T‖v0ε‖r+q−1−p0L∞ ‖v0ε‖p0Lp0
+ rC3T‖u0ε‖
(1−θ)(r+q−1)(r+m−1)
r+m−1−θ(r+q−1)
L1
) 1
r
=: Kε,r . (4.9)
On the other hand, if 1  r < r1, then we see from Hölder’s inequality, the mass conservation law
(3.1) and Young’s inequality that∥∥uε(t)∥∥Lr(RN )  ‖u0ε‖L1(RN ) + ∥∥uε(t)∥∥Lr1 (RN ),
and hence (4.9) gives (3.3) for every r ∈ [1,∞). Finally we consider the estimate of vε . Using
Lemma 2.1 with p = ∞ and q = N + 1, we have
sup
0<t<T
∥∥vε(t)∥∥L∞(RN )  ‖v0ε‖L∞(RN ) + C0 sup
0<t<T
‖uε‖LN+1(RN ),
sup
0<t<T
∥∥∇vε(t)∥∥L∞(RN )  ‖∇v0ε‖L∞(RN ) + C0 sup
0<t<T
‖uε‖LN+1(RN ).
Therefore applying (3.3) with r = N + 1 implies that
sup
0<t<T
∥∥vε(t)∥∥W 1,∞(RN )  ‖v0ε‖W 1,∞(RN ) + 2C0Kε,N+1 =: Lε. (4.10)
Thus we obtain (3.4). 
We conclude this section with the proof of L∞-estimates of approximate solutions.
Proof of Proposition 3.3. As in the proof of [15, Lemma 15] we see that for r  r∗ ,
1 d ∥∥uε(t)∥∥rLr(RN ) + 1∥∥uε(t)∥∥rLr(RN )  α(r − 1)L2ε‖u0ε‖L1 + 2+ rC C∥∥uε(t)∥∥r r N , (4.11)r dt r L (R )
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α =
{
1 (2 q 3− 2N ),
0 (q > 3− 2N ),
and r∗ = r∗(m,q,N) > 1, C = C(Lε,m,q,N, T ) > 1 and  = (m,q,N) > 1 are constants independent
of r. Noting that Lε is independent of r (see (4.10)) and applying Moser’s iteration technique, we
obtain
sup
0<t<T
∥∥uε(t)∥∥L∞(RN )  C max{‖u0ε‖L1 ,‖u0ε‖L∞ ,1, sup
0<t<T
∥∥uε(t)∥∥Lr∗ (RN )}=: Kε,∞. (4.12)
This completes the proof of (3.5). 
5. Convergence of approximate solutions
In this section we discuss the convergence of approximate solutions and complete the proof of
Theorem 1.1. First we drive some fundamental estimates of the approximate solution uε in Lemmas 5.1
and 5.2. More precisely, we establish uniform (with respect to ε) estimates of ‖√t(umε )t‖L2(0,T ;L2(RN ))
and ‖√t∇umε ‖L∞(0,T ;L2(RN )) which imply the equicontinuity of umε : [δ, T ] → L2(RN ) and the relative
compactness of {uε(t)}ε in L2loc(RN ), respectively. This enables us to use the Ascoli–Arzelà theorem.
The convergence of the approximate solutions will be discussed in Lemma 5.3. Finally we show that
(u, v) := (limn→∞ uεn , limn→∞ vεn ) is actually the desired global weak solution to (KS).
Lemma 5.1. Let N ∈N, m 1, q 2, ε ∈ (0,1) and T > 0. Let (u0, v0) satisfy (1.1) and (1.2). Let (uε, vε) be
a unique solution to (KS)ε in Proposition 3.5. Assume that
q <m + 2
N
. (5.1)
Then the following estimate holds:
4m
(m+ 1)2
∥∥∇(uε + ε)m+12 ∥∥2L2(0,T ;L2(RN ))
 1
2
‖u0‖2L2(RN ) + M0T
(‖v0‖Lp0 (RN ) + 1+ Cp0,N Kp0), (5.2)
where M0 = M0(q, K qp0
p0−1
, K 2p0
p0−1
) > 0 is a constant and Kp0 is given in (5.6).
Proof. Multiplying the ﬁrst equation (1)ε (see Section 3) by uε and integrating it over RN × (0, T ),
we see by the same way as in the proof of Proposition 3.2 that
1
2
(∥∥uε(T )∥∥2L2(RN ) − ‖u0ε‖2L2(RN ))− 4m(m + 1)2 ∥∥∇(uε + ε)m+12 ∥∥2L2(0,T ;L2(RN ))
+ 2
q−2
q
T∫
0
∫
RN
uqε|vε|dxdt + 2q−3
T∫
0
∫
RN
u2ε|vε|dxdt.
Using p0 given by (1.2) and applying Hölder’s inequality imply that
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2
(∥∥uε(T )∥∥2L2(RN ) − ‖u0ε‖2L2(RN ))+ 4m(m+ 1)2 ∥∥∇(uε + ε)m+12 ∥∥2L2(0,T ;L2(RN ))

(
2q−2
q
‖uε‖q
L
qp0
p0−1 (0,T ;L
qp0
p0−1 (RN ))
+ 2q−3‖uε‖2
L
2p0
p0−1 (0,T ;L
2p0
p0−1 (RN ))
)
‖vε‖Lp0 (0,T ;Lp0 (RN )).
In particular, it follows from (3.3) that
4m
(m+ 1)2
∥∥∇(uε + ε)m+12 ∥∥2L2(0,T ;L2(RN ))
 1
2
‖u0ε‖2L2(RN ) +
(
2q−2
q
Kq
ε,
qp0
p0−1
+ 2q−3K 2
ε,
2p0
p0−1
)
T
p0−1
p0 ‖vε‖Lp0 (0,T ;Lp0 (RN )). (5.3)
Moreover, Lemma 2.2 implies that
‖vε‖Lp0 (0,T ;Lp0 (RN ))  ‖v0ε‖Lp0 (RN )T
1
p0 + Cp0,N‖uε‖Lp0 (0,T ;Lp0 (RN ))

(‖v0ε‖Lp0 (RN ) + Cp0,N Kε,p0)T 1p0 . (5.4)
Here noting that
‖u0ε‖Lp  ‖u0‖Lp
(∀p ∈ [1,∞]), ‖v0ε‖Lp  ‖v0‖Lp + 1 (∀p ∈ [p0,∞]), (5.5)
we see by the deﬁnition of Kε,r in (4.9) that
Kε,r  Kr, (5.6)
where Kr is a constant independent of ε. Combining (5.4), (5.5) and (5.6) with (5.3) yields the desired
estimate (5.2). 
The following lemma plays an essential role in the argument of the convergence of approximate
solutions. Multiplying a differential inequality by t , we can derive estimates of ‖√t(umε )t‖L2(0,T ;L2(RN ))
and ‖√t∇umε ‖L∞(0,T ;L2(RN )) without any additional assumption.
Lemma 5.2. Let N ∈N, m 1, q 2, ε ∈ (0,1) and T > 0. Let (u0, v0) satisfy (1.1) and (1.2). Let (uε, vε) be
a unique solution to (KS)ε in Proposition 3.5. Assume that m and q satisfy (5.1). Then the following estimate
holds: ∥∥∥∥√t ∂∂t umε
∥∥∥∥2
L2(0,T ;L2(RN ))
+ sup
0<t<T
∥∥√t∇umε (t)∥∥2L2(RN )  M ′0, (5.7)
where M ′0 > 0 is a constant independent of ε.
Proof. Multiplying (1)ε by ∂∂t (uε + ε)m and integrating it over RN , we see that
4m
(m + 1)2
∥∥∥∥ ∂∂t (uε + ε)m+12 (t)
∥∥∥∥2
L2(RN )
= −1 d ∥∥∇(uε + ε)m(t)∥∥2L2(RN )2 dt
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∫
RN
[(∇((uε + ε)q−2uε) · ∇vε + (uε + ε)q−2uεvε)(uε + ε)m−12 2
m + 1
∂
∂t
(uε + ε)m+12
]
dx
−1
2
d
dt
∥∥∇(uε + ε)m(t)∥∥2L2(RN ) + 2m(m + 1)2
∥∥∥∥ ∂∂t (uε + ε)m+12 (t)
∥∥∥∥2
L2(RN )
+m
∫
RN
(
(q − 1)∣∣(uε + ε)q−2∇uε · ∇vε∣∣2 + ∣∣(uε + ε)q−2uεvε∣∣2)(uε + ε)m−1 dx
−1
2
d
dt
∥∥∇(uε + ε)m(t)∥∥2L2(RN ) + 2m(m + 1)2
∥∥∥∥ ∂∂t (uε + ε)m+12 (t)
∥∥∥∥2
L2(RN )
+ 4m(q − 1)
2
(m + 1)2
∥∥∇vε(t)∥∥2L∞(RN )(∥∥uε(t)∥∥L∞(RN ) + ε)2(q−2)∥∥∇(uε + ε)m+12 (t)∥∥2L2(RN )
+m(∥∥uε(t)∥∥L∞(RN ) + ε)2q+m−5∥∥uε(t)vε(t)∥∥2L2(RN ). (5.8)
Multiplying (5.8) by t , changing the variable t with s and integrating it over (0, t), we see from
integration by parts, (3.4), (3.5) and Hölder’s inequality that
2m
(m+ 1)2
∥∥∥∥√s ∂∂t (uε + ε)m+12
∥∥∥∥2
L2(0,t;L2(RN ))
−1
2
[
t
∥∥∇(uε + ε)m(t)∥∥2L2(RN ) − ∥∥∇(uε + ε)m∥∥2L2(0,t;L2(RN ))]
+ 4m(q − 1)
2
(m + 1)2 L
2
ε(Kε,∞ + ε)2(q−2)
∥∥√s∇(uε + ε)m+12 ∥∥2L2(0,t;L2(RN ))
+m(Kε,∞ + ε)2q+m−5‖
√
suε‖2
L
2p0
p0−2 (0,t;L
2p0
p0−2 )
‖vε‖2Lp0 (0,T ;Lp0 (RN )). (5.9)
Combining (5.4) with (5.9), we see from (3.3) that
2m
(m+ 1)2
∥∥∥∥√s ∂∂t (uε + ε)m+12
∥∥∥∥2
L2(0,t;L2(RN ))
+ 1
2
t
∥∥∇(uε + ε)m(t)∥∥2L2(RN )
 1
2
∥∥∇(uε + ε)m∥∥2L2(0,t;L2(RN )) + 4m(q − 1)2(m + 1)2 L2ε(Kε,∞ + ε)2(q−2)t∥∥∇(uε + ε)m+12 ∥∥2L2(0,t;L2(RN ))
+m(Kε,∞ + ε)2q+m−5K 2
ε,
2p0
p0−2
t
2(p0−1)
p0
(‖v0ε‖Lp0 (RN ) + Cp0,N Kε,p0)2T 2p0 . (5.10)
Here we note that
∥∥∇(uε + ε)m∥∥2L2(0,t;L2(RN ))  4m2(m+ 1)2 (Kε,∞ + ε)m−1∥∥∇(uε + ε)m+12 ∥∥2L2(0,t;L2(RN )). (5.11)
Using this inequality in (5.10), we have
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(m + 1)2
∥∥∥∥√s ∂∂t (uε + ε)m+12
∥∥∥∥2
L2(0,t;L2(RN ))
+ 1
2
t
∥∥∇(uε + ε)m(t)∥∥2L2(RN )

(
m
2
(Kε,∞ + ε)m−1 + (q − 1)2L2ε(Kε,∞ + ε)2(q−2)t
)
4m
(m+ 1)2
∥∥∇(uε + ε)m+12 ∥∥2L2(0,T ;L2(RN ))
+m(Kε,∞ + ε)2q+m−5K 2
ε,
2p0
p0−2
T 2
(‖v0ε‖Lp0 (RN ) + Cp0,N Kε,p0)2. (5.12)
Hence we see from (5.2) and (5.12) that
2m
(m+ 1)2
∥∥∥∥√s ∂∂t (uε + ε)m+12
∥∥∥∥2
L2(0,t;L2(RN ))
+ 1
2
t
∥∥∇(uε + ε)m(t)∥∥2L2(RN )

(
m
2
(Kε,∞ + ε)m−1 + (q − 1)2L2ε(Kε,∞ + ε)2(q−2)T
)
×
[
1
2
‖u0‖2L2(RN ) + M0T
(‖v0‖Lp0 (RN ) + 1+ Cp0,N Kp0)]
+m(Kε,∞ + ε)2q+m−5K 2
ε,
2p0
p0−2
T 2
(‖v0ε‖Lp0 (RN ) + Cp0,N Kε,p0)2.
Therefore it follows from (5.5) and (5.6) that
2m
(m + 1)2
∥∥∥∥√s ∂∂t (uε + ε)m+12
∥∥∥∥2
L2(0,T ;L2(RN ))
+ 1
2
sup
0<t<T
t
∥∥∇(uε + ε)m(t)∥∥2L2(RN )  M1,ε,
where M1,ε = M1,ε(Lε, Kε,∞,‖u0‖L1 ,‖u0‖L∞ ,‖v0‖Lp0 ,‖v0‖L∞ ,m,q, p0,N, T ) > 0 is a constant.
Recalling the deﬁnitions of Lε and Kε,∞ in (4.10) and (4.12), respectively, and using the inequality
‖∇v0ε‖L∞  C ′N‖v0ε‖
1
2
L∞‖v0ε‖
1
2
L∞ , we see from (5.5) and (5.6) that
Lε  L, Kε,∞  K∞, (5.13)
where L and K∞ are constants independent of ε. Hence M1,ε  M1, where M1 is a constant indepen-
dent of ε. Therefore we conclude that
∥∥∥∥√t ∂∂t umε
∥∥∥∥2
L2(0,T ;L2(RN ))
+ sup
0<t<T
∥∥√t∇umε (t)∥∥2L2(RN )

∥∥∥∥√t ∂∂t (uε + ε)m+12
∥∥∥∥2
L2(0,T ;L2(RN ))
+ sup
0<t<T
t
∥∥∇(uε + ε)m(t)∥∥2L2(RN )

(
(m+ 1)2
2m
+ 2
)
M1 := M ′0.
This implies (5.7). 
Next we discuss the convergence of approximate solutions to (KS)ε .
1436 S. Ishida, T. Yokota / J. Differential Equations 252 (2012) 1421–1440Lemma 5.3. Let N ∈N, m 1, q 2, ε ∈ (0,1), T > 0. Let (u0, v0) satisfy (1.1), (1.2). Let (uε, vε) be a unique
non-negative global solution to (KS)ε in Proposition 3.5. Assume that m and q satisfy (5.1). Then there exist
subsequences {uεn }, {vεn } and non-negative functions u, v such that u ∈ L∞(0, T ; Lp(RN )) (∀p ∈ [1,∞]),
u
m+1
2 ∈ L2(0, T ; H1(RN )), v ∈ L∞(0, T ;W 1,p(RN )) (∀p ∈ [2,∞]) and
uεn → u weakly∗ in L∞
(
0, T ; Lp(RN)) (∀p ∈ [1,∞]), (5.14)
uεn → u strongly in C
([δ, T ]; Lploc(RN)) (∀δ > 0, ∀p ∈ [1,∞)), (5.15)
∇(uεn + εn)
m+1
2 → ∇u m+12 weakly in L2(0, T ; L2(RN)), (5.16)
vεn → v weakly∗ in L∞
(
0, T ; Lp(RN)) (∀p ∈ [2,∞]), (5.17)
∇vεn → ∇v weakly∗ in L∞
(
0, T ; Lp(RN)) (∀p ∈ [2,∞]). (5.18)
Proof. Let T > 0. Then it follows from Proposition 3.2, (5.6) and (5.13) that
‖uε‖L∞(0,T ;Lp(RN ))  Kp
(∀p ∈ [1,∞]). (5.19)
Therefore there exist a subsequence {uεn } and u ∈ L∞(0, T ; Lp(RN )) satisfying (5.14). Next we prove
(5.15) and (5.16). Let δ ∈ (0, T ). Then (5.7) implies that
δ
∥∥∥∥ ∂∂t umεn
∥∥∥∥2
L2(δ,T ;L2(RN ))

∥∥∥∥√s ∂∂t umεn
∥∥∥∥2
L2(δ,T ;L2(RN ))
 M ′0,
δ
∥∥∇umεn∥∥2L∞(δ,T ;L2(RN ))  M ′0.
Combining (3.3) with these estimates, we obtain∥∥umεn∥∥L∞(δ,T ;H1(RN ))  M, ∥∥umεn∥∥H1(δ,T ;L2(RN ))  M, (5.20)
where M = (K2m,M ′0, δ, T ) > 0 is a constant. Hence we see from (5.20) and Schwarz’s inequality that
for every t, s ∈ (δ, T ),
∥∥umεn(t) − umεn (s)∥∥L2(RN ) 
∣∣∣∣∣
t∫
s
∥∥∥∥ ∂∂r umεn(r)
∥∥∥∥
L2(RN )
dr
∣∣∣∣∣ M ′0δ |t − s| 12 .
This implies that umεn is equicontinuous from [δ, T ] to L2(RN ), in particular to L2loc(RN ). Since the
imbedding from H1loc(R
N ) to L2loc(R
N ) is compact, it follows from (5.20) that for every t ∈ (δ, T ], there
exists a subsequence (still denoted by {uεn (t)}) converging strongly in L2loc(RN ). From the Ascoli–
Arzelà theorem we see that
umεn → ∃ξ strongly in C
([δ, T ]; L2loc(RN)).
Noting that |x− y|2m  |xm − ym|2 for x, y  0 and m 1, we obtain
uεn → ξ
1
m = u strongly in C([δ, T ]; L2mloc(RN)). (5.21)
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inequality yields ∥∥uεn (t)− u(t)∥∥Lp(Ω)  |Ω| 1p − 12m ∥∥uεn (t)− u(t)∥∥L2m(Ω).
This inequality together with (5.21) implies that (5.15) holds with p ∈ [1,2m). On the other hand, if
p ∈ (2m,∞), then we see that∥∥uεn(t)− u(t)∥∥pLp(Ω)  ∥∥uεn (t)− u(t)∥∥p−2mL∞(Ω)∥∥uεn(t) − u(t)∥∥2mL2m(Ω)

(
K∞ + lim inf
n→∞
∥∥uεn (t)∥∥L∞(Ω))p−2m∥∥uεn(t) − u(t)∥∥2mL2m(Ω).
Therefore it follows that (5.15) holds for every p ∈ [1,∞). Noting that |xm+12 − y m+12 |2 
(m+12 )
2 max{|x|m−1, |y|m−1}|x− y|2, we see from (5.15) with p = 2 and (5.19) that
(uεn + εn)
m+1
2 → u m+12 strongly in L∞(δ, T ; L2loc(RN)).
On the other hand, (5.2) implies that there exist a subsequence (still denoted by {uεn }) and η ∈
L2(0, T ; L2(RN )) such that
∇(uεn + εn)
m+1
2 → η weakly in L2(0, T ; L2(RN)).
This shows that u
m+1
2 ∈ L2(0, T ; H1(RN )) and η = ∇u m+12 . Consequently (5.16) holds. Finally we prove
(5.17) and (5.18). Applying Lemma 2.1 with q = p, we see from (5.19) that for t ∈ (0, T ),∥∥vε(t)∥∥Lp(RN )  ‖v0‖Lp(RN ) + C0Kp (∀p ∈ [1,∞]), (5.22)∥∥∇vε(t)∥∥Lp(RN )  ‖∇v0ε‖Lp(RN ) + C0Kp (∀p ∈ [2,∞]). (5.23)
Noting that ‖∇v0ε‖L2  ‖v0ε‖
1
2
L1
‖v0ε‖
1
2
L∞ , we see from (5.5) that the right-hand sides of these
inequalities are bounded. Therefore we can extract a subsequence {vεn } and a function v ∈
L∞(0, T ;W 1,p(RN )) (∀p ∈ [2,∞]) such that (5.17) and (5.18) hold. 
We are now in a position to prove Theorem 1.1.
Proof of Theorem 1.1. Let T > 0 and ϕ ∈ C∞0 (RN × [0, T )). Multiplying (1)εn and (2)εn by ϕ and
integrating those on RN × (0, T ), we see that
T∫
0
∫
RN
(∇(uεn + εn)m · ∇ϕ − (uεn + εn)q−2uεn∇vεn · ∇ϕ − uεnϕt)dxdt = ∫
RN
u0εn (x)ϕ(x,0)dx,
T∫
0
∫
RN
(∇vεn · ∇ϕ + vεnϕ − uεnϕ − vεnϕt)dxdt =
∫
RN
v0εn (x)ϕ(x,0)dx.
First we deal with (1)εn . We see from (5.15) that
(uεn + εn)mϕ → umϕ a.a. x ∈ RN , t ∈ (0, T ).
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We see from the Lebesgue dominated convergence theorem that
T∫
0
∫
RN
∇(uεn + εn)m · ∇ϕ dxdt = −
T∫
0
∫
RN
(uεn + εn)mϕ dxdt
→ −
T∫
0
∫
RN
umϕ dxdt.
On the other hand, it follows from (5.16) that
T∫
0
∫
RN
∇(uεn + εn)m · ∇ϕ dxdt =
2m
m + 1
T∫
0
∫
RN
(uεn + εn)
m−1
2 ∇(uεn + εn)
m+1
2 · ∇ϕ dxdt
→ 2m
m + 1
T∫
0
∫
RN
u
m−1
2 ∇u m+12 · ∇ϕ dxdt.
Hence um ∈ L2(0, T ; H1(RN )) and ∇um = 2mm+1u
m−1
2 ∇u m+12 . Therefore we have
T∫
0
∫
RN
∇(uεn + εn)m · ∇ϕ dxdt →
T∫
0
∫
RN
∇um · ∇ϕ dxdt.
The same argument as above implies that
(uεn + εn)q−2uεn∇ϕ → uq−1∇ϕ strongly in L1
(
0, T ; L2(RN)).
This together with (5.18) shows that
T∫
0
∫
RN
(uεn + εn)q−2uεn∇vεn · ∇ϕ dxdt →
T∫
0
∫
RN
uq−1∇v · ∇ϕ dxdt.
Using (5.14) or (5.15) and recalling the deﬁnition of u0ε: u0ε = (u0 ∗ ρε)ζε , we see that
T∫
0
∫
RN
uεnϕt dxdt →
T∫
0
∫
RN
uϕt dxdt,
∫
N
u0εn (x)ϕ(x,0)dx →
∫
N
u0(x)ϕ(x,0)dx.R R
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T∫
0
∫
RN
(−um ·ϕ − uq−1∇v · ∇ϕ − uϕt)dxdt = ∫
RN
u0(x)ϕ(x,0)dx.
By an argument similar to (1)εn , we see also that
T∫
0
∫
RN
(∇v · ∇ϕ + vϕ − uϕ − vϕt)dxdt =
∫
RN
v0(x)ϕ(x,0)dx.
Since T > 0 is arbitrary, we conclude that (u, v) is the desired non-negative global solution to (KS).
Finally we prove (1.4) and (1.5). It follows from (5.14) and (5.19) that
‖u‖L∞(0,T ;Lr(RN ))  lim infn→∞ ‖uεn‖L∞(0,T ;Lr(RN ))  Kr
(∀r ∈ [1,∞]). (5.24)
Combining (5.17) with (5.22), we have
‖v‖L∞(0,T ;Lr(RN ))  lim infn→∞ ‖vεn‖L∞(0,T ;Lr(RN ))  ‖v0‖Lr(RN ) + C0Kr
(∀r ∈ [1,∞]). (5.25)
Therefore (1.4) follows from (5.24) and (5.25). Moreover, (1.5) can be proved by using (5.4), (5.5)
and (5.6). This completes the proof of Theorem 1.1. 
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