We study modal team logic MTL and the dependence-free fragment FO 2 [∼] of two-variable team logic, which extend modal logic ML and two-variable logic FO 2 with team semantics by a Boolean negation ∼.
Introduction
Team semantics, invented by Hodges [15] , is a compositional approach to logics of dependence and independence, such as independence-friendly logic IF [14] or dependence logic D [30] . Both are extensions of first-order logic FO. Väänänen [30] defined D by introducing the dependence atom =(x, y), which states that y is functionally dependent on the variablesx. This concept was adapted for a broad family of propositional [9, 34] , modal [31] , and temporal logics [21] . Propositional dependence logic PDL, modal dependence logic MDL and their variants found manifold applications in, e.g., database theory, cryptography, and statistics.
First-order dependence logic turned out to be highly undecidable [30] . Nevertheless, decidable fragments have been discovered. For instance, the satisfiability problem of the two-variable fragment D 2 of dependence logic is NEXPTIME-complete [17] , as it is for two-variable logic FO 2 itself [7] .
Since dependence logic does not provide a Boolean negation per se, it is lifted to so-called team logic by re-adding such a connective, often written ∼ [9, 26, 27, 30] . The logics in such way obtained from PDL and MDL are called propositional team logic (PTL) and modal team logic (MTL). With ∼, they can not only express the dependence atom, but as well its "close relatives", the atoms of independence and inclusion [10, 13, 19, 20] . For this reason, PTL and MTL pose natural logics, and it is of particular interest to study their computational complexity.
While the expressive power and succinctness of MTL are well-understood [19, 25] , the complexity of its satisfiability problem has been an open question [19, 26] , see also the survey by Durand et al. [5] . In fact, regarding the complexity of team logics (with ∼), only a few cases are settled so far. For instance, the validity problem of purely propositional team logic (PTL) is complete for AEXPTIME(poly) [9] , while first-order team logic is complete for the class Π 2 in the Levy hierarchy [30] . MTL, on the other hand, is only known to be decidable in non-elementary time and AEXPTIME(poly)-hard . Moreover, it has been open whether MTL has, like ML, the exponential model property; this property implies an AEXPTIME(poly) upper bound and was established only for certain fragments of MTL. [25] Contribution. We prove that the satisfiability and validity problems of MTL are complete for a non-elementary class we call POLYTOWER. Together with many other completeness results, such as for modal dependence logic [29] , modal inclusion logic [11] , and modal independence logic [20] , the complexity of modal logics with team semantics is now understood to a large extent.
We prove the same completeness result for a logic we call FO 2 [∼], the dependence-free two-variable team logic. Like D 2 , it is strictly stronger than FO 2 , but still has a decidable validity problem. By contrast, satisfiability and validity are both undecidable for D 2 [∼], since validity is undecidable already for D 2 [18] .
These results fit into the very active field of team logics and their computational complexity, in particular, we are able to close some gaps in the complexity theoretic landscape of team logics (see Figure 1 ).
Logic
Satisfiability Validity References PDL NP NEXPTIME [22, 32] MDL NEXPTIME [8, 29] FO 2 NEXPTIME co -NEXPTIME [7] D 2 NEXPTIME Σ 0 1 -hard [18] PTL AEXPTIME(poly) [9] MTL k (k+1)-AEXPTIME(poly) In Section 10, we also propose a team-semantical "standard translation" from MTL into FO 2 [∼] and prove its correctness, analogously to the well-known standard translation from modal logic ML into the two-variable fragment FO 2 (see, e.g., [2] ).
Organization of the paper. In Section 2 we begin with definitions of the involved logics and complexity classes such as POLYTOWER.
At the heart of the completeness proof for MTL are what we call (Φ, k)-canonical models, where Φ is a finite set of propositions and k is an upper bound for the modal depth. Recall that a canonical model satisfies every satisfiable modal formula in some of its states [2] ; the property of (Φ, k)-canonicity is basically the same restricted to MTL Φ k formulas, i.e., over the propositions Φ and modal depth at most k.
Upper bound. An important ingredient is that MTL Φ k formulas cannot distinguish between (Φ, k)-team-bisimilar models [19] . (Φ, k)-team-bisimilarity is an equivalence relation whose index is bounded by k-fold exponentiation of a polynomial in |Φ|. This feature, made more precise in Section 3, will be exploited for the upper bound in Section 4.
Lower bound. For the hardness result, we consider canonical models from a different point of view. In the sections 5-7 we efficiently construct a family of formulas that are satisfiable, but only in (Φ, k)-canonical models. In Section 8 we refine the approach. We demonstrate that MTL can enforce what essentially is a grid-like ordering of points, modulo (Φ, k)-bisimulation. It is then not difficult to encode in Section 9 the computation of a Turing machine.
Finally, in Section 10 we propose the team-semantical standard translation, and in Section 11 then study FO 2 [∼] and its fragments in terms of their computational complexity.
Preliminaries
For a set X, P(X) denotes its power set. The length of a string (e.g., a formula) ϕ is denoted |ϕ|.
Complexity theory
We assume familiarity with standard notions from complexity theory such as alternating Turing machines (ATMs) [3] , logspace reductions ≤ log m , and hardness and completeness for a complexity class C. If nothing else is stated, then we implicitly refer to ≤ log m -reductions when saying that a problem is C-hard or C-complete for a class C, and simply denote reducibility as ≤.
The class AEXPTIME(poly) contains the problems decidable by an ATM in time 2 p(n) with p(n) alternations, where p is a polynomial. It is a natural class that has several complete problems [9, 10, 16] . The so-called elementary hierarchy is formed by functions 2 n , 2 2 n , and so on. Formally, exp 0 (n) := n, and exp m+1 (n) := 2 exp m (n) .
We generalize the class AEXPTIME(poly) to capture the stages of this hierarchy.
Definition 2.1. For k ≥ 0, k-AEXPTIME(poly) is the class of problems decided by an ATM with at most p(n) alternations and runtime O(exp k (p(n))) for a polynomial p.
Note that 1-AEXPTIME(poly) = AEXPTIME(poly) and 0-AEXPTIME(poly) = AP = PSPACE. [3] Proposition 2.2. For all k ≥ 0, the class k-AEXPTIME(poly) is closed under ≤ log m .
Schmitz proposed the next complexity class to capture non-elementary problems, i.e., where no fixed k exists for a runtime bounded by exp k (n). Definition 2.3 ([28] ). F 3 is the class of problems decidable in time O(exp exp k (n) (1)) for some k ∈ N.
Intuitively, the runtime is of the form
. . , where f itself is a elementary function, i.e., bounded by exp k for some k.
For such large complexity classes 1 Schmitz proposed elementary reductions ≤ elem m [28] . They are defined like usual reductions, except that they should be computable in elementary time, i.e., exp k (n) for some k ∈ N. Proposition 2.4 ([28] ). F 3 is closed under ≤ elem m .
For this paper, however, the following subclass is sufficient: Definition 2.5. POLYTOWER is the class of problems decidable in time O(exp p(n) (1)) for some polynomial p.
Schmitz proved several known problems ≤ elem m -complete for F 3 [28] . Nevertheless, the considered problems are also complete for POLYTOWER under corresponding weaker reductions, such as logspace-reductions. Proposition 2.6. POLYTOWER is closed under ≤ log m .
As a weaker reduction captures the complexity of a problem more precisely, we prefer the class POLYTOWER (and logspace-reductions) throughout this paper.
Modal team logic
We fix a countable infinite set PS := {p, q, . . .} of atomic propositions. Kripke structures are tuples K = (W, R, V ), where (W, R) is a directed graph with worlds W and edges R, and where V :
Modal team logic (MTL) was introduced by Müller [26] . It extends the classical modal logic according to the following grammar, where ϕ denotes an MTL formula, α an ML formula and p a proposition:
For easier distinction, we denote classical ML formulas by the letters α, β, γ, . . . and reserve ϕ, ψ, ϑ, . . . for MTL formulas. Note that an MTL formula is an ML formula if and only if it is ∼-free. The modal depth md(ϕ) of MTL formulas is defined as the maximal nesting depth of modalities:
ML k is the fragment of ML with modal depth bounded by k, with MTL k being defined analogously. MTL 0 is also called propositional team logic (PTL) [9] . If additionally the atomic propositions are restricted to a fixed set Φ ⊆ PS, then the fragment is denoted ML Φ k , or MTL Φ k , respectively. MTL is evaluated on teams, which are sets of worlds in a Kripke structure. If T ⊆ W is a team in a Kripke structure (W, R, V ), then RT :
has an successor in S and every w ∈ S has an predecessor in T . If K = (W, R, V ) is a Kripke structure and T ⊆ W , then (K, T ) is called Kripke structure with team. The satisfaction relation of MTL is defined as follows:
If K is clear, we simply write T ϕ or w α. A formula ϕ ∈ MTL is satisfiable if it is true in some Kripke structure with team, and valid if it is true in every Kripke structure with team. For a given fragment L ⊆ MTL, the decision problems SAT(L) and VAL(L) contain the satisfiable and valid formulas ϕ ∈ L, respectively. Note that the disjunction ∨ is not the Boolean disjunction in team semantics. Using ∧ and ∼ however, all truth-functional connectives can be recovered: Boolean disjunction ϕ 1 ϕ 2 := ∼(∼ϕ 1 ∧ ∼ϕ 2 ), material implication ϕ 1 ϕ 2 := ∼ϕ 1 ϕ 2 and equivalence ϕ 1 ϕ 2 := (ϕ 1 ∧ ϕ 2 ) (∼ϕ 1 ∧ ∼ϕ 2 ). To express that at least one world w in a team T satisfies a given ML formula α, we write Eα := ∼¬α. The notion i is defined via 0 ψ := ψ and i+1 ψ := i ψ, and analogously for ♦ i .
The bisimulation equivalence relation plays a crucial role for understanding the expressive power of modal logic, and plays a major role in this paper. Definition 2.7 ([2] ). Let Φ ⊆ PS and k ≥ 0. Two pointed structures (K 1 , w 1 ) and
• and in case k > 0 the forward and backward conditions hold, namely
. So-called characteristic formulas or Hintikka formulas capture the essence of the bisimulation relation: Theorem 32] ). For every pointed Kripke structure (K, w), every finite Φ ⊆ PS and every k ≥ 0 there exists a formula ζ
The notion of bisimulation can also be lifted to team semantics. Definition 2.9 ([12, 19, 20] ). Two Kripke structures with team (K 1 , T 1 ) and (K 2 ,
• for every w 2 ∈ T 2 exists w 1 ∈ T 1 such that (K 1 , w 1 ) Φ k (K 2 , w 2 ).
First-order team logic
We consider relational first-order logic τ -FO over countable, relational vocabularies τ including equality. τ -formulas are defined by
where R is a relation symbol of arity n and x, x 1 , x 2 , . . . are members of the set Var of first-order variables. Usually we omit τ . The fragment of FO using at most n variables of Var is denoted FO n . The domain of a τ -structure A is denoted |A|. First-order formulas are evaluated on pairs (A, s) of a τ -structure A and an assignment s : Var → |A|, where A = (|A|, I) consists of the domain and an interpretation I of the relations in τ . Analogously to MTL, the team-semantical extension FO[∼] of FO is generated by
where α ∈ FO and x ∈ Var. For a formula ϕ, Fr(ϕ) denotes its free variables. The fragment FO n [∼] is defined similarly as FO n .
Formulas of FO[∼]
are evaluated on pairs (A, T ), where A is a first-order structure and T is a (first-order) team, i.e., a set of assignments s : Var → |A|. A supplementing function of (A, T ) is a function f :
Var → A is the assignment that maps x to a and y = x to s(y). If f (s) = A for all s ∈ T , then we also write T x A for T x f . The semantics of ∼, ∧, ∨ are defined as for MTL, and the remaining cases as follows:
, the decision problems SAT(L) and VAL(L) are defined as before. Additionally, FinSAT(L) contains all L-formulas that have a model (A, T ) where both |A| and T are of finite cardinality.
Bisimilarity types
In the following we will need to refer to the equivalence classes of Φ k without referencing any concrete model; in particular we are interested in counting the cardinality of a "set of all (Φ, k)-classes." Since the equivalence classes of Φ k are proper classes, we instead define types.
For a pointed Kripke structure (K, w), we define K, w Φ k := {α ∈ ML Φ k | (K, w) α}, which is clearly a (Φ, k)-type. If (K, T ) is a Kripke structure with team, then we write K, T k for the set of all types occurring in T , i.e., K,
The set of all (Φ, k)-types is denoted ∆ Φ k . In the following, we often omit Φ and K if they are clear.
If τ ∈ ∆ k+1 , then we define Rτ := {τ ∈ ∆ k | {α | α ∈ τ } ⊆ τ }. Intuitively, Rτ is the "image" of τ , but on the level of types instead of teams:
Let us first prove "⊆". For this, let τ ∈ Rw k be arbitrary. There
For the converse direction "⊇", let τ ∈ Rτ . By definition, {α | α ∈ τ } ⊆ τ . Since τ is a type, it has a model (K , v ) such that K , v k = τ . By Proposition 2.8 there is a formula ζ ∈ ML Φ k such that (K , v ) ζ if and only if (K , v ) k (K , v ). As τ is a (k + 1)-type, either ♦ζ ∈ τ or ¬♦ζ ∈ τ . If ¬♦ζ ∈ τ , then ¬ζ ∈ τ , and ¬ζ ∈ τ by definition of τ . But as (K , v ) τ , then (K , v ) ζ, and simultaneously (K , v ) ζ, since trivially (K , v ) k (K , v ). Contradiction, therefore ♦ζ ∈ τ . It follows that w has an R-successor v such that v ζ and consequently τ = v k ∈ Rw k .
The next proposition shows that equal (Φ, k)-types correspond to (Φ, k)-bisimilarity. Furthermore, it proves that the forward and backward condition between w 1 , w 2 can be equivalently stated as the team-bisimilarity of their images.
For all finite Φ ⊆ PS and k ≥ 0 the following statements are equivalent.
and for k > 0,
is a standard result (see e.g. Goranko and Otto [6, Theorem 32] ). 2. ⇔ 3. follows from Definition 2.9. For the case k > 0 we first prove that 2. and 3. together imply 5. Clearly, (K 1 , w 1 ) Φ 0 (K 2 , w 2 ) follows from 2. Due to a result of Hella et al. [12, Lemma 3.3] , condition 3.
, it is sufficient to prove the forward and backward conditions of Definition 2.7.
, proving the forward condition. The backward condition is shown symmetrically.
On the level of teams, the following equivalences hold:
For all finite Φ ⊆ PS and k ≥ 0 the following statements are equivalent. We proceed with condition 3. For the proof we require the fact that every MTL Φ k -formula is equivalent to a formula of the form
where {α 1 , . . . , α n , β 1,1 , . . . , β n,mn } ⊆ ML Φ k (see [23, Lemma 5.4 and 5.5] or [19, p. 11] ). Consequently,
3. ⇒ 1. immediately follows from this equivalence. It remains to prove 1. ⇒ 3. Due to symmetry, we prove only
ζ if and only if (K 2 , w 2 ) Φ k (K 1 , w 1 ). Due to 1., (K 2 , T 2 ) Eζ. Consequently, there exists w 2 ∈ T 2 such that (K 2 , w 2 ) Φ k (K 1 , w 1 ). By Proposition 3.3,
Note that condition 5. in Proposition 3.4 does not similarly apply to team bisimulation, i.e., (
As a corollary of the above basic properties we conclude that types τ are uniquely determined by their true propositional atoms and their "image" Rτ : 
Canonical models
Canonical models are commonly used in proof theory for modal logics (see, e.g., [2] ). Their distinguishing feature is that satisfy every consistent set of formulas in some of their worlds. Such a model must necessarily be infinite, and hence is impractical for complexity theoretic considerations. Nevertheless, Cresswell and Hughes [4] gave a proof of the finite model property for modal logic relying on so-called mini canonical models: Essentially, for a fixed formula ϕ, such a models contains not all consistent sets of ML-formulas, but only consistent sets based on subformulas of ϕ. From this, we take a step back and consider all ML Φ k formulas for finite and fixed Φ and k. While ML Φ k is infinite, we show that this fragment has finite canonical models. First, let us define (Φ, k)-canonicity based on the notion of types.
How large is a canonical model? The number of types is captured by a function we call exp * k (n) almost resembling exp k : let exp * 0 (n) := n, but exp * k+1 (n) := n · 2 exp * k (n) .
Proof. Proof by induction on k. If k = 0, then |∆ Φ k | = 2 |Φ| = exp * 0 2 |Φ| . We analyze the cardinality of ∆ Φ k+1 : We show that there is a distinct type for each ∆ ⊆ ∆ Φ k and each τ 0 ∈ ∆ Φ 0 . The former accounts for a factor of 2 exp * k (2 |Φ| ) by induction hypothesis. The latter adds another factor of 2 |Φ| . For each ∆ and τ 0 as above it is easy to construct a model (W, R, V, w) such that Rw Φ w = ∆ and w Φ 0 = τ 0 . By Proposition 3.5, all these models have pairwise distinct types. Consequently, |∆ Φ k+1 | ≥ exp * k+1 (2 |Φ| ). Analogously, every pointed Kripke structure is (Φ, k + 1)-bisimilar to at least one of these models, so
The above arguments also prove that finite (Φ, k)-canonical models exist. Moreover, they can be constructed in time roughly |∆ Φ k |: Proposition 4.4. There is a polynomial p and an algorithm that, given input Φ ⊆ PS and k ≥ 0, constructs a (Φ, k)-canonical model in time p(|∆ Φ k |).
Proof. The algorithm works in stages i = 0, . . . , k and constructs for each stage a (Φ, i)canonical set L i of worlds. L 0 is easily constructed by iterating over the subsets of Φ. For i > 0, consider every L ⊆ L i−1 and every Φ ⊆ Φ and add a new world w to L i such that the image of w is exactly L , and the true propositions in w are exactly those in Φ . A straightforward inductive argument shows that
It follows that K can be constructed in time polynomial in |∆ Φ k |. We proceed by showing that the polynomial in the above proposition can be eliminated.
Proof. Induction on m. The case m = 0 is trivial. For the sum, we get
For the product, the cases c = 0, 1 are trivial. For c ≥ 2,
The next lemma relates exp * k and exp k . Lemma 4.6. Let n, m ≥ 0. Then exp * m (n) ≤ exp m ((m + 1) · n). Proof. Induction on m, as exp * 0 (n) = n = exp 0 ((0 + 1) · n). For the induction step,
Lemma 4.7. For every polynomial p there is a polynomial q such that p(exp m (n)) ≤ exp m (q(n))) for all m ≥ 0, n ≥ 1.
Proof. The case m = 0 is clear, so assume m > 0. For every polynomial p there are constants c, d such that p(n) ≤ cn d for all n ≥ 1. Define q(n) := c + d · n. Then it holds
= exp m (q(n)). Proof. In the following we describe an algorithm. Suppose the input is some
for a polynomial p according to Proposition 4.4. By a result of Müller [26] , the model checking problem of MTL is solvable by an ATM that has runtime polynomial in the size of ϕ and K, and alternations polynomial in the size of ϕ. We call this algorithm as a subroutine, as ϕ is satisfiable (resp. valid) if and only if (K, W ) ∨ ϕ (resp. ∼( ∨ ∼ϕ)). The number of alternations is clearly polynomial in |ϕ|. The overall runtime is again of the form p(|∆ Φ k |) for a polynomial p, which equals p(exp * k (2 |Φ| )) by Proposition 4.3. Due to Lemma 4.6 and 4.7, the overall runtime is bounded by exp k (2 q(k+|Φ|) ) for a polynomial q, and hence by exp k+1 (q(|ϕ|)).
For the case of unbounded modal depth, simply construct a (Φ, k)-canonical model, where k := md(ϕ) polynomially depends on |ϕ|. 
Expressing bisimilarity in MTL
Every ML formula naturally defines a property of pointed Kripke structures. Similarly, MTL formulas define properties of Kripke structures with teams. In fact, Kontinen et al. [19] proved that MTL is expressively complete, in the sense that it can express every property P of Kripke structures with teams that is Φ k -invariant for some finite Φ and k. Examples for Φ k -invariant properties are, in fact, (Φ, k)-bisimilarity itself (that a set of points has at most one type) and (Φ, k)-canonicity. The subsequent sections will focus on efficient implementations of the these properties in MTL. For instance, 0-bisimilarity can be defined as p∈Φ =(p). In our approach, we reduce k-bisimilarity of two points, where k > 0, to (k − 1)-bisimilarity of their image teams. Conversely, to express (k − 1)team-bisimilarity, we implement the forward and backward conditions of Definition 2.9 and reduce them to (k − 1)-point-bisimilarity. 
Scopes
If bisimilarity of two teams S 1 , S 2 , in the sense of Definition 2.9, should be expressible in MTL, then formally it has to be the property of a single team T that somehow is the "marked union" of S 1 and S 2 . We achieve this "marking" by using modal formulas:
Scopes allow to carefully "carve out" certain points in a team. If S is a team, let
An example is visualized in Figure 2 .
They have several desirable properties:
Let α, β be disjoint scopes and S, U, T teams in a Kripke structure such
Proof. For the first equality it suffices to prove (
The case w ∈ T β is analogous. We proceed to prove the second claim and begin with S
The above lemma shows that for arbitrary teams S 1 , . . . , S n and disjoint scopes α 1 , . . . , α n we can write T α 1 ,...,αn S 1 ,...,Sn with an arbitrary order of argument pairs.
To now implement the forward and backward conditions of bisimulation, we must be able to quantify over the subteams in a given scope, as shown in Figure 2 . This is achieved with the following operators defined in MTL:
These operators quantify over subteams S of T α (with singleton S for ∃ 1 α /∀ 1 α ) and "replace" the whole subteam T α by S, but leave all other worlds intact:
Proof. We prove the existential cases, as the other ones are then easily derived.
Note that, in order to prevent interference, in this paper we always assume that scopes do not contain propositions from Φ, i.e., are in ML PS\Φ . Then (Φ, k)-bisimulation can be implemented recursively: Here, χ k assumes that T α and T β are distinct singletons, and checks if those points are (Φ, k)-bisimilar. On the other hand, ξ k assume that T α and T β are disjoint subteams of T , and then tests whether they are (Φ, k)-bisimilar teams. This principle is illustrated in Figure 3 . A proof of correctness will follow. Furthermore, the property of scopes to be invariant under edge traversing comes into play. It is crucial in the proof of the following lemma. 
Proof. We first prove that (RT ) α ⊆ R(T α ) α . Let v ∈ (RT ) α be arbitrary. Then v has a predecessor w in T . As α is a scope and v α,
Consequently, in the following we write just
Using scopes, we can prove that χ k and ξ k indeed express (team-)bisimulation. in K, w ∈ T α , and v ∈ T β , the following equivalences hold:
The proof is by induction on k. In the base case,
As no proposition p ∈ Φ occurs in α or β, the claim is straightforward. The induction step is split into two parts as follows.
"χ k correct" ⇒ "ξ k correct":
"ξ k correct" ⇒ "χ k+1 correct": We follow Definition 2.7 and Proposition 3.3.
Proof. The formulas can be constructed by recursively branching into the two instances of χ k inside ξ k . This leads to a runtime that is exponential in the value of k. For fixed k, the algorithm simply has to write down a constant number of copies of the formulas α, β and p∈Φ =(p) with a constant number of connectives in between.
Enforcing a canonical model
To provide a matching lower bound for Theorems 4.8 and 4.9, we now aim at constructing an MTL k formula that only permits k-canonical models. Hannula et al. [10] introduced the PTL formula
and proved that T max(Φ) if and only if T is 0-canonical, i.e., T contains in its worlds all Boolean assignment to the propositions in Φ.
With little modification to the formulas of the previous section, it is possible to enforce k-canonicity for k > 0 as well. Assume Φ = ∅ and consider the following formula with one · m and one · 1 subteam quantifier (cf. p. 14):
It states that for every subteam T ⊆ T α there exists a single point w ∈ T β such that T and w have k-bisimilar images. In particular, if T α is k-canonical "with offset", then T β will be (k + 1)-canonical. Moreover, iterating this process k times yields a model with a k-canonical subteam. Figure 4 depicts such a model, which we label staircase model here: Each scope s i , inducing an i-canonical subteam, resembles one stair.
Offset T Figure 4 : Visualization of the 3-canonical staircase model for Φ = ∅. Note that RT is a 2-canonical staircase, R 2 T a 1-canonical one and so on.
We require a formal definition:
Intuitively, the i-th stair of the depicted model, beginning at the top, is i-canonical with offset k − i. k-canonicity with offset 0 coincides with plain k-canonicity. The next formula, push i , is responsible for carrying propositional assignment along an offset and is defined as
Likewise, to ensure that the s i are indeed scopes, we define
It follows the formula ρ i k that expresses k-canonicity with offset i, and the formula canon k that enforces a staircase model as depicted above.
Here, for the scopes s 0 , . . . , s k , simple propositions from PS \ Φ suffice. The formula intuitively works as follows. ρ i k (α, β) assumes that T α is already (k − 1)-canonical with offset i + 1. Then it "casts" each subteam S ⊆ T α into all the singletons of a set U ⊆ T β that is, by max(Φ), 0-canonical. The 0-canonicity is pushed towards R i U using push i . The final part of the formula, i ∀ 1 β ξ k (α, β), then copies the types in R i+1 S into the image of each singleton in R i U . Consequently U , and hence T β , is then k-canonical with offset i. Accordingly, canon k yields a model that contains the canonical staircase ( Figure 4 ). A formal proof follows, where we add the subformula ¬♦ k+1 to ensure that s 0 , . . . , s k are scopes. Theorem 6.2. Let k ≥ 0. The formula canon k ∧ ¬♦ k+1 is satisfiable, but has only k-canonical models. Furthermore, it is constructible in time polynomial in 2 k |Φ|. For every fixed k, it is constructible in space logarithmic in |Φ|.
Proof. Due to Proposition 5.6 it is clear that the formula is constructible in the above runtime resp. space. The satisfiability is witnessed by the k-canonical staircase model. It is not hard to modify the model depicted in Figure 4 towards (Φ, k)-canonicity for non-empty sets Φ. It will be proven in the upcoming Lemma 6.4 that these are essentially the only models. 
Proof. We can assume {v} 0 = R i v 0 for all v ∈ T β , which is equivalent to T β → push i , since otherwise both sides are false. Then the proof is as follows:
We "split up" τ into τ 0 and ∆ :
By Theorem 5.5: In what follows, we write simply T i for T s i . We show by induction on i that, i ∈ {0, . . . , k}, T i is (k − i)-canonical with offset i. In particular T k k = ∆ k , which proves the lemma.
For i = 0, let τ ∈ ∆ 0 be arbitrary. As T 0 max(Φ), there exists w ∈ T 0 such that
As τ was arbitrary, T 0 must be 0-canonical with offset k. The induction step is straightforward: T ρ k−i i (s i−1 , s i ), and by induction hypothesis,
Observe that the model (K, T ) shown in Figure 4 is not only k-canonical, but also a directed forest (i.e., all worlds are roots or have exactly one predecessor), with all its roots in T . Moreover, it has bounded height, where the height of a directed acyclic graph is the smallest number h such that every world is reachable from a root by a path that traverses at most h edges. Corollary 6.5. Every satisfiable ϕ ∈ MTL k has a finite model (K, T ) such that K is a forest with height at most k and its set of roots being exactly T .
Efficiently enforcing canonical models
To work around the exponential length of the formula χ k presented in the previous sections, we deviate from demanding fully canonical models. To realize a given (k + 1)type τ in a point w, instead of letting Rw k = Rτ , we force all k-types to appear in the image; but "enable" and "disable" successors using a marker proposition u / ∈ Φ. Then when determining the type of a world w, only its successors satisfying u "count", i.e., the subteam (Rw) u of Rw. Formally: Definition 7.1. The pseudo-type τ ∈ ∆ k of a pointed Kripke structure (K, w) is denoted K, w u k and is defined recursively as follows. K, w u 0 equals K, w 0 , and K, w u k+1 is the unique type τ ∈ ∆ k+1 such that τ ∩ ML 0 = K, w 0 and Rτ = K, (Rw) u u k (cf. Proposition 3.5).
As for · k before, we define the abbreviations w u k and T u k := { w u k | w ∈ T }. Note that the root of a model can satisfy u or ¬u regardless of its type, as u is only used to pick a subset of the successors! Comparing types of worlds now requires that the involved worlds are sound in the following sense. Intuitively, for every world having a (k + 1)-pseudo-type we require its image to contain every k-pseudo-type with either u or ¬u, but not both:
A team is called k-sound if all its members are k-sound.
Note that all subteams of a k-sound team are k-sound as well. We prove that, even using the pseudo-type definition, every type is "satisfiable": Using pseudo-types allows to eliminate the double recursive branching in the definition of χ k . Instead, we obtain a logspace-constructible formula χ u k defined inductively:
We prove that χ u k behaves analogous to χ k , provided that the involved teams are sound. Proof. Proof by induction on k, where k = 0 is clear. It follows the induction step:
We apply the induction hypothesis:
Here, "⇒" follows from condition 1. and "⇐" from condition 2. of the definiteness of Rw and Rv.
From saturation to soundness and back
In the following lemmas of this section, we continue assuming that α, β are disjoint scopes in a Kripke structure K = (W, R, V ) and T ⊆ W . As we can now compare the pseudo-types of worlds with χ u k , the next step is to define a corresponding variant of canonicity.
If the offset is 0, then T is simply called k-saturated.
Using saturation of T α it is possible to define soundness and definiteness of T β :
It is clear that sound k reflects the immediate definition of k-soundness. We explain the idea of definite k (α, β). Using the assumption that T α is already k-saturated, the subformula ∃ 1 β χ u k (α, β) checks that every k-type τ occurs in T β . The second part of the formula states that every subteam of T β that contains only elements of type τ (i.e., ∀ 1 β χ u k (α, β) is true) should also agree on u. Lemma 7.6. Let T α and T β be k-sound teams such that T α is k-saturated. Then T definite k (α, β) if and only if T β is k-definite.
Proof.
As T α and T β are k-sound, we apply Lemma 7.4:
Proof. Proof by induction on k. By definition, every team is 0-sound and satisfies sound 0 .
In the induction step k + 1 we assume that RT α are k-saturated and k-sound. The image of a k-sound team is (k − 1)-sound, and the image of a k-saturated team is (k − 1)-saturated, hence RRT α is (k − 1)-saturated and (k − 1)-sound. We apply the induction hypothesis to Conversely, we can express k-saturation with offset i by another MTL formula, provided that the involved teams are sound. We add u to push i :
The next ingredient is the formula ξ u k which generalizes comparison of pseudo-types to whole teams:
Note that the above definition includes two instances of χ u k ; but as it is not itself part of χ u k+1 , exponential blowup is averted.
By symmetry, the following proof suffices:
With these new tools equipped, we can encode k-saturation with offset i in a formula analogously to ρ i k in the previous section.
Moreover, w u ⇔ Rw u and w ¬u ⇔ Rw ¬u for all w ∈ T β . Now the lemma immediately follows from the semantics of max(Φ ∪ {u}).
i , then both sides of the equivalence are false, so assume T β push u i . Let us abbreviate max(Φ ∪ {u}) as max. Then the proof is as follows:
and likewise for w and the value of u:
We are now ready to gather all above formulas in order to express k-saturation. The next formula works similarly as canon k , but has only polynomial length:
It follows the claim analogous to Theorem 6.2:
Proof. We start by proving the latter part of the theorem: Suppose (K, T ) is a model. As in Theorem 6.2, the propositions s 0 , . . . , s k are then disjoint scopes in K. We write T i for T s i as before. For the remaining proof, we show for all i ∈ {0, . . . , k} that
3. and T i is i-saturated with offset k − i.
The above is shown by induction on i. The case i = 0 easily follows from ρ k,u 0 (s 0 ). We continue with the induction step i + 1.
1.:
(s i , s i+1 ) and the latter formula implies the former.
2.: According to the induction hypothesis,
as part of the above formula, we can apply Lemma 7.7. We obtain that R k−i−1 T i+1 is (i + 1)-sound, as required.
3.: That T i+1 is (i + 1)-saturated with offset k − i − 1 can be shown with an application of Lemma 7.10, as T ρ k−i−1,u i+1 (s i , s i+1 ). For the lemma, we additionally require that R k−i T i and R k−i T i+1 are both i-sound and that T i is i-saturated with offset k − i. The soundness of the first holds by induction hypothesis, and the soundness of the second follows from 2.:
It is easy to verify that the formula is satisfiable and constructible as in the theorem; similarly as in Theorem 6.2 it is sufficient to augment the k-canonical staircase to a k-saturated model that also meets the soundness requirements. Then by Lemma 7.7 and 7.10 saturated k is satisfied.
In the next sections, we strengthen this result and additionally prove lower bounds for the complexity theoretic results in Theorem 4.8 and 4.9.
Linear orders on bisimilarity types
By enforcing a sufficiently large domain, we are in principle able to encode the computation of machines with superexponential runtime. Still, additional structure is required to represent time resp. space: the model must exhibit a grid formed by two linear ordering on its points.
Let us call any finite strict linear ordering simply an order. For each k, we then define an order ≺ k on ∆ k . Since we cannot distinguish types by any means other than bisimilarity, we choose the following inductive approach. Suppose that ≺ k is an order on ∆ k . Then to determine whether τ ≺ k+1 τ for some τ, τ ∈ ∆ k+1 , we can first compare them on the basis of their propositional symbols. If these are still equal, then we have to resort to lexicographically comparing Rτ and Rτ , which are elements of P(∆ k ). Formally, if < is an order on a set X, then the lexicographic order
is an order on P(X). Assuming Φ is ordered by, e.g., p 1 < p 2 < · · · < p n , we obtain:
Then for every k ≥ 0, ≺ k is an order on ∆ k .
The approach to define an order in stages is not new; it was recently used by, e.g., Voigt [33] for the separated fragment of first-order logic. 2 The next step is to show that ≺ k is definable in MTL k . To be more precise, we define it via a formula ϕ ≺ k (α, β) that receives two scopes as arguments, analogously to that checks for equality (cf. Section 7) . The definition itself is again inductive:
follows the definition of ≺ k+1 : if two worlds can be distinguished by their propositions, then the order is clear. Otherwise (i.e., if χ u 0 is true) the ordering is defined via the lexicographic subset ordering ≺ * k with respect to the k-types of the images. The order ≺ * k is implemented in the formula ϕ ≺ * k . First it searches the (k-canonical) scope s k for some k-type (using ∃ 1 ) that serves as a pivot to determine the lexicographic ordering. Then it compares the positions in T α and T β which are less or equal than the pivot. Figure 5 exemplifies this. Observe that the pivot cannot come from T α or T β themselves; the reason is simply that the destructive nature of the subteam quantifiers prohibits two successive applications. In, say, ∃ 1 α ∀ 1 α ψ, the second quantifier would be trivialized.
The next definition traces out a sufficient condition for scopes to be "comparable." 
We proceed to proving the correctness of these formulas, at least on the class of models of saturated k ∧ ¬♦ k+1 (see p. 25) . In what follows, we refer to these models simply as k-staircases. Then it holds: In the rest of this section we prove the above theorem with the help of several lemmas. Proof. The following chain of equivalences proves the first half of the ≺ * k -comparability, i.e., that
Pulling the universal quantifier outside:
Adding "dummy" universal quantifiers:
Since in a k-staircase T s k is always k-saturated (by Theorem 7.11), for every τ ∈ ∆ k there exists z ∈ T s k with type z u k = τ :
Analogously we can replace τ and τ with worlds from T α and T β , as they are k-definite:
By k-definiteness of T α and T β , w u k ∈ (T α ) u u k iff w u, and likewise for v:
In a k-staircase, T s k is k-sound, and by assumption, T α ∪ T β is as well. By Lemma 7.4 follows:
We apply the premise that α and s k are k-comparable in T and replace z u
Compacting to a single formula: β) . Lemma 8.5. Let (K, T ) be a k-staircase for k > 0 with disjoint scopes α, β, s 0 , . . . , s k−1 . Let T α and T β be k-sound. Then α and β are ≺ k -comparable in T .
Note that possibly α = s k or β = s k in the above lemma.
Proof. The proof is by induction on k. Disjoint scopes α and β are ≺ 0 -comparable unconditionally, which can be easily seen by examining ϕ ≺ 0 . For the induction step k + 1, assume (K, T ) as above with K = (W, R, V ), i.e., (K, T ) is a (k + 1)-staircase.
Let
To begin with, we aim at applying the induction hypothesis to RO s k+1 and RO α resp. RO β and show that its conditions are met. First observe that (K, RT ) is a k-staircase. By the disjointness of s 0 , . . . , s k from α and β it follows that T s i = O s i , and consequently RT s i = RO s i , for 0 ≤ i ≤ k. Hence (K, RO) is still a k-staircase. In particular, RO s k is k-sound. Moreover, Rw = RO α and Rv = RO β are k-sound as w and v are assumed (k + 1)-sound. We apply the induction hypothesis to (K, RO), α and s k , and obtain that s k and α are ≺ k -comparable in RO. Analogously, s k and β are ≺ k -comparable in RO. Finally, we can apply Lemma 8.4, which proves the claim.
We proceed with proving the induction step, that is,
The proof for ϕ ≺ k+1 (β, α) is then again symmetric. We distinguish three cases w. r. t. ≺ 0 : 
w,v satisfies neither ϕ ≺ 0 (α, β) (due to the induction hypothesis) nor χ u 0 (α, β) (due to soundness). Therefore, T α,β
• w u 0 = v u 0 : Here, the equivalence is proven as follows:
From the base case it follows T α,β w,v ϕ ≺ 0 (α, β), and from soundness it follows
With the above lemmas we are now ready to prove Theorem 8.3:
Proof of Theorem 8.3. Let (K, T ) be a k-staircase with disjoint scopes α, β, s 0 , . . . , s k as in the theorem. By Lemma 8.5 it immediately follows that α and β are ≺ k -comparable in T if T α and T β are k-sound. Hence, let T α and T β be also k-definite. It remains to prove that α and β are then ≺ * k -comparable in T . This is a consequence of Lemma 8.4, provided that α and β are both ≺ k -comparable to s k in T . But this again follows from Lemma 8.5, since α and s k are disjoint scopes and both T α and T s k are k-sound (and similarly for β and s k ).
Reducing to satisfiability of MTL
Built on the preparations made in the previous sections, we are ready to prove our main theorem regarding MTL: Theorem 9.1. SAT(MTL) and VAL(MTL) are POLYTOWER-complete. For all k ≥ 0, SAT(MTL k ) and VAL(MTL k ) are (k + 1)-AEXPTIME(poly)-complete. Moreover, the same results hold for ♦-free MTL and MTL k .
As Theorem 4.8 and 4.9 yield the upper bounds, in this section we focus on the lower bounds. The above complexity classes are complement-closed, and additionally MTL and MTL k are syntactically closed under Boolean negation. For this reason, it suffices to prove the hardness of SAT(·). For k = 0 that boils down to showing: Theorem 9.2 ([9] ). SAT(PTL) and VAL(PTL) are AEXPTIME(poly)-hard.
Note that Hannula et al. claimed the hardness part of the above result for a variant QPTL of PTL that includes team-semantical quantifiers. [9, Proposition 4.11] However, their reduction actually establishes hardness already for PTL (and works in logarithmic space). Consequently, it remains to show the following. Lemma 9.3. If k > 0 and L ∈ (k + 1)-AEXPTIME(poly), then L ≤ SAT(MTL k ). If L ∈ POLYTOWER, then L ≤ SAT(MTL). Moreover, the same holds for ♦-free MTL k and MTL.
Clearly, the restriction to avoid ♦ applies only to non-classical formulas, as ♦α ∈ ML can be replaced by ¬ ¬α.
Let L be a language as in the lemma. L is decided by an ATM M that w.l.o.g. performs exactly r(n) − 1 alternations and has runtime exp k+1 (n O(1) ) resp. exp n O(1) (1). Assume M = (Q, Γ, δ) where Q is a finite set of states and the disjoint union of Q ∃ (existential states), Q ∀ (universal states) and Q acc (accepting states). Q contains an initial state q 0 . Γ is the finite tape alphabet and contains a designated blank symbol . δ is the usual non-deterministic transition relation.
Our reduction assigns to each input x of M a ♦-free formula ϕ x ∈ MTL that is satisfiable if and only if M accepts x. The idea is to encode an n × n tableau of the computation of M , and to force a team to assign an element of Γ ∪ (Q × Γ ) to each grid cell. We have in the previous section defined an order on types. However, a cell position is along two orders (horizontal und vertical), which are encoded in a single world w as follows. We partition Rw with two new propositions t / ∈ Φ ("timestep") and p / ∈ Φ ("position"). Consequently, a coordinate is a pair (∆ t , ∆ p ) ∈ P(∆ k−1 ) 2 . 3 W.l.o.g. M never leaves its input to the left. For the case of fixed k, M has runtime bounded by exp k+1 (q(n)) for a polynomial q. Taking Φ := {p 1 , . . . , p q(n) } yields a sufficiently large coordinate space, as by Proposition 4.3
Likewise, if in the second case M has runtime bounded by exp q(n) (1), we let Φ = {p 1 } and compute k := q(|x|), but otherwise proceed analogously. Γ ∪ (Q × Γ ) is assumed in bijection with a constant set Ξ of propositions disjoint from Φ. Let Ξ ∃ be the subset of Ξ encoding pairs (q, s) ∈ Q ∃ × Γ , with Ξ ∀ and Ξ acc defined analogously.
Suppose w is a world in a Kripke structure (W, R, V ) such that (Rw) t and (Rw) p are (k − 1)-definite, (k − 1)-sound, and form a partition of Rw. Then w encodes the unique coordinate (∆ t , ∆ p ) such that (Rw) u∧t u k = ∆ t and (Rw) u∧p u k = ∆ p . A team T is called grid if every point in T encodes a coordinate, satisfies exactly one element of Ξ, and every coordinate is encoded by some point in T . T is called a pre-tableau if it is a grid and additionally for every coordinate (∆ t , ∆ p ) and every element x ∈ Ξ there is some world w ∈ T that encodes (∆ t , ∆ p ) and satisfies x. By contrast, we call a grid tableau if any elements encoding the same coordinate agree on which proposition in Ξ is true. A tableau is legal if every pair of two successive rows represents a valid transition of the machine between two configurations.
The crucial idea of the above definitions is that any tableau can be obtained from a pre-tableau by the means of subteam quantification. In the following, as far as no confusion arises, we deliberately identify a computation of M with a tableau encoding it. Furthermore, if T α is a team (or tableau, grid, pre-tableau, ...) with α being a scope, then we sometimes simply refer to the team (tableau, grid, pre-tableau, ...) as α.
Implementing the reduction in MTL
To access the two components of a coordinate independently, we first introduce the operator | α q ψ := (α ∧ ¬q) ∨ ((α → q) ∧ ψ), where q ∈ {t, p} and α ∈ ML. Note that | α q ψ is true in T if and only if T α q ψ. For each component q ∈ {t, p} we define the following formulas. Here, ψ q ≺ builds upon the formula ϕ ≺ * k from the previous section. Assume that T α and T β are singletons each encoding a coordinate. Then ψ q ≺ tests whether the coordinate in α is less than that one in β with respect to q. The second formula analogously checks whether the points encode the same coordinate.
In what follows, assume that (K, T ) is a model of saturated k ∧ ¬♦ k+1 . In particular, RT s k−1 is then (k − 1)-saturated. By Lemmas 7.6 and 7.7, the following formula is true in T if and only if all elements of T α encode some coordinate:
To check that every coordinate is present requires quantifying over pairs of (images of) k-types, and consequently two distinct k-saturated scopes. We introduce a k-sound, k-saturated copy s k of s k in the spirit of Lemma 7.7 and 7.10:
The next formula tests whether a given team is a grid. It almost resembles ρ u k,0 , but compares both components of the images of the elements of T α . More precisely, the subformula ψ pair checks if the t component of the selected coordinate in α corresponds to the world quantified in the scope s k , and its p component to s k , respectively.
With little modification it is possible to test whether a team is a pre-tableau:
Checking properties of teams such as being a tableau requires looking at two elements simultaneously. However, subteam quantifiers for the same scope cannot in general be nested. As a workaround, we introduce a number of copies of every team in question corresponding to the quantifier nesting depth. The next formula verifies that α and β are grids, and that any coordinate-wise equal points in α and β satisfy the same element of Ξ. Consequently, it simultaneously checks two criteria; first that α and β are both tableaus, and second that they are the same tableau:
Using a similar workaround, for singletons T α , T β we can determine if the coordinate in T β is the immediate successor of the one in T α w. r. t. q ∈ {t, p}:
For the above formula to work, it is crucial that α is later forced to be a pre-tableau (and disjoint from α and β). Next, we define horizontal and vertical neighborship of cells:
Consequently, we can define that six coordinates α 1 , . . . , α 6 form a window in a tableau, which is illustrated below.
For this we use six distinct copies of the same tableau and quantify a singleton from each.
The following formula verifies that the (coordinates of the) six arguments are positioned as a window:
Moreover, let tr ⊆ Ξ 6 be the possible encodings of contentsc = (c 1 , . . . , c 6 ) of windows that result from a legal transition of M . Clearly tr is finite and constant. By quantifying over all windows it is possible to verify that a tableau is legal. Here, we use copies α 2 , . . . , α 6 of the tableau α 1 := α.
Encoding the initial configuration of the machine in the first row of the tableau even requires |x| tableau copies α 2 , . . . , α |x| , α alongside α 1 := α. Assume that c e ∈ Ξ encodes e ∈ Γ ∪ (Q × Γ ), and let x = x 1 · · · x |x| be the input word. Then
where we assume that α † is another pre-tableau disjoint from α.
Since we want to encode an alternating machine, we existentially and universally quantify multiple tableaus (and their copies). Each tableau corresponds to a segments of the computation in a way such they can be "glued" back together at the points where M alternated between existential and universal quantification. We can assume that any legal tableau of M contains a row that is a tail configuration, which is the earliest (i.e., with minimal t-component) configuration with an accepting state or with an alternation.
The following formula assumes that α encodes a single coordinate, and that α 2 , α 3 are identical tableaus that agree with α on the content of the common cell. Abbreviate c∈Ξacc (α → c) as acc-state(α), which means that the cell encodes an accepting state. Similarly define ∃-state and ∀-state for Ξ ∃ and Ξ ∀ .
The formula then checks if α is a cell of a tail configuration of α 2 . In particular, this requires that no alternations occur in α 2 earlier than at α's t-coordinate. The idea is to first search α's row in α 2 for the encoded machine state q ∈ Q, and then compare it with the states of all "earlier" rows quantified from the copy α 3 .
Now we can check whether a given tableau α reaches an accepting state before alternating:
Given two tableaus α and β, we can check if β is a continuation of α, which means that its initial configuration is identical with the tail configuration in α:
Let us now gather all formulas. If the machine performs r − 1 alternations, we quantify r tableaus in the scopes A := {a 1 , . . . , a r }. For each tableau α we collect the -copies required by ψ legal , ψ input and ψ tail in B(α) := {α, α 2 , . . . , α |x| , α }. Lastly, we require a set C of pre-tableaus to accommodate for all occurrences of the subformulas ψ q first and ψ q succ . Consequently, let C := {β, β † , β | β ∈ B(α), α ∈ A} and define: ψ init := ψ copy-s k ∧ γ∈C ψ pre-tableau (γ) (Note that the above formula does not yet enforce k-canonicity.) Our next step is to express that a team is a tableau, and to ensure that tableaus that are considered copies of each other are actually synchronized. Assume that a 1 i , . . . , a N i are the elements of B(a i ):
We are now ready to formalize that M accepts x. W.l.o.g. r > 1 and w.l.o.g. M can always make at least one legal transition. If the r-th (final) alternation phase of M is existential, then let
, and otherwise let
ψ acc (a r ) .
For 1 < j < r, inductively define for an existential j-th alternation phase
and for a universal one
If the initial state q 0 of M is existential, then finally let
and otherwise
The reduction now maps x to the MTL k formula Proof. "⇒": suppose M accepts x. We construct a model as follows. Start with a model (K, T ) of saturated k and add to the scope s k a copy of T s k . Finally, for all scopes γ ∈ C, construct T γ as a pre-tableau. This satisfies saturated k (regardless of the additional scopes) and ψ init . For the subteam quantifiers in ϕ j , choose tableaus corresponding to an accepting computation of M . By construction, ϕ 1 is true. "⇐": Suppose ϕ x is satisfiable. Unfortunately, in an arbitrary model it is not even guaranteed that s k or any other formula is a scope. However, according to Corollary 6.5 there is a model of height at most k, which is then also a model of ϕ x ∧ ¬♦ k+1 . Then, as in Theorem 7.11, T s k is k-saturated and {s 0 , . . . , s k , s k } ∪ C are scopes. As the subteam quantifiers in ψ j are constrained to legal tableaus that form the segments of a single computation, it follows that M accepts x. Lemma 9.5. The mapping x → ϕ x is computable in logarithmic space.
Proof. The mapping x → (x, Φ, 1 k , 1 r ) is clearly logspace-computable. Since the class of logspace-computable functions is closed under composition, it suffices to consider the mapping (x, Φ, 1 k , 1 r ) → ϕ x . For the latter, it is routine to check that all subformulas above are computable in logarithmic space.
A standard translation for team logic
The usual standard translation embeds modal logic ML into relational two-variable logic FO 2 with the vocabulary σ M = (R, P 1 , P 2 , . . .). We denote it as the operator (·) • . It is usually defined recursively:
Here, α → β is short for ¬α ∨ β, and ϕ xy/yx is the formula that is obtained from ϕ by swapping the variables x and y. The corresponding first-order interpretation K • of a Kripke structure K = (W, R K , V K ) is the σ M -structure (W, I) with I(R) = R K and I(P n ) = V K (p n ) for all n ∈ N. For a world w ∈ W , w • : Var → W is the constant assignment w • (x) := w. See e.g. Blackburn et al. [2] for the well-known correspondence between a modal formula and its translation: In this section, we lift this translation to team semantics: Every MTL formula is translated to a FO 2 [∼] formula. Accordingly, the first-order interpretation of a team T is T • := { w • | w ∈ T }. For every α ∈ FO, structure A and team T in A we define some w ∈ T , hence the same is true for the elements of S and U . It follows that S = S • and U = U • for some S, U ⊆ T . By induction hypothesis, then (K, S) ψ and (K, U ) θ. For (K, T ) ψ ∨ θ, it remains to show that T ⊆ S ∪ U . Let w ∈ T . As then w • ∈ T • , also w • ∈ S = S • or w • ∈ U = U • . But then w ∈ S or w ∈ U by definition of S • and U • .
The complexity of FO 2 [∼]
In the last section, the standard translation was generalized to team logic. We prove that it is indeed a reduction, and transfer the lower bounds for MTL, Theorem 9.1, to the first-order setting. In fact, the lower bounds already hold if the binary equality predicate = is excluded from the vocabulary. In the consequent subsection we will then prove the They are proven via Lemma 11.5 and 11.7.
Lower bounds
Clearly the standard translation of satisfiable formulas is always satisfiable. However, also a stronger result holds that even relates the domains of their structures: Using the above lemma, we are ready to prove the lower bounds of Theorem 11. Let us turn to model checking. As the standard translations of PTL formulas are quantifier-free, we conclude the following lower bound. Lemma 11.5. Model checking for equality-free
Proof. The model checking problem for PTL was shown PSPACE-hard by Hannula et al. [10] . Their proposed reduction can be implemented in logarithmic space.
As the standard translation of PTL formulas (and their Kripke structures K) is itself possible in logarithmic space, and yields quantifier-free, equality-free FO 2 [∼]-formulas, the lema follows.
We conclude the lower bounds with some results on logics with dependence atoms. Let Proof. For unrestricted dependence atoms, this follows from the fact that the validity problem of D 2 is Σ 0 1 -hard [18] . For the second part, consider the formula ψ := ∼( ∨∼ψ), which states that ψ is true in all subteams. Then the dependence atom =(x 1 , . . . , x n , y) can be reduced to (=(x 1 ) ∧ · · · ∧ =(x n )) =(y) (see also [1] ).
Upper bounds
Next, we give the upper bound on the complexity of the satisfiability, validity and model checking problems of FO 2 [∼]. We begin with model checking. Our algorithm works similar as the the recursive algorithm for MTL model checking [26, Theorem 25] . Evaluate formulas in recursive top-down manner, non-deterministically guessing the subteams (for ∨) and supplementing functions (for ∃), while alternating between existential and universal non-determinism when encountering a negation ∼.
For any formula with k free variables and any team T over a given first-order structure with domain A, we can encode T in size bounded by |A| k log |A|. Consequently, the above algorithm runs in alternating polynomial time, which equals PSPACE [3] .
We proceed with the upper bounds for the satisfiability problem. Our approach is to first establish the finite model property for FO 2 [∼], and in particular give a model size upper bound that is sufficiently small.
Instead of attacking FO 2 [∼] directly, we reduce the logic to FO 2 , which has the exponential model property [7] . As a first step, we expand FO 2 [∼] formulas to the following "normal form" that could be described as a "disjunctive normal form". Proof of Theorem 11.8. Proof by induction on the syntax of ϕ. If ϕ is already ∼-free and hence an FO 2 -formula, then there is nothing to prove.
Otherwise we demonstrate the transformation case by case, depending on the outermost operator of ϕ, i.e., ∼, ∧, ∨, ∀ or ∃. The transformation will have at most doubly exponential blowup for every connective. Consequently, the overall blowup after |ϕ| steps in the worst case will be exp O(|ϕ|) (1).
• If ϕ is of the form ∼ϑ 1 or ϑ 1 ∧ ϑ 2 , where ϑ 1 and ϑ 2 are disjunctions as above, then the usual Boolean laws apply.
• For the ∨ case, assume by induction hypothesis that ϕ is equivalent to
(Lemma 11.9)
• For the ∀ case,
(Lemma 11.9) (Note that ∀v Eβ ≡ ∀v ∼¬β ≡ ∼¬∃v β ≡ E∃v β.)
• It remains the ∃ case. We transform as follows:
which is again in the desired form.
From the above normal form we are ready to prove the finite model property for 
Conclusion
We have shown that deciding satisfiability or validity for MTL is complete for the class POLYTOWER, and (k + 1)-AEXPTIME(poly)-complete for the fragments MTL k of bounded modal depth.
As a crucial step towards the result, we have pointed out tight connections between the bisimulation relation, canonical models and the logic MTL. Roughly speaking, kbisimulation constrains which models MTL k can distinguish from each other, but MTL k can (in a sense) efficiently define k-bisimilarity. The k-canonical models witness all satisfiable MTL k formulas, which provides us with a decision algorithm for MTL k , but conversely, MTL k again can (in a sense) efficiently define k-canonicity.
In the second part of the paper we proved that the logic FO 2 [∼] is complete for POLYTOWER as well. The upper bound was due to a non-elementary reduction to FO 2 , while the lower bound stems from the proposed team-semantical standard translation from MTL to FO 2 [∼].
MTL admits a sound and complete axiomatization [23] . It was however open whether the system could prove any provable formula with a proof of elementary size. As a corollary of this paper, the answer is no.
Recently, fragments of PTL were shown to be complete for the stages of the exponential time hierarchy [9] . These fragments are obtained by bounding the nesting depth of negations ∼. A similar approach is conceivable for MTL, and it is an open question how additional bounds on the negation depth affect the complexity of MTL and MTL k .
The lower bound in this paper was proven for ♦-free MTL. A proof for -free MTL is still work in progress.
With 
