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Abstract: - A new adaptive speech enhancement system, which utilizes a second-generation wavelet transform 
(SGWT) decomposition and a novel adaptive subband thresholding technique, is presented. The adaptive 
thresholding technique is based on accurate estimation of subband segmental signal-to-noise ratio (SegSNR) 
and voiced/unvoiced classification of the speech. First, the speech signal is segmented and each segment is 
decomposed into a number of wavelet bands using the SGWT. Each segment is then classified as 
voiced/unvoiced, and the subband noise level is estimated using a minimum variance approach. Finally a soft-
thresholding gain function is applied on each band. The gain function is adapted based on the estimated 
(SegSNR) and on whether the processed segment is voiced or unvoiced. The proposed system has been tested 
with various types of noise.  Reported results show that the system provides high-level of noise suppression 
while preserving the intelligibility and naturalness of the speech. 
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1 Introduction 
The problem of enhancing speech degraded by 
uncorrelated additive noise, when the noisy speech 
alone is available, is an important issue in the field 
of speech processing. The enhancement process is 
performed mainly by denoising the speech and, at 
the same time, maintaining its comprehension and 
naturalness. Wavelet transform is a relatively new 
time-frequency analysis tool, which is particularly 
suited to analysis of non-stationary signals such as 
speech. In recent years, and since the introduction of 
wavelet thresholding by Donho [1], various wavelet-
based speech enhancement techniques have been 
reported [2,3]. However, despite powerful 
performance for additive white noise, many 
problems arise when applying these techniques in 
real noisy environments. The first problem is related 
to the accuracy and robustness of the used noise 
estimation techniques to various noise types. Most 
of these techniques use a whole-band noise 
estimation approach, whose accuracy deteriorates if 
the corrupting noise is coloured. In addition, the use 
of conventional noise estimation methods, that 
assume the noise has a Gaussain distribution, limits 
the practical validity and hence robustness of the 
system. The second problem is related to the 
application of the same thresholding scheme to all 
speech segments irrespective of whether the 
processed segment is voiced or unvoiced. Since the 
unvoiced (UV) parts of the speech contain relatively 
many high frequency components, applying the 
same thresholding scheme, as that for voiced (V) 
parts, may result in over-filtering of these 
components and degrade the quality of the speech.  
In this work, a new wavelet-based speech 
enhancement system is introduced. The system uses 
a novel, adaptive thresholding technique that is 
based on the outcome of two processes: (a) 
voiced/unvoiced speech classification of the speech 
segment to be processed, and (b) accurate estimation 
of the per-band SegSNR using a minimum variance 
approach. 
 
 
2 Proposed speech enhancement 
The proposed system is depicted in the diagram 
given in Fig.1, where x(n) and y(n) denote the noisy 
and enhanced speech signals, respectively, and n is 
the discrete-time index. Outline descriptions of the 
main stages of the system are given in the following 
sections.  
 
2.1 SGWT-based decomposition of the speech 
The basic idea behind the second-generation wavelet 
is to first split a signal, x(n), into an even set, {x (n): 
n even}, and an odd set, {x (n): n odd}, by 
predicting the odd signal from the even part [4]. 
What is missed by the prediction is called the detail. 
The even samples are then adjusted to serve the 
coarse version of the original signal. The adjustment 
is needed to maintain the same average for the fine 
and coarse versions of the same signal. The inverse 
transform can be easily constructed by "rewiring" 
the forward transform. The process of computing a 
prediction and recording the detail is called a lifting 
step. In general, the lifting scheme speeds up the 
implementation as compared to the case of classical 
WT. All operations within one lifting step can be 
done in parallel while the only the sequential part is 
the order of the lifting operations, resulting in an 
adaptive wavelet transform [4] 
 
Fig .1: Block diagram of the 
proposed system 
 
 
In our system, a 5-level SGWT  decomposition 
scheme has been used to analyze each speech 
segment into 6 bands. The scheme is illustrated in 
Fig.2, where H and L denote the coarse and detail 
coefficients, respectively. 
 
 
2.2 Noise Power Estimation 
This stage provides an accurate estimation of the 
subband instantaneous noise power for each 
segment. This is achieved by a noise estimation 
algorithm based on the minimum variance approach 
[5]. In this algorithm, both the noisy signal and the 
noise are considered to be stationary over a short 
period of time, such that the variance can be 
estimated on a frame-by-frame basis. The noisy 
speech segment is first decomposed into a 
appropriate number of bandpass signals, xi(n), where 
i and p denote the subband and segment indices, 
respectively. The noisy segment variance, , for 
each band is calculated as: 
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Fig.2: SGWT Decomposition tree 
used in the system 
 
is the most recent approximation of the noisy signal 
variance using the new data at frame p, N is the 
number of samples in a frame, and αi is a smoothing 
factor chosen (experimentally) as 0.45≤ αi ≤ 0.95. 
The subband noise estimate per segment is 
updated by: 
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where is the minimum value of in the 
neighboring frames, such that if 
              
 
, then: 
                     (4) 
Otherwise                   (5) 
The subband per segment estimate of the noise 
power obtained by (4 & 5) is then used to compute a  
posteriori SegSNR for that suband.   
 
2.3 Voiced/Unvoiced speech classification 
For this process, a new multi-feature V/UV wavelet-
based speech classification algorithm, which has 
been developed by the author [6], is utilized. This 
algorithm is based on the computation of two 
features of the speech segment: (a) the average per 
band energy distribution in wavelet domain and (b) 
the zero-crossing rate. First, the zero-crossing rate of 
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the segment is measured and compared to a 
threshold equal to the median of the zero-crossing 
rates. This is followed by measuring the ratio of the 
average energy in the wavelet low bands (bands 3, 4, 
5,& 6) to that in the wavelet high bands (bands 1 & 
2) for each speech segment using the SGWT 
coefficients, and comparing it to a pre-determined 
threshold.  An experimentally verified criterion 
based on the above two comparison processes is 
then applied to determine the classification. 
 
 
 
2.4 Threshold setting and adaptive 
thresholding. 
A novel aspect of the proposed speech enhancement 
system is its adaptive threshold setting via the use of 
a threshold gain function, which is adjusted based on 
the outcomes of the noise power estimation and 
V/UV speech classification stages, such that:  The 
per-segment threshold gain function for each band i 
can be formulated as follows: 
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where, Gi(p) is the per-segment threshold gain 
function for subband i, FSNR(p,i) is a gain adjustment 
factor associated with the estimated posteriori 
SegSNR of that suband, and  is a gain 
adjustment factor related to the type of the speech 
segment, i.e. whether it is voiced or unvoiced. The 
above two gain adjustment factors are determined as 
follows: 
)(/ pF UVV
 
2.4.1. Setting the value of FSNR  
 
Since a speech-dominated segment contains larger 
SegSNR than that of noise-dominated segment, a 
sigmoid function [8], is employed to interpolate the 
wavelet threshold between subbands of noise-
dominated and speech dominated segments. 
Accordingly, the adjustment factor FSNR(p,i) is 
computed 
as: [ ])1/(11.),( ),(. δετ +−+−= ipSegSNRSNR eipF     (7) 
Here ε and δ are the two parameters which control 
the slope and the center-offset, respectively, of the 
transition curve of the sigmoid function, and τ is a 
compensation factor, such that elevating its value 
can decrease the transition range according to 
estimated SegSNR, while decreasing it would 
increase the transition range. 
 
2.4.2 Setting the value of FV/UV 
Two different procedures for setting the value of the 
gain adjustment factor FV/UV are used. The first is for 
cases of white additive noise, and the second is for 
other coloured noise types such as Pink, Car, and 
F16cockpit noise. This is related to the fact that these 
types of noise have different per band energy distributions 
for voiced and unvoiced speech segments. For both cases, 
appropriate values for FV/UV were determined 
experimentally. The two procedures are summarized as 
follow: 
 
A) White noise thresholding 
 
1- IF THE SEGMENT IS 
UNVOICED 
SET FV/UV TO (0.25-0.75) FOR 
BAND 1 AND SOFT-
THRESHOLDING ALL BANDS. 
2- IF THE SEGMENT IS VOICED 
SET FV/UV TO (1.25-4.00) FOR 
BANDS 3, 4, 5, AND 6, AND 
HARD-THRESHOLDING  
BANDS 1 AND 2. SOFT-
THRESHOLDING BANDS 3, 4, 5, 
AND 6. 
 
B) Other Noise types (Pink, Car, F16 
cockpit) 
 
1- IF THE SEGMENT IS 
UNVOICED SET FV/UV TO (0.25-
0.50) FOR BANDS 1 AND 2, 
AND (2.00-4.00) FOR BANDS 4 
AND 6.SOFT-THRESHOLDING 
BANDS 1, 2, 3, AND 5. HARD-
THRESHOLDING BANDS 4 
AND 6. 
2- IF THE SEGMENT IS VOICED 
SET FV/UV TO (1.20-1.25) FOR 
BANDS 4 AND 6 AND SOFT-
THRESHOLDING ALL BANDS. 
 
 
3 Performance Evaluation 
The proposed system has been implemented and 
evaluated under different noisy conditions, using a 
wide range of clean speech signals, taken from the 
TIMIT database, degraded by different types of 
noise taken from Noisex92 database. For all the 
evaluation cases reported here, the speech signals 
were segmented into 32 ms frames with 50% 
overlap. The value of ε was selected experimentally 
to be 0.2.Fig.3 shows the waveform of a noisy 
speech signal with additive white noise as compared 
to (a) the clean signal and (b) the enhanced speech 
signal resulting from the application of the proposed 
system. The spectrograms for both the noisy and the 
enhanced signals are also given (c &d). Fig. 4 
indicates the performance of the proposed system in 
term of improvement in the average SegSNR, for 
case of Pink additive noise. For comparison, the 
figure also shows the improvement in SegSNR 
resulting from use of: classical soft thresholding, 
adaptive soft thresholding based on V/UV speech 
classification only, and adaptive soft thresholding 
based on subband SNR estimation only. 
 
The comparison highlights the effects of the two 
threshold gain adaptability mechanisms that are 
used in the proposed system.  Using objective 
quality measures, Table.1 shows a comparison 
between the noisy and enhanced speech signals in 
terms of their cepstral distances (CepD) and log area 
ratio distances (LarD), estimated in reference to the 
original clean speech for different levels of added 
White noise. Table. 2, on the other hand, provides 
an indication of proposed system’s performance 
regarding the subjective listening quality of the 
speech, given in terms of comparison between the 
Mean Opinion Scores (MOS) of the noisy and 
enhanced speech signals, for different levels of 
added for Car noise. Here, the MOS is estimated 
using the ITU-T perceptual speech quality measure 
(PSQM) [7]. The results presented in the two above 
Tables indicate that while the proposed speech 
enhancement system provides an efficient and 
robust tool for high-level noise suppression, it also 
maintains the intelligibility and naturalness of the 
enhanced speech.  
 
Table.1: Objective speech quality 
measures of the proposed system’s 
performance 
SNR 
(dB) 
CepD 
Noisy 
CepD  
Enhanced 
LarD 
Noisy 
LarD  
Enhanced 
20 2.14 0.91 9.53 3.822 
15 3.84 1.11 10.32 7.17 
10 5.43 1.26 11.54 7.64 
5 7.50 1.69 12.21 8.01 
0 11.71 3.86 12.72 8.50 
 
(c) 
(d) 
(a) 
(b) 
Fig.3: Waveforms of : (a) noisy/clean speech signals, 
(b) noisy/enhanced speech signals, (c) spectrogram of 
noisy signal, (d) Spectrogram of enhanced signal 
 
Fig.4: Improvement in the Average SegSNR 
as obtained by the proposed system 
 
Table.2: Subjective speech quality 
measure of the proposed system’s 
performance 
SNR 
(dB) 
MOS 
(Noisy) 
MOS  
(Enhanced) 
20 2.866 3.822 
15 2.605 3.421 
10 2.244 3.187 
5 1.913 2.897 
0 1.646 2.355 
 
4   Conclusion 
A new speech enhancement system based on a novel 
wavelet thresholding scheme has been described and 
its performance evaluated. The thresholding scheme 
utilizes a V/UV classification of the speech 
segments, and an accurate, minimum variance-based 
method for estimation of subband noise power to 
adapt the threshold setting for each segment and 
each wavelet subband. Presented results demonstrate 
that the system is robust and capable of removing 
background noise efficiently, while preserving the 
listening quality of the speech and minimizing its 
distortion. 
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