We present a solution to the phase problem in near-field x-ray (propagation) imaging. The three-dimensional complex-valued index of refraction is reconstructed from a set of projections recorded in the near-field (Fresnel) setting at a single detector distance. The solution is found by an iterative algorithm based only on the measured data and the three-dimensional tomographic (Helgason-Ludwig) consistency constraint without the need for further a priori knowledge or other restrictive assumptions.
I. INTRODUCTION
X-ray phase contrast is an emerging imaging technique which has seen considerable progress over the last 15 years [1] [2] [3] [4] . Owing to the penetration power of hard x rays, the method is uniquely suitable for the investigation of bulk structures of unsliced, unstained, and (optically) nontransparent specimen. The long-standing limitation of x-ray imaging, that low-density and light-element tissues or samples were just "too tranparent" and nonabsorbing, has been overcome in revolutionary ways by the advent of phase-contrast techniques. Phase contrast can be achieved in different ways, notably by grating interferometry [5] or free propagation of partially coherent beams behind the object [6] [7] [8] , encoding phase information into measurable intensities. While grating-based phase contrast is probably the method of choice for macroscopic medical imaging, propagation-based (near-field) imaging is better suited for high-resolution imaging, covering length scales from the centimeter range down to below 50 nm. Aside from quantitative contrast and high resolution, the main advantage of x rays over other probes (visible light nanoscopy [9] , electron microscopy) derives from its high penetration power. Therefore the most relevant applications will be in three dimensional (3D) structure analysis, enabled by computed tomography (CT) and the fact that image formation is sufficiently well described by line integrals through the tissue (projection approximation) [10, 11] .
The main challenge of propagation (or holographic) imaging is the phase-retrieval step based on intensity measurements in the detection plane. Several phase-retrieval methods have been developed, based for example on linearization of the contrast formation leading to simplified versions of the transport of intensity equation [12] [13] [14] , or to an analytic form of the free-space contrast transfer functions (CTFs) [7, [15] [16] [17] [18] . Nevertheless, all present phase-retrieval techniques, whether based on Fourier filtering or iterative algorithms, require one or several additional assumptions like negligible absorption, slowly varying phase shifts, known relationships between phase shift and absorption, or known compact support of the object [19] [20] [21] to compensate the artifacts introduced by zeros in the oscillatory CTFs. So far, the only way to overcome these restrictions has been to use data sets with more than a single object to detector distance [22] [23] [24] . What has so far been missing is the capability to reconstruct objects with arbitrary * Corresponding author: tsaldit@gwdg.de and unknown composition and structure from the measured intensity distribution in a single detection plane without restrictive additional assumptions. However, in the relevant case of tomography, single distance projections for different angles of the object are necessarily available. It is well known that these projections are not independent of each other [25, 26] because the finite size of the sample imposes systematic correlations in particular for the low spatial frequencies of neighboring projections. This so-called Helgason-Ludwig consistency condition has been the starting point for reconstruction of incomplete data (missing wedge) in classical absorption-based CT [27] . The idea of the present work is to use this consistency as an inherent constraint to solve the phase problem in the holographic imaging regime, eliminating the need of additional a priori knowledge. The idea is implemented by a nested phaseretrieval and tomographic-reconstruction scheme, which stabilizes the reconstruction of low spatial frequencies which have previously hampered reconstruction of single-image data, in particular for specimens where no additional constraints could be applied. More generally, consistency constraints relating several data sets of an object (projections, single exposures with overlap, images recorded at different photon energy) often warrant successful reconstruction. The recent development of ptychographic reconstruction techniques also forms an excellent example for this strategy [28] [29] [30] .
In previous combinations of tomographic reconstruction and near-field phase retrieval [31] [32] [33] , the process is separable into a first step of phase retrieval for each projection independently, followed by tomographic reconstruction, performed by filtered back projection (FBP), in a second step. The tomographic reconstruction is thus carried out on a set of projections for which the preceding phase retrieval is considered as final. In far-field coherent diffractive imaging, 3D phase retrieval by use of the 3D fast Fourier transform is easily implemented to the advantage of better convergence properties, but still necessitates a support constraint [34, 35] . In contrast, in this work the representation of the object is strictly three dimensional and a coupled algorithm based on iterative phase retrieval and an algebraic tomographic reconstruction technique (ART) [36] is proposed, automatically exploiting the consistency condition. Based on simulated as well as on experimental data, we show that the combined (or coupled, nested) phase retrieval and tomography approach yields significantly enhanced reconstructions with considerably less input of a priori knowledge on the sample, even in the presence of noise. To demonstrate this, we present a specific algorithmic implementation, as given below.
II. PROPAGATION-BASED PHASE-CONTRAST TOMOGRAPHY
The principle of phase-contrast tomography based on freespace propagation is sketched in Fig. 1(a) . The object is rotated around the y axis, perpendicular to the propagation direction z of a monochromatic plane wave I (z) = I 0 exp(ikz) with wave number k. The interaction between object and wave is described by the complex index of refraction, which for x rays is commonly written as n = 1 − δ + iβ, where δ characterizes the phase shift and β the absorption of the material. Note that for hard x rays around 10 keV and soft tissue, δ is on the order of 10 −6 and β is up to three orders of magnitude smaller. The exit wave of an object rotated by an angle α in the xy plane directly behind (z = 0) the object can be expressed in the projection approximation [2] as
with the projection operator P(δ α )(x,y) = δ α (x,y,z) dz forδ α := δ α k and P(β α ), respectively, which is in principle the two-dimensional Radon transform ofδ andβ. For the simulation below, the distance d z between sample and detector is chosen such that the Fresnel number F := a 2 /(λd z ) ≈ 1, corresponding to holographic contrast formation, where a is a characteristic size of the object and λ = 2π/k the wavelength. However, the main conclusions do not depend on the particular choice of F . Tomography can be well described in Fourier space via the projection-slice theorem [37] , which identifies the Fourier transform of a projection with a radial slice through reciprocal space under the angle α corresponding to the projection. All slices share common values at the origin. For objects or reconstruction volumes of finite size L (band limited), convolution with the object shape function broadens each Fourier slice to a thickness d ∝ 1/L, as sketched in Fig. 1(b) , and depending on the edges may also introduce longrange tails, for example in the form of a sinc function for the simple case of a quadratic object. A mathematical formulation of the coupling between the projections in real space is given by the Helgason-Ludwig consistency condition [25] [26] [27] . This coupling of different projections is ideally suited to improve phase retrieval in propagation imaging, in particular for low spatial frequencies which are poorly transferred and otherwise only loosely constrained. In order to use this advantage, it is necessary to couple phase retrieval with tomographic reconstruction, i.e., to combine the two previously sequential steps.
III. RECONSTRUCTION ALGORITHM
As a reference, we use a sequential procedure that first reconstructs the phase of each detector image and afterwards combines all results into a 3D object. The phase retrieval is based on an iterative algorithm which cycles between detection plane and object plane, as sketched in Fig. 1(c) . The procedure is similar to but more general than the well-known Gerchberg-Saxton (GS) algorithm [19, 38] and is therefore denoted as a modified GS (MGS) scheme. Starting with the real-valued modulus of the holographic images | 0 | in the detection plane, all images are propagated back to the object plane using the inverse Fresnel propagator D −z d . This kind of holographic reconstruction leads to severely perturbed reconstructions due to the fact that the phase information is unknown. Since tomography requires the validity of the projection approximation, energy conservation and positivity of the electron density result in | | 1 and arg( ) 0, which is equivalent to δ 0 and β 0. After applying these unrestrictive constraints, the ith iterate i is propagated forwards to the detection plane, yielding i . Finally, the amplitude constraint i+1 = i | 0 |/| i | changes the image amplitude to the measured values | 0 | while keeping the phase information. This procedure is then repeated several times and is called the outer loop in the following. Instead of imposing the restrictive condition β = 0 valid only for a pure phase object or β/δ = const (single-material assumption), this approach imposes only conditions which are applicable to all objects. Note that the constraint β 0 has been shown before to improve the quality of holographic reconstructions [39] .
While convergence and fixed-point properties of similar iterative phase-retrieval algorithms have been well studied and have seen continuous adaptations and generalizations with 033847-2 respect to the employed constraints, one decisive difference with respect to earlier work has to be stressed. Rather than being performed independently for each projection, the update α → α can be performed by an inner cycle of tomographic reconstruction followed by reprojection from the 3D volume to the exit plane corresponding to α. This effectively imposes the consistency between different projections.
Combining the previously sequential steps of phase retrieval and tomography, in each outer loop the complex-valued α are separated into a phase-shift part α,δ = −|arg( α )| and an absorption part α,β = −ln[min( α ,1)], applying the respective constraints ensuring δ 0 and β 0. The threedimensional volumesδ(x,y,z) andβ(x,y,z) are reconstructed independently using a modified ART. Afterwards, the volumes are projected and combined into new α . We denote this nested iterative 3D reconstruction scheme which intrinsically obeys the consistency constraint as "iterative reprojection phase retrieval" (IRP). Stated otherwise, instead of a set of 2D projections, the reconstruction volume is strictly three dimensional throughout the entire reconstruction process. The exact ratios of outer phase retrieval and inner 3D reconstruction steps, however, can be chosen, i.e., optimized during the reconstruction, as discussed below.
IV. SIMULATIONS AND RESULTS
To implement the tomographic reconstruction, we have devised an algorithm which can be considered as a modified ART. Compared to the FBP it has the advantage of introducing fewer high-frequency artifacts, which would inhibit the overall reconstruction [40] ; see Appendix B The algorithm employs an envelope M 0 = min[P −1 ( α )] ∀α as initial guess for the 3D volume, where each voxel is set to the maximum value which it can possibly have, considering all N projections (and analogously forβ). The back-projection operator is defined as P −1 α : M(x,y,z) α = (x,y) α . The next approximation M i+1 to the 3D volume for eitherβ orδ is then calculated as follows:
By this update step it is ensured that for each angle the projection of the volume fulfills the current projection guess α . By averaging over all N projections, it is guaranteed that this algorithm converges to the least-squares solution for inconsistent projections [40] . This inner loop is repeated κ times and afterwards the outer loop is continued, producing a new guess in the detection plane.
The quality of the reconstruction is monitored by an error metric according to
comparing the modified to the recorded detector images 0 . Here, n x n y denotes the number of detector pixels. Thus, σ represents the average error per pixel in the detection plane, considering all N projections. We have made the observation, that the quality of the tomographic reconstruction needs to be adapted to the phase-retrieval quality as a small number of iterations in the inner loop can limit the quality of the outer loop. One way to assure this is to double the number κ i of tomographic iterations when σ := σ i−1 − σ i < ε, starting with κ 0 = 1 (the first inner-loop iteration). A stopping criterion for the outer loop can thus be a maximum number of inner iterations κ max , as used in this work.
To test the validity and performance of the algorithm, we have used a phantom composed of 130 3 cubic voxels, representing a superposition of several ellipsoids that differ in scale and value. Holographic intensity distributions were simulated for N = 90 equidistant angles in the range 0
• . One exemplary projection image and one holographic detector image are shown in Fig. 1(a) . Figure 2 illustrates the advantages of IRP compared to the MGS scheme and thereby the quality of the consistency constraint. Figure 2(a) shows a slice through the phase volume and a histogram of the phantom depicting the frequency of the different phase-shift values. For a pure phase object (β = 0), both the sequential reconstruction approach (MGS) shown in Fig. 2(b) and the coupled approach (IRP) shown in Fig. 2 (c) yield quite good 3D phase reconstructions. However, the latter shows fewer image artifacts. As quantified by the histograms, the IRP reconstruction allows for a better separation of the different phase-shift values. In particular, the lowest value ofδ can be distinguished from the noisy underground only in the histogram of the IRP reconstruction. For more realistic cases, β is always at least slightly larger than zero. Simulations show that already small values β/δ ≈ 0.003, in the range expected for soft biological tissues, lead to a decrease of the reconstruction quality in the separate reconstruction scheme (MGS) and to systematic errors by wrongfully forcing | | = 1. If the ratio β/δ is known and the value is used as an additional constraint, applicable to samples of varying density but identical stochiometry (single material), the conventional approach is also able to reconstruct the volume sufficiently well [24] . However, in most cases, β/δ ratios are not known or the object consists of more than one material, leading to spatially varying β/δ ratios. For a simulated object with different β/δ ratios for each ellipsoid (ranging from 0.01 to 0.075), the conventional approach (MGS) shows significant artifacts, especially for lower spatial frequencies; see, for example, the large hole in the center of the reconstructed phantom as shown in Fig. 2(d) . IRP reconstruction, on the other hand, shows only slight deviations, as shown in Fig. 2(e) , and is still capable of separating the materials based on the better fidelity in voxel values (histogram). Even completely uncorrelated β/δ distributions can be reconstructed, demonstrating the power of the 3D consistency constraint (see the Appendix C for further details). Finally, IRP converges much faster with respect to the number of MGS loops required ( 400 vs 10 000), but it should be mentioned that the tomography step in each iteration is computationally very expensive, at least if ART is used. Figure 3 illustrates the influence of noise on the reconstruction. For the case shown, Gaussian noise with a standard deviation of σ = 0.01 was added to every simulated detector intensity image for the case of a pure phase object [β = 0, Fig. 3(a) ]. The IRP reconstruction shown in Fig. 3(c) 033847-3 substantially outperforms the result obtained by the conventional sequential scheme (MGS), depicted in (b). To test the IRP algorithm on experimental data, we finally applied the reconstruction to a phase-contrast data set of Deinococcus radiodurans bacterial cells, recorded by tomographic x-ray propagation microscopy [21] , i.e., tomography in a cone beam with geometric magnification and phase-contrast formation by free-space propagation. The freeze-dried bacteria were positioned 8 mm behind a quasipoint source formed by an x-ray waveguide, resulting in an effective pixel size of 83 nm. A typical holographic intensity image (experimental data) is shown in Fig. 3(d) . Previously the data were treated in the sequential mode, first using phase retrieval based on a modified hybrid-input-output algorithm (MHIO) with a support constraint, followed by FBP of all phased projections. A major challenge of previous phase retrieval was the automatic support determination for all projection angles [21] . A slice through the reconstruction volume is shown in Fig. 3(e) for the original sequential reconstruction (MHIO) and in (f) for IRP, showing an excellent quality with a more evenly distributed signal than before without any additional support information.
V. RECONSTRUCTION OF NOISY AND EXPERIMENTAL DATA

VI. SUMMARY
In summary, we have shown that by coupling the phase retrieval and tomographic reconstruction, the phase problem [21] . (e) Slice though the modified HIO reconstruction as described in [21] . (f) Slice through the IRP reconstruction from the experimental data, based on 83 projections. in full field (Fresnel) x-ray propagation imaging can be solved beyond the current restrictions. In particular, no assumptions either on the phase-shifting and absorption properties of the object or on the support are necessary. Instead, redundancy of the data in view of the unknowns is derived from the tomographic consistency condition, i.e., the correlations in different projections which are inherent in finite-size volumes, but had not been exploited for near-field phase retrieval before. While the general principle of the nested or coupled reconstruction holds for many different implementations of the phase retrieval and tomography, the specific algorithmic example IRP exhibits a particularly high performance; however, at the cost of significant computational effort. It can be expected that many corrections to imperfect data as well as regularization strategies can be accommodated in this scheme. A first investigation with noisy data proved the robustness of the IRP algorithm. Towards faster reconstruction, in particular needed for images with larger pixel number, one should consider a coupled phase retrieval and tomography scheme which replaces ART by FBP. For experimental data, good reconstructions have been achieved without additional support information or assumptions about the sample. With the presented approach, x-ray phase-contrast propagation imaging is now equipped with a means to treat images recorded at a single detector distance, and for the most general case of objects.
An example program performing the IRP reconstruction is included as Supplemental Material [41] .
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APPENDIX B: COMPARISON OF TOMOGRAPHIC RECONSTRUCTIONS
The deviations of the reconstructed volumes M rec from the ideal phantom M ph are measured by the root mean square deviation
where N denotes the number of voxels (here N = 130 3 ). The phantom was projected to 90 equidistant angles fom 0 to 180
• and reconstructed with the presented algebraic reconstruction technique implementation and the common filtered back projection. The results are compared in Fig. 4 for a slice perpendicular to the rotation axis. The ART shows less high-frequency noise, leading to σ ART = 8. the nonphysical negative values are set to zero, the standard deviation is σ FBP>0 = 1.63 × 10 −4 .
APPENDIX C: OBJECTS WITH MIXED PHASE AND AMPLITUDE CONTRAST
This appendix presents more simulation results on objects with mixed phase and amplitude contrast. Several established phase-retrieval algorithms perform very well for pure phase objects. However, even for hard x rays and soft tissues a small contribution of the absorption is expected and can spoil proper reconstruction, highlighting the importance of phase retrieval for more general mixed objects. The influence of a small β/δ ratio on the reconstruction results is illustrated in Fig. 5 . The results for the conventional sequential approach (MGS) is compared to IRP for cases β/δ = 0 up to β/δ = 0.2. In all cases, the ratio was unknown to the algorithms and hence not used as a constraint. In both algorithms, only the "mild" constraints | | 1 and arg( ) 0 were used. The σ values for the different results shown in Fig. 5 are presented in Table II . It can be seen that the consistency condition in IRP leads to better results in all cases. Next, we address the question of whether the reconstruction quality can be improved by imposing the constraint of a pure phase object (i.e., forcing the amplitude to 1), if the object is weakly absorbing. In other words we check the validity of neglecting absoprtion for the purpose of stabilizing phase retrieval. Figure 6 shows reconstructions for the case of β/δ = 0.02, resulting in a maximum absorbtion of 1.42 % and a mean absorption of 0.33 %. 90 angles were simulated and reconstructed using MGS (20 000 iterations) with the additional condition | | = 1, i.e., no absorption. The threedimensional object was reconstructed using ART with 128 iterations. The results show much fewer distortions in the object shape and features [compare to Table II . This shows that neglecting absorption even for very weakly absorbing objects yields inconsistent phase distributions. Finally, we compare the reconstruction results for completely independent β/δ ratios. Figure 7 shows the results for δ andβ for a simulation with both the original phantom for δ and an independent absorption phantom. For the latter, the original phantom was rotated, enlarged, and set to lower values. Note that this includes the unphysical case of absorption without a phase shift. 180 equidistant angles from 0 to 180
• were simulated and reconstructed using MGS (14 000 iterations) and IRP (up to 128 inner ART loops).δ can be reconstructed to a nearly quantitative level using IRP and even the contour of the much weakerβ part can be retrieved. In contrast, the MGS reconstruction leads to heavily distorted volumes. 
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