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Hubs integrate and distribute information in powerful
ways due to the number and positioning of their con-
tacts in a network. Several resting-state functional
connectivity MRI reports have implicated regions of
the default mode system as brain hubs; we demon-
strate that previous degree-based approaches to
hub identification may have identified portions of
large brain systems rather than critical nodes of brain
networks. We utilize twomethods to identify hub-like
brain regions: (1) finding network nodes that partici-
pate in multiple subnetworks of the brain, and (2)
finding spatial locations in which several systems
are represented within a small volume. These
methods converge on a distributed set of regions
that differ from previous reports on hubs. This work
identifies regions that support multiple systems,
leading to spatially constrained predictions about
brain function that may be tested in terms of lesions,
evoked responses, and dynamic patterns of activity.INTRODUCTION
Hubs are intuitively important features of networks: high-volume
airports aremore important than smaller airfields in facilitating air
travel, and people with many acquaintances are more powerful
distributors of information than people with few acquaintances.
Hubs, in an intuitive sense, are nodes with special importance
in a network by virtue of their many, often diverse, connections.
The quantitative importance of hubs has been demonstrated
in a series of graph theoretic studies (Albert et al., 1999, 2000;
Barabasi and Albert, 1999; Jeong et al., 2000, 2001). Graphs
are mathematical models of complex systems (e.g., air traffic)
in which the items in a system become a set of nodes (e.g., air-
ports) and the relationships in the system become a set of edges798 Neuron 79, 798–813, August 21, 2013 ª2013 Elsevier Inc.(e.g., flights). Hubs are defined as nodes withmany edges or with
edges that place them in central positions for facilitating traffic
over a network. The number of edges on a node is called the
node’s degree, and degree is the simplest and most commonly
used means of identifying hubs in graphs. Over the past decade
it has become clear that many real-world networks contain
nodes that vary by many orders of magnitude in their degree
such that a handful of nodes have very powerful roles in networks
(e.g., Google in the World Wide Web) (Albert et al., 1999; Bara-
basi and Albert, 1999; Jeong et al., 2000). The loss of such
well-connected hubs can be particularly devastating to network
function (Albert et al., 2000; Jeong et al., 2000, 2001). Given the
role of hubs and their importance to networks, the locations
and functions of hubs in the brain are of clear interest to
neuroscientists.
Over the past 15 years, advances in MRI techniques have
enabled comprehensive estimates of structural and functional
connectivity in the living human brain, leading to the first esti-
mates of hub locations in human brain networks. In an influential
study, Buckner and colleagues (Buckner et al., 2009) examined
voxelwise resting-state functional connectivity MRI (RSFC) net-
works, identifying hubs (high-degree nodes) in portions of the
default mode system, as well as some regions of the anterior
cingulate, anterior insula, and frontal and parietal cortex. Other
investigations targeting ‘‘globally connected’’ regions in RSFC
data have converged on similar sets of regions (Cole et al.,
2010; Tomasi and Volkow, 2011). These ‘‘hubs’’ have garnered
much interest because they are principally located in the default
mode system, a collection of brain regions that are implicated in
various ‘‘high-level’’ cognitive processes and that often degen-
erate in Alzheimer disease, thereby seeming to fit ideas about
information integration and vulnerability to attack.
In this article we outline reasons to suspect that degree-based
hubs reported in functional connectivity networks may not be
hubs in the interesting and intuitive sense outlined at the begin-
ning of this article, but rather that they might simply be members
of the largest subnetwork(s) (systems) of the brain. We follow
two separate lines of argumentation to this conclusion. The first
argument demonstrates that in networks formed using Pearson
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correlations between BOLD time series, and unless otherwise
specified, ‘‘correlation’’ signifies Pearson correlation in this
paper), node degree is substantially explained by subnetwork
size. The second argument is concerned with amplifications of
the first argument that can occur when systems are not modeled
at their inherent levels of organization, such as when brains
(cortically organized at levels of columns, areas, and systems
[Churchland and Sejnowski, 1988; Felleman and Van Essen,
1991]) are modeled as voxels (an arbitrary volumetric element).
Since some classic methods of hub identification are
confounded in correlation networks, we develop two alternative
methods for identifying hubs that are more suited to RSFC cor-
relation networks. Both methods aim to identify regions of the
brain that are well-situated to support and/or integrate multiple
types of information. Both methods leverage the correspon-
dence between functional brain systems (e.g., dorsal attention
system) and graph subnetworks observed in recently described
RSFC graphs (Power et al., 2011; see also Yeo et al., 2011). First,
using a model of the brain at the level of functional areas, we
identify nodes that participate in many subnetworks of the brain
(e.g., a node that has relationships with members of multiple
brain systems, such as visual, default mode, or frontoparietal
control systems). These nodes are candidate brain hubs. We
identify these candidate hubs using the established measure of
participation coefficients (Guimera` and Nunes Amaral, 2005).
Second, we examine a high-resolution brain network to identify
spatial locations where many subnetworks are present within a
small volume (e.g., finding, within a small sphere, voxels repre-
senting the dorsal attention, visual, frontoparietal control, and
default mode systems). We call these locations articulation
points—they are not hubs in the traditional graph theoretic
sense, but they are locations where such hubsmight be situated.
Both methods identify similar sets of brain regions in the anterior
insula, anterior, middle and superior frontal cortex, medial supe-
rior frontal cortex, medial parietal cortex, inferior parietal, and
temporo-occipital cortex. Notably, these regions do not empha-
size the default mode system.
RESULTS
Argument 1: Degree Is a Confounded Measure for
Identifying Hubs in Pearson Correlation Networks
Several influential reports have identified brain hubs in RSFC net-
works using (variations of) a measure called degree (or degree
centrality), which is the number of edges on a node (Buckner
et al., 2009; Cole et al., 2010; Fransson et al., 2011; Tomasi
and Volkow, 2010, 2011; van den Heuvel et al., 2008). Hubs,
when identified by high degree, are nodes with many edges. In
weighted networks, the analogous measure, strength, is defined
as the sum of the weights of the edges on a node.
Degree (or strength) is usually an appropriate measure for
identifying hubs (e.g., an airport with 200 connections is almost
certainly more important than an airport with 20 connections).
In the computer network shown in Figure 1A, degree is an
accurate means of identifying hubs.
In correlation networks, however, degree is a problematic
means of identifying hubs. We argue this point using conceptualnetworks and real RSFC data. Two comments preface the data.
First, the conceptual correlation networks in Figure 1 are pre-
sented to illustrate how the meaning of degree can change in
various situations; they are not intended to be full-fledged
models of RSFC signal. Second, our argument is intended to
apply to networks formed using Pearson correlations; our argu-
ment may be less relevant to other types of correlation networks.
We return to this topic in the Discussion.
Our argument is first demonstrated using networks of perfect
correlations and then relaxed into a form that is more relevant to
the imperfect correlations found in RSFC networks. Suppose
there is a system composed of groups of nodes with perfectly
covarying timecourses. An example is shown in Figure 1B, where
a system of songbirds segregates into three flocks, each singing
a different song. In this example, each flock sings a song with no
similarity to the song of the other flock. Such a system is called a
‘‘block model’’ (see the matrix), and nodes within the blocks
(here, flocks) are structurally equivalent, meaning they have iden-
tical sets of connections and are therefore interchangeable
(Newman, 2010). All nodes within a block have identical degree,
and this degree is directly related to the size of the block. Thus,
degree will identify hubs in the largest blocks of the graph. If
blocks correlate to any extent, then degree will depend not
only on the size of a node’s block but also on the sizes of related
blocks (Figure 1C). If one relaxes ‘‘perfectly correlated’’ to ‘‘more
correlated than average,’’ blocks become groups of nodes
called communities, and degree will tend to identify hubs in the
largest communities of a correlation network (Figure 1D).
Degree thus has different meanings in different types of
network. In many graphs, such as the computers of Figure 1A,
high degree means that an individual node has many connec-
tions and is probably important. In others, such as the block
model in Figure 1B, high degree means nothing more than that
a node is part of a large block. In networks like RSFC networks,
which are noisy and in which nodes may display individual tem-
poral dynamics (Chang and Glover, 2010), degree is probably
somewhat driven by unique properties of individual nodes as in
Figure 1A, but also somewhat driven by community size as in
Figure 1B. The meaning of degree is thus ambiguous in RSFC
networks. This ambiguity has critical implications for studies
that have identified hubs in RSFC on the basis of degree, since
such hubs may be identified due to community size rather than
important roles in information processing.
To determine whether these theoretical concerns are evident
in reality, two versions of RSFC graphs were formed using data
from 120 healthy young adults (60F, 24.7 ± 2.4 years old). The
graphs were formed using methods consistent with the previous
literature, and the relationship between community size and
node strength was quantified for both graphs. Figure 2A shows
the correlationmatrix that defines a graph formed of 264 putative
areas (Power et al., 2011), the communities found within this
graph, the sizes of these communities, and node strength at
multiple thresholds. Linear fits of strength to community size
are plotted. There is an evident relation between community
size and node strength. Similar analyses performed in a voxel-
wise network in the same data set are shown in Figure 2B. In
the voxelwise network the relationship between community
size and node strength is considerably stronger. Because thereNeuron 79, 798–813, August 21, 2013 ª2013 Elsevier Inc. 799
Figure 1. Degree Is a Problematic Measure of Node Importance in Pearson Correlation Networks
(A) A computer network with three communities is shown. Degree identifies uniquely important nodes in the graph, and there is a weak relationship between
degree and community size.
(B) A block model corresponding to a birdsong correlation network. Three flocks are present, each singing a song uncorrelated with the other flock.
(C) As in (B), except that blocks are now allowed to correlate. This could correspond to a situation in which there was similarity in the birdsong of different flocks, or
where flocks sang the same song for limited periods of time.
(D) As in (C), except that the perfect correlations within blocks are relaxed to imperfect correlations. This could correspond to individual imperfections in birdsong,
or individual birds switching songs occasionally.
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alyses were performed at many thresholds (those used in Power
et al., 2011). Across thresholds, community size explained
11% ± 4% of the variance in strength in the areal network and
34% ± 5% of the variance in strength in the voxelwise network.
It is possible that strong relationships between strength and
community size are actually typical of real-world networks. To
investigate this possibility, 17 other real-world data sets (3 corre-
lation, 14 noncorrelation) were analyzed in the manner just
described (see the Experimental Procedures, Figure 3, and Fig-
ure S1, online, for sources and details of the networks). Strong
relationships between strength and community size were
observed in real-world correlation networks but were generally
absent in real-world noncorrelation networks, consistent with
the theoretical considerations outlined above.800 Neuron 79, 798–813, August 21, 2013 ª2013 Elsevier Inc.If the meaning of degree is confounded by community size in
correlation networks, one might wonder whether important no-
des could still be identified as nodes with high degree relative
to other nodes within their community. Guimera and Amaral
have proposed a widely used classification scheme to identify
node roles based on such a framework (Guimera` and Nunes
Amaral, 2005). Their approach uses two measures to charac-
terize nodes: within-module degree Z score and participation
coefficient (Figure 4A). Within-module degree Z score is the
Z score of a node’s within-module degree; Z scores greater
than 2.5 denote hub status. Participation coefficients measure
the distribution of a node’s edges among the communities of a
graph. If a node’s edges are entirely restricted to its community,
its participation coefficient is 0. If the node’s edges are evenly
distributed among all communities, the participation coefficient
Figure 2. Degree Is Influenced by Community Size in RSFC Graphs
(A) The RSFC correlation matrix of a 264 node graph in 120 young adults. Communities over a range of thresholds are shown as colors in the second panel. The
number of nodes in the communities and node strengths at every threshold are shown in the third and fourth panels. A linear fit of node strength to community size
is plotted for the 2%, 4%, 6%, and 8% edge density analyses. Small dots indicate individual data points, and large dots indicate average values in a community.
Fits excluded communities with fewer than five nodes. The threshold range used corresponds to that used in Power et al. (2011) and spans thresholds where
many communities are present (higher edge densities such as 20% or 15% yield coarse structure with two or four communities) down to thresholds where the
graph begins to fragment due to edge removal.
(B) Communities were identified in a voxelwise graph formed in the same subjects. For the 5%edge density analysis, for every voxel, the size of its community and
its strength are shown on a brain surface. The default mode system is the largest community and contains the voxels with highest degree. Linear fits of node
strength to community size at several thresholds are shown. Fits excluded communities with less than 250 nodes. These thresholds correspond to those used in
Power et al. (2011).
(C) R2 of linear fits of node strength to community size at several thresholds in each network (thresholds are reported in terms of edge density and the threshold
used on the correlation matrix to produce the desired edge density).
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pends on the number of communities present). Hubs with low
participation coefficients are called ‘‘provincial’’ hubs because
their edges are not distributed widely among communities,
whereas hubs with higher participation coefficients are called
‘‘connector’’ hubs.
The node role approach indicates that the RSFC networks of
Figure 2, relative to other networks such as communication or
metabolic networks, are structured in ways such that they
contain a very small number of hubs, all of which are quite
weak by graph theoretic standards (Figure 4). In the areal
network, a single node at a single threshold meets criteria for
being a hub. This node, in the precuneus, is a provincial hub
with few strong correlations outside of its community (the defaultmode system). In the voxelwise network, 90–199 voxels are iden-
tified as hubs across thresholds, mainly as part of a large cluster
in the precuneus. Like the single areal node, these voxels are
also provincial hubs—part of the largest community in the
network (the default mode system), with few strong correlations
to nodes outside of their community. This provincial quality of
RSFC hubs is similar to the pattern found in other real-world
correlation networks (e.g., the S&P 500 network in Figure 4B)
but stands in contrast to the patterning of hubs found in many
real-world noncorrelation networks, where hubs display a wide
range of participation coefficients (Figure 4B). These findings
are echoed in Figure S1, in which node strength correlates
negatively with participation coefficients in the three real-world
correlation networks (such that nodes with many edges are oftenNeuron 79, 798–813, August 21, 2013 ª2013 Elsevier Inc. 801
Figure 3. Degree Is Influenced by Community Size in Pearson Correlation Networks
The table lists the properties of 19 real-world networks, 5 of which are correlation networks (red text). For each network Infomap was used to identify com-
munities, and the the r and R2 values for linear fits of community size versus node strength are shown. The bar graph plots the R2 values. The plots at right depict
several of the linear fits (depicted networks have squares in the first column). For the correlation networks, several thresholds were analyzed (the edge densities
from Figure 2 for the RSFC graphs, and r > 0, 0.2, 0.4, 0.6, and 0.8 for the three other correlation networks). For correlation networks, the top numbers are for the
lowest threshold, and the bottom numbers (in parentheses) are for the highest threshold, conveying the range of values the networks displayed; the R2 values are
the mean overall analyses. As in Figure 2, fits for all graphs excluded communities with fewer than five nodes (and fewer than 250 nodes for the voxelwise graph).
Reported graph properties reflect the properties of the nodes qualifying for the fits (small communities excluded). See Figure S1 for further details and graph
properties.
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world noncorrelation networks (such that nodes with many
edges often contact many communities). The RSFC networks
have intermediate findings: weakly negative correlations of
node strength and participation coefficients, consistent with
our conceptual arguments above. Importantly, though the
node role approach does identify a small number of provincial
hubs in RSFC networks, it still uses degree as the basis of hub
identification and does not address the fundamental uncertainty
about what degree signifies in correlation networks.
The essential points from this section are that (1) degree is nor-
mally a good indicator of a node’s importance in a noncorrelation
network, (2) degree has an unclear meaning in Pearson correla-
tion networks due to the influence of community size, and (3)802 Neuron 79, 798–813, August 21, 2013 ª2013 Elsevier Inc.degree-based RSFC hubs may, to a substantial extent, reflect
community size rather than a privileged role in information
processing.
Argument 2: Volume-Based Graphs Distort Functional
Brain Properties
Having established that RSFC correlation networks entail strong
(confounding) relationships between community size and node
degree, we now discuss a second problem that can amplify
this relationship. Estimates of degree-based hubs in functional
connectivity networks have often used voxel-based networks
or approximations of them (Buckner et al., 2009; Cole et al.,
2010; Fransson et al., 2011; Tomasi and Volkow, 2010, 2011;
van den Heuvel et al., 2008). On the face of it, these approaches
Figure 4. Degree-Based Hubs Are Weak and Provincial in RSFC Graphs, but Not in Other Real-World Graphs
(A) A model network depicting how Guimera` and Nunes Amaral (2005) define node roles. Placement of spheres in the plot is diagrammatic and not exact.
(B) Node role plots for several real-world networks.
(C) Node roles were calculated in the areal RSFC graph for each threshold in the 10%–2% threshold range. Only a single hub ROI was found (this is true across all
positive thresholds: 44%–1% edge density). This node, in the precuneus, is a provincial hub (the black sphere). One other node immediately anterior to this node
approaches but does not meet hub classification criteria (the gray sphere).
(D) Node roleswere calculated in the voxelwise RSFCgraph for each threshold in the 5%–1% threshold range. Node roles at 5%edge density are plotted; this plot
is typical of the other thresholds. The surfaces show locations of voxels that, across thresholds, are identified as hubs in at least three of five analyses. These
voxels are provincial hubs located in the precuneus.
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ysis and minimize the possibility of conflating unique signals in
a single node (Fornito et al., 2010). However, there are reasons
to believe that such approaches introduce inaccuracies into rep-
resentations of brain properties. Our second argument concerns
the distortions that accompany volume-based models of brain
organization.
Complex systems, composed of items and their interrelation-
hips, are modeled as nodes and edges in graphs. For the prop-erties of a graph to accurately reflect properties of the system it
models, the nodes in the graph need to correspond to the items
of the system (Butts, 2009; Power et al., 2011; Smith et al., 2011;
Wig et al., 2011). Consider, for example, the set of interstate
relationships shown in Figure 5A, in which California has relation-
ships to Alaska, Washington, and Rhode Island. This spatially
embedded system, organized at the level of states, can be
represented using nodes of states or nodes of space. An item-
based model (node = state) accurately represents this system,Neuron 79, 798–813, August 21, 2013 ª2013 Elsevier Inc. 803
Figure 5. Volume-Based Models of Brain Organization May Distort Information Processing Properties of the Brain
(A) Assume a spatially embedded economic system in which California (CA) is a hub of interstate commerce and Alaska (AK), Washington (WA), and Rhode Island
(RI) play more peripheral roles. A graph in which nodes represent states correctly identifies CA as a hub. However, if states are represented by their areas (e.g.,
nodes of square miles), Alaska dominates the graph structure and is identified as the seat of hubs in the network simply by being the largest physical entity in the
system.
(B) The parallels to RSFC are straightforward: areas contain voxels in proportion to their volume, and nodes within larger areas (and by extension members of
larger systems) will tend be identified as hubs by degree simply because they are part of a large physical entity. Self-connections are allowed in the state graphs to
emulate how voxels can and will correlate strongly to other voxels within the same area or system.
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same set of relationships is preserved but this system is instead
represented by land area (node = square mile), the graph
acquires a very different structure, and hubs are identified in
Alaska.
Analogous arguments apply to RSFC networks. The brain is a
spatially embedded functional network: billions of neurons (in the
cortex, at least) are spatially and functionally organized into col-
umns, areas (e.g., primary visual cortex) and systems (e.g., visual804 Neuron 79, 798–813, August 21, 2013 ª2013 Elsevier Inc.system) (Churchland and Sejnowski, 1988). Areas have different
sizes (Carmichael and Price, 1994), as do systems (e.g., visual
versus auditory systems). By representing the brain with voxels,
a space-based model rather than an item-based model is adop-
ted such that different areas (and systems) are represented by
variable numbers of voxels. Since voxels within areas tend to
have similar signals, and areas within systems have similar sig-
nals, nodes within large areas will tend to have many high corre-
lations to other nodes within their area, and nodes within large
Neuron
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other nodes within their system.
These considerations suggest that voxel degree is driven in
substantial part by the physical size of a voxel’s area and system
(Figure 5B). For example, V1 may comprise hundreds of voxels,
whereas A1 may comprise only a few dozen voxels. The large
number of strong within-area correlations in V1 will confer higher
degree to voxels in this region than to voxels in A1. Similarly, the
visual system spans many thousands of voxels, whereas the
auditory system only includes a few hundred voxels. Voxels in
the visual system will display more within-system correlations
and therefore higher degree than voxels in the auditory system.
Because the locations and sizes of areas in humans are pres-
ently unknown, this argument cannot be fully demonstrated.
Note, however, that the variance in node strength explained by
community size rose from 11% in the areal network to 34% in
the voxelwise network, and also note that many communities
correspond roughly to brain systems (Figure 2), all consistent
with this line of argumentation. The essential point of this section
is that using volumetric elements to form graphs results in
network properties that may more closely represent volumetric
properties of brain organization rather than the organization of
information processing.
A Renewed Search for Brain Hubs
Wehave highlighted two difficulties with degree-based hub iden-
tification in RSFC data: the influence of community size on
degree in Pearson correlation networks and the susceptibility
of degree to distortion in volume-based brain networks. The
latter problem can be ameliorated by proper network definition,
but the former problem suggests that degree has a fundamen-
tally ambiguous interpretation in RSFC correlation networks. If
degree-based methods of hub identification are confounded,
can other methods identify hubs in RSFC correlation networks?
Many other centrality measures based upon combinations
of degree and path length exist to characterize hubs (e.g.,
betweenness, closeness, eigenvector, and PageRank central-
ities). Some of these measures have been used to identify
RSFC hubs (Achard et al., 2006; He et al., 2009; Joyce et al.,
2010; Lohmann et al., 2010; Zuo et al., 2011). In many systems,
such as transit networks, these centrality measures, which
combine information about path length and node degree, are
appropriate and interpretable. However, in correlation networks,
where degree is a problematic measure, and where path lengths
are often created from thresholded correlation matrices (despite
‘‘distances’’ being already defined by the correlation coefficient),
it is less clear how to interpret these measures. Other authors
have used the node role approach, wherein centrality measures
identify hubs (e.g., using within-module degree Z score or
betweenness centrality), and then participation coefficients
classify hub type (He et al., 2009; Meunier et al., 2009, 2010).
Possibly due to the variety of parcellation strategies employed
(AAL atlas parcels, random parcellations), these studies have
produced divergent descriptions of hub locations.
Due to the reservations we have expressed about degree-
based measures and our lack of confidence in interpreting
path-based measures in Pearson correlation networks, we
have pursued different ways of identifying hubs.Recall that hubs are parts of networks that are critical for inte-
grating and distributing information. In graph theory, such nodes
are often identified by the number of edges a node has and by the
importance of a node’s edges for facilitating network traffic
(Newman, 2010). In other words, it is not just the number but
also the qualities of a node’s edges that establish its importance
in a network. Since the brain is composed of systems, we reason
that nodes that are well-positioned to communicate among mul-
tiple systems are good candidates for being brain hubs, and we
utilize two methods to identify such regions.
Method 1: Hubs as Nodes that Participate in Many
Functional Systems in an Areal Network
We have recently defined and described a network of 264 puta-
tive functional areas (Power et al., 2011). This graph is a first-draft
model of area-level relationships in the brain, and communities in
this network correspond well to functional systems (Power et al.,
2011). In this areal graph, nodes that participate in multiple
systems could potentially support or integrate different types
of information. Our first method therefore identifies putative
hubs as nodes in this areal network that have edges to many
different communities. To find such nodes, we alter the node
role approach of Guimera and Amaral: we discard the traditional
measure of centrality due to the reservations expressed above
and instead use the participation coefficient as the sole measure
of node importance. Figure 6A shows a network with three com-
munities (yellow, green, and pink) and the participation coeffi-
cient of each node. Nodes in blue have no relationships outside
their community and low participation coefficients, whereas the
red node has relationships to every community and the highest
participation coefficient in the network. Our approach searches
the areal network for nodes like the red node.
In the first half of this paper, in order to replicate and expand on
previous findings related to degree-based hubs, graphs were
formed in ways corresponding to the previous literature. In the
second half of the paper, graphs will be formed using our
preferred methodology (Power et al., 2011), which excludes
short-distance relationships (less than 20 mm apart). This exclu-
sion is performed because short-distance correlations are
inflated by unavoidable steps in image processing (realigning,
registration, reslicing), partial voluming, and head motion (Power
et al., 2012). Additionally, short-distance correlations are virtually
always high (the bloom around any seed in a seed map), thus
acting as a spatial lattice of high short-range correlations
that provide little distinguishing information between nodes.
Eliminating correlations spanning less than 20 mm removes
4% of the edges in both the areal and voxelwise graph and
does not alter our observations about the confounding relation-
ship between community size and degree in RSFC graphs
(Figure S1).
An areal network was formed in 120 healthy young adults, and
community assignments were obtained over many thresholds
(10%–2% edge density in 1% steps) as in Power et al. (2011).
Figure 6B shows the participation coefficients in the average
network at a single threshold. The participation coefficients
were summed over thresholds to identify nodes that routinely
participate in multiple communities, and the summed participa-
tion coefficients are plotted in Figure 6C.Neuron 79, 798–813, August 21, 2013 ª2013 Elsevier Inc. 805
Figure 6. Putative Hubs in the Areal Network Identified by High Participation Coefficients
(A) A graph with several communities (yellow, green, pink) illustrates the meaning of participation coefficient.
(B) Surface and spring-embedded plots of communities in the areal graph at 5% edge density, with nodes colored by participation coefficient at right.
(C) Summed participation coefficients across thresholds. See Figures S2 and S3 for replicability over subcohorts and the robustness of these calculations to data
smoothing and global signal regression.
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robustness of these results. Identical analyses performed in
matched 40 subject subcohorts of the main cohort yielded
very similar results (Table S1 and Figure S2; correlations
between subcohorts = 0.87 ± 0.04). Identical analyses per-
formed without global signal regression also produced very
similar results (Figure S3; r = 0.83). Because short-distance rela-
tionships were excluded, nodes identified by high participation
coefficients are not identified simply for being proximal to nodes
belonging to other communities. Because nodes within relatively
small communities tend to have higher participation coefficients
(Figure S1), we also counted the number of communities con-
tacted by each node, and this index, which is not biased by com-
munity size, identified a similar set of nodes as participation
coefficients (Figure S3; r = 0.85).
Method 2: Spatial Locations that Contain Many
Functional Systems in a Modified Voxelwise Network
We have also proposed a high-resolution modification of voxel-
wise networks (Power et al., 2011). Communities in this graph are
in good agreement with functional systems and with commu-
nities in the areal network (Power et al., 2011). This graph has
excellent spatial resolution but also some distorted network
properties (see Argument 2). We therefore focus on the spatial
properties of this model. Our second method examines the
spatial topography of this graph to identify locations where
many communities are present within a small volume. Such loca-806 Neuron 79, 798–813, August 21, 2013 ª2013 Elsevier Inc.tions, which we call articulation points, would be well-suited for
integrating (or distributing) a variety of types of information rep-
resented in different systems.
Figure 7 outlines our methodology. A modified voxelwise
network was formed in the 120 subject cohort, and community
assignments were obtained for all voxels in the AAL atlas
(cortical and subcortical) over multiple thresholds (2.5%–0.5%
edge density in 0.5% steps) as in Power et al. (2011). Community
density was then calculated for each voxel as the number of
unique communities found within some radius of that voxel
(see the Experimental Procedures). Radii of 5–10 mm in 1 mm
steps were sampled. We use high thresholds because more
communities are detected at high thresholds, yieldingmore focal
community density maps (often articulations of four to seven
commumities); at lower thresholds, fewer communities are
found, yielding less focal maps of community density. A repre-
sentative analysis at threshold 1% and radius 8 mm is shown
in Figures 7A and 7B. To identify peaks in community density
that are reliable across thresholds and sampling distances,
results were summed from analyses performed across these
parameter spaces after normalizing the values within each anal-
ysis (Figure 7C). The topography of community density is very
similar in 40 subject subcohorts of the main cohort and across
parameter spaces (Figure S4; correlations between subcohorts =
0.85 ± 0.04). When calculating community density, each hemi-
sphere was analyzed separately to avoid contributions from
tissue across the midline, and subcortical structures were
Figure 7. Articulation Points: Brain Locations that Are Densely Populated by Functional Systems
(A) Communities in the 1% edge density analysis are shown; colors represent communities. All communities with fewer than 125 voxels are colored white (and are
treated as a single community in community density calculations).
(B) Community density is calculated as the number of unique communities present within some distance of a source node (here, within 8 mm of a source voxel, in
the 1% edge density analysis).
(C) Summed community density. See Figures S4 and S5 for analyses of the influence of subcortical and contralateral tissue on these calculations, replicability in
subcohorts, and stability over the parameter spaces of thresholds and sampling radii. The data in this figure and subsequent figures are derived from single-
hemisphere community analyses of all voxels within the AAL atlas, followed by community density calculation excluding subcortical structures.
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insula (Figure S5).
Integration and Generalizability of These Findings
We have developed two methods aimed at identifying brain
regions that support or integrate multiple functional systems.
Figure 8 plots the results of both methods on a single surface
and with reference to the consensus community assignments
from Power et al. (2011) (see Figure S6 for flat maps). Nodes
with high participation coefficients tend to be adjacent to regions
of high community density, though this is not always the case
(e.g., left intraparietal sulcus). This proximity is consonant with
our reasoning that brain regions in which multiple functional sys-
tems are represented would be good locations for hubs.
This proximity is also consistent with an argument that high
participation coefficients arise from signal blurring due to prox-
imity to several distinct signals. The data were therefore reana-
lyzed without spatial blurring as part of functional connectivity
processing, yielding results very similar to those with blurring
(r = 0.94, Figure S3).
The subjects studied thus far are mainly university students
who met strict inclusion criteria. To determine whether our re-
sults generalize to more typical populations, a 40 subject cohort
(40F, 30.0 ± 3.2 years old) from a prospective twin study in the
general population was also examined, including subjects with
psychiatric and neurologic disease and psychotropicmedication
use. Analyses identical to those shown in Figure 8 were per-
formed on this cohort. Results in the main 120 subject cohort ex-
plained 74%of the variance in summed participation coefficients
and 77% of the variance in summed community density in this
accessory cohort (Figure S7).DISCUSSION
Hubs exist in many real-world networks, and they often play crit-
ical roles in facilitating network traffic and maintaining network
integrity (Albert et al., 1999, 2000; Jeong et al., 2001). In this
report, we aimed to advance the study of brain hubs by clarifying
some important issues and by providing some conceptually
straightforwardmethods to identify putative hubs in RSFC corre-
lation networks. We now discuss our findings and their implica-
tions for previous and future work.
Interpreting Degree-Based Hubs
Several points are worth noting when considering how to inter-
pret degree-based hubs. First, unlike many real-world networks,
RSFC networks formed using Pearson correlations do not tend
to contain nodes that are convincing outliers in strength, mean-
ing that any degree-based hubs in RSFC networks are rather
weak hubs from a graph theoretic perspective (Figure 4). Sec-
ond, given the block-like structure of correlation networks, these
hubs tend to be provincial, meaning their connections are largely
restricted to their community (Figure 4). This provincial quality
stands in contrast to hubs found in many real-world networks,
which often connect strongly to a wide variety of other commu-
nities (Figure 4 and Figure S1). Third, strength in RSFC graphs
strongly reflects community size, which is indirectly related to
the physical sizes of areas and systems (Figures 1–5). Fourth,
degree can represent the dynamic and unique couplings of a
node to other nodes, a property of great interest that is clouded
by the considerations just discussed.
It is possible that some degree-based hubs (like those in
the precuneus) are provincial hubs that play central roles inNeuron 79, 798–813, August 21, 2013 ª2013 Elsevier Inc. 807
Figure 8. Areal Participation Coefficients Plotted over Community Density, with Consensus Communities for Reference
(A) Overlaid data from Figure 6 and Figure 7. The correlation between the two measures is r = 0.57 (calculated in ROIs where at least 10/19 voxels were defined in
the community density analysis, 245/264 ROIs).
(B) The consensus community assignments from (Power et al., 2011) are provided as a reference to illustrate the communities present near areas of high
community density. Positions and MNI coordinates for peaks in community density are shown. See Table S2 for ROI locations and summed measures. See
Figures S6–S8 for flat-map illustrations of the same data, similar findings in a separate cohort, and plots of the interdependence of participation coefficient,
community density, and degree.
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hub-like roles in information processing and that their ‘‘hubness’’
arises from the factors discussed above. We shall return to
this topic.
Interpreting Our Areal Hubs and Articulation Points
In the areal network, nodes represent our current best estimate
of the centers of brain areas (Power et al., 2011). If a node has
a high participation index, it has modest-to-high correlations
with multiple communities. Since these communities corre-
spond reasonably well to systems (Power et al., 2011), we infer
that such nodes likely have access to a variety of types of
different information processing represented among different
systems.808 Neuron 79, 798–813, August 21, 2013 ª2013 Elsevier Inc.In the modified voxelwise network, nodes do not correspond
to any ‘‘unit’’ of brain organization. Here, the peaks in community
density represent points of spatial articulation between multiple
brain systems. These peaks do not represent areas but rather
locations where areas from multiple systems exist in close prox-
imity to one another. Cortex in such regions does not necessarily
integrate different types of information but would be well-situ-
ated to perform such integration.
On Relationships between Community Density,
Participation Coefficients, and Degree
Regions with high community density tend to have high partici-
pation coefficients (Figure 8A). Convergence between measures
is especially prominent at some regions in the anterior insula,
Neuron
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occipito-temporal cortex, and superior parietal cortex. There
are also some regions where the measures diverge, such as
the inferior parietal sulcus (high participation coefficient, low
community density) or the midcingulate (low participation coeffi-
cient, high community density). Differences between the mea-
sures in these latter regions may be of eventual interest, but
our present focus is on regions where both measures are
congruent.
The methods advocated in this report generally highlight
different parts of the brain than do degree-based methods.
Indeed, community density and node strength (normalized and
summed across thresholds) are negatively correlated (r =
0.37, Figure S8), as are participation coefficient and node
strength (r = 0.12, Figure S8). No analog of community density
exists in the real-world graphs, but the relationship between
participation coefficient and node strength seen across net-
works in Figure S1 is instructive: it is strongly negative in the
three real-world correlation networks, mildly negative in the
RSFC networks and in a few real-world noncorrelation networks,
but usually positive in real-world noncorrelation networks. This is
consistent with the idea that RSFC networks occupy a concep-
tual space somewhere between the computer and birdsong
networks of Figure 1. The negative relationship between node
strength and our measures of node importance indicates a
spatial complementarity that may be leveraged when trying to
discern if and how various measures (e.g., degree versus partic-
ipation coefficient) denote hub-like roles in cognition, as dis-
cussed below.
Evaluating the Functional Importance of Hubs
A challenging topic is how to characterize the functional role of
hubs. One approach might be to study the various systems
involved with a hub. However, the functions performed by
systems are often unclear. For example, what functions are
performed by the default mode system or cingulo-opercular
systems? There are many ideas, but there is little consensus.
Another approach is to examine the proposed functions of indi-
vidual hub regions. However, the brain is everywhere ‘‘integra-
tive’’ in some sense, and the ‘‘functions’’ of much of human
cortex are contested or unknown. Defensible conclusions about
hub-like processing seem unlikely to emerge from this approach.
Another approach would be to study the hodology of hub
regions and to infer the function and importance of a hub from
the physical projections it sends and receives. This approach
may prove quite fruitful. However, it also has important limita-
tions. First, because detailed anatomical information is mainly
available in nonhuman primates, inferences in humans would
depend on the similarity between human and nonhuman primate
anatomy (and function). Our hub regions and degree-based hubs
largely avoid unimodal sensory or motor cortex, making such
inferences tenuous. Second, the relationship between the struc-
tural and functional properties of a network is not simple or clear.
For example, it is not obvious that hubs in a structural network
should correspond to a degree-based hub in a functional
network, or even a hub of the sort we are advocating (Honey
et al., 2009). There is no doubt that anatomical connections, che-
moarchitecture, and cytoarchitecture will eventually inform ourunderstanding of hub location and function, but they may not
be the most fruitful starting point for creating functional descrip-
tions of hubs at present.
We suggest a lesion-based approach to characterizing hub
function. Hubs are interesting because they are single nodes
that exert disproportionate influence over network structure
and dynamics due to of the number and placement of their
edges. As such, their elimination can produce profound effects
in a network (Albert et al., 2000; Jeong et al., 2000, 2001). Our
observations lead to several predictions in the brain. The removal
of a provincial hub should produce effects mainly within a single
community, with limited impact on global network function. The
removal of the sort of hubs identified in this report should pro-
duce effects withinmultiple communities, producingmore global
effects in the network. The removal of nonhub nodes should
minimally alter community and global network function. These
predictions can be tested by studying spontaneous activity,
evoked activity, and behavior in the context of transient or per-
manent inactivation of nodes. Recently, RSFC results possibly
consistent with these predictions were reported by Gratton
and colleagues (Gratton et al., 2012): lesions to nodes with
high participation coefficients decreased network modularity,
but lesions to nodes with high within-module degree did not pro-
duce such effects.
Future Directions
Our methods targeted brain regions that may play roles in multi-
ple brain systems. Lesion studies could offer strong support for
this characterization. The large nature of most lesions makes it
difficult to draw firm conclusions along such lines from the liter-
ature, but inroads may be possible using voxel-based lesion
symptom studies (e.g., Bates et al., 2003). Studies that target
hubs using TMS combined with comprehensive investigations
of cognitive function (e.g., Pitcher et al., 2009) may also possess
sufficient precision to test this hypothesis. Alternatively, investi-
gation of temporal dynamics at hub locations using RSFC,
EEG, or MEG could test and refine our observations. We are
actively pursuing the lesion-based and dynamic implications of
this work.
This study has outlined some difficulties in using graph
theoretic techniques in RSFC data. Measures like degree, and
probably path length, have unclear significance in Pearson cor-
relation networks. Other properties, like community structure
or participation coefficients, remain relatively interpretable. The
Pearson correlation is widely used in RSFC due to its familiarity,
its simplicity of interpretation (the linear dependence between
time series), and the ability to study large sets of nodes (264
and 40,100 in this study). Future studies that elaborate on the
significance of existing graph theoreticmeasures in Pearson cor-
relation networks will improve the ability of the field to utilize and
interpret such networks, as will studies that propose measures
designed for use in such networks. Alternative methods of
RSFC edge definition, perhaps based on partial correlations or
generative models, may enable more standard interpretations
of graph theoretic measures. However, experience with such
techniques is at present mainly limited to small networks (of a
few dozen nodes or less), and it is not clear how well such
approaches can scale to networks of the size explored in thisNeuron 79, 798–813, August 21, 2013 ª2013 Elsevier Inc. 809
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that expand the utility of graph theoretic approaches in RSFC
networks will be a valuable step forward for the field.
Limitations
The present work is based on analyses of RSFC data and shares
the general limitations of this technique. Two limitations are
especially worth noting.
First, RSFC is focused on low-frequency fluctuations in BOLD
signal that only indirectly reflect neuronal activity via blood
oxygenation. Our characterization of a node’s ‘‘participation’’
with different systems is inferential, based on correlations in
these spontaneous fluctuations, not demonstrations of causal
interactions. However, because temporal coherence in BOLD
activity (in fMRI or RSFC) is typically interpreted to represent
functional relationships, and because our study is essentially
exploratory, this limitation may also be viewed as a strength.
By studying spontaneous correlations, we placed no particular
limitations on the types of information processing that might
occur, thereby obtaining a less constrained, more ‘‘natural’’
sampling of interactions between brain regions than a task-
based experiment would provide.
The second principal limitation of this work is spatial resolu-
tion. In our RSFC analyses, BOLD activity is sampled in voxels
3–4 mm on each side. Blurring of data is unavoidable in the pro-
cess of data realignment, resampling, registration, and subject
averaging. As such, nearby voxels share signal for nonbiological
reasons, hampering accurate estimation of BOLD correlations
between brain regions. In network analyses, this means that
spatially proximal relationships contain artifactual influence,
but also that distant relationships (from node X to node Y) could
be influenced (if voxels similar to voxel Y are present near node
X and are blurred into X’s signal). We have made every effort to
discount these effects, including ignoring relationships between
voxels or ROIs less than 20 mm apart, reanalyzing data without
blurring, and analyzing hemispheres separately in the modified
voxelwise graphs to avoid the particularly high homotopic corre-
lations that might also reflect local blurring (though dual- and sin-
gle-hemisphere results were very similar, Figure S5). However,
some blurring of data is unavoidable, and one could argue that
participation coefficients are increased near regions of high
community density due to blurring of signals.
Although this effect is likely present, several lines of evidence
suggest that its impact is modest and did not drive the present
results. First, because we only examined strong correlations
(within the top few percentiles of positive correlations), blurring
would have to induce very large changes in correlations to create
edges that would enter our analyses for spurious reasons (unlike
if we had examined threshold-free graphs). Second, the fact that
nodes with higher participation indices did not have high degree,
despite being in the vicinity of many functional systems, also
suggests that blurring did not spuriously induce widespread
correlations to distal nodes in multiple communities at nodes
proximal to multiple systems. Finally, even if high participation
coefficients were due to proximity to multiple community repre-
sentations, it would not detract from the observation that certain
parts of the brain are densely populated with systems, or from
the predictions this observation entails.810 Neuron 79, 798–813, August 21, 2013 ª2013 Elsevier Inc.Conclusions
In this report we demonstrated that brain regions previously
identified as degree-based hubs in RSFC graphs may have
been identified because they are members of large areas or sys-
tems rather than because of special roles in information process-
ing. Guided by the intuitive notion of whatmakes hubs important,
we developed approaches to search for nodes that link different
communities of areal brain networks and to identify brain loca-
tions where multiple systems exist in close proximity. By recon-
textualizing the nature of previously reported hubs, and by
identifying a new set of hub regions with conceptually different
properties, this work generates new, spatially constrained pre-
dictions about brain function that may be tested in a variety of
experimental settings.
EXPERIMENTAL PROCEDURES
Subjects
For the main analyses, 120 healthy young adults (60M/60F; 24.7 ± 2.4 years
old) were recruited from the Washington University campus and the surround-
ing community. All subjects were native English speakers, were right-handed,
and reported no history of neurological or psychiatric disease, and none were
on psychotropic medications. For subcohort analyses, subcohorts were
matched on sex, age, and all QC-related measures (see Table S1). For the
generalizability analyses, an accessory cohort of 40 subjects from a twin study
in the general population (40F; 30.0 ± 3.2 years old) was examined. These sub-
jects were recruited with relaxed restrictions on handedness (four left-handed,
four ambidextrous), psychotropic medication use (eight subjects), and re-
ported psychiatric or neurological history (six subjects). Only one twin from
each twin pair was examined. All subjects gave informed consent and were
compensated for their participation. All data were acquired with the approval
of the Institutional Review Board at Washington University.
Data Collection and Processing
All subjects were scanned in a Siemens MAGNETOM Trio, a Tim System 3T
scanner with a Siemens 12 channel Head Matrix Coil (Erlangen, Germany). A
T1-weighted sagittal MP-RAGE was obtained (TE = 3.06 ms, TR partition =
2.4 s, TI = 1000 ms, flip angle = 8, 127 slices with 1 3 1 3 1 mm voxels). A
T2-weighted turbo spin echo structural image (TE = 84ms, TR = 6.8 s, 32 slices
with 23 13 4 mm voxels) in the same anatomical plane as the BOLD images
was also obtained to improve alignment to an atlas. Functional images were
obtained using a BOLD contrast sensitive gradient echo echo-planar
sequence (TE = 27ms, flip angle = 90, in-plane resolution = 43 4mm; volume
TR = 2.5 s).Whole brain coverage for the functional data was obtained using 32
contiguous interleaved 4 mm axial slices. The number of volumes obtained in
the main cohort was 336 ± 121 (range 184–724) and in the accessory cohort
was 386 ± 35 (range 264–396).
Functional images underwent standard fMRI preprocessing to reduce arti-
facts (Shulman et al., 2010). These steps included: (1) sinc interpolation of all
slices to the temporal midpoint of the first slice, accounting for differences in
the acquisition time of each individual slice; (2) correction for head movement
within and across runs; and (3) within-run intensity normalization to a whole
brain mode value (across voxels and TRs) of 1,000. Atlas transformation of
the functional data was computed for each individual via the MP-RAGE
scan. Each run was then resampled in atlas space on an isotropic 3 mm grid
combining movement correction and atlas transformation in a single interpo-
lation (Shulman et al., 2010).
Functional Connectivity Processing
BOLD runs were obtained from subjects fixating a white crosshair on a black
background for RSFC data. When preparing these data, standard processing
steps were utilized to reduce spurious variance unlikely to reflect neuronal
activity (Fox et al., 2009). These steps included (1) a multiple regression of
nuisance variables from the BOLD data, (2) a frequency filter (f < 0.08 Hz) using
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smoothing (6 mm full width at half maximum). Nuisance regressions included
ventricular signal averaged from ventricular regions of interest (ROIs), white
matter signal averaged from white matter ROIs, whole brain signal averaged
across the whole brain, six detrended head realignment parameters obtained
by rigid body head motion correction, and the derivatives of these signals and
parameters.
Motion Scrubbing
Head motion can cause spurious but spatially structured changes in RSFC
correlations (Power et al., 2012; Van Dijk et al., 2012). The data in this report
underwent a ‘‘scrubbing’’ procedure (see Power et al., 2012, 2013) to minimize
motion-related effects. This procedure uses temporal masks to remove
motion-contaminated data from regression and correlation calculations by
excising unwanted data and concatenating the remaining data. For this report,
the data were first processed without temporal masks. Then volume-to-vol-
ume head displacement (FD) was calculated from realignment parameters,
and volume-to-volume signal change (DVARS) was calculated from the func-
tional connectivity image. A temporal mask was formed by flagging any vol-
ume with FD > 0.2 mm, as well as volumes 2 forward and 2 back from these
FD-flagged volumes to account for modeled temporal spread of artifactual
signal during temporal filtering. Any volume with DVARS > 0.25% change in
BOLD signal was also flagged. The data were then reprocessed using tempo-
ral masks that excluded all flagged volumes. Because regressions precede
temporal filtering, the betas generated from the censored regressions were
applied to the entire uncensored data set to generate residuals, which were
temporally filtered, followed by recensoring for correlation calculations. In
this way, motion-contaminated data contributed to neither regressions nor
correlations, and temporal spread of artifactual signal during temporal filtering
was minimized by augmenting temporal masks. This procedure removed
26% ± 18% (range 1%–74%) of the data from the 120 subject cohort, leaving
245 ± 107 (range 126–715) volumes of usable data per subject. In the acces-
sory cohort, 22% ± 16% (range 4%–68%) of the data were removed, leaving
300 ± 70 (range 125–379) volumes of data per subject.
Node Definitions
For the areal network, a collection of 264 ROIs defined in Power et al. (2011)
were used as network nodes (Table S2). These ROIs represent the centers
of putative functional areas defined by task fMRI meta-analyses and by the
fc-Mapping technique (Cohen et al., 2008). All ROIs are modeled as 10 mm
diameter spheres centered upon ROI coordinates.
For the voxelwise and modified voxelwise networks, all voxels (n = 40,100)
within the AAL atlas (Tzourio-Mazoyer et al., 2002) were used as in Power
et al. (2011). All voxels are cubes with sides of 3 mm.
Edge Definitions
The subject-specific temporal masks formed from Motion Scrubbing were
applied to each subject’s reprocessed data, and a correlation matrix was
calculated from node RSFC time courses (e.g., 264 nodes yields a 264 3
264 correlation matrix in each subject). For the main analyses, 120 subject
average matrices were used. All averages and comparisons of correlations
use Fisher z(r) transformations for calculations, followed by reconversion to
Pearson r values for reporting.
In Figure 2, for consistency with the previous literature, all correlations were
used regardless of the distances between nodes. Short-distance correlations
can arise from shared patterns of local neuronal activity, but they can also arise
from data processing (e.g., blurring, reslicing) and from head motion (Power
et al., 2012). To minimize the effects of questionable correlations on network
structure, as in Power et al. (2011), short-distance correlations (Euclidean
distance <20 mm) were excluded from graph analyses in Figure 6, Figure 7,
and Figure 8.
Graph Analyses
Graphs were formed using the nodes and edges described above. Tradition-
ally, analyses of weighted graphs must ignore negative edges and explore a
range of thresholds to characterize the properties of a network (Rubinov and
Sporns, 2010). Proposals have been made to modify some graph theoreticmeasures for unthresholded matrices (Rubinov and Sporns, 2011), but
here we follow the traditional approach. Many real-world networks have
edge densities of a few percent or less (see Figure 3), and the graph mea-
sures used in this paper are developed in such networks. Accordingly, we
applied thresholds to graphs to bring them to similar levels of sparseness
(10%–2% for the areal graph, 5%–0.5% for the voxel-based graphs) as
in Power et al. (2011). In general, results are presented over a range of
thresholds to give the reader a sense of the (lack of) dependence of a prop-
erty upon thresholds, and no formal definition of threshold ranges is pro-
posed since it is essentially arbitrary. Our thresholds matched the ranges
used in Power et al. (2011), which were chosen to (1) yield complex and inter-
esting community structures (more than four communities), and (2) occupy
a range of edge densities often seen in the real-world networks in which
techniques like Infomap and measures like participation coefficients were
originally developed.
Community detection was accomplished by subjecting thresholded
(weights retained) graphs to the InfoMap algorithm (Rosvall and Bergstrom,
2008), one of the best-performing community detection algorithms currently
available (Fortunato, 2010), as in Power et al. (2011).
Degree (strength) was calculated as the sum of binary (weighted) edges on
a node at a given threshold. Participation coefficients and within-module
Z scores were calculated after Guimera` and Nunes Amaral (2005) on thresh-
olded graphs. Relevant formulas are provided below.
Degree for node i is defined as ki =
P
jAij , where Aij is the adjacency matrix of
the graph. Within-module Z score for node i is defined as zi = e^i  e^si =osi ,
where e^i is the number of edges of node i to other nodes in its module si, e^si
is the average of e^ over all the nodes in si , and osi is the standard deviation
of e^ in si. Participation index for node i is defined as Pi = 1
PNM
s=1ðe^is=kiÞ2,
where e^is is the number of edges of node i to nodes inmodule s, ki is the degree
of node i, and NM is the total number of modules in the graph.
In Figure 6, the areal graph was analyzed at nine thresholds (10%–2% edge
density in 1% steps), and the participation coefficients arising from InfoMap
community assignments were summed and plotted as the proportion of the
theoretical upper bound attainable over thresholds.
In Figure 7, the modified voxelwise network was analyzed at five thresholds
(2.5%–0.5% edge density in 0.5% steps; these thresholds all displayed com-
plex community structure and focal articulation points, see Figure S4), and the
number of unique communities present within a certain radius of the center of a
source voxel was calculated using InfoMap community assignments. Radii of
5–10mm in 1mm steps were sampled. Thus Figure 7 shows the results pooled
from 30 analyses (5 thresholds 3 6 radii; each analysis normalized to its
maximal value).
Computations and Visualizations
MRI preprocessing and RSFC processing were performed with in-house soft-
ware. Network calculations were performed in Matlab (2007a, TheMathworks,
Natick, MA). Brain visualizations were created with Caret software and the
PALS surface (Van Essen, 2005; Van Essen et al., 2001). Consensus assign-
ments from Power et al. (2011) are available at http://sumsdb.wustl.edu/
sums/directory.do?id=8293343&dir_name=power_Neuron11.
Real-World Graphs
The real-world graphspresented in Figure 3, Figure 4, andFigureS1arepublicly
availabledata sets (http://www-personal.umich.edu/mejn/netdata/). Thecita-
tions for the networks are as follows: yeast protein, Jeong et al. (2000); network
science cocitation, Newman (2006); political blogs, Adamic and Glance (2005);
LesMiserables word co-occurrence, Knuth (1993); high-energy theory collabo-
rations, Newman (2001); NCAA football, Girvan and Newman (2002); USA
power grid, Watts and Strogatz (1998); C. elegans neural network, Watts and
Strogatz (1998); karate club, Zachary (1977); dolphins, Lusseau et al. (2003);
Internet, Mark Newman, unpublished; macaque, Harriger et al. (2012); jazz mu-
sicians, Gleiser and Danon (2003); PGP, Bogun˜a´ et al. (2004); GDP, Frank and
Asuncion (2010); GDP by country in present-day dollars, 1969–present, http://
www.ers.usda.gov/data-products/international-macroeconomic-data-set.
aspx; S&P 500 2009–2010, http://pages.swcp.com/stocks/#historical%
20data; and U.S. House of Representatives voting patterns, 1984, http://
archive.ics.uci.edu/ml/datasets/Congressional+Voting+Records.Neuron 79, 798–813, August 21, 2013 ª2013 Elsevier Inc. 811
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HR1984 data set, one representative was removed who abstained from every
vote. For the S&P 500 data set, if a stock was off of the S&P for more than 5 of
the possible 245 days, it was removed from the analysis. All other missing days
were replacedwith within-stockmean values. Real-world correlation networks
were analyzed with and without global signal regression. For congruence with
RSFC results, results with global signal regression are presented. Results
without global signal regression were similar, with even stronger relationships
between community size and node strength.
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