Abstract-In mobile ad hoc networks, many routing protocols use broadcast mechanism to find route whereas one of the wireless network challenges is the bandwidth optimisation. This mechanism increases the control overhead and consumes bandwidth and energy. The overhead penalty increases with the density and the network size. Thus is important to reduce the number of participants in that mechanism. One of the used solutions consists of determining clusterheads nodes. In this paper, we propose an algorithm for choosing clusterheads (SRCAC). Each node in the network broadcasts its ID, status and election index. The election index is a combination of potentiality index and stability index. The potentiality index is a linear combination of the mobile resources like processor speed, RAM and ROM memories. The stability index shows the cluster life time. Then, we use SRCAC to build clusters. We suggest a backup clusterhead which could become the principal clusterhead when the first breaks down. To improve the reliability of interclusters communications, we build a mesh between gateway and distributed gateway. Moreover, we introduce Quality of Service (QoS) constraints in the ODMRP (On Demand Multicast Routing Protocol) mobility prediction version. We compare our algorithm with the WCA (Weighted Clustering Algorithm for Mobile Ad hoc Networks) algorithm in terms of clusterheads. The results show that our algorithm performs better than the WCA and, finally, the deterioration of the performances imposed by the constraints on this ODMRP version is unimportant.
I. INTRODUCTION
Mobile Ad hoc Networks (MANET) are self configuring wireless networks without any infrastructure. In these networks, transmission range, energy and bandwidth are limited. Due to node's mobility, many routing algorithms use broadcast mechanisms [1] to find routes from source to destination. But, the mechanism increases the control overhead by redundant messages and then consumes bandwidth and energy. The penalty increases with the density and the size of the network. It is then important to reduce the number of participants in that mechanism. The Clustering concept is one of the solutions used to solve this problem [2] - [5] . It facilitates network management, spatial reuse and transmission channel sharing. Several procedures have been proposed for building clusters. Some researches determine distributed protocols [3] , [6] - [9] , others a dominant set of nodes known as clusterheads [2] , [10] - [13] . Clusterheads are responsible for the formation of clusters and maintenance of network topology. They are also responsible for intra-cluster and inter-cluster communications.
Several parameters have been used to choose clusterheads. Gerla and Parekh [3] proposed the "Highest-Degree heuristic" which chooses as clusterhead the node with the maximum neighbors. Two nodes are considered as geographic neighbors if the distance between them is smaller than the transmission range. Those neighbors become members of the formed cluster and can no longer participate in choosing a clusterhead. Another algorithm is "Node-Weight heuristic" proposed in [1] . In that heuristic the node which has maximum weight is chosen as a clusterhead. In [14] , Chaterjee et al. show the limitations of these algorithms and propose WCA (Weighted Clustering Algorithm for Mobile Ad hoc Networks) algorithm. This algorithm takes into account several system parameters such as ideal degree, transmission power and mobility as well as battery power of the mobile nodes.
However, any of these algorithms considers node resource or cluster's stability. Indeed, a laptop can assume routing function better than a simple PDA or a mobile phone for example. In some researches, where mobile nodes have GPS (Global Positioning System) interfaces [15] , mobility is computed from a reference associated with the GPS system. The mobility has been used in clusterhead election [16] . However, a node with less mobility in that reference can have a high relative mobility relatively to its neighbors or vice versa.
Some addressing types like basic addressing and hierarchical addressing have been used in basic architectures. However, the basic architecture has some limitations and is not reliable. Indeed, in this network, we can have real time applications whose principal constraint is the end-to-end delay or best effort applications where the only needed parameter is reliability. The basic architecture was proposed for non dense networks. In a dense network, gateways and distributed gateways can be in the same transmission range.
In the literature, the ODMRP protocol has been identified as one of the most robust and adapted routing protocols for mobile ad hoc networks. The mobility prediction method was already integrated into this protocol to choose route using TROUBADOR PUBLISHING LTD the stability metric instead of the end-to-end delay metric. However, a route can be stable and impose a high value of endto-end delay. This is not acceptable for real time applications. In this paper, we propose the Stability and Resource Consideration Algorithm for Clustering in Mobile Ad hoc Networks (SRCAC). This algorithm takes into consideration the node resources and the stability of cluster that each mobile node can build. It defines an election index as a combined weight of potentiality index and stability index [17] . The potentiality index is a linear combination of the mobile resources like RAM, ROM memories and processor speed. When choosing a mobile node with high potentiality index, they try to improve end-toend delay. The stability index shows the cluster life time. With stable clusters, the frequency of reaffiliation must be reduced and bandwidth optimized. The mobility prediction method [18] is used to calculate link expiration time (LET). That method uses characteristics of movement like speed, coordinates and direction as given by the GPS system. The average of the LET of the all links between the node and its neighbors is considered as the cluster's stability. Moreover, we propose a new architecture and a new routing algorithm. In the new architecture, we use the SRCAC to build clusters and to give status to each mobile node. We build mesh between gateways and distributed gateways which are in the same transmission range to improve the network reliability, specifically for interclusters communications. In the new routing algorithm we introduce Quality of Service (QoS) constraints in ODMRP mobility prediction version. The rest of the paper is organized as follows. In Section II, we summarize background and related work. In Section III, we propose a new architecture and a new routing algorithm. Performance evaluation is presented in Section IV while Section V concludes.
II. BACKGROUND AND RELATED WORK
Several algorithms have been proposed to choose clusterheads in the literature. They include: "Lowest-ID heuristic" proposed by Baker and Ephremides [3] , [16] . This heuristic assigns a unique ID to each mobile node and chooses the minimum ID as the clusterhead. The second heuristic is the "Highest-Degree heuristic" proposed by Gerla and Parekh [3] . It chooses a node with the maximum neighbors to be a clusterhead. Two nodes are considered as geographic neighbors if the distance between them is smaller than the transmission range. Those neighbors become members of the formed cluster and can no longer participate in choosing a clusterhead. The third heuristic is "Node-Weight heuristic" proposed in [3] . In this heuristic, each mobile node is assigned weight based on its suitability to be a clusterhead. The node with the maximum weight is chosen as a clusterhead.
The limitations of the three algorithms have been demonstrated in [7] . None of them was optimal to choose clusterheads. Each deals with only a subset of parameters which can impose some constraints on the system. Each heuristic is suitable to a specific application. Indeed, in the "Lowest-ID heuristic", node IDs are arbitrarily assigned without considering the ability of each node to become a clusterhead. As IDs do not often change, the clusterheads tend to keep their responsibilities more time than necessary. In the "HighestDegree heuristic", a mobile node can have more neighbors than it can support because of resource limitations, even if they are direct neighbors and are in the transmission range. The "Node-Weight heuristic" does not take into account the execution time of the algorithm during which a mobile node awaits for neighbors' response to make decision of being a clusterhead or an ordinary node.
From these limitations, the WCA (Weighted Clustering Algorithm for Mobile Ad hoc Networks) has been proposed [3] . This algorithm takes into account several system parameters such as ideal degree, transmission power, mobility, as well as batteries' power of the mobile nodes. The most known protocols used in classical architectures are: HSR (Hierarchical State Routing Protocol) [19] , CGSR (Clusterhead Switch Routing) [14] , CBRP (Cluster Based Routing Protocol) [20] and ARC (Adaptive Routing Protocol) [11] . In HSR, the network is subdivided in clusters in which clusterheads are elected. The clustering procedure is then applied to the set of clusterheads. The procedure continues until a group of two mobile nodes is constituted. The main advantage of this protocol is that it uses hierarchical addressing. In each group, the mobile node uses this address to make a locally update of it is HID (Hierarchical Identifier) when it receives data from higher level. HSR makes physical and logical partitions. Then, a logical address and a host name are associated to each network element.
In CGSR protocol, the network elements are grouped into clusters. In each cluster, a clusterhead is elected. When a source S wants to communicate with a destination D, S transmits the packets to it is clusterhead. When S and D are not in the same cluster, the clusterhead sends the packet to the gateway which forwards it to the next clusterhead. The procedure is repeated until the clusterhead in which is the destination is reached. This one forwards the packet to D. When the gateway receives a packet, it searches for the nearest clusterhead on the path towards the destination using the routing table and the member's table. This manner ensures a deterministic and effective process for the routing of information. However, it can choose a nonoptimal path between source and destination. In CBRP protocol, mobile nodes are grouped into clusters. In clustering mechanism, a mobile node which does not have a status sets a timer and broadcasts a "Hello" message. When a clusterhead receives the "Hello" message, it sends immediately the response to the source. This one becomes member when it receives the packet. However, if after a time-out delay the source does not receive a response, it becomes a clusterhead itself.
In this protocol, if a source has packets to send to a destination, it broadcasts a route request only to clusterheads. A clusterhead which receives the route request verify if the destination is not in it is member table. If so, it directly sends the request to the destination. If not, it broadcasts the route request to the close clusterheads. The clusterheads address is included in the route request. The clustehead is unaware of any already treated route request. When the destination receives the route request packet, it answers by sending the path which was safeguarded in the request. After a time-out, if the source does not receive an answer, it sends the request again. If a mobile node detects a failing link, it sends back to the source an error message. Then, it applies a local repair mechanism. In this mechanism, the mobile node tries to send packets through neighbor nodes. If so, the data are sent by using the repaired road. Fig. 1 shows a basic architecture. In this architecture, two addressing types can be used: basic addressing and hierarchical addressing. In the basic addressing, routes are recorded node by node and only one route from source to destination is selected. When a link (for example if the link CLH1-G1) is broken, all routes using that link are broken and must be repaired. In hierarchical addressing, any gateway between two clusterheads can be used to route packets.
For example, in ARC (Adaptive Routing Protocol), a mobile node has one or two tables depending on its status. If it is clusterhead, it maintains two tables. The first table contains the all nodes the clusterhead is responsible for. The second table contains the clusterheads which are neighbors and the gateways it can use to reach them. Ordinary nodes maintain only one table in which there is clusterhead it can reach through gateway or distributed gateway. However, this architecture has some limitations and is not reliable. Indeed, in this network, we can have real time applications whose principal constraint is end-to-end delay or best effort applications where the only constraint is reliability.
III. PROPOSED ARCHITECTURE

A. The algorithm for clustering in mobile ad hoc networks
In Ad hoc networks, laptops, PDAs or cellular phones can either become mobile nodes which can transmit and receive data or assume routing function. However, they do not have the same potentiality to assume some jobs. For example, a PDA does not have sufficient memory to store much quantity of routing information. It is not able to transmit some packets for which the source and destination nodes are laptops. It is important to consider node resources in ad hoc networks. Indeed, sufficient RAM memory and high speed processor can improve processing time and reduce end-to-end delay. ROM memory is used to store routing information. Mobile nodes move from one cluster to another. It results a reaffiliation mechanism [3] . This mechanism increases message overhead and consumes bandwidth. To reduce reaffiliation overhead, we must have stable clusters. We can use the mobility prediction method [15] to evaluate the cluster lifetime.
The SRCAC (Stability and Resource Consideration Algorithm for Clustering in Mobile Ad hoc Networks) is the name of the proposed algorithm. It consists of 6 steps:
Step 1: Computes potentiality index To compute this index, we use three parameters: processor speed (Î ÔÖÓ ×× ), ROM (Å ÖÓÑ ) and RAM (Å Ö Ñ ) memories.
The values of « ½ , « ¾ , « ¿ depend on the type of application that will be supported by the network. Indeed, in real time applications « ½ « ¿ « ¾ while « ¾ « ¿ « ½ in best effort applications.
Step 
Step 4: For each mobile node, compute the election index by using the following equation:
Step 5: The mobile node with the highest Ð Ø ÓÒ Ò Ü, if it is not yet affiliated, becomes a clusterhead. All of its neighbors change status. An ordinary node becomes a gateway, otherwise it becomes an ordinary node in that cluster. All of the affiliated nodes cannot participate again in the election procedure. Note that we can identify a distributed gateway by looking for ordinary nodes which can communicate directly.
Step 6: Repeats steps 2-5 for the remaining nodes not yet selected as clusterhead or assigned to a cluster.
B. The algorithm for clustering in mobile ad hoc networks
We propose an architecture where we consider that each mobile node has GPS (Global Positioning System) tool and we are inspired by battlefield and medical applications. In the battle field case, suppose that we have a coalition of several armies having to carry out a united nation mission in a desert. Each army consists of battalions in which commanders give orders. In each battalion, commander can be replaced in case of problem. At each time, the commander must know each soldier's localization. However, there are simple soldiers and transmission agent who receive and execute orders. In this case, if each soldier has a laptop, PDA or a mobile TROUBADOR PUBLISHING LTD phone, battalion can constitute a mobile ad hoc network. The commanders must have additional memories in their laptop to store and maintain information of their battalions.
Here, for any communication he wants to do, each soldier must communicate with his commander and he can transmit information from the commander to other soldiers. For the all armies, there must be coordination.
In the medicine case, we can have specialists, doctors or other persons who are working in a desert area. They have to exchange data and sometimes execute real time applications. Moreover, if there is more than one specialist they must work in coordination. Figure 2 illustrates the proposed architecture. CLHP1 and CLHP2 are the main clusterheads while clhs1 and clhs2 are secondary clusterheads.
In hierarchical addressing or basic addressing, CLHP-G-CLHP is a path of each routes for inter clusters communications. However, when the network is dense, gateway and distributed gateway can be in the same transmission range. More links can improve the network reliability and gives much flexibility to choose links satisfying some constraints and metrics. In that way, it is better to construct a mesh between gateways and distributed gateways which are in the same transmission range. For example, if mobile node S in cluster 1 has best effort traffic to send to D, S-CLHP1-DG1-G3-G2-CLHP2-D can be a route from S to D if it has the best value of RET (Route expiration Time). However, if there is any additional constraint like end-to-end delay, buffer capacity or bandwidth constraints, the previous route can not be used. We can for example use S-CLHP1-DG1-DG2-CLHP2-D as route. In our architecture, we choose as route the path between S and D which satisfies constraints and has high value of RET (Route Expiration Time). As clusterheads are single point of failure, it is better to have a backup clusterhead. Indeed, the clusterheads have information tables which should be lost if it breaks down. In this paper, we will not discuss about the communication between the main and the secondary cluster heads.
Many multicast routing protocols for mobile ad hoc networks are discussed in the literature. For those protocols, endto-end delay is the privileged metric they use to choose a route between a source and a destination. In literature, mobility prediction method has been used to choose route. However, it supposes GPS infrastructures. Mobility prediction method gives some advantages. Indeed, another route is chosen before the first is broken. In other multicast protocols, end-to-end delay is the metric. However, the network can run real-time or best effort applications. Then, it is important to include quality of service in multicast protocols. In addition of route's stability, real-time applications have some constraints like bandwidth, end-to-end delay which must be respected. For best effort applications, the constraint is network reliability. We apply quality of service constraints at the mobility prediction version of ODMRP multicast protocol (Fig. 3) . Suppose that in our architecture, an ordinary node no in cluster has a traffic to send to a destination node in cluster , ( ). Suppose a traffic ( , Ö), and where is the packet size, Ö the traffic rate, the bandwidth, and the end-to-end transmission delay. As the probability that the destination does not have enough resources to compute the routing algorithm is not zero, the clusterhead where is , has to choose the route from Ë to . Then, when the clusterhead receives the traffic from node Ë, it forwards it to the gateway and distributed gateway. They add to the route request packet, the minimal Ä Ì and the residual bandwidth Ö . Ö is the cumulative end-to-end delay. If buffer size is higher than the buffer size specified in the route request packet, the gateway, distributed gateway and clusterheads forward the route request packet until it reachs the clusterheads where 
IV. IMPLEMENTATION AND PERFORMANCE EVALUATION
A. SRCAC algorithm evaluation
In this section, we compare the performance of the two algorithms. For the "WCA", we maintain the values for the coefficients as presented in [7] Table I shows the different indexes for each node. To measure the performance of the two algorithms, the number of clusterheads is used as a metric. Note that there are other metrics like the number of reaffiliations and the number of dominant set updates [7] . To illustrate our proposition, we compare the two algorithms for the same transmission range (100m) and the same number of the elected clusters. ), The cumulative end-to -end delay and de transmission time on link ( j , D ) is less than the constraint value of the end-to -end delay, The residual buffer size is higher than the constraint value of buffer size indicated in the route request packet. T hen j sends the packet toD E lse If( the packet received is not duplicate and has no QoS necessityindicat ion) Thenj sends the packet through the links which
are not yet saturated Else the packet is re jected. Else
The current node is a clusterhead where the destination is affiliated (CLHP< -D ), run the route selection procedure. END To analyze the case where mobile nodes have different transmission ranges, we use a configuration in which the transmission range varies from 25 to 45m. We vary the transmission range from 0 to 55m. Fig. 4(c) shows that SRCAC achieves better performance than the WCA for every transmission range.
B. Routing algorithm evaluation
To evaluate the performance of our proposal, we use GloMoSim 2.0 as simulation tool and add some additional fields in Message and Join Reply packets. When a source node sends the Message packets, it applies its coordinates and speed, then initializes at MAX-RET-VALUE the field used to save the RET value. When a mobile node receives a route request message, it predicts the link expiration time (LET) of the link between it and its predecessor. The minimum between the calculated LET and the RET specified in the route request is considered as the new RET. If the mobile node is a multicast receiver, it generates a Join Reply packet in which it inserts the RET and broadcast it. If a multicast group member receives several Join Reply tables, it inserts the smallest value of the RET into a single table and broadcast it. In order to include QoS constraints, we modified Message and Join Reply packets. When a source node sends a route request, it adds its requirements (bandwidth, end-to-end delay and buffer) for quality of service (QOS BP exige, QOS delai exige, QOS TC exige). It adds two fields respectively to preserve the minimal band-width and the minimum buffer capacity. The source initializes these fields with the initial values of the two parameters. There are two options to implement our proposition. In the first option, each mobile node which receives the route request packet verifies if the bandwidth and the buffer capacity indicated in the QoS field are less than the bandwidth and the buffer capacity it has, in this case, the node forwards the route request packet. If not, it rejects the packet. However, this option can introduce more complexity. In the second option, each mobile node which receives a route request packet replaces the field of minimal bandwidth and the minimal buffer capacity by the minimum between them and the residual bandwidth and residual buffer capacity before it forwards the route request packet. The procedure continues until the packet arrives to the clusterhead in which there is the destination. The clusterhead selects between the routes which respect constraints, the route with a high Route Expiration Time (RET). The cluster head sends to the source a Join-Reply packet in which it includes the reserved bandwidth and buffer size capacity. All mobile nodes on the selected route update their resources.
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In our implementation we chose the second option. The glomo node str have been modified to take into account the node status, the resources (before and after reservation) and the quality of service requirements. In simulations, we used 20 mobile nodes and we consider a transmission range of 80m, a bandwidth of 2 Mbits/sec, a free space propagation model and 802.11 as MAC layer protocol.
We analyze the impact of the quality of service constraints on the performances of the mobility prediction version of ODMRP. Two metrics can change: the end-to-end delay and the control overhead. We use Constant Bite Rate (CBR) application. We vary two parameters: the multicast group density and the multicast source number.
In the first scenario, multicast source number is fixed at 2 and the multicast group density is varied from 2 to 10; In the second scenario, the multicast group density is fixed at 10 and we vary the multicast source number form 1 to 10. Figure 5 shows the end-to-end variation in function of multicast group size whereas Fig. 6 illustrates the control overhead when multicast source number is varied. We can see in Fig. 5 that the end-to-end delay decreases when the multicast group size increases. For both PMC (Mobility Prediction with con- straints) and PMSC (Mobility Prediction without Constraints) schemes, the delays are like the same. The small difference we observe is due to the execution time during which the clusterhead in which there is the destination checks the QoS constraints. Fig. 6 shows the variation of the control overhead according to the number of sources. This overhead increases with the number of multicast sources number (PMC and PMSC). The only cases we have different values is the cases of 3 and 6 sources.
V. CONCLUSION
In this paper, we proposed a stability and potentiality index based on clustering algorithm. The algorithm chooses as clusterhead the node having the highest potentiality index to improve the end-to-end delay. It forms stable clusters to minimize the invocation of the election algorithm. We compared our algorithm to the WCA algorithm by considering the clusterhead as the metric. The results show that SRCAC performs better than WCA. This is because of the stability index ( Ì), which is the variable part of the Ð Ø ÓÒ Ò Ü, is a function of transmission range. Transmission range is used to build a cluster in the two algorithms but WCA algorithm does not consider it in choosing clusterheads. We presented some improvements to add to a basic architecture. Thus, we build a mesh between gateway and distributed gateway which are in the same transmission range in order to improve the network reliability. Moreover, we proposed a replication between the primary clusterhead and the back up clusterhead to increase the service availability of the result architecture. It is also necessary to include QoS constraints to choose a stable route.
Among the multicast routing protocols, ODMRP was identified as one of the most adapted to ad hoc networks. We include to the Mobility prediction version of ODMRP protocol the QoS (Quality of Service) constraints. By adding these constraints, Mobility prediction version of ODMRP protocol ensures that the selected route will be able to forward real-time traffic GloMoSim simulator was used to evaluate the impact of our proposal on the protocol performances. The end-to-end delay and the control overhead metrics could vary. Performance analysis using end-to-end delay and control overhead as metrics shows that the performance deterioration imposed by adding QoS constraints is unimportant. We concluded that is necessary to add the QoS constraints to choose stable route between a source and a destination.
In the future work, we will try to implement the case where the mobile nodes have different communications interfaces. We will try to implement the updates between the principal clusterhead and the secondary clusterhead.
