We develop a discrete-time affine stochastic volatility model with time-varying conditional skewness (SVS). Importantly, we disentangle the dynamics of conditional volatility and conditional skewness in a coherent way. Our approach allows current asset returns to be asymmetric conditional on current factors and past information, what we term contemporaneous asymmetry. Conditional skewness is an explicit combination of the conditional leverage effect and contemporaneous asymmetry. We derive analytical formulas for various return moments that are used for generalized method of moments (GMM) estimation. Applying our approach to S&P500 index daily returns and option data, we show that one-and two-factor SVS models provide a better fit for both the historical and the risk-neutral distribution of returns, compared to existing affine generalized autoregressive conditional heteroskedasticity (GARCH), and stochastic volatility with jumps (SVJ) models. Our results are not due to an overparameterization of the model: the one-factor SVS models have the same number of parameters as their one-factor GARCH competitors and less than the SVJ benchmark.
models provide the best fit of these moments and, among them, the two-factor SVS model does better than the two-factor GARCH model.
Our results point out the benefit of allowing for conditional skewness in returns. Our one-factor SVS model with contemporaneous normality (i.e when current asset returns are gaussian conditional on current factors and past information), which has both conditional skewness and leverage effect, fits better than the GARCH model of Heston and Nandi (2000) , which has conditional normality and leverage effect, although both models share the same number of parameters. Our results also
show that the SVS model with contemporaneous normality is more parsimonious than the inverse Gaussian GARCH model of Christoffersen et al. (2006) , which has one more parameter and nests the GARCH model of Heston and Nandi (2000) . In fact, the SVS model with contemporaneous normality and the inverse Gaussian GARCH model have an equal fit of the historical dynamics, which is dominated by the SVS model with contemporaneous asymmetry. Interestingly, we find that the SVJ model, despite a significantly higher number of parameters, is outperformed by the one-factor SVS competitor. However, their overall fits of option data are comparable.
Fitting the risk-neutral dynamics using S&P500 option data, we find that explicitly allowing for contemporaneous asymmetry in the one-factor SVS model leads to substantial gains in option pricing. We compare models using the option implied-volatility root-mean-square error (IVRMSE).
The one-factor SVS model with contemporaneous asymmetry outperforms the two benchmark onefactor GARCH models in the overall fit of option data and across all option categories as well. The IVRMSE of the SVS model is about 23.26% and 19.85% below that of the GARCH models. The two-factor models show the best fit of option data overall and across all categories, and they have a comparable fit overall. The two-factor SVS model has an overall IVRMSE of 2.98%, compared to 3.00% for the two-factor GARCH model. The rest of the paper is organized as follows. Section 2 discusses existing discrete-time affine GARCH and SV models and their limitations. Section 3 introduces our discrete-time SVS model and discusses the new features relative to existing models. Section 4 estimates various SVS, GARCH and SVJ models on S&P500 index daily returns and provides comparisons and diagnostics. Section 5 estimates SVS models, together with competitive GARCH and SVJ models, using S&P500 index daily option data, and provides comparisons and diagnostics. Section 6 concludes. An external appendix containing additional materials and proofs is available from the authors' webpages.
Discrete-Time Affine Models: An Overview
A discrete-time affine latent-factor model of returns with time-varying conditional moments may be characterized by its conditional log moment-generating function: Ψ t (x, y; θ) = ln E t exp xr t+1 + y l t+1 = A (x, y; θ) + B (x, y; θ) l t ,
where E t [·] ≡ E [· | I t ] denotes the expectation conditional on a well-specified information set I t , r t is the observable returns, l t = (l 1t , .., l Kt ) is the vector of latent factors and θ is the vector of parameters. Note that the conditional moment-generating function is exponentially linear in the latent variable l t only. Bates (2006) refers to such a process as semi-affine. All the models considered in this article belong to the semi-affine class. In what follows, the parameter θ is withdrawn from functions A and B for expositional purposes. In this section, we discuss discrete-time affine GARCH
and SV models and their limitations, which we want to overcome by introducing a new discrete-time affine SV model featuring conditional skewness.
The following SV models are discrete-time semi-affine univariate latent-factor models of returns considered in several empirical studies. The dynamics of returns is given by
where the volatility process satisfies one of the following:
and where u t+1 and ε t+1 are two i.i.d. standard normal shocks. The parameter vector θ is (µ r , λ h , µ h , φ h , α h , β h , ρ rh ) with volatility dynamics (3), whereas it is (µ r , λ h , µ h , φ h , σ h ) with autoregressive Gaussian volatility (4) and finally (µ r , λ h , µ h , φ h , σ h , ρ rh ) with square-root volatility (5), where ρ rh denotes the conditional correlation between the shocks u t+1 and ε t+1 . The special case ρ rh = 1 in the volatility dynamics (3) corresponds to Heston and Nandi's (2000) GARCH model, which henceforth we refer to as HN.
Note that volatility processes (4) and (5) are not well defined, since h t can take negative values.
This can also arise with process (3) unless the parameters satisfy several constraints. In simulations, for example, one should be careful when using a reflecting barrier at a small positive number to ensure the positivity of simulated volatility samples. Besides, if the volatility shock ε t+1 in (4) is allowed to be correlated to the return shock u t+1 in (2), then the model represented by the equations (2) and (4) loses its affine property. Also notice that the conditional skewness of returns in these SV models is zero. To the contrary, asymmetric conditional distributions of returns have been considered in the affine GARCH literature which we also discuss in this article. Christoffersen et al. (2006) propose an affine GARCH model that allows conditional skewness in returns, specified by
where, given the available information at time t, y t+1 has an inverse Gaussian distribution with the degree-of-freedom parameter h t η 2 h . Alternatively, y t+1 may be written as
where z t+1 follows a standardized inverse Gaussian distribution with parameter s t = 3η h / √ h t . The standardized inverse Gaussian distribution is introduced in Section 3.1.1. Interestingly, Christoffersen et al. (2006) provide a reparameterization of their model so that HN appears to be a limit as η h approaches zero:
Henceforth we refer to this specification as CHJ.
While CHJ allows for both the leverage effect and conditional skewness, it does not separate the volatility of volatility from the leverage effect on the one hand, and conditional skewness from volatility on the other hand. In particular, conditional skewness and volatility are related by
In consequence, the sign of conditional skewness is constant over time and equal to the sign of the parameter η h . This contrasts with the empirical evidence in Harvey and Siddique (1999) that conditional skewness changes sign over time. Feunou et al.'s (2011) findings also suggest that, although conditional skewness is centered around a negative value, return skewness may take positive values.
Richer models of return volatility may also include several volatility components. In an affine setting, Christoffersen et al. (2008) introduce a two-factor generalization of HN to long-and shortrun volatility components, which henceforth we refer to as CJOW. In addition to the dynamics of return (2), the volatility dynamics may be written as follows:
with µ 1h = 0, since only the sum µ 1h + µ 2h is identifiable.
Regarding the SV literature, most of the existing SV models assume that the return innovation is normally distributed conditional on the information set; see, for example, Taylor(1986 Taylor( , 1994 , Jacquier et al. (1994) , Mahieu and Schotman (1998) and Kim et al. (1998) . In the studies of Ruiz (1994), Harvey et al. (1994) , Sandmann and Koopman (1998 ), Jacquier et al. (2004 ), and Chib et al. (2002 the basic SV model is extended to allow for a heavy-tailed conditional distribution of returns. In addition, a correlation between return and variance innovations, the leverage effect, is introduced in Jacquier et al. (2004) . As shown by Liesenfeld and Jung (2000) , heavy-tailed distributions allow to capture more adequately the leptokurtic distribution of the returns and the low but slowly decaying autocorrelation functions of the squared returns. This corroborates Bai et al. (2003) who show how volatility clustering and conditional non-normality contribute interactively and symmetrically to the unconditional kurtosis of returns. However, none of these papers assume an asymmetric conditional distribution of returns and, moreover they are all non-affine models.
Instead, we analyse the impact of conditional non-normality with a focus on the asymmetry of the conditional return distribution. Indeed, leverage effect alone is not enough to account for both the unconditional skewness and long-horizon cross-correlations between returns and squared returns.
We also focus on affine models as they allow for closed-form return moments and option prices.
In the next section, we develop an affine multivariate latent-factor model of returns such that both conditional variance h t and conditional skewness s t are stochastic. We refer to such a model as SVS. The proposed model is parsimonious and solves for the limitations of existing models.
Later in Sections 4 and 5, we use S&P500 index returns and option data to examine the relative performance of the one-and two-factor SVS to the GARCH alternatives (HN, CHJ and CJOW).
3 Building an SV Model with Conditional Skewness
The Model Structure
For each variable in what follows, the time subscript denotes the date from which the value of the variable is observed by the economic agent; to simplify notations, the usual scalar operators will also apply to vectors element-by-element. The joint distribution of returns r t+1 and latent factors σ 2 t+1 conditional on previous information denoted I t and containing previous realizations of returns r t = {r t , r t−1 , ...} and latent factors σ 2 t = {σ 2 t , σ 2 t−1 , ...} may be decomposed as follows:
Based on this, our modeling strategy consists of specifying, in a first step, the distribution of returns conditional on factors and previous information, and, in a second step, the dynamics of the factors.
The first step will be characterized by inverse Gaussian shocks, and the second step will follow a multivariate autoregressive gamma process.
Standardized Inverse Gaussian Shocks
The dynamics of returns in our model is built upon shocks drawn from a standardized inverse Gaussian distribution. The inverse Gaussian process has been investigated by Jensen and Lunde (2001) , Forsberg and Bollerslev (2002) , and Christoffersen et al. (2006) . See also the excellent overview of related processes in Barndorff-Nielsen and Shephard (2001) .
The log moment-generating function of a discrete random variable that follows a standardized inverse Gaussian distribution of parameter s, denoted SIG (s), is given by
For such a random variable, one has E [X] = 0, E X 2 = 1 and E X 3 = s, meaning that s is the skewness of X. In addition to the fact that the SIG distribution is directly parameterized by its skewness, the limiting distribution when the skewness s tends to zero is the standard normal distribution, that is SIG (0) ≡ N (0, 1). This particularity makes the SIG an ideal building block for studying departures from normality.
Autoregressive Gamma Latent Factors
The conditional distribution of returns is further characterized by K latent factors, the components of the K-dimensional vector process σ 2 t+1 . We assume that σ 2 t+1 is a multivariate autoregressive gamma process with mutually independent components. We use this process to guarantee the positivity of the volatility factors so that volatility itself is well defined. Its cumulant-generating function, conditional on I t , is given by
Each factor σ 2 i,t is a univariate autoregressive gamma process, which is an AR(1) process with persistence parameter φ i . The parameters ν i and α i are related to persistence, unconditional mean µ i and unconditional variance ω i as ν i = µ 2 i /ω i and
treatment of the univariate autoregressive gamma process can be found in Gourieroux and Jasiak (2006) and Darolles et al. (2006) . Their analysis is extended to the multivariate case and applied to the term structure of interest rates modeling by Le et al. (2010) . The autoregressive gamma process also represents the discrete-time counterpart to the continuous-time square-root process that has previously been examined in the SV literature (see, for example, Singleton 2006, p. 110) .
We denote by m σ t , v σ t and ξ σ t the K-dimensional vectors of conditional means, variances, and third moments of the individual factors, respectively. Their ith component is given by
The AR(1) process σ 2 i,t thus has the formal representation
where v σ i,t is given in equation (14) and z i,t+1 is an error with mean zero and unit variance and
. The conditional density function of an autoregressive gamma process is obtained as a convolution of the standard gamma and Poisson distributions. A discussion and a formal expression of that density can be found in Singleton (2006, p. 109) .
The Dynamics of Returns
Formally, we assume that logarithmic returns have the following dynamics:
where P is the price of the asset, µ r t ≡ E t [r t+1 | I t ] denotes the expected (or conditional mean of) returns, which we assume are given by
and u r t+1 ≡ r t+1 − E t [r t+1 | I t ] represents the unexpected (or innovation of) returns, which we assume are given by
Our modeling strategy thus decomposes unexpected returns into two parts: a contribution due to factor innovations and another due to shocks that are orthogonal to factor innovations. We assume that the ith component of this K-dimensional vector of shocks u t+1 has a standardized inverse Gaussian distribution, conditional on factors and past information,
and that the K return shocks are mutually independent conditionally on σ 2 t+1 , I t . If η i = 0, then u i,t+1 is a standard normal shock.
Under these assumptions, we have
where the function ψ (·, s) is the cumulant-generating function of the standardized inverse Gaussian distribution with skewness s as defined in equation (12). In total, the model has 1 + 6K parameters grouped in the vector θ = λ 0 , λ , β , η , µ , φ , ω . The scalar λ 0 is the drift coefficient in conditional expected returns. All vector parameters in θ are K-dimensional. Namely, the vector λ contains loadings of expected returns on the K factors, the vector β contains loadings of returns on the K factor innovations, the vector η contains skewness coefficients of the K standardized inverse Gaussian shocks, and the vectors µ, φ and ω contain unconditional means, persistence and variances of the K factors, respectively.
Although, for the purpose of this paper, we limit ourselves to a single-return setting, the model admits a straightforward generalization to multiple returns. Also, we further limit our empirical application in this paper to one and two factors. Since the empirical evidence regarding the timevarying conditional mean is weak from historical index daily returns data, we will restrict ourselves in the estimation section to λ = 0 and will pick λ 0 to match the sample unconditional mean of returns, leaving us with 5K critical parameters from which further interesting restrictions can be considered.
Volatility, Conditional Skewness and the Leverage Effect
In the previous subsection, we did not model conditional volatility and skewness or other higher moments of returns directly. Instead, we related returns to stochastic linearly independent positive factors. In this section, we derive useful properties of the model and discuss its novel features in relation to the literature. In particular, we show that, in addition to stochastic volatility and the leverage effect, the model generates conditional skewness. This nonzero and stochastic conditional skewness, coupled with the ability of the model to generalize to multiple returns and multiple factors, constitutes the main significant difference from previous affine SV models in discrete time.
The conditional variance, h t , and the conditional skewness, s t , of returns, r t+1 , may be expressed as follows:
with
where ι is the K-dimensional vector of ones, and the coefficients c i,h and c i,s depend on model parameters θ. These coefficients are explicitly given by
Conditional on I t , covariance between returns r t+1 and volatility h t+1 (the leverage effect) may be expressed as:
where c h = (c 1,h , c 2,h , . . . , c K,h ) and the coefficients c i,rh are explicitly given by
It is not surprising that the parameter β alone governs the conditional leverage effect, since it represents the slope of the linear projection of returns on factor innovations. In particular, for the one-factor SVS model to generate a negative correlation between spot returns and variance as postulated by Black (1976) and documented by Christie (1982) and others, the parameter β 1 should be negative.
In our SVS model, contemporaneous asymmetry η, alone, does not characterize conditional skewness, as shown in equation (22). The parameter β, which alone characterizes the leverage effect, also plays a central role in generating conditional asymmetry in returns, even when η = 0.
In contrast to SV models discussed in Section 2, where the leverage effect generates skewness only in the multiple-period conditional distribution of returns, in our setting it invokes skewness in the single-period conditional distribution as well.
To better understand the flexibility of the SVS model in generating conditional skewness, we consider the one-factor SVS without loss of generality. The left-hand side of the last equality in equation (22) shows that conditional skewness is the sum of three terms. The first term has the sign of η 1 and the last two terms have the same sign of β 1 . A negative β 1 is necessary to generate the well-documented leverage effect. In that case, the last two terms in (22) are negative. The sign of conditional skewness will then depend on η 1 . If η 1 is zero or negative, then conditional skewness is negative over time, as in CHJ. Note that conditional skewness may change sign over time if η 1 is positive and c 01,s c 1,s < 0. There are lower and upper positive bounds on η 1 such that this latter condition holds. These bounds are, respectively, −3
This shows that the one-factor SVS model can generate a more realistic time series of conditional skewness compared to CHJ.
Comparison to Continuous-Time Affine SVJ Processes
In this subsection, we discuss the similarities between existing continuous-time SV models with jumps (SVJ) and our new discrete-time SVS model. Non affine models are out of the scope of this paper. Our benchmark continous-time affine SVJ model has been considered in Pan (2002) and Bates (2006) , and variants have been estimated on stock index returns by Andersen et al. (2002) , Chernov et al. (2003) , and Eraker et al. (2003) . It has the following dynamics:
where dS t /S t is the instantaneous asset return; V t is its instantaneous variance conditional upon no jumps; W 1t and W 2t are independent Wiener processes; N t is a Poisson counter with intensity λ 0c + λ 1c V t for the incidence of jumps; γ s ∼ N γ c , δ 2 c is the random Gaussian jump in the log asset price conditional upon jump occurring;k c is the expected percentage jump size:
For the SVJ model, we derive the conditional variance, the conditional covariance between the return and the conditional variance, and the conditional skewness. We then compare the properties of the SVJ to those of the one-factor SVS based on these three moment expressions. As a first advantage of the SVS, analytic expressions of these moments for the SVJ are cumbersome and cannot be displayed, thus difficult to interpret or analyze. For this reason, we have to restrict the SVJ to some well-known variants. We set µ 0c = 0 and µ 1c = 1/2, and we focus on the variant with constant jump intensity λ 0c , meaning that λ 1c = 0. We have
First, if λ 0c = 0, the SVJ corresponds to the Heston (1993) model. It has similar features as the SVS with contemporaneous normality, in the sense that both models have the same number of parameters, and that a single parameter drives both the conditional skewness and the conditional leverage effect. Indeed, if ρ c = 0, both the conditional skewness and the leverage effect are zero.
Next, with λ 0c = 0, the SVJ has three more parameters, the conditional leverage effect remains unchanged and is driven by ρ c solely. However allowing for nonzero and constant jump intensity λ 0c , we can still generate a constant conditional skewness through jumps even if ρ c = 0. Time-varying conditional skewness in the absence of leverage effect necessitates time-varying jump intensity for the SVJ, and for the SVS it corresponds to the case where β 1 = 0 and η 1 = 0, with the advantage that the SVS has three parameters less. Finally, the full SVJ has similar properties as the onefactor SVS, but has three parameters more. Again, because of time-varying jump intensity, the expression for conditional skewness in the SVJ model is cumbersome and cannot be displayed. In this regard the SVS is much more simpler and tractable, as it yields elegant and intuitive expressions of conditional moments. In the empirical section we restrict µ 1c so that the conditional mean of returns is constant and pick µ 0c so that it matches the sample unconditional mean.
In the next section, we develop an estimation procedure for the one-and two-factor SVS models together with their competitors, HN, CHJ, CJOW and SVJ. We seek a unified framework where these different models can be estimated and evaluated according to the same criteria, thereby facilitating their empirical comparison. Our proposed framework uses the generalized method of moments to estimate, test and compare the models under consideration. It exploits the affine property of the models to compute analytically model-implied unconditional moments of returns that are further compared to their empirical counterparts. We describe our approach in detail in the next section, and in Section 5 we compare the option-pricing performance of the models.
Fitting the Historical Return Distribution 4.1 GMM Procedure
We develop a method for computing analytically moments of the form
A detailed description is provided in the external appendix. All these moments are functions of the parameter vector θ that governs the joint dynamics of returns and the latent factors. We can then choose N pertinent moments to perform the GMM estimation of the returns model. Since the moments of observed returns implied by a given model can directly be compared to their sample equivalent, our estimation setup evaluates the performance of a given model in replicating well-known stylized facts.
denote the N × 1 vector of the chosen moments. We
Given the N × N matrix W used to weight the moments, the GMM estimator θ of the parameter vector is given by
where T is the sample size. Interestingly, the heteroskedasticity and autocorrelation (HAC) estimator of the variance-covariance matrix of g t (θ) is simply that of the variance-covariance matrix of r
, which does not depend on the vector of parameter θ. This is an advantage, since with a nonparametric empirical variance-covariance matrix of moment conditions, the optimal GMM procedure can be implemented in one step. It is also important to note that two different models can be estimated via the same moment conditions and weighting matrix. Only the modelimplied moments [µ r,j i (n i , m i )] 1≤i≤N differ from one model to another in this estimation procedure.
In this case, the minimum value of the GMM objective function itself is a criterion for comparison of the alternative models, since it represents the distance between the model-implied moments and the actual moments.
We weigh the moments using the inverse of the diagonal of their long-run variance-covariance matrix:
This matrix is nonparametric and puts more weight on moments with low magnitude. If the number of moments to match is large, as is the case in our estimation in the next section, then inverting the long-run variance-covariance matrix of moments will be numerically unstable. Using the inverse of the diagonal instead of the inverse of the long-run variance-covariance matrix itself allows for numerical stability if the number of moments to match is large, since inverting a diagonal matrix is simply taking the diagonal of the inverse of its diagonal elements. The distance to minimize reduces to
where observed moments are denoted with a hat and the model-implied theoretical moment without.
In some cases, this GMM procedure has a numerical advantage compared to the maximum- Conversely, our GMM procedure matches critical higher moments exactly and requires no approximation for parameter estimation. Given GMM estimates of model parameters, Bates's (2006) procedure, or any other filtering procedure, such as the unscented Kalman filter, can be followed for the state estimation. In this sense, approximations required by these techniques affect only state estimation.
Data and Parameter Estimation
Using daily returns on the S&P500 index from January 2, 1962 to December 31, 2010, we estimate the 5-parameter unconstrained one-factor SVS model, the 4-parameter one-factor SVS model with the constraint η 1 = 0 (contemporaneous normality), and the 10-parameter unconstrained two-factor SVS model, which we respectively denote SVS1FU, SVS1FC and SVS2FU. We also estimate their GARCH competitors, the one-factor models CHJ with five parameters and HN with four parameters, and the two-factor model CJOW with seven parameters.
To perform the GMM procedure, we need to decide which moments to consider. The top left panel of Figure 1 shows that autocorrelations of daily squared returns are significant up to more than a six-month lag (126 trading days). The top right panel shows that correlations between daily returns and future squared returns are negative and significant up to a two-month lag (42 trading days). We use these critical empirical facts as the basis for our benchmark estimation. We then
.
The return series has a standard deviation of 8.39E-3, a skewness of -0.8077 and an excess kurtosis of 15.10, and these sample estimates are all significant at the 5% level. We then add the moments
in order to match this significant variance, skewness and kurtosis. Thus, in total, our benchmark estimation uses 126+42+3=171 moments and the corresponding results are provided in Panel A of Table 1 .
Starting with the SVS model, Panel A of Table 1 shows that β 1 is negative for the one-factor SVS and both β 1 and β 2 are negative for the two-factor SVS. These coefficients are all significant at conventional levels, as well as all the coefficients describing the factor dynamics. The SVS model thus generates the well-documented negative leverage effect. Contemporaneous asymmetry does not seem to be important for the historical distribution of returns. For the one-factor SVS model, the minimum distance between actual and model-implied moments is 46.23 when η 1 is estimated, and 46.77 when η 1 is constrained to zero. The difference of 0.54 that follows a χ 2 (1) is not statistically significant, since its p-value of 0.46 is larger than conventional levels.
The minimum distance between actual and model-implied moments is 32.27 for the SVS2FU Figure 1 , for both SVS and GARCH. The figure highlights the importance of a second factor in matching autocorrelations and cross-correlations at both the short and the long horizons. In particular, a second factor is necessary to match long-horizon autocorrelations and cross-correlations.
Panel B of Table 1 
Option Pricing Analysis

Option Pricing with Stochastic Skewness
In this section, we assume that both GARCH and SVS dynamics are under the risk-neutral measure.
Hence we have
where r t+1 and r f refer to the risky return and the constant risk-free rate from date t to date t + 1, respectively. In particular, for the SVS model, the pricing restriction (32) implies that the coefficients λ 0 and λ i , i = 1, . . . , K are given by
Because all models considered in this paper are affine, the price at date t of a European call option with strike price X and maturity τ admits a closed-form formula, reported in the external appendix owing to space limitations. We next discuss the option data used in our empirical analysis. Then we estimate the models by maximizing the fit to our option data.
Option Data
We use closing prices on European S&P500 index options from OptionMetrics for the period January 1, 1996 through December 31, 2004. In order to ensure that the contracts we use are liquid, we rely on only options with maturity between 15 and 180 days. For each maturity on each Wednesday, we retain only the seven most liquid strike prices. We restrict attention to Wednesday data to enable us to study a fairly long time-period while keeping the size of the data set manageable. Our sample has 10,138 options. Using Wednesday is common practice in the literature, to limit the impact of holidays and day-of-the week effects (see Heston and Nandi 2000; Christoffersen and Jacobs 2004) . Table 2 describes key features of the data. The top panel of Table 2 sorts the data by six moneyness categories and reports the number of contracts, the average option price, the average Black- 
Estimating Model Parameters from Option Prices
As is standard in the derivatives literature, we next compare the option-pricing performance of HN, CHJ, CJOW, SVS1FU, SVS1FC, SVS2FU and the 8-parameter two-factor model with the constraints η 1 = 0 and β 2 = 0, which we further denote as SVS2FC. We use the implied-volatility root mean squared error (IVRMSE) to measure performance. Renault (1997) discusses the benefits of using the IVRMSE metric for comparing option-pricing models. To obtain the IVRMSE, we invert each computed model option price C M od j using the Black-Scholes formula, to get the implied
. We compare these model IVs to the market IV from the option data set, denoted
, which is also computed by inverting the Black-Scholes formula. The IVRMSE is now computed as
where e j ≡ IV M kt j − IV M od j and where N denotes the total number of options in the sample. We estimate the risk-neutral parameters by maximizing the Gaussian IV option-error likelihood:
Model option prices C M od j depend on time-varying factors. In the GARCH option-pricing literature, it is standard to compute the volatility process using the GARCH volatility recursion, since the factors are observable. Factors in the SVS models, however, are latent, and we need to filter them in order to price options. To remain consistent and facilitate comparison with the GARCH alternative, we develop a simple GARCH recursion that approximates the volatility dynamics in the SVS model by matching the mean, variance, persistence and covariance with the returns of each volatility component. The dynamics of each volatility component is then approximated using Heston and Nandi's (2000) GARCH recursion (3), where the GARCH coefficients are expressed in terms of the associated SVS factor coefficients, as follows:
Our matching procedure can be viewed as a second-order GARCH approximation of the SVS dynamics, intuitively analogue to the approximation of the log characteristic function used by Bates (2006) when filtering affine latent processes.
The top panel of Table 3 reports the results of the option-based estimation for SVS models, and the bottom panel reports the results of the GARCH alternative. All parameters are significantly estimated at the 1% level. Compared to historical parameters, the risk-neutral dynamics are more negatively skewed and the variance components are more persistent. These two findings are very common in the option-pricing literature. Higher negative skewness of the risk-neutral dynamics are reflected in higher negative values of β i and η i estimates for SVS models, and a larger negative value of β ih estimates for GARCH models. For example, the estimated values of β 1 and η 1 for the SVS1FU model are, respectively, -2450 and -0.2325 for the risk-neutral dynamics in Table 3, compared to -500 and -0.00364 respectively for the historical dynamics in Panel A of Table 1 .
The persistence of the variance for the SVS1FU model is 0.9920 for the risk-neutral dynamics in days, respectively, under the historical dynamics.
The last three rows of each panel in Table 3 show the log likelihood, the IVRMSE metric of the models and their ratios relative to HN. The IVRMSE for the restricted one-factor SVS model, SVS1FC, outperforms its one-factor GARCH competitors, HN and CHJ. The IVRMSE for the SVS1FC model is 3.56%, compared with 3.89% and 3.78% for HN and CHJ, corresponding to an improvement of 9.38% and 6.35%, respectively. Moving to the unrestricted one-factor SVS model, SVS1FU, considerably reduces the pricing error and yields an impressive improvement of 23.26% and 19.85% over HN and CHJ, respectively. This result illustrates the superiority of our conditional skewness modeling approach over existing affine GARCH, since CHJ has the same number of parameters as the SVS1FU model, and more than the SVS1FC model. This result also highlights the clear benefit of allowing more negative skewness in the risk-neutral conditional distribution of returns.
Not surprisingly, the two-factor GARCH model (i.e., CJOW), with a RMSE of 3.00%, fits the option data better than both the one-factor GARCH and SVS models. In fact, as pointed out by Christoffersen et al. (2008) and Christoffersen et al. (2009) , a second volatility factor is needed to fit appropriately the term structure of risk-neutral conditional moments. Our restricted two-factor SVS model, SVS2FC, has a comparable fit to CJOW, with a RMSE of 2.98%. The performance of the unconstrained two-factor SVS model is almost similar to the constrained version, reflecting the fact that both η 1 and β 2 are not significantly estimated at the conventional 5% level. Option pricing thus seems to favor a risk-neutral distribution of stock prices that features a Gaussian as well as a negatively skewed shock; i.e., a discrete-time counterpart to a continuous-time jump-diffusion model.
We further compare the performance of our SVS model specifications to variants of the SVJ model discussed in Section 3.3. For this second set of comparisons, we fit the option data using a well-known approach in the SV option pricing literature, an iterative two-step procedure, proposed, studied and used in Bates (2000), Huang and Wu (2004) , Christoffersen et al. (2009) and more recently in Andersen et al. (2012) . The method consists in estimating both parameters and unobservable latent factors in two steps. In
Step 1, for a given set of structural parameters, and a given time t, we minimize the pricing errors to get estimates of unobservable latent factors. In
Step 2, given the set of latent factors estimated from Step 1, we solve one aggregate sum of squared pricing errors optimization problem to get a new estimation of the model parameters. The procedure iterates between
Step 1 and Step 2 until no further significant decreases in the overall objective in
Step 2 are obtained.
The top panel of Table 4 reports the results of the option-based estimation for SVS models, and the bottom panel reports the results of the SVJ alternative, using the iterative two-step procedure.
All critical parameters are significantly estimated at the 1% level. SVS estimation results based on the iterative two-step procedure are comparable to those based on the approximate GARCHlike filtering method exploited earlier. With a RMSE of 1.52%, the full SVJ specification with 8 parameters just slightly outperforms the full one-factor SVS specification with 5 parameters and an RMSE of 1.55%. The full two-factor SVS model with 10 parameters has a RMSE of 1.51%, a fit that is comparable to the full SVJ specification. However, both the SVS1FU and the SVS2FU models achieve a higher likelihood compared to the SVJ models. We can then simply argue that SVS and SVJ models have a comparable fit on option prices, and we recall from Section 4.2 results that SVS models outperform the SVJ model in fitting the historical distribution of returns.
Overall, the results of model estimation based on option data confirm the main conclusions from the GMM estimation based on returns in Section 4.2. Both conditional skewness in returns and a second volatility factor are necessary to reproduce the observed stylized facts, and disentangling the dynamics of conditional volatility from the dynamics of conditional skewness offers substantial improvement in fitting the distribution of asset prices.
In Table 5 , we dissect the overall IVRMSE results reported in Tables 3 and 4 , by sorting the data by moneyness, maturity and VIX levels, using the bins from Table 2 . The top panel of Table 5 reports the IVRMSE for the various SVS, GARCH and SVJ models by moneyness. Comparing SVS versus GARCH, we see that the two-factor models, with the lowest overall IVRMSE in Table   3 , also have the lowest IVRMSE in each of the six moneyness categories. The benefits offered by the two-factor models are therefore not restricted to any particular subset of strike prices. Note that all models tend to perform worst for deep out-of-the-money put options (F/X > 1.06), also corresponding to the highest average implied volatility, as shown by the top panel of Table 2 . For example, HN, CHJ and the SVS1FC model fit deep OTM options with IVRMSEs of 5.54%, 5.25%
and 5.04%, respectively. With a fit of 4.02%, CJOW is outperformed by the SVS1FU, the SVS2FC and the SVS2FU models, which have fits of 3.81%, 3.60% and 3.58%, respectively.
For deep-in-the-money options (F/X < 0.96), CJOW has the best fit, an IVRMSE of 2.99%, compared to more than 3.31% for any other concurrent model. For all other moneyness categories, CJOW and the two-factor SVS models have comparable fits, the difference in their IVRMSEs being less than 0.10%. The performance of the SVS1FU model is very consistent across strikes as well, the best among the one-factor models. Thus, contrary to the historical dynamics of returns, contemporaneous asymmetry appears to be important in characterizing the risk-neutral dynamics, and the low IVRMSE of the SVS1FU model compared to the SVS1FC model across all categories demonstrates the impact of the significant and negative estimate of η 1 reported in Table 3 .
The middle panel of Table 5 reports the IVRMSE across maturity categories. Again we see that all two-factor models have a comparable fit across all maturity categories, but the shortest maturity (DT M < 30) where the two-factor SVS models perform better compared to CJOW. The SVS1FU model still outperforms any other one-factor competitor along the maturity dimension. While all models have relatively more difficulty fitting the shortest and the longest maturity compared to intermediate maturity options, our results show the superiority of the SVS over the GARCH regarding the shortest maturity options. With an IVRMSE of 3.14% for this category, the SVS1FU model provides the best SVS fit, while the best GARCH fit of 3.66% is due to CJOW.
The bottom panel of Table 5 reports the IVRMSE across VIX levels. The two-factor models provide the best fit across the six VIX categories, and the SVS1FU model remains the best onefactor fit along this dimension. All models have difficulty fitting options when the level of market volatility is high (V IX ≥ 35%), since, for all models, the IVRMSE is the highest for these VIX levels.
Comparing SVS versus SVJ through all the three panels of Table 5 and using RMSE values reported in curly brackets, we observe that the SVS1FU model does as least as well as the SVJ model in all moneyness categories but for deep-in-the-money options. The two-factor SVS significantly outperforms any other alternative in all moneyness categories. To the contrary, the SVJ model slightly outperforms the SVS1FU model across option maturity and VIX level categories.
To summarize, our option results show that, focusing on single-factor models, the empirical performance of the SVS is superior to that of affine GARCH models and comparable to that of affine SVJ models in fitting the risk-neutral distribution of asset prices inferred from option data.
However, while the two-factor affine GARCH model is comparable to the two-factor SVS in the overall fit, results across different option categories are mixed.
Conclusion and Future Work
This paper presents a new approach for modeling conditional skewness in a discrete-time affine stochastic volatility model. The model explicitly allows returns to be asymmetric conditional on factors and past information. This contemporaneous asymmetry is shown to be particularly important for the model to fit option data. An empirical investigation suggests that the flexibility that the model offers for conditional skewness increases its option-pricing performance relative to existing affine GARCH models. In particular, the one-factor SVS model with contemporaneous asymmetry outperforms existing one-factor affine GARCH models across all option categories.
The paper also develops a methodology for estimating the historical distribution parameters of a multivariate latent-factor model that nests the proposed SVS as well as existing affine GARCH models. The setting allows for model comparison along the same statistics, the minimum distance between model-implied and actual sample return moments.
In future research, it would be interesting to study the implications of the model for a parsimonious multiple-returns setting as well. An interesting exercise would be to look at "skewness transmission" among international stock markets. The entries of the table are GMM parameter estimates and tests for various SVS and GARCH models, as well as the SVJ model. Estimations are performed for two different sets of moment conditions. The set of moments E r j t , j = 1 to 4 and E r t r 2 t+j , j = 1 to 126 are used in estimations and tests in both panels, in addition to the set E r t r 2 t+j , j = 1 to 42 in Panel A and its subset E r t r 2 t+j , j = 1 to 21 in Panel B. Returns data are daily and span the period from January 2, 1962 to December 31, 2010, for a total of 12,336 observations. Newey-West standard errors are given below the estimates. The row "min" shows the GMM criterion, with the smaller number being the better fit of the model. The row "LR-test" shows the GMM analogue of the LR-test where the null hypothesis is the model SVS1FC for alternative SVS models, and the model HN for alternative GARCH models. The row "p-value" shows the p-value of the associated test. We use Wednesday closing out-of-the-money (OTM) call and put option data from OptionMetrics from January 1, 1996 through December 31, 2004. F denotes the implied futures price of the S&P500 index, X denotes the strike price and DTM denotes the number of calendar days to maturity. We report IVRMSE from the models estimated in Table 3 
