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INFINITE FAMILIES OF POTENTIAL MODULAR DATA
RELATED TO QUADRATIC CATEGORIES
PINHAS GROSSMAN AND MASAKI IZUMI
Abstract. We present several infinite families of potential modular data moti-
vated by examples of Drinfeld centers of quadratic categories. In each case, the
input is a pair of involutive metric groups with Gauss sums differing by a sign,
along with some conditions on the fixed points of the involutions and the relative
sizes of the groups. From this input we construct S and T matrices satisfying the
modular relations and whose Verlinde coefficients are non-negative integers. We
also check certain restrictions coming from Frobenius-Schur indicators.
These families generalize Evans and Gannon’s conjectures for the modular data
associated to generalized Haagerup and near-group categories for odd groups, and
include the modular data of the Drinfeld centers of almost all known quadratic
categories. In addition to the subfamilies which are conjectured to be realized by
centers of quadratic categories, these families include many examples of potential
modular data which do not correspond to known types of modular categories.
1. Introduction
In this paper we construct several infinite families of potential modular data, mo-
tivated by examples of quadratic categories which appeared in the classification of
small-index subfactors. Modular data are numerical invariants of modular tensor cat-
egories, expressed as a pair of matrices S and T which are the images of the canonical
generators (
0 −1
1 0
)
and
(
1 1
0 1
)
in a projective unitary representation of the modular group SL2(Z) which is associ-
ated to the category. The matrix S is symmetric, the matrix T is diagonal with finite
order, and S2 is a permutation matrix commuting with T . The S and T matrices are
indexed by the simple objects of the category, with the Verlinde coefficients
(1.1) Nkij =
∑
r
Si,rSj,rSk,r
S0,r
giving the fusion rules
dim(Hom(Xi ⊗Xj, Xk)) = Nkij
(see [Ver88, MS90, BK01]).
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Modular data has proven to be a useful invariant of modular tensor categories,
with the first examples of distinct modular categories sharing the same modular
data constructed only recently [MS17]. It is therefore natural to consider construc-
tion/classification of modular data as a first step towards construction/classification
of modular tensor categories. The properties enjoyed by modular data - in particu-
lar non-negative integrality of the Verlinde coefficients - place severe restrictions on
the matrices involved, and the modular data in turn encode a wealth of information
about any categories which may realize them.
Modular tensor categories first appeared in conformal field theory [MS90], and play
an important role in quantum topology [Tur92]. The category of representations of
a rational vertex operator algebra is a modular tensor category [Hua05], and it is
a major open problem whether every modular tensor category can be realized this
way. Modular tensor categories also arise as categories of representations of quantum
groups at roots of unity, and it is also a major open problem whether such categories
generate the Witt group of unitary modular tensor categories [DMNO13].
These two problems reflect the paucity of known examples and constructions of
modular tensor categories. Besides for quantum groups, one source of examples is
the Drinfeld center construction. If C is a spherical fusion category, its Drinfeld
center Z(C) is a modular tensor category (by definition belonging to the trivial Witt
class). A number of examples of fusion categories not arising from representations of
groups or quantum groups have been discovered through the classification of small-
index subfactors (see [Haa94, JMS14, AMP15]). With one exception (the Extended
Haagerup subfactor [BPMS12]), these examples are all related to quadratic categories.
A quadratic category is a fusion category C whose set of simple objects has a unique
non-trivial orbit under the tensor product action of the group of invertible objects
Inv(C). (Such categories are also sometimes called generalized near-group categories
[Tho12].) Given a quadratic category, one can consider the stabilizer subgroup of
Inv(C) for a given non-invertible simple object X . If this stabilizer subgroup is all of
Inv(C), then X is the only non-invertible simple object, and the category is called a
near-group category [Sie03]. At the other extreme, if the stabilizer subgroup is trivial,
then the number of non-invertible simple objects is equal to |Inv(C)|. Examples of
such categories are the generalized Haagerup categories introduced in [Izu01].
A general method for constructing various types of quadratic categories from
endomorphisms of Cuntz algebras was developed by the second named author in
[Izu93, Izu01, Izu17, Izu18]. This construction was used to describe the tube alge-
bra and thereby compute the modular data of the Drinfeld center for a number of
examples, including the Haagerup subfactor [Izu01].
Evans and Gannon observed that the modular data for the Drinfeld center of the
Haagerup categories, as well for the centers of other generalized Haagerup categories
associated to odd groups, can be viewed as composed of two distinct blocks “grafted”
together [EG11]. They gave a definition of grafting, noting that the concept could
be “massively generalized.” In a subsequent paper, they considered modular data for
near-group categories, and conjectured a remarkably simple formula for the modular
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data for a certain type of near-group category when the associated group is odd
[EG14].
Their formula for odd near-group modular data is expressed entirely in terms a
pair of metric groups. A metric group is a finite Abelian group equipped with a
non-degenerate quadratic form. The category of metric groups is equivalent to the
category of non-degenerate braided pointed fusion categories [EGNO15, Section 8.4].
By [Izu17, Theorem 12.9], generalized Haagerup categories for odd groups are de-
equivariantizations of near-group categories, and their modular data could also be
determined from this fornula (if the conjecture is correct).
In this paper, we study a number of generalizations of the Evans-Gannon conjec-
tures motivated by examples of generalized Haagerup categories for even groups and
their (de)-equivariantizations, which are discussed in the accompanying paper [GI19].
A new ingredient is the introduction of involutions on the metric groups. For even
groups, one natural involution is the inverse operation, whose fixed points form the
subgroup of order two elements; but other involutions are of interest as well.
The families of potential modular data which we construct from the pairs of metric
groups are infinite, but we do not address the difficult question of whether such
modular data actually arise from modular tensor categories, beyond known examples.
For certain choices of input data (i.e. particular types of pairs of groups equipped
with particular quadratic forms), we conjecture that the resulting modular data are
realized by Drinfeld centers of infinite families of quadratic fusion categories. But
it is not known whether the corresponding infinite families of quadratic categories
exist. There are also many other choices of input data which do not correspond to
any known modular tensor categories.
The paper is organized as follows. After this introduction and a section of pre-
liminaries on modular data and metric groups, there are five chapters, each dealing
with a different family of potential modular data. In each case, the starting point is
a pair of (involutive) metric groups with Gauss sums differing by a sign, and some
conditions on the involutive fixed points. From this input, potential modular data
are constructed and the modular relations are checked. Then the Verlinde coefficients
are computed, and non-negative integrality gives constraints on the difference in size
of the groups. We also check consistency with certain conditions for Frobenius-Schur
indicators of modular data, which in some cases give further restrictions on the ad-
missible groups and quadratic forms.
Then we consider examples of this potential modular data for small groups and
various quadratic forms and compare to known examples. In some cases, we can
formulate conjectures for the realization of the modular data based on the known
examples.
Briefly, the five families are as follows.
(1) The first family (Section 3) generalizes the Evans-Gannon odd near group
conjecture to an arbitrary finite Abelian group. Here the input is a pair
of involutive metric groups G and Γ which are assumed to have isomorphic
involutive fixed point subgroups. For the Drinfeld center of a near group
category with A = Inv(C) and multiplicity |A|, G is conjectured to be A×A,
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where the involution is the flip, with Γ having order |A|(|A| + 4). But there
are potentially other examples where G is not of the form A × A but rather
some other group; such examples would not necessarily correspond to centers
of anything (this phenomenon is already present in the odd case).
(2) For the second family (Section 4), the involution on each metric group is the
inverse map. It is assumed that the fixed point subgroups (consisting of the
order two elements) are both Z2, and there are a couple of other assumptions.
Here the integrality of coefficients requires that |Γ| = |G|+ 2. We conjecture
that examples of modular categories realizing this family are given by Z2-de-
equivariantizations of near-group categories for Z2n+1 × A (with one known
instance).
(3) For the third family (Section 5), it is assumed that the involutive fixed point
subgroups both have order 4, but that the metrics only agree on a common
order 2 subgroup (and a couple of other assumptions). Here the integrality
of coefficients requires that |Γ| = |G|+ 4. There are several cases to consider
here, according to whether the nontrivial invertible object is a boson or a
fermion, and some other conditions. We conjecture that examples of modular
categories realizing this family are given by generalized Haagerup categories
for A with |A2| = 2, and G = A×Aˆ (with two known instances, and numerical
evidence for other instances); or more generally by quadratic categories with
two non-invertible simple objects which are stabilized by an odd group of
invertible objects.
(4) For the fourth family (Section 6), the group of order two elements of G has
size 4, and |Γ| = |G|+1. This family unifies the modular data of the Asaeda-
Haagerup categories (which come from a Z2-de-equivariantization of a gen-
eralized Haagerup category for Z4 × Z2 [GIS18]), the modular data of the
generalized Haagerup category for Z2 × Z2, and the modular data of the
Z2-de-equivariantizations of generalized Haagerup categories for Z4 and Z8.
These four types of modular data correspond to different forms of the even
part of G and different quadratic forms, and can all be generalized to infinite
subfamilies.
(5) The fifth family (Section 7) comes from the fourth family by switching the
roles of G and Γ. We conjecture that examples of this family can be realized
by near-group categories with multiplicity twice the order of the group.
In [BGH+17], a construction called zesting is introduced whereby a spin-modular
category (a modular category containing a fermion) can be twisted to give 8 different
modular closures of its supermodular subcategory (out of a total of 16). A formula
for the zested modular data is given there.
For a group of the form Z2×A, with |A| odd, we have conjectural modular data for
the centers of both generalized Haagerup categories and near-group categories which
contain fermions. In both cases the metric group G used to construct the modular
data has even part Z2 × Z2. It turns out that the eight zested modular data belong
to the same family where Z2×Z2 is possibly replaced by Z4 and the quadratic forms
vary (see Remarks 3.13 and 5.10.)
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The verification of the modular relations and the computations of the Verlinde
coefficients and Frobenius-Schur indicators for the various families are lengthy and
tedious, so we defer them to an online appendix, which is included with the arxiv
source of the paper. There is a separate section of the appendix for the calculations
in each of Sections 3-6 of the paper (which correspond to the first four families; the
fifth family is related to the fourth family so new calculations are not needed).
The appendix also contains a computation of modular data for Drinfeld centers of
Z2-de-equivariantizations of Z4-near-group categories, verifying an instance of Con-
jecture 4.5.
Acknowledgements. We would like to thank the American Institute of Mathe-
matics for its generous hospitality during the SQuaRE Classifying Fusion Categories
and the Isaac Newton Institute for its generous hospitality during the semester pro-
gram Operator algebras: Subfactors and their Applications. We would like to thank
Eric Rowell for pointing out that all sixteen rank 10 modular data related to the
center of the near-group category for Z2 with multiplicity 2 can be realized though
zesting and complex conjugation (see Section 3.2.1), and we would like to thank Mar-
cel Bischoff for first pointing out the realization of the c = −1 case. We would like to
thank Terry Gannon for showing us his further generalizations of grafting in [Gan18].
2. Preliminaries
2.1. Modular data. Throughout the paper, we use the notation
T = {z ∈ C; |z| = 1}.
For n ∈ N, we use the notation ζn = e 2piin .
Let C be a unitary modular tensor category with J the set of isomorphism classes
of simple objects in C (for the definition and basic properties of modular tensor
categories, see [BK01] or [M0¨3]). The modular data of (S, T ) of C are a pair of
J by J matrices. Since there are several different normalizations for (S, T ) in the
literature (see [BGH+17] and [Gan05] for example), we first fix ours. We assume that
S is a symmetric unitary matrix satisfying S0,j > 0 for every j ∈ J and S2 = C
with Cij = δi,j, and T is a unitary diagonal matrix of finite order with T0,0 = 1 and
CT = TC, where j is the dual object of j ∈ J , and 0 is the unit object. We are
mainly concerned with the following known constraints for the modular data (S, T )
(see [BGH+17], [Gan05], and [NS07] for example).
(1) (ST )3 = cC, where c ∈ T is given by
c =
1
S00
∑
i∈J
S20iTii.
(2) For i, j, k ∈ J , let
Nijk =
∑
a∈J
SaiSajSa,k
S0,a
.
Then Nkij = Nijk is the fusion coefficient dimHom(k, i⊗ j). In particular Nijk
is a non-negative integer.
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(3) For k ∈ J and n ∈ N, let
νn(k) =
∑
i,j∈J
NkijS0iS0j(
Tjj
Tii
)n.
Then νn(k) is the n-th Frobenius-Schur indicator of k.
In particular,
(FS2) We have ν2(k) = 0 if k 6= k, and ν2(k) ∈ {1,−1} if k = k.
(FS3) The third indicator ν3(k) is a sum of Nkkk numbers belonging to {1, ζ3, ζ23}.
In this paper we propose a number of potential modular data: pairs of unitary
matrices (S, T ) satisfying the above conditions, without knowing whether the under-
lying modular tensor categories exist. More precisely, we take the above formulae
(2) and (3) as the definitions of Nijk and νn(k) for a given (S, T ) satisfying (1), and
check whether these numbers satisfy the conditions in (2) and (3). Although there
are other number theoretical constraints known for (S, T ), we do not discuss them
as they suit for case-by-case analysis and it is relatively easy to apply them to our
examples.
2.2. Metric groups. Every finite abelian group G is canonically decomposed as
G = Ge ×Go, where Ge is a 2-group and Go is an odd group. We set
G2 = {g ∈ G; 2g = 0},
which is a subgroup of Ge.
For a quadratic form q on a finite abelian group G, we adopt multiplicative no-
tation. Namely, a quadratic form q on G is a map q : G → T = {z ∈ C; |z| = 1}
satisfying q(−g) = q(g) for all g ∈ G such that the map 〈·, ·〉q : G× G → T defined
by 〈g, h〉q = q(g + h)q(g)−1q(h)−1 is a bicharacter. We say the q is non-degenerate if
the associated bicharacter is non-degenerate. We often suppress q in 〈·, ·〉q if there is
no possibility of confusion.
We define the Gauss sum for non-degenerate q and k ∈ Z by
G(q, k) = 1√|G|
∑
g∈G
q(g)k ∈ C,
and we denote G(q) = G(q, 1) ∈ T. For a given non-degenerate symmetric bicharacter
〈·, ·〉, we can always find a quadratic form q giving 〈·, ·〉 as above, and if moreover G
is an odd group, it is unique and of the form q(g) = 〈g, g〉1/2. For the classification
of non-degenerate quadratic forms, the reader is referred to [BJ15]. We often use
the following facts. We have G(q) ∈ {1,−1} if |G| ≡ 1 mod 4 and G(q) ∈ {i,−i} if
|G| ≡ 3 mod 4. For odd r and integer n ≥ 1, we have
1√
2n
2n−1∑
x=0
ζrx
2
2n+1 = (−1)n
r2−1
8 ζr8 .
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We say that a pair (G, q) is a metric group if G is a finite abelian group and q is a
non-degenerate quadratic form on G. For such a pair, we define unitary matrices
S
(G,q)
g,g′ =
1√|G|〈g, g′〉q, T
(G,q)
g,g′ = δg,g′q(g), C
(G,q)
g,g′ = δg+g′,0.
Then they satisfy the relations
(S(G,q))2 = C(G,q), (S(G,q)T (G,q))3 = G(q)C(G,q), C(G,q)T (G,q) = T (G,q)C(G,q).
It is known that modular data of a pointed modular tensor category is always of
the form (S(G,q), T (G,q)) (see [EGNO15, Section 8.4]). Every metric group (G, q) is
canonically decomposed as (G, q) = (Ge, qe)× (Go, qo).
Definition 2.1. We say that (G, q, θ) is an involutive metric group if (G, q) is a metric
group and θ ∈ Aut(G) is an involution (an order 2 automorphism of G) preserving
q. For an involution θ ∈ Aut(G), we set
Gθ = {g ∈ G; θ(g) = g}.
We recall the following easy but useful lemma.
Lemma 2.2. Assume that (G, q) is a metric group and H is a subgroup of G. If the
restriction of q to H is non-degenerate, we have G = H × H⊥ and q = q|H × q|H⊥,
where
H⊥ = {g ∈ G; ∀h ∈ H, 〈g, h〉q = 1}.
If moreover θ ∈ Aut(G) is an involution preserving q and θ(H) = H, then we also
have θ = θ|H × θ|H⊥.
2.3. When Gθ = Z2 × Z2. For later use we classify involutive metric groups whose
fixed point subgroups are Z2 × Z2.
Lemma 2.3. Let (A, q, θ) be an involutive metric group with a 2-group A. Assume
Aθ = {0, a} ∼= Z2.
(1) If q(a) = ±i, we have A = Z2, q(x) = i±x2, and θ = −1.
(2) If q(a) = −1, either of the following holds:
• A = Z4, q(x) = ζrx28 with odd r, and θ = −1.
• A = Z2×Z2, q is a flip invariant non-degenerate quadratic form, and θ(x, y) =
(y, x).
(3) If q(a) = 1, we have A = Z2n with n ≥ 3, q(x) = ζrx22n+1 with odd r, and θ = −1.
Proof. If q(a) = ±i, the restriction of q to B = {0, a} is non-degenerate. Thus we
have factorization A = B × B⊥ as an involutive metric group. If B⊥ is not trivial,
the involution θ has a non-trivial fixed point as B⊥ is an even group, which is a
contradiction. Thus (1) holds.
Let ϕ : A → Aθ be a group homomorphism given by ϕ(x) = x + θ(x), and let ϕ0
be the restriction of ϕ to A2. Then kerϕ0 = A
θ, and |A2|/|Aθ| = |ϕ0(A)| ≤ 2, which
shows |A2| ≤ 4. Thus the 2-rank of A is at most 2.
If the 2-rank of A is 1, the group A is cyclic, say Z2n , and we have q(x) = ζ
rx2
2n+1
with odd r and a = 2n−1. Since θ preserves q, there exits an integer s with s2−1 ≡ 0
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mod 2n+1 with θ(x) = sx. Since Aθ = {0, 2n−1}, the number (s − 1)/2 is odd and
s + 1 ≡ 0 mod 2n, which implies θ = −1.
Assume that the 2-rank of A is 2. Then |A2|/|Aθ| = 2, and ϕ0 is a surjection. Thus
there exists b ∈ A2 satisfying b+ϕ(b) = a. If q(a) = −1, we have A2 = {0, a, b, θ(b)},
and {q(a), q(b), q(θ(a))} = {−1, q(b), q(b)}. It shows that q restricted to A2 is non-
degenerate, and we get A = A2 as before. Assume q(a) = 1 now. Since |A| = 2| kerϕ|
and kerϕ ∩ {0, b} = {0}, we have decomposition A = kerϕ × {0, b}. Let x ∈ kerϕ.
Then we have q(x+ b) = q(x)q(b)〈x, b〉, and on the other hand, we have
q(θ(x+ b)) = q(−x+ a+ b)
= q(−x+ a)q(b)〈−x+ a, b〉 = q(x)q(a)q(b)〈−x, a〉〈−x+ a, b〉
= q(x)q(b)〈x, a〉〈x, b〉〈a, b〉.
We have
〈a, b〉 = q(a+ b)
q(a)q(b)
=
q(θ(b))
q(b)
= 1.
Since q(θ(x+ b)) = q(x+ b), we get 〈x, a〉 = 1, and we also have 〈a, b〉 = 1. Since A is
generated by kerϕ and b this means that q is degenerate, which is a contradiction. 
Theorem 2.4. Let (A, q, θ) be an involutive metric group with a 2-group A. Assume
Aθ = {0, a0, a1, a2} ∼= Z2 × Z2. Then the following hold up to group automorphism.
(1) If q(a0) = −1, q(a1) = q(a2) = 1, we have A = Z22, q(x, y) = (−1)xy, and θ = −1.
(2) If q(a0) = q(a1) = q(a2) = −1, we have A = Z22, q(x, y) = (−1)x2+xy+y2, and
θ = −1.
(3) If q(a0) = −1, q(a1) = q(a2) = ±i, we have A = Z22, q(x, y) = i±(x2+y2), and
θ = −1.
(4) If q(a0) = 1, q(a1) = i, q(a2) = −i, we have A = Z22, q(x, y) = ix2−y2, and
θ = −1.
(5) If q(a0) = −1, q(a1) = i, and q(a2) = −i, either of the following holds:
• A = Z2 × Z4, q(x, y) = ζr1x24 ζr2y
2
8 with odd r1, r2, and θ = −1.
• A = Z2×Z2×Z2, q(x, y, z) = ζr1x24 q′(y, z) with odd r, and θ(x, y, z) = (x, z, y),
where q′ is a flip invariant non-degenerated quadratic form on Z2 × Z2.
(6) If q(a0) = 1, q(a1) = −1, q(a2) = −1, either of the following holds:
• A = Z4 × Z2m with m ≥ 2, q(x, y) = ζr1x28 ζr2y
2
2m+1 with odd r1, r2, and θ = −1
for n = 2, and θ = −1 or θ(x, y) = (−x+2y, 2n−1x+(−1+2n−1)y) for n ≥ 3.
• A = Z2 × Z2 × Z2m with m ≥ 2, q(x, y, z) = q′(x, y)ζrz22m+1 with odd r, and
θ(x, y, z) = (y, x,−z), where q′ is a flip invariant non-degenerate quadratic
form of Z2 × Z2.
• A = Z42, q(x1, x2, x3, x4) = q′(x1, x3)q′′(x2, x4), where q′ and q′′ are flip in-
variant non-degenerate quadratic forms on Z2 × Z2, and θ(x1, x2, x3, x4) =
(x3, x4, x1, x2).
(7) If q(a0) = 1, q(a1) = q(a2) = ±i, we have A = Z2 × Z2n with n ≥ 3, q(x, y) =
i±x
2
ζry
2
2n+1, and θ = −1.
(8) If q(a0) = q(a1) = q(a2) = 1, either of the following holds:
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• A = Z22n with n ≥ 2, q(x, y) = ζxy2n or q(x, y) = ζx
2+xy+y2
2n , and θ = −1 for
n = 2, and θ = −1 or θ = −1 + 2n−1 for n ≥ 3.
• A = Z2m × Z2n with 3 ≤ m ≤ n, q(x, y) = ζr1x22m+1ζr2y
2
2n+1 with odd r1, r2, and
θ = −1 or θ(x, y) = (−x+ 2m−1y, 2n−1x− y).
• A = Z42, q(x1, x2, x3, x4) = (−1)x1x4+x2x3 or q(x1, x2, x3, x4) = (−1)x1x4+x2x3i(x1+x3)2,
and θ(x1, x2, x3, x4) = (x3, x4, x1, x2).
Proof. In the cases (1)-(4), the restriction of q to {0, a0, a1, a2} is non-degenerate, and
we get the statement. If a1 = ±i, the restriction of q to B = {0, a1} is non-degenerate,
and we get A = B × B⊥ as an involutive metric group. Thus the restriction of θ
to B⊥ has exactly one non-trivial fixed point, and the statement follows from the
previous lemma. The remaining cases are (6) and (8).
Let ϕ : A → Aθ be a group homomorphism given by ϕ(x) = x + θ(x), and let ϕ0
be the restriction of ϕ to A2. Then kerϕ0 = A
θ, and |A2|/|Aθ| = |ϕ0(A2)| ≤ 4. Thus
|A2| ≤ 16, and the 2-rank of A is at most 4. When it is 4, the map ϕ0 is surjection,
and when it is 3, we get |ϕ0(A2)| = 2. If it is 2, we have A2 = Aθ, and the possible
structure of the metric group (A, q) is determined from the classification of metric
groups.
(6) Assume that the 2-rank of A is 2. Then we may assume that A = Z4×Z2n with
n ≥ 2, q(x, y) = ζr1x28 ζr2y
2
2n+1 with odd r1, r2. Since ϕ(A) ⊂ A2, the involution θ is of the
form θ(x, y) = (εx + 2sy, 2n−1tx + (−1 + 2n−1u)y) with ε ∈ {1,−1}, s, t, u ∈ {0, 1}.
Since θ preserves q and Aθ = A2, we get the statement.
Assume that the 2-rank of A is 4. Then there exists b ∈ A2 satisfying b+θ(b) = a1.
Let B = {0, a1, b, θ(b)} ∼= Z2 × Z2. Since {q(a1), q(b), q(b)} = {−1, q(b), q(b)}, the
restriction of q to B is non-degenerate, and we get factorization A = B × B⊥ as an
involutive metric group. Now the statement follows from the previous lemma.
Assume that the 2-rank of A is 3 now. If ϕ0(A2) = {0, a1} or {0, a2}, the statement
follows from the same argument as above, and we assume ϕ0(A) = {0, a0}. If there
exists d ∈ kerϕ satisfying 2d = a1, the restriction of q to B = 〈d〉 ∼= Z4 is non-
degenerate as q(2d) = −1, and B is globally preserved by θ. Thus A = B×B⊥ as an
involutive metric group, and we get the statement. Therefore we assume that neither
a1 not a2 has a square root in kerϕ. We choose b ∈ A2 satisfying b+ θ(b) = a0. Then
A2 is generated by a0, a1, and b. For ϕ(A), we have two possibilities, {0, a0} and
{0, a0, a1, a2}.
First we assume ϕ(A) = {0, a0}. Then |A| = 2| kerϕ|. Since kerϕ ∩ {0, b} = {0},
we get A = kerϕ × {0, b}. Let x ∈ kerϕ. Then q(x + b) = 〈x, b〉q(x)q(b). On the
other hand,
q(θ(x+ b)) = q(−x+ a0 + b)
= 〈−x+ a0, b〉q(−x+ a0)q(b)
= 〈x, b〉〈a0, b〉〈−x, a0〉q(a0)q(b)
= 〈x, b〉〈a0, b〉〈x, a0〉q(b)
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We can show that 〈a0, b〉 = 1 as before, and since θ preserves q, we get 〈x, a0〉 =
1. Since A is generated by kerϕ and b, we see that q is degenerate, which is a
contradiction. Thus ϕ(A) = {0, a0} does not occurs.
Assume ϕ(A) = Aθ. Then there exists c ∈ A\A2 satisfying c+θ(c) = a1. Note that
we have 2c ∈ kerϕ \ {0}, and A is generated by kerϕ, b, and c. Let ψ : A → kerϕ
be a group homomorphism given by ψ(x) = x − θ(x). Then kerψ = Aθ. Thus
|ψ(A)| = |A|/4, and we also have | kerϕ| = |A|/|ϕ(A)| = |A|/4. Thus ψ is a surjection
from A onto kerϕ. We have ψ(kerϕ) = 2 kerϕ, ψ(b) = a0, and ψ(c) = 2c− a1. Since
| kerϕ ∩A2| = |Aθ| = 4, the 2-rank of kerϕ is 2, and we get kerϕ = 〈a0〉 × 〈2c+ a1〉.
We express a1 as pa0+ q(2c+a1) with integers p, q. Then a2 = (p+1)a0+ q(2c+a1).
Since neither a1 nor a2 has a square root in kerϕ, the number q is odd, and we
also have kerϕ = 〈a0〉 × 〈a1〉 ∼= Z2 × Z2. Thus we have 2c + a1 = a2 as 2c 6= 0, and
2c = a0. This means that we have A = 〈a1〉×〈b〉×〈c〉 ∼= Z2×Z2×Z4 with θ(a1) = a1,
θ(b) = b+ a0 = b+2c, and θ(c) = a1− c. We express xa1+ yb+ zc as (x, y, z). Then
since q(a1) = −1, we have q(x, y, z) = (−1)xir1y2ζr2z28 (−1)sxy+txz+uyz with r1 ∈ {0, 1},
r2 ∈ {0,±1,±2,±3}, and s, t, u ∈ {0, 1}. Since q(a0) = 1 and q(a2) = −1, we
have 1 = q(0, 0, 2) = (−1)r2 , and −1 = q(1, 0, 2) = −(−1)r2 , which shows that r2 is
even. However this implies q(x, y, z + 2) = q(x, y, z), and q is degenerate, which is a
contradiction.
(8) If the 2-rank of A is 2, we can show the statement as in (6).
Assume the 2-rank of A is 4. Then we have ϕ0(A2) = A
θ. Thus we can choose
b0, b1 ∈ A2 satisfying b0 + θ(b0) = a0 and b1 + θ(b1) = a1. Then b2 = b0 + b1 satisfies
b2 + θ(b2) = a2. Since | kerϕ| = |A|/4 and kerϕ ∩ {0, b0, b1, b2} = {0}, we have a
factorization A = kerϕ× {0, b0, b1, b2}. Since kerϕ ∩ A2 = Aθ, the 2-rank of kerϕ is
2. Thus we may assume that kerϕ = Z2m × Z2n with 1 ≤ m ≤ n and a0 = (2m−1, 0)
and a1 = (0, 2
n−1). Identifying {0, b0, b1, b2} with 〈b0〉 × 〈b1〉, we are in the following
situation: A = Z2m × Z2n × Z2 × Z2,
θ(x1, x2, x3, x4) = (−x1 + 2m−1x3,−x2 + 2n−1x4, x3, x4).
If n ≥ 2, we have (0, 2n−1, 0, 1) ∈ Aθ, which is a contradiction. Thus m = n = 2.
Since q(1, 0, 0, 0) = q(0, 1, 0, 0) = q(1, 1, 0, 0) = 1,
q(x1, x2, x3, x4) = i
r1x23+r2x
2
4(−1)s13x1x3+s14x1x4+s23x2x3+s24x2x4+s34x3x4,
with r1, r2 ∈ {0,±1, 2} and s13, s14, s23, s24, s34 ∈ {0, 1}. Since q is preserved by θ, we
get s13 = s24 = 0 and s14 = s23, and
q(x1, x2, x3, x4) = i
r1x23+r2x
2
4(−1)sx3x4(−1)t(x1x4+x2x3),
with s, t ∈ {0, 1}. The Gauss sum of it is
G(q)
=
1
4
∑
x3,x4
ir1x
2
3+r2x
2
4(−1)sx3x4(1 + (−1)tx3)(1 + (−1)tx4)
=
{
1 + ir1 + ir2 + ir1+r2(−1)s, t = 0
1, t = 1
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which shows that q is non-degenerate if and only if t = 1. The centralizer of θ in
Aut(A) = GL(4, 2) is
CAut(A)(θ) = {
(
X Y
0 X
)
∈ GL(4, 2); X ∈ GL(2, 2)},
and there are exactly two CAut(A)(θ)-orbits in the non-degenerate quadratic forms
preserved by θ. The two orbits are represented by q(x1, x2, x3, x4) = (−1)x1x4+x2x3
and q(x1, x2, x3, x4) = i
x23(−1)x1x4+x2x3 . Expressing q and θ with respect to the basis
{(0, 0, 1, 0), (0, 0, 0, 1), (1, 0, 1, 0), (0, 1, 0, 1)},
we get the statement.
Assume that the 2-rank of A is 3. Since |ϕ0(A2)| = 2, we may assume that there
exists b ∈ A2 satisfying b+θ(b) = a0. We can show that |ϕ(A)| = 2 does not occur as
in (6), and we assume ϕ(A) = Aθ. Then there exists c ∈ A\A2 satisfying c+θ(c) = a1,
2c ∈ kerϕ, and A is generated by kerϕ, b, and c. As before we have ψ(A) = kerϕ,
and kerϕ is generated by ψ(kerϕ) = 2 kerϕ, ψ(b) = a0, and ψ(c) = 2c + a1. Since
kerϕ∩A2 = Aθ, the 2-rank of kerϕ is 2, and we get kerϕ = 〈b〉×〈2c+a2〉 ∼= Z2×Z2m .
We can show that m = 1 does not occur as in (6), and we assume m ≥ 2. Then we
have either a1 = 2
m−1(2c+ a1) = 2
mc or a1 = a0 + 2
m−1(2c+ a1) = a0 + 2
mc. In any
case, we have a1 ∈ 〈a0, c〉, and
A = 〈a0〉 × 〈b〉 × 〈c〉 ∼= Z2 × Z2 × Z2m+1 .
Since q(1, 0, 0) = q(0, 0, 2m) = (1, 0, 2m) = 1, we get
q(x, y, z) = ir2y
2
ζr3z
2
2m+2(−1)sx1x2+tx1x3+ux2x3,
with r2 ∈ {0,±1, 2}, r3 ∈ {0,±1± 2,±3}, and s, t, u ∈ {0, 1}.
Assume a1 = 2
mc first. Then since θ(a0) = a0, θ(b) = b+ a0, and θ(c) = −c+ a1 =
(2m − 1)c, we have θ(x, y, z) = (x + y, y, (2m − 1)z). Since θ preserves q, we see
that r3 is even and q(x, y, z) = q(x, y, z + 2
m). This shows that q is degenerate, and
this case does not occur. Assume a1 = a0 + 2
mc now. Then we have θ(x, y, z) =
(x+ y + z, y, (2m − 1)z). Again we can see that r3 is even and q is degenerate. Thus
this case does not occur either. 
2.4. Quadratic categories. Let P and Q be finite abelian groups and let m be a
natural number. We say that a fusion category C is a quadratic category of type
(P,Q,m) if the set of equivalence classes of simple objects in C are represented by
{αp ⊗ βq}p∈P, q∈Q ∪ {αp ⊗ ρ}p∈P ,
and they satisfy the following fusion rules,
[αp][αp′] = [αp+p′], [βq][βq′ ] = [βq+q′ ], [αp][βq] = [βq][αp],
[αp][ρ] = [ρ][α−p], [βq][ρ] = [ρ],
[ρ2] =
∑
q∈Q
[βq] +m|Q|
∑
p∈P
[αp][ρ].
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Thanks to [βq][ρ] = [ρ], we can see that {βq}q∈Q has a trivial associator. Irrational
near-group categories are of type ({0}, Q,m) and generalized Haagerup categories
are of type (P, {0}, 1).
We can also think of a non-self-dual version. Namely, we say that a fusion category
C is a quadratic category of type (P,Q,m) with non-self-dual ρ if the set of equivalence
classes of simple objects in C are as above, and they satisfy the following fusion rules,
[αp][αp′] = [αp+p′], [βq][βq′ ] = [βq+q′ ], [αp][βq] = [βq][αp],
[αp][ρ] = [ρ][α−p], [βq][ρ] = [ρ],
[ρρ] =
∑
q∈Q
[βq] +m|Q|
∑
p∈P
[αp][ρ].
Moreover, there exists p0 ∈ P satisfying
[ρ] = [αp0][ρ].
The Z2-de-euivariantizaiton of a near-group category for Z4m with multiplicity 4m is
a quadratic category of type (Z2,Zm, 1) with non-self-dual ρ ([Izu17, Theorem 12.5]).
3. Near-group family
3.1. General formulae. The modular data (S, T ) of the Drinfeld center Z(C) of
a near-group category C with a finite abelian group A and multiplicity |A| (i.e. a
quadratic category of type ({0}, A, 1) was computed in [Izu01] and [EG14]. Evans-
Gannon [EG14, Conjecture 2] conjectured an explicit formula of (S, T ) for odd A,
and they verified the conjecture for |A| ≤ 13. Their formula is surprising simple and
it involves only two metric groups (A, q) and (A′, q′) satisfying |A′| = |A| + 4 and
G(q′) = −G(q). It is immediate to describe the first metric group (A, q) in terms
of C, while the second metric group (A′, q′) is rather mysterious and it is captured
only through heavy computation. In this section, we generalize their formula to
general finite abelian groups. Our family of potential modular data also include
those coming from modular tensor categories not equivalent to Drinfeld centers of
some fusion categories.
Throughout this section, we assume that (G, q1, θ1) and (Γ, q2, θ2) are involutive
metric groups satisfying c := G(q1) = −G(q2) and
(U, q0) := (G
θ1, q1|Gθ1 ) ∼= (Γθ2 , q2|Γθ2 ).
We fix an isomorphism of Gθ1 and Γθ2 as above, and regard U as a common subgroup
of G and Γ.
We set a = 1/
√|G|, b = 1/√|Γ|. We choose and fix subsets G∗ ⊂ G and Γ∗ ⊂ Γ
satisfying
G = U ⊔G∗ ⊔ θ1(G∗), Γ = U ⊔ Γ∗ ⊔ θ2(Γ∗).
and set
J = (U × {0, π}) ⊔G∗ ⊔ Γ∗.
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We use letters u, u′, u′′, v for elements of U , g, g′, g′′, h for elements of G and γ, γ′, γ′′, ξ
for elements of Γ. We introduce an involution of J by setting (u, 0) = (−u, 0),
(u, π) = (−u, π),
g =
{ −g, if −g ∈ G∗
θ1(−g), otherwise ,
γ =
{ −γ, if −γ ∈ Γ∗
θ2(−γ), otherwise .
We often suppress subscript i in θi, and qi in 〈·, ·〉qi if there is no possibility of
confusion.
Definition 3.1. Let S, T , and C be J by J matrices defined by
(Sj,j′) =

a−b
2
〈u, u′〉 a+b
2
〈u, u′〉 a〈u, g′〉 b〈u, γ′〉
a+b
2
〈u, u′〉 a−b
2
〈u, u′〉 a〈u, g′〉 −b〈u, γ′〉
a〈g, u′〉 a〈g, u′〉 a(〈g, g′〉+ 〈θ(g), g′〉) 0
b〈γ, u′〉 −b〈γ, u′〉 0 −b(〈γ, γ′〉+ 〈θ(γ), γ′〉)

 ,
T = Diag(q0(u), q0(u), q1(g), q2(γ)),
and Cx,y = δx,y.
Lemma 2.2 immediately implies the following.
Lemma 3.2. Let the notation be as in Definition 3.1. Assume that L is a subgroup
of U such that the restriction of q0 to L is non-degenerate, and we denote
G′ = {g ∈ G; ∀l ∈ L 〈g, l〉 = 1},
Γ′ = {γ ∈ Γ; ∀l ∈ L 〈γ, l〉 = 1},
q′1 = q1|G′, θ′1 = θ1|G′, q′2 = q2|Γ′, θ′2 = θ2|Γ′, and q′0 = q0|L. Then (G′, q′1, θ′1) and
(Γ′, q′2, θ
′
2) satisfy the assumption of Definition 3.1 and G(q′1) = −G(q′2), If we denote
(S ′, T ′) the unitary matrices defined in Definition 3.1 for G′ and Γ′, we have
(S, T ) = (S(L,q
′
0) ⊗ S ′, T (L,q′0) ⊗ T ′).
Remark 3.3. Recall that G (and hence q1 and θ1 too) is canonically decomposed as
Ge×Go, where Ge is a 2-group and Go is an odd group. Moreover, we can diagonalize
θ1 on Go. Thus we have the canonical decomposition
(G, q1, θ1) = (Ge, q1,e, θ1,e)× (Go,+, q1,o,+, 1)× (Go,−, q1,o,−,−1).
(Γ, q2, θ2) = (Γe, q2,e, θ2,e)× (Γo,+, q2,o,+, 1)× (Γo,−, q2,o,−,−1).
Under the identification (U, q0) = (G
θ, q1|Gθ1 ) = (Γθ2 , q2|Γθ2 ), we get
(U, q0) = (G
θ1,e
e , q1|Gθ1,ee )× (Go,+, q1,o+) = (Γ
θ2,e
e , q2|Γθ2,e2 )× (Γo,+, q2,o+).
Thus we can always apply Lemma 3.2 to L = Go,+ = Γo,+. For the purpose of
constructing new modular data, we may assume Go,+ = Γo,+ = {0}.
Direct computation shows the following.
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Lemma 3.4. Let the notation be as in Definition 3.1. Then S, T , and C are unitary
matrices satisfying S2 = C, (ST )3 = cC, and TC = CT .
Lemma 3.5. Let the notation be as Definition 3.1. Then we have
N(u,0),(u′,0),(u′′,0) = N(u,0),(u′,π),(u′′,π) = δu+u′+u′′,0.
N(u,0),(u′,0),(u′′,π) = N(u,0),(u′,0),g = N(u,0),(u′,0),γ = N(u,0),(u′,π),g = N(u,0),(u′,π),γ = 0.
N(u,0),g,g′ = δu+g+g′,0+δu+θ(g)+g′,0, N(u,0),g,γ = 0, N(u,0),γ,γ′ = δu+γ+γ′,0+δu+θ(γ)+γ′,0.
N(u,π),(u′,π),(u′′,π) =
4|U |
|Γ| − |G|
1
|U |
∑
v∈U
〈u+ u′ + u′′, v〉.
N(u,π),(u′,π),g =
4|U |
|Γ| − |G|
1
|U |
∑
v∈U
〈u+ u′ + g, v〉.
N(u,π),(u′,π),γ =
4|U |
|Γ| − |G|
1
|U |
∑
v∈U
〈u+ u′ + γ, v〉.
N(u,π),g,g′ =
4|U |
|Γ| − |G|
1
|U |
∑
v∈U
〈u+ g + g′, v〉+ δu+g+g′,0 + δu+θ(g)+g′,0.
N(u,π),g,γ =
4|U |
|Γ| − |G|
1
|U |
∑
v∈U
〈u, v〉〈g, v〉〈γ, v〉.
N(u,π),γ,γ′ =
4|U |
|Γ| − |G|
1
|U |
∑
v∈U
〈u+ γ + γ′, v〉 − δu+γ+γ′,0 − δu+θ(γ)+γ′,0.
Ng,g′,g′′ =
4|U |
|Γ| − |G|
1
|U |
∑
v∈U
〈g + g′ + g′′, v〉
+ δg+g′+g′′,0 + δθ(g)+g′+g′′,0 + δg+θ(g′)+g′′,0 + δg+g′+θ(g′′),0.
Ng,g′,γ =
4|U |
|Γ| − |G|
1
|U |
∑
v∈U
〈g + g′, v〉〈γ, v〉.
Ng,γ,γ′ =
4|U |
|Γ| − |G|
1
|U |
∑
v∈U
〈g, v〉〈γ + γ′, v〉.
Nγ,γ′,γ′′ =
4|U |
|Γ| − |G|
1
|U |
∑
v∈U
〈γ + γ′ + γ′′, v〉
− δγ+γ′+γ′′,0 − δθ(γ)+γ′+γ′′,0 − δγ+θ(γ′)+γ′′,0 − δγ+γ′+θ(γ′′),0.
The above computation shows that in order for (S, T ) to be modular data, the
number 4|U |/(|Γ| − |G|) has to be a positive integer. On the other hand, since U
is a common subgroup of G and Γ, the number (|Γ| − |G|)/|U | is a positive integer
too. Thus we have only three possibilities: |Γ| = |G| + |U |, |Γ| = |G| + 2|U |, and
|Γ| = |G|+ 4|U |.
Theorem 3.6. Let the notation be as in Definition 3.1. All the fusion coefficients in
Lemma 3.5 are non-negative integers if and only of either of the following occurs:
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• |Γ| = |G|+ 4|U |,
• |Γ| = |G|+ 2|U |, and |Γ|/|U | and |G|/|U | are even numbers.
Proof. We first assume |Γ| = |G| + |U |. Then either |Γ|/|U | or |G|/|U | is an odd
number, and we assume that |G|/|U | is odd as the other case can be treated in the
same way. Let
(G, q1, θ1) = (Ge, q1,e, θ1,e)× (Go,+, q1,o+, 1)× (Go,−, q1,o−,−1).
be the decomposition as in Remark 3.3. Then |G|/|U | being odd implies that θ1,e is
trivial, and
(U, q0) = (G1,e, q1,e)× (Go,+, q1,o+).
In particular q0 is non-degenerate, and Lemma 3.2 implies that we have a factorization
(Γ, θ2) = (U, q0)× (Γ′, θ′2),
with θ′2 a fixed-point-free involution. However |Γ′| = |G|/|U |+1 implies that Γ′ is an
even group, which never allows a fixed-point-free involution, and we get contradiction.
Assume now that |Γ| = |G|+2|U |, and |G|/|U | is odd. At this time |Γ|/|U | is odd
too, and we have decompositions
(G, q1, θ1) = (Ge, q1,e, θ1,e)× (Go,+, q1,o+, 1)× (Go,−, q1,o−,−1).
(Γ, q2, θ2) = (Γe, q2,e, θ2,e)× (Γo,+, q1,o+, 1)× (Γo,−, q1,o−,−1).
with trivial θ1,e and θ2,e. Thus
(G, q1) = (U, q0)× (Go,−, q1,o−),
(Γ, q2) = (U, q0)× (Γo,−, q2,o−),
and G(q1,o−) = −G(q2,o−). However, this is impossible as Go,− and Γo,− are odd
groups with |Γo,−| = |Go,−|+ 2. 
Recall that a near-group category for a finite abelian group A with multiplicity
|A| comes with a non-degenerate symmetric bicharacter, say 〈〈·, ·〉〉 (we avoid the
symbol 〈·, ·〉 used in [Izu01], [Izu17] to prevent possible confusion). We generalize
Evans-Gannon’s conjecture. It is easy to see from Lemma 3.2 and Remark 3.3 that
the following statement actually generalizes [EG14, Conjecture 2] from the odd group
case to the general case.
Conjecture 3.7. The modular data of the Drinfeld center of a near-group category
for a finite abelian group A with multiplicity |A| and a non-degenerate symmetric
bicharacter 〈〈·, ·〉〉 is given by (S, T ) in Definition 3.1 with G = A × A, q1(a1, a2) =
〈〈a1, a2〉〉, θ1(a1, a2) = (a2, a1), and
|Γ| = |G|+ 4|U | = |A|(|A|+ 4).
The conjecture is true for odd groups A with |A| ≤ 13, as well as A = Z2 and
A = Z4.
We compute the Frobenius-Schur indicators now. For u ∈ U and m ∈ Z, let
G(q1, u,m) = 1√|G|
∑
g∈G
〈u, g〉q1(g)m, G(q2, u,m) = 1√|Γ|
∑
γ∈Γ
〈u, γ〉q2(γ)m,
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G(q1, q2, v,m) = 1√|G|
∑
g∈G
〈v, g〉q1(g)m + 1√|Γ|
∑
γ∈Γ
〈v, γ〉q2(γ)m.
Lemma 3.8. Let the notation be as above. Then
νm((u, 0)) = δmu,0q0(u)
m,
νm((u, π)) =
1
|Γ| − |G|
∑
v∈U
〈u, v〉|G(q1, q2, v,m)|2,
νm(g) =
1
|Γ| − |G|
∑
v∈U
〈g, v〉|G(q1, q2, v,m)|2 + δmg,0q1(g)m,
νm(γ) =
1
|Γ| − |G|
∑
v∈U
〈γ, v〉|G(q1, q2, v,m)|2 − δmγ,0q1(γ)m.
Note that if G is an odd group and (S, T ) comes from a modular tensor category,
we have |Γ| = |G|+ 4, and
νm(π) =
1
4
|G(q1, m) + G(q2, m)|2.
νm(g) =
1
4
|G(q1, m) + G(q2, m)|2 + δmg,0q1(g)m,
νm(γ) =
1
4
|G(q1, m) + G(q2, m)|2 − δmγ,0q1(γ)m.
Lemma 3.9. Assume G is an odd group with θ1 = −1 and |Γ| = |G|+ 4. Then
(1) We have ν2(x) = 1 for any x ∈ J , and it does not give any restriction to the
pair (G, q1) and (Γ, q2).
(2) If the 3-rank of G and that of Γ are less than or equal to 1, the values of ν3(x)
are consistent with Nx,x,x for any x ∈ J .
(3) If either the 3-rank of G or that of Γ is larger than or equal to 3, the value of
ν3(π) is not consistent with Nπ,π,π = 1, and the pair (S, T ) never comes from
a modular tensor category.
Proof. (1) We have
ν2(π) = |G(q1, 2) + G(q2, 2)
2
|2
= |G(q1)(−1)
|G|2−1
8 + G(q2)(−1) (|G|+4)
2−1
8
2
|2
= |G(q1)− G(q2)
2
|2 = |G(q1)|2 = 1.
We can show ν2(x) = 1 for the other x ∈ J from this computation.
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(2) If either G or Γ has no 3-component (i.e. |G| ≡ 1 mod 3), then using the
Jacobi symbol and the quadratic reciprocity law, we get
ν3(π) = |G(q1, 3) + G(q2, 3)
2
|2
= |
G(q1)( 3|G|) + G(q2)( 3|Γ|)
2
|2 = |G(q1)(−1)
|G|−1
2 ( |G|
3
) + G(q2)(−1)
|G|+3
2 ( |G|+4
3
)
2
|2
= |G(q1)− G(q2)
2
|2 = |G(q1)|2 = 1.
If G has 3-rank 1, we have either G(q1, 3) ∈ {
√
3,−√3} and G(q2, 3) ∈ {i,−i}, or
G(q1, 3) ∈ {
√
3i,−√3i} and G(q2, 3) ∈ {1,−1}, and we get ν3(π) = 1. We can get
the same conclusion if Γ has 3-rank 1. Consistency of ν3(x) and Nx,x,x for other x
follows from the same computation.
(3) IfG has 3-rank larger than or equal to 3, we get |G(q1, 3)| ≥ 3
√
3 and |G(q2, 3)| =
1. Then ν3(π) > 1, which is not consistent with Nπ,π,π = 1. We can get the same
conclusion if Γ has 3-rank larger than equal to 3. 
Remark 3.10. The most interesting case is of course when either the 3-rank of G or
that of Γ is 2, and in this case, our formulae of ν3(π) and Nπ,π,π = 1 give a restriction
of quadratic forms. For example, assume G = Z5 and Γ = Z3 × Z3. Then
ν3(π) = |G(q1, 3) + 3
2
|2 = |−G(q1) + 3
2
|2 = |G(q2) + 3
2
|2.
Thus G(q2) = 1 is forbidden, and only G(q2) = −1 (and consequently G(q1) = 1)
is consistent with Nπ,π,π = 1. This explains why there are only 3 solutions for the
polynomial equations for the near-group category for Z5 with multiplicity 5 (see
[EG14, Table 2]), and in fact there are two solutions corresponding to Γ = Z9 with
q2(x) = ζ
x2
9 , ζ
−x2
9 , and one solution corresponding to Γ = Z3 × Z3 with q2(x, y) =
ζx
2+y2
3 . In a similar way, for G = Z3 × Z3 and Γ = Z13, only G(q1) = 1 is possible,
which gives the modular data of the Drinfeld center of the Haagerup category.
Corollary 3.11. If Conjecture 3.7 is true, there exists no generalized Haagerup cat-
egory with an odd abelian group A whose 3-rank is larger than or equal to 2.
Proof. If C is such a category, C⊠VecA is Morita equivalent to a near-group category
for A×A with multiplicity |A|2 (see [Izu17, Theorem 12.9]), which contradicts Lemma
3.9,(3). 
We get back to the general case. Recall that if m is an odd number and (A, q) is
a metric group with |A| = 2n, we have
G(q,m)
G(q)m = (−1)
nm
2−1
8 .
Lemma 3.12. Let the notation be as above. Let m ∈ Z and let u ∈ U .
(1) For odd m,
|G(q1, q2, u,m)| = |G(q1, q2, 0, m)| = |(−1)n1m
2−1
8
G(q1,o, m)
G(q1,o)m − (−1)
n2
m2−1
8
G(q2,o, m)
G(q2,o)m |,
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where |Ge| = 2n1 and |Γe| = 2n2. If moreover (m, |G|) = (m, |Γ|) = 1, we
have
|G(q1, q2, u,m)| = |(−1)n1m
2−1
8 (
|Go|
m
)− (−1)n2m
2−1
8 (
|Γo|
m
)|,
where ( |Go|
m
) is the Jacobi symbol.
(2) For m = 2,
|G(q1, q2, u, 2)| = |G(q1,e, u, 2)G(q1,e) (−1)
|Go|2−1
8 − G(q2,e, u, 2)G(q2,e) (−1)
|Γo|2−1
8 |.
Proof. (1) Since U is a 2-group, for any u ∈ U there exists a unique element u′ ∈ U
satisfying mu′ = u. Thus
|G(q1, q2, u,m)|
= | 1√|Ge|
∑
g∈Ge
〈u, g〉q1,eq1,e(g)mG(q1,o, m) +
1√|Γe|
∑
γ∈Γe
〈u, γ〉q2,eq2,e(γ)mG(q2,o, m)|
= | 1√|Ge|
∑
g∈Ge
〈u′, g〉qm1,eqm1,e(g)G(q1,o, m) +
1√|Γe|
∑
γ∈Γe
〈u′, γ〉qm2,eqm2,e(γ)G(q2,o, m)|
= | 1√|Ge|
∑
g∈Ge
qm1,e(g + u
′)
qm1,e(u
′)
G(q1,o, m) + 1√|Γe|
∑
γ∈Γe
qm2,e(γ + u
′)
qm2,e(u
′)
G(q2,o, m)|
= |G(q1, m) + G(q2, m)|.
Since G(q1) = −G(q2), it is equal to
|G(q1, m)G(q1)m −
G(q2, m)
G(q2)m | = |
G(q1,e, m)
G(q1,e)m
G(q1,o, m)
G(q1,o)m −
G(q2,e, m)
G(q2,e)m
G(q2,o, m)
G(q2,o)m |,
which shows the first part.
If moreover (m, |G|) = (m, |Γ|) = 1, the quadratic reciprocity law implies
G(q1,o, m)
G(q1,o)m =
(−1)m−12 |Go|−12
G(q1,o)m−1 (
|Go|
m
) = (
(−1) |Go|−12
G(q1,o)2 )
m−1
2 (
|Go|
m
) = (
|Go|
m
),
and we get the second part.
(2) Since G(q1) = −G(q2), we get
|G(q1, u, 2) + G(q2, u, 2)|
= |G(q1,e, u, 2)G(q1,o, 2)G(q1,e)G(q1,o) −
G(q2,e, u, 2)G(q2,o, 2)
G(q2,e)G(q2,o) |
= |G(q1,e, u, 2)G(q1,e) (−1)
|Go|2−1
8 − G(q2,e, u, 2)G(q2,e) (−1)
|Γo|2−1
8 |.

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3.2. Examples in the case of |Γ| = |G| + 4|U |. We give examples of involutive
metric groups (G, q1, θ1) and (Γ, q2, θ2) satisfying the assumption of Definition 3.1,
|Γ| = |G| + 4|U | such that (FS2) and (FS3) are satisfied. Taking Lemma 3.2 and
Remark 3.3 into account, we assume
(G, q1, θ1) = (Ge, q1,e, θ1,e)× (Go, q1,o,−1),
(Γ, q2, θ2) = (Γe, q2,e, θ2,e)× (Γo, θ2,o,−1).
We also assume that q0 is degenerate on any non-zero subgroup of U .
Lemma 3.5 implies
N(u,π),(u,π),(u,π) =
1
|U |
∑
v∈U
〈u, v〉,
Ng,g,g =
1
|U |
∑
v∈U
〈g, v〉+ δ3g,0 + 3δ2g+θ(g),0,
Nγ,γ,γ =
1
|U |
∑
v∈U
〈γ, v〉 − δ3γ,0 − 3δ2γ+θ(γ),0.
On the other hand, Lemma 3.8 and 3.12 show
ν3(u, π) =
|G(q1, q2, 0, 3)|2
4
1
|U |
∑
v∈U
〈u, v〉,
ν3(g) =
|G(q1, q2, 0, 3)|2
4
1
|U |
∑
v∈U
〈g, v〉+ δ3g,0q1(g)3,
ν3(γ) =
|G(q1, q2, 0, 3)|2
4
1
|U |
∑
v∈U
〈γ, v〉 − δ3γ,0q2(γ)3.
Thus the condition (FS3) is equivalent to |G(q1, q2, 0, 3)| = 2. Direct computation
using Lemma 3.12 shows that restriction coming from (FS3) in the following examples
is very similar to that discussed in Lemma 3.9 and Remark 3.10, and we will not
mention it in what follows.
3.2.1. Ge = Z2 ×Z2 with θ1,e(x, y) = (y, x). In this case, we have U ∼= Z2, and |Γ| =
4|Go| + 8 = 4(|Go| + 2), and hence |Γe| = 4, |Γo| = |Go| + 2. Thus G(q2,o)/G(q1,o) ∈
{i,−i}, and so G(q2,e)/G(q1,e) ∈ {i,−i} too. This implies Γe = Z2 × Z2. Since θ2,e
is non-trivial, we may assume θ2,e(x, y) = (y, x). Note that the only flip-invariant
quadratic forms of Z2 × Z2 are q(x, y) = (−1)xy, (−1)x2+xy+y2 , i±(x2+y2).
(1) Assume q1,e(x, y) = (−1)xy. Then G(q1,e) = 1, and q2,e(x, y) = i±(x2+y2). To
fulfill G(q2) = −G(q1), we need G(q2,o) = ±iG(q1,o). Direct computation shows that
(FS2) gives no restriction. In the simplest case G = Z2 × Z2, Γ = Z2 × Z2 × Z3, the
pair (S, T ) is the modular data of the Drinfeld center of the near group category for
Z2 with multiplicity 2 (see [Izu01]). More generally, we conjecture that the modular
data of the Drinfeld center of a near-group category for Z2 × Go with multiplicity
2|Go| is given by
(S(Go,q1,o) ⊗ S, T (Go,q1,o) ⊗ T ).
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(2) Assume q1,e(x, y) = (−1)x2+xy+y2 . Then G(q1,e) = −1, and q2,e(x, y) = i±(x2+y2).
To fulfill G(q2) = −G(q1), we need G(q2,o) = ∓iG(q1,o). Direct computation shows
that (FS2) gives no restriction.
(3) Assume q1,e(x, y) = i
±(x2+y2). Then G(q1,e) = ±i, and q2,e(x, y) is either (−1)xy
or (−1)x2+xy+y2 . We have G(q2,o) = ∓iG(q1,o) for q2,e(x, y) = (−1)xy, and G(q2,o) =
±iG(q1,o) for q2,e(x, y) = (−1)x2+xy+y2. Direct computation shows that (FS2) gives
no restriction.
3.2.2. Ge = Z4. Since θ1,e is non-trivial, we have θ1,e(x) = −x. In this case, we have
U ∼= Z2, and |Γ| = 4|Go|+8 = 4(|Go|+2), and hence |Γe| = 4, |Γo| = |Go|+ 2. Thus
G(q2,o)/G(q1,o) ∈ {i,−i}, and so G(q2,e)/G(1, e) ∈ {i,−i} too. This implies Γe = Z4.
Since θ2,e is non-trivial, we have θ2,e(x) = −x. Non-degenerate quadratic forms on Z4
are of the form q(x) = ζrx
2
8 with odd r, and G(q) = ζr8 . Thus possible combinations
are q1,e(x) = ζ
r1x2
8 , q2,e(x) = ζ
r2x2
8 , and G(q2,o) = −ζr1−r28 G(q1,o), and r1 − r2 ≡ 2
mod 4. Direct computation shows that (FS2) gives no restriction.
Remark 3.13. In the above examples with |Ge| = 4, we fix two odd metric groups
(Go, q1,o) and (Γo, q2,o). Then we can show that all the above potential modular
data (S, T ) can be obtained from that for q1,e(x, y) = (−1)xy by applying the zesting
procedure introduced in [BGH+17, Theorem 3.15].
3.2.3. Ge = Z4 × Z4 and θ1,e(x, y) = (y, x). In this case, we have U ∼= Z4 and
|Γ| = 24(|Go| + 1). Thus there exists n ≥ 3 satisfying |Γe| = 2n+2, and we have
|Go| = 2n−2|Γo| − 1. We assume that Γe = Z2n+1 × Z2, q2,e(x, y) = ζrx22n+2ζr(1−2
n−2)y2
4 ,
and
θ2,e(x, y) = ((2
n−1 − 1)x+ 2ny, x+ y),
with r ∈ {1,−1, 3,−3}. Then θ2,e preserves q2,e and Γθ2,ee =< (2n−1, 1) >∼= Z4. We
have
q2,e(2
n−1, 1) = ζr2
2n−2
2n+2 ζ
r(1−2n−2)
4 = ζ
r
4 .
To fulfill the condition (Gθ1 , q1|Gθ1 ) ∼= (Γθ2 , q2|Γθ2 ), we have 3 possibilities q1,e(x, y) =
ζrxy4 , ζ
−r(x2+xy+y2)
4 , ζ
r(x2+y2)
8 . We have
G(q2,e) = (−1)n r
2−1
8 (−1) 2
n−3(2n−3−1)
2 ir(1−2
n−3).
(1) Assume q1,e(x, y) = ζ
rxy
4 . Then G(q1,e) = 1, and
G(q1,o) = −(−1)n r
2−1
8 (−1) 2
n−3(2n−3−1)
2 ir(1−2
n−3)G(q2,o).
For n = 3, we have G(q1,o)/G(q2,o) ∈ {1,−1} and |Go| ≡ |Γo| mod 4. This to-
gether with |Go| = 2|Γo| − 1 implies that |Go| ≡ 1 mod 8. For n ≥ 4, we have
G(q1,o)/G(q2,o) ∈ {i,−i} and |Go| ≡ |Γo| − 2 mod 4. This together with |Go| =
2n−2|Γo| − 1 implies that |Go| ≡ 3 mod 4 and |Γo| ≡ 1 mod 4.
Direct computation shows that (FS2) gives no restriction.
In the smallest case G = Z4 × Z4, Γ = Z16 × Z2, there are two possibilities,
r = ±3. These give the modular data for the Drinfeld centers of the two complex-
conjugate near-group categories for Z4 with multiplicity 4. This can be verified using
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Theorem 6.8 of [Izu01], after solving Equations (6.18)-(6.21) for Z4 using the structure
constants found in Example A.2 there.
More generally, we conjecture that the pair
(S(Go,q1,o) ⊗ S, T (Go,q1,o) ⊗ T ),
is the modular data of the Drinfeld center of a near-group category for Z4×Go with
multiplicity 4|Go|.
(2) Assume q1,e(x, y) = ζ
−r(x2+xy+y2)
4 . Then G(q1,e) = 1, and computation is very
much the same as above.
(3) Assume q1,e(x, y) = ζ
r(x2+y2)
8 . Then G(q1,e) = ir, and
G(q2,o) = −(−1)n r
2−1
8 (−1) 2
n−3(2n−3−1)
2 ir2
n−3G(q1,o).
For n = 3, we have G(q1,e)/G(q2,e) ∈ {i,−i}, and |Go| ≡ |Γe| − 2 mod 4. This
together with |Go| = 2|Γe| − 1 shows that |Go| ≡ 5 mod 8 and |Γo| ≡ 3 mod 8. For
n ≥ 4, we have G(q1,e)/G(q2,e) ∈ {1,−1}, and |Go| ≡ |Γe| mod 4. This together with
|Go| = 2|Γe| − 1 shows that |Go| ≡ |Γe| ≡ 3 mod 4.
Direct computation shows that (FS2) gives no restriction.
In the smallest case G = Z4×Z4×Z5, Γ = Z16×Z2×Z3, there are 8 possibilities,
two choices of q1,o and 4 choices of r, and we have G(q2,o) = −(−1) r
2−1
8 irG(q1,o).
3.2.4. Ge = Z
4
2 and θ1,e(x1, x2, y1, y2) = (y1, y2, x1, x2). In this case, we have U
∼=
Z2 × Z2, and |Γ| = 24(|Go|+ 1).
(1) q1,e(x1, x2, y1, y2) = (−1)x1y1+x2y2 . We choose n ≥ 3 with |Γe| = 2n+2 and |Go| =
2n−2|Γo| − 1. Since G(q2,e)4 = G(q1,e)4 = 1, Lemma 2.4 shows that Γe = Z2n × Z4 is
the only possibility, and we have q2,e(x, y) = ζ
rx2
2n+1ζ
sy2
8 with r, s ∈ {1,−1, 3,−3}, and
θ2,e(x, y) = (−x,−y) or ((−1+ 2n−1)x+2n−1y, 2n−1x− y). We denote by τ(x, y) the
latter.
We get q2(2
n−1, 0) = 1, q2(0, 2) = −1, and q2(2n−1, 2) = −1, and (Gθ1 , q1) ∼=
(Γθ2 , q2). We have G(q1,e) = 1 and G(q2,e) = (−1)n r
2−1
8 ζr+s8 , and so
G(q1,o) + (−1)n r
2−1
8 ζr+s8 G(q2,o) = 0.
The group automorphism (x, y)→ (x+ 2n−2y,±x+ y) of Z2n × Z4 transforms (r, s)
to (r + 2n−2s, 2n−2r + s).
Direct computation shows |G(q1, q2, k, 2)|2 = 4 for k 6= 0, and
|G(q1, q2, 0, 2)|2 = |4− 2(−1) r
2−1
8 (−1) s
2−1
8 (−1) |Go|
2−1
8 (−1) |Γo|
2−1
8 |2,
which is compatible with ν2(0, π) = ±1 if and only if
(−1) r
2−1
8 (−1) s
2−1
8 (−1) |Go|
2−1
8 (−1) |Γo|
2−1
8 = 1.
Assuming this condition, we have
ν2(γ) =
1
|U |
∑
u∈U
〈γ, u〉 − δ2γ,0q2(γ)2,
which shows that (FS2) is satisfied only for θ2,e = τ .
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In the smallest case G = Z42, Γ = Z16 × Z2, we have either (r, s) = (3,−3) or
(−3, 3), which are transformed to each other by a group automorphism.
We conjecture that the pair
(S(Go,q1,o) ⊗ S, T (Go,q1,o) ⊗ T )
with θ2,e = τ is the modular data of the Drinfeld center of a near-group category for
Z2 × Z2 ×Go with multiplicity 4|Go|.
(2) q1,e(x1, x2, y1, y2) = (−1)x1y2+x2y1 . Note that we have q0(k) = 1 in this case.
Lemma 2.4 shows that only Γe = Z2m × Z2n with 3 ≤ m ≤ n is possible for Γe, and
Γθ2,ee = {0, (2m−1, 0), (0, 2n−1), (2m−1, 2n−1)}.
Since |Go| = 2m+n−4|Γo| − 1, we have |Go| ≡ 3 mod 4. Thus c = G(q1,o) =
−G(q2,e)G(q2,o) implies G(q2,e)2G(q2,o)2 = −1. For (q2,e, θ2,e), the following three cases
could occur:
• q2,e(x, y) = ζrx22m+1ζsy
2
2n+1 with r, s ∈ {1,−1, 3,−3}, and θ2,e(x, y) = (−x,−y) or
θ2,e(x, y) = (−x+ 2m−1y, 2n−1x− y). We denote by τ ′(x, y) the latter.
• m = n, q2,e(x, y) = ζxy2m, and θ = −1 or θ = −1 + 2m−1.
• m = n, q2,e(x, y) = ζx2+xy+y22m , and θ = −1 or θ = −1 + 2m−1.
If |Γo| ≡ 1 mod 4, the only first case is possible, and
G(q1,o) + (−1)m r
2−1
8 (−1)n s
2−1
8 ζr+s8 G(q2,o) = 0.
Direct computation shows |G(q1, q2, l, 2)|2 = 4 for l 6= 0, and
|G(q1, q2, 0, 2)|2 = |4− 2(−1) r
2−1
8 (−1) s
2−1
8 (−1) |Go|
2−1
8 (−1) |Γo|
2−1
8 |2,
which is allowed only if
(−1) r
2−1
8 (−1) s
2−1
8 (−1) |Go|
2−1
8 (−1) |Γo|
2−1
8 = 1.
Assuming this condition, we see that (FS2) is satisfied only for θ2,e = τ
′.
In the smallest case G = Z42×Z3, we have m = n = 3, and Γo = {0}. Up to group
automorphism, we have two cases: (G(q1,o), r, s) = ±(i, 3,−1).
We conjecture that the pair
(S(Go,q1,o) ⊗ S, T (Go,q1,o) ⊗ T )
with θ2,e = τ
′ is the modular data of the Drinfeld center of a near-group category for
Z2 × Z2 ×Go with multiplicity 4|Go|.
(3) There are various other θ1,e-invariant non-degenerate quadratic forms on Z
4
2
(see Lemma 2.4).
3.2.5. Ge = Z2n × Z2n with n ≥ 3 and θ1,e(x, y) = (y, x). In this case, we have
U ∼= Z2n , and |Γ| = 22n + 2n+2|Go|, and hence |Γe| = 2n+2 and |Γo| = |Go| + 2n−2.
Let Γe = Z2n+1 × Z2, let
q2,e(x, y) = ζ
sx2
2n+2ζ
−(1+2n−2)sy2
4
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with odd s, and let θ2,e(x, y) = ((1 + 2
n−1)x+ 2ny, x+ y). Then θ2,e is an involution
preserving q2,e, and
Γθ2,ee =< (2, 1) >
∼= Z2n .
with q2,e(2, 1) = ζ
s(1−2n−2−22n−4)
2n . We have
G(q2,e) = i−2n−3s(−1)
2n−3(2n−3−1)
2 (−1)n s
2−1
8 .
Thus G(q2,e) ∈ {i,−i} for n = 3, and G(q2,e) ∈ {1,−1} for n ≥ 4.
(1) Assume q1,e(x, y) = ζ
rxy
2n with r ∈ {1,−1, 3,−3}. We set
s = (1 + 2n−2)r + 2nt,
with t ∈ {0, 1, 2, 3}. Then
s(1− 2n−2 − 22n−4) ≡ r mod 2n,
and q1,e(l, l) = q2,e(2l, l). Since the automorphism (x, y) 7→ ((1+2n)x, y) of Z2n+1×Z2
commutes with θ2,e and transforms t to t + 2, we need to consider only t = 0, 1. We
have
G(q1,o) = −i−2n−3s(−1)
2n−3(2n−3−1)
2 (−1)n s
2−1
8 G(q2,o).
Since |Γe| = 2n−2|Go| + 1, and |Γo| ≡ |Go| + 2 mod 4 for n = 3 and |Γo| ≡ |Go| for
n ≥ 4, we get |Go| ≡ 1 mod 4, and |Γo| ≡ 3 mod 4 for n = 3, and |Γo| ≡ 1 mod 4
for n ≥ 4.
Direct computation shows that (FS2) gives no restriction.
We give a few examples.
(i) Go = {0} with n = 3. In this case, we have Γo = Z3. There are 8 possibilities,
4 choices of r and two choices of t, and we have G(q2,o) = −(−1) r
2−1
8 ir.
(ii) Go = {0} with n = 4. In this case, we have Γo = Z5. There are 8 possibilities,
and we have G(q2,o) = (−1)r.
We conjecture that the pair
(S(Go,q1,o) ⊗ S, T (Go,q1,o) ⊗ T ).
is the modular data of the Drinfeld center of a near-group categories for Z2n × Go
with multiplicity 2n|Go|
(2) The case q1,e(x, y) = ζ
r(x2+xy+y2)
2n can be treated in a similar way.
(3) Assume that q1,e(x, y) = ζ
r(x2+y2)
2n+1 with r ∈ {1,−1, 3,−3}. We set
s = (1 + 2n−2)r + 2nt,
with t ∈ {0, 1, 2, 3}. Then
s(1− 2n−2 − 22n−4) ≡ r mod 2n,
and q1,e(l, l) = q2,e(2l, l). Since the automorphism (x, y) 7→ ((1+2n)x, y) of Z2n+1×Z2
commutes with θ2,e and transforms t to t+2, we need to consider only t = 0, 1. Since
G(q1,e) = ir, we have
G(q1,o) = −i−(1+2n−3+22n−5)r(−1)
2n−3(2n−3−1)
2 (−1)n (1+2
n−2)2r2−1
8 G(q2,o).
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Thus |Γo| ≡ |Go| mod 4 for n = 3 and |Γo| ≡ |Go| + 2 mod 4 for n ≥ 4. Now
|Γo| = 2n−2|Go|+ 1 implies that |Go| ≡ 3 mod 4, and |Γo| ≡ 3 mod 4 for n = 3 and
|Γo| ≡ 1 mod 4 for n ≥ 4. The rest of computation is similar to the case (1).
3.2.6. Ge = Z2n with n ≥ 3, and θ1,e(x) = −x. In this case U ∼= Z2, and |Γ| =
2n|Go|+ 23 = 23(2n−3|Go|+ 1). Let q1,e(x) = ζrx22n+1 with r ∈ {1,−1, 3,−3}. We have
G(q1,e) = ζr8(−1)n
r2−1
8 , and q1(2
n−1) = ζr2
2n−2
2n+1 = 1.
(1) Assume Ge = Z8, and Γe = Z2m , |Go| = 2m−3|Γo| − 1 with m ≥ 4. Assume
q2,e(x) = ζ
sx2
2m+1 with s ∈ {1,−1, 3,−3} and θ2(x) = −x. Then G(q1,e) = (−1)
r2−1
8 ζr8
and G(q2,e) = (−1)m s
2−1
8 ζs8 . Thus
G(q2,o) = −(−1) r
2−1
8 (−1)m s
2−1
8 ζr−s8 G(q1,o).
Direct computation shows that (FS2) gives no restriction.
In the smallest case G = Z8, Γ = Z16, there are 4 possibilities (1,−3), (−1, 3),
(3, 3), (−3,−3) for (r, s).
(2) n ≥ 4. Then |Γe| = 8 and |Γo| = 2n−3|Go|+ 1. Assume Γe = Z8, q2,e(x) = ζsx216 ,
and θ2,e(x) = −x. Then G(q1) = (−1)n r
2−1
8 ζr8G(q1,o) and G(q2) = (−1)
s2−1
8 ζs8G(q2,o),
and hence
(−1)n r
2−1
8 ζr8G(q1,o) + (−1)
s2−1
8 ζs8G(q2,o) = 0.
Direct computation shows that (FS2) gives no restriction.
In the smallest case G = Z16, Γ = Z8 × Z3. there are 4 possibilities, r − s ≡ 2
mod 4, and we have G(q2,o) = (−1) s
2−1
8 ζr−s8 .
4. Near-group over Z2 family
4.1. General formulae. Throughout this section, we assume that (G, q1) and (Γ, q2)
are metric groups satisfying G2 ∼= Γ2 ∼= Z2 and c := G(q1) = −G(q2). We denote
G2 = {0, g0}, Γ2 = {0, γ0}, and assume 〈g0, g0〉 = −〈γ0, γ0〉 and c2 = q1(g0)−1q2(γ0).
We set
s = c
q1(g0)
−1 + q2(γ0)
−1
√
2
.
Since q1(g0)
2 = 〈g0, g0〉 and q2(γ0)2 = 〈γ0, γ0〉, we get
s2 = c2
〈g0, g0〉+ 2q1(g0)−1q2(γ0)−1 + 〈γ0, γ0〉
2
= q1(g0)
−2 = 〈g0, g0〉.
We set a = 1/
√|G|, b = 1/√|Γ|. We choose and fix subsets G∗ ⊂ G and Γ∗ ⊂ Γ
satisfying
G = G2 ⊔G∗ ⊔ −G∗, Γ = Γ2 ⊔ Γ∗ ⊔ −Γ∗.
We set
J = {0, π} ⊔ ({g0} × {1,−1}) ⊔G∗ ⊔ ({γ0} × {1,−1}) ⊔ Γ∗.
We denote J1 = {g0}×{1,−1} and J2 = {γ0}×{1,−1}. We use letters, g, g′, g′′, h · · ·
for elements of G, and γ, γ′, γ′′, ξ · · · for elements of Γ.
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We introduce an involution of J by setting (g0, ε) = (g0, 〈g0, g0〉ε), (γ0, ε) =
(γ0, 〈g0, g0〉ε), and leaving the other indices fixed.
Definition 4.1. Under the above assumption, we define J by J matrices S, T , and
C by
(Sj,j′) =

a−b
2
a+b
2
a
2
a b
2
b
a+b
2
a−b
2
a
2
a − b
2
−b
a
2
a
2
(a
2
+ εε
′s
2
√
2
)〈g0, g0〉 a〈g0, g′〉 εε
′s
2
√
2
0
a a a〈g, g0〉 a(〈g, g′〉+ 〈g, g′〉) 0 0
b
2
− b
2
εε′s
2
√
2
0 −( b
2
− εε
′s
2
√
2
)〈γ0, γ0〉 −b〈γ0, γ′〉
b −b 0 0 −b〈γ, γ0〉 −b(〈γ, γ′〉+ 〈γ, γ′〉)

 ,
T = Diag(1, 1, q1(g0), q1(g), q2(γ0), q2(γ)),
Cj,j′ = δj,j′ = δj,j′.
Direct computation shows the following.
Lemma 4.2. Let the notation be as in Definition 4.1. Then S, T , and C are unitary
matrices satisfying S2 = C, (ST )3 = cC and TC = CT .
Lemma 4.3.
Nπ,π,π =
4
|Γ| − |G| , Nπ,π,(g0,ε) =
2
|Γ| − |G| , Nπ,π,g =
4
|Γ| − |G| ,
Nπ,π,(γ0,ε) =
2
|Γ| − |G| , Nπ,π,γ =
4
|Γ| − |G| ,
Nπ,(g0,ε),(g0,ε′) =
1
|Γ| − |G| +
1
2
, Nπ,(g0,ε),g =
2
|Γ| − |G| ,
Nπ,(g0,ε),(γ0,ε′) =
1
|Γ| − |G| +
εε′
2
, Nπ,(g0,ε),γ =
2
|Γ| − |G| ,
Nπ,g,g′ =
4
|Γ| − |G| + δg,g′ , Nπ,g,(γ0,ε) =
2
|Γ| − |G| , Nπ,g,γ =
4
|Γ| − |G| ,
Nπ,(γ0,ε),(γ0,ε′) =
1
|Γ| − |G| −
1
2
, Nπ,(γ0,ε),γ =
2
|Γ| − |G| , Nπ,γ,γ′ =
4
|Γ| − |G| − δγ,γ′ ,
N(g0,ε),(g0,ε′),(g′0,ε′′) =
1
2(|Γ| − |G|) +
εε′ + ε′ε′′ + ε′′ε
4
,
N(g0,ε),(g0,ε′),g =
1
|Γ| − |G| +
εε′〈g0 + g, g0〉
2
,
N(g0,ε),(g0,ε′),(γ0,ε′′) =
1
2(|Γ| − |G|) +
ε′′(ε+ ε′)〈g0, g0〉+ εε′
4
,
N(g0,ε),(g0,ε′),γ =
1
|Γ| − |G| −
εε′〈g0, g0〉〈γ0, γ〉
2
,
N(g0,ε),g,g′ =
2
|Γ| − |G| + δg0+g+g′,0 + δg0+g−g′,0,
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N(g0,ε),g,(γ0,ε′) =
1
|Γ| − |G| +
εε′〈g, g0〉
2
, N(g0,ε),g,γ =
2
|Γ| − |G| ,
N(g0,ε′′),(γ0,ε),(γ0,ε′) =
1
2(|Γ| − |G|) +
εε′ − ε′′(ε+ ε′)〈g0, g0〉
4
,
N(g0,ε),γ,γ′ =
2
|Γ| − |G| ,
N(g0,ε),(γ0,ε′),γ =
1
|Γ| − |G| +
εε′〈γ, γ0〉
2
,
Ng,g′,g′′ =
4
|Γ| − |G| + δg+g′+g′′,0 + δ−g+g′+g′′,0 + δg−g′+g′′,0 + δg+g′−g′′,0,
Ng,g′,(γ0,ε) =
2
|Γ| − |G| , Ng,g′,γ =
4
|Γ| − |G| ,
Ng,(γ0,ε),(γ0,ε′) =
1
|Γ| − |G| +
εε′〈g0 + g, g0〉
2
,
Ng,(γ0,ε),γ =
2
|Γ| − |G| , Ng,γ,γ′ =
4
|Γ| − |G| ,
N(γ0,ε),(γ0,ε′),(γ0,ε′′) =
1
2(|Γ| − |G|) +
εε′ + ε′ε′′ + ε′′ε
4
,
N(γ0,ε),(γ0,ε′),γ =
1
|Γ| − |G| +
εε′〈γ0 + γ, γ0〉
2
,
N(γ0,ε),γ,γ′ =
2
|Γ| − |G| − δγ0+γ+γ′,0 − δγ0+γ−γ′,0,
Nγ,γ′,γ′′ =
4
|Γ| − |G| − δγ+γ′+γ′′,0 − δ−γ+γ′+γ′′,0 − δγ−γ′+γ′′,0 − δγ+γ′−γ′′,0.
Theorem 4.4. Let the notation be as in Definition 4.1. Then all the fusion coeffi-
cients Nijk are non-negative integers if and only if |Γ| − |G| = 2.
We assume |Γ| = |G|+ 2 in the rest of this section.
Conjecture 4.5. Let A be an odd abelian group, let n ≥ 1, and let G = Z2n × A.
Then the pair
(S(G,q1) ⊗ S, T (G,q1) ⊗ T ).
is the modular data of the Drinfeld center of the Z2-de-equivariantization of a near-
group category for Z2n+1 × A with multiplicity 2n+1|A|.
The conjecture is true for n = 1 and trivial A (see the online appendix). More
generally, we have the following.
Conjecture 4.6. Let C be a quadratic category of type (Z2, Q, 1) with non-self-dual
ρ and with the Z2 part having non-trivial associator. Then the modular data of the
Drinfeld center Z(C) is given by
(SG,q1 ⊗ S, T (G,q1) ⊗ T )
with G = Z2 ×Q.
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Note that we have
Nπ,π,π = 2, N(g0,ε),(g0,ε),(g0,ε) = 1, Ng,g,g = 2 + δ3g,0,
N(γ0,ε),(γ0,ε),(γ0,ε) = 1, Nγ,γ,γ = 2− δ3γ,0.
Direct computation shows the following.
Lemma 4.7. We have
νm(π) =
|G(q1, m) + G(q2, m)|2
2
,
νm((g0, ε)) =
|G(q1, m) + G(q2, m)|2
4
+
δmg0,0q1(g0)
m
2
,
νm(g) =
|G(q1, m) + G(q2, m)|2
2
+ δmg,0q1(g)
m,
νm((γ0, ε)) =
|G(q1, m) + G(q2, m)|2
4
− δmγ0,0q1(γ0)
m
2
,
νm(γ) =
|G(q1, m) + G(q2, m)|2
2
− δmγ,0q2(γ)m.
In particular, (FS2) and (FS3) are equivalent to the following conditions respectively:
(4.1) |G(q1, 2) + G(q2, 2)| =
√
2,
(4.2) |G(q1, 3) + G(q2, 3)| = 2.
4.2. Examples. We give a list of metric groups (G, q1), (Γ, q2) satisfying G2 =
{0, g0} ∼= Γ2 = {0, γ0} ∼= Z2, |Γ| = |G|+ 2, c := G(q1) = −G(q2), c2 = q1(g0)−1q2(γ0),
〈g0, g0〉 = −〈γ0, γ0〉, and Eq.(4.1)-(4.2).
A similar computation as in the proof of Lemma 3.12 shows that Eq.(4.1) is equiv-
alent to
|G(q1,e, 2)G(q1,e) (−1)
|Go|2−1
8 − G(q2,e, 2)G(q2,e) (−1)
|Γo|2−1
8 | =
√
2,
and Eq.(4.2) is equivalent to
|(−1)n1G(q1,o, 3)G(q1,o)3 − (−1)
n2
G(q2,o, 3)
G(q2,o)3 | = 2,
where |Ge| = 2n1 and |Γe| = 2n2 . Moreover if neither G nor Γ has a 3-component, it
is further equivalent to
|(−1)n1( |Go|
3
)− (−1)n2( |Γo|
3
)| = 2.
Direct computation shows that the restriction coming from (FS3) in the following
examples is very similar to that discussed in Lemma 3.9 and Remark 3.10, and we
will not mention it in what follows.
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4.2.1. Ge = Z2. In this case, there exists n ≥ 2 satisfying Γe = Z2n and |Go| =
2n−1|Γo| − 1. We have n = 2 for |Go| ≡ 1 mod 4, and n ≥ 3 for |Go| ≡ 3 mod 4.
We may assume q1,e(x) = i
r1x2 with r1 ∈ {1,−1} and q2,e(x) = ζr2x22n+1 with r2 ∈
{1,−1, 3,−3}. Then G(q1,e) = ζr18 , G(q2,e) = ζr28 (−1)n
r22−1
8 ,
c = ζr18 G(q1,o) = −ζr28 (−1)n
r22−1
8 G(q2,o).
Since G(q1,e, 2) = 0 and G(q2,e, 2) =
√
2ζr28 (−1)(n−1)
r22−1
8 , Eq.(4.1) always holds.
In the smallest case G = Z2, Γ = Z4, there are two possibilities (r1, r2) = (±1,∓3).
In this case,
(S(Z2,q1) ⊗ S, T (Z2,q1) ⊗ T ),
is the modular data of the Drinfeld center of the categories constructed in [Izu17],
[LMP15] (see Online-Appendix).
4.2.2. Ge = Z2n with n ≥ 2. In this case, we have Γe = Z2 and |Γo| = 2n−1|Go| +
1. Thus |Γo| ≡ 3 mod 4 for n = 2, and |Γo| ≡ 1 mod 4 for n ≥ 3. We may
assume q1,e(x) = ζ
r1x2
2n+1 with r1 ∈ {1,−1, 3,−3} and q2,e(x) = ir2x
2
. Then G(q1,e) =
ζr18 (−1)n
r21−1
8 , G(q2,e) = ζr28 , and
c = ζr18 (−1)n
r21−1
8 G(q1,o) = −ζr28 G(q2,o).
Eq.(4.1) always hold as before. In the smallest case G = Z4, Γ = Z6, there are 4
possibilities determined by G(q2,o) = −ζr1−r28 and r1 − r2 ≡ 2 mod 4.
5. Even generalized Haagerup family
5.1. General formulae. Throughout this section, we assume that (G, q1, θ1) and
(Γ, q2, θ1) are involutive metric groups satisfying the following conditions: c := G(q1) =
−G(q2), |Gθ1| = |Γθ2| = 4, and there exist order 2 elements k0 ∈ Gθ1 \ {0}, σ0 ∈
Γθ2 \ {0} with q1(k0) = q2(σ0). We identify {0, k0} and {0, σ0}, and denote them by
U = {0, u0}, which is regarded as a common subgroup of Gθ1 and Γθ2. We denote
by q0 the restriction of q1 (and q2 too) to U . We denote by 〈·, ·〉i the bicharacter
associated with qi, and we often suppress subscript i in 〈·, ·〉i and θi if there is no
possibility of confusion.
We denote K∗ := Γ2 \ {0, k0} = {k1, k2} and Σ∗ := Γ2 \ {0, σ0} = {σ1, σ2}. We
assume that either of the following holds:
(A1) q1(k1) = q1(k2) and q2(σ1) = −q2(σ2). In this case, we have
〈k0, k1〉 = 〈k0, k2〉 = q0(u0)−1 and 〈σ0, σ1〉 = 〈σ0, σ2〉 = −q0(u0)−1.
We set s = c/q1(k1), and assume s
4 = 1.
(A2) q1(k1) = −q1(k2) and q2(σ1) = q2(σ2). In this case, we have
〈k0, k1〉 = 〈k0, k2〉 = −q0(u0)−1 and 〈σ0, σ1〉 = 〈σ0, σ2〉 = q0(u0)−1.
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We set s = c/q2(σ1), and assume s
4 = 1.
In any case, we have
(5.1) 〈u0, u0〉 = 1.
(5.2) 〈k1, k1〉 = 〈k2, k2〉, 〈σ1, σ1〉 = 〈σ2, σ2〉.
(5.3) q0(u0) ∈ {1,−1}.
(5.4) s(q1(k1) + q1(k2) + q2(σ1) + q2(σ2)) = 2c.
Indeed, since k0 + k1 = k2, Eq.(5.1) is an easy consequence of the assumptions (A1)
and (A2) above. Since 〈g,−g〉 = q1(0)/q1(g)2, we have q1(g)2 = 〈g, g〉, and so Eq.(5.2)
and Eq.(5.3) hold. Eq.(5.4) is obvious.
Later, we will assume
(5.5) (1 + 〈u0, k〉)(1− s2〈k, k〉) = 0, ∀k ∈ K∗,
and
(5.6) (1 + 〈u0, σ〉)(1 + s2〈σ, σ〉) = 0, ∀σ ∈ Σ∗,
too, but for the moment we do not assume these.
We set a = 1/
√|G|, b = 1/√|Γ|. We choose and fix subsets G∗ ⊂ G and Γ∗ ⊂ Γ
satisfying
G = G2 ⊔G∗ ⊔ θ1(G∗), Γ = Γ2 ⊔ Γ∗ ⊔ θ2(Γ∗).
and set
J = (U × {0, π}) ⊔ (K∗ × {1,−1}) ⊔G∗ ⊔ (Σ∗ × {1,−1}) ⊔ Γ∗.
We denote J1 = K∗ × {1,−1} and J2 = Σ∗ × {1,−1}. We use letters u, u′, u′′, v, · · ·
for elements in U , k, k′, k′′, l · · · for elements of K∗, g, g′, g′′, h · · · for elements of G,
σ, σ′σ′′, τ, · · · for elements in Σ∗, and γ, γ′, γ′′, ξ · · · for elements of Γ.
We choose a function f : K∗×Σ∗ → {s,−s} satisfying f(k+k0, σ) = f(k, σ)〈u0, σ〉,
f(k, σ + σ0) = f(k, σ)〈k, u0〉. Such a choice is possible thanks to q1(k0) = q2(σ0).
(We may assume f(k1, σ1) = s if it is convenient.) We have f(k, σ)
2 = s2 for any
choice of f . We introduce an involution of J by setting (u, 0) = (u, 0), (u, π) = (u, π),
(k, ε) = (−k, s2ε), (σ, ε) = (−σ, s2ε),
g =
{ −g, if −g ∈ G∗
θ1(−g), otherwise ,
γ =
{ −γ, if −γ ∈ Γ∗
θ2(−γ), otherwise .
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Definition 5.1. Under the above assumption, we define J by J matrices S, T , and
C by
(Sj,j′) =

a−b
2
〈u, u′〉 a+b
2
〈u, u′〉 a
2
〈u, k′〉 a〈u, g′〉 b
2
〈u, σ′〉 b〈u, γ′〉
a+b
2
〈u, u′〉 a−b
2
〈u, u′〉 a
2
〈u, k′〉 a〈u, g′〉 − b
2
〈u, σ′〉 −b〈u, γ′〉
a
2
〈k, u′〉 a
2
〈k, u′〉 (a
2
+ εε
′s
4
)〈k, k′〉 a〈k, g′〉 εε
′f(k,σ′)
4
0
a〈g, u′〉 a〈g, u′〉 a〈g, k′〉 a(〈g, g′〉+ 〈g, θ(g′)〉) 0 0
b
2
〈σ, u′〉 − b
2
〈σ, u′〉 εε
′f(k′,σ)
4
0 −( b
2
+ −εε
′s
4
)〈σ, σ′〉 −b〈σ, γ′〉
b〈γ, u′〉 −b〈γ, u′〉 0 0 −b〈γ, σ′〉 −b(〈γ, γ′〉+ 〈γ, θ(γ′)〉)

 ,
T = Diag(q0(u), q1(k), q1(g), q2(σ), q2(γ)),
Cj,j′ = δj,j′ = δj,j′.
Remark 5.2. We could think of the third possibility assuming 〈u0, u0〉 = −1 together
with an appropriate condition. In this case, the quadratic form q0 is non-degenerate
and S and T factorize as S = S(U,q0) ⊗ S ′ and T = T (U,q0) ⊗ T ′. The pair (S ′, T ′)
arising in this way is nothing but the one we discussed in the previous section. It is
more convenient to treat this case separately.
Lemma 5.3. Let the notation be as above. The following holds.
(1) ∑
l∈K∗
〈k′ − k, l〉+
∑
σ∈Σ∗
f(k, σ)f(k′, σ) = 4δk,k′.
(2) ∑
τ∈Σ∗
〈σ′ − σ, τ 〉+
∑
k∈K∗
f(k, σ)f(k, σ′) = 4δσ,σ′ ,
(3)
s
∑
l∈K∗
〈k, l〉f(l, σ) + s
∑
τ∈Σ∗
〈σ, τ 〉f(k, τ) = 0.
(4)
s2
∑
l∈K∗
〈k + k′, l〉q1(l) +
∑
σ∈Σ∗
f(k, σ)f(k′, σ)q2(σ) = 2cs〈k, k′〉q1(k)q1(k′).
(5)
s(
∑
l∈K∗
f(l, σ)〈k, l〉q1(l) +
∑
τ∈Σ∗
f(k, τ)〈σ, τ〉q2(τ)) = 2cf(k, σ)q1(k)q2(σ).
(6)∑
l∈K∗
f(l, σ)f(l, σ′)q1(l) + s
2
∑
τ∈Σ∗
〈σ + σ′, τ〉q2(τ) = 2cs〈σ, σ′〉q2(σ)q2(σ′).
Proof. (1) Let u = k′ − k ∈ U . Then∑
l∈K∗
〈k′ − k, l〉+
∑
σ∈Σ∗
f(k, σ)f(k′, σ) =
∑
l∈K∗
〈u, l〉+
∑
σ∈Σ∗
〈u, σ〉 = 4δu,0.
(2) can be shown in the same way.
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(3) Note that we have sf(k, σ) = sf(k, σ).
s
∑
l∈K∗
〈k, l〉f(l, σ) + s
∑
τ∈Σ∗
〈σ, τ 〉f(k, τ)
= s
∑
u∈U
〈k, k + u〉f(k + u, σ) + s
∑
v∈U
〈σ, σ + v〉f(k, σ + v)
= s
∑
u∈U
〈k, k + u〉f(k, σ)〈u, σ〉+ s
∑
v∈U
〈σ, σ + v〉f(k, σ)〈k, v〉
= sf(k, σ)(〈k, k〉
∑
u∈U
〈k, u〉〈u, σ〉+ 〈σ, σ〉
∑
v∈U
〈σ, v〉〈k, v〉)
= sf(k, σ)(〈k, k〉+ 〈σ, σ〉)(1 + 〈k, u0〉〈σ, u0〉) = 0.
(4) Let u = k′ − k.
s2
∑
l∈K∗
〈k + k′, l〉q1(l) +
∑
σ∈Σ∗
f(k, σ)f(k′, σ)q2(σ)
= s2
∑
l∈K∗
q1(k + k
′ − l)q1(k + k′) +
∑
σ∈Σ∗
f(k, σ)2〈u, σ〉q2(σ)
= s2(〈k, k′〉q1(k)q1(k′)
∑
l∈K∗
q1(l) +
∑
σ∈Σ∗
q2(u− σ)q2(u))
= 〈k, k′〉q1(k)q1(k′)s2(
∑
l∈K∗
q1(l) + 〈k, 2k′〉
∑
σ∈Σ∗
q2(σ))
= 〈k, k′〉q1(k)q1(k′)s2(q1(k1) + q2(k2) + 〈k, 2k′〉(q2(σ1) + q2(σ2))).
If Gθ1 ⊂ G2, the statement follows from Eq.(5.4). If not, we have Gθ1 ∼= Z4, and
k1 = −k2. Hence q1(k1) = q1(k2) and q2(σ1) + q2(σ2) = 0, and the statement holds
too. (6) can be shown in the same way.
(5)
s(
∑
l∈K∗
f(l, σ)〈k, l〉q1(l) +
∑
τ∈Σ∗
f(k, τ)〈σ, τ〉q2(τ))
= s(
∑
l∈K∗
f(l, σ)q1(l − k)q1(k) +
∑
τ∈Σ∗
f(k, τ)q2(σ − τ)q2(σ))
= s(q1(k)
∑
u∈U
f(k + u, σ)q1(u) + q2(σ)
∑
v∈U
f(k, σ + v)q2(v))
= sf(k, σ)(q1(k)
∑
u∈U
〈u,−σ〉q0(u) + q2(σ)
∑
v∈U
〈−k, v〉q0(v))
= sf(k, σ)(q1(k)
∑
u∈U
q2(u− σ)q2(σ) + q2(σ)
∑
v∈U
q1(v − k)q1(k))
= sf(k, σ)q1(k)q2(σ)(q1(k1) + q1(k2) + q2(σ1) + q2(σ2))
= 2cf(k, σ)q1(k)q2(σ).
32 PINHAS GROSSMAN AND MASAKI IZUMI

Using the above lemma, we can show the following by direct computation.
Lemma 5.4. Let the notation be as in Definition 5.1. Then S, T , and C are unitary
matrices satisfying S2 = C, (ST )3 = cC and TC = CT .
Lemma 5.5. Let the notation be as in Definition 5.1.
N(u,0),(u′,0),(u′′,0) = N(u,0),(u′,π),(u′′,π) = δu+u′+u′′,0.
N(u,0),(u′,0),(u′′,π) = N(u,0),(u′,0),(k,ε) = N(u,0),(u′,0),g = N(u,0),(u′,0),(σ,0) = N(u,0),(u′,0),γ = 0,
N(u,0),(u′,π,),(k,ε) = N(u,0),(u′,π,),g = N(u,0),(u′,π,),(σ,ε) = N(u,0),(u′,π),γ = 0.
N(u,0),(k,ε),(k′,ε′) = δu+k+k′,0δε,ε′, N(u,0),g,g′ = δu+g+g′,0 + δu+g−g′,0,
N(u,0),(σ,ε),(σ′,ε′) = δu+σ+σ′,0δε,ε′, N(u,0),γ,γ′ = δu+γ+γ′,0 + δu+γ−γ′,0.
N(u,0),(k,ε),g = N(u,0),(k,ε),(σ,ε′) = N(u,0),(k,ǫ),γ = N(u,0),g,(σ,ε) = N(u,0),g,γ = N(u,0),(σ,ε),γ = 0,
N(u,π),(u′,π),(u′′,π) =
8
|Γ| − |G| .
N(u,π),(u′,π),(k,ε) =
2
|Γ| − |G|(1 + 〈k, u0〉).
N(u,π),(u′,π),g =
4
|Γ| − |G|(1 + 〈g, u0〉).
N(u,π),(u′,π),(σ,ε) =
2
|Γ| − |G|(1 + 〈σ, u0〉).
N(u,π),(u′,π),γ =
4
|Γ| − |G|(1 + 〈γ, u0〉).
N(u,π),(k,ε),(k,ε′)
=
2
|Γ| − |G| +
δu+k+k′,0
2
+
εε′s2
4
(〈u+ k + k′, k1〉 − 〈u+ k + k′, σ1〉〈2k, σ1〉).
N(u,π),(k,ε),g =
2
|Γ| − |G|(1 + 〈k + g, u0〉).
N(u,π),(k,ε),(σ,ε′) = 0.
N(u,π),(k,ε),γ =
2
|Γ| − |G|(1 + 〈k, u0〉〈γ, u0〉).
N(u,π),g,g′ =
4
|Γ| − |G|(1 + 〈g + g
′, u0〉) + δu+g+g′,0 + δu+g+θ(g′),0.
N(u,π),g,(σ,ε) =
2
|Γ| − |G|(1 + 〈g, u0〉〈σ, u0〉).
N(u,π),g,γ =
4
|Γ| − |G|(1 + 〈g, u0〉〈γ, u0〉).
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N(u,π),(σ,ε),(σ′,ε′)
=
2
|Γ| − |G| −
δu+σ+σ′,0
2
+
εε′s2
4
(〈u+ σ + σ′, k1〉〈2σ, k1〉 − 〈u+ σ + σ′, σ〉).
N(u,π),(σ,ε),γ =
2
|Γ| − |G|(1 + 〈σ + γ, u0〉).
N(u,π),γ,γ′ =
4
|Γ| − |G|(1 + 〈γ + γ
′, u0〉)− δu+γ+γ′,0 − δu+γ+θ(γ′),0.
N(k,ε),(k′,ε′),(k′′,ε′′)
= (1 + 〈u0, k + k′ + k′′〉)( 1
2(|Γ| − |G|) +
s2(εε′ + ε′ε′′ + ε′′ε)
8
〈k + k′ + k′′, k + k′ + k′′〉)
N(k,ε),(k′,ε′),g = (
1
|Γ| − |G| +
s2εε′〈k, k + k′ + g〉
4
)(1 + 〈g, u0〉).
N(k,ε),(k′,ε′),(σ,ε′′)
= (1 + 〈σ, u0〉)( 1
2(|Γ| − |G|) +
ε′′(ε+ ε′)s
8
〈k + k′, k〉f(k, σ)− s
2εε′
8
〈k − k′, σ〉〈σ, σ〉).
N(k,ε),(k′,ε),γ = (1 + 〈γ, u0〉)( 1|Γ| − |G| −
εε′s2
4
〈k − k′, σ1〉〈γ, σ1〉).
N(k,ε),g,g′ =
2
|Γ| − |G|(1 + 〈k + g + g
′, u0〉) + δk+g+g′,0 + δk+g+θ(g′),0.
N(k,ε),g,(σ,ε′) = (
1
|Γ| − |G| +
εε′sf(k, σ)〈k + g, k〉
4
)(1− 〈g, u0〉).
N(k,ε),g,γ =
2
|Γ| − |G|(1 + 〈k + g, u0〉〈γ, u0〉).
N(k,ε′′),(σ,ε),(σ′,ε′)
= (
1
2(|Γ| − |G|) +
εε′s2〈σ − σ′, k〉〈k, k〉
8
− sε
′′(ε+ ε′)f(k, σ)〈σ + σ′, σ〉
8
)(1 + 〈k, u0〉).
N(k,ε),(σ,ε′),γ = (
1
|Γ| − |G| −
εε′sf(k, σ)〈σ + γ, σ〉
4
)(1− 〈γ, u0〉).
N(k,ε),γ,γ′ =
2
|Γ| − |G|(1 + 〈k, u0〉〈γ + γ
′, u0〉).
Ng,g′,g′′ =
4
|Γ| − |G|(1 + 〈g + g
′ + g′′, u0〉)
+ δg+g′+g′′,0 + δθ(g)+g′+g′′,0 + δg+θ(g′)+g′′,0 + δg+g′+θ(g′′),0.
Ng,g′,(σ,ε) =
2
|Γ| − |G|(1 + 〈g + g
′, u0〉〈σ, u0〉).
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Ng,g′,γ =
4
|Γ| − |G|(1 + 〈g + g
′, u0〉〈γ, u0〉).
Ng,(σ,ε),(σ′,ε′) = (
1
|Γ| − |G| +
εε′s2〈g, k1〉〈k1, σ − σ′〉
4
)(1 + 〈g, u0〉).
Ng,(σ,ε),γ =
2
|Γ| − |G|(1 + 〈g, u0〉〈σ + γ, u0〉).
Ng,γ,γ′ =
4
|Γ| − |G|(1 + 〈g, u0〉〈γ + γ
′, u0〉).
N(σ,ε),(σ′ ,ε′),(σ′′,ε′′)
= (1 + 〈σ + σ′ + σ′′, u0〉)( 1
2(|Γ| − |G|) −
s2(εε′ + ε′ε′′ + ε′′ε)
8
〈σ + σ′ + σ′′, σ + σ′ + σ′′〉).
N(σ,ε),(σ′,ε′),γ = (
1
|Γ| − |G| −
εε′s2〈σ + σ′ + γ, σ〉
4
)(1 + 〈σ + σ′ + γ, u0〉).
N(σ,ε),γ,γ′ =
2
|Γ| − |G|(1 + 〈σ + γ + γ
′, u0〉)− δσ+γ+γ′,0 − δσ+γ+θ(γ′),0.
Nγ,γ′,γ′′ =
4
|Γ| − |G|(1 + 〈γ + γ
′ + γ′′, u0〉)
− δγ+γ′+γ′′,0 − δθ(γ)+γ′+γ′′,0 − δγ+θ(γ′)+γ′′,0 − δγ+γ′+θ(γ′′),0.
From the above computation (in particular fromN(k,ε),(k′,ε′),(k”,ε′′) andN(σ,ε),(σ′,ε′),(σ”,ε′′)),
we get
Theorem 5.6. Under the assumption of Definition 5.1, all the fusion coefficients are
non-negative integers if and only if
(1) |Γ| = |G|+ 4.
(2) (1 + 〈u0, k〉)(1− s2〈k, k〉) = 0 for all k ∈ K∗.
(3) (1 + 〈u0, σ〉)(1 + s2〈σ, σ〉) = 0 for all σ ∈ Σ∗.
(4) If Gθ1 ∼= Z4, we have q0(u0) = −1.
(5) If Γθ2 ∼= Z4, we have q0(u0) = −1.
Under these conditions, the fusion coefficients are
N(u,0),(u′,0),(u′′,0) = N(u,0),(u′,π),(u′′,π) = δu+u′+u′′,0.
N(u,0),(u′,0),(u′′,π) = N(u,0),(u′,0),(k,ε) = N(u,0),(u′,0),g = N(u,0),(u′,0),(σ,0) = N(u,0),(u′,0),γ = 0,
N(u,0),(u′,π,),(k,ε) = N(u,0),(u′,π,),g = N(u,0),(u′,π,),(σ,ε) = N(u,0),(u′,π),γ = 0.
N(u,0),(k,ε),(k′,ε′) = δu+k+k′,0δε,ε′, N(u,0),g,g′ = δu+g+g′,0 + δu+g−g′,0,
N(u,0),(σ,ε),(σ′,ε′) = δu+σ+σ′,0δε,ε′, N(u,0),γ,γ′ = δu+γ+γ′,0 + δu+γ−γ′,0.
N(u,0),(k,ε),g = N(u,0),(k,ε),(σ,ε′) = N(u,0),(k,ǫ),γ = N(u,0),g,(σ,ε) = N(u,0),g,γ = N(u,0),(σ,ε),γ = 0,
N(u,π),(u′,π),(u′′,π) = 2, N(u,π),(u′,π),(k,ε) =
1 + 〈k, u0〉
2
, N(u,π),(u′,π),g = 1 + 〈g, u0〉,
N(u,π),(u′,π),(σ,ε) =
1 + 〈σ, u0〉
2
, N(u,π),(u′,π),γ = 1 + 〈γ, u0〉,
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N(u,π),(k,ε),(k,ε′) =
1 + δu+k+k′,0
2
+
εε′s2
4
(〈u+ k + k′, k1〉 − 〈u+ k + k′, σ1〉),
N(u,π),(k,ε),g =
1 + 〈k + g, u0〉
2
, N(u,π),(k,ε),(σ,ε′) = 0, N(u,π),(k,ε),γ =
1 + 〈k, u0〉〈γ, u0〉
2
,
N(u,π),g,g′ = 1 + 〈g + g′, u0〉+ δu+g+g′,0 + δu+g+θ(g′),0.
N(u,π),g,(σ,ε) =
1 + 〈g, u0〉〈σ, u0〉
2
, N(u,π),g,γ = 1 + 〈g, u0〉〈γ, u0〉,
N(u,π),(σ,ε),(σ′,ε′) =
1− δu+σ+σ′,0
2
+
εε′s2
4
(〈u+ σ + σ′, k1〉 − 〈u+ σ + σ′, σ〉,
N(u,π),(σ,ε),γ =
1 + 〈σ + γ, u0〉
2
, N(u,π),γ,γ′ = 1+ 〈γ + γ′, u0〉 − δu+γ+γ′,0− δu+γ+θ(γ′),0,
N(k,ε),(k′,ε′),(k′′,ε′′) =
(1 + 〈u0, k + k′ + k′′〉)(1 + εε′ + ε′ε′′ + ε′′ε)
8
,
N(k,ε),(k′,ε′),g =
(1 + s2εε′〈k, k + k′ + g〉)(1 + 〈g, u0〉)
4
,
N(k,ε),(k′,ε′),(σ,ε′′) =
(1 + 〈σ, u0〉)(1 + εε′ + ε′′(ε+ ε′)〈k + k′, k〉sf(k, σ))
8
,
N(k,ε),(k′,ε),γ =
(1 + 〈γ, u0〉)(1− εε′s2〈k − k′, σ1〉〈γ, σ1〉)
4
,
N(k,ε),g,g′ =
1 + 〈k + g + g′, u0〉
2
+ δk+g+g′,0 + δk+g+θ(g′),0,
N(k,ε),g,(σ,ε′) =
(1 + εε′sf(k, σ)〈k + g, k〉)(1− 〈g, u0〉)
4
,
N(k,ε),g,γ =
1 + 〈k + g, u0〉〈γ, u0〉
2
,
N(k,ε′′),(σ,ε),(σ′ ,ε′) =
(1 + εε′ − ε′′(ε+ ε′)sf(k, σ)〈σ + σ′, σ〉)(1 + 〈k, u0〉)
8
,
N(k,ε),(σ,ε′),γ =
(1− εε′sf(k, σ)〈σ + γ, σ〉)(1− 〈γ, u0〉)
4
,
N(k,ε),γ,γ′ =
1 + 〈k, u0〉〈γ + γ′, u0〉
2
,
Ng,g′,g′′ = 1 + 〈g + g′ + g′′, u0〉+ δg+g′+g′′,0 + δθ(g)+g′+g′′,0 + δg+θ(g′)+g′′,0 + δg+g′+θ(g′′),0,
Ng,g′,(σ,ε) =
1 + 〈g + g′, u0〉〈σ, u0〉
2
, Ng,g′,γ = 1 + 〈g + g′, u0〉〈γ, u0〉,
Ng,(σ,ε),(σ′,ε′) =
(1 + εε′s2〈g, k1〉〈k1, σ − σ′〉)(1 + 〈g, u0〉)
4
,
Ng,(σ,ε),γ =
1 + 〈g, u0〉〈σ + γ, u0〉
2
, Ng,γ,γ′ = 1 + 〈g, u0〉〈γ + γ′, u0〉,
N(σ,ε),(σ′,ε′),(σ′′,ε′′) =
(1 + 〈σ + σ′ + σ′′, u0〉)(1 + εε′ + ε′ε′′ + ε′′ε))
8
,
N(σ,ε),(σ′,ε′),γ =
(1− εε′s2〈σ + σ′ + γ, σ〉)(1 + 〈σ + σ′ + γ, u0〉)
4
,
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N(σ,ε),γ,γ′ =
1 + 〈σ + γ + γ′, u0〉
2
− δσ+γ+γ′,0 − δσ+γ+θ(γ′),0,
Nγ,γ′,γ′′ = 1+ 〈γ + γ′ + γ′′, u0〉− δγ+γ′+γ′′,0− δθ(γ)+γ′+γ′′,0− δγ+θ(γ′)+γ′′,0− δγ+γ′+θ(γ′′),0.
Proof. Note that |G| and |Γ| are multiples of 4. Since 〈k, u0〉〈σ, u0〉 = −1, either
N(π,u),(π,u′),(k,ε) or N(π,u),(π,u′),(σ,ε) is
4
|Γ|−|G|
, and so (1) is necessary for the fusion coef-
ficients to be non-negative integers. We assume (1) in the rest of the proof.
Necessity of (2) and (3) follows from the above computation of N(k,ε),(k,ε),(−k,−ε)
and N(σ,ε),(σ,ε),(−σ,−ε) respectively. For (4), we have
N(u,π),(k,ε),(k′,ε′) =
1 + δu+k+k′
2
+
εε′s2
4
(〈u+ k + k′, k1〉 − 〈u+ k + k′, σ1〉〈2k, σ〉),
which is 1 + εε
′s2
4
(1− 〈2k, σ〉) if u+ k + k′ = 0, and is
1
2
+
εε′s2
4
(〈u0, k1〉 − 〈u0, σ1〉〈2k, σ〉) = 1
2
+
εε′s2〈u0, k1〉
4
(1 + 〈2k, σ〉),
if u+k+k′ = u0. In the both cases N(u,π),(k,ε),(k′,ε′) is a non-negative integer if and only
if 〈2k, σ〉 = 1. If Gθ1 ∼= Z2 × Z2, it does not give any restriction. Assume Gθ1 ∼= Z4.
Then we have 2k = u0. Since k1 = −k2, we have q1(k1) = q2(k2), and we are in the
case (A1). Thus 〈2k, σ〉 = 〈u0, σ〉 = −1/q0(u0). This shows that 〈2k, σ〉 = 1 if and
only if q0(u0) = −1, and we get (4). Necessity of (5) follows from our computation
of N(u,π),(σ,ε),(σ,ε′).
Assume (1)-(5) on the other hand. Then it is easy to show that the fusion coeffi-
cients are non-negative integers except for
N(k,ε),(k′,ε′),(σ,ε′′), N(k,ε),g,(σ,ε′), N(k,ε),(σ,ε′),(σ′,ε′′), N(k,ε),(σ,ε′),γ.
We show that the first two are non-negative integers because the last two can be
treated in the same way. We have
N(k,ε),(k′,ε′),(σ,ε′′) = (1+〈u0, σ〉)1 + ε
′′(ε+ ε′)sf(k, σ)〈k + k′, k〉 − εε′〈k′ − k, σ〉s2〈σ, σ〉
8
.
If 〈u0, σ〉 = −1, there is nothing to show, and we assume 〈u0, σ〉 = 1. Then
〈k′ − k, σ〉 = 1 and (3) implies s2〈σ, σ〉 = −1. Thus
N(k,ε),(k′,ε′),(σ,ε′′)
=
1 + εε′ + ε′′(ε+ ε′)sf(k, σ)〈k + k′, k〉
4
=
(1 + εε′)(1 + εε′′sf(k, σ)〈k + k′, k〉)
4
,
which is either 0 or 1.
Since
N(k,ε),g,(σ,ε′) =
(1− 〈g, u0〉)(1 + εε′sf(k, σ)〈k + g, k〉)
4
,
to show that it is a non-negative integer, it suffices to show that 〈g, u0〉 = −1 implies
〈k + g, k〉 ∈ {1,−1}, or equivalently 〈k + g, k〉2 = 1. If Gθ1 ∼= Z2 × Z2, there is
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nothing to show. Assume Gθ1 ∼= Z4. Since 2k = u0 and q1(u0) = −1, the restriction
of q1 to G
θ1 is non-degenerate, and we get 〈k, k〉2 = −1. Thus
〈k + g, k〉2 = 〈k, k〉2〈g, u0〉 = 1.

In the rest of this section, we assume that the condition in the above theorem is
satisfied.
Lemma 5.7.
νm((u, 0)) = δmu,0q0(u)
m,
νm((u, π)) =
1
4
∑
v∈U
〈u, v〉|G(q1, q2, v,m)|2,
νm((k, ε)) =
1
8
∑
v∈U
〈k, v〉|G(q1, q2, v,m)|2 + δmk,0q1(k)
m
2
,
νm(g) =
1
4
∑
v∈U
〈g, v〉|G(q1, q2, v,m)|2 + δmg,0q1(g)m,
νm((σ, ε)) =
1
8
∑
v∈U
〈σ, v〉|G(q1, q2, v,m)|2 − δmσ,0q2(σ)
m
2
,
νm(γ) =
1
4
∑
v∈U
〈γ, v〉|G(q1, q2, v,m)|2 − δmγ,0q1(γ)m,
where
G(q1, q2, v,m) = 1√|G|
∑
g∈G
〈v, g〉q1(g)m + 1√|Γ|
∑
γ∈Γ
〈v, γ〉q2(γ)m.
In particular, (FS2) implies
|G(q1, q2, 0, 2)|2 + |G(q1, q2, u0, 2)|2 = 4.
Proof. Direct computation shows the above formulae for νm(x). Since (0, π) is self-
dual, we get the last formula. 
Recall we have
N(u,π),(u,π),(u,π) = 2, N(k,ε),(k,ε),(k,ε) =
1 + 〈k, u0〉
2
,
Ng,g,g = 1 + 〈g, u0〉+ δ3g,0, N(σ,ε),(σ,ε),(σ,ε) = 1 + 〈σ, u0〉
2
,
Nγ,γ,γ = 1 + 〈γ, u0〉 − δ3γ,0.
We can show the following lemma as in the proof of Lemma 3.12.
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Lemma 5.8. Let the notation be as above.
(1) If m is an odd number,
|G(q1, q2, u,m)| = |G(q1, m) + G(q2, m)| = |G(q1, m)G(q1)m −
G(q2, m)
G(q2)m |.
(2) (FS3) is equivalent to
|(−1)n1G(q1,o, 3)G(q1,o)3 − (−1)
n2
G(q2,o, 3)
G(q2,o)3 | = 2,
where |Ge| = 2n1 and |Γe| = 2n2. If neither G nor Γ has 3-component, it is equivalent
to
(−1)n1+n2( |Go|
3
)(
|Γo|
3
) = −1.
(3)
|G(q1, q2, u, 2)| = |G(q1,e, u, 2)G(q1,e) (−1)
|Go|2−1
8 − G(q2,e, u, 2)G(q2,e) (−1)
|Γo|2−1
8 |.
5.2. Examples. We give a list of examples satisfying the conditions in Definition
5.1, Theorem 5.5, (FS2), and (FS3). Note that the restriction of θ1 (resp. θ2) to Go
(resp. Γo) is always multiplying by −1. Direct computation using Lemma 5.8 shows
that the constraint coming from (FS3) in the following examples is very similar to
that discussed in Lemma 3.9 and Remark 3.10, and we will not mention it in what
follows.
Recall that we have either 〈u0, k1〉 = 〈u0, k2〉 = −1 or 〈u0, σ1〉 = 〈u0, σ2〉 = −1.
Lemma 5.9. Let the notation be as above.
(1) Assume 〈u0, k1〉 = 〈u0, k2〉 = −1. Then we have either Ge = Z2 × Z2 or Z4, and
|Γe| is a multiple of 8. The 2-rank of Γ is either 2 or 4 for Ge = Z2 ×Z2, and it is 3
for Ge = Z4.
(2) Assume 〈u0, σ1〉 = 〈u0, σ2〉 = −1. Then we have either Γe = Z2 × Z2 or Z4, and
|Ge| is a multiple of 8. The 2-rank of G is either 2 or 4 for Γe = Z2 × Z2, and it is
3 for Γe = Z4.
Proof. (1) If 〈u0, k1〉 = 〈u0, k2〉 = −1, since we have 〈k1, k1〉 = 〈k2, k2〉, the restriction
of q1 to G
θ1 is non-degenerate, and we have factorization G = Gθ1 × Gθ1⊥ as an
involutive metric group. If Gθ1
⊥
were an even group, the restriction of θ1 to it would
have a non-trivial fixed point, which is a contradiction. Thus we get Ge = G
θ1, and
Ge is either Z2 × Z2 or Z4. Since |Γ| = 4(|Go| + 1) in this case, the order of Γe is a
multiple of 8. Since G(q1) = −G(q2), we have G(q1,e)4 = G(q2,e)4, and the difference
of the 2-rank of G and that of Γ is even. (2) can be shown in the same way. 
We treat 4 different cases separately according to whether (A1) or (A2) holds, and
whether u0 is a fermion, i.e. q0(u0) = −1, or a boson, i.e. q0(u0) = 1.
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5.2.1. (A1) and q0(u0) = −1. We necessarily have 〈u0, k1〉 = 〈u0, k2〉 = −1, 〈u0, σ1〉 =
〈u0, σ2〉 = 1. Thus |Ge| = 4 and the restriction of θ1 to Ge is trivial. Since s = c/q1(k),
Theorem 5.6 implies s2〈σ, σ〉 = −1 for σ ∈ Σ∗, and so c2 = −〈k, k〉〈σ, σ〉 for k ∈ K∗
and σ ∈ Σ∗. Since
{q1(k0), q1(k1), q1(k2)} = {−1, q1(k1), q1(k1)},
we have the following possibilities:
• If Ge = Z2 × Z2, we may assume k0 = (1, 1), k1 = (1, 0), and k2 = (0, 1). We
have four possibilities of q1,e(x, y): (1) (−1)xy, (2) (−1)x2+xy+y2 , (3) ix2+y2 ,
and (4) i−(x
2+y2).
• If Ge = Z4, we may assume k1 = 1, k0 = 2, k2 = 3, and q1,e(x) = ζrx28 with
r ∈ {1,−1, 3,−3}.
The set {q1(σ0), q1(σ1), q1(σ2)} is either {−1, i,−i}, or {−1, 1,−1}, and since q2(σ1) 6=
q2(σ2), the group Γ
θ2 is isomorphic to Z2×Z2. Thus Lemma 2.4 shows that the pos-
sible cases are as follows:
• |Go| ≡ 1 mod 4 and Γe = Z2 × Z4 or Γe = Z2 × Z2 × Z2.
• |Go| ≡ 3 mod 4 and Γe = Z4×Z2m or Γe = Z2×Z2×Z2m with m ≥ 2 or Z42.
Case I. Assume q2(σ1) = i, q2(σ2) = −i. In this case, we have s2 = 1, c2 = 〈k, k〉
for k ∈ K∗. We have |Go| ≡ 1 mod 4 and |Go| = 2|Γo| − 1. More precisely |Γo| ≡ 1
mod 4 if and only if |G| ≡ 1 mod 8, and |Γo| ≡ 3 mod 4 if and only if |Go| ≡ 5
mod 8. We have either Ge = Z2 × Z2 and Γe = Z2 × Z4, or Ge = Z4 and Γe = Z32.
If Γe = Z2 × Z4, we may assume σ0 = (0, 2), σ1 = (1, 0), σ2 = (1, 2), q2,e(x, y) =
ixζry
2
8 with r ∈ {1,−1, 3,−3}, and θ = −1 up to group automorphism. If Γe = Z32,
we may assume σ0 = (1, 1, 0), σ1 = (0, 0, 1), σ2 = (1, 1, 1), q(x, y, z) = q
′(x, y)iz
2
, and
θ(x, y, z) = (y, x, z), where q′(x, y) is either of the following: (−1)xy, (−1)x2+xy+y2 ,
i±(x
2+y2).
Since G(q2,e, 0, 2) = G(q2,e, σ0, 2) = 0, direct computation shows that (FS2) gives
no restriction.
(1) Assume Ge = Z2 × Z2 and q1,e(x, y) = (−1)xy. Then we have G(q1,e) = 1,
c2 = 1, and c = G(q1,o) = −ζ1+r8 G(q2,o). We conjecture that the modular data of the
Drinfeld center of a generalized Haagerup category for Z2 × A with odd A is (S, T )
with Ge = Z2 × Z2, q1,e(x, y) = (−1)xy, Go = A × Aˆ, and q1,o(p, χ) = χ(p). In this
case, there are at least two possibilities of (Γ, q2) as we will see in the case (i) below:
q2,e(x, y) = i
x2ζ−y
2
8 with G(q2,o) = −1 and q2,e(x, y) = ix2ζ3y
2
8 with G(q2,o) = 1 (with
an exception A = {0}, where the first case does not occur). The conjecture is true
for A = {0}, and a numerical evidence is given for Z3,Z5 (see [GI19, Section 4.2]).
More generally, we conjecture that the pair
(S(Go,q1,o) ⊗ S, T (Go,q1,o) ⊗ T ),
is given by the Drinfeld center Z(C) of a quadratic category C of type (Z2, Go, 1) with
self-dual ρ such that α1 extends to a fermion in Z(C) .
(i) Assume |Go| ≡ 1 mod 8. In this case, we have |Γo| ≡ 1 mod 4, and r = −1, 3.
The smallest case is G = Z2 and Γ = Z4×Z2, and the only possibility is r = 3, which
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indeed comes from the Drinfeld center of the unique generalized Haagerup category
for Z2, or equivalently the even part of the A7 subfactors (see [GI19, Example 4.2]).
(ii) Assume |Go| ≡ 5 mod 8. In this case, we have |Γo| ≡ 3 mod 4, and r = 1,−3
Thus G(q1,o)/G(q2,o) ∈ {i,−i} and so G(q2,e) = {i,−i}. The smallest case is Go = Z5
and Γo = Z3, and there are 4 possibilities.
(2) Assume Ge = Z2×Z2 and q1,e(x, y) = (−1)x2+xy+y2 . Then we have G(q1,e) = −1,
and c2 = 1, and c = −G(q1,o) = −ζ1+r8 G(q2,o). We have r = −1, 3 for |Go| ≡ 1 mod 8,
and r = 1,−3 for |Go| ≡ 5 mod 8.
(3) Assume Ge = Z2 × Z2 and q1,e(x, y) = ix2+y2 . Then we have G(q1,e) = i,
c2 = −1, and c = iG(q1,o) = −ζ1+r8 G(q2,o). We have r = 1,−3 for |Go| ≡ 1 mod 8,
and r = −1, 3 for |Go| ≡ 5 mod 8.
(4) Assume Ge = Z2×Z2 and q1,e(x, y) = i−(x2+y2). This is the complex conjugate
of the previous case.
(5) Assume Ge = Z4 and q1,e(x) = ζ
rx2
8 with r ∈ {1,−1, 3,−3}. Then we have
G(q1,e) = ζr8 , c2 = ir, and c = ζr8G(q1,o) = −G(q′)ζ8G(q2,o). We have ir−1 = G(q′)2 for
|Go| ≡ 1 mod 8, and ir−1 = −G(q′)2 for |Go| ≡ 5 mod 8.
Remark 5.10. In the above examples with |Ge| = 4, we fix two odd metric groups
(Go, q1,o) and (Γo, q2,o). Then we can show that all the above potential modular
data (S, T ) can be obtained from that for q1,e(x, y) = (−1)xy by applying the zesting
procedure introduced in [BGH+17, Theorem 3.15].
Case II. Assume q2(σ1) = 1, q2(σ2) = −1. In this case, we have s2 = −1, c2 =
−〈k, k〉 for k ∈ K∗, and there exists n ≥ 2 satisfying |Γe| = 2n+2 and |Go| = 2n|Γo|−1.
In particular, we have |Go| ≡ 3 mod 8 for n = 2, i.e. |Γe| = 16, and |Go| ≡ 7 mod 8
for n ≥ 3.
Lemma 5.11. Under the above assumption, the following hold.
(1) If Ge = Z
2
2, (FS2) implies that the 2-rank of Γ is 2 and θ2 = −1. Under this
addition assumption, we have the following.
• If either q1,e(x, y) = (−1)xy or (−1)x2+xy+y2, (FS2) is equivalent to
|G(q2,e, σ0, 2)| = 2 and G(q2,e, 0, 2)G(q2,e) =
2
G(q1,e)(−1)
|Go|2−1
8
+
|Γo|2−1
8 .
• If q1,e(x, y) = i±(x2+y2), (FS2) is equivalent to
|G(q2,e, 0, 2)| = 2 and G(q2,e, σ0, 2)G(q2,e) = 2(∓i)(−1)
|Go|2−1
8
+ |Γo|
2−1
8 .
(2) If Ge = Z4, (FS2) implies |G(q1, q2, 0, 2)| = |G(q1, q2, u0, 2)| =
√
2. Under this
additional assumption, (FS2) is equivalent to the restriction coming from ν2(γ) =
1+〈γ,u0〉
2
− δ2γ,0q2(γ)2.
Proof. Since s2 = −1, we have ν2(k, ε) = 0. Since 〈k, u0〉 = −1 for k ∈ K∗, Lemma
5.7 implies
|G(q1, q2, 0, 2)|2 = 2(1− q1,e(k)2δ2k,0), |G(q1, q2, u0, 2)|2 = 2(1 + q1,e(k)2δ2k,0).
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(1) Assume Ge = Z
2
2. If either q1,e(x, y) = (−1)xy or (−1)x2+xy+y2 , we have q1(k)2 =
1, which implies
0 = |G(q1, q2, 0, 2)| = | 2G(q1,e)(−1)
|Go|2−1
8 − G(q2,e, 0, 2)G(q2,e) (−1)
|Γo|2−1
8 |,
2 = |G(q1, q2, u0, 2)| = |G(q2,e, σ0, 2)|.
Assume that this holds. Since |G(q2,e, 0, 2)| = |G(q2,e, σ0, 2)| = 2, the case Γe = Z42
in the list of Lemma 2.4 never occurs, and the 2-rank of Γe is 2. Thus Γ
θ2 = Γ2.
Lemma 5.7 shows ν2(k, ε) = 0, ν2(g) = 〈k0, g〉, ν2(γ) = 〈γ, σ0〉 − δ2γ,0q2(γ)2. If
θ2,e 6= −1, there would exist non-self-dual γ ∈ Γ∗, which satisfies 2γ 6= 0. However,
this implies ν2(γ) = 0, which is contradiction. Therefore we get (1) in the case of
q1,e(x, y) = (−1)xy, (−1)x2+xy+y2 .
If Ge = Z
2
2 and q1,e(x, y) = i
±(x2+y2), we get
2 = |G(q1, q2, 0, 2)| = |G(q2,e, 0, 2)|,
0 = |G(q1, q2, u0, 2)| = |2(∓i)(−1)
|Go|2−1
8 − G(q2,e, u0, 2)G(q2,e) (−1)
|Γo|2−1
8 |.
In the same way as above, we can show the statement.
(2) Since 2k 6= 0 and q1(k)2 = ±i, we get 2 = |G(q1, q2, 0, 2)| = |G(q1, q2, u0, 2)|.
Under this condition, Lemma 5.7 implies
ν2(g) =
1 + 〈g, u0〉
2
, ν2(k, ε) = 0, and ν2(γ) =
1 + 〈γ, u0〉
2
− δ2γ,0q2(γ)2,
which shows the statement. 
Lemma 2.4, Lemma 5.9, and Lemma 5.11 show that we have only the following
cases.
(1) Assume Ge = Z2 × Z2 and q1,e(x, y) = (−1)xy. We may assume Γe = Z4 × Z2n
with n ≥ 2, q2,e(x, y) = ζr1x28 ζr2y
2
2n+1 with r1, r2 ∈ {1,−1, 3,−3}, and θ2,e = −1. We
may assume σ0 = (2, 0) up to involutive metric group isomorphism. We have c
2 = −1
and
c = G(q1,o) = −(−1)n
r22−1
8 ζr1+r28 G(q2,o).
(FS2) is equivalent to (−1) |Go|
2−1+|Γo|2−1+r21−1+r22−1
8 = 1.
The smallest case is G = Z2 × Z2 × Z3 and Γ = Z4 × Z4, and there are 4 pos-
sibilities (r1, r2) = (3,−1), (−1, 3), (1,−3), (−3, 1), and they give two metric group
isomorphism classes (consider the transformation (x, y) 7→ (x+ 2y, 2x+ y)).
We conjecture that the pair
(S(Go,q1,o) ⊗ S, T (Go,q1,o) ⊗ T ),
is given by the Drinfeld center Z(C) of a quadratic category C of type (Z2, Go, 1) with
non-self-dual ρ such that α1 extends to a fermion in Z(C). We also conjecture that
there are exactly two such fusion categories C for Go = Z3.
We can treat the other cases with Ge = Z2 × Z2, (2) q1,e(x, y) = (−1)x2+xy+y2 , (3)
q1,e(x, y) = i
x2+y2 , (4) q1,e(x, y) = i
−x2−y2 , in a similar way.
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(5) Assume Ge = Z4, Γe = Z2×Z2×Z2n with n ≥ 2, q1,e(x) = ζr1x28 , q2,e(x, y, z) =
q′(x, y)ζr2z
2
2n+1 with r1, r2 ∈ {1,−1, 3,−3} and a flip invariant non-degenerate quadratic
form q′ on Z2 × Z2, and θ2,e(x, y, z) = (y, x,−z). We have σ0 = (1, 1, 0) or (0, 0, 2)
for n = 2, and σ0 = (1, 1, 0) or (1, 1, 2) for n ≥ 3. Then c2 = −ir1 , and
c = ζr18 G(q1,o) = −(−1)n
r22−1
8 ζr28 G(q′)G(q2,o).
Lemma 5.11 implies
|G(q1, q2, 0, 2)|2 = |G(q1, q2, u0, 2)|2 = 2,
and
ν2(γ) =
1 + 〈γ, u0〉
2
− δ2γ,0q2(γ)2.
We choose γ0 ∈ Γ0 \ {0}, and set γ1 = (1, 0, 0, γ0). Then γ1 ∈ Γ∗ and it is not
self-dual. Thus 0 = ν2(γ), and 〈(1, 0, 0), σ0〉 = −1. Let γ2 = (0, 0, 1, 0) ∈ Γ∗. Then
θ2(γ2) = −γ2, and γ2 is self-dual. Since 2γ2 6= 0, we get
ν2(γ2) =
1 + 〈(0, 0, 1), σ0〉
2
and 〈(0, 0, 1), σ0〉 = 1.
Thus we get σ0 = (1, 1, 0).
The relation
√
2 = |G(q1, q2, 0, 2)| = |
√
2(−1) r
2
1−1
8
+
|Go|2−1
8 −
√
2
G(q′, 2)
G(q′) (−1)
r22−1
8
+
|Γo|2−1
8 |,
implies either G(q′, 2) = 0 or
G(q′, 2) = 2G(q′)(−1) r
2
1−1
8
+
r22−1
8
+ |Go|
2−1
8
+ |Γo|
2−1
8 ,
and the relation
√
2 = |G(q1, q2, u0, 2)| = |
√
2i−r1(−1) r
2
1−1
8
+
|Go|2−1
8 −
√
2
G(q′, (1, 1), 2)
G(q′) (−1)
r22−1
8
+
|Γo|2−1
8 |,
implies either G(q′, (1, 1), 2) = 0 or
G(q′, (1, 1), 2) = 2i−r1G(q′)(−1) r
2
1−1
8
+
r22−1
8
+ |Go|
2−1
8
+ |Γo|
2−1
8 .
In summary, we get the following conditions:
• c2 = −ir1 , c = ζr18 G(q1,o) = −(−1)n
r22−1
8 ζr28 G(q′)G(q2,o).
• G(q′) = (−1) r
2
1−1
8
+
r22−1
8
+ |Ge|
2−1
8
+ |Γe|
2−1
8 if q′(x, y) = (−1)xy or q′(x, y) = (−1)x2+xy+y2.
• G(q′) = ir1(−1) r
2
1−1
8
+
r22−1
8
+ |Ge|
2−1
8
+ |Γe|
2−1
8 if q′(x, y) = i±(x
2+y2).
The smallest example is Go = Z3, and we have n = 2 and Γo = {0} in this case.
There are 16 possibilities, and 8 isomorphism classes of involutive metric groups
(consider the transformation (x, y, z) 7→ (x+ z, y + z, 2(x+ y) + z).)
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5.2.2. (A2) and q0(u0) = −1. We necessarily have 〈u0, k〉 = 1 for k ∈ K∗, and
〈u0, σ〉 = −1 for σ ∈ Σ∗. Thus we have either of the following cases:
• Γe = Z2×Z2, q2,e(x, y) is (−1)xy, (−1)x2+xy+y2 , ix2+y2 , or i−x2−y2 , and θ2 = −1.
We may assume σ0 = (1, 1), σ1 = (1, 0), and σ2 = (0, 1).
• Γe = Z4, q2,e(x) = ζrx28 with r ∈ {1,−1, 3,−3}, and θ2,e = 1. We may assume
σ0 = 2, σ1 = 1, and σ2 = 3.
Since s = c/q2(σ), Theorem 5.6 implies s
2 = 〈k, k〉 and c2 = 〈k, k〉〈σ, σ〉. The
order |Ge| is a multiple of 8 and the set {q1(k0), q1(k1), q1(k2)} is either {−1, i,−i}
or {−1,−1, 1}.
Case I. Assume
{q1(k0), q1(k1), q1(k2)} = {−1, i,−i}.
In this case, we have s2 = −1 and c2 = −〈σ, σ〉. Since
−〈σ, σ〉 = c2 = G(q2.e)2G(q2.o)2,
we have G(q2.o)2 = −1, and |Γo| ≡ 3 mod 4. Since G(q1,e)4 = G(q2,4)4, we have only
the following combinations:
• Ge = Z4 × Z2 and Γe = Z2 × Z2.
• Ge = Z32 and Γe = Z4.
Since
G(q1,e, 0, 2) = G(q1,e, k0, 2) = 0,
we can show that (FS2) does not give any restriction. The smallest cases are
G = Z4 × Z2 and Γ = Z2 × Z2 × Z3
and
G = Z32 and Γ = Z4 × Z3.
Case II. Assume
{q1(k0), q1(k1), q1(k2)} = {−1,−1, 1}.
In this case, we have s2 = 1, c2 = 〈σ, σ〉.
Lemma 5.12. Under the above assumption, the following hold.
(1) If Γe = Z
2
2, (FS2) implies that the 2-rank of G is 2 and θ1 = −1. Under this
addition assumption, we have the following.
• If either q2,e(x, y) = (−1)xy or (−1)x2+xy+y2, (FS2) is equivalent to
|G(q1,e, k0, 2)| = 2 and G(q1,e, 0, 2)G(q1,e) =
2
G(q2,e)(−1)
|Go|2−1
8
+
|Γo|2−1
8 .
• If q2,e(x, y) = i±(x2+y2), (FS2) is equivalent to
|G(q1,e, 0, 2)| = 2 and G(q1,e, k0, 2)G(q1,e) = 2(∓i)(−1)
|Go|2−1
8
+
|Γo|2−1
8 .
(2) If Γe = Z4, (FS2) implies |G(q1, q2, 0, 2)| = |G(q1, q2, u0, 2)| =
√
2. Under this
additional assumption, (FS2) is equivalent to the restriction coming from
ν2(g) =
1 + 〈g, u0〉
2
+ δ2g,0q2(g)
2.
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Proof. Since s2 = 1, we have ν2(σ, ε) = ±1, and since 〈σ, u0〉 = −1 for σ ∈ Σ∗,
Lemma 5.7 implies
|G(q1, q2, 0, 2)|2 = 2(1 + 2ν2(σ, ε) + q2,e(σ)2δ2σ,2),
|G(q1, q2, u0, 2)|2 = 2(1− 2ν2(σ, ε)− q2,e(σ)2σ, 2).
If q2,e(x, y) = (−1)xy or (−1)x2+xy+y2 , we get
|G(q1, q2, 0, 2)|2 = 4(1 + ν2(σ, ε)), |G(q1, q2, u0, 2)|2 = −4ν2(σ, ε),
which implies ν2(σ, ε) = −1, and
0 = |G(q1, q2, 0, 2)| = |G(q1,e, 0, 2)G(q1,e) (−1)
|Go|2−1
8 − 2G(q2,e)(−1)
|Γo|2−1
8 |,
2 = |G(q1, q2, u0, 2)| = |G(q1,e, k0, 2)|.
If q2,e(x, y) = i
±(x2+y2), we get
|G(q1, q2, 0, 2)|2 = 4ν2(σ, ε), |G(q1, q2, u0, 2)|2 = 4(2− ν2(σ, ε)),
which implies ν2(σ, ε) = 1, and
2 = |G(q1, q2, 0, 2)| = |G(q1,e, 0, 2)|,
0 = |G(q1, q2, u0, 2)| = |G(q1,e, k0, 2)G(q1,e) (−1)
|Go|2−1
8 − 2(∓i)(−1) |Γo|
2−1
8 |.
The rest of the proof is the same as the proof of Lemma 5.11. 
Lemma 2.4 and Lemma 5.9 show that we have the following possibilities:
• Ge = Z4 × Z2n with n ≥ 2 and Γe = Z2 × Z2.
• Ge = Z2 × Z2 × Z2n with n ≥ 2 and Γe = Z4.
5.2.3. (A1) and q0(u0) = 1. We necessarily have 〈u0, k〉 = 1 for k ∈ K∗ and 〈u0, σ〉 =
−1 for σ ∈ Σ∗, and hence Γe = Z2 × Z2. Since s = c/q1(k) in this case, Theorem 5.6
implies c2 = 1. Since
{q2(σ0), q2(σ1), q2(σ2)} = {1, q2(σ1),−q2(σ1)},
we have either of the following two cases:
(i) q2,e(x, y) = (−1)xy with σ0 = (1, 0), σ1 = (0, 1), σ2 = (1, 1).
(ii) q2,e(x, y) = i
x2−y2 with σ0 = (1, 1), σ1 = (1, 0), σ2 = (0, 1).
In any case, we have G(q2,e) = 1, and c2 = 1 implies |Γo| ≡ 1 mod 4. Thus |Ge|
is a multiple of 16. For {q1(k0), q1(k1), q1(k2)} we have 4 possibilities: {1, 1, 1},
{1,−1,−1}, {1, i, i}, and {1,−i,−i}.
Case I. Assume
{q1(k0), q1(k1), q1(k2)} = {1,±i,±i}.
Then we have s2 = −1. We may assume Ge = Z2 × Z2m with m ≥ 3,
q1,e(x, y) = i
r1x2ζr2y
2
2m+1 with r1 ∈ {1,−1}, r2 ∈ {1,−1, 3,−3}, θ1 = −1, k1 = (0, 2n−1).
Hence
2m−1|G1,o|+ 1 = |Γ2,o| and c = ζr±18 (−1)m
r2−1
8 G(q1,o) = −G(q2,o).
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Since G(q1,e, 2) = G(q1,e, k0, 2) = 0, we can show that (FS2) does not give any restric-
tion. The smallest case is G = Z2 × Z8 and Γ = Z2 × Z2 × Z5.
Case II. Assume
{q1(k0), q1(k1), q1(k2)} = {1, 1, 1} or {1,−1− 1}.
Then we have s2 = 1, which implies that (σ, ε) is self-dual, and hence ν2(σ, ε) = ±1.
We can show the following Lemma as before.
Lemma 5.13. Under the above assumption, (FS2) implies the 2-rank of G is 2 and
θ1,e = −1. Under this additional assumption, we have the following:
• If q2,e(x, y) = (−1)xy, (FS2) is equivalent to
|G(q1,e, k0, 2)| = 2 and G(q1,e, 0, 2)G(q1,e) = 2(−1)
|Go|2−1
8
+ |Γo|
2−1
8 .
• If q2,e(x, y) = ix2−y2 (FS2) is equivalent to
|G(q1,e, 2)| = 2 and G(q1,e, k0, 2)G(q1,e) = 2(−1)
|Go|2−1
8
+ |Γo|
2−1
8 .
Among involutive metric groups in Lemma 2.4, the only possible cases are the
following with θ1,e = −1 up to isomorphism of involutive metric groups:
• Ge = Z2m × Z2m with m ≥ 2, q1,e(x, y) = ζxy2m , and k0 = (2m−1, 2m−1) or
(2m−1, 0).
• Ge = Z2m × Z2m with m ≥ 2, q1,e(x, y) = ζx
2+xy+y2
2m , and k0 = (2
m−1, 2m−1) or
(2m−1, 0).
• Ge = Z2m × Z2n with n ≥ m ≥ 3, q1,e(x, y) = ζr1x22m+1ζr2y
2
2n+1 with r1, r2 ∈
{1,−1, 3,−3}, and k0 = (2m−1, 2n−1) or k0 = (0, 2n−1).
• Ge = Z4 × Z2n with n ≥ 3, q1,e(x, y) = ζr1x28 ζr2y
2
2n+1 with r1, r2 ∈ {1,−1, 3,−3},
and k0 = (0, 2
n−1).
• Ge = Z4 × Z4, q1,e(x, y) = ζr1x
2+r2y2
8 with r1, r2 ∈ {1,−1, 3,−3}, and k0 =
(2, 2).
We look into only the first case in details. Assume Ge = Z2m × Z2m with m ≥ 2
and q1,e(x, y) = ζ
xy
2m. Then we have
22m−2|Go|+ 1 = |Γo|, G(q1,e) = 1, and c = G(q1,o) = −G(q2,o), with c2 = 1.
We have
G(q1,e, 0, 2) = G(q1,e, (2m−1, 0), 2) = 2 and G(q1,e, (2m−1, 2m−1), 2) = 2(−1)2m−2 .
In any case, we get |G(q1,e, 2)| = |G(q2,e, k0, 2)| = 2.
(1) Assume q2,e(x, y) = i
x2−y2 . Lemma 5.14 implies
G(q1,e, k0, 2) = 2(−1)
|Go|2−1
8
+
|Γo|2−1
8 = 2(−1) |Go|
2−1
8 (−1)22(m−2) .
On the other hand, for k0 = (2
m−1, 2m−1), we have G(q1,e, k0, 2) = 2(−1)2m−2 , and we
get (−1) |Go|
2−1
8 = 1. Thus (FS2) is satisfied if and only if |Go| ≡ 1 mod 8.
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For σ0 = (2
m−1, 0), we have G(q1,e, k0, 2) = 2, and
|Go| ≡
{
5 mod 8, m = 2
1 mod 8, m ≥ 3
We conjecture that the modular data of the Drinfeld center of a generalized Haagerup
category for Z2m × A with odd A is given by (S, T ) in this case with Go = A × Aˆ,
q1,o(p, χ) = χ(p) and k0 = (2
m−1, 2m−1) for non-trivial ǫh(g) and k0 = (2
m−1, 0) for
trivial ǫh(g) (see [GI19, Example 4.3]). The conjecture is true form = 2 and A = {0}.
More generally, the pair
(S(Go,q1,o) ⊗ S, T (Go,q1,o) ⊗ T )
may possibly arise from the Drinfeld center of a quadratic category of type (Z2m , Go, 1).
(2) Assume q2,e(x, y) = (−1)xy. Then Lemma 5.14 implies
G(q1,e, 2) = 2(−1)
|Go|2−1+|Γo|2−1
8 = 2(−1) |Go|
2−1
8
+22(m−2) ,
and
|Go| ≡
{
5 mod 8, m = 2
1 mod 8, m ≥ 3
5.2.4. (A2) and q0(u0) = 1. We necessarily have 〈u0, k〉 = −1 for k ∈ K∗ and
〈u0, σ〉 = 1 for σ ∈ Σ∗. Thus Ge = Z2 × Z2. Theorem 5.6 implies s2〈σ, σ〉 = −1, and
since s = c/q2(σ), we get c
2 = −1. Since
{q1(k0), q1(k1), q1(k2)} = {1, q1(k1),−q1(k1)}.
we have two possibilities of q1,e:
• q1,e(x, y) = (−1)xy with k0 = (1, 0), k1 = (0, 1), k2 = (1, 1).
• q1,e(x, y) = ix2−y2 with k0 = (1, 1), k1 = (1, 0), k2 = (0, 1).
In the both cases we have G(q1,e) = 1. Since c2 = −1, we get G(q1,o)2 = −1, and
|Go| ≡ 3 mod 4. In consequence |Γe| is a multiple of 16.
For {q2(σ0), q2(σ1), q2(σ2)}, we have the following possibilities: {1,±i,±i}, {1,−1,−1},
{1, 1, 1}.
Case I. Assume
{q2(σ0), q2(σ1), q2(σ2)} = {1,±i,±i}.
Then s2 = 1. We may assume Γe = Z2 × Z2n with n ≥ 2,
q2,e(x, y) = ζ
r1x2
4 ζ
r2y2
2n+1 with r1 ∈ {1,−1}, r2 ∈ {1,−1, 3,−3}, θ2 = −1, and σ0 = (0, 2n−1).
We have
c = G(q2,o) = −(−1)n
r22−1
8 ζr1+r28 G(q2,o).
Since
G(q2,e, 2) = G(q2,e, σ0, 2) = 0,
we can show that (FS2) does not give any restriction.
The smallest case is G = Z2 × Z2 × Z3 and Γ = Z2 × Z8. There are 4 possibilities
(r1, r2) = (1, 1), (−1,−1), (1,−3), (−1, 3), and 2 isomorphism classes (consider the
transformation (x, y) 7→ (x+ y, 2x+ y)).
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We conjecture that in the case of q1,e(x, y) = (−1)xy, the pair
(S(Go,q1,o) ⊗ S, T (Go,q1,o) ⊗ T ),
is given by the Drinfeld center Z(C) of a quadratic category C of type (Z2, Go, 1) with
self-dual ρ such that α1 extends to a boson in Z(C). We also conjecture that there
are exactly 2 such categories C for Go = Z3.
Case II. Assume
{q2(σ0), q2(σ1), q2(σ2)} is either {1,−1,−1} or {1, 1, 1}.
Then s2 = −1, and ν2(k, ε) = 0. As before, we can show the following lemma.
Lemma 5.14. Under the above assumption, (FS2) implies the 2-rank of Γ is 2 and
θ2,e = −1. Under this additional assumption, we have the following:
• If q1,e(x, y) = (−1)xy, (FS2) is equivalent to
|G(q2,e, σ0, 2)| = 2 and G(q2,e, 0, 2)G(q2,e) = 2(−1)
|Go|2−1
8
+
|Γo|2−1
8 .
• If q1,e(x, y) = ix2−y2 (FS2) is equivalent to
|G(q2,0,e, 2)| = 2 and G(q2,e, σ0, 2)G(q2,e) = 2(−1)
|Go|2−1
8
+ |Γo|
2−1
8 .
Among involutive metric groups in Lemma 2.4, the only possible cases are the
following with θ2,e = −1 up to isomorphism of involutive metric groups:
• Γe = Z2m × Z2m with m ≥ 2, q2,e(x, y) = ζxy2m, and σ0 = (2m−1, 2m−1) or
(2m−1, 0).
• Γe = Z2m × Z2m with m ≥ 2, q2,e(x, y) = ζx
2+xy+y2
2m , and σ0 = (2
m−1, 2m−1) or
(2m−1, 0).
• Γe = Z2m × Z2n with n ≥ m ≥ 3, q2,e(x, y) = ζr1x22m+1ζr2y
2
2n+1 with r1, r2 ∈
{1,−1, 3,−3}, and σ0 = (2m−1, 2n−1) or (0, 2n−1).
• Γe = Z4 × Z2n with n ≥ 3, q2,e(x, y) = ζr1x28 ζr2y
2
2n+1 with r1, r2 ∈ {1,−1, 3,−3},
and σ0 = (0, 2
n−1).
• Γe = Z4 × Z4, q2,e(x, y) = ζr1x
2+r2y2
8 with r1, r2 ∈ {1,−1, 3,−3}, and σ0 =
(2, 2).
We conjecture that in the case of q1,e(x, y) = (−1)xy, the pair
(S(Go,q1,o) ⊗ S, T (Go,q1,o) ⊗ T ),
is given by the Drinfeld center Z(C) of a quadratic category C of type (Z2, Go, 1) with
non-self-dual ρ such that α1 extends to a boson in Z(C). We also conjecture that
there are exactly 2 such categories C for Go = Z3.
The first test case is G = Z2 × Z2 × Z3, Γ = Z4 × Z4, q1,e(x, y) = (−1)xy, and
q2,e(x, y) = ζ
r1x2+r2y2
8 with (r1, r2) = (1,−3), (−1, 3).
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5.3. Conjectures. We summarize conjectures we stated so far in this section.
Conjecture 5.15. Let C be a generalized Haagerup category with an abelian group A
satisfying A2 ∼= Z2. We denote A2 = {0, a0} and (Aˆ)2 = {0, χ0}. Then the modular
data of the Drinfeld center Z(C) is given by (S, T ) in Definition 5.1 with G = A× Aˆ,
q1(a, χ) = χ(a), k0 = (a0, χ0) for non-trivial ǫh(g) and k0 = (a0, 0) for trivial ǫh(g).
If moreover Ae = Z2m with m ≥ 2, we have Γ2 = Z2 × Z2 and q2,e(x, y) = ix2−y2.
Remark 5.16. If the above conjecture is the case, it is easy to compute the Frobenius-
Schur indicator νk(ρ) as
νk(ρ) =
G(q1, k) + G(q2, k)
2
=
|Ak|+ G(q2,e, k)G(q2,o, k)
2
,
using [NS07]. For k = 2, we know ν2(ρ) = 1, and the above formula would imply
G(q2,e, 2) = 0. This shows that if A2 = Z2m with m ≥ 2, the case q2,e(x, y) = (−1)xy
is not consistent. For k = 3, we can directly show ν3(ρ) = 1.
Recall that a generalized Haagerup category C for an odd group A can be equiv-
ariantized by the conjugation action of Inv(C) to produce a near group category
CA (of quadratic type ({0}, A × Aˆ, 1), and the Drinfeld center splits as Z(CA) =
Z(C)⊠ Z(VecA). In a similar way, a generalized Haagerup category C for the group
Z2 × A with |A| odd can be equivariantized by the action of A. The resulting cat-
egory Z(CA) is of quadratic type (Z2, A × Aˆ, 1) with trivial associator on the VecZ2
subcategory. Again the Drinfeld center splits as Z(CA) = Z(C)⊠Z(VecA). Therefore
the above conjecture is a special case of the following one.
Conjecture 5.17. Let A be a finite abelian group of odd order, and let C be a qua-
dratic category of type (Z2, A, 1) with α1 having trivial associator. Then the modular
data of the Drinfeld center Z(C) is given by
(S(Go,q1,o) ⊗ S, T (Go,q1,o) ⊗ T ),
where (S, T ) is as in Definition 5.1 with Ge = Z2 × Z2, Go = A, q1,e(x, y) = (−1)xy.
Moreover,
(1) If α1 extends to a fermion in Z(C) and ρ is self-dual, we have |A| ≡ 1 mod 4
and k0 = (1, 1).
(2) If α1 extends to a fermion in Z(C) and ρ is non-self-dual, we have |A| ≡ 3 mod 4
and k0 = (1, 1). For A = Z3, there are exactly 2 such categories.
(3) If α1 extends to a boson in Z(C), we have |A| ≡ 3 mod 4 and k0 = (1, 0). For
A = Z3, there are exactly 2 such categories for self-dual ρ, and 2 for non-self-dual ρ.
6. Asaeda-Haagerup family
Throughout this section, we assume that (G, q1) and (Γ, q2) are metric group sat-
isfying c := G(q1) = −G(q2). We assume that G is an even group and Γ is an odd
group. We denote K = G2 for simplicity. We will eventually show that K ∼= Z2×Z2
is the only possible case for our purpose, but for the moment we do not make this
assumption.
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We set a = 1/
√|G|, b = 1/√|Γ|. We choose subsets G∗ ⊂ G and Γ∗ ⊂ Γ satisfying
G = K ⊔G∗ ⊔ (−G∗), Γ = {0} ⊔ Γ∗ ⊔ (−Γ∗),
and set
J = {0, π} ⊔ J1 ⊔G∗ ⊔ Γ∗,
where J1 = (K \{0})×{1,−1}. We use letters k, k′, k′′, l for elements of K, g, g′, g′′, h
for elements of G and γ, γ′, γ′′, ξ for elements of Γ. We introduce an involution of J
by setting (k, ε) = (k, c2〈k, k〉ε) for (k, ε) ∈ J1, and leaving the other elements fixed.
Note that since Γ is odd, we have G(q2)4 = 1, and c2 ∈ {1,−1}.
Definition 6.1. Let S, T , and C be J by J matrices defined by
(Sj,j′) =

a−b
2
a+b
2
a
2
a b
a+b
2
a−b
2
a
2
a −b
a
2
a
2
a〈k,k′〉+cεε′q1(k)δk,k′
2
a〈k, g′〉 0
a a a〈g, k′〉 a(〈g, g′〉+ 〈g, g′〉) 0
b −b 0 0 −b(〈γ, γ′〉+ 〈γ, γ′〉)


,
T = Diag(1, 1, q1(k), q1(g), q2(γ)),
and Cx,y = δx,y.
Direct computation implies
Lemma 6.2. Let the notation be as in Definition 6.1. Then S, T , and C are unitary
matrices satisfying S2 = C, (ST )3 = cC and TC = CT .
Lemma 6.3. Let the notation be as in Definition 6.1.
Nπ,π,π = Nπ,π,γ = Nπ,π,g = Nπ,g,γ = Nγ,γ′,g =
4
|Γ| − |G| ,
Nπ,π,(k.ε) = Nπ,γ,(k.ε) = Nγ,γ′,(k.ε) =
2
|Γ| − |G| ,
Nπ,γ,γ′ =
4
|Γ| − |G| − δγ,γ′,
Nπ,(k,ε),(k′,ε′) = δ(k,ε),(k′,ε′) +
1
|Γ| − |G| , Nγ,(k,ε),(k′,ε′) =
1
|Γ| − |G| ,
Nπ,(k,ε),g = Nγ,(k,ε),g =
2
|Γ| − |G| ,
Nπ,g,g′ = δg,g′ +
4
|Γ| − |G| , Nγ,g,g′ =
4
|Γ| − |G| ,
Nγ,γ′,γ′′ =
4
|Γ| − |G| − (δγ+γ′+γ′′,0 + δγ+γ′,γ′′ + δγ′+γ′′,γ + δγ′′+γ,γ′),
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N(k,ε),(k′,ε′),(k′′,ε′′) =
1
2
(
1
|Γ| − |G| + δk+k′+k′′,0)
+ c2
εε′〈k, k + k′′〉δk,k′ + ε′ε′′〈k′, k′ + k〉δk′,k′′ + ε′′ε〈k′′, k′′ + k′〉δk′′,k
2
.
N(k,ε),(k′,ε′),g =
1
|Γ| − |G| + c
2εε′〈k, k + g〉δk,k′.
N(k,ε),g,g′ =
2
|Γ| − |G| + δk+g+g′,0 + δk+g−g′,0,
Ng,g′,g′′ =
4
|Γ| − |G| + (δg+g′+g′′,0 + δg+g′,g′′ + δg′+g′′,g + δg′′+g,g′).
Theorem 6.4. Let the notation be as above. Then all the fusion coefficients Nijk are
non-negative integers if and only if |Γ| = |G|+ 1 and K ∼= Z2 × Z2.
Proof. The above computation shows that |Γ| − |G| = 1 is necessary to have non-
negative integer fusion coefficients. Assume this condition. Since the condition
G(q1) = −G(q2) is not fulfilled by K = Z2, we get K ∼= Zs2 with s > 1. Let
k, k′, k′′ ∈ K \ {0} be mutually distinct elements. Then we have
N(k,ε),(k′,ε′),(k′′,ε′′) =
1 + δk+k′+k′′,0
2
.
ForN(k,ε),(k′,ε′),(k′′,ε′′) to be a non-negative integer, the only possibility is k+k
′+k′′ = 0.
This means that the only possible case is K ∼= Z2 × Z2.
On the other hand it is routine work to show that all the fusion coefficients Nijk
are non-negative integers if |Γ| = |G|+ 1 and K ∼= Z2 × Z2. 
The explicit formula of (S, T ) in Definition 6.1 stemmed out of an attempt to unify
formulae appearing in the following three conjectures.
Conjecture 6.5. Let C be a generalized Haagerup category with an abelian group A
satisfying Ae ∼= Z2×Z2. Then the modular data of the Drinfeld center Z(C) is given
by
(S(Ge,q1,e) ⊗ S, T (Ge,q1,e) ⊗ T )
with G = Z22 × Ao × Aˆo, q1,e(x, y) = (−1)x2+xy+y2, and q1,o(a, χ) = χ(a).
The conjecture is true for trivial Ao = {0}.
Conjecture 6.6. Let C be a generalized Haagerup category with an abelian group
A satisfying Ae ∼= Z2n+1. Then the modular data of the Drinfeld center Z(C/Z2) of
the Z2-de-equivariantization C/Z2 of C is given by (S, T ) with G = Z22n × Ao × Aˆo,
q1,e(x, y) = ζ
x2−y2
2n+1 , and q1,o(a, χ) = χ(a).
The conjecture is true for A = Z4 and A = Z8.
Conjecture 6.7. Let C be a generalized Haagerup category with an abelian group
A satisfying Ae ∼= Z2n × Z2 with n ≥ 2. Then the modular data of the Drinfeld
center Z(C/Z2) of the Z2-de-equivariantization C/Z2 of C is given by (S, T ) with
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G = Z22n × Ao × Aˆo, q1,e(x, y) = ζxy2n , and q1,o(a, χ) = χ(a). The modular data of the
Drinfeld center Z(C) is given by
(S(Z2×Z2,Q) ⊗ S, T (Z2×Z2,Q) ⊗ T ),
where Q(x, y) = (−1)xy.
The conjecture is true for n = 2 and Ao = {0}.
We assume |Γ| = |G| + 1 and K ∼= Z2 × Z2 in the rest of this section. Note that
we have
Nπ,π,π = 4, N(k,ε),(k,ε),(k,ε) = 2, Ng,g,g = 4 + δ3g,0, Nγ,γ,γ = 4− δ3γ,0.
Direct computation shows the following.
Lemma 6.8. We have
νm(π) = |G(q1, m) + G(q2, m)|2,
νm((k, ε)) =
|G(q1, m) + G(q2, m)|2 + δmk,0q1(k)m
2
,
νm(g) = |G(q1, m) + G(q2, m)|2 + δmg,0q1(g)m,
νm(γ) = |G(q1, m) + G(q2, m)|2 − δmγ,0q2(γ)m.
In particular, (FS2) and (FS3) are equivalent to the following conditions respectively:
(6.1) |G(q1, 2) + G(q2, 2)| = 1,
(6.2) |G(q1, 3) + G(q2, 3)| = 2.
6.1. Examples. We give a list of metric groups (G, q1), (Γ, q2) satisfying conditions
in Theorem 6.4 and Lemma 6.8. More precisely, the conditions are: G2 ∼= Z2 × Z2,
|Γ| = |G|+1, G(q1) = −G(q2), and Eq.(6.1)-(6.2). The condition G2 ∼= Z2×Z2 forces
that G is of the form Z2m × Z2n ×Go with m,n > 0.
As in Lemma 3.12, Eq.(6.1) is equivalent to
(6.3) |G(q1,e, 2)G(q1,e) − (−1)
|Go|2−1
8 (−1)2m+n−2 | = 1,
and Eq.(6.2) is equivalent to
(6.4) |(−1)m+nG(q1,o, 3)G(q1,o)3 −
G(q2, 3)
G(q2)3 | = 2.
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If neither G nor Γ has a 3-component (that is |Go| ≡ 1 mod 3 and |Γ| ≡ 2 mod 3
for even m+ n or |Go| ≡ |Γ| ≡ 2 mod 3 for odd m+ n), we get
(−1)m+nG(q1,o, 3)G(q1,o)3 −
G(q2, 3)
G(q2)3
= |(−1)m+n (−1)
|Go|−1
2 ( |Go|
3
)
G(q1,o)2 −
(−1) |Γ|−12 ( |Γ|
3
)
G(q2)2 |
= |(−1)m+n( |Go|
3
)− ( |Γ|
3
)|
= 2.
Direct computation with the above formulae shows that restriction coming from (FS3)
in the following examples is very similar to that discussed in Lemma 3.9 and Remark
3.10, and we will not mention it in what follows except for one case.
Since
|Γ| = 2m+n|Go|+ 1 ≡ 1 mod 4,
we have G(q2) ∈ {1,−1}, and G(q1,e)G(q1,o) ∈ {1,−1}. Thus we have either G(q1,e) ∈
{1,−1} and |Go| ≡ 1 mod 4, or G(q1,e) ∈ {i,−i} and |Go| ≡ 3 mod 4.
6.1.1. Ge = Z2 × Z2, q1,e(x, y) = (−1)x2+xy+y2. In this case, we have G(q1,e) = −1
and G(q1,e, 2) = 2. Thus |Go| ≡ 1 mod 4 and Eq.(6.3) implies (−1) |Go|
2−1
8 = 1. This
is possible if and only if |Go| ≡ 1 mod 8.
The smallest case is G = Z2 × Z2, Γ = Z5 with G(q2) = −1. The pair
(S(G,q1) ⊗ S, T (G,q1) ⊗ T )
is the modular date of the Drinfeld center of the Z2 × Z2 generalized Haagerup
category (see [GI19, Example 5.2]).
We conjecture that the modular data of the Drinfeld center of the generalized
Haagerup category for Z2 × Z2 ×A with odd A is
(S(Z2×Z2,q1,e) ⊗ S, T (Z2×Z2,q1,e) ⊗ T )
with Go = A× Aˆ and q1,o(a, χ) = χ(a). More generally, the pair
(S(G,q1) ⊗ S, T (G,q1) ⊗ T )
possibly arises from the Drinfeld center of a quadratic category of type (Z2×Z2, Go, 1)
with α having trivial associator.
6.1.2. Ge = Z2 × Z2, q1,e(x, y) = (−1)xy. In this case, we have G(q1,e) = 1 and
G(q1,e, 2) = 2. Thus |Go| ≡ 1 mod 4 and Eq.(6.3) implies (−1)
|Go|2−1
8 = −1. This is
possible if and only if |Go| ≡ 5 mod 8.
The smallest case is Go = Z5 and Γ = Z21. There are 4 possible combinations of
q1,o and q2, up to group automorphism.
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6.1.3. Ge = Z2 × Z2, q1,e(x, y) = ix2−y2. In this case, we have G(q1,e) = 1 and
G(q1,e, 2) = 0. Thus |Go| ≡ 1 mod 4 and (FS2) gives no restriction.
The smallest case is G = Z2 × Z2 and Γ = Z5 with G(q2) = −1. The pair (S, T )
is the modular data of the Drinfeld center of the Z2-de-equivariantization of the
generalized Haagerup category for Z4 (see [GI19, Example 6.9]).
We conjecture that the modular data of the Drinfeld center of the Z2-de-equivariantization
of generalized Haagerup category for Z4 × A with odd A is (S, T ) with Go = A× Aˆ
and q1,o(a, χ) = χ(a). More generally, the pair
(S(Go,q1,o) ⊗ S, T (Go,q1,o) ⊗ T )
may possibly arise from the Drinfeld center of the Z2-de-equivariantization a qua-
dratic category of type (Z4, Go, 1).
6.1.4. Ge = Z2n × Z2n with n ≥ 2 and q1,e(x, y) = ζx
2+xy+y2
2n . In this case, we have
G(q1,e) = (−1)n and G(q1,e, 2) = 2(−1)n−1. Thus |Go| ≡ 1 mod 4, and (−1)
|Go|2−1
8 =
−1. This is possible if and only if |Go| ≡ 5 mod 8.
The smallest case is Go = Z4 × Z4 × Z5, and Eq.(6.2) implies that Γ is either Z81,
Z3 × Z27, or Z9 × Z9 with restricted possibilities of quadratic forms coming from
(FS3).
6.1.5. Ge = Z2n×Z2n with n ≥ 2 and q1,e(x, y) = ζxy2n . In this case, we have G(q1,e) =
1, G(q1,e, 2) = 2. Thus |Go| ≡ 1 mod 4, and (−1) |Go|
2−1
8 = 1. This is possible if and
only if |Go| ≡ 1 mod 8.
The smallest case is G = Z4×Z4 and Γ = Z17 with G(q2) = −1. The pair (S, T ) is
the modular data of the Drinfeld center of the Asaeda-Haagerup category, namely the
Z2 de-equivariantization of the Z4×Z2 generalized Haagerup category (or a quadratic
category of type (Z4, {0}, 2) with α having trivial associator) (see [GI19, Example
5.5]).
We conjecture that the modular data of the Drinfeld center Z(C/Z2) of the Z2-de-
equivariantization of a generalized Haagerup category for Z2n × Z2 × A with odd A
(or a quadratic category C of type (Z2n ×A, {0}, 2) with α having trivial associator)
is (S, T ) with Go = A× Aˆ and q2(a, χ) = χ(a). More generally, the pair
(S(Go,q1,o) ⊗ S, T (Go,q1,o) ⊗ T )
may possibly arises from a quadratic category of type (Go,Z2n , 2) with α having
trivial associator.
6.1.6. Ge = Z2n × Z2n with n ≥ 2 and q1,e(x, y) = ζr(x
2−y2)
2n+1 with odd r. We may
assume r = 1 up to group automorphism. In this case, we have G(q1,e) = 1 and
G(q1,e, 2) = 2. Thus |Go| ≡ 1 mod 4, and (−1) |Go|
2−1
8 = 1. This is possible if and
only if |Go| ≡ 1 mod 8.
The smallest case is G = Z4 × Z4 and Γ = Z17 with G(q2) = −1. The pair (S, T )
is the modular data of the Drinfeld center of the Z2-de-equivariantization of the Z8
generalized Haagerup category (or a quadratic category of type (Z4, {0}, 2) with α
having non-trivial associator) (see [GI19, Example 6.10]).
54 PINHAS GROSSMAN AND MASAKI IZUMI
We conjecture that the modular data of the Drinfeld center Z(C/Z2) of the Z2-de-
equivariantization C/Z2 of a generalized Haagerup category C for Z2n+1×A with odd
A is (S, T ) with Go = A× Aˆ and q2(a, χ) = χ(a). More generally, the pair
(S(Go,q1,o) ⊗ S, T (Go,q1,o) ⊗ T )
possibly arises from a quadratic category of type (Go,Z2n , 2) with α having non-trivial
associator.
6.1.7. Ge = Z2 × Z2n with n ≥ 1 and q1,e(x, y) = irx2ζsy22n+1 with r ∈ {1,−1} and
s ∈ {1,−1, 3,−3}. In this case, we have G(q1,e) = ζr+s8 (−1)n
s2−1
8 and G(q1,e, 2) = 0.
Thus |Go| ≡ 1 mod 4 if r + s ≡ 0 mod 4, and |Go| ≡ 3 mod 4 if r + s ≡ 2 mod 4.
Eq,(6.3) gives no restriction. The case with n = 1 and s = −r was already treated,
and the first new case is Go = Z2 × Z2 × Z3, and Γ = Z13. In this case, r = s = ±1,
and there are two possible cases determined by the relation irG(q1,o) = −G(q2).
6.1.8. Ge = Z2m × Z2n with 2 ≤ m ≤ n and q1,e(x, y) = ζrx22m+1ζsy
2
2n+1 with r, s ∈
{1,−1, 3,−3}. In this case, we have G(q1,e) = ζr+s8 (−1)m
r2−1
8
+n s
2−1
8 ,
G(q1,e, 2) = 2ζr+s8 (−1)(m−1)
r2−1
8
+(n−1) s
2−1
8 ,
and Eq.(6.3) implies (−1) r
2−1
8
+ s
2−1
8 = (−1) |Go|
2−1
8 .
We get the following sub-cases.
(1) |Go| ≡ 1 mod 8. In this case we have r + s = 0.
(2) |Go| ≡ 5 mod 8. In this case, we have (r, s) = (1, 3), (−1,−3), (3, 1), (−3,−1).
(3) |Go| ≡ 3 mod 8. In this case, we have (r, s) = (1,−3), (−1, 3), (3,−1), (−3, 1).
(4) |Go| ≡ 7 mod 8. In this case, we have (r, s) = (1, 1), (−1,−1), (3, 3), (−3,−3).
7. Switching the roles of G and Γ
As in the last section, we assume that (G, q1) and (Γ, q2) are metric group satisfying
c := G(q1) = −G(q2). We assume that G is an even group and Γ is an odd group.
We denote K = G2 for simplicity.
Definition 7.1. Let S and T be the unitary matrices defined in Definition 6.1, and
let R = Diag(1,−1,−1J1,−1G∗ ,−1Γ∗). We set S ′ = −RSR, T ′ = T , and C ′ = C,
that is
(S ′j,j′) =

−a+b
2
a+b
2
a
2
a b
a+b
2
−a+b
2
−a
2
−a b
a
2
−a
2
−a〈k,k′〉+cεε′q1(k)δk,k′
2
−a〈k, g′〉 0
a −a −a〈g, k′〉 −a(〈g, g′〉+ 〈g, g′〉) 0
b b 0 0 b(〈γ, γ′〉+ 〈γ, γ′〉)


.
Note that we have S ′0,x > 0 if |Γ| < |G|.
Corollary 7.2. We have S ′2 = C ′, (S ′T ′)3 = −cC ′ and T ′C ′ = C ′T ′.
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Proof. Since R commutes with C and T , we get S ′2 = RCR = C and
S ′T ′S ′ = RSRTRSR = RSTSR = cRTSTR = cTRSRT = −cT ′S ′T ′.

Let
N ′u,v,w =
∑
x
S ′u,xS
′
v,xS
′
w,x
S ′0,x
.
Corollary 7.3.
N ′π,π,π = N
′
π,π,γ = N
′
π,π,g = N
′
π,γ,g = N
′
γ,γ′,g =
4
|G| − |Γ| ,
N ′π,π,(k.ε) = N
′
π,γ,(k.ε) = N
′
γ,γ′,(k.ε) =
2
|G| − |Γ| ,
N ′π,γ,γ′ =
4
|G| − |Γ| + δγ,γ′ ,
N ′π,(k,ε),(k′,ε′) = −δ(k,ε),(k′,ε′) +
1
|G| − |Γ| , N
′
γ,(k,ε),(k′,ε′) =
1
|G| − |Γ| ,
N ′π,(k,ε),g = N
′
γ,(k,ε),g =
2
|G| − |Γ| ,
N ′π,g,g′ = −δg,g′ +
4
|G| − |Γ| , N
′
γ,g,g′ =
4
|G| − |Γ| ,
N ′γ,γ′,γ′′ =
4
|G| − |Γ| + (δγ+γ′+γ′′,0 + δγ+γ′,γ′′ + δγ′+γ′′,γ + δγ′′+γ,γ′),
N ′(k,ε),(k′,ε′),(k′′,ε′′) =
1
2
(
1
|G| − |Γ| − δk+k′+k′′,0)
− c2 εε
′〈k, k + k′′〉δk,k′ + ε′ε′′〈k′, k′ + k〉δk′,k′′ + ε′′ε〈k′′, k′′ + k′〉δk′′,k
2
.
N ′(k,ε),(k′,ε′),g =
1
|G| − |Γ| − c
2εε′〈k, k + g〉δk,k′.
N ′(k,ε),g,g′ =
2
|G| − |Γ| − δk+g+g′,0 − δk+g−g′,0,
N ′g,g′,g′′ =
4
|G| − |Γ| − (δg+g′+g′′,0 + δg+g′,g′′ + δg′+g′′,g + δg′′+g,g′).
Proof. Note that we have S ′x,y = −f(x)f(y)Sx,y, where f(0) = 1 and f(j) = −1 for
the other j ∈ J . Thus we get
N ′u,v,w = f(u)f(v)f(w)
∑
x
Su,xSv,xSw,x
S0,x
= f(u)f(v)f(w)Nu,v,w.

As in the proof of Theorem 6.4, we can show
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Theorem 7.4. Let the notation be as in Definition 7.1. Then all the fusion coeffi-
cients N ′ijk are non-negative integers. if and only if |Γ| = |G| − 1 and G2 ∼= Z2 ×Z2.
In the rest of this section, we assume |Γ| = |G| − 1 and G2 ∼= Z2 × Z2.
Let
ν ′n(k) =
∑
i,j∈J
NkijS
′
0iS
′
0j(
T ′jj
T ′ii
)n.
As before, we have
Theorem 7.5. Let the notation be as above, we have
ν ′m(π) = |G(q1, m) + G(q2, m)|2,
ν ′m((k, ε)) =
|G(q1, m) + G(q2, m)|2 − δmk,0q1(k)m
2
,
ν ′m(g) = |G(q1, m) + G(q2, m)|2 − δmg,0q1(g)m,
ν ′m(γ) = |G(q1, m) + G(q2, m)|2 + δmγ,0q2(γ)m.
In particular, (FS2) and (FS3) are equivalent to the following respectively:
|G(q1, 2) + G(q2, 2)|2 = 1,
|G(q1, 3) + G(q2, 3)|2 = 4.
Conjecture 7.6. The modular data of the Drinfeld center of a near-group category
with a finite abelian group A with multiplicity 2|A| is given by
(S(Γ,q2) ⊗ S ′, T (Γ,q2) ⊗ T ′)
with Γ = A.
7.1. Examples. We give a list of metric groups (G, q1), (Γ, q2) satisfying conditions
in Theorem 7.4 and Theorem 7.5. More precisely, the conditions are: G2 ∼= Z2 × Z2,
|Γ| = |G| − 1, G(q1) = −G(q2), Eq.(6.1) and Eq.(6.2). The condition G2 ∼= Z2 × Z2
forces that G is of the form Z2m × Z2n × Go with m,n > 0. As in the last section,
Eq.(6.1) is equivalent to Eq.(6.3).
Direct computation with the above formulae shows that restriction coming from
(FS3) through in the following examples is very similar to that discussed in Lemma
3.9 and Remark 3.10, and we will not mention it in what follows except for one case.
Since
|Γ| = 2m+n|Go| − 1 ≡ 3 mod 4,
we have G(q2) ∈ {i,−i}, and G(q1,e)G(q1,o) ∈ {i,−i}. Thus we have either G(q1,e) ∈
{1,−1} and |Go| ≡ 3 mod 4 or G(q1,e) ∈ {i,−i} and |Go| ≡ 1 mod 4.
7.1.1. Ge = Z2 × Z2, q1,e(x, y) = (−1)x2+xy+y2. In this case, we have G(q1,e) = −1
and G(q1,e, 2) = 2. Thus |Go| ≡ 3 mod 4 and Eq.(6.3) implies (−1)
|Go|2−1
8 = 1. This
is possible if and only if |Go| ≡ 7 mod 8. The smallest case is Go = Z7, and Eq.(6.2)
allows only Γ = Z27 and Γ = Z3 × Z9 with restricted quadratic forms.
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7.1.2. Ge = Z2 × Z2, q1,e(x, y) = (−1)xy. In this case, we have G(q1,e) = 1 and
G(q1,e, 2) = 2. Thus |Go| ≡ 3 mod 4 and Eq.(6.3) implies (−1) |Go|
2−1
8 = −1. This is
possible if and only if |Go| ≡ 3 mod 8. The smallest case is Go = Z3 and Γ = Z11.
There are 2 possible combinations of q1,o and q2 up to group automorphism.
7.1.3. Ge = Z2 × Z2, q1,e(x, y) = ix2−y2. In this case, we have G(q1,e) = 1 and
G(q1,e, 2) = 0. Thus |Go| ≡ 3 mod 4 and Eq.(6.3) gives no restriction. The smallest
case is Go = Z3 and Γ = Z11, there are two possible combinations of q1,o and q2.
7.1.4. Ge = Z2n × Z2n with n ≥ 2 and q1,e(x, y) = ζx2+xy+y22n . In this case, we have
G(q1,e) = (−1)n and G(q1,e, 2) = 2(−1)n−1. Thus |Go| ≡ 3 mod 4, and (−1) |Go|
2−1
8 =
−1. This is possible if and only if |Go| ≡ 3 mod 8. The smallest case is n = 2,
Go = Z3, and Γ = Z47.
7.1.5. Ge = Z2n×Z2n with n ≥ 2 and q1,e(x, y) = ζxy2n . In this case, we have G(q1,e) =
1, G(q1,e, 2) = 2. Thus |Go| ≡ 3 mod 4, and (−1) |Go|
2−1
8 = 1. This is possible if and
only if |Go| ≡ 7 mod 8. The smallest case n = 2, Go = Z7, and Γ = Z111.
7.1.6. Ge = Z2n × Z2n with n ≥ 2 and q1,e(x, y) = ζr(x
2−y2)
2n+1 with odd r. We may
assume r = 1 up to group automorphism. In this case, we have G(q1,e) = 1 and
G(q1,e, 2) = 2. Thus |Go| ≡ 3 mod 4, and (−1) |Go|
2−1
8 = 1. This is possible if and
only if |Go| ≡ 7 mod 8. The smallest case is n = 2, Go = Z7, and Γ = Z111.
7.1.7. Ge = Z2 × Z2n with n ≥ 1 and q1,e(x, y) = irx2ζsy22n+1 with r ∈ {1,−1} and
s ∈ {1,−1, 3,−3}. If n = 1, we further assume r + s 6= 0. In this case, we have
G(q1,e) = ζr+s8 (−1)n
s2−1
8 and G(q1,e, 2) = 0. Thus |Go| ≡ 3 mod 4 if r + s ≡ 0
mod 4, and |Go| ≡ 1 mod 4 if r + s ≡ 2 mod 4. Eq,(6.3) gives no restriction.
We give a few examples.
(1) n = 1, Go = {0}, and Γ = Z3. In this case, r = s = ±1, and there are two
possible cases determined by the relation G(q2) = −ir.
(2) n = 1, Go = Z5, and Γ = Z19. In this case, r = s = ±1, and there are two
possible cases determined by the relation G(q2) = −irG(q1,o).
(3) n = 2, Go = {0}, and Γ = Z7. In this case, we have G(q2) = −ζs+t8 with r+ s ≡ 2
mod 4.
(4) n = 3, Go = {0}, and Γ = Z15. In this case, we have G(q2) = −(−1) s
2−1
8 ζr+s8 with
r + s ≡ 2 mod 4.
7.1.8. Ge = Z2m × Z2n with 2 ≤ m ≤ n and q1,e(x, y) = ζrx22m+1ζsy
2
2n+1 with r, s ∈{1,−1, 3,−3}. If m = n, we further assume r+s 6= 0. In this case, we have G(q1,e) =
ζr+s8 (−1)m
r2−1
8
+n s
2−1
8 ,
G(q1,e, 2) = 2ζr+s8 (−1)(m−1)
r2−1
8
+(n−1) s
2−1
8 ,
and Eq.(6.3) implies (−1) r2−18 + s2−18 = (−1) |Go|
2−1
8 .
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We get the following sub-cases.
(1) |Go| ≡ 1 mod 8. In this case we have r = s. The smallest case is n = 2,
Go = {0}, and Γ = Z15.
(2) |Go| ≡ 3 mod 8. In this case, we have (r, s) = (1, 3), (−1,−3), (3, 1), (−3,−1).
(3) |Go| ≡ 5 mod 8. In this case, we have (r, s) = (1,−3), (−1, 3), (3,−1), (−3, 1).
(4) |Go| ≡ 7 mod 8. In this case, we have r + s = 0.
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