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Absztrakt. A dolgozat a klasszikus elja´ra´sokna´l hate´konyabb mo´dszereket mutat
be a ne´gyzetes ma´trixokhoz tartozo´an a Jordan-fe´le norma´lalaknak, a transzforma´cio´-
ma´trixnak, a moda´lma´trixnak e´s a ko¨zel´ıto˝ moda´lma´trixnak, az exponencia´lis ma´trix-
fu¨ggve´ny norma´lalakja´nak, az a´llando´ egyu¨tthato´ju´ linea´ris differencia´legyenlet-rendszer
alaprendszer ma´trixa´nak, valamint az a´ltala´nos e´s kezdeti felte´telt kiele´g´ıto˝ pontos e´s
ko¨zel´ıto˝ megolda´sa´nak elo˝a´ll´ıta´sa´ra.
Bevezete´s
Defin´ıcio´. Az n× n me´retu˝ ne´gyzetes ma´trixokat n-edrendu˝ ma´trixoknak nevez-
zu¨k.
Defin´ıcio´. Ha egy n-edrendu˝ A ma´trixnak n sza´mu´ linea´risan fu¨ggetlen saja´tvek-
tora van, akkor azt a ma´trixot, amelynek oszlopai a saja´tvektorok koordina´ta´ival
rendre megegyeznek, az A-hoz tartozo´ moda´lma´trixnak mondjuk.
Defin´ıcio´. Az n-edrendu˝ A ma´trix nemderogato´rius, ha az m(λ) minima´lpolinom
megegyezik a k(λ) karakterisztikus polinommal, e´s derogato´rius, ha ezen polinomok
nem egyeznek meg.
Defin´ıcio´. Egy n-edrendu˝ A ma´trixot k indexu˝ nilpotens ma´trixnak nevezu¨nk, ha
Ak−1 6= 0 e´s Ak = 0. ([D3], [K15], [K18].)
Egerva´ry Jeno˝ (1953) [D3], (1959) [D4] dolgozata´ban igazolta, hogy ha egy
A ma´trix minima´legyenlete´nek mindegyik gyo¨ke egyszeres, akkor Lagrange-fe´le
ma´trixpolinommal (l. [K18] 246., 409. oldal), ha pedig a minima´lpolinomja´nak
to¨bbszo¨ro¨s gyo¨ke is van, akkor Hermite-fe´le ma´trixpolinommal (l. [K18] 271., 410.
oldal) meghata´rozhato´ a ma´trix kanonikus alakja. Mindke´t esetet [D4] e´s [K18]
pe´lda´val is szemle´lteti. (A pe´lda´kban el´ıra´s to¨rte´nt; az elso˝ pe´lda A ma´trixa´ban
az a22 = −3 helyett a22 = 3 a helyes elem (ugyanez isme´tlo˝dik [K18] 2. kiada´sa´nak
297. oldala´n), a 2. pe´lda megolda´sa´ban az x vektor elo˝a´ll´ıta´sa´ban −25 helyett +25
a helyes egyu¨tthato´ ([D4], 53. oldal)).
Ozello (1987) [D21] to¨bbek ko¨zo¨tt kvadratikus ma´trixok Jordan-fe´le norma´l-
alakja´nak direkt elo˝a´ll´ıta´sa´val is foglalkozott. Kaltofen –Krishnamoorthy– Saunders
(1990) [D10], Villard (1994) [D25] gyors parallel algoritmusokat fejlesztettek ki Jor-
dan-norma´lalak le´trehoza´sa´hoz. Giesbrecht (1994) [D6], [D7], Giesbrecht –
Storjohann (2000) [D8] Monte Carlo t´ıpusu´ algoritmust a´ll´ıtottak elo˝ Jordan-
norma´lalak le´trehoza´sa´hoz. Eberly (2000) [D2] hate´kony algoritmust dolgozott ki
olyan ma´trix kisza´mı´ta´sa´ra, melynek eredme´nyeit a Jordan-norma´lalak, e´s a transz-
forma´cio´ma´trix elo˝a´ll´ıta´sa´hoz alkalmazta.
Ebben a dolgozatban a felsorolt szerzo˝k eredme´nyeito˝l ku¨lo¨nbo¨zo˝, olyan mo´d-
szert mutatunk be, mely egy ne´gyzetes A ma´trix Jordan-fe´le norma´lalakja´nak,
a hasonlo´sa´gi transzforma´cio´ ma´trixa´nak, valamint az a´llando´ egyu¨tthato´ju´ linea´ris
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differencia´legyenlet-rendszer megolda´sa´nak elo˝a´ll´ıta´sa´hoz nem haszna´lja fel a bo-
nyolult sza´mı´ta´sokat ige´nylo˝ klasszikus elja´ra´sokat. A mo´dszer ku¨lo¨no¨sen hate´-
kony, ha a jelense´get le´ıro´ differencia´legyenlet-rendszer megolda´sa´to´l fu¨ggetlenu¨l,
az egyu¨tthato´ma´trix o¨sszes saja´te´rte´ke´re e´s saja´tvektora´ra is szu¨kse´g van. A MA-
PLE programcsomag differencia´legyenlet-rendszert megoldo´ programja´nak gyenge-
se´ge ind´ıtotta el azt a kutato´munka´t, amely to¨bb linea´ris algebrai eredme´ny mellett
ve´gu¨l egy hate´kony – a´llando´ egyu¨tthato´ju´ linea´ris differencia´legyenlet-rendszert
ma´trixszorzatokkal megoldo´ – pontos e´s ko¨zel´ıto˝ – algoritmushoz vezetett.
Az elja´ra´s elo˝nye a klasszikus mo´dszerrel szemben:
a) a´ltala´nos, azaz minden n× n-es egyu¨tthato´ma´trixszal meghata´rozott a´l-
lando´ egyu¨tthato´ju´ linea´ris differencia´legyenlet-rendszer megolda´sa´ra alkalmaz-
hato´;
b) a klasszikus megolda´si elja´ra´sokhoz ke´pest kevesebb mu˝veletsza´mmal alkal-
mazhato´ a gyakorlatban felmeru¨lo˝ me´rno¨ki sza´mı´ta´sokhoz;
c) a saja´te´rte´kek e´s saja´tvektorok ismerete´ben az alaprendszerma´trix mellett,
egyetlen ma´trix fel´ıra´sa´ra (moda´lma´trix), vagy kisza´mı´ta´sa´ra (transzforma´cio´ma´t-
rix) valamint inverze´re van szu¨kse´g. Az uto´bbira csak akkor, ha kezdeti felte´telt
kiele´g´ıto˝ megolda´st keresu¨nk. A klasszikus megolda´s alkalmaza´sa´hoz az egyu¨tt-
hato´ma´trix minima´lpolinomja´nak foksza´ma´val megegyezo˝ sza´mu´ ma´trixpolinomot
kell kisza´mı´tani.
A differencia´legyenlet-rendszerek elme´lete szerint a
dx(t)
dt
= Ax(t),
dx(t)
dt
= Ax(t) + f(t)
homoge´n, illetve inhomoge´n linea´ris differencia´legyenlet-rendszer a´ltala´nos megol-
da´sa
x(t) = eAtc, illetve, x(t) = eA(t)c+
∫ t
u=t0
eA(t−u)f(u) du,
az x(t0) = x0 kezdeti felte´telt kiele´g´ıto˝ megolda´sa pedig
x(t,x0) = e
A(t−t0)x0, illetve x(t,x0) = e
A(t−t0)x0 +
∫ t
u=t0
eA(t−u)f(u) du
alakban elo˝a´ll´ıthato´, ahol A = [aij ]n×n az egyu¨tthato´ma´trix, x(t) az ismeretlen
fu¨ggve´nyvektor, c vektor elemei pedig tetszo˝leges a´llando´k [D2], [D3], [K18].
A dolgozatban ismertete´sre keru¨lo˝ mo´dszer a homoge´n, illetve az inhomoge´n
rendszer a´ltala´nos megolda´sa´t
x(t) = TDc, illetve x(t) = T ·D · c+
∫ t
u=t0
T ·Du ·T−1 · f(u) du
ma´trixszorzattal, a kezdeti felte´telt kiele´g´ıto˝ megolda´sa´t pedig
x(t,x0) = TDT
−1x0,
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illetve
x(t,x0) = T ·D ·T−1 · x0 +
∫ t
u=t0
T ·Du ·T−1 · f(u) du
ma´trixszorzattal a´ll´ıtja elo˝, ahol
1. ha az A ma´trix minima´legyenlete´nek csak egyszeres gyo¨kei vannak (az
A Jordan-fe´le norma´lalakja diagona´lma´trix), akkor a T ma´trix oszlopvektorait
az A ma´trix vi(λi) saja´tvektorai alkotja´k. Ekkor a T moda´lma´trixot Q-val je-
lo¨lju¨k. A D diagona´lma´trixban az eλit elemek a vi(λi) oszlopvektorok sorrendje´t
ko¨vetik. Ezt a differencia´legyenlet-rendszerhez tartozo´ diagona´lis alaprendszerma´t-
rixnak nevezzu¨k, e´s Dd-vel jelo¨lju¨k [K14], [K15];
2. ha az A ma´trix minima´legyenlete´nek to¨bbszo¨ro¨s gyo¨kei is vannak, akkor T
azA ma´trix J-vel jelo¨lt Jordan-fe´le norma´lalakja´t elo˝a´ll´ıto´ transzforma´cio´ ma´trixa,
a D ma´trix pedig az eAt exponencia´lis ma´trixfu¨ggve´ny norma´lalakja, e´s De-vel
jelo¨lju¨k. A Du alaprendszerma´trixban az e
λit helyett eλi(t−u) a´ll. A J ma´trix
ismerete mind a D, mind a T ma´trix kisza´mı´ta´sa´hoz szu¨kse´ges [K15].
Az u´j megolda´si mo´dszer kerese´se´nek indokoltsa´ga´t a ko¨vetkezo˝, ha´rom isme-
retlen fu¨ggve´nyt tartalmazo´, elso˝rendu˝, a´llando´ egyu¨tthato´ju´, homoge´n, linea´ris
differencia´legyenlet-rendszer megolda´sakor jelentkezett nehe´zse´gek bemutata´sa´val
szemle´ltetju¨k.
Pe´lda. A´ll´ıtsuk elo˝ az
x˙(t) = −4y − 2z
y˙(t) = −3x− z
z˙(t) = −y − z

differencia´legyenlet-rendszer x(0) = 1, y(0) = 0, z(0) = 1 kezdeti felte´telrendszert
kiele´g´ıto˝ megolda´sa´t.
A MAPLE V Release 5 differencia´legyenlet-rendszert megoldo´ mo´dszere 20
perces programfuta´s uta´n (Windows 95 op. r.) sem adott eredme´nyt, a MAPLE 9.5
pedig (Windows XP op. r.) a megolda´st 29 oldal terjedelemben ko¨zo¨lte a ko¨vetkezo˝
utas´ıta´sok ve´grehajta´sa uta´n:
s:={diff(x(t),t)=-4*y(t)-2*z(t),diff(y(t),t)=-3*x(t)-z(t),
diff(z(t),t)=-y(t)-z(t)}:
Ic:={x(0)=1,y(0)=0,z(0)=1}:
megolda´s:=combine(dsolve(s union Ic,{x(t),y(t),z(t)}),trig);
A megolda´s szemle´ltete´se a moda´lma´trix felhaszna´la´sa´val:
A differencia´legyenlet-rendszer egyu¨tthato´ma´trixa:
A =
 0 −4 −2−3 0 −1
0 −1 −1
 .
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Az A ma´trix saja´te´rte´kei (λi): λ1 = 3,376468081, λ2 = −3,923562088,
λ3 = −0,4529059982. A saja´te´rte´kekhez tartozo´
v(λ1) ≈
−0,71508614280,6814728728
−0,1557129768
 , v(λ2) ≈
−0,7563510517−0,6335458733
−0,2167034097
 ,
v(λ3) ≈
−0,3811397001−0,5013356936
0,9163611596

linea´risan fu¨ggetlen saja´tvektorokkal ke´pzett Q moda´lma´trix e´s determina´nsa:
Q =
[
v(λ1) v(λ2) v(λ3)
] ≈
≈
−0,7150861428 −0,7563510517 −0,38113970010,6814728728 −0,6335458733 −0,5013356936
−0,1557129768 −0,2167034097 0,9163611596
 ,
detQ = 1,000000001 6= 0.
A moda´lma´trix inverze:
Q−1 ≈
−0,6891979854 0,7756849996 0,1377162950−0,5464107989 −0,7146255644 −0,6182345739
−0,2463288091 −0,03718793161 0,9684725990
 .
Az alaprendszer diagona´lma´trixa:
Dd ≈ diag
(
e3,376468085t, e−3,923562085t, e−0,459905997t
)
.
A kezdeti felte´telvektort kiele´g´ıto˝ megolda´svektor:
x(t,x0) =
x(t)y(t)
z(t)
 = Q ·Dd ·Q−1 · x0 ≈
≈
 0,3943569148eλ1t + 0,880880752eλ2t − 0,2752376675eλ3t−0,3758198118eλ1t + 0,7378562698eλ2t − 0,3620364578eλ3t
0,08587285565eλ1t + 0,2523826234eλ2t + 0,6617445208eλ3t
 ,
ahol a λ1, λ2, λ3 helyett a kisza´mı´tott saja´te´rte´keket kell ı´rni. A megolda´s 9 jegyre
pontos. Ha behelyettes´ıtju¨k a megolda´svektort az eredeti egyenletrendszerbe, e´s
pe´lda´ul kisza´mı´tjuk a t = 1 helyen a bal e´s jobb oldali vektor komponenseit, akkor
azt kapjuk, hogy a ke´t vektor a 8. tizedes jegyre kerek´ıtve azonos: 38, 98120714−37, 09143919
8, 275815806

b
,
 38, 98120711−37, 09143913
8, 275815795

j
.
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A tova´bbiakban megvizsga´ljuk, mike´nt lehet fel´ırni egy ne´gyzetes A ma´trix saja´t-
e´rte´keinek ismerete´ben a ma´trix Jordan-fe´le norma´lalakja´t, az eAt exponencia´lis
ma´trixfu¨ggve´ny norma´lalakja´t, milyen sza´mı´ta´si elja´ra´ssal kapjuk meg a transz-
forma´cio´ T ma´trixa´t, ha az A minima´lpolinomja nemlina´ris gyo¨kte´nyezo˝t is tar-
talmaz, e´s ezek ismerete´ben hogyan oldjuk meg az a´llando´ egyu¨tthato´ju´ linea´ris
differencia´legyenlet-rendszert.
1. A ma´trix Jordan-fe´le norma´lalakja´nak elo˝a´ll´ıta´sa
A differencia´legyenlet-rendszer megolda´sa´ra kidolgozott algoritmus szu¨kse´gesse´ te-
szi az egyu¨tthato´ma´trix Jordan-fe´le norma´lalakja´nak fel´ıra´sa´t.
A Jordan-fe´le ma´trix e´s transzforma´cio´ma´trixa´nak elo˝a´ll´ıta´sa´ro´l az irodalom-
jegyze´kben felsorolt dolgozatok e´s ko¨nyvek adnak a´ttekinte´st. Az ott, valamint
a bevezete´sben ide´zett cikkekben le´ırtakto´l elte´ro˝ mo´dszert ismertetu¨nk, amely egy
n-edrendu˝ ma´trix gyo¨kte´nyezo˝s alakban fel´ırt karakterisztikus polinomja´nak, mi-
nima´lpolinomja´nak e´s a blokkok darabsza´ma´nak ismerete´ben a Jordan-fe´le ma´trix
fel´ıra´sa´t – felso˝ (also´) Jorda´n-blokkokkal – mindig egye´rtelmu˝en leheto˝ve´ teszi.
A dolgozatban a ma´trixokat felso˝ Jordan-fe´le norma´lalakra transzforma´ljuk. Ce´lul
tu˝ztu¨k ki azt is (l. a 2. fejezetet), hogy a Jordan-fe´le ma´trix e´s az egyu¨tthato´ma´trix
saja´tvektorai felhaszna´la´sa´val, az elemi linea´ris algebra ismereteire ta´maszkodva,
a leheto˝ legkevesebb mu˝velettel a´ll´ıtsuk elo˝ a differencia´legyenlet-rendszer megol-
da´sa´hoz szu¨kse´ges transzforma´cio´ ma´trixa´t is [K14].
Ismert, hogy minden A ∈ Rn×n ma´trixhoz tala´lhato´ olyan nem szingula´ris
T ∈ Rn×n ma´trix, amellyel az A ma´trix
(1) J = T−1AT (J ∈ Rn×n, detT 6= 0)
hasonlo´sa´gi transzforma´cio´val
J = diag
(
B1(λ1),B2(λ2), . . . ,Bs(λs)
)
=

B1(λ1) 0 . . . 0
0 B2(λ2) . . . 0
...
...
. . .
...
0 0 . . . Bs(λs)
 ,
kva´zidiagona´lis Jordan-fe´le alakra hozhato´, ahol (s ≤ n), e´s Bk(λk) tk × tk t´ıpusu´
ma´trixok az u´n. felso˝ Jordan-fe´le blokkok, melyeknek az alakja:
Bk(λk) =

λk 1 0 . . . 0
0 λk 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1
0 0 0 . . . λk
 = λkEtk +Ctk ,(2)
(k = 1, 2, . . . , s; t1 ≥ 1, t2 ≥ 1, . . . , ts ≥ 1),
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ahol a λk saja´te´rte´kek multiplicita´sa tk,Etk egy tk× tk t´ıpusu´ egyse´gma´trix,Ctk pe-
dig
(3) Ctk =

0 1 0 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1
0 0 0 . . . 0

tk × tk t´ıpusu´ ma´trix.
Ro¨viden jelo¨lve:
Bk(λk) = (aij), ahol aij =

λk, ha j = i,
1, ha j = i+ 1, e´s
0 egye´bke´nt.
Azt a ba´zist, amelyben a ma´trix felveszi a Jordan-fe´le norma´lalakot, a ma´trix
Jordan-ba´zisa´nak nevezzu¨k. A hasonlo´sa´gi transzforma´cio´ teha´t a ba´zis, illetve
a koordina´tarendszer transzforma´cio´ja´t jelenti.
Ha az A ∈ Rn×n ma´trix saja´te´rte´kei valo´sak, akkor a Jordan-fe´le norma´lalak-
ja´t a ma´trix karakterisztikus polinomja´nak e´s minima´lpolinomja´nak gyo¨kte´nyezo˝s
alakja alapja´n az ala´bbi szaba´lyok szerint ko¨zvetlenu¨l elo˝a´ll´ıthatjuk (a komplex
esettel a 6. fejezetben foglalkozunk):
1. eset. Az n-edrendu˝ A ma´trix mindegyik λi saja´te´rte´ke ku¨lo¨nbo¨zo˝. A ka-
rakterisztikus polinom egyenlo˝ a minima´lpolinommal: k(λ) = m(λ).
Ekkor a Jordan-fe´le norma´lalak olyan diagona´lma´trix, melynek fo˝diagona´lisa´-
ban a saja´te´rte´kek a´llnak, e´spedig – mega´llapoda´s szerint – abszolu´t e´rte´ku¨k mono-
ton no¨vekvo˝ sorrendje´ben. Abszolu´t e´rte´kben egyenlo˝ saja´te´rte´kek esete´n a negat´ıv
saja´te´rte´k megelo˝zi a pozit´ıv saja´te´rte´ket. (Etto˝l elte´ro˝ mega´llapoda´s is megadhato´,
l. a 4.3. fejezetet).
Ebben az esetben teha´t minden Jordan-blokk 1× 1-es, azaz Bi = [λi]
(i = 1, 2, . . . , n).
1. pe´lda. A´ll´ıtsuk elo˝ az
A =

−5 −4 −6 −6 −6
2 1 2 2 2
2 3 3 5 5
2 −1 1 3 1
−4 −2 −3 −7 −5

ma´trix Jordan-alakja´t. Az A ∈ R5×5 ma´trix saja´te´rte´kei: −3, −1, 2, 1, −2, ı´gy
a k(λ) karakterisztikus polinom e´s az m(λ) minima´lpolinom gyo¨kte´nyezo˝s alakja
azonos, gyo¨kte´nyezo˝i elso˝foku´ak: k(λ) =m(λ) = (λ+3)(λ+1)(λ−2)(λ−1)(λ+2).
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AzA ma´trix Jordan-fe´le norma´lalakja´nak blokkjai, a saja´te´rte´kek |−1| ≤ |1| <
|−2| ≤ |2| < |−3|monoton no¨vekvo˝ sorrendje´re tekintettel:B1[−1],B2[1],B3[−2],
B4[2], B5[−3], e´s ı´gy a Jordan-fe´le norma´lalakja:
J = diag(−1, 1,−2, 2,−3) =

−1 0 0 0 0
0 1 0 0 0
0 0 −2 0 0
0 0 0 2 0
0 0 0 0 −3
 .
2. eset. Az n-edrendu˝ A ma´trix karakterisztikus egyenlete´nek vannak to¨bb-
szo¨ro¨s multiplicita´su´ gyo¨kei, de a minima´legyenlete´nek csak egyszeres multiplicita´su´
gyo¨kei vannak.
A Jordan-fe´le norma´lalak ekkor is tiszta diagona´lma´trix, mindegyik blokkja
1× 1-es.
A karakterisztikus polinomot e´s a minima´lpolinomot te´nyezo˝kre bontott alak-
ban vizsga´ljuk. A J Jordan-fe´le ma´trix fo˝diagona´lisa´nak elemeit a minima´legyenlet
gyo¨keinek felhaszna´la´sa´val az 1. eset szaba´lya szerint be´ırjuk. Majd a blokkok ke´p-
ze´se´t a minima´lpolinomot a karakterisztikus polinomma´ kiege´sz´ıto˝ te´nyezo˝k alapja´n
folytatjuk, ugyancsak az 1. szaba´ly szerint.
2. pe´lda. A´ll´ıtsuk elo˝ az
A =

5 6 3 3 3
−3 −4 −3 −3 −3
−3 −3 −1 0 0
−3 −6 −3 −1 −3
6 9 6 3 5

ma´trix Jordan-fe´le norma´lalakja´t.
Az A ∈ R5×5 ma´trix karakterisztikus polinomja´nak e´s minima´lpolinomja´nak
gyo¨kte´nyezo˝s alakja:
k(λ) = (λ+ 1)
2
(λ− 2)3, e´s m(λ) = (λ+ 1)(λ− 2).
A minima´lpolinom szerint kapjuk a B1 = [−1], B2 = [2] blokkokat, majd a ka-
rakterisztikus polinom ma´sodfoku´ te´nyezo˝je´bo˝l kapjuk a B3 = [−1], a harmadfoku´
te´nyezo˝je´bo˝l a B4 = [2] e´s B5 = [2] blokkot (ui. a minima´lpolinom linea´ris te´nyezo˝k
szorzata, ı´gy a (λ− 2)2 marade´k te´nyezo˝ho¨z is 2 darab 1× 1-es blokk tartozik).
Egy n-edrendu˝Ama´trix Jordan-blokkjainak sza´ma´t mindegyik λi saja´te´rte´khez
(egyben a linea´risan fu¨ggetlen saja´tvektorok sza´ma´t) a linea´ris algebra´bo´l ismert
(∗) mi = n− rang(A− λiE)
formula´val kisza´mı´thatjuk (E az A-val megegyezo˝ rendu˝ egyse´gma´trix). A saja´te´r-
te´kekhez tartozo´ blokkok me´rete´t a´ltala´nos esetben a blokkok sza´ma e´s a minima´l-
polinom egyu¨tt meghata´rozza. A blokkok pontos megada´sa´hoz (saja´te´rte´kenke´nti
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darabsza´m e´s me´ret) a 3. pe´lda´ban ismertetendo˝ Frobenius-formula is felhaszna´l-
hato´ [K8].
A vizsga´lt A ma´trix λ1 = −1 saja´te´rte´ke´hez tartozo´ blokkok sza´ma:
m1 = 5− rang
(
A− (−1)E) = 5− 3 = 2.
Mivel a λ1 = −1 saja´te´rte´k multiplicita´sa 2, ı´gy csak ke´t 1× 1-es blokk tartozhat
hozza´.
A λ1 = 2 saja´te´rte´ke´hez tartozo´ blokkok sza´ma:
m2 = 5− rang
(
A− (+2)E) = 5− 2 = 3,
e´s mivel multiplicita´sa 3, ı´gy csak ha´rom db 1× 1-es blokk tartozhat hozza´. Enne´l
a pe´lda´na´l is, mivel a minima´lpolinom linea´ris te´nyezo˝k szorzata, egye´rtelmu˝, hogy
az A Jordan-alakja J ∈ R5×5 diagona´lma´trix:
J = diag(−1, 2,−1, 2, 2) =

−1 0 0 0 0
0 2 0 0 0
0 0 −1 0 0
0 0 0 2 0
0 0 0 0 2
 .
3. eset. Az n-edrendu˝ A ma´trix karakterisztikus egyenlete´nek e´s minima´l-
egyenlete´nek is to¨bbszo¨ro¨s multiplicita´su´ gyo¨kte´nyezo˝i vannak, akkor a Jordan-fe´le
ma´trixa kva´zidiagona´lis ma´trix.
Ha k(λ) = m(λ), e´s nem csak linea´ris te´nyezo˝ik vannak, akkor az 1-ne´l ma-
gasabb foksza´mu´ te´nyezo˝k blokkjai (2) alaku´ak. A blokkokat, az |λi| saja´te´rte´kek
monoton no¨vekede´se e´s a blokkok me´rete´nek no¨vekede´se sorrendje´t betartva ke´pez-
zu¨k. Ekkor is e´rve´nyes az azonos me´retu˝ blokkokra az a szaba´ly, hogy az egyenlo˝
me´retu˝ek ko¨zu¨l a nagyobb abszolu´t saja´te´rte´kkel rendelkezo˝ ko¨veti a kisebbet, ha
pedig egyenlo˝ abszolu´t e´rte´ku˝ek a saja´te´rte´kek, de az egyik negat´ıv, akkor a negat´ıv
saja´te´rte´ku˝ blokk megelo˝zi a pozit´ıv saja´te´rte´ku˝ blokkot.
3. pe´lda. A´ll´ıtsuk elo˝ az
A =

7 9 9 8 8
−5 −8 −5 −5 −5
−5 −5 −7 −4 −4
−6 −10 −10 −7 −9
11 16 15 10 12

ma´trix Jordan-fe´le norma´lalakja´t.
Az A ∈ R5×5 ma´trix karakterisztikus polinomja e´s minima´lpolinomja egyenlo˝:
k(λ) = m(λ) = (λ+ 2)
2
(λ− 2)2(λ+ 3);
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ekkor a Jordan-fe´le norma´lalak blokkjai:B1 = [−3],B2 =
[−2 1
0 −2
]
,B3 =
[
2 1
0 2
]
,
teha´t
J =

−3 0 0 0 0
0 −2 1 0 0
0 0 −2 0 0
0 0 0 2 1
0 0 0 0 2
 .
Elleno˝rze´ske´nt a (∗) formula´val sza´mı´tsuk ki a λ1 = −2, λ2 = 2 saja´te´rte´kekhez
tartozo´ blokkok sza´ma´t:
m1 = 5− rang
(
A− (−2)E) = 5− 4 = 1, m2 = 5− rang(A− 2E) = 5− 4 = 1,
teha´t mindke´t ke´tszeres saja´te´rte´khez egy-egy 2× 2-es me´retu˝ blokk (egy-egy sa-
ja´tvektor) tartozik.
Ha k(λ) 6= m(λ), e´s nem csupa´n linea´ris te´nyezo˝ik vannak, akkor elo˝szo¨r a mi-
nima´lpolinom te´nyezo˝i szerint ke´pezzu¨k a blokkokat, az |λi| monoton no¨vekede´se
e´s a blokkok me´rete´nek no¨vekede´se sorrendje´t betartva, tova´bba´ a karakterisztikus
polinom kiege´sz´ıto˝ te´nyezo˝i alapja´n folytatjuk a J ma´trix elo˝a´ll´ıta´sa´t. O¨sszehason-
l´ıtjuk a k(λ) e´s m(λ) te´nyezo˝it, e´s azokhoz a te´nyezo˝kho¨z, amelyeknek kitevo˝je
1-ne´l nagyobb elte´re´st mutat, a blokkok me´rete´nek mega´llap´ıta´sa´hoz, (ha ko¨zvet-
lenu¨l nem a´llap´ıthato´ meg), felhaszna´ljuk a saja´te´rte´kekhez tartozo´ W sk invaria´ns
saja´talterek dimenzio´ja´ra vonatkozo´ Frobenius-fe´le [K8]
dimW s+1k − 2 dimW sk + dimW s−1k ≤ 0 (s = 1, 2, 3, . . .)
egyenlo˝tlense´gbo˝l ke´pzett
(4) Bk(s) = 2 · dimW sk − dimW s+1k − dimW s−1k , (s = 1, 2, 3, . . .),
formula´t, ahol Bk(s) a λk saja´te´rte´khez tartozo´ s me´retu˝ blokkok sza´ma, e´s
(5) W sk = ker (A− λkE)s (s = 0, 1, 2, . . . , tk), (k = 1, 2, 3, . . .),
a tk pedig a λk saja´te´rte´k minima´lpolinomban le´vo˝ te´nyezo˝je´nek foksza´ma. Nyil-
va´nvalo´, hogy
(6) W 0k = {0}, e´s ha s > tk, akkor W sk =W tkk .
Kisza´mı´tjuk ahhoz a saja´te´rte´khez az invaria´ns alterek dimenzio´sza´ma´t, amelynek
a karakterisztikus polinomban eggyel nagyobb a multiplicita´sa, mint a minima´lpo-
linomban, e´s alkalmazzuk a (4) formula´t a
Bk(1), Bk(2), Bk(3), Bk(4), . . . , Bk(tk)
e´rte´kek kisza´mı´ta´sa´ra.
A λk saja´te´rte´khez a Bk(1) e´rte´ke az 1× 1-es, Bk(2) e´rte´ke a 2× 2-es, . . . ,
Bk(tk) e´rte´ke a tk × tk me´retu˝ blokkok sza´ma´t adja meg.
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4. pe´lda. A´ll´ıtsuk elo˝ az
A =

−8 −2 −3 −3
−2 −8 −1 −1
0 0 −2 0
8 8 4 2

ma´trix Jordan-fe´le norma´lalakja´t, ha a karakterisztikus polinomja´nak e´s minima´l-
polinomja´nak gyo¨kte´nyezo˝s alakja:
k(λ) = (λ+ 6)
2
(λ+ 6)
2
, m(λ) = (λ+ 6)
2
(λ+ 6)
2
.
Az A ∈ R4×4 ma´trix minima´lpolinomja´nak is van ma´sodfoku´ te´nyezo˝je, eze´rt
a J ∈ R4×4 Jordan-alak kva´zidiagona´lis ma´trix, e´s mivel egyik te´nyezo˝je elso˝ foku´,
eze´rt a J blokkjai a minima´lpolinombo´l:
B1 = [−2], B2 =
[−6 1
0 −6
]
,
a karakterisztikus polinom marade´k te´nyezo˝je´bo˝l: B3 = [−2], teha´t
J =

−2 0 0 0
0 −6 1 0
0 0 −6 0
0 0 0 −2
 .
Elleno˝rze´s: a λ1 = −2 ke´tszeres saja´te´rte´khez
m1 = n− rang(A+ 2E) = 4− 2 = 2 db blokk tartozik, vagyis 2 db 1× 1-es.
A λ2 = −6 ke´tszeres saja´te´rte´khez
m2 = n− rang(A+ 6E) = 4− 3 = 1 db blokk tartozik, vagyis 1 db 2× 2-es.
Elleno˝rizzu¨k az eredme´nyt a (4) Frobenius-formula´val.
Tegyu¨k fel, hogy csak a karakterisztikus polinom gyo¨kte´nyezo˝s alakja´t ismer-
ju¨k. Mivel a (λ+2) te´nyezo˝je´nek foksza´ma tk = 2, ı´gy a Frobenius-formula´t s = 1, 2
esetre alkalmazzuk (terme´szetesen a minima´lpolinom ismerete´ben elegendo˝ s = 1-re
alkalmazni).
Sza´mı´tsuk ki a λ1 = −2 saja´te´rte´khez tartozo´ invaria´ns saja´talterek dimen-
zio´it:
d0 = 0,
d1 = dim
(
ker(A− λ1E)
)
= dim
(
ker(A+ 2E)
)
= 2,
(
E = diag(1, 1, 1, 1)
)
,
d2 = dim
(
ker (A+ 2E)
2)
= 2, di = 2 i ≥ 2.
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A (4) Frobenius-formula szerint:
B1(1) = 2 · dimW 11 − dimW 1+11 − dimW 1−11 =
= 2 · d1 − d2 − d0 = 2 · 2− 2− 0 = 2,
B1(2) = 2 · d2 − d3 − d1 = 2 · 2− 2− 2 = 0,
teha´t a λ1 = −2 saja´te´rte´khez nem tartozik 2× 2-es blokk, de van 2 darab 1× 1-es
blokkja.
Mivel a (λ+6) te´nyezo˝je´nek foksza´ma tk = 2, ı´gy a (4) Frobenius-fe´le formula´t
s = 1, 2 esetre alkalmazzuk.
A λ2 = −6 saja´te´rte´khez tartozo´ invaria´ns saja´talterek dimenzio´i:
d0 = 0,
d1 = dim
(
ker(A− λ2E)
)
= dim
(
ker(A+ 6E)
)
= 1, E = diag(1, 1, 1, 1),
d2 = dim
(
ker (A+ 6E)
2)
= 2, di = 2 i ≥ 2.
A (4) formula szerint:
B2(1) = 2 · dimW 12 − dimW 1+12 − dimW 1−12 =
= 2 · d1 − d2 − d0 = 2 · 1− 2− 0 = 0,
B2(2) = 2 · d2 − d3 − d1 = 2 · 2− 2− 1 = 1,
teha´t a λ2 = −6 saja´te´rte´khez 1 darab 2× 2-es blokk tartozik. A ke´tfe´le sza´mı´ta´ssal
kapott Jordan-blokkok azonosak.
5. pe´lda. Az
A =

0 −7 −8 −6 −9
0 4 4 2 4
4 10 10 8 10
2 6 6 7 7
−4 −12 −12 −10 −12

ma´trix karakterisztikus polinomja e´s minima´lpolinomja: k(λ) = (λ− 1)(λ− 2)4,
m(λ) = (λ− 1)(λ− 2)2.
Az A ∈ R5×5 minima´lpolinomja alapja´n a Jordan-alak ke´t blokkja fel´ırhato´:
B1 = [1], B2 =
[
2 1
0 2
]
.
A k(λ),m(λ) te´nyezo˝it o¨sszehasonl´ıtva la´tjuk, hogy a (λ− 2) te´nyezo˝ kitevo˝i ko¨zo¨tt
2 a ku¨lo¨nbse´g, ı´gy egy 2× 2-es vagy ke´t 1× 1-es blokk ko¨vetkezhet. Mivel a mi-
nima´lpolinom (λ− 2) te´nyezo˝je´nek foksza´ma tk = 2, ı´gy a (4) Frobenius-formula´t
ele´g s = 1, 2 esetre alkalmazni.
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Sza´mı´tsuk ki a λ2 = 2 saja´te´rte´khez tartozo´ invaria´ns saja´talterek dimenzio´it:
d0 = 0,
d1 = dim
(
ker(A− λ2E)
)
= dim
(
ker(A− 2E)) = 3, (E = diag(1, 1, 1, 1, 1)),
d2 = dim
(
ker (A− 2E)2) = 4, di = 4 i ≥ 2.
A (4) formula szerint:
B2(1) = 2 · dimW 12 − dimW 1+12 − dimW 1−12 =
= 2 · d1 − d2 − d0 = 2 · 3− 4− 0 = 2,
B2(2) = 2 · d2 − d3 − d1 = 2 · 4− 4− 3 = 1,
teha´t a λ2 = 2 ne´gyszeres saja´te´rte´khez 2 darab 1× 1-es, e´s 1 darab 2× 2-es blokk
tartozik. A 2× 2-es blokkot ma´r fel´ırtuk, ı´gy
B3 = [2], B4 = [2],
vagyis az A ma´trix Jordan-fe´le norma´lalakja:
J =

1 0 0 0 0
0 2 1 0 0
0 0 2 0 0
0 0 0 2 0
0 0 0 0 2
 .
Elleno˝rze´s: ha puszta´n a saja´te´rte´keket ismerem, akkor mivel a λ2 = 2 ne´gyszeres
saja´te´rte´khez
m2 = 5− rang(A− 2E) = 5− 2 = 3 db blokk,
a λ1 = 1 egyszeres saja´te´rte´khez pedig 1× 1-es blokk tartozik, ı´gy az 5× 5-o¨s
Jordan-alak fel´ıra´sa´hoz me´g 1 db 2× 2-es, e´s 2 db 1× 1-es blokkra van szu¨kse´g.
6. pe´lda. Az
A =

−3 −13 −10 −11 −13
1 5 3 3 4
4 11 10 10 11
1 3 2 5 3
−3 −9 −7 −9 −8

ma´trix karakterisztikus polinomja e´s minima´lpolinomja:
k(λ) = (λ− 1)(λ− 2)4, m(λ) = (λ− 1)(λ− 2)2.
Az A ∈ R5×5ma´trix minima´lpolinomja alapja´n ke´t blokk azonnal fel´ırhato´:
B1 = [1], B2 =
[
2 1
0 2
]
.
13
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A k(λ), m(λ) te´nyezo˝it o¨sszehasonl´ıtva la´tjuk, hogy a (λ− 2) te´nyezo˝ kitevo˝i ko¨-
zo¨tt most is 2 a ku¨lo¨nbse´g, ı´gy egy 2× 2-es vagy ke´t 1× 1-es blokk ko¨vetkezhet.
Mivel a minima´lpolinom (λ− 2) te´nyezo˝je´nek foksza´ma tk = 2, ı´gy a (4) Frobenius-
formula´t ele´g s = 1, 2 esetre alkalmazni.
Sza´mı´tsuk ki a λ2 = 2 saja´te´rte´khez tartozo´ invaria´ns saja´talterek dimenzio´it(
E = diag(1, 1, 1, 1, 1)
)
:
d0 = 0,
d1 = dim
(
ker(A− λ2E)
)
= dim
(
ker(A− 2E)) = 2,
d2 = dim
(
ker (A− 2E)2) = 4, di = 4 i ≥ 2.
A (4) formula szerint:
B2(1) = 2 · dimW 12 − dimW 1+12 − dimW 1−12 = 2 · d1 − d2 − d0 = 2 · 2− 4− 0 = 0,
teha´t a λ2 = 2 saja´te´rte´khez nem tartozik 1× 1-es blokk.
B2(2) = 2 · d2 − d3 − d1 = 2 · 4− 4− 2 = 2,
teha´t a λ2 = 2 saja´te´rte´khez 2 darab 2× 2-es blokk tartozik. Egyet ma´r felhaszna´l-
tunk, eze´rt a J ma´trix harmadik blokkja: B3 =
[
2 1
0 2
]
, e´s az A ma´trix Jordan-fe´le
norma´lalakja:
J =

1 0 0 0 0
0 2 1 0 0
0 0 2 0 0
0 0 0 2 1
0 0 0 0 2
 .
Elleno˝rze´s: ha puszta´n a saja´te´rte´keket ismerem, akkor mivel a λ2 = 2 ne´gy-
szeres saja´te´rte´khez most
m2 = 5− rang(A− 2E) = 5− 3 = 2 db blokk,
a λ1 = 1 egyszeres saja´te´rte´khez pedig 1× 1-es blokk tartozik, ı´gy az 5× 5-o¨s
Jordan-alak fel´ıra´sa´hoz me´g 2 db 2× 2-es, blokkra van szu¨kse´g. A ke´tfe´le sza´-
mı´ta´ssal kapott eredme´ny azonos.
Vegyu¨k e´szre, hogy az 5. e´s a 6. pe´lda ma´trixa´nak karakterisztikus e´s minima´l-
polinomja azonos, de a Jordan-fe´le norma´lalakjuk ku¨lo¨nbo¨zo˝.
14
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Megjegyze´s. A karakterisztikus polinom to¨bbszo¨ro¨s saja´te´rte´keihez tartozo´ blok-
kok darabsza´ma´bo´l a blokkok me´rete´re nem tudunk minden esetben egye´rtelmu˝
va´laszt adni. Ilyen esetben az egye´rtelmu˝se´get a minima´lpolinom seg´ıtse´ge´vel biz-
tos´ıthatjuk, vagy alkalmazzuk a Frobenius-formula´t. Tekintsu¨k az
A =

0 0 −1 −1 −1
0 0 1 1 1
0 −1 0 1 0
0 0 1 1 1
0 1 −1 −2 −1
 e´s B =

0 −1 −1 −2 −2
0 0 1 1 1
0 1 1 2 2
0 1 1 2 2
0 −1 −2 −3 −3

ma´trixokat.
Az A ∈ R5×5 ma´trix karakterisztikus polinomja: k(λ) = λ5, azaz a λ1 = 0
5-szo¨ro¨s saja´te´rte´k, e´s a Jordan-alakja´hoz tartozo´ blokkok sza´ma:
mA = 5− rang(A− 0 ·E) = 5− 2 = 3.
A B ∈ R5×5 ma´trix karakterisztikus polinomja: k(λ) = λ5, azaz a λ1 = 0
5-szo¨ro¨s saja´te´rte´k e´s a Jordan-alakja´hoz tartozo´ blokkok sza´ma:
mB = 5− rang(B− 0 ·E) = 5− 2 = 3.
Ennek mindke´t esetben eleget lehet tenni 1 db 3× 3-as e´s 2 db 1× 1-es blokkal,
vagy 2 db 2× 2-es e´s 1 db 1× 1-es blokkal.
Az A ma´trix minima´lpolinomja: m(λ) = λ2, e´s a B ma´trix minima´lpolinomja:
m(λ) = λ3, eze´rt az A ma´trix Jordan-blokkjai: 2 db 2× 2-es, e´s 1 db 1× 1-es blokk,
aBma´trix Jordan-blokkjai pedig: 1 db 3×3-as, e´s 2 db 1×1-es blokk. AzA, illetve
B ma´trix JA-val, illetve JB-vel jelo¨lt Jordan-fe´le norma´lalakja:
JA =

0 1 0 0 0
0 0 0 0 0
0 0 0 1 0
0 0 0 0 0
0 0 0 0 0
 , JB =

0 1 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 .
A (4) Frobenius-formula alkalmaza´sa:
Mivel az A ma´trix minima´lpolinomja ma´sodfoku´, foksza´ma tk = 2, ı´gy a (4)
formula´t ele´g s = 1, 2 esetre alkalmazni.
Sza´mı´tsuk ki a λ1 = 0 saja´te´rte´khez tartozo´ invaria´ns saja´talterek dimenzio´it(
E = diag(1, 1, 1, 1, 1)
)
:
d0 = 0,
d1 = dim
(
ker(A− 0 ·E)) = 3,
d2 = dim
(
ker (A− 0 ·E)2) = 5, di = 5 i ≥ 2.
15
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A (4) Frobenius-formula szerint:
B1(1) = 2 · dimW 11 − dimW 1+11 − dimW 1−11 =
= 2 · d1 − d2 − d0 = 2 · 3− 5− 0 = 1,
B1(2) = 2 · d2 − d3 − d1 = 2 · 5− 5− 3 = 2,
teha´t az A ma´trix λ1 = 0 o¨tszo¨ro¨s saja´te´rte´ke´hez 1 darab 1× 1-es blokk, e´s 2 darab
2× 2-es blokk tartozik.
Mivel az B ma´trix minima´lpolinomja harmadfoku´, foksza´ma tk = 3, ı´gy a (4)
formula´t ele´g s = 1, 2, 3 esetre alkalmazni.
Sza´mı´tsuk ki a λ1 = 0 saja´te´rte´khez tartozo´ invaria´ns saja´talterek dimenzio´it(
E = diag(1, 1, 1, 1, 1)
)
:
d0 = 0,
d1 = dim
(
ker(B− 0 ·E)) = 3,
d2 = dim
(
ker (B− 0 ·E)2) = 4,
d3 = dim
(
ker (B− 0 ·E)3) = 5, di = 5 i ≥ 3.
A (4) Frobenius-formula szerint:
B1(1) = 2 · dimW 11 − dimW 1+11 − dimW 1−11 =
= 2 · d1 − d2 − d0 = 2 · 3− 4− 0 = 2,
B1(2) = 2 · d2 − d3 − d1 = 2 · 4− 5− 3 = 0,
B1(3) = 2 · d3 − d4 − d2 = 2 · 5− 5− 4 = 1,
teha´t a B ma´trix λ1 = 0 o¨tszo¨ro¨s saja´te´rte´ke´hez 2 darab 1× 1-es blokk, 0 sza´mu´
2× 2-es blokk, valamint 1 darab 3× 3-as blokk tartozik.
2. A transzforma´cio´ ma´trixa´nak kisza´mı´ta´sa
Az a´llando´ egyu¨tthato´ju´ linea´ris differencia´legyenlet-rendszerek pontos megolda´sa´-
hoz azA ∈Rn×n egyu¨tthato´ma´trix Jordan-fe´le norma´lalakja mellett arra a regula´-
ris T ∈ Rn×n ma´trixra is szu¨kse´g van, amellyel ve´gzett hasonlo´sa´gi transzforma´cio´
elo˝a´ll´ıtja az A ma´trix J-vel jelo¨lt
(1) J = T−1AT · (J ∈ Rn×n)
Jordan-fe´le norma´lalakja´t.
Az (1) helyett tekintsu¨k az
(2) AT = TJ, illetve AT−TJ = 0
16
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ma´trixegyenletet.
A (2) egyenletbo˝l egy n-edrendu˝ A ma´trix Jordan-fe´le alakra valo´ transzfor-
ma´cio´ja´hoz a T transzforma´cio´s ma´trix n2 sza´mu´ ismeretlen eleme n sza´mu´ n
ismeretlenes linea´ris egyenletrendszer megolda´sa´val adhato´ meg, ha A e´s J elemei
ismertek.
A ko¨vetkezo˝ mo´dszer – mint ma´r eml´ıtettu¨k – ku¨lo¨no¨sen elo˝nyo¨sen alkalmaz-
hato´ minden olyan esetben, ha a megoldando´ feladathoz a saja´tvektorok kisza´mı´-
ta´sa egye´bke´nt is szu¨kse´ges.
1. le´pe´s. A J ma´trixot az 1. pont szaba´lyai szerint az A ma´trix saja´te´rte´kei
felhaszna´la´sa´val le´trehozzuk.
2. le´pe´s. a) Ha az n-edrendu˝Ama´trixnak n sza´mu´ ku¨lo¨nbo¨zo˝ saja´te´rte´ke van,
akkor azA linea´risan fu¨ggetlen saja´tvektorainak sza´ma megegyezik a rendsza´ma´val.
Ekkor a saja´tvektorok alkotja´k a Q moda´lma´trixot, mellyel:
J = Q−1AQ.
Ha a Q ma´trix oszlopvektorainak sorrendje´t – mike´nt azt ma´r eml´ıtettu¨k – u´gy
va´lasztjuk meg, ahogy a saja´te´rte´kek ko¨vetik egyma´st az 1. pont szerint fel´ırt
J ma´trixban, akkor a moda´lma´trix alakra megegyezik a ma´s mo´dszerrel sza´mı´tott
hasonlo´sa´gi transzforma´cio´ T ma´trixa´val.
Ha az A ma´trix |λi| saja´te´rte´kek no¨vekvo˝ sorrendje´nek megfelelo˝ linea´risan
fu¨ggetlen saja´tvektorok:
v(λ1), v(λ2), . . . , v(λn),
akkor a T ma´trix oszlopvektorait ezek a saja´tvektorok ilyen sorrendben alkotja´k:
T =
[
v(λ1) v(λ2) . . . v(λn)
]
, e´s ı´gy
J = T−1AT =
(
Q−1AQ
)
.
Ha az A ma´trix karakterisztikus egyenlete´nek van to¨bbszo¨ro¨s gyo¨ke, de a mi-
nima´legyenlete´nek mindegyik gyo¨ke egyszeres, akkor is a szaba´ly szerint fel´ırt Jor-
dan-fe´le ma´trix fo˝diagona´lisa´ban le´vo˝ saja´te´rte´keknek megfelelo˝ sorrendben kell
a saja´tvektorokat elhelyezni a transzforma´cio´ T ma´trixa´ba.
1. pe´lda. Pe´lda´ul az
A =
 7 −2 1−2 10 −2
1 −2 7

ma´trix karakterisztikus e´s minima´lpolinomja:
k(λ) = (λ− 12)(λ− 6)2, m(λ) = (λ− 12)(λ− 6).
Az A ∈ R3×3 ma´trix saja´te´rte´keihez tartozo´ saja´tvektorok:
v1(6) = [−1, 0, 1]T , v2(6) = [2, 1, 0]T , v(12) = [1,−2, 1]T .
17
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Az A ma´trix szaba´lyosan fel´ırt Jordan-fe´le norma´lalakja e´s a transzforma´cio´ ma´t-
rixa (T = Q):
J =
6 0 00 12 0
0 0 6
 , T = [v1(6) v(12) v2(6)] =
−1 1 20 −2 1
1 1 0
 ,
detT = 6 6= 0.
A T ma´trix inverze e´s a sza´mı´ta´s eredme´nye´nek elleno˝rze´se:
T−1 =
1
6
−1 1 −62 −2 0
5 1 6
 , e´s T−1AT =
6 0 00 12 0
0 0 6
 = J.
b) Ha azA ∈ Rn×n ma´trix minima´legyenlete´nek is van to¨bbszo¨ro¨s gyo¨ke – a li-
nea´risan fu¨ggetlen saja´tvektorainak sza´ma kisebb, mint a rendsza´ma –, akkor a´l-
tala´ban a T ma´trixba az 1 multiplicita´su´ saja´te´rte´kekhez tartozo´ saja´tvektoro-
kat a saja´te´rte´kek J ma´trixbeli 1× 1-es blokkjainak megfelelo˝en ı´rjuk be, tova´bba´
a k×k-s blokkok saja´te´rte´keinek saja´tvektorait az elso˝ oszlopaik J-beli oszlopainak
megfelelo˝en vesszu¨k fel. Ezt ko¨veto˝en a k × k-s blokk to¨bbi oszlopaiba ismeretlen
koordina´ta´ju´ oszlopvektorokat teszu¨nk. Ezzel a mo´dszerrel a meghata´rozando´ is-
meretlenek sza´ma´t le´nyegesen cso¨kkenthetju¨k. Ui. legyen az A-nak m < n sza´mu´
linea´risan fu¨ggetlen saja´tvektora, akkor n2 sza´mu´ ismeretlen helyett csak (n−m)n
sza´mu´ ismeretlent kell meghata´rozni a transzforma´cio´ T ma´trixa´nak fel´ıra´sa´hoz.
Ez azt jelenti, hogy a T ma´trix ismeretlen elemeire fel´ırt
(3) AT−TJ = 0
ma´trixegyenlet megolda´sa annyi linea´ris egyenletrendszer megolda´sa´ra vezetheto˝
vissza, amennyi ismeretlen oszlopvektort kellett T-ben felvenni a saja´tvektorok
mellett.
2. pe´lda. Az
A =

2 −3 1 −3
−1 −6 −3 −6
−3 −3 −4 −3
2 6 4 6

ma´trix karakterisztikus- e´s minima´lpolinomja:
k(λ) = λ2(λ+ 1)
2
, m(λ) = λ(λ+ 1)
2
.
Az A ∈ R4×4ma´trix saja´te´rte´keihez tartozo´ linea´risan fu¨ggetlen saja´tvekto-
rok (a λ = −1 ke´tszeres saja´te´rte´khez csak egy linea´risan fu¨ggetlen saja´tvektor,
v tartozik):
v1(0) = [3, 0,−3, 1]T , v2(0) = [3, 1,−3, 0]T , v(−1) = [−2, 1, 3,−2]T .
18
✐✐
“13-1-beliv” — 2014/5/20 — 11:56 — page 19 — #19
✐
✐
✐
✐
✐
✐
AzA ma´trix Jordan-fe´le norma´lalakja a saja´te´rte´kek ismerete´ben az 1. pont szerint
ko¨zvetlenu¨l fel´ırhato´:
J =

0 0 0 0
0 −1 1 0
0 0 −1 0
0 0 0 0
 .
A transzforma´cio´ T ma´trixa´ban az oszlopvektorok sorrendje a J-re valo´ tekintettel:
a 0 saja´te´rte´khez tartozo´ saja´tvektorokat az 1. e´s 4. oszlopba, a −1 saja´te´rte´khez
tartozo´ saja´tvektort a 2. oszlopba, az ismeretlen x vektort pedig a 3. oszlopba kell
helyezni, azaz a sorrend:
v1(0), v(−1), x = [x1, x2, x3, x4]T , v2(0).
A transzforma´cio´ T ma´trixa´nak felte´telezett alakja Tk:
Tk =

3 −2 x1 3
0 1 x2 1
−3 3 x3 −3
1 −2 x4 0

e´s az ATk −TkJ = 0 egyenlet:
(∗) ATk −TkJ =

0 0 3x1 − 3x2 + x3 − 3x4 + 2 0
0 0 −x1 − 5x2 − 3x3 − 6x4 − 1 0
0 0 −3x1 − 3x2 − 3x3 − 3x4 − 3 0
0 0 2x1 + 6x2 + 4x3 + 7x4 + 2 0
 = 0,
melyben szu¨kse´ges, hogy az ismert vektoroknak megfelelo˝ oszlopok minden eleme
0 legyen.
A (∗) egyenletbo˝l, a 3. oszlop = 0 egyenletnek megfelelo˝en, fel´ırhato´ a
3x1 − 3x2 + x3 − 3x4 + 2 = 0
−x1 − 5x2 − 3x3 − 6x4 − 1 = 0
−3x1 − 3x2 − 3x3 − 3x4 − 3 = 0
2x1 + 6x2 + 4x3 + 7x4 + 2 = 0

egyenletrendszer, melynek trivia´listo´l ku¨lo¨nbo¨zo˝ egyparame´teres megolda´svektora:
x =
[
−5
2
− 2p, 5
2
+ 3p, −2p− 1
]T
.
A p parame´tert u´gy kell megva´lasztani, hogy linea´risan fu¨ggetlen vektorrendszert
kapjunk. Pe´lda´ul p = 1 va´laszta´ssal
x =
[
−9
2
, 1,
11
2
, −3
]T
,
19
✐✐
“13-1-beliv” — 2014/5/20 — 11:56 — page 20 — #20
✐
✐
✐
✐
✐
✐
e´s a hasonlo´sa´gi transzforma´cio´ T ma´trixa:
T =

3 −2 −9
2
3
0 1 1 1
−3 3 11
2
−3
1 −2 −3 0

.
A detT = − 12 6= 0, teha´t T oszlopvektorai linea´risan fu¨ggetlenek.
Elleno˝rze´ske´nt T−1 kisza´mı´ta´sa´val ve´gezzu¨k el a hasonlo´sa´gi transzforma´cio´t:
T−1AT =

2 −6 0 −5
1 6 3 6
0 −6 −2 −6
−1 1 −1 0


2 −3 1 −3
−1 −6 −3 −6
−3 −3 −4 −3
2 6 4 6


3 −2 −9
2
3
0 1 1 1
−3 3 11
2
−3
1 −2 −3 0

=
=

0 0 0 0
0 −1 1 0
0 0 −1 0
0 0 0 0
 = J.
Az 1. pont szaba´lyai szerint fel´ırt J e´s a kisza´mı´tott J azonos.
3. pe´lda. I´rjuk fel az
A =

1 0 0 0 0
2 3 1 0 0
−1 −1 1 0 0
1 1 1 3 1
−1 −1 −1 −1 1

ma´trix Jordan-fe´le norma´lalakja´t e´s a transzforma´cio´ T ma´trixa´t.
Az A ∈ R5×5 ma´trix karakterisztikus- e´s minima´lpolinomja, valamint saja´t-
vektorai:
k(λ) = (λ− 1)(λ− 2)4, m(λ) = (λ− 1)(λ− 2)2,
v1(3) = [0,−1, 1, 0, 0]T , v2(3) = [0, 0, 0,−1, 1]T , v(2) = [−1, 1, 0, 0, 0]T .
(A 2 saja´te´rte´khez 4 helyett 2 saja´tvektor tartozik).
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A J ma´trix blokkjai: B1 = [1], B2 =
[
2 1
0 2
]
, B3 =
[
2 1
0 2
]
, e´s ı´gy
J =

1 0 0 0 0
0 2 1 0 0
0 0 2 0 0
0 0 0 2 1
0 0 0 0 2
 .
Most a T ma´trixot forma´lisan ke´t ismeretlen oszlopvektorral tudjuk fel´ırni.
A J blokkjaira tekintettel az elso˝ oszlopba v(2)-t, a ma´sodik oszlopba v1(3)-at,
a harmadik oszlopba az ismeretlen x vektort, a 4. oszlopba v2(3)-at, az 5. oszlopba
az ismeretlen y vektort helyezzu¨k:
Tk =

−1 0 x1 0 y1
1 −1 x2 0 y2
0 1 x3 0 y3
0 0 x4 −1 y4
0 0 x5 1 y5
 .
A (1) egyenletforma´t haszna´lva:
ATk−TkJ =

0 0 −x1 0 −y1
0 0 2x1 + x2 + x3 + 1 0 2y1 + y2 + y3
0 0 −x1 − x2 − x3 − 1 0 −y1 − y2 − y3
0 0 x1 + x2 + x3 + x4 + x5 0 y1 + y2 + y3 + y4 + y5
0 0 −x1 − x2 − x3 − x4 − x5 0 −y1 − y2 − y3 − y4 − y5
= 0.
Az ismeretlenek egyu¨tthato´i mindke´t egyenletrendszerben azonosak, csak
a konstans tagok ku¨lo¨nbo¨znek. A
harmadik oszlop = 0, o¨to¨dik oszlop = 0 egyenletrendszer
trivia´listo´l ku¨lo¨nbo¨zo˝ ke´tparame´teres megolda´svektora:
x = [0,−1− p, p, 1− q, q]T , y = [0,−p, p,−1− q, q]T .
Pe´lda´ul p = 1, q = 1 va´laszta´ssal: x = [0,−2, 1, 0, 1]T , y = [0,−1, 1,−2, 1]T , olyan
ke´t linea´risan fu¨ggetlen vektort kaptunk, amelyek az A ma´trix 3 saja´tvektora´val
egyu¨tt linea´risan fu¨ggetlen vektorrendszert alkotnak.
A kisza´mı´tott vektorokkal fel´ırt T ma´trix e´s inverze:
T =

−1 0 0 0 0
1 −1 −2 0 −1
0 1 1 0 1
0 0 0 −1 −2
0 0 1 1 1
 , T−1 =

−1 0 0 0 0
2 2 3 1 1
−1 −1 −1 0 0
2 2 2 1 2
−1 −1 −1 −1 −1
 .
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Elleno˝rze´s:
T−1AT =

1 0 0 0 0
0 2 1 0 0
0 0 2 0 0
0 0 0 2 1
0 0 0 0 2
 = J.
Az Egerva´ry pe´lda´k ([D4], 50–54. oldal) megolda´sa a dolgozatban le´ırt
algoritmussal:
1. pe´lda. A nemderogato´rius A ma´trix helyes elemekkel (a22 = 3), a karakterisz-
tikus e´s a minima´lpolinom, valamint a saja´tvektorok:
A =

3 −1 −4 2
2 3 −2 −4
2 −1 −3 2
1 2 −1 −3
 , k(λ) = (λ− 1)2(λ+ 1)2, m(λ) = (λ− 1)2(λ+ 1)2,
v1(−1) = [1, 0, 1, 0]T , v2(2) = [0, 2, 0, 1]T .
A saja´te´rte´kek alapja´n ko¨zvetlenu¨l fel´ırhato´ a Jordan-fe´le norma´lalak:
J =

−1 1 0 0
0 −1 0 0
0 0 1 1
0 0 0 1
 .
A T transzforma´cio´ma´trix ke´t ismeretlen oszlopvektora´t 2. pont b) szerint felve´ve:
T = [v1 x v2 y] =

1 x1 0 y1
0 x2 2 y2
1 x3 0 y3
0 x4 1 y4
 .
Az
AT−TJ =

0 4x1 − x2 − 4x3 + 2x4 − 1 0 2y1 − y2 − 4y3 + 2y4
0 2x1 + 4x2 − 2x3 − 4x4 0 2y1 + 2y2 − 2y3 − 4y4 − 2
0 2x1 − x2 − 2x3 + 2x4 − 1 0 2y1 − y2 − 4y3 + 2y4
0 x1 + 2x2 − x3 − 2x4 0 y1 + 2y2 − y3 − 4y4 − 1
 = 0
ma´trixegyenlet-rendszer megolda´sa:
2. oszlop = 0 rendszer egyparame´teres megolda´sa: x = [p, 1, p, 1]
T
,
4. oszlop = 0 rendszer egyparame´teres megolda´sa: y = [2, 2p, 1, p]
T
.
p = 1 va´laszta´ssal T =

1 1 0 2
0 1 2 2
1 1 0 1
0 1 1 1
 , e´s inverze: T−1 =

−1 1 2 −2
0 −1 0 2
−1 1 1 −1
1 0 −1 0
 .
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Az A ma´trix Jordan-alakja a kisza´mı´tott T e´s T−1 felhaszna´la´sa´val:
J = T−1AT =

−1 1 0 0
0 −1 0 0
0 0 1 1
0 0 0 1
 ,
mely azonos a szaba´ly szerint fel´ırt J-vel.
2. pe´lda. A derogato´rius nilpotens
A =

2 −1 1 −1
−3 4 −5 4
8 −4 4 −4
15 −10 11 −10

ma´trix, a karakterisztikus e´s a minima´lpolinom, valamint a saja´tvektorok:
k(λ) = λ4, m(λ) = λ3, v1 = [0,−1, 0, 1]T , v2 =
[
1
5
,
7
5
, 1, 0
]T
.
A saja´te´rte´kek alapja´n ko¨zvetlenu¨l fel´ırhato´ a Jordan-fe´le norma´lalak:
J =

0 1 0 0
0 0 1 0
0 0 0 0
0 0 0 0
 .
A T transzforma´cio´ma´trix ke´t ismeretlen oszlopvektora´t a 2. b) szerint helyez-
zu¨k el:
T = [v1 x y v2] =

0 x1 y1
1
5
−1 x2 y2 7
5
0 x3 y3 1
1 x4 y4 0
 .
Az
AT−TJ =
=

0 2x1 − x2 + x3 − x4 2y1 − y2 + y3 − y4 − x1 0
0 −3x1 + 4x2 − 5x3 + 4x4 + 1 −3y1 + 4y2 − 5y3 + 4y4 − x2 0
0 8x1 − 4x2 + 4x3 − 4x4 8y1 − 4y2 + 4y3 − 4y4 − x3 0
0 15x1 − 10x2 + 11x3 − 10x4 − 1 15y1 − 10y2 + 11y3 − 10y4 − x4 0
 = 0
ma´trixegyenlet-rendszer megolda´sa:
2. oszlop = 0 rendszer ke´tparame´teres megolda´sa:
x = [p, 7p+ 1− q, 5p+ 1, q]T ,
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p = −1, q = 1 va´laszta´ssal: x = [x1, x2, x3, x4]T = [−1,−7,−4, 1]T , melynek felhasz-
na´la´sa´val a
3. oszlop = 0 rendszer ke´tparame´teres megolda´sa:
y = [p, 7p+ 12− q, 5p+ 11, q]T
e´s p = −1, q = 1 va´laszta´ssal: y = [−1, 4, 6, 1]T , teha´t
T =

0 −1 −1 1
5
−1 −7 4 7
5
0 −4 6 1
1 1 1 0
 , e´s inverze: T
−1 =

−15 10 −11 11
17 −11 12 −11
−2 1 −1 1
80 −50 55 −50
 .
Az A ma´trix Jordan-alakja a kisza´mı´tott T felhaszna´la´sa´val:
J = T−1AT =

0 1 0 0
0 0 1 0
0 0 0 0
0 0 0 0
 ,
mely a szaba´ly szerint fel´ırttal azonos.
3. Az eAt exponencia´lis ma´trixfu¨ggve´ny norma´lalakja
Ha a
(1) J = T−1AT
egyenlo˝se´get T-vel balro´l, T−1-gyel pedig jobbro´l szorozzuk, akkor az A ma´trixot
ismert J esete´n
(2) A = TJT−1
alakban kapjuk.
Legyenek az A ma´trix saja´te´rte´kei: λ1, λ2, . . . , λm (m ≤ n), amelyekhez
az A ma´trix J Jordan-fe´le norma´lalakja´ban a B1(λ1), B2(λ2), . . . , Bm(λm) ku¨lo¨n-
bo¨zo˝ blokkjai tartoznak. Jelo¨lje e1, e2, . . . , em a blokkok rendje´t.
A J ma´trixot kva´zidiagona´lis ma´trixnak tekintju¨k, e´s ı´gy a
J =

B1(λ1) 0 . . . 0
0 B2(λ2) . . . 0
...
...
. . .
...
0 0 . . . Bm(λm)
 = diag (B1(λ1),B2(λ2), . . . ,Bm(λm))
jelo¨le´st haszna´ljuk (m ≤ n).
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Ekkor a t parame´terrel adott etA exponencia´lis ma´trixfu¨ggve´ny alakja:
etA = e(t·T·diag (B1(λ1),B2(λ2),...,Bm(λm))·T
−1) =(3)
= T · diag (et·B1(λ1), et·B2(λ2), . . . , et·Bm(λm)) ·T−1.
Az
etBk(λk) =
∞∑
l=0
tl(λkEk +Ck,1)
l
l!
=
∞∑
p=0
Ck,pt
p
p!
∞∑
l=p
(λkt)
l−p
(l − p)!
egyenlo˝se´g jobb oldala kifejte´s e´s rendeze´s uta´n, a
Ck,p = (Ck,1)
p
= 0, ha p ≥ ek, e´s
∞∑
l=p
(λkt)
l−p
(l − p)! = e
λkt
egyenlo˝se´gek felhaszna´la´sa´val
(4) etBk(λk) = eλkt
ek−1∑
p=0
tp
p!
Ck,p (k = 1, 2, . . . ,m)
alakra hozhato´, ahol Ck,0 = Ek.
A (3) e´s (4) formula´k az exponencia´lis ma´trixfu¨ggve´ny norma´lalakja´t ad-
ja´k [K4].
Helyettes´ıtsu¨nk t = 1-et a (3) e´s (4) formula´kba. Ekkor la´tjuk, hogy ha
az A ma´trixnak λ1, λ2, . . . , λm (m ≤ n) sza´mok a saja´te´rte´kei, akkor
eλ1 , eλ2 , . . . , eλm , eλk 6= 0
sza´mok az eA exponencia´lis ma´trix saja´te´rte´kei, e´s A valamint eA ma´trixok meg-
felelo˝ Jordan-blokkjai azonos rendu˝ek.
Alkalmazzuk a (4) formula´t a´ltala´nos alakban A egy olyan Jordan-blokkja´ra,
amely egy q multiplicita´su´ λ saja´te´rte´khez tartozik, azaz ı´rjuk fel az etA expo-
nencia´lis ma´trixfu¨ggve´ny ro¨gz´ıtett λ saja´te´rte´ke´hez tartozo´ blokkja´nak q-adrendu˝
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norma´lalakja´t, melyet eA(λ)t-val jelo¨lu¨nk:
eA(λ)t = eλt
(
E+
t
1!
C1 +
t2
2!
C2 + . . .+
tq−1
(q − 1)!Cq−1
)
=(5)
= eλt


1 0 . . . 0
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1

q
+
t
1!

0 1 . . . 0 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1
0 0 0 . . . 0

q
+ . . .+
+
t(q−1)
(q − 1)!

0 0 . . . 1
0 0 . . . 0
...
...
...
...
0 0 . . . 0

q
 =
= eλt

1
t
1!
t2
2!
. . .
t(q−1)
(q − 1)!
0 1
t
1!
. . .
t(q−2)
(q − 2)!
...
...
...
...
...
0 0 . . . 1
t
1!
0 0 . . . 0 1

q
.
Teha´t, ha ismert az etA exponencia´lis ma´trixfu¨ggve´ny A ma´trixa´nak Jordan-fe´le
norma´lalakja, akkor ko¨zvetlenu¨l fel´ırhato´ az etA exponencia´lis ma´trixfu¨ggve´ny nor-
ma´lalakja is, ha a blokkokat (5) szerint ke´pezzu¨k.
Pe´lda. Az
A =

−5 −6 10 −7
5 4 −9 6
3 2 −6 4
3 3 −7 5

ma´trix karakterisztikus- e´s minima´lpolinomja:
k(λ) = m(λ) = (λ− 1)(λ+ 1)3.
Figyelembe ve´ve a karakterisztikus e´s minima´lpolinom egyenlo˝se´ge´t e´s az 1. fe-
jezet 3. esete szerint, betartva a B1 = [1], B2 =
−1 1 00 −1 1
0 0 −1
 blokkok no¨veke-
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de´si sorrendje´t:
J =

1 0 0 0
0 −1 1 0
0 0 −1 1
0 0 0 −1
 .
Az etA exponencia´lis ma´trixfu¨ggve´ny norma´lalakja (5) szerint ke´pezve:
eAt = et

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
+ e−t(E4 + t1!C1,1 + t22!C1,2
)
= et

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
+
+ e−t


0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
+

0 0 0 0
0 0
t
1!
0
0 0 0
t
1!
0 0 0 0

+

0 0 0 0
0 0 0
t2
2!
0 0 0 0
0 0 0 0


=
=

et 0 0 0
0 e−t
t
1!
e−t
t2
2!
e−t
0 0 e−t
t
1!
e−t
0 0 0 e−t

.
Az (5) egyenlo˝se´g utolso´ (jobb oldali) tagja alapja´n – az A ma´trix Jordan-fe´le
norma´lalakja´nak ismerete´ben – ko¨zvetlenu¨l is fel´ırhatjuk az etA exponencia´lis ma´t-
rixfu¨ggve´ny norma´lalakja´t.
Pe´lda´ul, ha egy A ∈ R5×5 ma´trix Jordan-fe´le norma´lalakja:
J =

2 0 0 0 0
0 4 1 0 0
0 0 4 0 0
0 0 0 7 0
0 0 0 0 7
 ,
akkor
B1 =
[
e2t
]
, B2 =
[
e4t te4t
0 e4t
]
, B1 =
[
e7t
]
, B1 =
[
e7t
]
,
e´s ı´gy az etAexponencia´lis ma´trixfu¨ggve´ny norma´lalakja:
eAt =

e2t 0 0 0 0
0 e4t te4t 0 0
0 0 e4t 0 0
0 0 0 e7t 0
0 0 0 0 e7t
 .
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4. Az a´llando´ egyu¨tthato´ju´ differencia´legyenlet-rendszerek megolda´sa
Az a´llando´ egyu¨tthato´ju´ homoge´n linea´ris differencia´legyenlet-rendszer ma´trix
alakja:
(1)
dx(t)
dt
= A · x(t),
ahol az A ∈ Rn×n a´llando´ egyu¨tthato´kbo´l alkotott n× n-es ma´trix,
x(t) =
[
x1(t), x2(t), . . . , xn(t)
]T
pedig az ismeretlen fu¨ggve´nyvektor.
A megolda´st x(t) = eAtv(t) alakban keressu¨k. Behelyettes´ıtve az (1) egyen-
letbe:
dx(t)
dt
= AeAtv(t) + eAt
dv(t)
dt
= AeAtv(t),
amelybo˝l
(2) eAt
dv(t)
dt
= 0,
e´s mivel
det eAt = etTrA 6= 0
(ahol TrA az A ma´trix nyoma, azaz a diagona´lis elemeinek o¨sszege), eze´rt az eAt
ma´trix regula´ris [D3], [K4].
A (2) egyenletbo˝l
dv(t)
dt
= 0,
e´s ebbo˝l megolda´ske´nt a v = c, n× n t´ıpusu´ oszlopvektort kapjuk, melynek elemei
tetszo˝leges a´llando´k.
Az (1) a´llando´ egyu¨tthato´ju´ differencia´legyenlet-rendszer a´ltala´nos megolda´sa:
(3) x(t) = eAtc.
Ha a kezdeti felte´tel: x(0) = x0, akkor
(4) x0 = e
At0c, melybo˝l c = e−At0x0,
e´s ı´gy a kezdeti felte´telt kiele´g´ıto˝ megolda´s:
(5) x = eAt · e−At0x0 = eA(t−t0)x0,
ahol az eAt exponencia´lis ma´trixfu¨ggve´ny.
Ljapunov szerint az (1) a´llando´ egyu¨tthato´ju´ homoge´n differencia´legyenlet-
rendszer ba´rmely kezdeti felte´telt kiele´g´ıto˝ megolda´sa stabilis, ha az A ma´trix sa-
ja´te´rte´keinek valo´s re´sze nempozit´ıv, azaz
(6) Reλi ≤ 0, (i = 1, 2, . . . , n),
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e´s a ze´rus valo´s re´szu˝ saja´te´rte´kekhez 1× 1-es Jordan-blokkok tartoznak, tova´bba´
aszimptotikusan stabilis, ha mindegyik saja´te´rte´ke´nek valo´s re´sze negat´ıv, azaz
(7) Reλi < 0, (i = 1, 2, . . . , n),
e´s instabilis, ha a saja´te´rte´kek valamelyike´nek valo´s re´sze pozit´ıv, vagy valamelyik
Reλ = 0 saja´te´rte´khez 1× 1-ne´l nagyobb me´retu˝ Jordan-blokk tartozik [K4].
Az elso˝ esetben az (1) minden x(t) megolda´sa korla´tos a t0 ≤ t <∞ interval-
lumon, a (7) felte´tel teljesu¨le´se esete´n pedig mindegyik megolda´sa hata´re´rte´kben
a 0-hoz tart, azaz
lim
t→+∞
x(t) = 0.
A kezdeti felte´telt kiele´g´ıto˝ megolda´svektort az (5) szerint
x(t) = T diag (eB1(λ1)(t−t0), eB2(λ2)(t−t0), . . . , eBs(λs)(t−t0))T−1x(t0) =(8)
= TDT−1x(t0)
alakban kapjuk, ahol T az A egyu¨tthato´ma´trix Jordan-fe´le norma´lalakja´t elo˝a´ll´ıto´
transzforma´cio´ ma´trixa:
J = T−1AT,
a D blokkdiagona´lis ma´trix, melynek blokkjai az A ma´trix saja´te´rte´keihez tartozo´
exponencia´lis ma´trixfu¨ggve´nyek norma´lalakjai, a
T−1x(t0) = c0 = [c1, c2, . . . , cn]
T
vektor koordina´ta´i a kezdeti felte´telt kiele´g´ıto˝ partikula´ris megolda´s egyu¨tthato´i.
A transzforma´cio´ T ma´trixa´t az 1. e´s 2. pontokban le´ırtak alapja´n ce´lszeru˝ elo˝a´ll´ı-
tani.
Az a´ltala´nos megolda´svektort
(9) x(t) = T diag (eB1(λ1)(t), eB2(λ2)(t), . . . , eBs(λs)(t))c = TDc
alakban a´ll´ıthatjuk elo˝, ahol a c = [C1, C2, . . . , Cn]
T
vektor koordina´ta´i az a´ltala´nos
megolda´s egyu¨tthato´i.
Ke´t esettel foglalkozunk. Az egyu¨tthato´ma´trix minima´legyenlete´nek gyo¨kei
1. egyszeresek,
2. to¨bbszo¨ro¨sek.
Az elja´ra´s alkalmazhato´ n-ismeretlenes n egyenletbo˝l a´llo´, ko¨zo¨nse´ges elso˝-
rendu˝, a´llando´ egyu¨tthato´ju´, linea´ris differencia´legyenlet-rendszerre is, de a mo´d-
szert ha´rom, illetve ne´gy ismeretlen fu¨ggve´nyt tartalmazo´
(1∗∗)
dx(t)
dt
= Ax(t), x(t0) = x0
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homoge´n rendszer, illetve
(2∗∗)
dx(t)
dt
= Ax(t) + f(t) x(t0) = x0
inhomoge´n rendszer megolda´sa´val szemle´ltetju¨k.
4.1. Megolda´s moda´lma´trixszal. A 4. pontban le´ırtak alapja´n fenna´llnak
a ko¨vetkezo˝ te´telek:
1. te´tel. Ha A ∈ Rn×n az (1∗∗) homoge´n linea´ris differencia´legyenlet-rendszer
egyu¨tthato´ma´trixa, λ1, λ2, . . . , λn az A ma´trix saja´te´rte´kei, amelyek mind ku¨lo¨n-
bo¨zo˝k
v1 = [v11, v21, . . . , vn1]
T
, v2 = [v12, v22, . . . , vn2]
T
, . . . , vn = [v1n, v2n, . . . , vnn]
T
a linea´risan fu¨ggetlen saja´tvektorai, Q pedig a saja´tvektorokbo´l alkotott moda´l-
ma´trix, azaz
Q =

v11 v12 . . . v1n
v21 v22 . . . v2n
...
...
. . .
...
vn1 vn2 . . . vnn
 , (detQ 6= 0), valamint(1)
Dd = diag
(
eλ1t, eλ2t, . . . , eλnt
)
az alaprendszernek a saja´tvektorok moda´lma´trixba ı´rt sorrendje szerint rendezett
diagona´lma´trixa, akkor az (1∗∗) a´ltala´nos megolda´s fu¨ggve´nyvektora:
(2) x(t) = Q ·Dd · c,
az
x(0) = x0 = [x1, x2, . . . , xn]
T
kezdeti felte´telt kiele´g´ıto˝ partikula´ris megolda´s fu¨ggve´nyvektora pedig
(3) x(t) = Q ·Dd ·Q−1 · x0,
ahol a c = [C1, C2, . . . , Cn]
T
oszlopovektor elemei tetszo˝leges a´llando´k, e´s
(4) Q−1 · x0 = c0
a kezdeti felte´telt kiele´g´ıto˝ megolda´s egyu¨tthato´inak oszlopvektora.
1. pe´lda. Sza´mı´tsuk ki az
A =
−3 1 −11 −5 1
−1 1 −3

egyu¨tthato´ma´trixszal adott homoge´n linea´ris differencia´legyenlet-rendszer
x(0) = x0 = [1, 2, 0]
T
kezdeti felte´telt kiele´g´ıto˝ megolda´sa´t!
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A karakterisztikus- e´s minima´lpolinom:
k(λ) = m(λ) = (λ+ 2)(λ+ 3)(λ+ 6),
a saja´te´rte´kekhez tartozo´ saja´tvektorok:
v(−2) = [−1, 0, 1]T , v(−3) = [1, 1, 1]T , v(−6) = [1,−2, 1]T .
A saja´te´rte´kek negat´ıvak, a megolda´sok stabilisak.
A Jordan-fe´le norma´lalak: J = diag(−2,−3,−6), az alaprendszer diagona´lma´t-
rixa:
Dd = diag
(
e−2, e−3t, e−6t
)
=
e−2t 0 00 e−3t 0
0 0 e−6t
 .
A moda´lma´trix:
Q =
−1 1 10 1 −2
1 1 1
 ,
(a −2, −3, −6 saja´te´rte´kekhez tartozo´ saja´tvektorok a Q ma´trix 1., 2., 3. oszlopa´t
alkotja´k); a moda´lma´trix inverze:
Q−1 =

−1
2
0
1
2
1
3
1
3
1
3
1
6
−1
3
1
6
 .
Az A ma´trixszal adott differencia´legyenlet-rendszer a´ltala´nos megolda´sa, ha
c = [C1, C2, C3]
T
:
x = QDdc =
−C1e−2t + C2e−3t + C3e−6tC2e−3t − 2C3e−6t
C1e
−2t + C2e
−3t + C3e
−6t
 .
A kezdeti felte´telt kiele´g´ıto˝ megolda´shoz kisza´mı´tjuk a c0 oszlopvektort a (4)
formula alkalmaza´sa´val:
c0 = Q
−1x0 =

−1
2
1
−1
2
 , teha´t C1 = −12 , C2 = 1, C3 = −12 ,
e´s ı´gy ma´r fel´ırhato´ a homoge´n differencia´legyenlet-rendszer kezdeti felte´telt kiele´-
g´ıto˝ megolda´sa:
x(t,x0) =

1
2
e−2t + e−3t − 1
2
e−6t
e−3t + e−6t
−1
2
e−2t + e−3t − 1
2
e−6t
 .
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A kezdeti felte´telt kiele´g´ıto˝ megolda´st ko¨zvetlenu¨l az (1) formula´val is kisza´mı´that-
juk:
x(t,x0) =
x1(t)x2(t)
x3(t)
 = QDdQ−1x0 =

1
2
e−2t + e−3t − 1
2
e−6t
e−3t + e−6t
−1
2
e−2t + e−3t − 1
2
e−6t
 .
2. te´tel. Ha az (1∗∗) a´llando´ egyu¨tthato´ju´ homoge´n linea´ris differencia´legyenlet-
rendszerhez tartozo´ egyu¨tthato´ma´trix karakterisztikus egyenlete´nek to¨bbszo¨ro¨s
gyo¨kei is vannak, de minima´legyenlete´nek gyo¨kei egyszeresek, akkor az (1∗∗) diffe-
rencia´legyenlet-rendszer megolda´sa az 1. te´tel szerint elo˝a´ll´ıthato´.
Ui. az n-edrendu˝ A egyu¨tthato´ ma´trixnak ebben az esetben is van n linea´risan
fu¨ggetlen saja´tvektora.
2. pe´lda. Sza´mı´tsuk ki az
A =
−3 3 −21 −5 2
1 −3 0

ma´trixszal adott homoge´n linea´ris differencia´legyenlet-rendszer
x(0) = x0 = [1, 0, 1]
T
kezdeti felte´telt kiele´g´ıto˝ megolda´sa´t!
A karakterisztikus- e´s minima´lpolinom:
k(λ) = (λ+ 4)(λ+ 2)
2
, m(λ) = (λ+ 4)(λ+ 2).
A saja´te´rte´kekhez tartozo´ saja´tvektorok:
v1(−2) = [3, 1, 0]T , v2(−4) = [−1, 1, 1]T , v3(−2) = [−2, 0, 1]T .
A Jordan-fe´le norma´lalak (diagona´lis): J = diag(−2,−4,−2), e´s az alaprend-
szer diagona´lma´trixa: Dd = diag
(
e−2t, e−4t, e−2t
)
.
A moda´lma´trix:
Q =
3 −1 −21 1 0
0 1 1
 ,
a moda´lma´trix inverze:
Q−1 =

1
2
−1
2
1
−1
2
3
2
−1
1
2
−3
2
2
 .
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A differencia´legyenlet-rendszer a´ltala´nos megolda´sa:
x(t) = QDdc =
(3C1 − 2C3)e−2t − C2e−4tC1e−2t + C2e−4t
C3e
−2t + C2e
−4t
 .
A differencia´legyenlet-rendszer kezdeti felte´telt kiele´g´ıto˝ megolda´sa:
x(t,x0) =
x1(t)x2(t)
x3(t)
 = QDdQ−1x0 =

3
2
e−4t − 1
2
e−2t
−3
2
e−4t +
3
2
e−2t
−3
2
e−4t +
5
2
e−2t
 .
3. te´tel.A (2∗∗) inhomoge´n linea´ris differencia´legyenlet-rendszer x(t0) = x0 kezdeti
felte´telt kiele´g´ıto˝ megolda´sa, ha a minima´legyenlet gyo¨kei egyszeresek, az
(5) x(t,x0) = Q ·Dd ·Q−1 · x0 +
∫ t
u=t0
Q ·Du ·Q−1 · f(u) du
formula´val, a´ltala´nos megolda´sa pedig a homoge´n rendszer a´ltala´nos megolda´sa e´s
az inhomoge´n rendszer egy partikula´ris megolda´sa o¨sszegeke´nt az
(6) x(t) = Q ·Dd · c+
∫ t
u=t0
Q ·Du ·Q−1 · f(u)du
formula´val elo˝a´ll´ıthato´, ahol a c elemei tetszo˝leges a´llando´k, az integra´lban le´vo˝
Dudiagona´lma´trix pedig
(7) Du = diag (eλ1(t−u), eλ2(t−u), . . . , eλn(t−u))
alaku´.
3. pe´lda. Sza´mı´tsuk ki az
x˙(t) = 2x(t) + 2y(t) + z(t) + t
y˙(t) = x(t) + 2y(t) + 2z(t) + 1
z˙(t) = x(t) + 3y(t) + z(t)

inhomoge´n differencia´legyenlet-rendszer x(0) = x0 = [1, 2, 1]
T
kezdeti felte´telt ki-
ele´g´ıto˝ megolda´sa´t!
Az egyu¨tthato´ma´trix:
A =
2 2 11 2 2
1 3 1
 ,
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e´s a zavaro´tag: f(t) = [t, 1, 0]
T
.
A karakterisztikus- e´s minima´lpolinom:
k(λ) = m(λ) = (λ− 5)(λ− 1)(λ+ 1).
A saja´te´rte´kekhez tartozo´ saja´tvektorok:
v(−1) = [1,−5, 7]T , v(1) = [−3, 1, 1]T , v(5) = [1, 1, 1]T .
A Jordan-fe´le norma´lalak: J = diag(−1, 1, 5).
Az alaprendszer ma´trixa a homoge´n megolda´shoz: Dd = diag
(
e−t, et, e5t
)
.
Az alaprendszer ma´trixa az inhomoge´n megolda´shoz:
Du = diag
(
e−t+u, et−u, e5(t−u)
)
,
valamint a zavaro´tag: f(u) = [u, 1, 0].
A moda´lma´trix:
Q =
 1 −3 1−5 1 1
7 1 1
 ,
a moda´lma´trix inverze:
Q−1 =

0 − 1
12
1
12
−1
4
1
8
1
8
1
4
11
24
7
24
 .
A homoge´n differencia´legyenlet-rendszer kezdeti felte´telt kiele´g´ıto˝ megolda´sa:
xh(t,x0) =
x1(t)x2(t)
x3(t)

h
= QDdQ
−1x0 =

−3
8
et +
35
24
e5t − 1
12
e−t
1
8
et +
35
24
e5t +
5
12
e−t
1
8
et +
35
24
e5t − 7
12
e−t

h
.
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Az inhomoge´n rendszer kezdeti felte´telt kiele´g´ıto˝ megolda´sa´t integra´la´s e´s o¨ssze-
vona´s uta´n kapjuk:
xi(t,x0) = xh(t,x0) +
∫ t
u=0
QDuQ
−1f(u) du = xh(t,x0) +
+
∫ t
u=0

(
3
4
et−u +
1
4
e5(t−u)
)
u− 1
12
e−t+u − 3
8
et−u +
11
24
e5(t−u)(
−1
4
et−u +
1
4
e5(t−u)
)
u+
5
12
e−t+u +
1
8
et−u +
11
24
e5(t−u)(
−1
4
et−u +
1
4
e5(t−u)
)
u− 7
12
e−t+u +
1
8
et−u +
11
24
e5(t−u)

du =
=

−3
8
et +
35
24
e5t − 1
12
e−t
1
8
et +
35
24
e5t +
5
12
e−t
1
8
et +
35
24
e5t − 7
12
e−t

h
+
+

− 1
600
(− 225e2t − 61e6t − 50 + 480tet + 336et)e−t
1
600
(− 75e2t + 61e6t − 250 + 120tet + 264et)e−t
1
600
(− 75e2t + 61e6t + 350 + 120tet − 336et)e−t
 =
=

39
25
e5t − 4
5
t− 14
25
39
25
e5t +
1
5
t+
11
25
39
25
e5t +
1
5
t− 14
25
 .
4. pe´lda. A´ll´ıtsuk elo˝ az
dx
dt
= 3x(t)− 3y(t) + 2z(t) + sin 2t,
dy
dt
= −x(t) + 5y(t)− 2z(t) + t,
dz
dt
= −x(t) + 3y(t) + e2t,
x(0) =
00
0

inhomoge´n differencia´legyenlet-rendszer x(0) kezdeti felte´telvektort kiele´g´ıto˝ meg-
olda´sa´t.
35
✐✐
“13-1-beliv” — 2014/5/20 — 11:56 — page 36 — #36
✐
✐
✐
✐
✐
✐
Megolda´s. Az egyu¨tthato´ma´trix e´s determina´nsa:
A =
 3 −3 2−1 5 −2
−1 3 0
 , detA = 16.
A homoge´n rendszer kezdeti felte´telt kiele´g´ıto˝ megolda´sa a 0 vektor, ı´gy csak
az inhomoge´n rendszer kezdeti felte´telt kiele´g´ıto˝ megolda´sa´t kell elo˝a´ll´ıtani.
AzA ma´trix karakterisztikus egyenlete´nek ketto˝s gyo¨ke van: (λ− 4)(λ− 2)2 =
0, de a minima´legyenlete´nek gyo¨kei egyszeresek: (λ− 4)(λ− 2) = 0.
A Jordan-fe´le norma´lalak: J = diag(2, 4, 2).
Ekkor van ha´rom linea´risan fu¨ggetlen saja´tvektor, melyekkel a moda´lma´trix
e´s inverze:
Q =
3 −1 −21 1 0
0 1 1
 , Q−1 = 1
2
·
 1 −1 2−1 3 −2
1 −3 4
 .
A megolda´svektor:
x(t,x0) =
∫ t
u=0
Q ·Du ·Q−1 · f(u) du =
=

73
160
e4t − 9
40
sin(2t)− 3
8
t− 7
20
cos2 t− te2t − 17
160
− 73
160
e4t − 1
40
sin(2t)− 1
8
t− 3
20
cos2 t+ te2t +
1
2
e2t +
17
160
− 73
160
e4t − 1
40
sin(2t) +
3
8
t− 3
20
cos2 t+ 2te2t +
1
4
e2t +
57
160
 ,
ahol
Du = diag (e2(t−u), e4(t−u), e2(t−u)), e´s f(u) =
sin 2uu
e2u
 .
4.2. Megolda´s a transzforma´cio´ ma´trixa´val
Te´tel. Ha az A egyu¨tthato´ma´trix minima´legyenlete´nek to¨bbszo¨ro¨s gyo¨kei is van-
nak, akkor a 4.1 pont (2)–(6) formula´iban a Q moda´lma´trix szerepe´t a Jordan-
alakot elo˝a´ll´ıto´ transzforma´cio´ T ma´trixa, a Dd, illetve Du szerepe´t pedig az ex-
ponencia´lis ma´trixfu¨ggve´ny norma´lalakja szerint ke´pzett De, illetve Deu kva´zidia-
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gona´lis ma´trix veszi a´t:
x(t) = T ·De · c,(2∗)
x(t,x0) = T ·De ·T−1 · x0,(3∗)
T−1 · x0 = c0,(4∗)
x(t,x0) = T ·De ·T−1 · x0 +
∫ t
u=t0
T ·Deu ·T−1 · f(u) du,(5∗)
x(t) = T ·De · c+
∫ t
u=t0
T ·Deu ·T−1 · f(u) du.(6∗)
1. pe´lda. Sza´mı´tsuk ki az
A =

−1 15 −1 16
0 10 −1 11
1 −37 2 −39
1 −18 2 −19

egyu¨tthato´ma´trixszal adott homoge´n linea´ris differencia´legyenlet-rendszer x(0) =
x0 = [1, 0, 1, 1]
T
kezdeti felte´telt kiele´g´ıto˝ megolda´sa´t!
A karakterisztikus- e´s minima´lpolinom: k(λ) = m(λ) = (λ+3)(λ+1)(λ+ 2)
2
.
Mivel az A ma´trix o¨sszes saja´te´rte´ke negat´ıv, eze´rt a megolda´sok aszimptoti-
kusan stabilisak.
A saja´te´rte´kekhez tartozo´ saja´tvektorok:
v1(−1) = [4,−5,−11, 4]T , v2(−3) = [4, 1,−9,−2]T , v3(−2) = [−5, 0, 11, 1]T .
A saja´tvektorok sza´ma eggyel kevesebb, mint a ma´trix rendsza´ma. A ha´rom saja´t-
vektort felhaszna´ljuk a transzforma´cio´ T ma´trixa´nak kisza´mı´ta´sa´ra. A saja´tvekto-
rok helyes sorrendje´t a J alapja´n do¨ntju¨k el.
A Jordan-fe´le kva´zidiagona´lis norma´lalak:
J =

−1 0 0 0
0 −3 0 0
0 0 −2 1
0 0 0 −2
 .
Feltesszu¨k, hogy T elo˝a´ll´ıthato´
Tk =

4 4 −5 x1
−5 1 0 x2
−11 −9 11 x3
4 −2 1 x4

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alakban.
A v4 = [x1, x2, x3, x4]
T
negyedik oszlopvektor koordina´ta´it az
ATk −TkJ =

0 0 0 x1 + 15x2 − x3 + 16x4 + 5
0 0 0 12x2 − x3 + 11x4
0 0 0 x1 − 37x2 + 4x3 − 39x4 − 11
0 0 0 x1 − 18x2 + 2x3 − 17x4 − 1
 = 0
egyenletbo˝l, a 4. oszlopvektor = 0, illetve rendezve az
1 15 −1 16
0 12 −1 11
1 −37 4 −39
1 −18 2 −17
 ·

x1
x2
x3
x4
 =

−5
0
11
1

egyenletrendszer egyparame´teres megolda´sa adja:
v4 = [x1, x2, x3, x4]
T
= [−11− 5p, 2, 24 + 11p, p]T .
Legyen p = 1, akkor
T =

4 4 −5 −16
−5 1 0 2
−11 −9 11 35
4 −2 1 1
 ,
e´s detT = −2 6= 0, eze´rt az oszlopvektorok linea´risan fu¨ggetlenek, T-nek van in-
verze:
T−1 =

−1 1
2
−1
2
1
2
5 −29
2
7
2
−27
2
19 −40 12 −36
−5 9 −3 8
 . (Elleno˝rze´s: T
−1AT = J.)
Az eAt exponencia´lis ma´trixfu¨ggve´ny norma´lalakja:
De =

e−t 0 0 0
0 e−3t 0 0
0 0 e−2t te−2t
0 0 0 e−2t
 .
A kezdeti felte´telt kiele´g´ıto˝ megolda´s:
x(t,x0) = TDeT
−1x0 =

−4e−t − 20e−3t + 25e−2t
5e−t − 5e−3t
11e−t + 45e−3t − 55e−2t
−4e−t + 10e−3t − 5e−2t
 .
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2. pe´lda. Egerva´ry [D4] 1. pe´lda´ja, l. 2. fejezet. Ha az adottAma´trixot egy a´llando´
egyu¨tthato´ju´, elso˝rendu˝, homoge´n, linea´ris differencia´legyenlet-rendszer egyu¨ttha-
to´ma´trixa´nak tekintju¨k, akkor annak x(0) = x0 = [1, 0, 1, 1]
T
kezdeti felte´telt kiele´-
g´ıto˝ megolda´sa´t a
De =

e−t te−t 0 0
0 e−t 0 0
0 0 et tet
0 0 0 et

alaprendszerma´trix (az eAt exponencia´lis ma´trixfu¨ggve´ny norma´lalakja), valamint
a 2. fejezetben ugyanezen pe´lda´ra kisza´mı´tott T e´s T−1 felhaszna´la´sa´val, az
x(t,x0) = TDeT
−1x0 =

e−t + 2te−t
2e−t − 2et
e−t + 2te−t
2e−t − et

alakban kapjuk.
A differencia´legyenlet-rendszer a´ltala´nos megolda´sa´t c = [C1, C2, C3, C4]
T
konstansvektor felhaszna´la´sa´val
x(t) = TDdc =

C1e
−t + C2
(
te−t + e−t
)
+ 2C4e
t
C2e
−t + C4
(
2tet + 2et
)
+ 2C3e
t
C1e
−t + C2
(
te−t + e−t
)
+ C4e
t
C2e
−t + C4
(
tet + et
)
+ C3e
t

rendezett alakban a´ll´ıthatjuk elo˝.
3. pe´lda. Egerva´ry [D4] 2. pe´lda´ja, l. 2. fejezet. Ha az adottAma´trixot egy a´llando´
egyu¨tthato´ju´, elso˝rendu˝, homoge´n, linea´ris differencia´legyenlet-rendszer egyu¨ttha-
to´ma´trixa´nak tekintju¨k, akkor annak x(0) = x0 = [1, 0, 1, 1]
T
kezdeti felte´telt kiele´-
g´ıto˝ megolda´sa´t
De =

e0·t te0·t t2e0·t 0
0 e0·t te0·t 0
0 0 e0·t 0
0 0 0 e0·t
 =

1 t t2 0
0 1 t 0
0 0 1 0
0 0 0 1

alaprendszerma´trix, valamint a 2. fejezetben ugyanezen pe´lda´ra kisza´mı´tott T e´s
T−1 felhaszna´la´sa´val,
x(t,x0) = TDeT
−1x0 =

1 + 2t
−4t+ 2t2
8t+ 1
16t− 2t2 + 1

alakban kapjuk.
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A differencia´legyenlet-rendszer a´ltala´nos megolda´sa´t c = [C1, C2, C3, C4]
T
konstansvektor felhaszna´la´sa´val
x(t) = TDdc =

−C2 + C3(−1− t) + 1
5
C4
−C1 + C2(−t− 7) + C3
(− t2 − 7t+ 4)+ 7
5
C4
−4C2 + C3(6− 4t) + C4
C1 + C2(t+ 1) + C3
(
t2 + t+ 1
)

rendezett alakban kapjuk.
4.3. Megolda´s nem szaba´lyosan fel´ırt Jordan-alak alkalmaza´sa´val. Az a´l-
lando´ egyu¨tthato´ju´, linea´ris differencia´legyenlet-rendszer megolda´sa azonosan elo˝a´l-
l´ıthato´ akkor is, ha az egyu¨tthato´ma´trixhoz tartozo´ Jordan-fe´le norma´lalak blokk-
jait az 1. fejezetben le´ırt szaba´lyokto´l elte´ro˝en, tetszo˝leges sorrendben vesszu¨k fel
e´s a transzforma´cio´ma´trix oszlopvektorait a blokkok sorrendje szerint rendezzu¨k.
Passz´ıta´s szaba´lya. Az a´llando´ egyu¨tthato´ju´, linea´ris differencia´legyenlet-
rendszer megolda´sa akkor sem va´ltozik, ha a Jordan-fe´le J norma´lalak blokkjai-
nak tetszo˝leges sorrendje´hez passz´ıtjuk a transzforma´cio´ T ma´trixa´ban az oszlop-
vektorok, illetve a saja´tvektorok e´s az ismeretlen oszlopvektor(ok) sorrendje´t, vala-
mint egyszeres saja´te´rte´kek esete´n az alaprendszer Dd diagona´lma´trixa´ban, illetve
to¨bbszo¨ro¨s gyo¨ko¨k esete´n az exponencia´lis ma´trixfu¨ggve´ny De norma´l ma´trixa´ban
felle´po˝ blokkok sorrendje´t.
A passz´ıta´s szaba´lya´nak alkalmaza´sa teha´t azt jelenti, hogy a differencia´l-
egyenlet-rendszer megolda´sa´hoz fel´ırt Jordan-blokkok sorrendje´nek vizsga´lata´ra
nincs szu¨kse´g. Egy adott differencia´legyenlet-rendszernek a passz´ıta´si szaba´ly be-
tarta´sa´val ke´pzett moda´lma´trixos megolda´sa mindig ugyanabban az alakban a´ll
elo˝.
Pe´lda. Sza´mı´tsuk ki az
A =
 2 2 −1−2 4 1
−3 8 2

egyu¨tthato´kkal adott differencia´legyenlet-rendszer x0 = [1, 0, 1] kezdeti felte´telt ki-
ele´g´ıto˝ megolda´sa´t szaba´lyos e´s nem szaba´lyos J felhaszna´la´sa´val.
Megolda´s. 1. Az A saja´te´rte´kei e´s saja´tvektorai: λ1 = λ2 = 1 (ketto˝s gyo¨k),
λ3 = 6; v1 = v2 = [5, 1, 7]
T
, v3 = [0, 1, 2]
T
.
A szaba´lyos alakban fel´ırt Jordan-alak:
J =
6 0 00 1 1
0 0 1
 ,
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e´s a hozza´ passz´ıtott De e´s T:
De =
e6t 0 00 et tet
0 0 et
 , e´s T =
0 5 x11 1 x2
2 7 x3
 .
Az AT−TJ = 0 megolda´sa: [−6 + 5p, p,−11 + 7p]T , melybo˝l p = 0 va´laszta´s-
sal: x = [−6, 0,−11]T .
A transzforma´cio´ ma´trixa:
T =
0 5 −61 1 0
2 7 −11
 ,
e´s inverze:
T−1 =

−11
25
13
25
6
25
11
25
12
25
− 6
25
1
5
2
5
−1
5
 .
A differencia´legyenlet-rendszer megolda´sa:
x(t,x0) = TDeT
−1x0 =

et
1
5
(
et − e6t)
1
5
(
7et − 2e6t)
 .
2. A nem szaba´lyos alakban fel´ırt
Jv =
1 1 00 1 0
0 0 6

Jordan-fe´le norma´lalakhoz passz´ıtott Dev e´s Tv:
Dev =
et tet 00 et 0
0 0 e6t
 , e´s Tv =
5 x1 01 x2 1
7 x3 2
 .
Az
ATv −TvJv =
0 x1 + 2x2 − x3 = −5 00 −2x1 + 3x2 + x3 = −1 0
0 −3x1 + 8x2 + x3 = −7 0
 = 0
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egyenletrendszer megolda´sa: [−6 + p, p,−11 + 7p]T , melybo˝l p = 0 va´laszta´ssal:
Tv =
5 −6 01 0 1
7 −11 2
 ,
e´s inverze:
T−1v =

11
25
12
25
− 6
25
1
5
2
5
−1
5
−11
25
11
25
6
25
 .
A differencia´legyenlet-rendszer
x(t,x0) = TvDevT
−1
v x0 =

et
1
5
(
et − e6t)
1
5
(
7et − 2e6t)

megolda´sa azonos az elo˝zo˝ megolda´ssal.
Megjegyze´s. A moda´lma´trixos mo´dszerne´l nem kell a minima´lpolinom deri-
va´ltjait ke´pezni, nem kell alappolinomokat e´s ma´trixpolinomokat elo˝a´ll´ıtani, nem
kell a megolda´sban az egyu¨tthato´k ko¨zo¨tti kapcsolat vizsga´lata´t az egyszeru˝s´ıte´shez
elve´gezni. A moda´lma´trix alkalmaza´sa´val ve´gzett sza´mı´ta´s a megolda´st rendezett
alakban adja, so˝t az egyu¨tthato´ma´trix minima´lpolinomja´nak kisza´mı´ta´sa is elhagy-
hato´, ha a linea´risan fu¨ggetlen saja´tvektorok sza´ma megegyezik a ma´trix rendje´vel.
(Ekkor a J is e´s az alaprendszerma´trix is diagona´lma´trix).
A valo´s szimmetrikus e´s a hermitikus ma´trixok saja´te´rte´kei valo´sak, tova´bba´
a ku¨lo¨nbo¨zo˝ saja´te´rte´kekhez tartozo´ saja´tvektorok ortogona´lisak.
5. Egy k´ıse´rletezo˝ mo´dszer
5.1. Ko¨zel´ıto˝ megolda´s, ha a gyo¨kte´nyezo˝k nem linea´risak
1. defin´ıcio´. Azt a ma´trixot, amelyet egy A ma´trixbo´l ba´rmely eleme´nek
ε = k · 10−m (1 ≤ k ≤ 9, 1 ≤ m ≤ 9) nagysa´gu´ megva´ltoztata´sa´val kapunk manko´-
ma´trixnak nevezzu¨k.
2. defin´ıcio´. Azt az egyse´gma´trixot ko¨zel´ıto˝ ma´trixot, amelyben a fo˝a´tlo´ 1-hez ko¨-
zeli elemein k´ıvu¨l 0-hoz ko¨zeli elemek is vannak, szemetes egyse´gma´trixnak mond-
juk.
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Olyan specia´lis ko¨zel´ıto˝ megolda´s mo´dszere´nek alkalmaza´sa´t mutatjuk be,
amely jo´l haszna´lhato´, ha az A egyu¨tthato´ma´trix minima´legyenlete´nek az egy-
szeres gyo¨ko¨ko¨n k´ıvu¨l van egy ke´tszeres gyo¨ke is. Ebben az esetben az A ma´trix-
hoz hozza´rendelu¨nk egy A-val azonos rendu˝ olyan manko´ma´trixot (k´ıse´rleteze´ssel),
melynek a saja´te´rte´kei mind ku¨lo¨nbo¨zo˝k, e´s sza´muk a manko´ma´trix rendsza´ma´val
megegyezo˝. Ekkor a manko´ma´trixnak rendje´vel megegyezo˝ sza´mu´ linea´risan fu¨g-
getlen saja´tvektora van. I´gy a manko´ma´trix moda´lma´trixa´nak felhaszna´la´sa´val,
a differencia´legyenlet-rendszer ko¨zel´ıto˝ megolda´sa megkaphato´. A ko¨zel´ıto˝ megol-
da´s hiba´ja´nak becsle´se´vel a 5.2 pontban foglalkozunk. Ennek a mo´dszernek az alkal-
maza´sa´t a me´re´si eredme´nnyel kapott egyu¨tthato´k kerek´ıte´si hiba´inak felte´teleze´se
teszi elfogadhato´va´.
Pe´lda. Az elja´ra´st a
dx
dt
= −x(t)− 2y(t)− 3z(t)
dy
dt
= 2x(t) + 3y(t) + 4z(t)
dz
dt
= −x(t)− y(t)− z(t)

, x(0) = x0 =
10
1

homoge´n linea´ris differencia´legyenlet-rendszer adott kezdeti felte´telt kiele´g´ıto˝ meg-
olda´sa´val szemle´ltetju¨k.
A rendszer ma´trixa:
A =
−1 −2 −32 3 4
−1 −1 −1
 , detA = 0,
karakterisztikus- e´s minima´legyenlete azonos: k(λ) = m(λ) = λ2(λ− 1) = 0, azaz
a λ1 = 1 egyszeres, a λ2 = 0 pedig ke´tszeres gyo¨k. I´gy az A ma´trixnak csak ke´t
linea´risan fu¨ggetlen saja´tvektora van:
v1 = [−1, 1, 0]T e´s v2 = [1,−2, 1]T ,
teha´t moda´lma´trix nem hozhato´ le´tre.
Kı´se´rleteze´ssel az A ma´trix egy vagy to¨bb eleme´t ze´rushoz ko¨zeli e´rte´kkel meg-
va´ltoztatva ele´rheto˝, hogy a karakterisztikus egyenletnek, e´s ı´gy a minima´legyen-
letnek is egyszeres gyo¨kei legyenek. Az ı´gy elo˝a´ll´ıtott ma´trixhoz a rendje´vel azonos
sza´mu´ linea´risan fu¨ggetlen saja´tvektort kaphatunk.
Pe´lda´ul az A ma´trix helyett tekintsu¨k az
A1 ≈
−1,00000009 −2 −32 3 4
−1 −1 −1
 , detA1 ≈ −9 · 10−8
manko´ma´trixot (ko¨zel´ıto˝ ma´trixot). A sza´mı´ta´sok elve´gze´se uta´n, a karakterisztikus
egyenletnek e´s a minima´legyenletnek gyo¨kte´nyezo˝s alakja´t elo˝a´ll´ıtva la´tjuk, hogy
csak egyszeres gyo¨ko¨ket tartalmaznak.
43
✐✐
“13-1-beliv” — 2014/5/20 — 11:56 — page 44 — #44
✐
✐
✐
✐
✐
✐
Az A1 ma´trix
λ1 ≈ −0,000300045 ≈ 0, λ2 ≈ 0,000299955 0 ≈ 0, λ3 ≈ 1,000000000
saja´te´rte´keihez tartozo´ saja´tvektorok:
v1 =
−0,44732093310,8943735141
−0,4471867570
 , v2 =
 1862,944400−3727,006735
1863,503367
 , v3 =
−2,0000000002,000000361
−1,80 · 10−7
 .
Az A1manko´ma´trix Q moda´lma´trixa´nak oszlopait rendre a λ1, λ2, λ3 saja´te´rte´-
kekhez tartozo´ (linea´risan fu¨ggetlen) saja´tvektorok koordina´ta´i alkotja´k:
Q =
−0,4473209331 1862,944400 −2,0000000000,8943735141 −3727,006735 2,000000361
−0,4471867570 1863,503367 −1,80 · 10−7
 ,
detQ = 1,000001 6= 0.
Az alaprendszer diagona´lma´trixa:
Dd ≈ diag
(
e−0,000300045t, e0,0002999550t, e1,000000000t
)
.
A manko´ma´trix Q moda´lma´trixa´nak 10 jegyre kerek´ıtett ko¨zel´ıto˝ inverzma´trixa´t
jelo¨lje: Q˜−1, azaz
Q−1 ≈ Q˜−1 =
 −3727,003009 −3727,002672 −3728,120269−0,8943726200 −0,8943725391 −0,8941041062
0 −0,4999998000 0,9999990000
 .
A kezdeti felte´telt kiele´g´ıto˝ ko¨zel´ıto˝ partikula´ris megolda´s fu¨ggve´nyvektora:
x(t,x0) =
x(t)y(t)
z(t)
 ≈ Q ·Dd · Q˜−1 · x0 ≈
≈
−3334,832701eλ1t − 3331,832702eλ2t − 1,999998000eλ3t−6667,664804eλ1t + 6665,664804eλ2t + 1,999998361eλ3t
3333,832402eλ1t − 3332,832401eλ2t − 1,799998200eλ3t
 ,
ahol λ1, λ2, λ3 helye´be a kisza´mı´tott saja´te´rte´keket kell helyettes´ıteni.
Sza´mı´tsuk ki a manko´ma´trix moda´lma´trixa´nak e´s az inverze´t ko¨zel´ıto˝ Q˜−1
ma´trixnak a szorzata´t 9 tizedes jegyre pontosan, e´s vizsga´ljuk meg az egyse´gma´t-
rixto´l valo´ elte´re´se´t. A fo˝a´tlo´n k´ıvu¨li elemekbo˝l a megolda´s pontossa´ga´ra nyerhetu¨nk
informa´cio´t. A szorzatke´nt elo˝a´llo´
Q · Q˜−1 ≈
1,000000000 4,000 · 10−7 0,0000010000,000000000 0,9999997805 −0,000001639
0,000000000 −8,999996400 · 10−8 1,000000820

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szemetes egyse´gma´trixban a fo˝a´tlo´n k´ıvu¨li elemek ko¨zu¨l abszolu´t e´rte´kben a legna-
gyobb a −0,000001639 elem, melynek norma´lalakja: −1,639 · 10−6. A norma´lalak-
bo´l – mike´nt azt a ko¨vetkezo˝ pontban bemutatjuk – arra ko¨vetkeztethetu¨nk, hogy
a megolda´s legala´bb 6 e´rte´kes jegyre jo´ ko¨zel´ıte´st ad (figyelem! a pontossa´g nem
1 · 10−6) (l. az 5.2 fejezetet).
A pontos megolda´st a´ll´ıtsuk elo˝ a transzforma´cio´ T ma´trixa´val.
Az A-hoz rendelt Jordan-ma´trix blokkjai: [1],
[
0 1
0 0
]
. A Jordan-ma´trix
J =
1 0 00 0 1
0 0 0

alakja´ra tekintettel a T ma´trix elso˝ oszlopa´ba a v1-et, a ma´sodik oszlopa´ba a v2-t,
a harmadikba pedig az ismeretlen vektor v3 = [x1, x2, x3]
T
koordina´ta´it ı´rjuk.
J =
1 0 00 0 1
0 0 0
 , T =
−1 1 x11 −2 x2
0 1 x3
 ,
AT−TJ =
0 0 −x1 − x2 − x3 − 10 0 2x1 + 3x2 + 4x3 + 2
0 0 −x1 − x2 − x3 − 1
 = 0,
a harmadik oszlop = 0 egyenletrendszer:−1 −1 −12 3 4
−1 −1 −1
 ·
x1x2
x3
 =
 1−2
1
 ,
melynek egyparame´teres megolda´sa:
v3 = [x1, x2, x3]
T
=
−1 + p−2p
p
 ,
e´s p = 1 va´laszta´ssal a transzforma´cio´ ma´trixa:
T =
−1 1 01 −2 −2
0 1 1
 , e´s inverze: T−1 =
 0 1 21 1 2
−1 −1 −1
 .
Az alaprendszer ma´trixa:
De =
et 0 00 e0·t te0·t
0 0 e0·t
 =
et 0 00 1 t
0 0 1
 ,
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a kezdeti felte´telt kiele´g´ıto˝ pontos megolda´s:
x(t,x0) = TDeT
−1x0 =
 3− 2t− 2et−2 + 2et + 4t
1− 2t
 .
A MAPLE 9.5 utas´ıta´saival ke´pzett megolda´s:
s:={diff(x(t),t)=-x(t)-2*y(t)-3*z(t),diff(y(t),t)=2*x(t)+3*y(t)+
4*z(t),diff(z(t),t)=x(t)-y(t)-z(t)}:
Ic:={x(0)=1,y(0)=0,z(0)=1}:
megolda´s:=combine(dsolve(s union Ic,{x(t),y(t),z(t)}),trig);
megolda´s :=
{
x(t) = 3− 2t− 2et, y(t) = −2 + 2et + 4t, z(t) = 1− 2t}.
A transzforma´cio´ T ma´trixa´val ke´pzett megolda´s e´s a MAPLE 9.5 utas´ıta´-
saival ke´pzett megolda´s azonosan egyenlo˝k egyma´ssal, a manko´ma´trixszal ke´pzett
megolda´sa pedig 6 e´rte´kes jegyre pontos ko¨zel´ıte´st a´ll´ıt elo˝.
Pe´lda´ul a t = 1 e´s t = 2 e´rte´k behelyettes´ıte´se´vel a pontos (x) e´s a ko¨zel´ıto˝
(xk) megolda´s koordina´ta´i 6 e´rte´kes jegyre kerek´ıtve megegyeznek:
x(1) ≈ −4,436563656, xk(1) ≈ −4,436559219,
y(1) ≈ 7,436563656, yk(1) ≈ 7,43655720,
z(1) ≈ −1, zk(1) ≈ −0,9999994893,
x(2) ≈ −15,77811220, xk(2) ≈ −15,77809642,
y(2) ≈ 20,77811220, yk(2) ≈ 20,77809809,
z(2) ≈ −3, zk(2) ≈ −2,999998330.
Megjegyze´s. 1. Az, hogy a pontossa´g a jegyek sza´ma´ra vonatkozik, a t = 5 he-
lyettes´ıte´ssel kapott eredme´nnyel jobban szemle´ltetheto˝:
x(5,x0) ≈ [−303,8263182, 314,8263182, −9]T ,
xk(5,x0) ≈ [−303,8260174, 314,8260680, −9,000022714]T .
A koordina´ta´k ku¨lo¨nbse´ge:
xk(5,x0)− x(5,x0) ≈ [0,0003008, −0,0002502, −0,000022714]T .
Az elso˝ koordina´ta´k ku¨lo¨nbse´ge a legnagyobb:
∥∥xk(5,x0)− x(5,x0)∥∥ ≈ 0,0003008;
a 0-to´l elte´ro˝ jegy a 4. tizedes jegyben jelentkezik, de a koordina´ta´k a 4. tizedes
jegyre kerek´ıtve
x(5,x0) ≈ [−303,8263, 314,8263, −9]T ,
xk(5,x0) ≈ [−303,8260, 314,8261, −9,0000]T
a 6. jeggyel beza´ro´lag pontos e´rte´ket adnak.
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2. A
”
manko´ma´trix-mo´dszer” a´llando´ egyu¨tthato´ju´ inhomoge´n linea´ris differencia´l-
egyenlet-rendszer megolda´sa´ra is alkalmazhato´.
5.2. A ko¨zel´ıto˝ megolda´s hibabecsle´se. Az a´llando´ egyu¨tthato´ju´ linea´ris
differencia´legyenlet-rendszer egyu¨tthato´ma´trixa´t jelo¨lju¨k A-val. Ha az A minima´l-
egyenlete´nek az elso˝foku´ gyo¨kein k´ıvu¨l van egy ma´sodfoku´ gyo¨ke is, akkor a differen-
cia´legyenlet-rendszer ko¨zel´ıto˝ megolda´sa´hoz az A ma´trix helyett olyan manko´ma´t-
rixot va´lasztunk melynek a rendje´vel megegyezo˝ sza´mu´ saja´tvektora van. Ekkor
a manko´ma´trix saja´tvektoraibo´l alkotott moda´lma´trix seg´ıtse´ge´vel elo˝a´ll´ıthatjuk
a feladat ko¨zel´ıto˝ megolda´sa´t. Bebizony´ıtjuk, hogy jo´l va´lasztott manko´ma´trix ese-
te´n, a moda´lma´trix e´s inverze 10 e´rte´kes jegyre megadott ko¨zel´ıte´seinek 9 tizedes
jegyre pontosan kisza´mı´tott szorzata´bo´l – a szemetes egyse´gma´trixbo´l – a megolda´s
pontos jegysza´ma´ra ko¨vetkeztethetu¨nk.
Megjegyze´s. 1. A dolgozatban ‖x‖ = maxi |xi| egyenlo˝se´ggel e´rtelmezett vektor-
norma´t haszna´ljuk (a koordina´ta´k ko¨zu¨l abszolu´t e´rte´kben a legnagyobb sza´m
a vektor norma´ja).
2. A dolgozatban ‖A‖ = maxi
∑
j |aij | egyenlo˝se´ggel e´rtelmezett ma´trixnorma´t
haszna´ljuk (az elemek abszolu´t e´rte´keit soronke´nt o¨sszeadjuk e´s ezek ko¨zu¨l a leg-
nagyobb sza´m a ma´trix norma´ja).
LegyenA egy a´llando´ egyu¨tthato´ju´ linea´ris differencia´legyenlet-rendszer n×n-
es egyu¨tthato´ma´trixa. Tegyu¨k fel, hogy a karakterisztikus egyenlete megegyezik
a minima´legyenlete´vel, e´s az elso˝foku´ gyo¨kte´nyezo˝k mellett egyetlen ma´sodfoku´
gyo¨kte´nyezo˝ju¨k van. Ekkor a gyo¨kte´nyezo˝s alak mindig fel´ırhato´
(∗) k(λ) = m(λ) = (λ− λ1)(λ− λ2) . . .
(
λ− λn−1
)2
alakban. Mivel ilyen felte´telek mellett a saja´tvektorok sza´ma n− 1, eze´rt A-hoz
nem ı´rhatunk fel moda´lma´trixot. A differencia´legyenlet-rendszer pontos megolda´sa´t
azonban megkaphatjuk a T transzforma´cio´ma´trix e´s a
D =

e−λ1t 0 0 . . . . . . 0
0 e−λ2t 0 . . . . . . 0
...
...
. . .
...
...
...
0 0 . . .
. . . . . . 0
0 0 . . . . . . e−λn−1t te−λn−1t
0 0 . . . . . . 0 e−λn−1t

alakban fel´ırt alaprendszerma´trix felhaszna´la´sa´val:
(∗∗) x(t,x0) = TDT−1x0.
Ke´pezzu¨nk A-hoz egy A1-gyel jelo¨lt manko´ma´trixot. Jelo¨lju¨k az A1 alap-
ma´trixa´t Dk-val, a moda´lma´trixa´t Qk-val, a moda´lma´trix ko¨zel´ıto˝ inverzma´trixa´t
– az elemek t´ız jegyre kerek´ıte´se´vel – Q˜−1k -gyel, azaz
Q−1k ≈ Q˜−1k .
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Ekkor a ko¨zel´ıto˝ megolda´svektor:
(∗∗∗) xk(t,x0) ≈ QkDkQ˜−1k x0.
A (∗∗) pontos e´s a (∗∗∗) ko¨zel´ıto˝ megolda´svektorok ku¨lo¨nbse´ge:
x(t,x0)− xk(t,x0) ≈ TDT−1x0 = QkDkQ˜−1k x0 =
(
TDT−1x0 −QkDkQ˜−1k
)
x0.
(3)
t = 0 behelyettes´ıte´ssel D is, Dk is egyse´gma´trixot a´ll´ıt elo˝, azaz
x(t,x0)− xk(t,x0) ≈ TDT−1x0 −QkDkQ˜−1k x0 = TET−1x0 −QkEQ˜
−1
k x0 =
=
(
TT−1 −QkQ˜−1k
)
Ex0 =
(
E−QkQ˜−1k
)
x0.
A transzforma´cio´ T ma´trixa, a pontosan sza´mı´tott T−1 inverze´vel szorozva, ponto-
san az E egyse´gma´trixot a´ll´ıtja elo˝, de a QkQ˜
−1
k nem pontos egyse´gma´trix, hanem
szemetes egyse´gma´trix, amelyben, az A1 manko´ma´trix ε-nal megva´ltoztatott elemei
a´ltal beko¨vetkezo˝ kerek´ıte´si hibahalmozo´da´s ko¨vetkezte´ben, a fo˝a´tlo´n k´ıvu¨l 0-hoz, e´s
a fo˝a´tlo´ban 1-hez ko¨zeli elemek is megjelennek.
Mivel
x(t,x0)− xk(t,x0) ≈
(
E−QkQ˜−1k
)
x0,
eze´rt a ko¨zel´ıto˝ megolda´svektor koordina´ta´inak hiba´ja az E−QkQ˜−1k 6= 0 ma´trix
norma´ja´val becsu¨lheto˝.
Ha
10−(n+1) <
∥∥E−QkQ˜−1k ∥∥ ≤ 10−n,
akkor a manko´ma´trix felhaszna´la´sa´val sza´mı´tott ko¨zel´ıto˝ megolda´svektor koordi-
na´ta´i n-edik jegyig beza´ro´lag pontosak (az ege´sz jegyeket is figyelembe kell venni).
Ha az A minima´legyenlete´nek ketto˝ne´l nagyobb multiplicita´su´ gyo¨kei is van-
nak, akkor a megolda´st a 4.2 pontban le´ırt mo´dszerrel ke´pezzu¨k.
A hibabecsle´s alkalmaza´sa´t egy homoge´n e´s egy inhomoge´n differencia´l-
egyenlet-rendszer megolda´sa´val szemle´ltetju¨k.
1. pe´lda. A´ll´ıtsuk elo˝ az
x˙(t) = 5,0000004y(t) + 1,0000007z(t) + 6w(t)
y˙(t) = 10y(t)− 1,0000003z(t) + 10w(t)
z˙(t) = −39y(t)− 40w(t)
w˙(t) = x(t)− 20y(t) + 2,0000001z(t)− 20w(t)

homoge´n differencia´legyenlet-rendszer x(0) = x0 = [1, 0, 1, 1] kezdeti felte´telt kiele´-
g´ıto˝ megolda´sa´t.
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Megolda´s. A ne´gy ismeretlen fu¨ggve´nyt tartalmazo´ linea´ris differencia´legyenlet-
rendszer
A =

0 5,0000004 1,0000007 6,
0 10, −1,0000003 10,
0 −39, 0 −40,
1, −20, 2, 0000001 −20,

egyu¨tthato´ma´trixa´t me´re´si sorozattal kaptuk. Az A ma´trixot tekintsu¨k pontosnak,
e´s az A ma´trix a12, a13, a23, a43 elemeinek k · 10−7 (k = 4, 7, 3, 1) nagysa´gu´ meg-
va´ltoztata´sa´val kapott ege´sz elemu˝
Ak =

0 5 1 6
0 10 −1 10
0 −39 0 −40
1 −20 2 −20

ma´trixot ko¨zel´ıto˝nek. Mindke´t egyu¨tthato´ma´trixszal ke´pezzu¨k a differencia´l-
egyenlet-rendszer megolda´sa´t, e´s vizsga´ljuk meg az ege´szre kerek´ıtett ma´trixszal
sza´mı´tott eredme´nyvektorok ko¨zel´ıto˝ pontossa´ga´t!
Ezzel a pe´lda´val azt az esetet is szemle´ltetju¨k, amikor mindke´t ma´trixnak van
a rendju¨kkel azonos sza´mu´ fu¨ggetlen saja´tvektoruk.
Az A ma´trix saja´te´rte´kei, a Q moda´lma´trix, melynek oszlopai az A saja´t-
vektorai, e´s a moda´lma´trix inverze´t ko¨zel´ıto˝ Q˜−1 ma´trix:
λ1 ≈ −0,999992133, λ2 ≈ −2,000050114,
λ3 ≈ −2,999915831, λ4 ≈ −4,000041920,
Q ≈

0,7185522410 6,818417935 −414,0656006 15,77350102
−0,6736490165 −2,727266078 69,01763234 0,0000944487
−1,122737882 −12,27327075 897,1293901 −39,43394354
0,6287395685 2,045405529 −0,0093755370 −3,943527762

Q˜−1 ≈

−7,422015035 3,710918548 −3,711003528 7,421956815
3,666880886 −6,600598541 2,200148809 −7,333945573
0,07245480210 −0,2101124586 0,05071784307 −0,2173583063
0,7184086808 −2,831406350 0,5493726409 −2,873664845
 .
Az alaprendszer diagona´lis ma´trixa:
Dd ≈ diag
(
e−0,999992133t, e−2,000050114t, e−2,999915831t, e−4,000041920t
)
A kezdeti felte´telt kiele´g´ıto˝ megolda´svektor:
x(t,x0) ≈ QDdQ˜−1x0 ≈
≈

−2,666591735eλ1t − 10,00204553eλ2t + 38,99904234eλ3t − 25,33040539eλ4t
2,499953097eλ1t + 4,000669917eλ2t − 6,500471334eλ3t − 0,0001516736110eλ4t
4,166549607eλ1t + 18,00385574eλ2t − 84,49672478eλ3t + 63,32632024eλ4t
−2,333291363eλ1t−3,000437843eλ2t+0,0008830411507eλ3t+6,332846252eλ4t
,
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ahol λ1, λ2, λ3, λ4 kitevo˝k a megfelelo˝ saja´te´rte´kekkel helyettes´ıtendo˝k.
Az ege´sz e´rte´kekre kerek´ıte´ssel elo˝a´ll´ıtott Ak ma´trix saja´te´rte´kei: λk1 = −1,
λk2 = −2, λk3 = −3, λk4 = −4, saja´tvektorai:
v1 =
[
8
7
,−15
14
,−25
14
, 1
]T
, v2 =
[
10
3
,−4
3
,−6, 1
]T
,
v3 = [−6, 1, 13, 0]T , v4 = [−4, 0, 10, 1]T .
(Megjegyze´s. A saja´te´rte´keknek a karakterisztikus ma´trixba valo´ behelyettes´ı-
te´se´vel kapott homoge´n egyenletrendszerek megolda´saiban a parame´tereket ce´lszeru˝
u´gy megva´lasztani, hogy a saja´tvektorok koordina´ta´i kis ege´sz sza´mok ha´nyadosai
legyenek).
Ak moda´lma´trixa e´s ennek inverze:
Qk =

8
7
10
3
−6 −4
−15
14
−4
3
1 0
−25
14
−6 13 10
1 1 0 1

, Q−1k =

−14
3
7
3
−7
3
14
3
15
2
−27
2
9
2
−15
5 −29
2
7
2
−15
−17
6
67
6
−13
6
34
3

.
Az alaprendszer diagona´lis ma´trixa:
Dd = diag
(
e−t, e−2t, e−3t, e−4t
)
.
A kezdeti felte´telt kiele´g´ıto˝ megolda´svektor:
x(t,x0) ≈ QkDkQ˜−1k x0 =

−8
3
e−t − 10e−2t + 39e−3t − 76
3
e−4t
5
2
e−t + 4e−2t − 13
2
e−3t
25
6
e−t + 18e−2t − 169
2
e−3t +
190
3
e−4t
−7
3
e−t − 3e−2t + 19
3
e−4t

.
Mivel QkQ
−1
k = diag(1, 1, 1, 1), azaz egyse´gma´trix, eze´rt ebben a feladatban az A
e´s Ak ma´trixokkal ke´pzett megolda´svektorok pontos e´rte´ket ado´ jegysza´ma´t a
QQ˜−1 ≈

0,99999977 −2,2 · 10−7 −3,8 · 10−8 −5 · 10−8
2,476597 · 10−8 1,000000027 −2,46825 · 10−9 −1,39088 · 10−8
5,8 · 10−7 5 · 10−7 1,00000014 1 · 10−7
2,7 · 10−8 5 · 10−8 1,4 · 10−8 1,00000004

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szemetes egyse´gma´trix felhaszna´la´sa´val, a
10−6 <
∥∥E−QQ˜−1∥∥ ≤ 1,32 · 10−6 (E = diag(1, 1, 1, 1))
norma´lalak kitevo˝je´bo˝l becsu¨lhetju¨k, vagyis 6. jeggyel beza´ro´lag pontos megolda´st
kapunk.
Pe´lda´ul a t = 1 helyen sza´mı´tott megolda´svektorok e´s ku¨lo¨nbse´gu¨k:
x(1) ≈

−0,8566655149
1,137423817
0,921849892
−1,148392201
 , xk(1) ≈

−0,8566655149
1,137423817
0,921849892
−1,148392201
 ,
x(1)− xk(1) ≈

−0,207 · 10−7
−2,5 · 10−8
6,03 · 10−7
−3,5 · 10−8
 .
A legnagyobb elte´re´s 6,03 · 10−7, amibo˝l ko¨vetkezik, hogy mindegyik koordina´ta
6. jeggyel beza´ro´lag pontos.
1. megjegyze´s. A t no¨vekede´se´vel a pontossa´g nem romlik.
Pl. ha t = 3, akkor
xk(3) ≈ [−0,1528957085, 0,1335805159, 0,2420246624, −0,1235671694]T ;
x(3) ≈ [−0,1528953196, 0,1335810264, 0,2420242575, −0,1235676876]T ,
e´s
x(3)− xk(3) ≈
[
3,889 · 10−7, 5,105 · 10−7, −4,049 · 10−7, −5,182 · 10−7]T .
2. megjegyze´s. Ha azA−λE karakterisztikus ma´trix determina´nsa a saja´te´rte´kek
visszahelyettes´ıte´se´vel nem egyenlo˝ nulla´val, akkor a MAPLE 9.5 combine(dsolve
(...) programja nem a´ll´ıt elo˝ trivia´listo´l ku¨lo¨nbo¨zo˝ ko¨zel´ıto˝ megolda´st. Ebben
a pe´lda´ban sem alkalmazhato´, mivel
det(A− λ1E) ≈ 0,00000392, det(A− λ2E) ≈ 0,0000024,
det(A− λ3E) ≈ −2 · 10−7, det(A− λ4E) ≈ −0,0000022,
de az a´ltalam le´ırt mo´dszer – becsu¨lheto˝ hiba´val – megolda´st ad.
A MAPLE 15
egy:={diffrendszer,kezdetifeltltelek}:megold
:=dsolve(egy,numeric):megold(1);megold(3);
utas´ıta´saival 15 jegyre kerek´ıtve kapjuk a megolda´svektort t = 1, t = 3 helyettes´ı-
te´ssel, amely he´t jegyre kerek´ıtve a moda´lma´trix-mo´dszerrel sza´mı´tott he´t jegyre
kerek´ıtett megolda´svektorral azonos.
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2. pe´lda. A´ll´ıtsuk elo˝ a
dx
dt
= 2x(t) + y(t) + z(t),
dy
dt
= 2x(t) + 3y(t) + 2z(t) + e−2t,
dz
dt
= x(t)− y(t) + 2y(t)
inhomoge´n differencia´legyenlet-rendszer x(0) = x0 =
11
1
 kezdeti felte´telvektort ki-
ele´g´ıto˝ megolda´sa´t.
Megolda´s. Az egyu¨tthato´ma´trix e´s determina´nsa:
A =
2 1 12 3 2
1 −1 2
 , detA = 9.
Az A ma´trix karakterisztikus polinomja e´s minima´lpolinomja:
k(λ) = m(λ) = (λ− 1)(λ− 3)2.
A saja´tvektorok sza´ma ketto˝: v(1) = [−1, 0, 1]T , v(3) = [−1,−2, 1]T .
Az inhomoge´n differencia´legyenlet-rendszer kezdeti felte´telt kiele´g´ıto˝ pontos
megolda´sa:
x(t,x0) =

1
15
e−2t +
1
3
et +
3
5
e3t + 2te3t
−1
5
e−2t +
6
5
e3t + 4te3t
− 1
15
e−2t − 1
3
et +
7
5
e3t − 2te3t
 .
Megk´ıse´relju¨k a moda´lma´trix elo˝a´ll´ıta´sa´t az
A1 =
 2 1 12,000000009 3 2
1 −1 2

manko´ma´trixszal.
A manko´ma´trix saja´te´rte´kei:
λ1 ≈ 0,999999996, λ2 ≈ 2,999916511, λ3 ≈ 3,000083485.
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A manko´ma´trixnak a saja´tvektorokkal fel´ırt moda´lma´trixa, e´s inverze´nek ko¨zel´ı-
te´se:
Qk ≈
 −0,707106780 −0,4714001463 8983,5716522,772348989 · 10−9 −0,9428002905 17967,14328
0,7071067823 0,4714395026 −8982,821665
 ,
Q˜−1k =
−1,414221562 0,7071067810 −0,00000800003146312704,73886 −0,5303430858 12704,73882
0,6666631030 0,00002782810945 0,6666631008
 .
Az alaprendszer diagona´lma´trixa:
Dd = diag
(
e0,999999996t, e2,999916511t, e3,000083485t
)
.
A homoge´n differencia´legyenlet-rendszer megolda´sa:
xh(t,x0) ≈ QkDdQ˜−1k x0 ≈
≈
 0,5000113130eλ1t − 11977,78150eλ2t + 11978,28149eλ3t−1,960391128 · 10−9eλ1t − 23955,56293eλ2t + 23956,56293eλ3t
0,5000113143eλ1t + 11978,78150eλ2t − 11977,28148eλ3t
 ,
ahol a kitevo˝kbe rendre a kisza´mı´tott saja´te´rte´keket kell helyettes´ıteni. A megolda´st
megkapjuk, ha
Du = diag (e0,999999996(t−u), e2,999916511(t−u), e3,000083485(t−u))
e´s f(u) =
[
0, e−2u, 0
]T
felhaszna´la´sa´val kisza´mı´tjuk az integra´lando´ fu¨ggve´nyvek-
tort:
QkDuQ˜
−1
k f(u),
e´s integra´la´s uta´n a ke´t re´szt o¨sszegezzu¨k:
xih(t,x0) ≈ QkDdQ˜−1k x0 +
∫ t
u=0
QkDuQ˜
−1
k f(u) du ≈
≈


0,3333446464eλ1t − 11977,73150eλ2t + 11978,33149eλ3t + 0,06666674178e−2t
−1,306942204 · 10−9eλ1t − 23955,46293eλ2t + 23956,66293eλ3t − 0,1999998499e−2t
−0,3333446472eλ1t + 11978,73149eλ2t − 11977,33147eλ3t − 0,06666674187e−2t

 .
A megolda´svektor koordina´ta´i a pontos e´rte´kto˝l a
QkQ˜
−1
k ≈
 1,000003 −3,756 · 10−7 0,0000020 0,9999992471 0
−0,000002 3,756 · 10.7 0,999999

szemetes egyse´gma´trixszal becsu¨lve, tekintettel a
∥∥E−QkQ˜−1k ∥∥ = 5,3756 · 10−6
norma´ra, va´rhato´an 6. jegyig megegyeznek. Pe´lda´ul a t = 1 helyen a pontos (xp)
e´s a manko´ma´trixszal sza´mı´tott ko¨zel´ıto˝ megolda´s (xk) koordina´ta´i:
xp ≈
 53,13751228104,4177249
−12,96643844
 , xk ≈
 53,13772757104,4184373
−12,96642757
 .
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A 6. jegyre kerek´ıtve, csak az elso˝ koordina´ta´k te´rnek el 2 · 10−4 e´rte´kkel.
6. Komplex saja´te´rte´kek e´s saja´tvektorok
Az elo˝zo˝ pontokban le´ırtak e´rtelemszeru˝en alkalmazhato´k olyan a´llando´ egyu¨ttha-
to´ju´ linea´ris differencia´legyenlet-rendszer megolda´sa´ra is, amelyne´l az egyu¨tthato´-
ma´trix saja´te´rte´kei ko¨zo¨tt komplex sza´mok is vannak, e´s saja´tvektorai komplex
komponenseket is tartalmaznak.
A komplex blokkok sorrendje´t nem e´rtelmezzu¨k, eze´rt komplex saja´te´rte´kek ese-
te´n a passz´ıta´si szaba´ly szerint (l. a 4.3. fejezetet) a´ll´ıtjuk elo˝ a Jordan-fe´le nor-
ma´lalakot, a moda´lma´trixot, illetve a transzforma´cio´ma´trixot e´s az alaprendszer-
ma´trixot.
1. pe´lda. Hata´rozzuk meg annak a homoge´n linea´ris elso˝rendu˝ differencia´legyenlet-
rendszernek a megolda´sa´t, amelynek egyu¨tthato´ma´trixa:
A =

7 4 6 1
−6 −4 −5 −1
−3 0 −2 3
2 1 1 −1
 ,
e´s a kezdeti felte´tel vektora:
x(0) = x0 =

1
0
1
2
 .
Megolda´s. Kisza´mı´tjuk az A ma´trix saja´te´rte´keit e´s saja´tvektorait:
λ1 = 2i, λ2 = −2i, λ3 = −1, λ4 = 1,
v1(2i) =
[
−1− 2
3
i,
2
3
+
2
3
i, 1,−1
3
]T
, v2(−2i) =
[
−1 + 2
3
i,
2
3
− 2
3
i, 1,−1
3
]T
,
v3(−1) =
[
7
6
,−11
6
,−1
2
, 1
]T
, v4(1) =
[
−11
7
, 1, 1,−4
7
]T
.
A negyedrendu˝ A ma´trixnak ne´gy linea´risan fu¨ggetlen saja´tvektora van, teha´t
a megolda´st moda´lma´trix alkalmaza´sa´val elve´gezhetju¨k.
Ha a Jordan-fe´le norma´lalakba a saja´te´rte´keket λ3, λ4, λ2, λ1 sorrendben
ı´rjuk be, azaz
J =

−1 0 0 0
0 1 0 0
0 0 −2i 0
0 0 0 2i
 ,
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akkor a passz´ıta´si szaba´ly szerint a Q moda´lma´trix oszlopvektorainak sorrendje:
v3, v4, v2, v1, azaz
Q =

7
6
−11
7
−1 + 2
3
i −1− 2
3
i
−11
6
1
2
3
− 2
3
i
2
3
+
2
3
i
−1
2
1 1 1
1 −4
7
−1
3
−1
3

,
e´s inverze:
Q−1 =

−3
5
−3
5
0
3
5
−21
10
−21
10
−7
5
−21
10
9
10
− 3
20
i
9
10
+
3
5
i
6
5
− 3
20
i
6
5
− 6
5
i
9
10
+
3
20
i
9
10
− 3
5
i
6
5
+
3
20
i
6
5
− 6
5
i

.
Az alaprendszer diagona´lma´trixa a J-re tekintettel: Dd = diag
(
e−t, et, e−2ti, e2ti
)
.
A megolda´s oszlopvektora:
x(t,x0) =

x1(t)
x2(t)
x3(t)
x4(t)
 = QDdQ−1x0 =
=

7
10
e−t +
121
10
et − 59
10
e−2ti +
9
10
ie−2ti − 59
10
e2ti − 9
10
ie2ti
−11
10
e−t − 77
10
et +
22
5
e−2ti − 8
5
ie−2ti +
22
5
e2ti +
8
5
ie2ti
− 3
10
e−t − 77
10
et +
9
2
e−2ti +
21
10
ie−2ti +
9
2
e2ti − 21
10
ie2ti
3
5
e−t +
22
5
et − 3
2
e−2ti − 7
10
ie−2ti − 3
2
e2ti +
7
10
ie2ti

.
A t = 1 helyen felvett e´rte´kek:
x1 ≈ 39,69599377, x2 ≈ −27,90728141,
x3 ≈ −20,96740625, x4 ≈ 12,15659182.
Megjegyze´s. A sza´mı´to´ge´p x1, x2, x3 e´rte´kekne´l ≈ 10−9i ke´pzetes re´szt is ki´ırt.
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A komplex sza´mokra vonatkozo´ Euler -fe´le ke´pletek alkalmaza´sa´val a megolda´s
valo´s alakra hozhato´:
x1(t) =
121
10
et +
7
10
e−t − 59
5
cos 2t+
9
5
sin 2t,
x2(t) = −77
10
et − 11
10
e−t +
44
5
cos 2t− 16
5
sin 2t,
x3(t) = −77
10
et − 3
10
e−t + 9 cos 2t+
21
5
sin 2t,
x4(t) =
22
5
et +
3
5
e−t − 3 cos 2t− 7
5
sin 2t.
A t = 1 helyen vett helyettes´ıte´si e´rte´kek csak az x2 e´s x4 utolso´ jegye´ben te´rnek el:
x1 ≈ 39,69599377, x2 ≈ −27,90728140,
x3 ≈ −20,96740625, x4 ≈ 12,15659181.
2. pe´lda. Hata´rozzuk meg annak a homoge´n linea´ris elso˝rendu˝ differencia´legyenlet-
rendszernek a megolda´sa´t, amelynek egyu¨tthato´ma´trixa:
A =

8 9 −1 −1
−10 −10 1 2
−17 −18 1 2
0 0 0 −1
 ,
a kezdeti felte´tel vektora:
x(0) = x0 =

1
1
0
2
 .
Megolda´s. Kisza´mı´tjuk az A ma´trix saja´te´rte´keit: λ1 = 3i, λ2 = −3i, λ3 = −1,
λ4 = −1 (ke´tszeres gyo¨k), e´s saja´tvektorait:
v1(3i) =
[
−19
37
+
3
37
i,
20
37
− 9
37
i, 1, 0
]T
,
v2(−3i) =
[
−19
37
− 3
37
i,
20
37
+
9
37
i, 1, 0
]T
,
v3(−1) = [0, 1, 9, 0]T .
Mivel a λ1-hez e´s a λ2-ho¨z 1× 1-es blokkok tartoznak e´s λ3 < 0, eze´rt a megolda´sok
stabilisak.
A Jordan-fe´le norma´lalak:
J =

−3i 0 0 0
0 3i 0 0
0 0 −1 1
0 0 0 1
 ,
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melyhez a passz´ıta´si szaba´ly szerint kell fel´ırni a kisza´mı´tando´ T e´s De ma´trixot.
Az A ma´trix rendje´ne´l eggyel kevesebb sza´mu´ linea´risan fu¨ggetlen saja´tvektor
van, eze´rt elo˝szo¨r a transzforma´cio´ T ma´trixa´t sza´mı´tjuk ki az ismert saja´tvektorok
felhaszna´la´sa´val:
T =

−19
37
− 3
37
i −19
37
+
3
37
i 0 c1
20
37
+
9
37
i
20
37
− 9
37
i 1 c2
1 1 9 c3
0 0 0 c4
 .
Ke´pezzu¨k az AT−TJ = 0 ma´trixegyenletet:
0 0 0 9c1 + 9c2 − c3 − c4
0 0 0 −10c1 − 9c2 + c3 + 2c4 = −1
0 0 0 −17c1 − 18c2 + 2c3 + 2c4 − 9
0 0 0 0
 = 0.
A megolda´svektor: c = [9, p, 71 + 9p, 10]
T
.
A p = 0 va´laszta´ssal megkapjuk a T ma´trix 4. oszlopvektora´t. Mivel detT =
600
37 i 6= 0, eze´rt a T oszlopvektorai linea´risan fu¨ggetlenek:
T =

−19
37
− 3
37
i −19
37
+
3
37
i 0 9
20
37
+
9
37
i
20
37
− 9
37
i 1 0
1 1 9 71
0 0 0 10

.
A T ma´trix inverze:
T−1 =

−27
20
− 143
60
i − 9
20
− 57
20
i
1
20
+
19
60
i
43
50
− 31
300
i
−27
20
+
143
60
i − 9
20
+
57
20
i
1
20
− 19
60
i
43
50
+
31
300
i
3
10
1
10
1
10
−49
50
0 0 0
1
10

.
J-re valo´ tekintettel, az alaprendszer ma´trixa:
De =

e−3it 0 0 0
0 e3it 0 0
0 0 e−t te−t
0 0 0 e−t
 .
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A megolda´svektor:
x(t,x0) =

x1(t)
x2(t)
x3(t)
x4(t)
 = TDeT−1x0 =
=

−2
5
e−3it +
14
5
ie−3it − 2
5
e3it − 14
5
ie3it +
9
5
e−t
32
25
e−3it − 74
25
ie−3it +
32
25
e3it +
74
25
ie3it − 39
25
e−t +
1
5
te−t
− 2
25
e−3it − 136
25
ie−3it − 2
25
e3it +
136
25
ie3it +
4
25
e−t +
9
5
te−t
2e−t

.
A t = 1 helyen felvett e´rte´kek:
x1 ≈ 2,244449037, x2 ≈ −3,870127280,
x3 ≈ −0,6559431842, x4 ≈ 0,7357588824.
A komplex sza´mokra vonatkozo´ Euler -fe´le ke´pletek alkalmaza´sa´val a megolda´s valo´s
alakra hozhato´:
x1(t) = −4
5
cos 3t+
28
5
sin 3t+
9
5
e−t,
x2(t) =
64
25
cos 3t− 148
25
sin 3t+
1
5
te−t − 39
25
e−t,
x3(t) = − 4
25
cos 3t− 272
25
sin 3t+
9
5
te−t +
4
25
e−t,
x4(t) = 2e
−t.
A t = 1 helyen vett helyettes´ıte´si e´rte´kek csak az utolso´ egy-ke´t jegyben te´rnek el:
x1 ≈ 2,244449037, x2 ≈ −3,870127279,
x3 ≈ −0,6559431837, x4 ≈ 0,7357588824.
7. O¨sszefoglalo´
A moda´lma´trixos megolda´si elja´ra´s pontos, ha a minima´legyenletnek csak egyszeres
gyo¨kei vannak, ma´s szo´val, ha az a´llando´ egyu¨tthato´ju´ linea´ris differencia´legyenlet-
rendszer n× n-es A ma´trixa´nak van n sza´mu´ linea´risan fu¨ggetlen saja´tvektora.
Ekkor a Lagrange-fe´le ma´trixpolinomok (l. [K18], 246. oldal) alkalmaza´sa helyett
ce´lszeru˝bb a moda´lma´trixszal ke´pezni a megolda´st.
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A moda´lma´trixos megolda´s ko¨zel´ıto˝, ha pl. a minima´legyenlet egyszeres gyo¨-
kei mellett egy ke´tszeres gyo¨k is elo˝fordul, e´s az egyu¨tthato´ma´trixot olyan ko¨zel´ıto˝
ma´trixszal (manko´ma´trixszal) helyettes´ıtju¨k, melynek van n sza´mu´ linea´risan fu¨g-
getlen saja´tvektora.
Abban az esetben, ha a minima´legyenlet gyo¨kei ko¨zo¨tt van ketto˝ne´l nagyobb
multiplicita´su´, akkor az Hermite-fe´le ma´trixpolinomok (l. [K18], 279. oldal) alkal-
maza´sa helyett ce´lszeru˝bb az eAt exponencia´lis ma´trixfu¨ggve´ny norma´lalakja´nak
felhaszna´la´sa´val ke´pezni a pontos megolda´st. A megolda´shoz szu¨kse´ges az A ma´t-
rix Jordan-fe´le norma´lalakja e´s a transzforma´cio´ T ma´trixa, melyek a dolgozatban
le´ırtak szerint gazdasa´gosan elo˝a´ll´ıthato´k.
A differencia´legyenlet-rendszer megolda´sa´t a ma´trixszorzatok mindke´t mo´d-
szerrel rendezett forma´ban a´ll´ıtja´k elo˝.
A pontos moda´lma´trixszal elo˝a´ll´ıtott megolda´s a Jordan-fe´le norma´lalakkal
ke´pzett megolda´s specia´lis esete, ha a megolda´st a dolgozatban adott szaba´lyok be-
tarta´sa´val ve´gezzu¨k. A manko´ma´trix moda´lma´trixa e´s inverze´nek kilenc-t´ız e´rte´kes
jegyre valo´ ko¨zel´ıte´se´vel elo˝a´ll´ıtott ma´trix szorzata a´ltala´ban nem tiszta egyse´g-
ma´trixot – u´n. szemetes egyse´gma´trixot – ad eredme´nyu¨l. A szemetes egyse´gma´trix
e´s a pontos egyse´gma´trix ku¨lo¨nbse´ge´t ve´ve, annak abszolu´t e´rte´kben legnagyobb
eleme´bo˝l ko¨vetkeztethetu¨nk a megolda´s pontos jegyeinek sza´ma´ra.
A szerzo˝ o˝szinte ko¨szo¨nete´t fejezi ki a lektornak. Megjegyze´sei, javaslatai ne´lku¨l
nem sikeru¨lt volna a cikk fe´lree´rtheto˝ re´szeit e´rtheto˝ve´ fogalmazni.
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J. Gyula Oba´dovics: New method for finding the Jordan canonical
form and transformation matrix of a given matrix A ∈ Rn×n, and for
solving linear differential equations with constant coefficients
The modal matrix solution method is exact if all roots of the minimal equation are
simple or, in other words, if the n× n matrix A of the system of linear differential
equations with constant coefficients has n linearly independent eigenvectors. In this
case, instead of applying matrix Lagrange polynomials, it is preferable to construct
the solution by means of the modal matrix.
The modal matrix solution method is approximative if, for instance, besides
simple roots there is a double root of the minimal equation, and we replace the
coefficient matrix with an approximating matrix (crutch matrix) having n linearly
independent eigenvectors.
If the minimal equation has at least one root of multiplicity greater than two
then instead of using the matrix Hermite polynomials it is better to construct the
exact solution by means of the normal form of the exponential matrix function eAt.
The solution process requires the Jordan form of A and the transformation mat-
rix T which can be obtained in an economical way described in the paper.
With both methods, the matrix products give the solution of the system of
differential equations in a well-arranged form.
The solution created with the help of the exact modal matrix is a particular
case of the solution obtained from the Jordan form provided the rules laid down in
the paper are observed throughout the procedure. When using an approximation
method, the product of the modal matrix and its inverse will in general be a so-
called junk unit matrix rather than a pure unit matrix. The maximum of the
absolute value of elements outside the main diagonal yields information on the
number of accurate digits in the solution.
Oba´dovics J. Gyula
a matematikai tudoma´nyok kandida´tusa
professor emeritus
e-mail: ojgy33@gmail.com
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TA´RSULATI E´LET – 2012
Szele Tibor-emle´ke´rem
A Bolyai Ja´nos Matematikai Ta´rsulat Szele Tibor-emle´ke´rem bizottsa´ga a 2012.
e´vi e´rmet Totik Vilmosnak ı´te´lte oda.
Indokla´s: Totik Vilmos tudoma´nyos munka´ssa´ga´t csak a legmagasabb szintu˝
jelzo˝kkel lehet me´ltatni. Keve´s olyan matematikus van ma Magyarorsza´gon, aki
a matematika ennyi fu¨ggetlen a´ga´ban ilyen magabiztossa´ggal e´s alkoto´ ero˝vel dol-
gozna. Munka´ssa´ga´nak ma´r a forma´lis mutato´i is tekinte´lyt parancsolo´ak (160 dol-
gozata van, 5 ko¨nyvet, 3 feladatgyu˝jteme´nyt e´s 10 ismeretterjeszto˝ munka´t is ı´rt,
1300-na´l to¨bb hivatkoza´sa van), de munka´ssa´ga igazi e´rte´ke´t az adja, hogy a sza´-
mokkal nem me´rheto˝ mino˝se´gi sz´ınvonal e´s tudoma´nyos hata´s tekintete´ben messze
kiemelkedik me´g a hasonlo´ mutato´kkal rendelkezo˝ matematikusok ko¨zu¨l is. Bizo-
nyosan ennek ko¨szo¨nheto˝, hogy a European Research Center grantja´t is elnyerte,
amelynek kerete´ben sza´mos fiatal matematikus, posztdoktor munka´ja´t ira´ny´ıtja.
Tudoma´nyos eredme´nyeinek taglala´sa´ra, csak azokbo´l a munka´ibo´l emelu¨nk ki ne´-
ha´nyat, amelyekkel a Szele Tibor-emle´ke´rem ki´ıra´sa´nak szelleme´ben
”
kiemelkedo˝
fokon seg´ıti e´s ira´ny´ıtja a tehetse´ges fiatalokat a matematikai kutata´sba valo´ beve-
zete´sben proble´ma´kkal valo´ ella´ta´s, tudoma´nyos egyu¨ttmu˝ko¨de´s re´ve´n.”
Komja´th Pe´terrel ve´gzett t´ıze´ves ko¨zo¨s munka eredme´nye a [Problems and
Theorems in Set Theory”, Problem Books in Mathematics, Springer Verlag, 2006]
ko¨nyv, amely az egyetlen halmazelme´leti feladatgyu˝jteme´ny a vila´gon, amely
a klasszikus halmazelme´let mellett nagyon sok kapcsolo´do´ feladatot ta´rgyal az al-
gebra, geometria, topolo´gia, anal´ızis e´s kombinatorika teru¨lete´ro˝l. A recenzio´k, kriti-
ka´k, amelyek mindegyike magasztalo´, megegyeznek abban, hogy a ko¨nyv vetekedik
a legenda´s Po´lya-Szego˝-fe´le anal´ızis-pe´ldata´rral, annak me´lto´ uto´da, folytata´sa ab-
ban az e´rtelemben, hogy ez a ko¨nyv is matematikusnemzede´kek ege´sz sora´t ind´ıtja
el a kutata´s u´tja´n. Re´szt vett a ma´sodik Schweitzer-ko¨nyv [Contests in Higher
Mathematics, II ] elke´sz´ıte´se´ben e´s kiada´sa´ban. Ismeretterjeszto˝ dolgozatai ko¨zu¨l
kiemelju¨k [A tale of two integrals, Amer. Math. Monthly, 106 (1999), 227–240.]
cikke´t, amelyet a Mathematical Association of America Lester Ford-d´ıjjal jutal-
mazott. [Egy o¨tlet: Le´pju¨nk ki a te´rbe, Polygon, 2 (1993), 104–111.] dolgozata´val
elind´ıtotta az
”
Egy o¨tlet”rovatot, amelyben proble´mamegolda´sokban gyakran hasz-
na´lt eszko¨zo¨ket publika´lnak a szerzo˝k.
Ke´szse´gesen e´s o¨nzetlenu¨l va´llal feladatokat a matematikai tehetse´gek felkuta-
ta´sa´ban, gondoza´sa´ban. Ha´romszor volt a Schweitzer Miklo´s-emle´kverseny bizottsa´-
ga´nak elno¨ke, a versenyen kitu˝zo¨tt feladatainak sza´ma 25-30 ko¨zo¨tt lehet. Gyakran
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megh´ıvott ne´pszeru˝ elo˝ado´ja a tehetse´ggondozo´ inte´zme´nyeknek, rendezve´nyeknek,
amelyek ko¨zu¨l a leguto´bbiak: Fazekas Miha´ly Gimna´zium (2011): Sza´mkito¨lte´sekto˝l
a harmonikus fu¨ggve´nyekig; Eo¨tvo¨s Lora´nd Kolle´gium Matematikai Mu˝hely (2012):
Ke´t integra´l mese´je; Eo¨tvo¨s Lora´nd Kolle´gium Matematikai Mu˝hely (2012): Ultra-
szorzatok e´s Banach-limeszek; Ko¨MaL Anke´t (2012): Te´rkito¨lto˝ go¨rbe´k.
Alap´ıto´ tagja a Bolyai Inte´zet Matematikai Doktori Iskola´ja´nak, ahol rendsze-
resen vezet kurzusokat. Sza´mos specia´lkolle´giumot tartott a matematikai gondol-
koda´s elterjeszte´se, a matematika megkedveltete´se e´rdeke´ben a
”
Hı´res proble´ma´k
a matematika to¨rte´nete´bo˝l”-to˝l
”
A politika matematika´ja”-ig. Legenda´s a felso˝bb
e´vesek (ma mesterszakosok) e´s doktoranduszok sza´ma´ra tartott feladatmegoldo´ sze-
mina´riuma; ezt leguto´bb az elmu´lt fe´le´vben hirdette meg.
Ha´rom magyar (Benko˝ Da´vid, Nagy Be´la, Too´kos Ferenc) e´s ha´rom amerikai
(M. Findley, P. Simeonov, R. Taylor) doktorandusz szerzett ira´ny´ıta´sa alatt PhD
c´ımet; jelenleg is van egy nagyon tehetse´ges doktorandusza (Varga Tama´s), aki ko¨z-
vetlenu¨l ve´de´s elo˝tt a´ll. A ke´tszeres Schweitzer-gyo˝ztes Varju´ Pe´tert is o˝ ind´ıtotta el
a pa´lya´n, aki ha´rom approxima´cio´elme´leti cikke´nek birtoka´ban (ketto˝ben ta´rsszerzo˝
Totik Vilmos) nyugodtan ve´dhetett volna Szegeden is, de e´ppen Totik Vilmos tana´-
csa´ra ku¨lfo¨ldi tanulma´nyokra indult e´s ve´gu¨l Princetonban szerzett PhD-fokozatot.
Totik Vilmos hosszu´ ideje vezeto˝je az MTA Anal´ızis e´s Sztochasztika Kutato´cso-
portnak, ahol rendszeresen dolgoznak pa´lya´juk eleje´n a´llo´ fiatal matematikusok,
doktoranduszok e´s posztdoktorok.
O¨sszefoglalva: Totik Vilmos nemzetko¨zileg rendk´ıvu¨l kiemelkedo˝ tudoma´nyos
sikerei mellett ele´vu¨lhetetlen e´rdemeket szerzett a matematikai tehetse´gek felku-
tata´sa´ban, gondoza´sa´ban, tudoma´nyos pa´lya´ra a´ll´ıta´sa´ban, a matematikai kutato´i
uta´npo´tla´s kinevele´se´ben, amivel felte´tlenu¨l e´rdemesse´ va´lt a Szele Tibor-emle´k-
e´remre.
Beke Mano´-emle´kd´ıj
A 2012. e´vi Beke Mano´-emle´kd´ıj bizottsa´g ko¨ru¨ltekinto˝ me´rlegele´s uta´n az ala´bbi
hata´rozatot hozta: a Beke Mano´-d´ıj ma´sodik fokozata´t kapja´k: Juha´sz Katalin,
La´bodi Gyo¨ngyi, La´ngne´ Juha´sz Szilvia, Me´sza´ros Jo´zsef, Miha´ly Ma´ria
e´s Sze´kely Andra´s Zsolt, Sze´plaki Gyo¨rgyne´ e´s Va´gi Veronika.
Indokla´s: Juha´sz Katalin a Zsa´mbe´ki Tan´ıto´ke´pzo˝ Fo˝iskola elve´gze´se uta´n
1980-to´l napjainkig Ra´ckeve´n tan´ıt az A´rpa´d Fejedelem A´ltala´nos Iskola´ban elso˝
e´vfolyamto´l negyedik e´vfolyamig. Oszta´lyainak minden tanta´rgya´t tan´ıtja az infor-
matika e´s a nyelv kive´tele´vel. Kolle´ga´i ve´leme´nye szerint teljes e´lete´t az iskola´nak
szenteli, sokat seg´ıt mind kolle´ga´inak, mind a tan´ıtva´nyainak. Ars poetica´ja:
”
min-
den gyerekben van valami jo´, valami e´rdekes”. Sokat tesz a gyerekekben rejlo˝ tehet-
se´gek felfedeze´se´e´rt e´s annak kibontakoztata´sa´e´rt. Tan´ıtva´nyai ku¨lo¨nbo¨zo˝ szintu˝
tanulma´nyi versenyeken sikeresen szerepeltek. Pe´lda´ul Monoron a megyei komp-
lex tanulma´nyi versenyen tan´ıtva´nya I. helyeze´st e´rt el. Ezen k´ıvu¨l a Bolyai Ja´nos
Csapatversenyen e´s Bendegu´z Gyermek – e´s Ifju´sa´gi Akade´mia´n Szegeden is re´szt
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vesznek tan´ıtva´nyai. Az Apa´czai komplex levelezo˝s versenyen 2 tan´ıtva´nya jutott
be az orsza´gos do¨nto˝be (magyar–matematika–ko¨rnyezetismeret–rajz). Rajzbo´l e´s
nyelvtanbo´l is nagyon sze´p eredme´nyeket e´rtek el tan´ıtva´nyai. Munka´ja sora´n sok-
szor seg´ıt az iskola´jukban megrendezett tanulma´nyi versenyeken, pe´lda´ul a Zr´ınyi
Ilona Matematikaversenyt 20 e´ve szervezi. Itt ke´t alkalommal volt orsza´gos do¨nto˝s
tan´ıtva´nya, 2010-ben e´s 2011-ben. To¨bb szakmai tova´bbke´pze´sen vett re´szt. Jelen-
leg egy Comenius-programban dolgozik seg´ıto˝ke´nt. A gyerekekkel sz´ıvvel le´lekkel
foglalkozo´, iskola´ja´e´rt sokat dolgozo´ tan´ıto´no˝.
La´bodi Gyo¨ngyi matematika–orosz nyelvszakos diploma´ja´t 1995-ben a szegedi
Jo´zsef Attila Tudoma´nyegyetemen szerezte. 1995 o´ta a nagykanizsai Batthya´ny
Lajos Gimna´zium e´s Ege´szse´gu¨gyi Szakko¨ze´piskola tana´ra. Ne´gy e´ve eredme´nyesen
vezeti az iskola matematika munkako¨zo¨sse´ge´t, mely megb´ızata´st kiva´lo´ szakmai
munka´ja elismere´seke´nt kapta. Kollegialita´sa, seg´ıto˝ke´szse´ge pe´ldamutato´.
Ko¨vetkezetes, magas sz´ınvonalu´ e´s eredme´nyes oktato´ munka´ja´nak ko¨szo¨nhe-
to˝en tan´ıtva´nyai kiemelkedo˝en teljes´ıtenek az e´rettse´gi vizsga´kon, majd a felso˝ok-
tata´si inte´zme´nyekben. Az ige´nyes e´s sz´ınvonalas tano´rai munka mellett mindig
nagy gondot ford´ıt a tehetse´ggondoza´sra is. Iskolai e´s va´rosi tehetse´ggondozo´ szak-
ko¨rt vezet, tan´ıtva´nyai a megyei, regiona´lis e´s orsza´gos versenyeken eredme´nyesen
szerepelnek. A nemzetko¨zi Kenguru Verseny szerveze´se´ben, a Zalai Matematikai
Tehetse´geke´rt Alap´ıtva´ny munka´ja´ban e´vek o´ta re´szt vesz. Folyamatosan ke´pezi
maga´t, rendszeresen vesz re´szt a matematikatana´rok va´ndorgyu˝le´sein, konferen-
cia´in. To¨bb e´ve oktat a Veszpre´mi Pannon Egyetem Nagykanizsai Ke´pzo˝helye´n.
Sokoldalu´sa´ga, gyermekszeretete, szakmai tuda´sa avatta o˝t tan´ıtva´nyai e´s kolle´ga´i
ko¨re´ben tekinte´lyes tana´rra´.
La´ngne´ Juha´sz Szilvia a´ltala´nos iskolai, matematika–fizika szakos tana´ri okle-
vele´t 1999-ben a szegedi Juha´sz Gyula Tana´rke´pzo˝ Fo˝iskola´n szerezte, majd 2005-
ben elve´gezte a sza´mı´ta´stechnika szakot is. Pedago´gus pa´lya´ja´t Szegeden a Peto˝fi
Sa´ndor A´ltala´nos Iskola´ban kezdte, jelenleg a Gregor Jo´zsef A´ltala´nos Iskola tana´ra.
Tano´ra´it alapos felke´szu¨le´s, ko¨ru¨ltekinto˝ terveze´s elo˝zi meg, e´s fiatalos lendu¨let jel-
lemzi. Mindig nagy hangsu´lyt helyez a tanulo´i teve´kenykedtete´se´re e´s a jo´l struktu-
ra´lt fogalomalkota´sra. Sikeresen e´l a pedago´giai e´s mo´dszertani szabadsa´g leheto˝-
se´geivel, azt helyesen e´rtelmezi e´s alkalmazza. A ke´pesse´gek szerinti foglalkoztata´s
h´ıve, amit munka´ja´ban rendszeresen alkalmaz. Folyamatosan o¨nke´pze´st folytat,
to¨rekszik a legu´jabb szakmai, mo´dszertani ismeretek megszerze´se´re. A mindenna-
pokban ve´gzett magas sz´ınvonalu´ pedago´giai munka´ja mellett kiemelkedo˝ szerepet
va´llal a tehetse´ggondoza´sban. A Bendegu´z Gyermek e´s Ifju´sa´gi Akade´mia levelezo˝
versenyei ko¨zu¨l matematika tanta´rgybo´l 1–8. oszta´ly sza´ma´ra minden fordulo´ra
a feladatsorokat O˝ a´ll´ıtja o¨ssze e´s dolgozza ki hozza´juk a megoldo´kulcsokat to¨bb
e´v o´ta. Az imma´r nemzetko¨zive´ fejlo˝do¨tt Bonifert Domonkos Matematikaverseny-
nek e´s a Makkosha´zi Matematikaversenynek akt´ıv zsu˝ritagja ma´r hallgato´ kora o´ta.
Sza´mos publika´cio´ja jelent meg a szegedi MOZAIK Kiado´ gondoza´sa´ban megjeleno˝
Matematika Tan´ıta´sa e´s a Csengo˝szo´ c. mo´dszertani folyo´iratokban. Ta´rsszerzo˝je
a Soksz´ınu˝ matematika tanko¨nyvcsala´d also´ tagozatos tanko¨nyveinek, Sza´molo´fu¨ze-
teinek e´s Tuda´sszintme´ro˝ feladatlapjainak 1–4. oszta´lyok sza´ma´ra. Ezek uto´gondo-
za´sa´t, az u´jabb kiada´saik to¨ke´letes´ıte´se´t, a szu¨kse´ges a´tdolgoza´sokat folyamatosan
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ve´gzi. A kiado´ a´ltal ko¨zze´tett also´ tagozatos matematika kerettantervek kidolgoza´-
sa´ban akt´ıvan ko¨zremu˝ko¨do¨tt. Kiada´s alatt a´ll egy informatikai feladatgyu˝jteme´-
nye also´ tagozatosok sza´ma´ra o¨sszea´ll´ıtott sza´mı´ta´stechnikai gyakorlatokkal. E´vente
to¨bb alkalommal tart mo´dszertani elo˝ada´sokat az orsza´g legku¨lo¨nbo¨zo˝bb re´gio´iban.
A MOZAIK mo´dszertani napoknak rendszeres elo˝ado´ja. Fiatal lendu¨lete, szakmai
felke´szu¨ltse´ge e´s e´rte´kes pedago´giai munka´ja – amit ha´rom kisgyermek e´desanyja-
ke´nt ve´gez – pe´ldae´rte´ku˝ lehet pa´lyata´rsai sza´ma´ra is.
Me´sza´ros Jo´zsef 1961-ben ko¨ze´piskolai tana´ri oklevelet szerzett fizika–mate-
matika szakon a pozsonyi Pedago´giai Fo˝iskola´n. Ke´t e´v katonai szolga´lat uta´n egy-
kori alma matere´ben kezdte el tana´ri pa´lyafuta´sa´t, ahol 39 e´vet tan´ıtott. 2001-to˝l
2010-ig, mint nyugd´ıjas a Szenczi Molna´r Albert Gimna´ziumban teve´kenykedett,
a 2011/12-es tane´vto˝l a dunaszerdahelyi Maga´ngimna´ziumban hetente egy alkalom-
mal matematika szakko¨rt vezet. Kezdetekto˝l fogva e´rdekelte a tehetse´ges tanulo´kkal
valo´ foglalkoza´s, ennek e´rdeke´ben folyamatosan ke´pezte maga´t, ı´gy keru¨lt a Ko¨-
MaL, az A Matematika Tan´ıta´sa, az erde´lyi Matematikai Lapok, az orosz Kvant
e´s Matyematyika v sko´le, valamint a cseh e´s szlova´k szakfolyo´iratok bu˝vko¨re´be,
de lapozgatott ne´met szakfolyo´iratokban is. To¨bbszo¨r ko¨nyvjutalomban re´szesu¨lt,
mert a feladatmegoldo´ versenyeken elo˝kelo˝ helyeken ve´gzett. O˝ vitte el gala´ntai
dia´kjait elo˝szo¨r a tatai O¨veges-emle´kversenyre, a nyolcoszta´lyos gimna´zium 5–8.
e´vfolyamos tanulo´it a ba´tasze´ki matematikaversenyre, a 9–12. e´vfolyamos tanulo´-
kat a Zalamat alap´ıtva´ny a´ltal szervezett matematikai tre´ningre Balatonbere´nybe,
illetve Fonyo´dra. Ennek a tehetse´ggondozo´ ta´bornak rendszeres elo˝ado´ja. To¨bbszo¨r
tartott szlova´k kolle´ga´knak e´s tehetse´ges dia´koknak foglalkoza´st Budmerice´ben e´s
Gimesen. 1985 o´ta rendszeres re´sztvevo˝je a Ra´tz La´szlo´-va´ndorgyu˝le´snek, egyetlen
alkalommal sem hia´nyzott. Ke´t alkalommal elo˝ada´st e´s szemina´riumot is tartott.
Tartott elo˝ada´st a Zalamat alap´ıtva´ny a´ltal Nagykanizsa´n, a ke´te´vente megrende-
ze´sre keru¨lo˝ a´ltala´nos e´s ko¨ze´piskolai matematikai tehetse´ggondozo´ konferencia´n
is. Dia´kjai to¨bbszo¨r sikeresen szerepeltek a Ko¨MaL pontversenye´ben. Ke´t tan´ıt-
va´nya a szlova´k va´logatott keret tagjake´nt re´szt vett a Nemzetko¨zi Matematikai
Dia´kolimpia´n Horva´torsza´gban, illetve Spanyolorsza´gban Nagyon akt´ıvan bekap-
csolo´dott a matematika mo´dszertana´nak ne´pszeru˝s´ıte´se´be oktato´ke´nt. Munka´ja´t
sza´mos kitu¨ntete´ssel is elismerte´k, to¨bbek ko¨zo¨tt:
1983-ban, az akkori Csehszlova´kia´ban orsza´gos elso˝ d´ıjat nyert Pedago´giai
felolvasa´sbo´l, 1984-ben pedig egy ma´sodik d´ıjban re´szesu¨lt. 2001-ben megkapta
a felvide´ki pedago´gusok legrangosabb d´ıja´t, a Czaba´n Samu-d´ıjat. E´lete´nek nagy
re´sze´t a matematikai tehetse´ggondoza´s to¨lto¨tte ki. Pe´lda lehet a fiatal kollega´k
sza´ma´ra mind egye´nise´ge, mind szakmai tuda´sa.
Miha´ly Ma´ria e´s Sze´kely Andra´s Zsolt megosztott d´ıjat kapnak, mindketten
1986-ban ve´gztek Szegeden, a Jo´zsef Attila Tudoma´nyegyetemen matematika–fizika
szakon e´s mindketten informatika szakos diploma´val is rendelkeznek. A gyulai
Erkel Ferenc Gimna´zium tana´rai, ahol mindha´rom szakta´rgyukat magas sz´ınvona-
lon tan´ıtja´k. Mindketten munkako¨zo¨sse´g-vezeto˝k, Ma´ria az oszta´lyfo˝no¨ki munka-
ko¨zo¨sse´get, Andra´s pedig a matematika munkako¨zo¨sse´get vezeti. A´llando´an ke´pzik
magukat. Nemcsak a ko¨telezo˝ programokon vesznek re´szt, hanem ezeken felu¨l is.
Rendszeres re´sztvevo˝i a Ra´tz La´szlo´-va´ndorgyu˝le´seknek. Mindketten emelt szintu˝
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matematika e´rettse´gi feladatsorokat szerkesztenek, amelyek a Ko¨MaL-ban meg is
jelentek. Munka´jukat a precizita´s jellemzi. O´ra´ikra mindig lelkiismeretesen felke´-
szu¨lnek, azok sz´ınesek, e´lme´nysza´mba mennek. Egyforma´n figyelnek minden dia´kra,
nem hagyja´k elkallo´dni a matematika´bo´l gyenge´bb ke´pesse´gu˝ tanulo´kat sem. A te-
hetse´gekkel is sokat foglalkoznak. Tan´ıtva´nyaik orsza´gos szintu˝ eredme´nyeket e´rtek
el. A tan´ıta´s mellett to¨bb helyi, orsza´gos, Ka´rpa´t-medencei program szerveze´se´-
ben vettek re´szt. Kezdetekto˝l seg´ıtette´k a Hajnal Imre Matematika Tesztverseny e´s
Mo´dszertani Napok szerveze´se´t. Oroszla´nre´szt va´llaltak abban, hogy sikeres legyen
Gyula´n a 2007-es Ra´tz La´szlo´-va´ndorgyu˝le´s, a 2008-as A´ltala´nos Iskolai Fizika-
tana´ri Anke´t e´s Eszko¨zkia´ll´ıta´s e´s a 2009-es Nemzetko¨zi Magyar Matematikaver-
seny. Ma´ria ezen k´ıvu¨l egy la´ta´sse´ru¨lt tan´ıtva´nya´t is felkarolta, e´s kapcsolatuk az-
o´ta is tart. Meghato´ e´s pe´ldae´rte´ku˝ az is, ahogy nyugd´ıjas kolle´ga´kkal a kapcsolatot
tartja, rendszeresen tala´lkozik velu¨k. Sze´kely Andra´st a ko¨zo¨sse´g is e´rdekli, amiben
e´l, dolgozik. Kolle´ga´i tisztelete´t e´s elismere´se´t az is bizony´ıtja, hogy hosszu´ e´vek
o´ta va´lasztott tagja, jelenleg va´lasztott elno¨ke az iskola´ja ko¨zalkalmazotti tana´-
csa´nak. To¨bb e´vtizedes munka´ssa´ga´e´rt Polga´rmesteri dicse´retet is kapott Gyula´n.
Mindketten remek pedago´gusok, nagyon jo´ kolle´ga´k. Rendk´ıvu¨l sz´ınes egye´nise´gek,
egyben kiva´lo´ csapatemberek. Igazi pe´ldake´pek dia´k, szu¨lo˝ e´s pedago´gus sza´ma´ra
egyara´nt.
Sze´plaki Gyo¨rgyne´ 1971-ben szerzett matematika–fizika szakon ko¨ze´piskolai
tana´ri diploma´t az Eo¨tvo¨s Lora´nd Tudoma´nyegyetemen, majd az ELTE Radno´ti
Miklo´s Gyakorlo´ A´ltala´nos Iskola e´s Gimna´ziumba keru¨lt tana´rnak, 1977-to˝l vezeto˝
tana´r. Egyara´nt lelkiismeretesen tan´ıtotta a matematika ira´nt keve´sbe´ foge´kony
tanulo´kat e´s a kiemelkedo˝en tehetse´ges tanulo´kat is. 1982-to˝l napjainkig tala´lkoz-
hatunk tan´ıtva´nyaival a legku¨lo¨nbo¨zo˝bb matematikaversenyek e´lvonala´ban, illetve
a Ko¨MaL valamint az ABACUS pontversenye´ben. Oszta´lyait is lelkes´ıteni tudja,
nem csak a kiemelkedo˝en tehetse´ges tanulo´kat, ı´gy tan´ıtva´nyai sze´p sikereket e´rtek
el a teljes oszta´lyle´tsza´mot ige´nylo˝ Matematika Hata´rok Ne´lku¨l versenyen is (2003-
ban elso˝ lett az akkori 9.A oszta´ly, 2008-ban harmadik a 9.B oszta´lya). Vezeto˝tana´ri
teve´kenyse´ge´t teljes odaada´ssal, szakmai e´s emberi elko¨telezettse´ggel ve´gzi. Nagy
hangsu´lyt helyez az o´ra´kra valo´ felke´sz´ıte´sre, a szemle´ltete´sre, az o´ra´kat ko¨veto˝
tartalmas megbesze´le´sekre e´s mindenekelo˝tt a pedago´gus pa´lya sze´pse´geinek meg-
mutata´sa´ra. Rendszeresen tart elo˝ada´st a tana´rjelo¨lteknek az interakt´ıv tananyag
haszna´lata´to´l, a geometriaszemle´lteto˝ eszko¨zeinek bemutata´sa´ro´l e´s me´g sza´mos
izgalmas te´mako¨rbo˝l. Sze´plaki Gyo¨rgyne´ szakmai teve´kenyse´ge messze tu´lmutat
az iskola keretein. 1989 o´ta jelen van a matematikaoktata´s orsza´gos fo´rumain. Egyik
megalkoto´ja volt az ELTE Radno´ti Miklo´s Gyakorlo´iskola nyolcoszta´lyos e´s hatosz-
ta´lyos tanterve´nek, melyhez egy szerzo˝ta´rssal tanko¨nyvcsala´dot ı´rtak. Tanko¨nyv´ıro´i
munka´ja´t az Apa´czai Kiado´na´l folytatta, ahol hatodmaga´val az a´ltala´nos iskola
felso˝ tagozata sza´ma´ra ı´rtak egy tanko¨nyvsorozatot, melyhez feladatgyu˝jteme´ny,
tana´ri ke´ziko¨nyv e´s digita´lis tananyag is ke´szu¨lt. Szerzo˝ke´nt e´s szakmai lektorke´nt
egyara´nt re´szt vett a SuliNova Kht. kompetencia alapu´ oktata´si programcsomagja´-
nak kidolgoza´sa´ban. Rendszeresen tartott akkredita´lt tana´rtova´bbke´pze´seket, elo˝-
ada´sokat tartott a Varga Tama´s Napokon, a Ra´cz La´szlo´-va´ndorgyu˝le´sen is. Sze´p-
laki Gyo¨rgyne´ teljes ember. Legyen szo´ matematika´ro´l, tanko¨nyv´ıra´sro´l, mo´dszer-
tani szake´rto˝i teve´kenyse´gro˝l, elesettek ta´mogata´sa´ro´l, nyugd´ıjasok kara´csonya´ro´l,
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szipogo´ gyerekek vigasztala´sa´ro´l, e´nekle´sro˝l, ja´te´kro´l, ta´boroza´sro´l, O˝ mindenu¨tt
ott van. Sz´ıvvel, le´lekkel, mert sza´ma´ra a vila´g ma´ske´nt elke´pzelhetetlen lenne.
Elso˝k ko¨zo¨tt kapta meg az iskola tana´rainak titkos szavazatake´nt a Ka´rma´n Mo´r-
emle´kgyu˝ru˝t. 2008-ban Ericsson d´ıjat, 2011-ben Graphisoft d´ıjat kapott. 2013 ju´-
niusa´ban nyugd´ıjba vonul. Az iskolai gyerekserege helyett o¨t unoka´ja´nak szenteli
szabadideje´t, melyhez nagyon jo´ ege´szse´get e´s sok boldogsa´got k´ıva´nunk.
Va´gi Veronika teve´kenyse´ge Sze´kesfehe´rva´rhoz ko¨to˝dik. To¨bb e´vtizeden a´t
ugyanabban a ko¨ze´piskola´ban tan´ıtott, az Ybl Miklo´s Ko¨ze´piskola´ban, majd annak
megszu˝nte uta´n a Kodola´nyi Ja´nos Ko¨ze´piskola´ban. Pa´lya´ja´t szakfelu¨gyelo˝ke´nt,
illetve szaktana´csado´ke´nt folytatta. Elme´lyu¨lt matematikai ismereteit jo´l kamatoz-
tatta tova´bbke´pze´sek szerveze´se´ben. Kiemelkedo˝ szakmai felke´szu¨ltse´ge, ko¨zvetlen
modora miatt kolle´ga´i nagyra becsu¨lik. Matematikai e´s mo´dszertani ke´rde´sekben
naprake´szen ta´je´kozott e´s szaktana´csado´ke´nt jo´l alkalmazta ezeket az ismereteit.
Biztos e´rze´kkel va´lasztotta meg a matematikai nevele´s aktua´lis, a tana´rok sza´ma´ra
fontos te´ma´it. Ezekbo˝l tova´bbke´pze´seket tartott e´s szervezett a megye ko¨ze´piskolai
tana´rainak. Ma´r 28 e´v o´ta a tagozat fa´radhatatlan titka´ra. Feladatko¨re´hez tartozik
az e´venke´nt megrendezett megyei matematika verseny, amelynek elo˝ke´sz´ıte´se´hez
tartoznak az e´vfolyamonke´nt e´s szakma´nke´nt megva´lasztott e´vfolyambizottsa´gok.
Ezek munka´ja´t egy csu´csbizottsa´g fe´su¨li o¨ssze e´s elleno˝rzi, melynek megszerveze´se,
a tagok felke´re´se, sok tapintatot e´s nagy gyakorlatot ige´nyel. Va´gi Veronika fogta
o¨ssze a ke´tfordulo´s verseny valamennyi teendo˝je´t a feladatsorok ve´gso˝ o¨sszea´ll´ıta´sa´-
to´l az eredme´nyhirdete´sig. Sze´kesfehe´rva´r o¨nkorma´nyzata a helyi tudoma´nyos ko¨z-
e´let ta´mogata´sa´ra, o¨na´llo´ kutata´sok publika´cio´inak ko¨zze´te´tele´re hozta le´tre Szekfu¨
Gyula – La´nczos Korne´l Alap´ıtva´nyt. Ezen alap´ıtva´ny kurato´riuma´nak a terme´szet-
tudoma´nyos szake´rto˝je Va´gi Veronika. Munka´ja´t az o¨nkorma´nyzat nagyra e´rte´keli,
fo˝tana´csosi c´ımben e´s Pro Civitate d´ıjban re´szes´ıtette. Va´gi Veronika nagyon sokat
tett a matematika ne´pszeru˝s´ıte´se´e´rt.
Gru¨nwald Ge´za-emle´ke´rem
2012-ben a Gru¨nwald Ge´za-emle´ke´remre t´ız jelo¨le´s e´rkezett. A bizottsa´g o¨ro¨mmel
a´llap´ıtotta meg, hogy a jelo¨ltek igen magas tudoma´nyos sz´ınvonalat ke´pviselnek,
ami egyben jelzi a Gru¨nwald-emle´ke´rem ta´rsadalmi e´s tudoma´nyos elismertse´ge´t.
A Bolyai Ta´rsulat e´vente legfeljebb ne´gy d´ıjat adhat ki. A bizottsa´g szavazatai
alapja´n az idei a d´ıjazottak a ko¨vetkezo˝k: Balka Richa´rd, Csikva´ri Pe´ter,
Me´rai La´szlo´ e´s Szo¨llo˝si Ferenc.
Indokla´s: Balka Richa´rd 1982-ben szu¨letett, 2006-ban szerzett matematikus
diploma´t az Eo¨tvo¨s Lora´nd Tudoma´nyegyetemen, majd 2012-ben PhD fokozatot
ugyanott Elekes Ma´rton te´mavezete´se´vel. Jelenleg fiatal kutato´ a Re´nyi Inte´zetben.
Balka Richa´rdnak 7 tudoma´nyos publika´cio´ja van, valamint tova´bbi sza´mos cikke
van jelenleg elb´ıra´la´s alatt. Fo˝ kutata´si teru¨lete a geometriai me´rte´kelme´let e´s a va-
lo´s anal´ızis. Legjelento˝sebb eredme´nyeit Elekes Ma´rtonnal e´s Buczolich Zolta´nnal
ko¨zo¨s ke´t cikkben e´rte el, melyekben egy u´j frakta´ldimenzio´-fogalmat e´p´ıtenek ki,
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e´s e´rdekes alkalmaza´sokat is tala´lnak. Me´ly e´s e´rdekes ennek a magasabb dimen-
zio´s a´ltala´nos´ıta´sa is, amely Balka friss, o¨na´llo´ publika´cio´ja. Szinte´n kiemelju¨k,
hogy a ko¨zelmu´ltban Elekes Ma´rtonnal e´s Ma´the´ Andra´ssal ko¨zo¨sen megoldotta
Kolmogorov egy 80 e´ves proble´ma´ja´t. Megmutatta´k, hogy nem minden s´ıkbeli hal-
maz kontraha´lhato´ ko¨zel ugyanakkora me´rte´ku˝ poligonra, so˝t tala´ltak ko¨rlappal
homeomorf ellenpe´lda´t is.
Publika´cio´inak me´lyse´ge mellett soksz´ınu˝se´ge is figyelemreme´lto´. Fo˝ teru¨lete,
a geometriai me´rte´kelme´let mellett vannak publika´cio´i a loka´lisan kompakt csopor-
tok, a fixpont-te´telek, a halmazelme´let, a fu¨ggve´nyegyenletek, a kontinuumelme´let
e´s a le´ıro´ halmazelme´let teru¨lete´n is. Kiemelkedo˝ eredme´nyeire tekintettel Balka
Richa´rd a Gru¨nwald Ge´za-emle´ke´remben re´szesu¨l.
Csikva´ri Pe´ter 1984-ben szu¨letett, 2011-ben szerzett PhD fokozatot az Eo¨t-
vo¨s Lora´nd Tudoma´nyegyetemen Sa´rko¨zy Andra´s e´s Szo˝nyi Tama´s te´mavezete´se´-
vel. Jelenleg tana´rsege´d az ELTE sza´mı´to´ge´ptudoma´nyi tansze´ke´n, valamint fiatal
kutato´ a Re´nyi Inte´zetben. Csikva´ri Pe´ternek 12 publika´cio´ja van. Kutata´si teru¨-
lete elso˝sorban a kombinatorika, de sza´melme´letben is e´rt el jelento˝s eredme´nyeket.
Az Acta Arithmetica-ban 2008-ban megjelent cikke´ben azt vizsga´lja, hogy Fp-nek
mekkora re´szhamaza adhato´ meg u´gy, hogy a re´szo¨sszegek ko¨zo¨tt ne szerepeljen
kvadratikus nem-marade´k. Also´ e´s felso˝ becsle´st is ad, e´s szellemesen kombina´l esz-
ko¨zo¨ket a matematika ku¨lo¨nbo¨zo˝ teru¨leteiro˝l. To¨bb dolgozata´ban a Kelmans a´ltal
bevezetett gra´ftranszforma´cio´ hata´sa´t vizsga´lja ku¨lo¨nbo¨zo˝ gra´fpolinomok esete´ben.
Az eredme´nyek az egyu¨tthato´k, illetve a legkisebb vagy legnagyobb gyo¨k va´ltoza´-
sa´nak ira´nya´t hata´rozza´k meg. Tala´n legismertebb eredme´nye a monoton-u´t fa´kat
haszna´lja annak bizony´ıta´sa´ra, hogy tetszo˝legesen nagy a´tme´ro˝ju˝ fa le´tezik, amely-
nek spektruma ege´sz sza´mokbo´l a´ll. Legu´jabban Frenkel Pe´terrel ko¨zo¨s dolgozata´-
ban egy u´j bizony´ıta´si mo´dszert bevezetve messzemeno˝kig a´ltala´nos´ıtja´k Hubai e´s
Abe´rt egy kora´bbi eredme´nye´t gra´fsorozatok kromatikus polinomjairo´l. O¨sszefog-
lalva, Csikva´ri Pe´ter munka´ssa´ga kiemelkedo˝en magas sz´ınvonalu´, rendk´ıvu¨l e´rte´-
kes eredme´nyekkel, amelyek mutatja´k szakmai ismereteinek me´lyse´ge´t e´s rendk´ıvu¨li
bizony´ıto´ ereje´t. Kiemelkedo˝ eredme´nyeire tekintettel Csikva´ri Pe´ter a Gru¨nwald
Ge´za-emle´ke´remben re´szesu¨l.
Me´rai La´szlo´ 1982-ben szu¨letett, 2006-ban szerzett alkalmazott matematikus
diploma´t az Eo¨tvo¨s Lora´nd Tudoma´nyegyetemen, majd 2011-ben PhD fokozatot
ugyanott Sa´rko¨zy Andra´s te´mavezete´se´vel. Jelenleg az ELTE komputeralgebra tan-
sze´ke´n valamint a Budapesti Gazdasa´gi Fo˝iskola´n dolgozik adjunktuske´nt. Me´rai
La´szlo´nak 11 tudoma´nyos publika´cio´ja van, valamint ke´t szabadalma. Kutata´si te-
ru¨lete a pszeudove´letlen sorozatok vizsga´lata. A te´ma igen aktua´lis, mivel az ered-
me´nyek gyakorlati alkalmaza´st nyerhetnek kriptogra´fia´ban. A ke´t szabadalom is
ilyen alkalmaza´sokhoz kapcsolo´dik: egy szavaza´si rendszer e´s egy a´rvere´si rend-
szer. A sorozatok ve´letlen volta´t a´ltala´ban az eloszla´si- e´s a korrela´cio´s me´rte´kkel
jellemzik. A legto¨bb konstrukcio´ multiplikat´ıv vagy addit´ıv karaktereket haszna´l.
Me´rai az Acta Arithmetica-ban megjelent cikke´ben a´ltala´nos´ıtja az o¨sszes eddigi
mo´dszert, ennek seg´ıtse´ge´vel kis korrela´cio´s e´s kis eloszla´si me´rte´kkel rendelkezo˝ so-
rozatokat konstrua´l. Szinte´n hate´kony pszeudo-ve´letlen sorozatokat ke´sz´ıt a Proc.
AMS-ben megjelent dolgozata´ban, ezu´ttal elliptikus go¨rbe´k seg´ıtse´ge´vel. Me´rai ko-
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moly hangsu´lyt fektet a kutata´si te´ma´inak magyarorsza´gi megismertete´se´re. En-
nek e´rdeke´ben to¨bbszo¨r tartott ne´pszeru˝s´ıto˝ elo˝ada´sokat, valamint magyar nyelven
is publika´l. Kiemelkedo˝ eredme´nyeire tekintettel Me´rai La´szlo´ a Gru¨nwald Ge´za-
emle´ke´remben re´szesu¨l.
Szo¨llo˝si Ferenc 1985-ben szu¨letett, 2008-ban szerzett matematikus diploma´t
a Budapesti Mu˝szaki e´s Gazdasa´gtudoma´nyi Egyetemen, majd 2012-ben PhD fo-
kozatot a CEU-n Matolcsi Ma´te´ te´mavezete´se´vel. Jelenleg JSPS posztdoktori o¨sz-
to¨nd´ıjas Japa´nban a Tohoku Universityn. Szo¨llo˝si Ferencnek 14 publika´cio´ja van.
Kutata´si teru¨lete a komplex Hadamard-ma´trixok elme´lete. A komplex Hadamard-
ma´trixok a valo´s Hadamardoknak olyan a´ltala´nos´ıta´sai, ahol az elemek 1 abszolu´t
e´rte´ku˝ komplex sza´mok lehetnek. Ezek a ma´trixok a matematika sza´mos a´ga´ban al-
kalmaza´st nyernek, u´gymint kombinatorika´ban, Fourier-anal´ızisben, linea´ris algeb-
ra´ban e´s opera´torelme´letben. Ez is magyara´zza Szo¨llo˝si Ferenc sza´mos nemzetko¨zi
ta´rsszerjo˝je´t, valamint azt az e´rdeklo˝de´st e´s figyelemreme´lto´ sza´mu´ hivatkoza´st,
ami az eredme´nyei ira´nt mutatkozik. Legismertebb eredme´nye´t a Journal of the
LMS-ben ko¨zli, ahol megad egy 4 parame´teres komplex Hadamard-csala´dot 6 di-
menzio´ban, e´s ezzel igen ko¨zel keru¨l a 6 dimenzio´s komplex Hadamardok teljes
klasszifika´cio´ja´hoz. A teljes klasszifika´cio´ mindeddig csak 5 dimenzio´ig ismert, Ha-
agerup egy eredme´nye a´ltal. A Proc. AMS-ben megjelent ma´sik publika´cio´ja´ban pe-
dig u´j szellemes bizony´ıta´st ad olyan pr´ım-dimenzio´s komplex Hadamard-ma´trixok
le´teze´se´re, amelyek a Fourier-ma´trixto´l ku¨lo¨nbo¨znek. Kiemelkedo˝ eredme´nyeire te-
kintettel Szo¨llo˝si Ferenc a Gru¨nwald Ge´za-emle´ke´remben re´szesu¨l.
Farkas Gyula-emle´kd´ıj
A Bizottsa´g, a bee´rkezett javaslatok alapja´n 2012-ben ne´gy Farkas Gyula-emle´k-
d´ıjat adoma´nyoz. A d´ıjazottak: Folla´th Ja´nos, Nagy-Gyo¨rgy Judit, Orlovits
Zsanett e´s Su¨le Zolta´n.
Indokla´s: Folla´th Ja´nos 1981-ben szu¨letett Szolnokon. 2005-ben szerzett prog-
ramtervezo˝ matematikus diploma´t a Debreceni Egyetemen. Uta´na nappali tagoza-
tos PhD hallgato´ volt a DE Matematika e´s Sza´mı´ta´studoma´nyok Doktori Iskola´-
ja´ban. A doktori ke´pze´s befejeze´se´t ko¨veto˝en tana´rsege´d lett a DE sza´mı´to´ge´ptu-
doma´nyi tansze´ke´n. A PhD tudoma´nyos fokozatot 2012-ben szerezte meg. Te´ma-
vezeto˝je Petho˝ Attila volt. Kutata´si teru¨lete a kriptogra´fia, ezen belu¨l elso˝sorban
pszeudove´letlen bina´ris sorozatokkal e´s hash fu¨ggve´nyekkel foglalkozik. Pa´ros ka-
rakterisztika´ju´ ve´ges testek felhaszna´la´sa´val konstrua´lt jo´ tulajdonsa´gokkal rendel-
kezo˝ pszeudove´letlen bina´ris sorozat csala´dot. Legfontosabb eredme´nye az UDHash
fu¨ggve´ny konstrukcio´ja e´s matematikai elemze´se. Eddig 7 tudoma´nyos dolgozata je-
lent meg kutata´si teru¨lete´nek elismert folyo´irataiban. Ta´rsszerzo˝kkel ke´sz´ıtett egy
egyetemi jegyzetet e´s to¨bb szoftvert, amelyben eredme´nyeit hasznos´ıtja.
Nagy-Gyo¨rgy Judit 2000-ben matematikatana´ri, 2003-ban pszicholo´gus, 2005-
ben programtervezo˝ matematikus diploma´t szerzett. Ezt ko¨veto˝en 2005-to˝l 2008-ig
doktorandusz hallgato´ volt, majd 2009-ben doktori fokozatot szerzett. Diploma´it
e´s a doktori fokozatot is mind Magyarorsza´gon, Szegeden szerezte meg. Jelenleg
70
✐✐
“13-1-beliv” — 2014/5/20 — 11:56 — page 71 — #71
✐
✐
✐
✐
✐
✐
az SZTE TTIK Bolyai Inte´zete´ben egyetemi adjunktus a sztochasztika tansze´ken.
Kutata´si munka´ja az alkalmazott matematika´hoz sorolhato´, elso˝sorban algoritmu-
sok fejleszte´se´vel e´s elemze´se´vel foglalkozik. Ezen belu¨l fo˝ e´rdeklo˝de´si teru¨lete e´s
a doktori disszerta´cio´ja´nak te´ma´ja is az online optimaliza´la´s. Ennek to¨bb re´szteru¨-
lete´n e´rt el fontos eredme´nyeket. Cikkei jelentek meg az u¨temeze´s, a gra´f e´s hyper-
gra´f sz´ıneze´s, a la´dapakola´s, a lapoza´s e´s k-szerver proble´mako¨ro¨kben. Az online
optimaliza´la´s te´mako¨re´n k´ıvu¨l is van ke´t tova´bbi publika´cio´ja, az egyik fa´k be-
a´gyaza´sa´ro´l szo´l, a ma´sik pedig a nemdeterminisztikus automata´k ira´ny´ıto´ szavaira
jav´ıtja meg az ismert legjobb becsle´seket. Tudoma´nyos munka´ja´nak magas sz´ınvo-
nala´t jo´l mutatja, hogy a folyo´irat cikkei az adott szakteru¨leten rangosnak tartott
folyo´iratokban jelentek meg. A ke´t tova´bbi cikke´bo˝l pedig az egyik az ICALP kon-
ferencia´n lett elfogadva, amely konferencia az elme´leti sza´mı´ta´studoma´ny egyik leg-
jelento˝sebb fo´ruma. A ma´sik, nem folyo´iratban ko¨zo¨lt publika´cio´ja pedig a Bolyai
Society Mathematical Studies sorozatban jelent meg. O¨sszesen 8 cikket publika´lt,
e´s jelenleg egy tova´bbi cikke van benyu´jtva ko¨zle´sre. A publika´lt cikkek megje-
lene´si helye mellett me´g e´rdemes kiemelni, hogy olyan nemzetko¨zileg is elismert
kutato´kkal dolgozott egyu¨tt, mint Szemere´di Endre, Tuza Zsolt e´s Leah Epstein.
A tudoma´nyos cikkein k´ıvu¨l me´g ta´rsszerzo˝je egy valo´sz´ınu˝se´g-sza´mı´ta´si e´s statisz-
tikai pe´ldata´rnak is.
Orlovits Zsanett ko¨ze´piskolai tanulma´nyait a tatai Eo¨tvo¨s Jo´zsef Gimna´zium-
ban ve´gezte. Egyetemi diploma´ja´t az ELTE TTK alkalmazott matematikus szaka´n
szerezte 2003-ban. Ke´so˝bb ugyanitt doktori ke´pze´sben vett re´szt Gerencse´r La´szlo´
szakmai ira´ny´ıta´sa´val. 2012-ben summa cum laude mino˝s´ıte´ssel ve´dte meg doktori
(PhD) disszerta´cio´ja´t. Az MTA Fiatal Kutato´i O¨szto¨nd´ıja´t elnyerve 3 e´vig volt
az MTA SZTAKI munkata´rsa. 2006 o´ta a Budapesti Mu˝szaki e´s Gazdasa´gtudo-
ma´nyi Egyetem Matematika Inte´zete´nek differencia´legyenletek tansze´ke´n dolgozik,
jelenleg adjunktusi munkako¨rben. Orlovits Zsanett eddig elso˝sorban sztochaszti-
kus volatilita´s modellek pe´nzu¨gyi alkalmaza´saival foglalkozott. Egyik fo˝ eredme´nye
a GARCH folyamatok rekurz´ıv becsle´se´nek egy u´j megko¨zel´ıte´se, mely az off-line
kva´zi-maximum likelihood mo´dszer egy tova´bbfejleszte´se. Az u´j mo´dszer elemze´-
se´hez a Markov-folyamatok elme´lete´n alapulo´ sztochasztikus approxima´cio´elme´let
eszko¨zta´ra´t haszna´lja. Ennek seg´ıtse´ge´vel igazolta a javasolt rekurz´ıv algoritmus
1 valo´sz´ınu˝se´gu˝ konvergencia´ja´t. Az elo˝bb eml´ıtett eszko¨zta´r alkalmaza´sake´nt ke´t
ma´sik jelento˝s proble´ma´t is megoldott, amelyek a ve´letlen ma´trixfolyamatok sta-
bilita´sa´nak ke´rde´sko¨re´hez tartoznak. Az elme´leti munka mellett eredme´nyesen fog-
lalkozik gyakorlati modelleze´si feladatokkal is. Eddig 3 dolgozatot publika´lt ran-
gos nemzetko¨zi tudoma´nyos folyo´iratokban, ezen felu¨l 4 konferenciako¨zleme´ny e´s
2 egyetemi jegyzet (ta´rs)szerzo˝je.
Su¨le Zolta´n 1980-ban szu¨letett. 2003-ban szerzett informatikatana´ri oklevelet a
Veszpre´mi Egyetemen, 2004-ben programozo´, 2006-ban programtervezo˝ matemati-
kus diploma´t vehetett a´t a Szegedi Tudoma´nyegyetemen. 2006 ju´liusa´to´l a Pannon
Egyetem rendszer- e´s sza´mı´ta´studoma´nyi tansze´ke´nek munkata´rsa. Kutato´munka´-
ja´ban mu˝szaki folyamatok modelleze´se´vel valamint optimaliza´la´si feladatok vizsga´-
lata´val e´s megolda´sa´val foglalkozik. Az integra´lt informa´cio´biztonsa´g e´s az u¨zleti
folyamatok matematikai modelleze´se´re valamint ku¨lo¨nfe´le szempontok szerinti op-
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timaliza´la´sa´ra dolgozott ki munkata´rsaival egy u´jszeru˝ P-gra´f alapu´ mo´dszertant.
Adapta´lta ezt az eredetileg folyamatha´lo´zat-szinte´zis feladatok kezele´se´re kifejlesz-
tett megko¨zel´ıte´st a fent eml´ıtett tudoma´nyteru¨letekre, leheto˝se´get teremtve ı´gy
azok u´jszeru˝ vizsga´lata´ra. Megadta a ku¨lo¨nbo¨zo˝ szempontu´ informatikai bizton-
sa´got garanta´lo´ rendszereszko¨zo¨k struktu´ra´ja´nak e´s topolo´gia´ja´nak le´ıra´si mo´djait,
valamint az u¨zleti folyamatok BPMN reprezenta´nsainak lehetse´ges P-gra´ffa´ valo´ a´t-
alak´ıta´si leheto˝se´geit is. Ezen tu´lmeno˝en olyan optimaliza´lo´ algoritmusokat, mo´d-
szereket valamint szoftvereket dolgozott ki, amelyekkel mo´d ny´ılik ku¨lo¨nfe´le op-
timaliza´la´si feladatok hate´kony e´s gyors megolda´sa´ra. Eddig 43 publika´cio´val e´s
tudoma´nyos munka´val rendelkezik.
Re´nyi Kato´-emle´kd´ıjat 2012-ben nem adtuk ki
Patai La´szlo´ Alap´ıtva´ny d´ıja
A Bizottsa´g u´gy do¨nto¨tt, hogy a
”
Patai La´szlo´ Alap´ıtva´ny” d´ıja´t 2012-ben Ma´der
Attila re´sze´re ı´te´li oda.
Indokla´s: Ma´der Attila 2004-ben a Szegedi Tudoma´nyegyetem Terme´szettu-
doma´nyi Kar matematika szaka´n szerzett MSc diploma´t, 2012-ben a kar Sza´mı´-
ta´studoma´nyi Doktori Iskola´ja´ban szerzett PhD fokozatot. Tehetse´ges fiatal mate-
matika tana´r-kutato´, aki tana´rke´nt meggyo˝zo˝ ero˝vel tartott elo˝ada´saival szeretteti
meg ko¨ze´piskola´s e´s egyetemi dia´kjaival a matematika´t. Ennek e´rdeke´ben a leg-
modernebb informatikai eszko¨zo¨ket e´s ezek haszna´lata´nak mo´dszereit alkalmazza,
azokat tova´bbfejleszti, e´s o¨na´llo´ kutata´sokat ve´gez. Eredme´nyeiro˝l publika´cio´kban,
sza´mos tudoma´nyos elo˝ada´son sza´molt be. Intenz´ıv iskola´kon, tova´bbke´pze´seken
tartott elo˝ada´sokat nagy sikerrel.
A sza´mı´to´ge´ppel seg´ıtett oktata´s mo´dszertana kiemelt kutata´si teru¨let. A hor-
dozhato´, nagy teljes´ıtme´nyu˝, kiva´lo´ grafika´val ella´tott informatikai eszko¨zo¨k az e´let
minden teru¨lete´nek, ı´gy a tudoma´nyos kutata´snak e´s oktata´snak is szerves re´sze´ve´
va´ltak. Ke´rde´s, hogyan lehet ezeket az eszko¨zo¨ket kreat´ıv mo´don alkalmazni az ok-
tata´sban? Hogyan lehet a
”
minek tanulni matematika´t, a sza´mı´to´ge´p u´gyis megcsi-
na´lja” a´ltala´nos ve´lekede´st legyo˝zni? Hogyan lehet a klasszikus manua´lis mo´dszere-
ket hate´konyan o¨tvo¨zni az u´j sza´mı´to´ge´pes k´ıse´rletezo˝ mo´dszerekkel? Egya´ltala´n,
hogyan lehet tan´ıtani a mostani u´j informatika´ban ja´rtas genera´cio´t (informati-
kai bennszu¨lo¨ttek). Kutata´sai e´s oktata´sfejleszte´si munka´ja ezen a teru¨leten pe´lda-
mutato´ak, ezen eredme´nyeinek o¨sszefoglala´sa doktori e´rtekeze´se´nek elso˝ re´sze´ben
tala´lhato´.
Egy ma´sik proble´ma, hogyan lehet a sza´mı´to´ge´pes eszko¨zo¨ket a matematikai
kutata´sban alkalmazni. Bizonyos proble´ma´k, ke´rde´sek fel sem meru¨lnek, a megol-
da´sukra pedig ese´ly sincs a sza´mı´to´ge´pes k´ıse´rleteze´sek ne´lku¨l. Ehhez kapcsolo´dik,
hogy hogyan lehet absztrakt tudoma´nyos eredme´nyeket, e´ppen az egyszeru˝bb ese-
tek sza´mı´to´ge´pes vizsga´lata re´ve´n a dia´koknak is bemutatni, sza´mukra e´rtheto˝en
tan´ıtani. Ezzel a teru¨lettel is foglalkozik, tudoma´nyos kutata´sokat ve´gez egy absz-
takt algebrai proble´mako¨rrel a
”
szigetek”-kel kapcsolatosan. Ezek gyakorlati alkal-
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mazhato´sa´ga inspira´lta, hogy ko¨ze´piskola´sok sza´ma´ra is e´rtheto˝ mo´don mutassa
be a
”
szigetek” proble´ma´it. Doktori e´rtekeze´se´nek ma´sodik re´sze tartalmazza ezt
a te´mako¨rt.
Tana´ri e´s mo´dszertani kutato´i munka´ssa´ga a matematikaoktata´s korszeru˝s´ıte´-
se´hez nagy me´rte´kben hozza´ja´rul.
A bizottsa´g a fentiek alapja´n do¨nto¨tt u´gy, hogy
”
Patai La´szlo´ Alap´ıtva´ny” d´ıja´t
2012-ben Ma´der Attila´nak ı´te´li oda.
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JELENTE´S A 2012. E´VI SCHWEITZER MIKLO´S
MATEMATIKAI EMLE´KVERSENYRO˝L
A Bolyai Ja´nos Matematikai Ta´rsulat 2012. okto´ber 26. e´s november 5. ko¨zo¨tt
rendezte meg a Schweitzer Miklo´s Matematikai Emle´kversenyt. A versenyen ko¨ze´p-
iskolai tanulo´k, egyetemi e´s fo˝iskolai hallgato´k, tova´bba´ azok vehettek re´szt, akik
egyetemi vagy fo˝iskolai tanulma´nyaikat 2012-ben fejezte´k be.
A verseny lebonyol´ıta´sa´ra a Ta´rsulat a ko¨vetkezo˝ bizottsa´got ke´rte fel: Csiko´s
Bala´zs, Frenkel Pe´ter (titka´r), Keleti Tama´s, Lova´sz La´szlo´ (elno¨k), Mo´ri Tama´s,
Pach Ja´nos, Ro´nyai Lajos, Stipsicz Andra´s, Szegedy Bala´zs.
A bizottsa´g okto´ber 19-i u¨le´se´n 11 feladatot tu˝zo¨tt ki. A bizottsa´g ko¨szo¨nete´t
fejezi ki mindazoknak, akik feladatot javasoltak a versenyre; a kitu˝zo¨tt feladatok
esete´ben a ko¨vetkezo˝knek: 1. Csirmaz La´szlo´, 2. Keleti Tama´s, 3. Gya´rfa´s Andra´s,
4. Lova´sz La´szlo´, 5. Fehe´r La´szlo´, 6.–7. Csiko´s Bala´zs, 8. Laczkovich Miklo´s, 9. Ko´s
Ge´za, 10. Stipsicz Andra´s, 11. Mo´ri Tama´s.
A bizottsa´g o¨ro¨mmel a´llap´ıtja meg, hogy a versenyt az uto´bbi e´vekhez ke´pest
nagyobb e´rdeklo˝de´s k´ıse´rte, e´s le´nyegesen to¨bben vettek re´szt: 20 versenyzo˝ o¨sszesen
101 feladatra adott be dolgozatot.
A versenybizottsa´g a dolgozatok a´ttanulma´nyoza´sa uta´n, november 30-i u¨le´-
se´n mega´llap´ıtotta, hogy egyetlen versenyzo˝ oldott meg le´nyege´ben nyolc felada-
tot. Ennek alapja´n I. d´ıjban e´s 50 000 forint pe´nzjutalomban re´szesu¨l Me´sza´ros
Andra´s, az ELTE matematika alapszakos hallgato´ja, aki megoldotta az 1., 2., 3.,
5., 7., 11. e´s kis hia´nyossa´gto´l eltekintve a 9. feladatot, valamint a 8. feladat (a) re´-
sze´t e´s a 10. feladat (b) re´sze´t.
Ha´rom versenyzo˝ oldott meg le´nyege´ben he´t feladatot. Ennek alapja´n II. d´ıj-
ban e´s 25 000 forint pe´nzjutalomban re´szesu¨l Nagy Csaba, az ELTE matemati-
kus doktorandusza, Nagy Da´niel, az ELTE matematika mesterszakos hallgato´ja
e´s Tomon Istva´n, a Cambridge-i Egyetem matematika mesterszakos hallgato´ja.
Ko¨zu¨lu¨k Nagy Csaba a 3., 5., 6., 7., 9., 10. e´s 11., Nagy Da´niel az 1., 2., 3., 5., 7.,
10. e´s 11., Tomon Istva´n pedig a 3., 4., 9., 10., kis hia´nyossa´gto´l eltekintve a 11.,
tova´bba´ hia´nyosan a 2., 6. e´s 7. feladatot oldotta meg.
O¨t versenyzo˝ oldott meg le´nyege´ben hat feladatot. Ennek alapja´n III. d´ıjban
e´s 15 000 forint pe´nzjutalomban re´szesu¨l Backhausz Tibor, az ELTE matematika
alapszakos hallgato´ja, Gro´sz Da´niel, az ELTE matematika alapszakos hallga-
to´ja, Nagy Ja´nos, az ELTE matematika alapszakos hallgato´ja, Szalkai Bala´zs,
az ELTE matematika mesterszakos hallgato´ja e´s Wolosz Ja´nos, az ELTE ma-
tematika mesterszakos hallgato´ja. Ko¨zu¨lu¨k Backhausz Tibor megoldotta a 3., 8.,
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valamint – kis hia´nyossa´gto´l eltekintve – az 1. e´s 6. feladatot, tova´bba´ re´szlegesen
a 2., 4. e´s 10. feladatot, emellett a 8. feladathoz egy e´rdekes kiege´sz´ıto˝ megjegyze´st
fu˝zo¨tt. Gro´sz Da´niel az 1., 3., 5., 7., 10. e´s 11. feladatot oldotta meg. Nagy Ja´nos
megoldotta a 3., 8. e´s minima´lis hia´nyossa´gto´l eltekintve a 7., tova´bba´ re´szlegesen
a 2., 4., 6. e´s 9. feladatot. Szalkai Bala´zs megoldotta az 1., 3., 5., 6., 7. e´s 10. felada-
tot. Wolosz Ja´nos megoldotta az 1., 3., 5., 9. e´s 10., valamint – jav´ıthato´ hiba´to´l
eltekintve – a 2. feladatot.
Ke´t versenyzo˝ oldott meg le´nyege´ben o¨t feladatot. Ennek alapja´n 1. dicse´-
retben re´szesu¨l Bodor Bertalan, az ELTE matematika alapszakos hallgato´ja e´s
Gyenizse Gergo˝, a Szegedi Tudoma´nyegyetem matematika mesterszakos hallga-
to´ja. Ko¨zu¨lu¨k Bodor Bertalan megoldotta a 2., 3., 5., 8., valamint hia´nyosan a 6.
e´s 7. feladatot. Gyenizse Gergo˝ megoldotta a 2., 3., 5., 11., valamint hia´nyosan a 7.
e´s 10. feladatot.
Egy versenyzo˝ oldott meg le´nyege´ben ne´gy feladatot. Ennek alapja´n 2. dicse´-
retben re´szesu¨l Kalina Kende, az ELTE matematika alapszakos hallgato´ja, aki
megoldotta a 3., 11., minima´lis hia´nyossa´gto´l eltekintve a 6., valamint hia´nyosan
a 7. e´s 10. feladatot.
A d´ıjakat a Morgan Stanley Magyarorsza´g Elemzo˝ Kft. ta´mogatta, eze´rt a ver-
senybizottsa´g ko¨szo¨nete´t fejezi ki.
A feladatok e´s megolda´saik
1. feladat. Van-e olyan α valo´s sza´m, amelyhez vannak olyan f(n) e´s g(n) (N-bo˝l
N-be ke´pezo˝) rekurz´ıv fu¨ggve´nyek, hogy
α = lim
n→∞
f(n)
g(n)
,
ugyanakkor az α n-edik tizedesjegye´t megado´ fu¨ggve´ny nem rekurz´ıv?
Megolda´s. Van ilyen α ∈ (0, 1) sza´m. Legyen α n-edik tizedesjegye 1, ha az n-
edik Turing-ge´p az u¨res szalaggal mega´ll, e´s legyen 0, ha nem; ez persze nem re-
kurz´ıv fu¨ggve´ny. Csak a megfelelo˝ f(n) e´s g(n) fu¨ggve´nyeket kell megadni. Le-
gyen pi(u) egy rekurz´ıv bijekcio´ N e´s N× N ko¨zo¨tt, a szoka´soknak megfelelo˝en
pi(u) =
〈
K(u), L(u)
〉
. Definia´ljuk raciona´lis sza´mok egy sorozata´t a ko¨vetkezo˝ke´p-
pen. Legyen a(0) = 0. Az a(u+1)− a(u) ku¨lo¨nbse´g legyen 10−L(u), ha az L(u) sor-
sza´mu´ Turing-ge´p pontosan K(u) le´pe´sben a´ll meg, ku¨lo¨nben pedig legyen nulla.
Alkalmas f e´s g rekurz´ıv fu¨ggve´nyekkel a = f/g. Mivel a(n) a fenti α-hoz konverga´l,
ke´szen vagyunk.
Megoldotta: Backhausz Tibor, Gro´sz Da´niel, Kocsis Zolta´n Attila, Me´sza´ros Andra´s,
Nagy Da´niel, Szalkai Bala´zs, Wolosz Ja´nos. Hiba´s 1 dolgozat.
2. feladat. Nevezzu¨k a (Zn,+) ciklikus csoport egy A re´szhalmaza´t gazdagnak, ha
minden x, y ∈ Zn-hez van olyan r ∈ Zn, amelyre x− r, x+ r, y− r e´s y + r mind-
egyike A-ban van. Milyen α-hoz le´tezik olyan Cα > 0 konstans, amelyre ba´rmely
pa´ratlan n-re minden A ⊂ Zn gazdag halmaz legala´bb Cαnα elemu˝?
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Megolda´s. Megmutatjuk, hogy pontosan akkor van ilyen konstans, ha α ≤ 3/4.
Az egyik ira´nyhoz azt la´tjuk be, hogy ba´rmely pa´ratlan n esete´n minden
A ⊂ Zn gazdag halmaz legala´bb n3/4 elemu˝.
Tegyu¨k fel teha´t, hogy n pa´ratlan e´s A ⊂ Zn gazdag halmaz. Legyen
S(z) =
{
(a, a′) ∈ A×A : a+ a′ = z}.
A felte´tel szerint tetszo˝leges x, y ∈ Zn-hez vannak a1, a2, a3, a4 ∈ A elemek, ame-
lyekre
a1 − x = x− a2 = a3 − y = y − a4.
Ebbo˝l a´trendezve
a2 + a3 = x+ y = a1 + a4, a1 + a2 = 2x, a3 + a4 = 2y
ko¨vetkezik, teha´t minden (x, y) sza´mpa´rhoz hozza´rendelheto˝ (legala´bb) egy(
(a1, a4), (a2, a3)
)
elem S(x+ y)× S(x+ y)-bo˝l, e´s a hozza´rendele´s injekt´ıv (mivel
n pa´ratlan, eze´rt a1, a2, a3, a4 meghata´rozza´k (x, y)-t). Mivel ro¨gz´ıtett z = x+ y
esete´n x e´rte´ke n fe´le lehet, eze´rt ebbo˝l az ko¨vetkezik, hogy ba´rmely z ∈ Zn-re∣∣S(z)× S(z)∣∣ ≥ n, teha´t ∣∣S(z)∣∣ ≥ √n. Teha´t
|A|2 = |A×A| =
∑
z∈Zn
∣∣S(z)∣∣ ≥ n√n,
vagyis |A| ≥ n3/4, ahogy a´ll´ıtottuk.
A ma´sik ira´nyt ke´tfe´leke´ppen is bizony´ıthatjuk: ve´letlen konstrukcio´val is e´s
determinisztikus konstrukcio´val is. Ba´r az uto´bbi ro¨videbb, frappa´nsabb e´s ero˝-
sebbet ad, figyelemre me´lto´ a ve´letlen konstrukcio´ is, mert az sok ma´s esetben is
mu˝ko¨dik.
I. Determinisztikus konstrukcio´: n = k4 (k = 1, 3, 5, . . .) esete´n megadunk leg-
feljebb 4k3 = 4n3/4 elemu˝ gazdag halmazt Zn-ben. Ebbo˝l azonnal ko¨vetkezik, hogy
α < 3/4 esete´n nincs megfelelo˝ Cn konstans.
A´lljon A azon Zn-beli elemekbo˝l, melyek ne´gyjegyu˝ k-as sza´mrendszerbeli
alakja´ban van 0 sza´mjegy. Vila´gos, hogy ekkor A elemsza´ma legfeljebb 4k3. Azt kell
csak megmutatnunk, hogy A gazdag. Legyen x, y ∈ Zn tetszo˝leges. Ekkor va´lasszuk
r ne´gyjegyu˝ k-as sza´mrendszerbeli alakja´ban a negyedik sza´mjegyet u´gy, hogy
x− r (ne´gyjegyu˝ k-as sza´mrendszerbeli alakja´nak) negyedik sza´mjegye 0 legyen,
a harmadikat u´gy, hogy x+ r harmadik sza´mjegye 0 legyen, ma´sodikat u´gy, hogy
y − r ma´sodik sza´mjegye 0 legyen, ve´gu¨l az elso˝t u´gy, hogy y − r elso˝ sza´mjegye 0
legyen. Ekkor x− r, x+ r, y − r, y + r ∈ A.
II. Ve´letlen konstrukcio´val megadunk C 4
√
log n · n3/4 elemu˝ gazdag halmazt
ba´rmely n-re. Ke´so˝bb megva´lasztando´ ro¨gz´ıtett p-re va´lasszuk ki Zn minden eleme´t
egyma´sto´l fu¨ggetlenu¨l p valo´sz´ınu˝se´ggel.
Elo˝szo¨r megmutatjuk, hogy adott x, y-ra
(1) P
(
(A− x) ∩ (x−A) ∩ (A− y) ∩ (y −A) = ∅) ≤ (1− p4)n/C ,
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ahol C abszolu´t konstans. Mivel annak valo´sz´ınu˝se´ge, hogy ne´gy adott (ku¨lo¨nbo¨zo˝)
Zn-beli elem mindegyike A-ban van, p
4, eze´rt ehhez csak azt kell meggondolni,
hogy adott x, y-hoz megadhato´ legala´bb n/C diszjunkt (a1, a2, a3, a4) sza´mne´gyes,
amelyre a1 − x = x− a2 = a3 − y = y − a4.
Teha´t (1) alapja´n a rossz (x, y) pa´rok va´rhato´ sza´ma legfeljebb n2(1− p4)n/C ,
ı´gy annak valo´sz´ınu˝se´ge, hogy van rossz (x, y) pa´r legfeljebb n2(1− p4)n/C . Te-
ha´t ha n2(1− p4)n/C < 1, akkor pozit´ıv valo´sz´ınu˝se´ggel jo´ konstrukcio´t kapunk.
Ko¨nnyu˝ elleno˝rizni, hogy p4 = 2C lognn esete´n ez teljesu¨l. Ekkor pedig nagy valo´sz´ı-
nu˝se´ggel akkora az A halmaz, amekkora´t akartunk (ma´sik C-vel).
Megoldotta: Bodor Bertalan, Gyenizse Gergo˝, Me´sza´ros Andra´s, Nagy Da´niel. Re´sz-
ben megoldotta: Backhausz Tibor, Kutas Pe´ter, Nagy Ja´nos, Tomon Istva´n e´s Wolosz
Ja´nos. Ke´t dolgozat nem tartalmaz e´rdemi eredme´nyt.
3. feladat. Bizony´ıtsuk be, hogy egy k-kromatikus gra´f e´leit tetszo˝legesen ke´t
sz´ınnel sz´ınezve van olyan k pontu´ re´szfa, melynek e´lei ugyanolyan sz´ınu˝ek.
Megolda´s (Szalkai Bala´zs megolda´sa). Jelo¨lje G = (V,E) a gra´fot, GB a fekete e´lek
re´szgra´fja´t e´s GW a fehe´r e´lek re´szgra´fja´t. Ke´sz´ıtsu¨k el a ko¨vetkezo˝ H = (S, T, F )
pa´ros gra´fot (melyben esetleg lesznek to¨bbszo¨ro¨s e´lek): Legyen S a GB o¨sszefu¨ggo˝
komponenseinek halmaza, T pedig GW o¨sszefu¨ggo˝ komponenseinek halmaza. To-
va´bba´, minden v ∈ V -re legyen fv ∈ F egy e´l v fekete e´s fehe´r komponense ko¨zo¨tt!
Legyen ∆ a maxima´lis foksza´m H-ban. (Ekkor ∆ megegyezik G-ben egy maxi-
ma´lis csu´cssza´mu´, o¨sszefu¨ggo˝, egysz´ınu˝ re´szgra´f csu´csainak sza´ma´val.) Ko˝nig e´lsz´ı-
neze´si te´tele szerint H felbomlik ∆ pa´ros´ıta´sra, azaz ∆ sz´ınnel e´lsz´ınezheto˝. Mivel
az e´lek a csu´csoknak felelnek meg, eze´rt ez megad egy csu´cssz´ıneze´st a G gra´fon.
Ez a sz´ıneze´s jo´ sz´ıneze´se lesz G-nek. Ugyanis tegyu¨k fel, hogy u, v ∈ V o¨ssze van-
nak ko¨tve G-ben – mondjuk – fekete e´llel. De ekkor a ke´t csu´cs GB-nek ugyanabban
a komponense´ben van, vagyis fu e´s fv ugyanarra az S-beli csu´csra illeszkedik, teha´t
ku¨lo¨nbo¨zo˝ sz´ınu˝ek.
Kisz´ıneztu¨k teha´t ∆ sz´ınnel G csu´csait, teha´t ∆ ≥ k = χ(G). A ∆ defin´ıcio´ja
miatt teha´t van olyan – mondjuk – fekete komponens, melynek me´rete legala´bb k.
Ebben a komponensben teha´t le´tezik ≥ k-pontu´ fekete fa. Levelek leszu¨retele´se´vel
pedig ennek a fa´nak a pontsza´ma lecso¨kkentheto˝ pontosan k-ra.
Megoldotta: Backhausz Tibor, Bencs Ferenc, Bodor Bertalan, Gro´sz Da´niel, Gyenizse
Gergo˝, Kalina Kende, Kutas Pe´ter, Me´sza´ros Andra´s, Nagy Csaba, Nagy Da´niel, Nagy
Ja´nos, Solte´sz Da´niel, Szalkai Bala´zs, Tomon Istva´n, Wolosz Ja´nos.
4. feladat. Legyen K egyse´gnyi te´rfogatu´ konvex test az n-dimenzio´s te´rben. Legyen
S ⊂ K olyan Lebesgue-me´rheto˝ halmaz, melynek me´rte´ke legala´bb 1− ε, ahol 0 <
ε < 1/3. Bizony´ıtando´, hogy K-t a su´lypontja´bo´l 2ε ln(1/ε) ara´nyban kicsiny´ıtve,
a kapott test tartalmazza S su´lypontja´t.
Megolda´s. Felteheto˝, hogy K su´lypontja az origo´. Vegyu¨k e´szre, hogy ha s /∈
2ε ln(1/ε)K, akkor van olyan H hipers´ık az (1/
(
2ε ln(1/ε)
)
!)s ponton a´t, amely
a K testet nem metszi. Feltehetju¨k, hogy ez az x1 = −1 hipers´ık. Teha´t K minden
pontja´ra x1 > −1. Tova´bba´ v = − 1−εε s elso˝ koordina´ta´ja legala´bb 2 ln(1/ε).
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Legyen F (t) az x1 = t− 1 hipers´ık e´s a K test metszete´nek me´rte´ke, e´s G(t)
az x1 ≥ t− 1 fe´lte´r e´s a K test metszete´nek me´rte´ke. Nyilva´n G′(t) = −F (t). Mivel
K su´lypontja az origo´, ∫ ∞
0
tF (t) dt =
∫ ∞
0
G(t) dt = 1.
Va´lasszunk olyan β sza´mot, melyre G(β) = ε. A Brunn–Minkowski-te´telbo˝l ko¨vet-
kezik, hogy G(t) log-konka´v. Mivel az εt/β fu¨ggve´ny e´rte´ke megegyezik G(t)-vel
a t = 0 e´s t = β pontokban, eze´rt
G(t)
{
≥ εt/β , ha 0 ≤ t ≤ β,
≤ εt/β , ha t > β.
I´gy
1 ≥
∫ β
0
G(t) dt ≥
∫ β
0
εt/β dt =
(1− ε)β
ln(1/ε)
,
e´s eze´rt β ≤ ln(1/ε)/(1− ε).
Mivel v a K egy ε me´rte´ku˝ re´sze´nek su´lypontja, v elso˝ koordina´ta´ja akkor
a legnagyobb, ha ezt az ε me´rte´ku˝ re´szt a legnagyobb elso˝ koordina´ta´ju´ pontokra
koncentra´ljuk; ı´gy
v1 ≤ 1
ε
∫ ∞
β
(t− 1)F (t) dt = 1
ε
[−(t− 1)G(t)]∞
β
+
1
ε
∫ ∞
β
G(t) dt ≤
≤ β − 1 + 1
ε
∫ ∞
β
εt/β dt = β − 1 + β
ln(1/ε)
≤ ln(1/ε) + ε
1− ε < 2 ln(1/ε),
ami ellentmonda´s.
Megoldotta: Tomon Istva´n. Re´szlegesen megoldotta Backhausz Tibor, Nagy Ja´nos,
Virosztek Da´niel.
5. feladat. Legyenek V1, V2, V3, V4 olyan ne´gydimenzio´s linea´ris alterek R
8-ban,
amelyek ko¨zu¨l ba´rmely ketto˝nek a metszete csak a nullvektorbo´l a´ll. Mutassuk meg,
hogy van olyan W ne´gydimenzio´s linea´ris alte´r R8-ban, amelyre mindegyik W ∩ Vi
metszet ke´tdimenzio´s.
Megolda´s. Felide´zzu¨k a grafikon-konstrukcio´t (amely pe´lda´ul a Grassmann-soka-
sa´g te´rke´peine´l is szerepel).
1. defin´ıcio´. Legyenek A, B, C a D vektorte´r linea´ris alterei. Tegyu¨k fel, hogy
A ∩B = B ∩ C = 0 e´s A+B = D. Ekkor minden a ∈ A-hoz pontosan egy olyan
b ∈ B le´tezik, hogy a+ b ∈ C, teha´t a
γ(A,B,C,D) : A→ B
linea´ris leke´peze´st egye´rtelmu˝en definia´lja a
γ(A,B,C,D)(a) + a ∈ C
tulajdonsa´g. Vagyis C a γ grafikonja.
78
✐✐
“13-1-beliv” — 2014/5/20 — 11:56 — page 79 — #79
✐
✐
✐
✐
✐
✐
Ha A∩C = 0 is teljesu¨l, akkor γ(B,A,C,D) a γ(A,B,C,D) leke´peze´s inverze.
2. defin´ıcio´. Legyenek V1, V2, V3, V4 2k-dimenzio´s, pa´ronke´nt csak 0-ban metszo˝
alterei a V 4k-dimenzio´s vektorte´rnek. A W 2k-dimenzio´s alteret jo´l metszo˝nek
h´ıvjuk, ha dimWi :=W ∩ Vi = k, i = 1, . . . , 4.
3. a´ll´ıta´s. Legyenek V1, V2, V3, V4 2k-dimenzio´s, pa´ronke´nt csak 0-ban metszo˝ al-
terei a V 4k-dimenzio´s vektorte´rnek, e´s legyen W jo´l metszo˝ alte´r. Ekkor
γ3(W1) = γ4(W1) =W2,
ahol γi := γ(V1, V2, Vi, V ), i = 3, 4.
Az a´ll´ıta´s azonnal ko¨vetkezik abbo´l, hogy γi|Wi = γ(W1,W2,Wi,W ), e´s hogy
γi inverta´lhato´.
4. ko¨vetkezme´ny. AW 7→W1 =W ∩V1 megfeleltete´s bijekcio´ a jo´l metszo˝ alterek
e´s α := γ−14 γ3 : V1 → V1 leke´peze´s k-dimenzio´s invaria´ns alterei ko¨zo¨tt.
Valo´ban, a 3. a´ll´ıta´sbo´l ko¨vetkezik, hogy W1 invaria´ns alte´r lesz. Ma´sre´szt,
ha U k-dimenzio´s invaria´ns altere α-nak, akkor ko¨nnyu˝ elleno˝rizni, hogy W :=
U + γ3(U) = U + γ4(U) jo´l metszo˝.
Vagyis a feladat megolda´sa´hoz az ala´bbi e´szreve´tel elegendo˝.
5. a´ll´ıta´s. Egy α : R4 → R4 linea´ris leke´peze´snek mindig van 2 dimenzio´s invaria´ns
altere.
Ez leggyorsabban a valo´s Jordan-fe´le norma´lalak le´teze´se´bo˝l ko¨vetkezik: Legye-
nek α saja´te´rte´kei a, b, c, d. Ha minden saja´te´rte´k valo´s, akkor egy saja´t-ba´zisban
a komplex Jordan-alakna´l megszokott leheto˝se´geink vannak. Ha a = x+ iy, b =
x− iy komplex konjuga´lt saja´te´rtekpa´r, akkor egy ( x y−y x ) blokk jelenik meg. Ha
ezek ke´tszeres gyo¨ko¨k, akkor elo˝fordulhat az
x y 1 0
−y x 0 1
0 0 x y
0 0 −y x

eset is. Azonnal la´tszik, hogy minden lehetse´ges esetben az elso˝ ke´t ba´zisvektor
invaria´ns alteret fesz´ıt ki, hiszen van egy
(
0 0
0 0
)
blokk a bal also´ sarokban.
Megjegyze´sek. (a) A γ leke´peze´sek projekcio´k seg´ıtse´ge´vel is definia´lhato´k.
A D te´r direkt felbonta´sa A-ra e´s B-re definia´l piA : D → A e´s piB : D → B pro-
jekcio´kat, e´s
γ(A,B,C,D) = piB ◦
(
piA|C
)−1
.
(b) A fenti bijekcio´ tetszo˝leges test fo¨lo¨tt e´rve´nyes. Vegyu¨k e´szre, hogy egy tipi-
kus C2k → C2k linea´ris leke´peze´snek 2k ku¨lo¨nbo¨zo˝ saja´te´rte´ke van, teha´t bela´ttuk
a ko¨vetkezo˝t:
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6. te´tel. Legyen adott 4 a´ltala´nos helyzetu˝ (belee´rtve, hogy α saja´te´rte´kei ku¨lo¨n-
bo¨zo˝ek) 2k-dimenzio´s altere C4k-nak. Ekkor
(
2k
k
)
jo´l metszo˝ alte´r van.
Specia´lis esetke´nt kapjuk k = 1-re a 4-egyenes-te´telt, k = 2-re pedig 6 megolda´s
van. Schubert-kalkulussal meglepo˝en nehe´z a 6. te´telt bela´tni. A k = 2 esetet la´sd
ala´bb.
A valo´s esetben egy tipikus R2k → R2k linea´ris leke´peze´snek 2k ku¨lo¨nbo¨zo˝ sa-
ja´te´rte´ke van, ezek vagy valo´sak, vagy konjuga´lt pa´rok, teha´t bela´ttuk a ko¨vetkezo˝t:
7. te´tel. Legyen adott 4 a´ltala´nos helyzetu˝ 2k-dimenzio´s altere R4k-nak. Ekkor
NR(k, a) =
a∑
i=0
(
a
i
)(
2k − 2a
k − 2i
)
jo´l metszo˝ alte´r van, ahol a = 0, 1, . . . , k a megfelelo˝ α leke´peze´s konjuga´lt saja´te´r-
te´kpa´rjainak sza´ma.
a = 0-ra a komplex esetbo˝l ko¨vetkezo˝
(
2k
k
)
felso˝ becsle´st kapjuk. A te´telbo˝l az
is kideru¨l, hogy vannak re´sek, nem minden pa´ros sza´mot kapunk meg NR(k, 0) e´s
NR(k, k) ko¨zo¨tt. Pe´lda´ul k = 2-re tipikusan 2 vagy 6 jo´l metszo˝ alte´r van.
(c) Kohomologikus megfontola´sokbo´l ko¨vetkezik, hogy ha az a´ltala´nos esetben
a va´lasz nem nulla, akkor mindig van megolda´s (a to¨bbszo¨ro¨s saja´te´rte´kek esete´n
is). A komplex esetbo˝l ko¨nnyen ko¨vetkeztethetu¨nk a valo´s megolda´sok sza´ma´nak
parita´sa´ra. Sajnos a 6 pa´ros sza´m, ı´gy ez nem seg´ıt.
(d) Bizonyos esetekben le´tezik valo´s Schubert-kalkulus Z fo¨lo¨tt is, e´s a mi
esetu¨nk ilyen. Ebbo˝l az ko¨vetkezik, hogy az a´ltala´nos esetben a megolda´sok elo˝jeles
sza´ma 2 (o¨sszhangban a fenti sza´mola´sokkal). Erre egyelo˝re nem tudok jo´ referencia´t
adni.
(e) A komplex eset Schubert-kalkulussal:
A defin´ıcio´ ve´giggondola´sa´val kapjuk, hogy
σ2,2 =
{
V ∈ Gr4(C8) : dim(V ∩ F4) ≥ 4
}
,
teha´t a va´lasz ∫
Gr4(C8)
σ42,2.
A Giambelli-formula´bo´l σ2,2 = σ
2
2 − σ1σ3, teha´t
σ22,2 = σ2,2(σ
2
2 − σ1σ3),
amit a Pieri-formula ke´tszeri alkalmaza´sa´val tudunk kisza´molni:
· = + + .
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Hasonlo´an, σ2,2σ3 = σ4,2,1 + σ3,2,2. A Pieri-formula´t me´g egyszer alkalmazva kap-
juk, hogy
σ2,2σ
2
2 = σ4,3,1 + σ4,2,2 + σ4,2,1,1 + σ3,3,2 + σ3,3,1,1 + σ3,2,2,1
+ σ3,2,2,1 + σ2,2,2,2 + σ4,2,2
+ σ4,4 + σ4,3,1 + σ4,2,2,
e´s
σ2,2σ3σ1 = σ4,3,1 + σ4,2,2 + σ4,2,1,1
+ σ4,2,2 + σ3,3,2 + σ3,2,2,1.
Vagyis
σ22,2 = σ3,3,1,1 + σ3,2,2,1 + σ2,2,2,2 + σ4,4 + σ4,3,1 + σ4,2,2.
Mivel ezen part´ıcio´k mindegyike o¨ndua´lis, azonnal ado´dik, hogy∫
Gr4(C8)
σ42,2 = 6.
Megoldotta: Bodor Bertalan, Gro´sz Da´niel, Gyenizse Gergo˝, Me´sza´ros Andra´s, Nagy
Csaba, Nagy Da´niel, Szalkai Bala´zs, Wolosz Ja´nos. Nem tartalmaz e´rdemi eredme´nyt
5 dolgozat.
6. feladat. Legyenek A, B, C olyan n× n-es, komplex elemu˝ ma´trixok, melyekre
[A,B] = C, [B,C] = A e´s [C,A] = B, ahol [X,Y ] az X e´s Y ma´trixok XY − Y X
kommuta´tora´t jelo¨li. Bizony´ıtsuk be, hogy e4piA az egyse´gma´trix.
Megolda´s. Az egyse´gkvaternio´k SU(2) Lie-csoportja´nak su(2) Lie-algebra´ja a fer-
de´n o¨nadjunga´lt, 0 nyomu´ 2× 2-es ma´trixokbo´l a´ll. Ebben ba´zist alkotnak az
A0 =
1
2
(
i 0
0 −i
)
, B0 =
1
2
(
0 1
−1 0
)
e´s C0 =
1
2
(
0 i
i 0
)
ma´trixok, melyek egyma´ssal e´ppen az [A0, B0] = C0, [B0, C0] = A0 e´s [C0, A0] =
B0 szaba´lyok szerint kommuta´lo´dnak, teha´t a φ : su(2)→ Cn×n, φ(xA0 + yB0 +
zC0) = xA+ yB+ zC R-linea´ris leke´peze´s egy Lie-algebra-reprezenta´cio´. Az SU(2)
csoport homeomorf az S3 go¨mbbel, teha´t egyszeresen o¨sszefu¨ggo˝. Ismert, hogy ek-
kor a φ Lie-algebra-reprezenta´cio´ egye´rtelmu˝en megad egy φˆ : SU(2)→ GL(n,C)
Lie-csoport-reprezenta´cio´t, melyre φˆ
(
exA0+yB0+zC0
)
= eφ(xA0+yB0+zC0). x = 4pi,
y = z = 0 helyettes´ıte´ssel
e4piA = eφ(4piA0) = φˆ
(
e4piA0
)
= φˆ
((
e2pii 0
0 e−2pii
))
= φˆ(I2) = In,
ahol Ik a k × k-as egyse´gma´trixot jelo¨li.
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Megoldotta: Backhausz Tibor, Kalina Kende, Kutas Pe´ter, Nagy Csaba, Szalkai
Bala´zs. Re´szlegesen megoldotta: Bodor Bertalan, Nagy Ja´nos, Tomon Istva´n, Virosztek
Da´niel.
7. feladat. Legyen Γ egy r sugaru´ ko¨rben fekvo˝, rektifika´lhato´, l hosszu´sa´gu´ egyszeru˝
go¨rbe´ıv, e´s legyen k egy terme´szetes sza´m. Bizony´ıtsuk be, hogy ha l > krpi, akkor
van olyan r sugaru´ ko¨rvonal, mely Γ-t legala´bb k + 1 pontban metszi.
1. megolda´s (Me´sza´ros Andra´s dolgozata alapja´n). Legyen A e´s B ke´t adott
pont a s´ıkon. Tekintsu¨k azon P pontok H halmaza´t, amelyekre az A e´s B pontok
ko¨zu¨l az egyik a P ko¨re´ rajzolt r sugaru´ ko¨rlap belseje´ben, mı´g a ma´sik a ku¨lseje´ben
van, azaz
H := {P : AP > r > BP vagy BP > r > AP}.
Azt a´ll´ıtjuk, hogy minden ε > 0-hoz le´tezik olyan δ > 0, hogy ha az A e´s B
pontok t ta´volsa´ga kisebb, mint δ, akkor λ(H) > (r−ε)4t, ahol λ a s´ıkbeli Lebesgue-
me´rte´k.
A bizony´ıta´shoz rajzoljunk A e´s B ko¨re´ is egy r sugaru´ za´rt ko¨rlapot, H e´p-
pen ezek szimmetrikus differencia´ja´nak a belseje lesz. Ha t < r, akkor ez a ke´t ko¨r
metszi egyma´st ke´t pontban. Hu´zzunk e ke´t ponton keresztu¨l pa´rhuzamost a sza-
kaszunkkal, ne´zzu¨k csak az ezen ke´t egyenes ko¨ze´ eso˝ re´sze´t H-nak. E ke´t egyenes
ko¨zo¨tt halado´, velu¨k pa´rhuzamos egyenes mindig 2 darab t hosszu´ szakaszt metsz
ki H-bo´l, azaz az o¨sszes szele´s me´rte´ke 2t. I´gy e ke´t egyenes ko¨zo¨tti re´sze H-nak
ma´r o¨nmaga´ban 2t2h = 4th me´rte´ku˝, ahol h az r sza´ru´ t alapu´ egyenlo˝sza´ru´ ha´-
romszo¨g alaphoz tartozo´ magassa´ga. Ez a magassa´g, ha t ele´g kicsi, nagyobb, mint
r − ε, e´s ezzel bela´ttuk az sege´da´ll´ıta´st.
Vegyu¨k e´szre, hogy ha P ∈ H, akkor tetszo˝leges A-t e´s B-t o¨sszeko¨to˝ folytonos
go¨rbe metszeni fogja a P ko¨ze´ppontu´ r sugaru´ ko¨r´ıvet egy A-to´l e´s B-to˝l ku¨lo¨nbo¨zo˝
pontban. I´gy elegendo˝ egy olyan be´ırt poligont tala´lni, amelyre ha minden szaka-
sza´hoz tekintju¨k a megfelelo˝ H halmazt, akkor le´tezik olyan P pont, mely ezek
ko¨zu¨l legala´bb k + 1-ben benne van, mert egy ilyen P ko¨ze´ppontu´ r sugaru´ ko¨r-
nek lesz k + 1 metsze´spontja a go¨rbe´vel, e´s ezek mind ku¨lo¨nbo¨zo˝ek, mert ma´s-ma´s
parame´terintervallumro´l valo´k, e´s a go¨rbe egyszeru˝.
Legyen l > l0 > krpi. Ekkor le´tezik olyan ε > 0 sza´m, hogy (r− ε)4l0 > 4kr2pi.
Legyen δ > 0 a sege´da´ll´ıta´sunk szerint ehhez tartozo´ δ.
Most tekintsu¨nk egy olyan be´ırt to¨ro¨ttvonalat, melyre a to¨ro¨ttvonalat al-
koto´ szakaszok l1, l2, . . . , ln hosszai mind kisebbek, mint δ, de a szakaszok lS =
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l1 + l2 + · · ·+ ln o¨sszhossza nagyobb, mint l0. Ekkor a szakaszoknak megfelelo˝ H
halmazok me´rte´kei legala´bb (r− ε)4li nagyok, ı´gy me´rte´keik o¨sszege nagyobb, mint
4kr2pi. De vegyu¨k e´szre, hogy az o¨sszes halmaz benne van egy 2r sugaru´, azaz egy
4r2pi me´rte´ku˝ ko¨rlemezben, ami csak u´gy lehet, ha van olyan pont, mely legala´bb
k + 1-ben benne van. A halmazok karakterisztikus fu¨ggve´nyeinek o¨sszege ugyanis
nem lehet ≤ k mindenu¨tt, mert akkor a ko¨rlemezen vett integra´lja legfo¨ljebb k4r2pi
volna, ami kisebb, mint a halmazok me´rte´keinek o¨sszege, holott az integra´l lineari-
ta´sa miatt azzal egyenlo˝nek kellene lennie, ami ellentmonda´s.
2. megolda´s. Jelo¨lje θ ∈ [0, 2pi] e´s x ∈ R2 esete´n Φ(θ,x) : R2 → R2 az origo´
ko¨ru¨li θ szo¨gu˝ forgata´s e´s az x vektorral valo´ eltola´s kompoz´ıcio´ja´t. A Poincare´-
formula szerint (la´sd L. A. Santalo´, Integral Geometry and Geometric Probability,
Chapter 7, §. 2.), ha Γ e´s Γ˜ ke´t rektifika´lhato´, l, illetve l˜ hosszu´sa´gu´ go¨rbe´ıv az R2
euklideszi s´ıkon, e´s m(θ,x) ∈ N∪{∞} jelo¨li a Γ e´s a Φ(θ,x)(Γ˜) go¨rbe´k metsze´spont-
jainak sza´ma´t, akkor ∫
x∈R2
∫ 2pi
0
m(θ,x) dθ dx = 4 · l · l˜.
Ha a Γ˜ go¨rbe´nek az origo´ ko¨ze´ppontu´ r sugaru´ ko¨rt va´lasztjuk, akkor m(θ,x)
csak az x-to˝l fu¨gg e´s mˆ(x) = m(θ,x) az x ko¨ze´ppontu´ r sugaru´ ko¨r e´s a Γ go¨rbe
metsze´spontjainak sza´ma. A Poincare´-formula ebben a specia´lis esetben az∫
S
mˆ(x) dx = 4rl > (2r)
2
pik
egyenletet adja. Mivel mˆ tarto´ja egy 2r sugaru´ ko¨rbe esik, mˆ-nek egy pozit´ıv
me´rte´ku˝ halmazon k + 1-ne´l nagyobbnak kell lennie.
Megoldotta: Gro´sz Da´niel, Me´sza´ros Andra´s, Nagy Csaba, Nagy Da´niel, Nagy Ja´nos,
Szalkai Bala´zs. Re´szlegesen megoldotta: Bodor Bertalan, Gyenizse Gergo˝, Kalina Kende,
Tomon Istva´n. Nem tartalmaz e´rdemi eredme´nyt egy dolgozat.
8. feladat. Rendelju¨k hozza´ minden f : R2 → R fu¨ggve´nyhez azt a Φf : R2 →
[−∞,∞] fu¨ggve´nyt, amelyre Φf (x, y) = lim supz→y f(x, z) minden (x, y) ∈ R2-re.
(a) Igaz-e, hogy ha f Lebesgue-me´rheto˝, akkor Φf is Lebesgue-me´rheto˝?
(b) Igaz-e, hogy ha f Borel-me´rheto˝, akkor Φf is Borel-me´rheto˝?
Megolda´s. (a) A va´lasz negat´ıv. Legyen A ⊂ R nem Lebesgue-me´rheto˝ halmaz,
e´s legyen f az A×Q halmaz indika´torfu¨ggve´nye, ahol Q jelo¨li a raciona´lis sza´mok
halmaza´t. Ekkor A×Q nullme´rte´ku˝ a s´ıkbeli Lebesgue-me´rte´k szerint, teha´t f
Lebesgue-me´rheto˝. Ma´sre´szt Φf az A× R halmaz indika´torfu¨ggve´nye, amely nem
Lebesgue-me´rheto˝.
(b) (Nagy Ja´nos megolda´sa alapja´n.) A va´lasz szinte´n negat´ıv. Legyen B ⊂ R2
olyan Borel-me´rheto˝ halmaz, amelynek az x-tengelyre vett A vetu¨lete nem Borel-
me´rheto˝. Legyen f a D =
⋃
y∈Q
(
B + (0, y)
)
halmaz indika´torfu¨ggve´nye, ahol
B + (0, y) a B-nek a (0, y) vektorral valo´ eltoltja´t jelenti. Ekkor D Borel-me´rheto˝
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halmaz, teha´t f Borel-me´rheto˝. Ma´sre´szt a Φf fu¨ggve´ny nem ma´s, mint A× R
indika´torfu¨ggve´nye, amely nem Borel-me´rheto˝.
Megjegyze´s (Backhausz Tibor dolgozata alapja´n). Ha f Borel-me´rheto˝, akkor
Φf univerza´lisan me´rheto˝ (´ıgy Lebesgue-me´rheto˝). Valo´ban,
Φ−1f
(
[a,∞]) = ∞⋂
n=1
(
f−1
((
a− 1
n
,∞
))
+ In
)
,
ahol In azon (0, y) pontok halmaza a s´ıkon, amelyekre 0 < |y| < 1/n. Itt megsza´m-
la´lhato´ sok analitikus halmaz metszete a´ll, mert ke´t Borel-halmaz direkt szorzata
is Borel, s emiatt ke´t Borel-halmaz Minkowski-o¨sszege – a direkt szorzat vetu¨lete
le´ve´n – analitikus. Eze´rt a metszet is analitikus, teha´t univerza´lisan me´rheto˝.
Megoldotta: Backhausz Tibor, Bodor Bertalan, Nagy Ja´nos. Az (a) re´szt megoldotta
Me´sza´ros Andra´s.
9. feladat. Legyen D =
{
z ∈ C : |z| < 1} a komplex egyse´gko¨rlemez, e´s legyen
0 < a < 1 valo´s sza´m. Tegyu¨k fel, hogy f : D → C \ {0} olyan holomorf fu¨ggve´ny,
amelyre f(a) = 1 e´s f(−a) = −1. Bizony´ıtsuk be, hogy
sup
z∈D
∣∣f(z)∣∣ ≥ exp(1− a2
4a
pi
)
.
Megolda´s. Legyen M = sup
z∈D
∣∣f(z)∣∣. Mivel f nem konstans, |f | < M a D o¨sszes
pontja´ban. Az f(a) = 1 felte´telbo˝l tudjuk, hogy M > 1.
Legyen g a (log f)-nek az az a´ga, amelyre g(a) = 0. Ekkor g(−a) = log(−1) =
kpii valamilyen pa´ratlan ege´sz k-ra. Tova´bba´, |f | < M miatt Re g < logM . Legyen
H = {z : Re z < logM}; ekkor teha´t g egy holomorf D → H fu¨ggve´ny.
Definia´ljuk a ko¨vetkezo˝ to¨rtlinea´ris fu¨ggve´nyeket:
ϕ : D → D, ϕ(z) = z + a
1 + az
, ϕ−1(z) =
z − a
1− az
e´s
ψ : H → D, ψ(z) = z
2 logM − z .
Tekintsu¨k a h : D → D, h = ψ ◦ g ◦ ϕ fu¨ggve´nyt. Mivel ϕ(0) = a, g(a) = 0 e´s
ψ(0) = 0, teljesu¨l, hogy h(0) = 0. Alkalmazzuk a Schwarz-lemma´t a h fu¨ggve´nyre
e´s a ϕ−1(−a) = −2a1+a2 pontra; azt kapjuk, hogy |h( −2a1+a2 )| ≤ 2a1+a2 , teha´t
2a
1 + a2
≥ |h(ϕ−1(−a))| = |ψ(g(−a))| =
=
∣∣∣∣ kpii2 logM − kpii
∣∣∣∣ = 1√
( 2 logM|k|pi )
2
+ 1
,
84
✐✐
“13-1-beliv” — 2014/5/20 — 11:56 — page 85 — #85
✐
✐
✐
✐
✐
✐
ahonnan
logM ≥ |k|pi
2
√(
1 + a2
2a
)2
− 1 = |k|pi
2
· 1− a
2
2a
≥ 1− a
2
4a
pi,
M ≥ exp 1− a
2
4a
pi.
Megjegyze´s. A feladat a´ll´ıta´sa e´les; pe´lda´ul az
f(z) = −i exp
(
iz − a2
iz + 1
· pi
2a
)
fu¨ggve´nyre egyenlo˝se´g a´ll.
Megoldotta: Nagy Csaba, Tomon Istva´n, Wolosz Ja´nos. Kisse´ hia´nyosan oldotta meg
Me´sza´ros Andra´s e´s Nagy Ja´nos. A feladat a´ll´ıta´sa´na´l jo´val gyenge´bb becsle´st ad egy
dolgozat.
10. feladat. Legyen K egy csomo´ a 3 dimenzio´s te´rben (teha´t a ko¨rvonal egy dif-
ferencia´lhato´ bea´gyaza´sa R3-ba), e´s D a csomo´ diagramja (azaz olyan vetu¨lete egy
s´ıkra, amely transzverza´lis duplapontokto´l eltekintve szinte´n differencia´lhato´ bea´gya-
za´sa a ko¨rvonalnak). Sz´ınezzu¨k ki D komplementuma´t sakkta´blaszeru˝en fekete´vel e´s
fehe´rrel. Definia´ljuk a diagram ΓB(D) fekete gra´fja´t a ko¨vetkezo˝ mo´don: ΓB(D)
csu´csai legyenek a fekete tartoma´nyok, e´s ke´t tartoma´ny minden e´rintkeze´si pont-
ja´n a´t menjen egy o˝ket o¨sszeko¨to˝ e´l.
(a) Adjuk meg az o¨sszes olyan csomo´t, amelynek van olyan D diagramja,
hogy a ΓB(D) gra´fnak legfeljebb 3 fesz´ıto˝fa´ja van. (Ke´t csomo´t nem tekintu¨nk
ku¨lo¨nbo¨zo˝nek, ha az egyik a ma´sikba mozgathato´ a ko¨rvonal bea´gyaza´sainak egy
1 parame´teres serege´vel.)
(b) La´ssuk be, hogy ba´rmely csomo´ ba´rmely D diagramja´ra ΓB(D)-nek pa´ratlan
sok fesz´ıto˝fa´ja van.
Megolda´s. (a) Megmutatjuk, hogy ha a ΓB(D) gra´fnak legfeljebb 3 fesz´ıto˝fa´ja van,
akkor a csomo´ vagy trivia´lis (teha´t egy bea´gyazott ko¨rlap pereme), vagy a rajzon
a´bra´zolt ha´romlevelu˝ csomo´ba, vagy ennek tu¨ko¨rke´pe´be mozgathato´ a ko¨rvonal
bea´gyaza´sainak egy 1 parame´teres serege´vel.
1. a´bra. A ha´romlevelu˝ csomo´ egy vetu¨lete
Egy leve´l minden fesz´ıto˝fa´ban benne van, egy hurok (teha´t olyan e´l, amelynek
ke´t ve´ge megegyezik) viszont semelyikben sem. Teha´t ezeket elhagyva a fesz´ıto˝fa´k
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sza´ma nem va´ltozik. Viszont egy leve´l olyan tartoma´nyhoz tartozik, amelynek
csak egy sarka van (teha´t ez egy
”
csavarinta´s”), u´gyhogy a vetu¨let va´ltoztathato´
u´gy, hogy a csomo´ nem va´ltozik, de a leve´l eltu˝nik. Hasonlo´an, egy hurok olyan
keresztezo˝de´shez tartozik, amelyet ki lehet
”
forgatni”. Felteheto˝ teha´t, hogy a gra´f
nem tartalmaz sem levelet, sem hurkot.
Amikor egy fesz´ıto˝fa van, akkor a gra´f egy fa, a fenti a´talak´ıta´sok uta´n teha´t
egy egypontu´ gra´f, e´s a csomo´ nyilva´n trivia´lis.
Ha ke´t fesz´ıto˝fa van, akkor a gra´fban csak ketto˝ hosszu´ ciklus lehet, abbo´l is
csak egy. Ilyen gra´f csak egy van: ke´t csu´cs ke´t e´llel o¨sszeko¨tve. Ez azonban nem
csomo´t, hanem ke´t komponensu˝ la´ncot ad, o¨sszhangban az ala´bb bizony´ıtando´ (b)
a´ll´ıta´ssal.
Meg kell ne´zni me´g, hogy mi a helyzet akkor, ha pontosan ha´rom fesz´ıto˝fa
van. Ekkor a (leve´l e´s hurok ne´lku¨li) gra´fban legfeljebb ha´rom hosszu´ ciklus lehet,
vagy ha´rom e´l ko¨t o¨ssze ke´t csu´csot. Ez ke´t lehetse´ges gra´fot ad, amik egyenke´nt 8
vetu¨letbo˝l sza´rmaznak (atto´l fu¨ggo˝en, hogy az e´l milyen keresztezo˝de´snek felel meg
a ketto˝bo˝l). A csomo´k pedig csak azt a ha´rom t´ıpust engedik meg, amit a´ll´ıtottunk.
Ez a ha´rom csomo´ valo´ban jo´ is.
(b) A megolda´s ke´t ismert te´telt alkalmaz. Az elso˝ szerint minden csomo´, e´s
valo´ja´ban minden vetu¨let, kibogozhato´. Pontosabban, minden vetu¨letet alkalmas
keresztezo˝de´sek megva´ltoztata´sa´val a trivia´lis csomo´ vetu¨lete´ve´ lehet alak´ıtani. (In-
duljunk el a csomo´n, e´s alak´ıtsuk a´t u´gy, hogy amikor elo˝szo¨r e´ru¨nk egy kereszte-
zo˝de´shez, akkor az felu¨l menjen. Nem nehe´z la´tni, hogy a csomo´ trivia´lissa´ va´lt.)
Mivel a keresztezo˝de´s csere´je nem va´ltoztatja meg a ΓB(D) gra´fot, az a´ll´ıta´st ele´g
a trivia´lis csomo´ra bela´tni.
A ma´sik haszna´lando´ te´tel valamivel nehezebb (de minden csomo´elme´let ko¨nyv
az elso˝ lapjain ta´rgyalja): ke´t vetu¨let pontosan akkor felel meg ugyanannak a cso-
mo´nak, ha az R1, R2, R3 u´gynevezett Reidemeister-mozga´sokkal egyma´sba alak´ıt-
hato´k. (A mozga´sokat a 2. rajz mutatja be.)
2. a´bra. A ha´rom Reidemeister-mozga´s
A fentiek alapja´n azt kell teha´t bela´tni, hogy a Reidemeister-mozga´sok nem
va´ltoztatja´k meg a fesz´ıto˝fa´k sza´ma´nak parita´sa´t (hiszen a trivia´lis csomo´ keresz-
tezo˝de´sek ne´lku¨li vetu¨lete´hez tartozo´ fekete gra´fban egyetlen fesz´ıto˝fa van).
Az elso˝ mozga´s nem va´ltoztatja meg a fesz´ıto˝fa´k sza´ma´t. A ma´sodik mozga´s
egy pa´ros sza´mmal va´ltoztatja csak meg: ezt a ke´t lehetse´ges sz´ıneze´s vizsga´lata´val
ko¨nnyu˝ la´tni. Valo´ban, a va´ltoztata´s vagy egy dupla e´l kihagya´sa´val ja´r (ami mego¨li
azokat a fesz´ıto˝fa´kat, amikben a dupla e´l valamelyike szerepelt), vagy ke´t egyma´s
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uta´ni e´l egy pontra ejte´se´t eredme´nyezi; itt azokat a fesz´ıto˝fa´kat o¨lju¨k meg, amelyek
a ke´t e´l ko¨zu¨l pontosan az egyiket tartalmazta´k.
A harmadik mozga´s a gra´fot u´gy va´ltoztatja, hogy egy ha´romszo¨get a´tcsere´l
egy
”
Mercedes-jelre” (4-szo¨gpontu´ fa´ra egy harmadfoku´ csu´ccsal). Itt egy kis eset-
sze´tva´laszta´ssal lehet bela´tni, hogy a fesz´ıto˝fa´k sza´ma´nak parita´sa nem va´ltozik:
az esetsze´tva´laszta´s aszerint megy, hogy a ha´romszo¨gbo˝l 0, 1 vagy 2 e´l szerepel
a fesz´ıto˝fa´ban. Azon fesz´ıto˝fa´k, melyek egy e´lt sem tartalmaztak a ha´romszo¨gben,
ha´romszor annyi fesz´ıto˝fa´t hata´roznak meg terme´szetesen az a´talak´ıtott gra´fban
(behu´zva a Mercedes-jel egy tetszo˝leges e´le´t). Azon fesz´ıto˝fa´k, melyek a ha´romszo¨g-
nek egy e´le´t tartalmazta´k, egyetlen fesz´ıto˝fa´t adnak terme´szetesen az u´j gra´fban
(alkalmas ke´t e´lt ve´ve a Mercedes-jelben). Ve´gu¨l a ke´t ha´romszo¨gbeli e´lt tartalmazo´
fa´k egye´rtelmu˝en hata´roznak meg egy fesz´ıto˝fa´t az u´j gra´fban, de ha´rom fesz´ıto˝fa
ugyanazt a fa´t fogja meghata´rozni az u´j gra´fban, ı´gy ebben az esetben a sza´mot
ha´rommal osztani kell. A parita´s azonban va´ltozatlan marad, amivel a bizony´ıta´s
teljes.
Megoldotta: Gro´sz Da´niel, Nagy Csaba, Nagy Da´niel, Szalkai Bala´zs, Tomon Istva´n,
Wolosz Ja´nos. Hia´nyosan oldotta meg: Backhausz Tibor, Bencs Ferenc, Gyenizse Gergo˝,
Kalina Kende. A (b) re´szt megoldotta Me´sza´ros Andra´s.
11. feladat. Legyenek X1, X2, . . . fu¨ggetlen, azonos eloszla´su´ valo´sz´ınu˝se´gi va´l-
tozo´k, e´s legyen Sn = X1 + · · ·+Xn, n = 1, 2, . . . . Melyek azok a c valo´s sza´mok,
amelyekre minden n esete´n
P
(∣∣∣∣S2n2n − c
∣∣∣∣ ≤ ∣∣∣∣Snn − c
∣∣∣∣) ≥ 12 ?
Megolda´s. Meglepo˝ mo´don az egyenlo˝tlense´g minden valo´s c-re fenna´ll. Mivel az
Xi-k tetszo˝legesek lehetnek, az egyenlo˝tlense´get elegendo˝ a c = 0 esetben bizony´ı-
tani. Legyen S′n = Xn+1 + · · ·+X2n, akkor
P
(∣∣∣∣S2n2n
∣∣∣∣ ≤ ∣∣∣∣Snn
∣∣∣∣) = P (|Sn + S′n| ≤ 2|Sn|) ≥
≥ P (|Sn|+ |S′n| ≤ 2|Sn|) = P (|S′n| ≤ |Sn|) ≥ 12 ,
ugyanis Sn e´s S
′
n fu¨ggetlenek e´s azonos eloszla´su´ak, eze´rt
1 ≤ P (|S′n| ≤ |Sn|)+ P (|Sn| ≤ |S′n|) = 2P (|S′n| ≤ |Sn|).
Megoldotta: Gro´sz Da´niel, Gyenizse Gergo˝, Kalina Kende, Me´sza´ros Andra´s, Nagy
Csaba, Nagy Da´niel, Tomon Istva´n, Virosztek Da´niel. Hiba´s egy dolgozat.
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