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Abstract We infer and generate three-dimensional (3D)
scene information from a single input image and without
supervision. This problem is under-explored, with most
prior work relying on supervision from, e.g., 3D ground-
truth, multiple images of a scene, image silhouettes or
key-points. We propose Pix2Shape, an approach to
solve this problem with four component: (i) an encoder
that infers the latent 3D representation from an image,
(ii) a decoder that generates an explicit 2.5D surfel-
based reconstruction of a scene – from the latent code
– (iii) a differentiable renderer that synthesizes a 2D
image from the surfel representation, and (iv) a critic
network trained to discriminate between images gener-
ated by the decoder-renderer and those from a training
distribution. Pix2Shape can generate complex 3D scenes
that scale with the view-dependent on-screen resolution,
unlike representations that capture world-space resolu-
tion, i.e., voxels or meshes. We show that Pix2Shape
learns a consistent scene representation in its encoded
latent space, and that the decoder can then be applied
to this latent representation in order to synthesize the
scene from a novel viewpoint. We evaluate Pix2Shape
with experiments on the ShapeNet dataset as well as
on a novel benchmark we developed – called 3D-IQTT –
to evaluate models based on their ability to enable 3d
spatial reasoning. Qualitative and quantitative evalu-
ation demonstrate Pix2Shape’s ability to solve scene
reconstruction, generation and understanding tasks.
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1 Introduction
Humans sense, plan and act in a 3D world despite only
directly observing 2D projections of their 3D environ-
ment. Automatic 3D understanding seeks to recover a
realistic underlying 3D structure of a scene using only
2D image projection(s). This long-standing challenge in
computer vision has recently admitted learning-based
solutions. Many such approaches leverage 3D supervi-
sion, such as from images annotated with ground truth
3D shape information (Girdhar et al. 2016; Wu et al.
2015, 2016b; Choy et al. 2016). Recent approaches rely
on using other forms of 3D supervision, such as multiple
views of the same object (Yan et al. 2016; Tulsiani et al.
2017; Li et al. 2019), 2.5D supervision (Wu et al. 2016a,
2017), key-point (Kar et al. 2014; Novotny´ et al. 2019)
and silhouette annotations (Wiles and Zisserman 2017;
Henderson and Ferrari 2018; Chen et al. 2019). Our
work treats the problem of unsupervised single image
3D scene understanding. This form of the problem is
challenging, as we aim to infer an encoding of 3D struc-
ture from only a single image, and this too without any
form of 3D ground truth supervision during training.
We do not rely on any 3D scene supervision, however
we employ camera pose, scene reflectance profiles and
outgoing/observed radiance as weak supervision signals.
While the benefits of employing supervision can cer-
tainly be argued for in this context – i.e., with the grow-
ing number of datasets with labelled 3D ground truth
for objects (Chang et al. 2015) and cityscapes (Caesar
et al. 2019) – one benefit of approaching the problem
from an unsupervised perspective is that we are not
limited to the types of 3D objects represented in these
datasets. Indeed, however vast, existing datasets fall
far from capturing all possible artificial and natural 3D
scenes and objects. Moreover, datasets with depth an-
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(a) Voxel (b) Mesh (c) Surfels (distant camera) (d) Surfels (up close)
Fig. 1: Comparison of 3D representations. Voxels and meshes (1a and 1b) are viewpoint-independent repre-
sentations. These representations require storage space proportional to the required level of detail. Our implicit
representation captures the full scene in a fixed-length latent vector, which, given a viewpoint, can be decoded into
an explicit viewpoint-dependent “surfels” representation with arbitrary level of detail (1c and 1d).
notations often contain incomplete or noisy depth maps
due to limitations in depth capture hardware.
Unsupervised single image 3D understanding is a
relatively under-explored area, with only a few works
treating this setting Rezende et al. (2016); Yan et al.
(2016). These methods rely on deformable 3D mesh or
voxel representations of the world, and have only been
applied to simple 3D primitives (e.g., cubes, spheres) or
single objects over a clean background.
One approach to this problem is to leverage prior
knowledge on how 2D images are formed from the 3D
world, including the effects of shading and occlusion.
Building machine learning architectures with an ex-
plicit knowledge of this forward rendering model could
help better disambiguate the 3D structure of geometry
from 2D observations. In this spirit, we propose the
Pix2Shape architecture for unsupervised single image
3D understanding: a model that learns abstract latent
encodings of the geometry of an entire scene geometry,
and all from a single image. These implicit learnt scene
representations can be decoded – when combined with a
targe viewing/camera position – into a view-dependent
realization of 2.5D surfaces (depth map and surface nor-
mals) visible only from that view. We can then readily
re-render these explicit view-dependent surface elements
(surfels) at their corresponding 2D image projections in
order to synthesize an unseen view of the scene.
Our model builds atop Adversarially Learned In-
ference (ALI) (Dumoulin et al. 2016), an extension of
Generative Adversarial Networks (GANs) (Goodfellow
et al. 2014) that infers a latent code from an image using
an encoder network. In Pix2Shape, the encoder network
learns a latent representation that embeds the 3D in-
formation of an entire scene from an image. We map
the latent representation to view-dependent depth and
normal maps using a decoder before projecting these
maps onto image space using a differentiable renderer.
We evaluate the resulting image using an adversarial
critic. Our model remains unsupervised as it does not
require ground truth depth maps nor any other kind
of 3D supervision, as in previous works (e.g., observing
the same object from multiple views, key-point regis-
tration or image silhouettes). Note that, at any given
instant, our model outputs the depth and surface nor-
mals conditioned on a specific camera view; we never
produce/synthesize the entirety of the 3D world struc-
ture. That being said, the latent space we learn embeds
the 3D geometry of the entire underlying scene, which
allows our decoder and renderer to smoothly extrapo-
late and synthesize scene geometry from unseen camera
views during inference. We refer to this indirect pro-
cess of embedding 3D information in the latent code as
“implicit” inference.
An ambitious long-term goal is to infer the 3D struc-
ture of photographs of the real-world, and our work
takes a first step in this direction: We rely on physically
based rendering in-order to build a model of the world.
However, in order to make the training tractable we
experiment exclusively with synthetically constructed
scenes, adopting several simplifying assumptions. Of
note, we assume that the world is composed of piece-
wise smooth 3D elements and that, for each input image,
the illumination, view and object materials are known.
Since each pixel in an image is a function of geometry,
illumination, view and texture, our focus in this work is
to learn the underlying geometry of a scene keeping the
other parameters fixed.
We evaluate our model’s ability to recover accurate
and consistent depth from a single image, for both seen
and unseen viewpoints, using Hausdorff and Chamfer
distance metrics between generated and ground truth
depth maps. In addition to reconstruction, we can sam-
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ple novel scenes (at novel views) using the generative
nature of our adversarial network. Finally, we propose
a new 3D understanding benchmark – 3D IQ Test Task
(3D-IQTT) – to evaluate models’ understanding of the
underlying 3D structure of an object: the test consists
of matching a rotated view of a reference object (Fig-
ure 2). To perform this task, we develop a novel 3D-IQ
dataset to train and test against. In this setting, we can
additionally estimate camera pose in our learnt latent
3D world embedding. Our contributions are as follows:
1. an approach for unsupervised single image 3D un-
derstanding that builds a latent embedding of an
entire 3D scene,
2. a decoding scheme that leverages view-dependent,
explicit surfel representations to sample scene infor-
mation more efficiently than (world-space) voxels
and meshes,
3. a differentiable 3D renderer that we leverage, and
that can be included as a layer in any learning-based
neural network architecture, and
4. 3D-IQTT, a new 3D understanding benchmark.
2 Related Work
2.1 Single view 3D Reconstruction and Generation
3D generation and reconstruction has been studied ex-
tensively in the computer vision and graphics communi-
ties (Saxena et al. 2009; Chaudhuri et al. 2011; Kaloger-
akis et al. 2012; Chang et al. 2015; Rezende et al. 2016;
Soltani et al. 2017; Kulkarni et al. 2015; Tulsiani et al.
2016; Huang et al. 2019; Jiang et al. 2019). Most meth-
ods in the literature focus on recovering the 3D structure
from 2D images by using explicit 3D supervision. Choy
et al. (2016); Girdhar et al. (2016); Wu et al. (2016b,
2015); Zhu et al. (2018) reconstruct and/or generate 3D
voxels from a latent representation by directly compar-
ing with available 3D shapes. Wu et al. (2017); Zhang
et al. (2018) use 2.5D supervision during training, i.e.,
depth maps. More recent methods tend to use weaker
forms of supervision for single image reconstruction. Wu
et al. (2016a); Kato and Harada (2018); Henderson and
Ferrari (2018); Chen et al. (2019) use image based an-
notations like silhouettes, 2D keypoints or object masks.
Kanazawa et al. (2018) learn both texture and shape
from 2D images leveraging multiple learning signals such
as keypoints and mean shape.
Rezende et al. (2016); Yan et al. (2016); Gadelha
et al. (2016); Novotny´ et al. (2017) learn 3D shapes by
using multiple views and approximately differentiable
rendering mechanisms. However, one of Rezende et al.
(2016)’s experiments show reconstruction 3D objects
trained using a single view. As far as we know, theirs
is the only fully unsupervised method for explicit 3D
reconstruction from a single image. Their method is
limited to reconstructing relatively simple 3D primi-
tives floating in space due to the strong priors required
for the model to work. Concurrent to our work, Holo-
GAN (Nguyen-Phuoc et al. 2019) can synthesize 2D
images of more realistic scenes (e.g., cars, bedrooms) un-
der camera view rotation. However their model can not
recover the geometry from its implicit representation.
Compared to Rezende et al. (2016), our model can learn
to represent more complex synthetic indoor scenes com-
posed of multiple ShapeNet(Chang et al. 2015) objects
and, while we do not address real image inputs (i.e., as
HoloGAN), we can infer explicit geometry for visible
surfaces from each given view. As such, our model can
also be applied to 3D reconstruction (like Rezende et al.
(2016) but only for visible parts of the scene) and novel
viewpoint image generation (like Nguyen-Phuoc et al.
(2019)).
2.2 Differentiable Rendering
In order to facilitate deep neural network based mod-
els to infer 3D structures from their 2D projections
(images), it is required to compute and propagate the
derivatives of image pixels with respect to 3D geome-
try and other properties. Gradient estimation through
rendering process is a challenging task. In both raster-
ization and ray-tracing techniques the visibility map-
ping step is often non-differentiable. Loper and Black
(2014) is one of the well known methods for differen-
tial rendering, but has limited applicability due to high
computational and memory costs. Kato et al. (2017);
Rezende et al. (2016) approximate the gradients of the
rendering process and are often limited to a rasteriza-
tion based rendering scheme. OpenDR (Loper and Black
2014), as used by Henderson and Ferrari (2018), applies
first order Taylor approximation to compute gradients.
Liu et al. (2019) computes the gradients analytically
by softly assigning contribution of each triangle face
to a pixel in mesh-based representations. Chen et al.
(2019) improved this soft assignment and allow the use
of textures by interpolating local mesh properties for
foreground pixels. Insafutdinov and Dosovitskiy (2018)
proposed a differentiable re-projection mechanism for
point clouds to infer 3D shapes. However learning meth-
ods built on these approaches so-far require either more
than one view per object or 2D silhouette as supervision
and can only reconstruct single objects. In our work we
circumvent the non-differentiablity challenge as follows:
(1) Our network is trained to output only “visible” sur-
face elements (surfels) of the scene conditioned on the
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Fig. 2: Sample questions from 3D-IQTT. For this “mental rotation” task, we present a reference image and
three possible answers. The test is a classification task where the goal is to find the rotated view of the model from
the reference image. To solve this task, the 3D shape of the reference must be inferred from the 2D image and
compared to the inferred 3D shapes of the answers (see footnote for correct answers).
view, i.e. a 2.5D representation and (2) We maintain
one-to-one correspondence between the output surfels
and the pixels. In other words our model outputs exactly
one surfel in object space per pixel in the output image,
and the final image is then formed by a differentiable
shading operation. This makes our model differentiable,
easily adaptable across image resolutions and allows
end-to-end training.
3 Method
Our method follows the ALI architecture (Dumoulin
et al. 2016), where we have an encoder branch that
learns to convert images into latent representations, a
decoder branch that learns to generate images from
randomly sampled latent representations, and a critic
that tries to predict if pairs of latent code and image
are real or fake. The critic and encoder pathways are
implemented as convolutional neural networks but the
decoder pathway contains an additional differentiable
renderer, usable like a layer of a neural network, that
converts the 2.5D surfel representation into a 2D image
by computing shading at each surfel. Additionally, the
decoder is conditioned on a camera pose. See Figure 3
for an overview. In the following section, we drill down
on the individual components of this architecture.
3.1 3D Representation and Surfels
Representing 3D structure as voxels or meshes presents
different challenges for generative models (Kobbelt and
Botsch 2004). Representing entire objects using voxels
scales poorly given its O(n3) complexity. Additionally,
the vast majority of the generated voxels are not rel-
evant to most viewpoints, such as the voxels that are
entirely inside objects. A common workaround is to use
a surface representation such as meshes. However, these
1
three
2
two
too come with their own drawbacks, such as their graph-
like structure. This makes mesh representation difficult
to generate using neural networks. Current mesh based
methods mainly rely on deforming a pre-existing mesh
and are thus limiting the object topology to have the
same genus as the template mesh.
Our approach represents the 3D scene implicitly in
a high-dimensional latent variable. In our framework,
this latent variable (i.e., a vector) is decoded using a
decoder network conditioned on the camera pose into a
viewpoint-dependent representation of surface elements
(i.e., surfels (Pfister et al. 2000), square-shaped planes
that are scaled based on depth to roughly fit the size of a
pixel) that constitute the visible part of the scene. This
representation is very compact: given a renderer’s point
of view, we can represent only the part of the 3D surface
needed by the renderer. As the camera moves closer to
a part of the scene, surfels become more compact and
thereby increase the amount of visible detail. For descrip-
tive purpose we discuss surfels as squares, but in general
they can have any shape. Figure 1 compares surfels
with different representations. Surfels differ from other
explicit representations in that they are view-dependent,
i.e., this representation changes for different camera
poses (but the implicit latent vector representation does
not).
Formally, surfels are represented as a tuple (P,N, ρ),
where P = (px, py, pz) is its 3D position,N = (nx, ny, nz)
is the surface normal vector, and ρ = (kr, kg, kb) is the
albedo of the surface material. Note that ρ represents
the material properties at the point P and could take
a different size for a different shading model. Since we
are only interested in modelling structural properties
of the scenes, i.e. geometry and depth, we assume that
objects in the scene have uniform material properties
and thus keep ρ fixed. We also estimate the normals
from depth by assuming locally planar surfaces. We rep-
resent the surfels in the camera coordinate system and
generate one surfel for each pixel in the output image.
This makes our representation very compact. Thus, the
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Fig. 3: Model. Pix2Shape generates realistic 3D views of scenes by training on 2D single images only. Its decoder
generates the surfel depth map pz from a noise vector z conditioned on the camera pose. The surfel normals are
estimated from the predicted depth. The surfels are rendered into a 2D image and, together with image samples
from the target distribution, are fed to the critic, which generates a gradient for both encoder and decoder paths.
only necessary parameter for the decoder network to
generate is pz, i.e. a depth map.
3.2 Differentiable 3D Renderer
Since our architecture is GAN-like and uses 2D images
as input to the critic network, we need to project the
generated 3D representations down to 2D space using
a renderer. In our setting, each stage of the rendering
pipeline must be differentiable to allow us to take advan-
tage of gradient-based optimization and backpropagate
the critic’s error signal to the surfel representation. Our
proposed rendering process is differentiable because: (1)
each output pixel depends exactly on one surfel, and (2)
we employ a differentiable shading operation to compute
the color of each pixel. Our PyTorch implementation
of the differentiable renderer can render a 128 × 128
surfel-based scene in under 1.4 ms on a mobile NVIDIA
GTX 1060 GPU. Further details about the rendering
implementation can be found in appendix A.
3.3 Model
The adversarial training paradigm allows the generator
network to capture the underlying target distribution by
competing with an adversarial critic network. Pix2Shape
employs bi-directional adversarial training (Dumoulin
et al. 2016; Donahue et al. 2016) to model the distribu-
tion of surfels from 2D images.
3.3.1 Bi-Directional Adversarial Training
ALI (Dumoulin et al. 2016) or Bi-GAN (Donahue et al.
2016) extend the GAN (Goodfellow et al. 2014) frame-
work by including the learning of an inference mecha-
nism. Specifically, in addition to the decoder network Gx,
ALI provides an encoder Gz which maps data points x
to latent representations z. In these bi-directional mod-
els, the critic, D, discriminates in both the data space
(x versus Gx(z)), and latent space (z versus Gz(x))
jointly, maximizing the adversarial value function over
two joint distributions. The final min-max objective can
be written as:
min
G
max
D
LALI(G,D)= Eq(x)[log(D(x, Gz(x)))]
+ Ep(z)[log(1−D(Gx(z), z))],
where q(x) and p(z) denote encoder and decoder marginal
distributions.
3.3.2 Modelling Depth and Constrained Normal
Estimation
The encoder network captures the distribution over the
latent space of the scene given an image data point x.
The decoder network maps a fixed scene latent distri-
bution p(zscene) (a standard normal distribution in our
case) to the 2.5D surfel representation from a given view-
point zview. The surfel representation is rendered into a
2D image using our differentiable renderer. The result-
ing image is given as input to the critic to distinguish it
from the ground truth image data. To emphasize on the
notation, note that the output of the encoder is zscene
and the input to decoder is (zscene, zview)
A straightforward way to design the decoder network
is to learn a conditional distribution to produce the
surfels’ depth (pz) and normal (N). However, this could
lead to inconsistencies between the local shape and
the surface normal. For instance, the decoder can fake
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an RGB image of a 3D shape simply by changing the
normals while keeping the depth fixed. To avoid this
issue, we exploit the fact that real-world surfaces are
locally planar, and that surfaces visible to the camera
have normals constrained to be in the half-space of
visible normal directions from the camera’s view point.
Considering the camera to be looking along the −z
axis direction, the estimated normal has the constraint
nz > 0. Therefore, the local surface normal is estimated
by solving the following problem for every surfel:
NT∇P = 0 subject to ‖N‖ = 1 and nz > 0, (1)
where the spatial gradient ∇P is computed for each of
the 8 neighbour points, and P is the position of the
surfels in the camera coordinate system obtained by
back-projecting the generated depth along rays.
This approach enforces consistency between the pre-
dicted depth field and the computed normals and pro-
vides a gradient signal to the depth from the shading
process. If the depth is incorrect, the normal-estimator
outputs an incorrect set of normals, resulting in an in-
consistent RGB image with the data distribution, which
in turn would get penalized by the critic. The decoder
network is thus incentivized to produce realistic depths.
3.3.3 Unsupervised Training
The Wasserstein-GAN (Arjovsky et al. 2017) formula-
tion provides stable training dynamics using the first
Wasserstein distance between the distributions. We adopt
the gradient penalty setup as proposed in Gulrajani et al.
(2017) for more robust training. However, we modify
the formulation to take into account the bidirectional
training.
The architectures of our networks, and training
hyper-parameters are explained in detail in the supple-
mentary material section B. Briefly, we used Conditional
Normalization (Dumoulin et al. 2016; Perez et al. 2017)
for conditioning the viewpoint (or camera pose) in the
encoder, decoder and the discriminator networks. The
viewpoint is a three dimensional vector representing
positional coordinates of the camera. In our training,
the affine parameters of the batch-normalization lay-
ers (Ioffe and Szegedy 2015) are replaced by learned
representations based on the viewpoint. The final objec-
tive includes a bi-directional reconstruction loss:
Lrecon = Eq(x)[||x− rend(Gx(Gz(x)))||2]+
Ep(z)[||z −Gz(rend(Gx(z)))||2],
(2)
where the rend(·) function synthesizes images through
view-dependent decoding and projection and z is (zscene, zview).
This objective enforces the reconstructions from the
model to stay close to the corresponding inputs. This
Algorithm 1 Semisupervised classification
1: while iter < max iter do
2: D ← MiniBatch()
3: zx ∼ Enc(x); ∀x ∈ {xref ,xd1 ,xd2 ,xans} ∈ D
4: L← LALI + Lrecon + IΘ(zscene, zview)
5: if supervised-training-interval(iter) then
6: L← L+ Lθ
7: end if
8: optimize networks with L
9: end while
reconstruction loss is used for the encoder and decoder
networks as it has been empirically shown to improve
reconstructions in ALI-type models (Li et al. 2017).
3.3.4 Semi-supervised Training for Classification
Our model can be also trained in a semi-supervised
setting (see Algorithm 1) for solving image classifica-
tion tasks that require 3D understanding such as the
3D-IQTT (See Figure 2). The idea is to use labeled ex-
amples to streamline the learned latent representations
in order to solve the task. In this case, we do not assume
that we know the camera position for the unlabeled
training samples. Ass mentioned earlier, part of the la-
tent vector z encodes the actual 3D object (denoted as
zscene) and the remainder estimates the camera-pose
(denoted as zview). For the supervised samples, two ad-
ditional loss terms were used: (a) a loss that enforces the
object component (zscene) to be the same for both the
reference object and the correct answer, (b) a loss that
maximizes the distance between the reference object
and the distractors. This loss is expressed as:
Lθ = 1
2
Dθ(xref ,xans)− 1
2
2∑
i=1
Dθ(xref ,xdi) (3)
where xref is the reference image, xans is the cor-
rect answer, di denotes the distractors, Dθ(x1,x2) =
(||zx1scene − zx2scene||2)2 and zx = Encoderθ(x).
During training, we also minimize the mutual in-
formation between zscene and zview to explicitly disen-
tangle both. This is implemented via MINE (Belghazi
et al. 2018). The strategy of MINE is to parameterize
a variational formulation of the mutual information in
terms of a neural network:
IΘ(zs, zv) = sup
θ∈Θ
EPzszv [Tθ]− log
(
EPzs⊗Pzv [e
Tθ ]
)
. (4)
This objective is optimized in an adversarial paradigm
where T , the statistics network, plays the role of the
critic and is fed with samples from the joint and marginal
distribution. We use this loss to minimize the mutual
information estimate in both unsupervised and super-
vised training iterations. Once the model is trained, we
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answer 3D-IQTT questions, by inferring the latent 3D
representation for each of the four images and we select
the answer closest to the reference image as measured
by L2 distance on latent representations.
4 Experimental Setup
We evaluate Pix2Shape on three different tasks: scene
reconstruction, scene generation, and 3D-IQTT.
4.1 Scene Reconstruction
The goal of this task is to produce a 2.5D representation
(depth and normals) from a given input image. More-
over, we also evaluate if the model can extrapolate to
unobserved views of the scene.
For this task we have created two datasets of scene
images composed of a room containing one or more ob-
jects placed at random positions and orientations. Shape
scenes dataset is created with rendered images of multi-
ple basic 3D shapes (i.e., box, sphere, cone, torus, teapot
etc)placed inside a room. ShapeNet scenes dataset is
constructed from renderings of multiple objects of differ-
ent categories from the ShapeNet dataset (Chang et al.
2015) (i.e., bowls, bottles, mugs, lamps, bags, etc).
Each 3D scene is rendered into a single 128× 128×
3 image taken from a camera in a random position
sampled uniformly on the positive octant of a sphere
containing the room. The probability of seeing the same
configuration of a scene from two different views is near
zero.
We evaluate the performance of scene reconstruction
using three different metrics: (1) Chamfer distance, (2)
Hausdorff distance (Hausdorff 1949) (on surfels’ posi-
tion), and (3) Mean Squared Error (MSE).
Chamfer distance (CD) gives the average distance
from each point in a set to closest point in the other set.
For any two point sets A,B ⊂ R3 Chamfer distance is
measured using:
CD(A,B) =
1
|A|
∑
x∈A
min
y∈B
‖x− y‖2 + 1|B|
∑
x∈B
min
y∈A
‖x− y‖2
Hausdorff distance (HD) measures the correspon-
dence of the model’s 3D reconstruction with the input
for a given camera pose. Given two point sets, A and
B, the Hausdorff distance is,
max
{
maxD+H(A,B),maxD
+
H(B,A)
}
,
where D+H is an asymmetric Hausdorff distance between
two point sets. E.g., maxD+H(A,B) = maxD(a,B), for
all a ∈ A, or the largest Euclidean distance D(·), from a
set of points in A to B, and a similar definition for the
reverse case maxD+H(B,A). In both the evaluations, we
mesaure compare our reconstructed view-centric surfels
(3D positions and normals) to the groundtruth surfels.
4.2 Scene Generation
In the second task we showcase the generative ability
of our model by using our generator to sample class
conditioned shapes from ShapeNet dataset. We evaluate
the 3D scene generation task qualitatively.
4.3 3D-IQTT
In the final task we evaluate the 3D understanding
capability of the model on 3D-IQTT: a spatial reasoning-
based semi-supervised classification task. The goal of
the 3D-IQTT is to quantify the ability of our model
to perform a 3D spatial reasoning test by using large
amounts of the unlabeled training data and a small set
of labeled examples.
For this 3D-IQTT task, we generated a dataset where
each IQ question consists of a reference image of a Tetris-
like shape, as well as three other images, one of which is
a randomly rotated version of the reference (see Figure 2
for an example). The training set consists of 100k ques-
tions where only a few are labeled with the information
about the correct answer (i.e. either 1% (1k) or 0.2%
(200) of the total training data). The validation and test
sets each contain 100K labeled questions. Earlier litera-
ture related to 3D-IQTT is elaborated in supplementary
material section H. We evaluate the 3D-IQTT task with
the percentage of questions answered correctly.
More details on experimental setup and evaluation
can be found in supplementary material sections D and
F.
Ours PTN
Shape
scenes
ShapeNet
scenes
Shape
scenes
ShapeNet
scenes
Chamfer distance (CD) 0.103 0.133 0.145 0.181
Hausdorff (HD) 0.191 0.215 0.229 0.254
MSE-depth 0.038 0.053 0.056 0.103
Table 1: Scene reconstruction results. Evaluation
of Pix2Shape on scene reconstruction with Chamfer
distance and Hausdorff metric on 2.5D surfels and MSE
on the depth maps. Table also compares with view-
centric reconstruction of PTN Yan et al. (2016),
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(a) Top: Input images. Bottom: Reconstructed images
(b) Top: Ground-truth depth maps. Bottom: Reconstructed depth maps
(c) Top: Ground-truth normal maps. Bottom: Reconstructed normal maps
Fig. 4: Shape scenes reconstruction. Pix2Shape reconstruction of single objects in a room (left) and multiple
objects into a room (right). On both sides, the ground truths for RGB, depth, and normals are in the upper row,
the inferred image, depth and normals are in the respective lower rows. Our model is able to correctly recover the
depth and normal of the scenes from a single 2D image.
(a) Input images
(b) Reconstructed images, depths and normals
Fig. 5: ShapeNet scenes reconstruction. Implicit
3D reconstruction of scenes composed by multiple
ShapeNet objects.
5 Experiments
5.1 Scene Reconstruction
Figure 4 shows the input shape scenes data and its
corresponding shading reconstructions, along with its
recovered depth and normal maps. The depth map is
encoded in such a way that the darkest points are closer
to the camera. The normal map colors correspond to
the cardinal directions (red/green/blue for x/y/z axis
respectively). Table 1 shows a quantitative evaluation
(a) Input images
(b) Reconstructed images, depths and normals
Fig. 6: ShapeNet 256× 256 scenes reconstruction.
Implicit 3D reconstruction of scenes composed by mul-
tiple ShapeNet objects.
of the Chamfer and Hausdorff distances on Shape scene
and shapenet scene datasets from a given observed view.
The table also depicts mean squared error (MSE) of the
generated depth map with respect to the input depth
map. The shading reconstructions are almost perfect in
this simple dataset. Our model successfully learns the
depth of the scenes and thereby the relative positions
of the surfels. It also estimates the normal maps from
Pix2Shape 9
the depth consistently. However the absolute distance
is not always recovered perfectly.
Figure 5 shows the reconstructions from the model
on challenging ShapeNet scenes where the number of
objects as well as their shape varies. Note how our
model is able to handle geometry of varying complexity.
Figure 6 shows reconstructions on 256× 256 resolution
scenes(on the right) constructed out of more difficult
thin-edged chairs and tables from ShapeNet dataset in
random configurations.
To showcase that our model can reconstruct unob-
served views, we first infer the latent code zscene of an
image x and then decode and render different views
while rotating the camera around the scene. Table 2
shows the Chamfer and Hausdorff distances and MSE
loss of reconstructing a scene from different unobserved
view angles. As the view angle increases from 0◦(original)
to 80◦ for shape scenes the reconstruction error and
MSE tend to increase. However, for the ShapeNet scenes
the trend is not as clear because of the complexity of
the scene and inter-object occlusions. We compare our
method with the PTN baseline Yan et al. (2016). Note
that PTN reconstructs the 3D object in voxels explicitly,
where as we output a 2.5D representation. Therefore,
for a fair comparison we rotate and render per pixel
depth map from a desired view and obtain the Chamfer
distance with respect to ground truth projection for that
view. Figure 7 qualitatively shows how Pix2Shape cor-
rectly infers the scene parts not in view demonstrating
true 3D understanding.
In all our datasets and further experiments we use dif-
fuse materials with uniform reflectance. The reflectance
values are chosen arbitrarily and we use the same ma-
terial properties for both the input and the generator
side. However, our differentiable rendering setup also
supports Phong illumination model. As an instance Fig-
ure 8 shows the input shape scenes data with specular
reflection and its corresponding shading reconstructions,
along with its recovered depth.
5.2 Scene Generation
We trained Pix2Shape on scenes composed of a single
ShapeNet object in a room. The model was trained
conditionally by giving the class label of the ShapeNet
object present in the scene to the decoder and critic
networks (Mirza and Osindero 2014). Figure 10 shows
the results of conditioning the decoder on different target
classes. Our model was able to generate accurate 3D
models for the target class. We can also train the model
in an unconditional fashion without giving any object
category information (see supplementary material E for
more details and results).
Fig. 7: Viewpoint reconstruction. Given a scene
(first column), we rotate the camera around it to visual-
ize the unseen parts of the scene. The model correctly in-
fers the unobserved geometry of the objects, demonstrat-
ing true 3D understanding of the scene. Videos of these
reconstructions can be seen at https://bit.ly/2zADuqG.
(a) Input images
(b) Reconstructed images and depths
Fig. 8: Shape scenes reconstruction with specu-
lar reflectance. Pix2Shape reconstruction of multiple
objects into a room. The input RGB images are in the
upper row, the inferred image and depth are in the
respective lower rows.
In order to explore the manifold of the learned rep-
resentations, we selected two images x1 and x2 from
the held out data. We then linearly interpolated be-
tween their encodings z1scene and z2scene and decoded
the intermediary points into their corresponding images
using a fixed camera pose. Figure 9 shows this for two
different settings.
5.3 3D-IQ Test Task
We trained our model using the aforementioned semi-
supervised training described in Section 3.3.4 on the
3D-IQTT task. We compared our model to different
baselines listed below and with human performance.
Human. We created an online test where 40 random
graduate students from our lab answered 20 randomly
selected questions from the test set (similar to Figure 2).
No student had seen these images before. More details
can be found in Appendix I.
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Shape scenes Multiple-shape scenes
5◦ 35◦ 55◦ 80◦ 5◦ 35◦ 55◦ 80◦
HD 0.156 0.191 0.189 0.202 0.308 0.355 0.329 0.316
Ours CD 0.098 0.112 0.110 0.126 0.141 0.148 0.134 0.108
MSE 0.012 0.021 0.022 0.027 0.070 0.091 0.088 0.083
CD 0.143 0.189 0.219 0.202 0.174 0.293 0.334 0.387
PTN MSE 0.066 0.112 0.142 0.157 0.083 0.1969 0.1982 0.190
Table 2: View point reconstruction. Quantitative
evaluation of scene reconstruction for unseen views by
extrapolating the view angle from 0◦(original) to 80◦.
We observe that our method does better when compare
to view-centric reconstruction of PTN Yan et al. (2016)
Note that PTN model is tuned to perform better for
silhouette based single object reconstruction with just
plane background. HD is the Hausdorf distance, CD
denotes Chamfer Distance and MSE is mean-squared
error
CNN. The first baseline is composed of four ResNet-50
modules (He et al. 2016) with shared weights followed
by three fully-connected layers and a softmax output
for the class label (answer 1 to 3). We trained this CNN
only on the labeled samples. The architecture is depicted
in the appendix, Figure 12.
Siamese Network. Our second baseline is a Siamese
CNN with a similar architecture as the previous one
but with the fully-connected layers removed. Instead
of the supervised loss provided in the form of correct
answers, it was trained with contrastive loss (Koch et al.
2015). This loss reduces the feature distance between the
reference and correct answer and maximizes the feature
distance between the reference and incorrect answers.
Perspective Transformer Nets. As our third baseline, we
used the open source implementation of the Perspective
Transformer Nets (Yan et al. 2016) to solve the IQTT
task using the learnt latent code.
Rezende et al. (2016): Since there is no open source
code available for this work, we implemented our own
interpretation of this work. We were able to reproduce
the results from their paper (see appendix J before
attempting to use it as baseline for our model.
A more detailed description of the networks and con-
trastive loss function can be found in the supplementary
material C.
Table 3 shows 3D-IQTT results for our method
and baselines. The CNN-based baselines were not able
to infer the underlying 3D structure of the data and
their results are only slightly better than random guess.
The poor performance of the Siamese CNN might be
Fig. 9: Manifold exploration. Exploration of the
learned manifold of 3D representations. Generated in-
terpolations (middle columns) between two images x1
and x2 (first and last columns).
Fig. 10: Conditional scene generation. Class-
conditionally generated samples for ShapeNet dataset.
These images are not part of the training data.
in part because the contrastive loss rewards similari-
ties in pixel space and has no notion of 3D similarity.
However, Pix2Shape achieved significantly better accu-
racy by leveraging the learned 3D knowledge of objects.
Our method also outperformed the other 2 baseline
approaches, but with a smaller margin.
5.4 Analyzing the Loss Functions
In this section, we do an ablation study of the differ-
ent loss functions used to train our model. Our final
objective is a combination of bi-directional adversar-
ial loss LALI and a reconstruction loss Lrecon. For the
3D-IQTT task we augmented the above losses with a
mutual information based objective IΘ(zs, zv) to make
sure that different parts of the latent code encode dis-
tinctive pieces of information present in a scene. This
allows us to disentangle view point and geometry. Ta-
ble 4 shows our results for both the reconstruction task
on the ShapeNet scenes dataset and the 3D-IQTT task
when considering, i) only adversarial loss (LALI); ii)
only reconstruction loss(Lrecon); iii) adversarial and re-
construction but not mutual info (LALI); and (Lrecon)
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Labeled
Samples
CNN
Siamese
CNN
Human
Evaluation
Persp. Transf. Nets
Yan et al. (2016)
Rezende et al.
Rezende et al. (2016)
Pix2Shape
(Ours)
0 0.3385 0.3698 0.7329 ± 0.148 0.5344 0.5202 0.5519 ± 0.013
200 0.3350 0.3610 - 0.6011 0.6155 0.6312 ± 0.031
1,000 0.3392 0.3701 - 0.6645 0.7001 0.7012 ± 0.021
Table 3: 3D-IQTT results. Evaluation on the 3D-IQTT task of our model, two CNN-based baselines, Perspective
Transformer Nets and (Rezende et al. 2016). This table also includes comparison with human performance. Although
Pix2Shape performs well compared to other baselines, it is still lagging behind the human level by a good margin.
Adversarial
Loss LALI
Reconstruction
Loss LALI
Mutual Info
Loss
Reconstruction on ShapeNet
scenes (Chamfer dist)
3D-IQTT
No Labels
3D-IQTT
1000 labels
0◦ 35◦ 55◦ 80◦
X 1.927 2.341 2.350 2.281 0.4024 0.4454
X 0.1066 0.1935 0.201 0.1925 0.3321 0.3789
X X 0.1120 0.1522 0.1483 0.1433 0.4224 0.4921
X X - - - - 0.4943 0.6272
X X X - - - - 0.5526 0.7020
Table 4: Loss analysis. Ablation study of the different losses used to train our model on both reconstruction task
and 3D-IQTT task. We evaluate the contribution of each of the objectives in the table. Having the adversarial loss
alone negatively affects the reconstructions considerably because, although output images look realistic, they do
not match input images very well. Although the reconstruction loss alone does better for reconstruction without
view-extrapolation, the performance degrades as we extrapolate to novel views. Note that the reconstruction loss
only fixes the indivisibility issues in ALI based models, but considerably affects its generalization ability (Li et al.
2017)
.
(note that this does not effect reconstruction task); and,
iv) all three (LALI , Lrecon and IΘ(zs, zv)).
We observe each loss term improves the performance
of the model on both the tasks. Using adversarial loss
alone is not enough to faithfully reconstruct the surfels.
On the other hand we observe that having the recon-
struction loss alone affects the performance of the model
while extrapolating the shape from unseen views (e.g.,
view angle 35◦ to 80◦). However, this scenario yields
better performance when reconstructing from the given
input view point, i.e., 0◦. We also notice that having
a reconstruction loss alone affects the quality of the
samples generated. We observe that the adversarial loss
(LALI) plays a major role in obtaining detailed and
high quality samples. For the 3D-IQTT task, the role of
(LALI) is more evident. (LALI) encourages the latent
code to learn meaningful representations by constraining
the model to match the joint distributions. Results also
indicate clearly that skipping mutual information loss
degrades the performance of the model on 3D-IQTT
task. This is expected because of the mix-up of view
information with geometrical information in the latent
representation.
6 Conclusion
In this paper we propose a generative approach to learn
3D structural properties from single-view images in an
unsupervised and implicit fashion. Our model receives
an image of a scene with uniform material as input,
estimates the depth of the scene points and then recon-
structs the input image through a differentiable renderer.
We also provide quantitative evidence that support our
argument by introducing a novel IQ Test Task in a semi-
supervised setup. We hope that this evaluation metric
will be used as a standard benchmark to measure the
3D understanding capability of models across different
3D representations. The main drawback of our current
model is that it requires the knowledge of lighting and
material properties. Future work will focus on tackling
the more ambitious setting of learning complex materials
and texture along with modelling the lighting properties
of the scene.
All code for this project is available at https://
github.com/rajeswar18/pix2shape. The code we de-
veloped in order to reproduce the Rezende et al. (2016)
baseline is available at https://github.com/fgolemo/
threedee-tools.
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A Rendering Details
The color of a surfel depends on the material reflectance, its
position and orientation, as well as the ambient and point
light source colors (See Figure 11b). Given a surface point Pi,
the color of its corresponding pixel Irc is given by the shading
equation:
Irc = ρi(La +
∑
j
1
kl‖dij‖+ kq‖dij‖2
Lj
max
(
0, NTi dij/‖dij‖
)
),
(5)
where ρi is the surface reflectance, La is the ambient light’s
color, Lj is the jth positional light source’s color, with dij =
Lposj − Pi, or the direction vector from the scene point to the
point light source, and kl, kq being the linear and quadratic
attenuation terms respectively. Equation 5 is an approximation
of rendering equation proposed in Kajiya (1986).
(a) Projection model (b) Shading model
Fig. 11: Differentiable 3D renderer. (a) A surfel is
defined by its position P , normal N , and reflectance
ρ. Each surfel maps to an image pixel Pim. (b) The
surfel’s color depends on its reflectance ρ and the angle
θ between each light I and the surfel’s normal N .
B Architecture
Pix2Shape is composed of an encoder network (See Table 5),
a decoder network (See Table 6), and a critic network (See
Table 7). Specifically, the decoder architecture is similar to
the generator in DCGAN (Radford et al. 2015) but with
LeakyReLU (Mikolov et al. 2011) as activation function and
batch-normalization (Ioffe and Szegedy 2015). Also, we ad-
justed its depth and width to accommodate the high resolution
images accordingly. In order to condition the camera position
on the z variable, we use conditional normalization in the
alternate layers of the decoder. We train our model for 60K
iterations with a batch size of 6 with images of resolution
128× 128× 3.
Layer Output size Kernel Str. BNorm Activation
In [x, c] 128× 128× 3
Conv. 64× 64× 85 4× 4 2 Yes LReLU
Conv. 32× 32× 170 4× 4 2 Yes LReLU
Conv. 16× 16× 340 4× 4 2 Yes LReLU
Conv. 8× 8× 680 4× 4 2 Yes LReLU
Conv. 4× 4× 1360 4× 4 2 No LReLU
Conv. 1× 1× 1 4× 4 1 No
Table 5: Pix2Shape encoder architecture
C Architecture for Semi-supervised
experiments
Pixel2Surfels architecture remains similar to the previous one
but with higher capacity on the decoder and critic. The most
important difference is that for those experiments we do not
condition the networks with the camera pose to be fair with
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Layer Output size Kernel Str. BNorm Activation
In [x, c] 131× 1
Conv. 4× 4× 1344 4× 4 1 Yes LReLU
Conv. 8× 8× 627 4× 4 2 Yes LReLU
Conv. 16× 16× 336 4× 4 2 Yes LReLU
Conv. 32× 32× 168 4× 4 2 Yes LReLU
Conv. 64× 64× 84 4× 4 2 Yes LReLU
Conv. 128× 128× nCh 4× 4 2 Yes
Table 6: Pix2Shape decoder architecture.
Layer Output size Kernel Str. BNorm Activation
Input [x, c] 128× 128× 6
Conv. 64× 64× 85 4× 4 2 No LReLU
Conv. 32× 32× 170 4× 4 2 No LReLU
Conv. 16× 16× 340 4× 4 2 No LReLU
Conv. 8× 8× 680 4× 4 2 No LReLU
Conv. + [z] 4× 4× 1360 4× 4 2 No LReLU
Convolution 1× 1× 1 4× 4 1 No
Table 7: Pix2Shape critic architecture. Conditional
version takes image, latent code z and camera position
c.
the baselines. In addition to the three networks we have a
statistics network (see Table 8) that estimates and minimizes
the mutual information between the two set of dimensions in
the latent code using MINE (Belghazi et al. 2018). Out of
128 dimensions for z we use first 118 dimensions for represent
scene-based information and rest to encode view based info.
Layer Output size Kernel Str. BNorm Act.
In [z[: 118], z[118 :]] 1× 1× 128
Conv. 1× 1× 256 1× 1 1 No ELU
Conv. 1× 1× 512 1× 1 1 No ELU
Conv. 1× 1× 1 1× 1 2 No None
Table 8: Pix2Shape statistics network architec-
ture.
The architecture of the baseline networks is shown in
Figure 12. During training we use the contrastive loss (Hadsell
et al. 2006):
Lθ(x1,x2, y) = (1− y)1
2
(Dθ(x1,x2))
2
+ (y)
1
2
(max(0,m−Dθ(x1,x2)))2
Dθ(x1,x2) = ||Gθ(x1)−Gθ(x2)||2,
(6)
where x1 and x2 are the input images, y is either 0 (if the
inputs are supposed to be the same) or 1 (if the images are
supposed to be different), Gθ is each ResNet block, parameter-
ized by θ, and m is the margin, which we set to 2.0. We apply
the contrastive loss to the 2048 features that are generated
by each ResNet block.
D Material, Lights, and Camera Properties
Material. In our experiments, we use diffuse materials with
uniform reflectance. The reflectance values are chosen arbitrar-
ily and we use the same material properties for both the input
Fig. 12: 3D-IQTT baseline architecture. The four
ResNet-50 share the same weights and were slightly
modified to support our image size. “FC” stands for
fully-connected layer and the hidden node sizes are 2048,
512, and 256 respectively. The output of the network is
encoded as one-hot vector.
and the generator side. Figure 13 shows that it is possible
to learn reflectance along side learning the 3D structure of
the scenes by requiring the model to predict the material
coefficients along with the depth of the surfels. The color of
the objects depend on both the lighting and the material
properties. We do not delve into more details on this, as our
objective is to model the structural/geometrical properties of
the world with the model. This will be explored further in a
later study.
(a) Color input images (b) Reconstructed images
(c) Ground-truth depth (d) Reconstructed depth
Fig. 13: Learning material along with structure.
The model learns the foreground and background colors
separately.
Camera. The camera is specified by its position, viewing
direction and vector indicating the orientation of the camera.
The camera positions were uniform randomly sampled on a
sphere for the 3D-IQTT task and on a spherical patch con-
tained in the positive octant, for the rest of the experiments.
The viewing direction was updated based on the camera posi-
tion and the center of mass of the objects, so that the camera
was always looking at a fixed point in the scene as its position
changed. The focal length ranged between [18 mm and 25mm]
in all the experiments and the field-of-view was fixed to 24mm.
The camera properties were also shared between the input and
the generator side. However, in the 3D-IQTT task we relaxed
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Fig. 14: Unconditional scene generation. Generated samples from Pix2Shape model trained on ShapeNet
scenes. Left: shaded images; Right: depth maps
the assumption that we know the camera pose and instead
estimate the view as a part of the learnt latent representation.
Lights. For the light sources, we experimented with single
and multiple point-light sources, with the light colors chosen
randomly. The light positions are uniformly sampled on a
sphere for the 3D IQTT tasks, and uniformly on a spherical
patch covering the positive octant for the other scenes. The
same light colors and positions are used both for rendering the
input and the generated images. The lights acted as a physical
spot lights with the radiant energy attenuating quadratically
with distance. As an ablation study we relaxed this assumption
of having perfect knowledge of lights by using random position
and random color lights. Those experiments show that the
light information is not needed by our model to learn the 3D
structure of the data. However, as we use random lights on
the generator side, the shading of the reconstructions is in
different color than in the input as shown in Figure 15.
E Unconditional ShapeNet Generation
We trained Pix2Shape on scenes composed of ShapeNet objects
from six categories (i.e., bowls, bottles, mugs, cans, caps and
bags). Figure 14 shows qualitative results on unconditional
generation. Since no class information is provided to the model,
the latent variable captures both the object category and its
configuration.
F Evaluation of 3D Reconstructions
For evaluating 3D reconstructions, we use the Hausdorff dis-
tance (Taha and Hanbury 2015) as a measure of similarity
between two shapes as in Niu et al. (2018). Given two point
sets, A and B, the Hausdorff distance is,
max
{
maxD+H(A,B),maxD
+
H(B,A)
}
,
(a) Input images (b) Reconstructions(c) Recovered depth
Fig. 15: Random lights configuration.
where D+H is an asymmetric Hausdorff distance between two
point sets. E.g., maxD+H(A,B) = maxD(a,B), for all a ∈
A, or the largest Euclidean distance D(·), from a set of
points in A to B, and a similar definition for the reverse
case maxD+H(B,A).
G Ablation study on depth supervision
As an ablation study, we repeated the experiment that demon-
strates the view extrapolation capabilities of our model with
depth superrvision. Table 9 depicts the quantitative evalua-
tions on reconstruction if the scenes from unobserved angles.
H 3D Intelligence Quotient Task.
In their landmark work, Shepard and Metzler (1971) intro-
duced the mental rotation task into the toolkit of cognitive
assessment. The authors presented human subjects with refer-
ence images and answer images. The subjects had to quickly
decide if the answer was either a 3D-rotated version or a
mirrored version of the reference. The speed and accuracy
with which people can solve this mental rotation task has
since become a staple of IQ tests like the Woodcock-Johnson
tests (Woodcock et al. 2001). We took this as inspiration to
design a quantitative evaluation metric (number of questions
answered correctly) as opposed to the default qualitative anal-
yses of generative models. We use the same kind of 3D objects
but instead of confronting our model with pairs of images
and only two possible answers, we include several distractor
answers and the subject (human or computer) has to to pick
which one out of the three possible answers is the 3D-rotated
version of the reference object (See Figure 2).
Shape scenes Multiple-shape scenes
5◦ 35◦ 55◦ 80◦ 5◦ 35◦ 55◦ 80◦
Hausdorff-F 0.093 0.088 0.085 0.096 0.173 0.218 0.194 0.201
Hausdorff-R 0.081 0.100 0.108 0.112 0.221 0.243 0.238 0.254
MSE-depth 0.004 0.004 0.005 0.007 0.009 0.008 0.008 0.009
Table 9: View point reconstruction. Quantitative
evaluation of implicit 3D reconstruction for unseen views
by extrapolating the view angle from 0◦(original) to 80◦
with depth supervision.
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(a) Reproduction of original results. (b) Qualitative results on isolated and
centered cube-like shape without back-
ground.
(c) Degenerative results on on full
scene.
Fig. 16: Reproduction of Rezende et al. (2016) and qualitative results. Top row: Samples of input images;
bottom row: corresponding reconstructed images. We found that with a single centered object, the method was
able to correctly reproduce the shape and orientation. However, when the object was not centered, too complex, or
there was a background present, the method failed to estimate the shape.
I Details on Human Evaluations for 3D IQTT
We posted the questionnaire to our lab-wide mailing list, where
41 participants followed the call. The questionnaire had one
calibration question where, if answered incorrectly, we pointed
out the correct answer. For all successive answers, we did not
give any participant the correct answers and each participant
had to answer all 20 questions to complete the quiz.
We also asked participants for their age range, gender,
education, and for comments. While many commented that
the questions were hard, nobody gave us a clear reason to
discard their response. All participants were at least high
school graduates currently pursuing a Bachelor’s degree. The
majority of submissions (78%) were male, whereas the others
were female or unspecified. Most of our participants (73.2%)
were between 18 and 29 years old, the others between 30 and
39. The resulting test scores are normally distributed according
to the Shapiro-Wilk test (p < 0.05) and significantly different
from random choice according to 1-sample Student’s t test
(p < 0.01).
J Implementation of Rezende et al.
With the publication of Rezende et al. (2016), the authors
did not publicly release any code and upon request did not
offer any either. When implementing our own version, we
attempted to reproduce their results first, which is depicted
in Figure 16a. Further, we attempted to use the method for
the same qualitative reconstruction of the primitive-in-box
dataset as shown in Figure 4. We found that this worked only
with one main object and when there was no background (see
Figure 16b). When including the background, applying the
same method lead to degenerate solutions (see Figure 16c).
K Ablation study of the weighted Mutual-Info
loss on 3D-IQTT
Consider the semi-supervised objective used in algorithm 1.
In this section we do an ablation study on 3D-IQTT perfor-
mance with the modified form of the equation where Mutual-
information loss IΘ(zscene, zview) is weighted by a co-efficient
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Fig. 17: Study of effect of mutual-information ob-
jective on 3D-IQTT performance. Our model per-
formance is correlated positively to the the weight on
Mutual information term increases
λ. Plot in Figure 17 indicates the importance of the MI term.
Having a good estimate of the view point and disentangling
the view information from geometry is indeed crucial to the
performance of the IQ task.
L← LALI + Lrecon + IΘ(zscene, zview)
