In this paper we present the results of a search for members of the globular cluster Palomar 5 and its associated tidal tails. The analysis has been performed using intermediate and low resolution spectroscopy with the AAOmega spectrograph on the Anglo-Australian Telescope. Based on kinematics, line strength and photometric information, we identify 39 new red giant branch stars along ∼20
INTRODUCTION
The globular clusters (GCs) of the Milky Way have proven to be treasure chests of invaluable information about the Galactic halo. These stellar systems are self-gravitating groups of similar stars, in both age and metallicity. Stars that reside in the outer regions of a cluster are sensitive to the gravitational tidal field of the Galaxy, and if the cluster potential is overcome, the stars can be lost from the cluster to the halo field. The distance from the cluster centre at which the gravitational forces are balanced is known as the tidal radius, rt. The fitting-formulae of King (1962) and more sophisticated modelling (e.g., McLaughlin & van der Marel 2005) have provided reasonable estimates of the tidal radius for a number of GCs. However, some clusters do not exhibit a classic tidally-limited profile, revealing instead "extra-tidal" features. For example, Grillmair et al. (1995) showed through star counting techniques the existence of clusters that have density profiles extending well beyond the limiting radii set by the best-fit King profile. These extra-tidal features are generally indicators of a significant loss of stars from the cluster as a result of tidal interactions with the Galaxy, potentially leading to the complete disruption of the cluster. The escaping stars form leading and trailing streams (tidal tails) generally aligned with the orbit of the cluster. Consequently, the tidal tails present a prime opportunity to further define the orbit of the parent cluster, which in turn allows constraints to be placed on the potential field of the Galaxy's dark matter halo.
Amongst the Galactic globular clusters with extra tidal features, Palomar 5 (Pal 5) stands out. At a distance of 23.2 kpc from the Sun (e.g., Mastrobuono-Battisti et al. 2012) , the cluster has a number of characteristics (low luminosity, low central concentration and low velocity dispersion) that made it a perfect candidate for a cluster undergoing tidal disruption. Odenkirchen et al. (2001) uncovered the presence of substantial tidal tails through spatial analysis techniques utilizing the extensive photometry provided by the Sloan Digital Sky Survey (SDSS; Gunn et al. (1998) ; Fukugita et al. (1996) ; York et al. (2000) ; Yanny et al. (2009)) . Later data releases of the SDSS allowed additional analysis: Grillmair & Dionatos (2006) , following similar techniques to Odenkirchen et al. (2001) , extended the definition of the trailing tail to roughly 16
• from the cluster centre and that of the leading tail to ∼6
• , at which point the SDSS coverage ends. With further analysis, the trailing tail has now been shown to span at least 23
• from the cluster centre, where again the limits of the SDSS survey area are reached (Carlberg, Grillmair & Hetherington 2012) .
The discovery of the tails spurred further study of Pal 5. For example, Koch et al. (2004) noted that the luminosity function (LF) of Pal 5 in the cluster core is flatter than the LF in the outer regions. This indicates that the core of Pal 5 lacks low mass stars as result of dynamically driven mass segregation. Koch et al. (2004) also investigated the LF of the tails, noting that it is comparable to that for the outer regions of cluster. These results complement those of Odenkirchen et al. (2003) who report that the mass in the tails is greater than the mass remaining within the cluster. It is likely that another passage of Pal 5 through the disk of the Galaxy will prove to be the final one before the cluster is completely disrupted (Odenkirchen et al. 2003) .
In this respect Dehnen et al. (2004) completed a large number of N-body simulations of clusters travelling along an orbit analogous to that of Pal 5 in the potential of the Milky Way. The simulations showed that clusters with similar properties to Pal 5 would create tidal tails from multiple passages through the disk of the Galaxy, and that these disk crossings can eventually lead to the complete dissolution of the cluster. Indeed these simulations predict the complete destruction of Pal 5 at its next disk crossing.
Nonetheless, the simulations failed to produce some of the structure seen within the Pal 5 tails. In particular, as first noted by Odenkirchen et al. (2003) , the tails display a series of inhomogeneities along their length, visible as regions of higher and lower density (see also Grillmair & Dionatos 2006; Jordi & Grebel 2010) . Carlberg, Grillmair & Hetherington (2012) suggested that the inhomogeneities may have been created by the interaction of the stream with dark matter sub-halos present in the Galactic halo, potentially providing an important probe of the predictions of the standard ΛCDM model for the Galaxy (Ngan & Carlberg (2014) and references therein). However, Mastrobuono-Battisti et al. (2012) showed through detailed N -body simulations that the clumps and gaps can also result from the epicyclic motion of the stars in the tidal tails. The question has been further investigated with the simulations performed by Ngan & Carlberg (2014) . These showed that in a ΛCDM Milky Way dark matter halo model, gaps in tidal streams can be caused by both purely epicyclic motions and by sub-halo interactions, with the presently available data unable to definitely distinguish between the possibilities. Most recently, Pearson et al. (2014) found that the thin shape of the tails can be successfully reproduced in spherical dark matter halo potentials. However, they found this is not the case for the triaxial potential proposed by Law & Majewski (2010) to describe the properties of the Sagittarius stream.
The kinematics of the cluster itself have been studied by Odenkirchen et al. (2002) (hereafter O02). O02 found the heliocentric velocity of the cluster to be −58.7 ± 0.2 km s −1 with a notably small velocity dispersion of 1.1 ± 0.4 km s −1 . Subsequently, Odenkirchen et al. (2009) (O09) provided a kinematic analysis of individual stars in the tails of Pal 5. Seventeen stars were determined to be members of the tails based on their line-of-sight velocities. As for the cluster the tails were shown to have a low velocity dispersion: σ < 5 km s −1 . Such a low dispersion is a defining characteristic of a kinematically cold structure. The velocities of the stars along the tails also revealed a velocity gradient of ∼1 km s −1 deg −1 . These results suggested a revision of the orbit of Pal 5, and O09 further found that the results are best interpreted if the tails do not align exactly with the orbit of Pal 5, contrary to earlier indications (Odenkirchen et al. 2001) . O09 point out the need for additional kinematic information at larger distances along the tail to further constrain the simulations of the orbit. Lux et al. (2013) reach similar conclusions.
In this paper we present a self-consistent analysis to identify additional members of Pal 5 and of its tidal tails. In particular we explore the full 20
• extent of the tails presented in Grillmair & Dionatos (2006) . In the following section we describe the observations and the analysis techniques employed. In section 3 we discuss our results, first for the cluster and then for the stars in the tidal tails. Section 4 contains our concluding comments.
OBSERVATIONS AND DATA REDUCTION

Observations and Target Selection
The observations employed for this work were taken with the Anglo-Australian Telescope (AAT) at Siding Spring Observatory (SSO), using AAOmega, a multi-fibre, dual-beam spectrograph that utilizes the two degree Field (2dF) fibrepositioning system 1 . The system can allocate up to 392 fibres allowing simultaneous observations of both science targets and sky regions across a 2
• diameter field-of-view. The light fed into the spectrograph is split into the red and blue arms by a dichroic centred at 5700Å. This work makes use of a number of observations performed across five years. These include our own observations from 2009 and 2010, as well as a set from 2006 (PI: Lewis) obtained from the AAT archive. In the 2006 June observations, 14 2dF configurations were observed over five nights at nine distinct field centres spread along the leading and trailing tails. The total integration time per configuration was 3×30 min. For this run the red arm of AAOmega was configured with the 1700D grating and the blue arm with the 2500V grating. The red arm spectral coverage was 8450 -9000Å at a resolution of R ≈ 10000 while for the blue arm the coverage was 5280 -5630Å at R ≈ 8000.
The second set of observations took place in 2009 March and April. Completed during service observing runs, AAOmega was configured with the 1000I grating (spectral range: 8000 -9500Å with a coverage of 1100Å, R = 4400) in the red arm and the 580V grating (spectral range: 3700 -5800Å full coverage, R = 1300) in the blue arm. March single configurations were observed at two field centres while in 2009 April two configurations were observed at a field centre located in the leading tail. The integration times were 3×20 min for the March observations and 2×20 min for the April set. The final set of observations used for this work took place in 2010 May, with AAOmega configured with the 1700D (red arm) and 580V (blue arm) gratings. Single configurations at two field centres were observed with integration times of 3×20 min and 4×20 min, respectively. Overall each 2dF configuration typically consisted of approximately 330 targets together with 30 fibres allocated to blank sky regions. Table 1 gives an overview of all the observations used in this work; the total number of stars observed was 4507.
The selection of stars targeted for observation with 2dF varied across the different runs, and this is illustrated in Fig. 1 . Both panels display the reddening corrected colour-magnitude diagram (CMD) for Pal 5 generated from the SDSS DR10 photometry Ahn et al. (2014) .
Only stars within 8.3 ′ of the cluster centre are plotted and the reddening corrections made use of the dust maps available from Schlegel, Finkbeiner & Davis (1998) 
Reduction and Techniques
Once the data had been extracted from the AAT archive, it was reduced using the 2dF data reduction pipeline, 2dfdr
2 . The approach was the standard one using fibre flats to set the location of the spectra, and arc lamp spectra for the wavelength calibration. The relative throughput of the fibres, necessary for the sky subtraction, was determined using the SKYFLUX(MED) approach, which determines the relative throughputs from the observed intensities of nightsky emission lines. At the end of the process the wavelengthcalibrated sky-subtracted spectra from the individual integrations were median-combined to remove any cosmic-ray contamination. Typical signal-to-noise ratios (S/N) range from 15 to 70 pixel −1 in the vicinity of the Ca II triplet for the red spectra, and 10 to 40 pixel −1 in the vicinity of the Mg I lines in the blue-arm spectra.
Radial Velocities
The radial velocities of the stars were calculated from the red arm spectra via cross-correlation using the IRAF 3 routine fxcor. The template used for the correlation was an AAOmega 1700D grating, high signal-to-noise (>100) spectrum of the F6V star HD 160043 taken as part of the program described in Da . The strength of the Ca II triplet lines in this star match well with those in the program object spectra. The spectra were correlated over the wavelength interval 8450Å < λ < 8700Å, a region relatively uncontaminated by night-sky emission line residuals. Heliocentric velocities of the targets were calculated with the IRAF command rvcorrect, and, as discussed in Da , the uncertainty in the zero point of the radial velocity system is ±0.8 km s −1 . Stars that had low correlation peak heights (<0.5) and/or high uncertainties in the correlation velocity (>5 km s −1 ) were discarded from the subsequent analysis -generally these were spectra with low signal-to-noise.
A number of stars were observed across multiple fields. We used these multiple observations to estimate the overall accuracy of the velocities returned by the fxcor routine. The mean velocity of stars with two or more observations was calculated using the output errors of fxcor as weights. The corresponding estimate of the error for a single observation was then evaluated using the small number statistics formalism of (Keeping 1995) , which utilizes the range of the observations. In particular, the estimated standard deviation for a single observation is given by:
where R is the range in N observations and qN is a multiplicative factor (e.g., q2 = 0.886 and q3 = 0.591). We then compiled these error estimates as a function of the median signal in the continuum region between the stronger Ca II lines, finding that for stars with a median continuum level above 1200 ADU the single observation error estimate was less than 1 km s −1 . As the continuum level decreases, the velocity error increases towards 2 km s −1 at continuum levels ∼700 ADU and then increases rapidly to ∼4 km s −1 at ∼200 ADU. These results are consistent with those of Da Costa (2012) who used a similar instrumental setup and analysis technique. We employed this (σv, continuum level) relation to generate the velocity uncertainty estimates for stars with only one observation. For stars with multiple observations the estimate was reduced by the square-root of the number of observations.
Photometric Discrimination
Although the primary targets were the stars in the selection boxes shown in Fig. 1 , the actual observations included stars with a broader range of colours so that as many of the available 2dF fibres were allocated as possible. However, no unusual stars were discovered, and since there is no reason to expect any Pal 5 tidal tail stars to lie significantly away from the principle sequences in the CMD, in the subsequent analysis we focus only on those stars that lie relatively near to the Pal 5 sequences in the CMD. A routine was created to remove stars from the data set if their CMD location did not lie within a polygon encompassing the Pal 5 CMD features, similar to that shown in the left panel of Fig. 1 .
Giant/Dwarf discrimination
The principle contaminant in the fields containing the Pal 5 cluster and tidal tail stars, which are giants, are foreground dwarfs of approximately solar metallicity. A means of distinguishing these stars from the potential cluster and tidal tail members is therefore needed. We adopt a similar approach to that of (Battaglia & Starkenburg 2012) , which employs the gravity sensitivity of the Mg I line at λ8807Å, a line which is stronger in dwarfs than in giants of similar temperature and metallicity. The discrimination is aided by the fact that the Pal 5 giants are also metal-poor compared to the vast majority of field dwarfs. In left panel of Fig. 2 , we show the relationship between the equivalent width (EW) of the Mg I λ8807Å line and the sum of the EWs of the two stronger Ca II triplet lines at λλ8542 and 8662Å for the stars in the two fields which contain the cluster centre. The EW measurements were made using the routine splot in IRAF. The uncertainties in the line strengths were estimated from the stars with multiple observations and are typically 0.15Å in size. We also identify in the Figure stars that lie within our adopted radius for Pal 5 (8.3
′ ; see §3) and within the velocity range encompassing cluster members. As expected, these probable giant stars occupy the lower part of the relationship. We therefore classify as dwarfs those stars with Mg I λ8807Å EWs exceeding 0.4Å, and apply this discriminant to all the observations for which the strength of this feature can be measured. The adopted value generates a substantial sample of candidate cluster and tidal tail stars while minimizing the contamination from field dwarfs. It is consistent with the results of Da Costa, Held & Saviane (2014) who used a similar approach and a value of 0.35Å for the giant/dwarf discrimination. Our value is also broadly consistent with the approach used in Casey et al. (2013) . For those stars in our sample where the S/N of the spectrum was too low to allow a reliable measurement of the Mg I line strength, an upper limit for the EW value was adopted. Wherever the 1700D filter was not available, the Mg I triplet at ∼ λ5180Å observed in the 580V grating in the blue arm was utilized. These features can also provide gravity discrimination (e.g., Casey et al. 2013) . We therefore measured the total EW of the Mg I triplet lines and the resulting relation between the Mg I line strengths and the Ca II triplet EW is shown in the right panel of Fig. 2 . Shown also in this panel are stars within the cluster radius whose Mg I λ8807Å line strengths are available. The form of the relationship is similar to that in the left panel and we adopt a Mg I triplet EW value of 3.5Å as the value to discriminate dwarfs from giants. The value is consistent with the dwarf/giant discrimination discussed in Casey, Keller & Da Costa (2012) , who used similar 580V observations.
Metallicity of stars
The 2010 on-line version 4 of the Milky Way Globular Cluster catalogue (Harris 1996) lists the metallicity of Pal 5 as [Fe/H] = -1.41 dex. This value has its origin in the Washington system photometry of Geisler, Claria & Minniti (1997) , which yielded [Fe/H] = -1.52 ± 0.28 (internal error), and in the high dispersion spectroscopy of 4 Pal 5 red giants analyzed by Smith, Sneden & Kraft (2002) Smith, Sneden & Kraft (2002) ) we can use metallicity as a further means to identity candidate cluster and tidal tail members.
Our metallicity determinations are based on the strength of the Ca II triplet lines in our spectra, following well-established techniques (e.g., Armandroff & Da Costa 1991) . The calibration of the line strengths is determined from AAOmega 1700D spectra of red giants in four Galactic globular clusters obtained during other AAOmega observing programs. The calibration clusters are, in order of increasing metallicity, M30 (NGC 7099), NGC 2298, NGC 1904 and NGC 288. We measured the EWs of the two stronger Ca II lines in the calibration cluster spectra in the same way as for the Pal 5 program stars. The results are shown in Fig.  3 in which the line strengths are plotted against V − VHB, where VHB is the horizontal branch magnitude in the Vband for each cluster from the 2010 on-line version of the Harris (1996) catalogue. The V magnitudes of the red giant branch stars are generally taken from Stetson's on-line photometric catalogue 5 . The average gradient of the linear least-squares fit to the points for each calibration cluster is α = −0.58 ± 0.03 Å mag −1 , a value consistent with other studies. For example, Yong et al. (2014) find α = −0.60 from a similar set of AAOmega observations. If we define the reduced equivalent width, EW red by: where EWCaII is the sum of the equivalent widths of the two stronger Ca II triplet lines, V is the magnitude of the star and VHB is the magnitude of the horizontal branch, then the mean value of EW red for each calibration cluster is equivalent to the value of the relations shown in Fig. 3 at VHB = 0. The resulting relation between these mean EW red values and [Fe/H] is shown in Fig. 4 . A linear least-squares fit to these points then yields the abundance calibration:
The rms about this relation is 0.04 dex and is shown by the dotted lines in Fig. 4 . Consequently, for any given program star, we can calculate V − VHB, assuming VHB = 17.51 for Pal 5 (Harris 1996) , and thus the reduced equivalent width from the measured line strengths. Equation 3 then yields an abundance, which for members of the cluster and tidal tails, will be consistent with the known metallicity of Pal 5. In practice, we note first that for the stars in our sample, the SDSS ugriz photometry needs to be transformed to V magnitudes; we use the equations given in Jester et al. (2005) . Second, equation 2 is generally only used for stars with V − VHB < 0, while our sample potentially contains stars up to a magnitude fainter. Carrera et al. (2007) , however, have shown that the relation between Ca II triplet line strength and MV is linear to MV ≈ 1.25, i.e., V − VHB ≈ 0.6, although Saviane et al. (2012) have suggested the relation flattens for stars fainter than V − VHB ≈ 0.3. We have assumed the linear relation of equation 2 applies for all potential V − VHB values. Third, the combination of equations 2 and 3 strictly applies only to RGB stars. Asymptotic giant branch (AGB) stars, however, will have weaker EWCaII values at a given V − VHB because of their higher temperatures, and as a result would be assigned a lower abundance. We have coped with these two effects by con- sidering as plausible for membership a range in abundance about that determined from the Pal 5 RGB members (see §3.1). Finally, we note that Starkenburg et al. (2010) and Carrera et al. (2007) have shown that a linear relationship between EW red and [Fe/H] is not appropriate when a large metallicity range is considered. This is not a issue here as we are concerned only with candidate Pal 5 members and the abundance of the cluster is within the range spanned by the calibration clusters. We now have velocities, photometry and Ca II and Mg I line strengths available for all the stars in our sample. In the next section, we will demonstrate how we employed these measurements to generate a list of probable members of Pal 5 and of its tidal tails.
ANALYSIS AND DISCUSSION
The information described in the previous section is now employed to select candidate members of the cluster and of its tidal tails. However, the order in which the information was used was different depending on whether a particular star was a candidate cluster member or a candidate tidal tail member. The cluster member candidates are those that fall within our adopted radius for the cluster, while the tidal tail candidates are those beyond the adopted radius, whose value we now discuss. First, we note that using the core radius and concentration parameter given in the Harris catalogue (Harris 1996) (2010 on-line edition), the nominal tidal radius of Pal 5 is 7.6 ′ . On the other hand, the azimuthally averaged surface density profile given in Odenkirchen et al. (2003) shows a notable change in slope at about 12 ′ from the cluster centre, while the surface density profile in the directions perpendicular to the tidal tails show very few cluster stars beyond this radius. Dehnen et al. (2004) , using similar data, found that the surface density profile of the cluster appeared to be truncated at ∼16 ′ . Furthermore, Dehnen et al. (2004) ′ at the cluster distance of 23.3 kpc. We decided to adopt this latter value as the radius at which to separate cluster member stars from stars which are likely members of the tidal tails. None of the following analysis is strongly dependent on the actual value used for the cluster radius.
Cluster Members
In the left panel of Fig. 5 we show the velocity histogram for the 34 candidate red giant stars observed in fields F3 and F4 that have velocities between -100 and zero km s −1 , and which lie within our adopted radius for the cluster. The bin size is 5 km s −1 , which is reasonable given that our largest velocity errors are ∼4 km s −1 . There is an obvious peak in the -60 to -55 km s −1 bin, which, since (Odenkirchen et al. 2002) give the velocity of Pal 5 as −58.7 ± 0.2 km s −1 , is clearly dominated by Pal 5 members. The velocity histogram, however, suggests that there remains a level of contamination from field star interlopers. We therefore have employed our selection criteria to increase the likelihood that the stars that survive the cuts are genuine cluster members. First, we use a photometric cut to remove stars that lie far from the principal sequences in the Pal 5 CMD. We then applied our dwarf/giant separation criteria as illustrated in Fig. 2 to select against foreground dwarfs. The final criteria used was the requirement for consistency between observed Ca II line strength and the known metallicity of Pal 5. This is illustrated in Fig. 6 , where for completeness we show the Ca II data for all the stars in the left panel of Fig. 5 . As in that figure, stars in the velocity interval -65 to -50 km s −1 are plotted as red symbols, while stars outside that velocity range are plotted as blue symbols. Inspection of Fig. 6 shows a well-defined sequence of 11 red symbols with V − VHB < -0.2 that lies between, and parallel to, the fiducial lines for the calibration clusters NGC 1904 and NGC 288. Fitting a line of slope α = -0.58 Å/mag to these data, calculating the reduced equivalent width, and applying the abundance calibration of equation 3 then yields a mean abundance for these stars of [Fe/H] = -1.48 ± 0.10 dex. Here the uncertainty is the quadrature sum of the rms residual about the fitted line and the uncertainty in the abundance calibration. The derived abundance agrees well with the Pal 5 abundance ([Fe/H] = -1.41) given in the Harris catalogue and we conclude these stars are genuine Pal 5 cluster members. For the remaining fainter stars with velocities in the -65 to -50 km s −1 interval, which have V − VHB > 0, we use their location in this diagram and the errors in their line strength measures to classify eight stars as likely cluster members. All these stars pass the CMD location and dwarf/giant separation tests, yielding a final sample of 19 Pal 5 cluster members. The velocity histogram of these stars is shown in the right panel of Fig. 5 .
Cluster Kinematics
We now use our sample of 19 probable Pal 5 red giant members to investigate the kinematics of the cluster, using a maximum likelihood technique. Specifically, we follow the approach developed by Walker et al. (2006) in which the mean velocity Vr and the intrinsic velocity dispersion σ cl of the cluster are derived from a set of N stars with velocities {ν1, . . . , νN } and associated errors {σ1, . . . , σN } via maximizing the joint probability function:
Application of the technique then yields a mean velocity for Pal 5 of Vr = −57.4 ± 0.3 km s −1 and a velocity dispersion σ cl = 1.2 +0.3 −0.2 km s −1 . The errors are determined by observing the parameter limits of the probability distribution of each variable that contains the central 68.3%. The mean velocity has an additional uncertainty of ±0.8 km s −1 resulting from the uncertainty in the zero point of our velocity scale (see the discussion in Da Costa (2012)). The velocity dispersion, despite its small value, represents a >5σ detection. Odenkirchen et al. (2002) , using a sample of 17 members, derived a mean velocity of -58.7 ± 0.2 km s −1 and a velocity dispersion of 1.1 ± 0.2 km s −1 for Pal 5. The velocity dispersion is in excellent agreement with our determination, while there is a difference (this work -previous) of 1.3 ± 0.4 km s −1 in the mean velocities. Given the ±0.8 km s −1 uncertainty in the zero point of our velocity scale, this difference is not significant.
Comparison with Odenkirchen et al. (2002)
As noted above, Odenkirchen et al. (2002) analysed the kinematics of Pal 5 using radial velocities derived from spectra taken with the UVES instrument on the VLT. From the 20 stars observed, all of which lie within 6 ′ of the cluster centre, 17 were classified as Pal 5 members primarily on the basis of radial velocity. Our Pal 5 sample includes 13 of these 17 stars, the other four were not included in the 2dF configurations. We categorize 12 of the stars in common as members of Pal 5, while one star, star 12 in O02 sample, we classify as non-member on the basis of a Mg I line strength that exceeds our threshold. Our velocities and those of O02 are given in Table 2 for the stars in common, together with our membership classification. The (unweighted) mean velocity difference, in the sense (this work -O02), is 0.9 ± 0.4 km s −1 (std error of the mean), which is consistent with the difference in mean cluster velocity derived above. None of the velocity differences exceeds three times the standard deviation. The properties of the full sample of 19 Pal 5 red giant members, 12 in common with O02 and 7 new Pal 5 stars discovered in our analysis, are given in the first part of Table 4 . The velocities presented are those derived here.
Tidal Tail Members
Although there is some existing information on the kinematics of the stars in the Pal 5 tidal tails (Odenkirchen et al. 2009 ), our spatial coverage is considerably more extensive. Consequently, it is not appropriate to use radial velocity as the primary selection criterion for membership in the tidal tails, rather we use the other selection criteria (Giant/Dwarf separation, CMD location and Ca II line strengths) first, and then investigate the radial velocities of the remaining stars. Specifically, we first excluded stars whose Mg I line strengths were above the cutoffs shown in Fig. 2 . Second, we required consistency with the location of the Pal 5 member stars in the (Ca II line strength, V − VHB) diagram (Fig. 6) . Then we required consistency between the colour and magnitude of the stars and the principal sequences in the CMD of the cluster. Both these latter criteria implicitly assume that there is no substantial variation in distance from the Sun along the tidal tails compared to the distance to the cluster. This assumption is consistent with the results of Grillmair & Dionatos (2006) , who, on the basis of their best-fit orbital model, indicate variations in the tidal tail distance modulus relative to that of the cluster of order 0.06 mag or less. Similarly, model A of Dehnen et al. (2004) shows variations in the distance modulus of the tidal tails that are relatively minor, insufficient to significantly affect the selection process. Only after we have a set of stars meeting these criteria did we consider the radial velocities, requiring candidate tidal tail members to have velocities in the range −70 to −35 km s −1 . This process resulted in a final sample of 47 candidate tidal tail members, 30 stars in the trailing tail and 17 stars in the leading tail. These candidate tidal tail stars cover the full extent of the area surveyed: for example, the most distant trailing tail star is ∼17.5 deg, or 7.1 kpc in projection, from the centre of Pal 5.
As an added check, we matched our candidates with the PP-MXL (Roeser, Demleitner & Schilbach 2010) and UCAC4 (Zacharias et al. 2013) catalogues. None of our stars possess measured proper motions in excess of the errors, consistent with their classification as (distant) giants. In each of the 2dF fields in the outer parts of the trailing tail we have typically identified 3 candidate members per field. Given these small numbers we have used the Besançon model of the Galaxy (Robin et al. 2003) to investigate the extent to which any of our candidates might actually be field stars that, by chance, happen to meet our selection criteria. We generated 10 realizations from the Besançon model using the location of the outermost field F11 and the 2dF field-of-view. For each of these models we then randomly selected 10 sets of 330 stars (i.e., a typical observed sample) that lie within the selection window shown in the left panel of Fig. 1 . Each set was then evaluated and the number of giants (i.e., log g < 3) with metallicities and velocities within our adopted ranges for Pal 5 recorded. We found that of the 100 trials, there were 11 occurrences where one model star met all our criteria and none where two or three were selected. Consequently, while we cannot rule out a minor level of contamination of our outer sample from field stars, it is not sufficient to significantly bias the results.
Comparison with Odenkirchen et al. 2009
In their study of the kinematics of the Pal 5 tidal tails, O09 identified 17 likely leading and trailing tidal tail members in a region covering approximately 8.5 deg on the sky. A comparison with our list of observed stars revealed 11 stars in common with O09, although 3 were subsequently discarded from our analysis as their spectra had unacceptably low signal-to-noise ratios. Reassuringly, the remaining 8 O09 stars were also classified as tidal tail members in our analysis. Table 3 compares our velocity measurements with the O09 values. Including all 8 stars, the (unweighted) mean velocity difference, in the sense (this work -O09), is 1.5 ± 0.9 km s −1 (std error of the mean). This value is consistent with that for the cluster-star comparison. The largest difference is for O09 star 30218 for which we find a velocity of -53.8 ± 1.9 km s −1 , 7.1 km s −1 higher than the -60.9 ± 0.3 km s −1 velocity given by O09. This star may be a binary. If it is excluded from the comparison, the mean velocity difference becomes 0.7 ± 0.6 km s −1 , indicating excellent agreement.
Blue Horizontal Branch Stars
As is apparent from the selection box in the left panel of Fig.  1 , a number of the fields observed with 2dF include stars that are potentially blue horizontal branch (BHB) members of the cluster and of the tidal tails. As these stars are hotter than their red giant counterparts, a different analysis approach was required. Clearly the requirement for agreement in colour and magnitude with the Pal 5 CMD sequence remains valid, but no metallicity estimate is possible as the Ca II triplet spectral region is now dominated by the hydrogen lines from the Paschen series. The principal contaminant of the candidate BHB stars are foreground blue straggler stars. These were distinguished from genuine BHB candidates through the characteristically broader hydrogen lines of the higher gravity stars. Radial velocities were again calculated by cross-correlation, but this time the template employed was a high S/N spectrum of the field BHB star HD 86986, observed with the 1700D grating setup as part of a separate AAOmega program. We adopted the radial velocity given by SIMBAD for the star (9.5 ± 0.4 km s −1 ); the uncertainty in the zero point of the resulting velocities is unlikely to exceed 2-3 km s −1 . Candidate BHB members of the cluster and the tidal tails were then chosen (after applying the photometric and gravity selection) on the basis of having velocities similar to velocities of red giant candidates in the same 2dF field. In the end only one BHB candidate was identified through this process. It lies just within our adopted cluster radius and its properties are given in the first part of Table 4 . We have chosen not to include this star in the discussion of the cluster kinematics (see §3.1.1) because of the uncertainty in whether the velocity is on the same system as that for the red giants. 
Final Tidal Tail Sample
The properties of the full sample of 47 Pal 5 tidal tail candidate members, of which 39 are new, are given in the second part of Table 4 , where, for convenience, we present the stars in the leading and trailing tails separately. The location of these stars, and the cluster member candidates, are shown in the reddening corrected Pal 5 CMD of Fig. 7 . Not surprisingly, the tidal tail stars conform closely to the principal cluster sequences in the CMD. In Fig. 8 we show the positions of the Pal 5 cluster and tidal tail stars over plotted on the contour diagram of Grillmair & Dionatos (2006) , which uses photometry from SDSS DR4. Within approximately one degree or so of the cluster centre, our candidates align well with the surface density contours, which lie well above the background. At larger distances from the cluster, however, there is less of a correspondence between the location of the individual stars and the density contours, which lie closer to the background density. This comparative lack of correspondence can be ascribed to the small number of our candidates. A larger sample of fainter spectroscopically confirmed tidal tail stars should nevertheless coincide with the density contours, which, in the analyis of Grillmair & Dionatos (2006) , are dominated by the location of the much numerous, as compared to red giants, main sequence stars.
Velocity Gradient and Dispersion
In their study of the kinematics of the Pal 5 tidal tails, O09 revealed the presence of a linear gradient in the line-of-sight velocities of the tidal tail stars with angular position along the stream -velocities of the leading tail stars were more negative than that of the cluster, which in turn was more negative than the velocities of the trailing tail stars. The gradient determined was 1.0 ± 0.4 km s −1 deg −1 across an arc approximately 8.5 deg in extent, and for a sample of 15 candidate tidal tail members. O09 also determined the velocity dispersion in the tidal tails finding a value of 2.2 km s −1 for the same sample of 15 candidates, demonstrating that the tidal tails are a kinematically cold structure. Our study of the tidal tails covers a much larger angular extent than that of O09, particularly as regards the trailing tail, and thus it is important to evaluate whether the velocity gradient and the low velocity dispersion persist with increasing distance from the cluster centre.
In Fig. 9 we show the velocities of our tidal tail stars, i.e., those outside the cluster radius of 8.3 ′ , against a, which we use to denote the angular distance in degrees of each star from the centre of Pal 5. We note that through the choice of the 2dF field centres, the candidate stars are at most ∼1 deg from the nominal stream centre in their vicinity, so that we can use a as valid measure of angular distance along the tidal tails. We note also that a is positive in the trailing tail and negative in the leading tail, and that it is essentially equivalent to the quantity ∆l cos b used by O09 for the region of the tails covered in their analysis.
If we consider first the region −3 • < a < 6.5
• , which coincides with the section of the tidal tails covered by O09, we find for our sample of 35 stars a linear gradient between νr and a of 0.9 ± 0.3 km s Figure 8 . The positions of candidate members of the cluster, and of the tidal tails, compared to the surface density contours from Grillmair & Dionatos (2006) . Red points indicate candidates found in this work. Black crosses show the tidal tail candidate stars from O09 and a superposed black dot indicates the star were also found in this study. The large circles indicate the 2dF fields studied, which are designated F1 -F11 in order of increasing Right Ascension. velocity dispersion about this velocity gradient, we used the maximum likelihood approach described in §3.1.1 after first correcting the observed velocities by the velocity predicted at the a value of each star by linear velocity gradient. Such an approach is necessary since our velocity errors are notably larger than those of O09. We find that the intrinsic velocity dispersion in this region of the tidal arms is 2.0 ± 0.4 km s −1 , entirely consistent with the value of 2.2 km s −1 (no error given) found by O09. Increasing the sample with the additional 7 O09 stars does appreciably change this value.
We now consider the 12 trailing tail stars that lie beyond a ≈ 6 deg, noting that currently there are no stars known in the leading tail at these distances from the cluster centre. Including the mean velocity for the cluster at a = 0, the derived gradient is 1.1 ± 0.1 km s −1 deg −1 which is not significantly different from the gradient shown by the inner sections of the tail. The intrinsic velocity dispersion was undetectable given the uncertainties of velocities. However, we can limit the velocity dispersion to less than 4.2 km s −1 , still characteristically low. If we consider only the data for these stars without including the mean velocity at a = 0, the calculated gradient becomes 0.4 ± 0.2 km s −1 deg −1 . This might indicate a decrease in the size of the velocity gradient in the outer parts of the trailing tail.
We now turn to determining the gradient and dispersion over the full almost 20 deg arc of tidal tails using the full sample of 47 tidal tail stars observed here. A first order fit yields a gradient of 1.0 ± 0.1 km s −1 deg −1 with an intrinsic dispersion about the gradient of 2.1 ± 0.4 km s −1 . The fit is shown in Fig. 9 . Again these values are not appreciably different from those given in O09 despite the larger sample and the larger angular coverage. We also considered a quadratic fit to the data, but found that the quadratic term was not significant.
Our results reinforce the identification of the Pal 5 tidal tails as a kinematically cold structure, at least for the sections of the tidal tails that have kinematic data. The recent results of Carlberg, Grillmair & Hetherington (2012) show that the trailing tail continues as a narrow feature for a total length of at least ∼23 deg; it may extend even longer as the Carlberg, Grillmair & Hetherington (2012) analysis is limited by the boundary of the SDSS survey region. Kinematic studies of this extended region will be difficult, however, as the contrast of the tail features compared to the background is much reduced at lower Galactic latitudes. The current data on the surface density of the leading tail is also limited, at an angular extent of ∼6 deg, by the boundary of the SDSS survey region. In this case it is because the SDSS survey region does not penetrate to any significant extent south of the equator. The SkyMapper survey of the southern hemisphere sky (Keller et al. 2007 ) will, however, allow the leading tail to be mapped into the southern hemisphere. The SkyMapper filter system is designed to provide gravity and metallicity information (Keller et al. 2007 ) for survey stars, which should facilitate the selection of candidates for spectroscopic follow-up. It will be intriguing to see if a single velocity gradient and a constant velocity dispersion remain the best interpretation of the data when kinematic information is available for a comparable angular distance in the leading tail as is currently available for the trailing tail. Together with the results presented in this paper, such additional data would provide strong constraints on the orbit of Pal 5, on the tidal disruption process, and on the Galaxy's dark matter halo. 
CONCLUSION
We have demonstrated here a detailed method for identifying members of Pal 5 and of its tidal tails. The approach distinguishes candidate members from contaminating field stars through a combination of kinematic, line strength and photometric information. The result is the selection of 67 candidate members of the cluster and its tidal tails, of which 47 are new objects. The sample consists of seven new red giant and one new BHB members lying within 8.3
′ of the cluster centre, twelve reconfirmed cluster members, 27 new members of the trailing tail, three reconfirmed trailing tail stars, and 12 members of leading tail of which five were previously known. Our overall coverage is ∼20 deg along the tails, with the coverage of the trailing tail being substantially larger than in previous work.
For the Pal 5 cluster members we derive, through a maximum likelihood technique, a mean velocity of −57.4 ± 0.3 km s −1 and an intrinsic velocity dispersion of 1.2 ± 0.3 km s −1 , values that are consistent with previous determinations. Within the region of the tidal tails studied by O09, we find the same velocity gradient and velocity dispersion. Our angular coverage of the tidal tail is, however, considerably larger yet intriguingly we find that the velocity gradient and velocity dispersion do not change significantly from the O09 values. Our determination is a linear velocity gradient of 1.0 ± 0.1 km s −1 deg −1 and an intrinsic dispersion about this gradient of 2.1 ± 0.4 km s −1 across the almost 20 deg arc of the tidal tails studied here, although there is some indication that the gradient may be less at larger angular distances. The Pal 5 tidal tails are indeed kinematically cold structures. We note, however, that coverage of the leading tail is much less than that of the trailing tail, and we look forward to the outcomes of southern hemisphere sky surveys such as SkyMapper that will redress the situation. In summary, the results presented here provide a promising opportunity to further constrain the tidal disruption process, the orbit of Pal 5 and of the tidal tail stars, and in particular, the properties of the Galactic halo. 
