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Abstract
Jeroslow and Lowe gave an exact geometric characterization of subsets of Rn that are projec-
tions of mixed-integer linear sets, also known as MILP-representable or MILP-R sets. We give
an alternate algebraic characterization by showing that a set is MILP-R if and only if the set can
be described as the intersection of finitely many affine Chva´tal inequalities in continuous vari-
ables (termed AC sets). These inequalities are a modification of a concept introduced by Blair
and Jeroslow. Unlike the case for linear inequalities, allowing for integer variables in Chva´tal
inequalities and projection does not enhance modeling power. We show that the MILP-R sets
are still precisely those sets that are modeled as affine Chva´tal inequalites with integer variables.
Furthermore, the projection of a set defined by affine Chva´tal inequalites with integer variables
is still an MILP-R set. We give a sequential variable elimination scheme that, when applied
to a MILP-R set yields the AC set characterization. This is related to the elimination scheme
of Williams and Williams-Hooker, who describe projections of integer sets using disjunctions
of affine Chva´tal systems. We show that disjunctions are unnecessary by showing how to find
the affine Chva´tal inequalities that cannot be discovered by the Williams-Hooker scheme. This
allows us to answer a long-standing open question due to Ryan (1991) on designing an elimina-
tion scheme to represent finitely-generated integral monoids as a system of Chva´tal inequalities
without disjunctions. Finally, our work can be seen as a generalization of the approach of Blair
and Jeroslow, and Schrijver for constructing consistency testers for integer programs to general
AC sets.
1 Introduction
Researchers are interested in characterizing sets that are projections of mixed-integer sets de-
scribed by linear constraints. Such sets have been termed MILP-representable or MILP-R sets; see
Vielma [18] for a thorough survey. Knowing which sets are MILP-R is important because of the
prevalence of good algorithms and software for solving MILP formulations. Therefore, if one en-
counters an application that can be modeled using MILP-R sets, then this sophisticated technology
can be used to solve the application. There is also growing interest in generalizations of MILP-R
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sets, including projections mixed-integer points in a closed convex sets (see recent work by Del Pia
and Poskin [8], Dey, Diego and Mora´n [9], and Lubin, Vielma and Zadik [12, 13]).
A seminal result of Jeroslow and Lowe [10] provides a geometric characterization of MILP-
R sets as the sum of a finitely generated monoid, and a disjunction of finitely-many polytopes
(see Theorem 2.1 below for a precise statement). Our point of departure is that we provide a
constructive algebraic characterization of MILP-representability that does not need disjunctions,
but instead makes use of affine Chva´tal inequalities, i.e. affine linear inequalities with rounding
operations (for a precise definition see Definition 2.2 below). We show that MILP-R sets are exactly
those sets that satisfy a finite system of affine Chva´tal inequalities, termed AC sets.
Affine Chva´tal functions with continuous variables are a natural language for mixed-integer
linear optimization. Unlike the case for linear inequalities, allowing for integer variables in Chva´tal
inequalities and projection does not enhance modeling power. We show that the MILP-R sets
are still precisely those sets are are modeled as affine Chva´tal inequalites with integer variables.
Furthermore, the projection of a set defined by affine Chva´tal inequalites with integer variables is
still an MILP-R set.
However, allowing disjunctions of sets broadens the collection of sets that can be described.
There exist sets defined by disjunctions of affine Chva´tal systems that are not MILP-R sets (see, for
instance, Example 3.24 below). In other words, we show that disjunctions are not only unnecessary
but are undesirable. This last message is underscored by the work of Williams [19, 21], Williams
and Hooker [22], and Balas [2]. Their research attempts to generalize variable elimination methods
for linear programming – namely, the Fourier-Motzkin (FM) elimination procedure – to integer
programming problems. In these approaches, there is a need to introduce disjunctions of inequalities
that involve either rounding operations or congruence relations. Via this method, Williams, Hooker
and Balas are able to describe the projections of integer sets as a disjunctive system of affine
Chva´tal inequalities. The introduction of disjunctions is a point in common between the existing
elimination methods of Williams, Hooker and Balas and the geometric understanding of projection
by Jeroslow-Lowe. However, disjunctions in general can be unwieldy. Moreover, as stated above,
allowing disjunctions together with affine Chva´tal inequalities (as done in the algebraic approaches
of Williams, Hooker and Balas) takes us out of the realm of MILP-R sets.
Our approach to characterizing MILP-R sets is related to consistency testers for pure integer
programs. Given a rational matrix A, a consistency tester is a function that takes as input a
vector b and returns a value that indicates whether the set {x : Ax ≥ b, x integer} is non-empty.
Seminal work by Blair and Jeroslow [6] constructs a consistency tester for integer programs that
is a pointwise maximum of a set of finitely many Chva´tal functions (termed a Gomory function in
Blair and Jeroslow [6]). In [17], Schrijver obtains a version of this result that builds on the concepts
of the Chva´tal rank and total dual integrality of an integer system. A consistency tester describes
a special type of MILP-R set; the projection of the pairs (x, b) where Ax ≥ b onto the space of b’s.
Our work generalizes the approach of Schrijver [17] to apply to not only mixed-integer linear sets,
but more generally to AC sets (and by our main result, MILP-R sets).
Finally, in Section 5 we give a “lift-and-project” variable elimination scheme for mixed-integer
AC sets. Our scheme, as opposed to the ones proposed by Williams and Hooker, and Balas, does
not need to resort to disjunctions. Towards this end, our new procedure introduces auxiliary integer
variables to simplify the structure of the AC system. In this transformed system, the projection of
integer variables is easier to do without introducing disjunctions; at this stage, we project out the
auxiliary variables that were introduced, as well as the variables that were originally intended to
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be eliminated. When this method is applied to a mixed-integer linear set, it generates redundant
linear inequalities which, when combined with ceiling operators, characterize the projection without
the need for disjunctions. This is our proposed extension of Fourier-Motzkin elimination to handle
integer variables, without using disjunctions.
In summary, we are able to simultaneously show four things: 1) disjunctions are not necessary
for mixed-integer linear representability (if one allows affine Chva´tal inequalities), an operation
that shows up in both the Jeroslow-Lowe and the Williams-Hooker approaches, 2) the language of
affine Chva´tal functions is a robust one for integer programming, being closed under integrality and
projection, 3) our algebraic characterization comes with a variable elimination scheme unlike the
geometric approach of Jeroslow-Lowe, and 4) our algebraic characterization is exact, as opposed
to the algebraic approach of Williams-Hooker which does not yield a complete characterization of
MILP-R sets.
Moreover, our algebraic characterization could be useful to obtain other insights into the struc-
ture of MILP-R sets that is not apparent from the geometric perspective. As an illustration, we
resolve an open question posed in Ryan [16] on the representability of integer monoids using our
characterization. Theorem 1 in [16] shows that every finitely-generated integer monoid can be de-
scribed as a finite system of Chva´tal inequalities but leaves open the question of how to construct
the associated Chva´tal functions via elimination. Ryan states that the elimination methods of
Williams in [19, 21] do not address her question because of the introduction of disjunctions. Our
work provides a constructive approach for finding a Chva´tal inequality representation of finitely-
generated integer monoids using elimination (see Section 5).
Our new algebraic characterization may also lead to novel algorithmic ideas where researchers
optimize by directly working with affine Chva´tal functions, rather than using traditional branch-
and-cut or cutting plane methods. We also believe the language of affine Chva´tal functions has
potential for modeling applied problems, since the operation of rounding affine inequalities has
an inherent logic that may be understandable for particular applications. We leave both of these
avenues as directions for future research.
The paper is organized as follows. Section 2 introduces our key definitions – including mixed-
integer linear representability and affine Chva´tal functions – used throughout the paper. It also
contains a statement and intepretation of our main result, making concrete the insights described
in this introduction. This includes the definitions of MILP-representability and affine Chva´tal
functions. Section 3 contains the proof of our main result. Section 4 relates our work to the
existing literature of consistency testers for integer programs, which was the source of inspiration
for this paper. Finally, Section 5 explores our methodology from the perspective of elimination
of integer variables, where we compare and contrast approach with the existing methodologies of
Williams, Hooker and Balas. Section 6 has concluding remarks.
2 Definitions and discussion of main result
In this section we introduce the definitions and notation needed to state our main result. We also
provide an intuitive discussion of the implications of the result.
N,Z,Q,R denote the set of natural numbers, integers, rational numbers and reals, respectively.
Any of these sets subscripted by a plus means the nonnegative elements of that set. For instance,
Q+ is the set of nonnegative rational numbers. The ceiling operator dae gives the smallest integer
no less than a ∈ R. The projection operator projZ where Z ⊆ {x1, . . . , xn} projects a vector x ∈ Rn
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onto the coordinates in Z. We use the notation x−i to denote the set {x1, . . . , xi−1, xi+1, . . . , xn}
and thus projx−i refers to projecting out the i-th variable. The following classes of sets are used
throughout the paper.
An LP set (short for linear programming set) is any set defined by the intersection of finitely
many linear inequalities.1 More concretely, S ⊆ Rn is an LP set if there exists an m ∈ N, matrix
A ∈ Qm×n, and vector b ∈ Rm such that S = {x ∈ Rn : Ax ≥ b}. We denote the collection of all
LP sets by (LP).
A set that results from applying the projection operator to an LP-set is called a LP-R set
(short for linear programming representable set). The set S ⊆ Rn is an LP-R set if there exists
an m, p ∈ N, matrices B ∈ Qm×n, C ∈ Qm×d and vector b ∈ Rm such that S = projx{(x, y) ∈
Rn × Rp : Bx+ Cy ≥ b}. We denote the collection of all LP-R sets by (LP-R).
It well known that any LP-R set is an LP set, i.e., the projection of a polyhedron is also a
polyhedron (see, for instance, Chapter 2 of [14]). The typical proof uses Fourier-Motzkin (FM)
elimination, a technique that is used in this paper as well (see the proof of Theorem 3.5 and Sec-
tion 4 below). FM elimination is a method to eliminate (and consequently project out) continuous
variables from a system of linear inequalities. For a detailed description of the FM elimination pro-
cedure we refer the reader to Martin [14]. We provide some basic notation for the procedure here.
FM elimination takes as input a linear system Ax ≥ b where x = (x1, . . . , xn) and produces row
vectors u11, . . . , u
t1
1 (called Fourier-Motzkin multipliers) such that u
j
1Ax−1 ≥ uj1b for j = 1, . . . , t1
describes projx−1 {x : Ax ≥ b}. This procedure can be applied iteratively to sequentially elimi-
nate variables. When all variables are eliminated we denote the corresponding FM multipliers by
u1, . . . , ut. We make reference to FM multipliers at various points in the paper.
We introduce both collections (LP) and (LP-R) (even though they are equal) to emphasize the
point that, in general, projecting sets could lead to a larger family, as in some of the other classes
of sets defined below.
A MILP set (short for mixed-integer linear programming set) is any set defined by the in-
tersection of finitely many linear inequalities where some or all of the variables in the linear
functions defining the inequalities are integer-valued. The set S ⊆ Rn is a MILP set if there
exists an m ∈ N, I ⊆ {1, 2, . . . , n}, matrix A ∈ Qm×n, and vector b ∈ Rm such that S =
{x ∈ Rn : Ax ≥ b, xj ∈ Z for j ∈ I}. The collection of all MILP sets is denoted (MILP).
Following Jeroslow and Lowe [10], we define an MILP-R set (short for mixed-integer linear
programming representable set) to be any set that results from applying a projection operator to
an MILP set. The set S ⊆ Rn is an MILP-R set if there exists an m, p, q ∈ N, matrices B ∈ Qm×n,
C ∈ Qm×p and D ∈ Qm×q and vector b ∈ Rm such that
S = projx {(x, y, z) ∈ Rn × Rp × Zq : Bx+ Cy +Dz ≥ b} .
The collection of all MILP-R sets is denoted (MILP-R).
It is also well-known that there are MILP-R sets that are not MILP sets (see Williams [21]
for an example). Thus, projection provides more modeling power when using integer variables, as
opposed to the LP and LP-R sets where variables are all real-valued.
The key result known in the literature about MILP-R sets uses the following concepts. Given a
finite set of vectors {r1, . . . , rt}, cone{r1, . . . , rt} is the set of all nonnegative linear combinations,
and intcone{r1, . . . , rt} denotes the set of all nonnegative integer linear combinations. The set
1Of course, an LP-set is nothing other than a polyhedron. We use the terminology LP-set for the purpose of
consistency with the definitions that follow.
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intcone{r1, . . . , rt} is also called a finitely-generated integer monoid with generators {r1, . . . , rt}.
The following is the main result from Jeroslow and Lowe [10] stated as Theorem 4.47 in Conforti
et. al. [7].
Theorem 2.1. A set S ⊂ Rn is MILP-representable if and only if there exists rational polytopes
P1, . . . , Pk ⊆ Rn and vectors r1, . . . , rt ∈ Zn such that
S =
k⋃
i=1
Pi + intcone
{
r1, . . . , rt
}
. (2.1)
This result is a geometric characterization of MILP-R sets. We provide an alternative algebraic
characterization of MILP-R sets using affine Chva´tal functions and inequalities. Chva´tal functions,
first introduced by Blair and Jeroslow [6], are obtained by taking nonnegative combinations of
linear functions and using the ceiling operator. We extend this original definition to allow for affine
functions to define affine Chva´tal functions. To make this distinction precise we formally define
affine Chva´tal functions using the concept of finite binary trees from Ryan [15].
Definition 2.2. An affine Chva´tal function f : Rn → R is constructed as follows. We are given a
finite binary tree where each node of the tree is either: (i) a leaf, which corresponds to an affine
linear function on Rn with rational coefficients; (ii) has one child with corresponding edge labeled
by either a d·e or a number in Q+, or (iii) has two children, each with edges labeled by a number
in Q+.
Start at the root node and (recursively) form functions corresponding to subtrees rooted at its
children. If the root has a single child whose subtree is g, then either (a) f = dge if the corresponding
edge is labeled d·e or (b) f = αg if the corresponding edge is labeled by a ∈ Q+. If the root has
two children with corresponding edges labeled by a ∈ Q+ and b ∈ Q+ then f = ag + bh where g
and h are functions corresponding to the respective children of the root.2
The depth of a binary tree representation T of an affine Chva´tal function is the length of the
longest path from the root to a node in T , and ceiling count cc(T ) is the total number of edges
labeled d·e. /
Example 2.3. Below, fˆ is a Chva´tal function and gˆ is an affine Chva´tal function:
fˆ = 3dx1 + 5d2x1 + x2ee+ d2x3e, (2.2)
gˆ = 3dx1 + 5d2x1 − x2 + 3.5ee+ d−2x3e. (2.3)
See Figure 1 for a binary tree representation T (gˆ) of the affine Chva´tal function gˆ. This represen-
tation has depth 4 and ceiling count cc(T (gˆ)) = 3.
The original definition of Chva´tal function in the literature requires the leaves of the binary tree
to be linear functions, and the domain of the function to be Qn (see [6, 15, 16]). Our definition
above allows for affine linear functions at the leaves, and the domain of the functions to be Rn.
We use the term Chva´tal function to refer to the setting where the leaves are linear functions. In
this paper, the domain of all functions is Rn. This change to the domain from Qn to Rn is not just
cosmetic; it is imperative for deriving our results. See also the discussion after Theorem 3.5.
2The original definition of Chva´tal function in Blair and Jeroslow [6] does not employ binary trees. Ryan shows
the two definitions are equivalent in [15].
5
gˆ(x) = 3dx1 + 5d2x1 − x2 + 3.5ee+ d−2x3e
dx1 + 5d2x1 − x2 + 3.5ee
x1 + 5d2x1 − x2 + 3.5e
x1
1
d2x1 − x2 + 3.5e
2x1 − x2 + 3.5
d·e
5
d·e
3
d−2x3e
−2x3
d·e
1
Figure 1: Binary tree structure for affine Chva´tal function
Definition 2.4. An inequality f(x) ≤ b, where f is an affine Chva´tal function and b ∈ R, is called
an affine Chva´tal inequality.
Remark 2.5. Note that if f is an affine Chva´tal function, it does not necessarily mean that −f is
also an affine Chva´tal function. Because of this, the inequality f(x) ≥ b is, in general, not an affine
Chva´tal inequality: the direction of the inequality matters in Definition 2.4. /
An AC set (short for affine Chva´tal set) is any set defined by the intersection of finitely affine
Chva´tal inequalities. The set S ⊆ Rn is an AC set if there exists an m ∈ N, affine Chva´tal function
f1, f2, . . . , fm, and a real vector b ∈ Rm such that S = {x ∈ Rn : fi(x) ≤ bi, i = 1, 2, . . . ,m}. The
collection of all AC sets is denoted (AC).
A set that results from applying the projection operator to an AC set is called an AC-R set
(short for affine Chva´tal representable set). The set S ⊆ Rn is an AC-R set if there exists an
m, p ∈ N, affine Chva´tal functions f1, f2, . . . , fm defined on Rn+p, and a vector b ∈ Rm such that
S = projx{(x, y) ∈ Rn × Rp : fi(x, y) ≤ bi, i = 1, 2, . . . ,m}. The collection of all AC-R sets is
denoted (AC-R).
An MIAC set (short for mixed-integer affine Chva´tal set) is an affine Chva´tal set where some
of the variables involved are integer. The set S ⊆ Rn is an MIAC set if there exists an m ∈ N,
I ⊆ {1, 2, . . . , n}, affine Chva´tal functions f1, f2, . . . , fm, and vector b ∈ Rm such that S = {x ∈
Rn : fi(x) ≤ bi, i = 1, 2, . . . ,m, xj ∈ Z, j ∈ I}. The collection of all MIAC sets is denoted (MIAC).
A set that results from applying the projection operator to an MIAC set is called a MIAC-R
set (short for mixed-integer affine Chva´tal representable set. The set S ⊆ Rn is an MIAC-R set
if there exists an m, p, q ∈ N, affine Chva´tal functions f1, f2, . . . , fm defined on Rn+p+q and vector
b ∈ Rm such that
S = projx {(x, y, z) ∈ Rn × Rp × Zq : fi(x, y, z) ≤ bi, i = 1, 2. . . . ,m} .
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The collection of all MIAC-R sets is denoted (MIAC-R).
Finally, a DMIAC set (short for disjunctive mixed-integer affine Chva´tal set) is a set that can
be written as the disjunction of finitely many MIAC sets. The set S ⊆ Rn is a DMIAC set if there
exists a m, t ∈ N, affine functions fki for k = 1, 2, . . . , t and i = 1, 2, . . . , n, subsets Ik ⊆ {1, 2, . . . , n}
for k = 1, 2, . . . , t such that
S =
t⋃
k=1
{x ∈ Rn : fki(x) ≤ bi, i = 1, 2, . . . ,m, xkj ∈ Z, j ∈ Ik}
The collection of all DMIAC sets is denoted (DMIAC).
We now state the main theorem in this paper.
Theorem 2.6. The following relationships exist among the sets defined above
(LP) = (LP-R) ( (MILP) ( (MILP-R) = (AC) = (AC-R) = (MIAC) = (MIAC-R) ( (DMIAC).
The first three relationships in Theorem 2.6 are well-known in the optimization community.
The key insights in our paper are the remaining relationships, i.e.,
(MILP-R) = (AC) = (AC-R) = (MIAC) = (MIAC-R) ( (DMIAC).
Section 3.3 contains our proof of Theorem 2.6, which builds on the results of Sections 3.1 and 3.2.
Before going to the proof, we examine Theorem 2.6 and draw out its implications. This makes
precise some of the informal discussion we had in the introduction.
(i) The relationship (MILP-R) = (AC) provides our algebraic characterization of mixed-integer
linear representability. Note, in particular, that the class (AC) does not allow disjunctions.
(ii) The relationship (AC) = (MIAC-R) shows that adding integer variables and projecting an
AC set does not yield additional modeling power.
(iii) The relationship (MILP-R) ( (DMIAC) shows that combining disjunctions with affine Chva´tal
inequalites does describe a strictly larger collection of sets than can be described (even through
projection) by linear equalities with integer variables.
Point (i) provides a “disjunction-free” characterization of mixed-integer representability. To-
gether, points (ii) and (iii) suggest that (AC) is a natural algebraic language for mixed-integer linear
programming. The collection (AC) uses continuous variables, with no disjunctions, to describe all
MILP sets and their projections, whereas (DMIAC) takes us outside of the realm of mixed-integer
programming.
3 The modeling power of Chva´tal inequalities
This section contains the proof of our main result Theorem 2.6. The proof is broken up across
three subsections. The first two subsections provide careful treatment is the two most challenging
containments to establish: (MIAC) ⊆ (MILP-R) (the content of Section 3.1) and (MILP-R) ⊆ (AC)
(the content of Section 3.2). Finally, in Section 3.3, the pieces are put together in a formal proof
of Theorem 2.6.
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3.1 MIAC sets are MILP-R sets
We show how to “lift” an MIAC set to a mixed-integer linear set. The idea is simple – replace
ceiling operators with additional integer variables. However, we need to work with an appropriate
representation of an affine Chva´tal function in order to implement this idea. The next result
provides the correct representation.
Theorem 3.1. For every affine Chva´tal function f represented by a binary tree T , one of the
following cases hold:
Case 1: cc(T ) = 0, which implies that f is an affine linear function.
Case 2: f = γdg1e+ g2, where γ > 0 and g1, g2 are affine Chva´tal functions such that there exist
binary tree representations T1, T2 for g1, g2 respectively, with cc(T1) + cc(T2) + 1 ≤ cc(T ).
Proof. We use induction on the depth of the binary tree T . For the base case, if T has depth 0,
then cc(T ) = 0 and we are in Case 1. The inductive hypothesis assumes that for some k ≥ 0, every
affine Chva´tal function f with a binary tree representation T of depth less or equal to k, can be
expressed in Case 1 or 2.
For the inductive step, consider an affine Chva´tal function f with a binary tree representation
T of depth k+ 1. If the root node of T has a single child, let T ′ be the subtree of T with root node
equal to the child of the root node of T . We now consider two cases: the edge at the root node is
labeled with a d·e, or the edge is labeled with a scalar α > 0. In the first case, f = dge where g is
an affine Chva´tal function which has T ′ as a binary tree representation. Also, cc(T ′) + 1 = cc(T ).
Thus, we are done by setting g1 = g, g2 = 0 and γ = 1. In the second case, f = αg where g is an
affine Chva´tal function which has T ′ as a binary tree representation, with cc(T ′) = cc(T ). Note that
T ′ has smaller depth than T . Thus, we can apply the induction hypothesis on g with representation
T ′. If this ends up in Case 1, then 0 = cc(T ′) = cc(T ) and f is in Case 1. Otherwise, we obtain
γ′ > 0, affine Chva´tal functions g′1, g′2, and binary trees T ′1, T ′2 representing g′1, g′2 respectively, with
cc(T ′1) + cc(T
′
2) + 1 ≤ cc(T ′) = cc(T ) (3.1)
such that g = γ′dg′1e+g′2. Now set γ = αγ′, g1 = g′1, g2 = αg′2, T1 = T ′1 and T2 to be the tree whose
root node has a single child with T ′2 as the subtree, and the edge at the root labeled with α. Note
that cc(T2) = cc(T
′
2). Also, observe that T1, T2 represents g1, g2 respectively. Combined with (3.1),
we obtain that cc(T1) + cc(T2) + 1 ≤ cc(T ).
If the root node of T has two children, let S1, S2 be the subtrees of T with root nodes equal to
the left and right child, respectively, of the root node of T . Then, f = αh1 + βh2, where α, β > 0
and h1, h2 are affine Chva´tal functions with binary tree representations S1, S2 respectively. Also
note that the depths of S1, S2 are both strictly less than the depth of T , and
cc(S1) + cc(S2) = cc(T ) (3.2)
By the induction hypothesis applied to h1 and h2 with representations S1, S2, we can assume
both of them end up in Case 1 or 2 of the statement of the theorem. If both of them are in Case
1, then cc(S1) = cc(S2) = 0, and by (3.2), cc(T ) = 0. So f is in Case 1.
Thus, we may assume that h1 or h2 (or both) end up in Case 2. There are three subcases, (i)
h1, h2 are both in Case 2, (ii) h1 is Case 2 and h2 in Case 1, or (iii) h2 in Case 2 and h1 in Case
1. We analyze subcase (i), the other two subcases are analogous. This implies that there exists
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γ′ > 0, and affine Chva´tal functions g′1 and g′2 such that h1 = γ′dg′1e + g′2, and there exist binary
tree representations T ′1, T ′2 for g′1, g′2 respectively, such that
cc(T ′1) + cc(T
′
2) + 1 ≤ cc(S1). (3.3)
Now set γ = αγ′, g1(x) = g′1(x) and g2(x) = αg′2(x) + βh2(x). Then f = γdg1e+ g2. Observe that
g2 has a binary tree representation T2 such that the root node of T2 has two children: the subtrees
corresponding to these children are T ′2 and S2, and the edges at the root node of T2 are labeled by
α and β respectively. Therefore,
cc(T2) ≤ cc(T ′2) + cc(S2). (3.4)
Moreover, we can take T1 = T
′
1 as the binary tree representation of g1. We observe that
cc(T1) + cc(T2) + 1 ≤ cc(T ′1) + cc(T ′2) + cc(S2) + 1
≤ cc(S1) + cc(S2) = cc(T )
where the first inequality is from the fact that T1 = T
′
1 and (3.4), the second inequality is from (3.3)
and the final equation is (3.2).
For an MIAC set, where each associated affine Chva´tal function is represented by a binary tree,
the total ceiling count of this representation is the sum of the ceiling counts of all these binary trees.
The next lemma shows how to reduce the total ceiling count of a MIAC set by one, in exchange
for an additional integer variable.
Lemma 3.2. Given a system C = {(x, z) ∈ Rn × Zq : fi(x, z) ≤ bi} of affine Chva´tal inequalities
with a total ceiling count c ≥ 1, there exists a system P = {(x, z, z¯) ∈ Rn ×Zq ×Z : f ′i(x, z) ≤ b′i}
of affine Chva´tal inequalities with a total ceiling count of at most c− 1, and C = proj(x,z)(P ).
Proof. Since c ≥ 1, at least one of the fi has a binary tree representation T with a strictly positive
ceiling count. Without loss of generality we assume it is f1. This means f1, along with its binary tree
representation T , falls in Case 2 of Theorem 3.1. Therefore, one can write f as f1 = γdg1e+g2, with
γ > 0, and g1, g2 are affine Chva´tal functions such that there exist binary tree representations T1, T2
for g1, g2 respectively, with cc(T1) + cc(T2) + 1 ≤ cc(T ). Dividing by γ on both sides, the inequality
f1(x, z) ≤ b1 is equivalent to dg1(x, z)e + (1/γ)g2(x, z) ≤ b1/γ. Moving (1/γ)g2(x, z) to the right
hand side, we get dg1(x, z)e ≤ −(1/γ)g2(x, z)+b1/γ. This inequality is easily seen to be equivalent to
two inequalities, involving an extra integer variable z¯ ∈ Z: dg1(x, z)e ≤ z¯ ≤ −(1/γ)g2(x, z) + b1/γ,
which, in turn is equivalent to g1(x, z) ≤ z¯ ≤ −(1/γ)g2(x, z) + b1/γ, since z¯ ∈ Z. Therefore, we can
replace the constraint f1(x, z) ≤ b1 with the two constraints
g1(x, z)− z¯ ≤ 0, (3.5)
(1/γ)g2(x, z) + z¯ ≤ b1/γ ⇔ g2(x, z) + γz¯ ≤ b1 (3.6)
as long as we restrict z¯ ∈ Z. Note that the affine Chva´tal functions on the left hand sides of (3.5)
and (3.6) have binary tree representations with ceiling count equal to cc(T1) and cc(T2) respectively.
Since cc(T1) + cc(T2) + 1 ≤ cc(T ), the total ceiling count of the new system is at least one less than
the total ceiling count of the previous system.
The key result of this subsection is an immediate consequence.
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Theorem 3.3. Every MIAC set is a MILP-R set. That is, (MIAC) ⊆ (MILP-R).
Proof. Consider a system S = {(x, z) ∈ Rn × Zq : fi(x, z) ≤ bi} of affine Chva´tal inequalities
describing the MIAC set, with total ceiling count c ∈ N. Apply Lemma 3.2 at most c times to get
a system S′ = {(x, z, z′) ∈ Rn × Zq × Zm : Ax+Bz + Cz′ ≥ d} such that S = proj(x,z)(S′), where
m ≤ c. The problem is that the z variables are integer constrained in the system describing S′,
and the definition of MILP-representability requires the target space – (x, z) in this case – to have
no integer constrained variables. This can be handled in a simple way. Define S′′ := {(x, z, z′, v) ∈
Rn ×Rq ×Zm ×Zq) : Ax+Bz +Cz′ ≥ d, z = v} with additional integer variables v, and observe
that S′ = proj(x,z,z′)(S′′) and thus, S = proj(x,z)(S′′). Since x, z are continuous variables in the
system describing S′′, we obtain that S is MILP-representable.
Example 3.4. . We give an example, showing the above procedure at work. Consider the AC set
C = {(x1, x2, x3, x4) ∈ Z : f(x) = d3x1 + 2.5x2e+ dd0.5x3e − 0.8x4e ≤ 0}.
Add variable y1 ∈ Z and the constraints
dd0.5x3e − 0.8x4e ≤ y1 ≤ −d3x1 + 2.5x2e.
Remove the outer d·e on the left hand side to obtain
d0.5x3e − 0.8x4 ≤ y1 ≤ −d3x1 + 2.5x2e,
which gives two affine Chva´tal inequalities:
d0.5x3e − 0.8x4 − y1 ≤ 0
y1 + d3x1 + 2.5x2e ≤ 0 (3.7)
Taking the first affine Chva´tal inequality in (3.7), and introducing another variable y2 ∈ Z, we
obtain
d0.5x3e ≤ y2 ≤ +0.8x4 + y1
and removing the d·e on the left hand side, we obtain
0.5x3 ≤ y2 ≤ +0.8x4 + y1,
giving rise to two new affine Chva´tal functions:
0.5x3 − y2 ≤ 0
y2 − 0.8x4 − y1 ≤ 0 (3.8)
Similarly, processing the second affine Chva´tal inequality in (3.7), we obtain two new affine
Chva´tal inequalities involving a new variable y3 ∈ Z:
3x1 + 2.5x2 − y3 ≤ 0
y3 + y1 ≤ 0 (3.9)
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So we finally obtain that
C = proj(x1,...,x4)
(x1, x2, x3, x4, y1, y2, y3, y4) :
0.5x3 − y2 ≤ 0
−0.8x4 − y1 + y2 ≤ 0
3x1 + 2.5x2 − y3 ≤ 0
y1 + y3 ≤ 0
 . /
3.2 MILP-R sets are MIAC sets
This direction leverages some established theory in integer programming, in particular,
Theorem 3.5 (cf. Corollary 23.4 in Schrijver [17]). For any rational m× n matrix A, there exists
a finite set of Chva´tal functions fi : Rm → R, i ∈ I with the following property: for every b ∈ Rm,
{z ∈ Zn : Az ≥ b} is nonempty if and only if fi(b) ≤ 0 for all i ∈ I. Moreover, these functions can
be explicitly constructed from the matrix A.
The main difference between Corollary 23.4 in [17] and Theorem 3.5 is that we allow the right
hand side b to be nonrational.3 This difference is indispensable in our analysis (see the proof
of Theorem 3.22). Although our proof of Theorem 3.5 is conceptually similar to the approach in
Schrijver [17], we need to handle some additional technicalities related to irrationality. In particular,
we extend the supporting results used to prove Corollary 23.4b(i) in Schrijver [17] to the nonrational
case. To our knowledge, no previous work has explicitly treated the case where b is nonrational.
Theorem 3.5 in the rational case was originally obtained by Blair and Jeroslow in [6, Theo-
rem 5.1]), but used a different methodology. This work in turn builds on seminal work on integer
programming duality by Wolsey in [23, 24]. Wolsey showed that the family of subadditive functions
suffices to give a result like Theorem 3.5; Blair and Jeroslow improved this to show that the smaller
family of Chva´tal functions suffice.
To prove Theorem 3.5 we need some preliminary definitions and results. A system of linear
inequalities Ax ≥ b where A = (aij) has aij ∈ Q for all i, j (that is, A is rational) is totally dual
integral (TDI) if the maximum in the LP-duality equation
min{c>x : Ax ≥ b} = max{y>b : A>y = c, y ≥ 0}
has an integral optimal solution y for every integer vector c for which the minimum is finite. Note
that rationality of b is not assumed in this definition. When A is rational, the system Ax ≥ b can
be straightforwardly manipulated so that all coefficients of x on the right-hand side are integer.
Thus, we may often assume without loss that A is integral.
For our purposes, the significance of a system being TDI is explained by the following result.
For any polyhedron P ⊆ Rn, P ′ denotes its Chva´tal closure4. We also recursively define the t-th
Chva´tal closure of P as P (0) := P , and P (t+1) = (P (t))′ for i ≥ 1.
Theorem 3.6 (See Schrijver [17] Theorem 23.1). Let P = {x : Ax ≥ b} be nonempty and assume
A is integral. If Ax ≥ b is a TDI representation of the polyhedron P then
P ′ = {x : Ax ≥ dbe}. (3.10)
3We say a vector is nonrational if it has at least one component that is not a rational number. We use this
terminology instead of irrational, which we take to mean having no rational components.
4The Chva´tal closure of P is defined in the following way. For any polyhedron Q ⊆ Rn, let QI := conv(Q ∩ Zn)
denote its integer hull. Then P ′ :=
⋂{HI : H is a halfpsace containing P}.
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We now show how to manipulate the system Ax ≥ b to result in one that is TDI. The main
power comes from the fact that this manipulation depends only on A and works for every right-hand
side b.
Theorem 3.7. Let A be a rational m × n matrix. Then there exists another nonnegative q ×m
rational matrix U such that for every b ∈ Rm the polyhedron P = {x ∈ Rn : Ax ≥ b}, has a
representation P = {x ∈ Rn : Mx ≥ b′} where the system Mx ≥ b′ is TDI and M = UA, b′ = Ub.
Proof. First construct the matrix U. Let P({1, 2, . . . ,m}) denote the power set of {1, 2, . . . ,m}. For
each subset of rows ai of A with i ∈ S where S ∈ P({1, 2, . . . ,m}), define the cone
C(S) := {a ∈ Rn : a =
∑
i∈S
uia
i, ui ≥ 0, i ∈ S}. (3.11)
By construction the cone C(S) in (3.11) is a rational polyhedral cone. Then by Theorem 16.4 in
Schrijver [17] there exist integer vectors mk, for k = kS1 , k
S
2 . . . , k
S
qS
that define a Hilbert basis for
this cone. In this indexing scheme qS is the cardinality of the set S. We assume that there are
qS distinct indexes k
S
1 , k
S
2 . . . , k
S
qS
assigned to each set S in the power set P({1, 2, . . . ,m}). Since
each mk ∈ C(S) there is a nonnegative nonnegative vector uk that generates mk. Without loss
each uk is an m−dimensional vector since we can assume a component of zero for each component
uk not indexed by S. Thus ukA = mk. Define a matrix U to be the matrix with rows uk for all
k = kS1 , k
S
2 . . . , k
S
qS
and S ∈ P({1, 2, . . . ,m}). Then M = UA is a matrix with rows corresponding
to all of the Hilbert bases for the power set of {1, 2, . . . ,m}. That is, the number of rows in M is
q =
∑
S∈P({1,2,...,m}) qS .
We first show that Mx ≥ b′ is a TDI representation of
P = {x ∈ Rn : Ax ≥ b} = {x ∈ Rn : Mx ≥ b′}. (3.12)
Note that {x ∈ Rn : Ax ≥ b} and {x ∈ Rn : Mx ≥ b′} define the same polyhedron since the
system of the inequalities Mx ≥ b′ contains all of the inequalities Ax ≥ b (this is because the power
set of {1, 2, . . . ,m} includes each singleton set) plus additional inequalities that are nonnegative
aggregations of inequalities in the system Ax ≥ b. In order to show Mx ≥ b′ is a TDI representation,
assume c ∈ Rn is an integral vector and the minimum of
max{yb′ : yM = c, y ≥ 0} (3.13)
is finite. It remains to show there is an integral optimal dual solution to (3.13). By linear program-
ming duality min{cx|Mx ≥ b′} has an optimal solution x¯ and
max{yb′ : yM = c, y ≥ 0} = min{cx : Mx ≥ b′}. (3.14)
Then by equation (3.12)
min{cx : Mx ≥ b′} = min{cx : Ax ≥ b}. (3.15)
and min{cx : Ax ≥ b} also has optimal solution x¯. Then again by linear programming duality
min{cx : Ax ≥ b} = max{ub : uA = c, u ≥ 0}. (3.16)
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Let u¯ be an optimal dual solution to max{ub : uA = c, u ≥ 0}. Let i index the strictly positive
u¯i and define S = {i : u¯i > 0}. By construction of M there is a subset of rows of M that form
a Hilbert basis for C(S). By construction of C(S), u¯A = c implies c ∈ C(S). Also, since u¯ is
an optimal dual solution, it must satisfy complementary slackness. That is, u¯i > 0 implies that
aix¯ = bi. Therefore S indexes a set of tight constraints in the system Ax¯ ≥ b. Consider an arbitrary
element mk of the Hilbert basis associated with the cone C(S). There is a corresponding m−vector
uk with support in S and
ukAx¯ =
∑
i∈S
uki a
ix¯ =
∑
i∈S
uki bi = u
kb = b′k.
Since ukA = mk and ukb = b′k we have
mkx¯ = b′k, ∀k = kS1 , kS2 . . . , kSqS . (3.17)
As argued above, c ∈ C(S) and is, therefore, generated by nonnegative integer multiples of the mk
for k = kS1 , k
S
2 . . . , k
S
qS
. That is, there exist nonnegative integers y¯k such that
c =
kSqS∑
k=kS1
y¯km
k. (3.18)
Hence there exists a nonnegative q-component integer vector y¯ with support contained in the
set indexed by kS1 , k
S
2 . . . , k
S
qS
such that
c = y¯M. (3.19)
Since y¯ ≥ 0, y¯ is feasible to the left hand side of (3.14). We use (3.17) and (3.18) to show
y¯b′ = cx¯, (3.20)
which implies that y¯ is an optimal integral dual solution to (3.13) (since x¯ and y¯ are primal-dual
feasible), implying the result.
To show (3.20), use the fact that the support of y¯ is contained in the set indexed by kS1 , k
S
2 . . . , k
S
qS
which implies
y¯b′ =
kSqS∑
k=kS1
y¯kb
′
k. (3.21)
Then by (3.17) substituting mkx¯ for b′k gives
y¯b′ =
kSqS∑
k=kS1
y¯kb
′
k =
kSqS∑
k=kS1
y¯km
kx¯. (3.22)
Then by (3.18) substituting c for
∑kSqS
k=kS1
y¯km
k gives
y¯b′ =
kSqS∑
k=kS1
y¯kb
′
k =
kSqS∑
k=kS1
y¯km
kx¯ = cx¯. (3.23)
This gives (3.20) and completes the proof.
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Remark 3.8. When S is a singleton set, i.e. S = {i}, the corresponding mk for k = kS1 may be a
scaling of the corresponding ai. This does not affect our argument that (3.12) holds. /
Remark 3.9. Each of the mk vectors that define each Hilbert basis may be assumed to be integer.
Therefore if A is an integer matrix, M is an integer matrix. /
Next we will also need a series of results about the interaction of lattices and convex sets.
Definition 3.10. Let V be a vector space over R. A lattice in V is the set of all integer combinations
of a linearly independent set of vectors {a1, . . . , am} in V. The set {a1, . . . , am} is called the basis
of the lattice. The lattice is full-dimensional if it has a basis that spans V . /
Definition 3.11. Given a full-dimensional lattice Λ in a vector space V , a Λ-hyperplane is an affine
hyperplane H in V such that H = aff(H∩Λ). This implies that in V = Rn, if H is a Zn-hyperplane,
then H must contain n affinely independent vectors in Zn. /
Definition 3.12. Let V be a vector space over R and let Λ be a full-dimensional lattice in V . Let
HΛ denote the set of all Λ-hyperplanes that contain the origin. Let C ⊆ V be a convex set. Given
any H ∈ HΛ, we say that the Λ-width of C parallel to H, denoted by `(C,Λ, V,H), is the total
number of distinct Λ-hyperplanes parallel to H that have a nonempty intersection with C. The
lattice-width of C with respect to Λ is defined as `(C,Λ, V ) := minH∈HΛ `(C,Λ, V,H). /
We will need this classical “flatness theorem” from the geometry of numbers – see Theorem
VII.8.3 on page 317 of Barvinok [3], for example.
Theorem 3.13. Let V ⊆ Rn be a vector subspace with dim(V ) = d, and let Λ be a full-dimensional
lattice in V . Let C ⊆ V be a compact, convex set. If C ∩ Λ = ∅, then `(C,Λ, V ) ≤ d5/2.
We will also need a theorem about the structure of convex sets that contain no lattice points
in their interior, originally stated in Lovasz [11].
Definition 3.14. A convex set S ⊆ Rn is said to be lattice-free if int(S) ∩ Zn = ∅. A maximal
lattice-free set is a lattice-free set that is not properly contained in another lattice-free set. /
Theorem 3.15 (Theorem 1.2 in Basu et. al. [4] and also Lovasz [11]). A set S ⊂ Rn is a maximal
lattice-free convex set if and only if one of the following holds:
(i) S is a polyhedron of the form S = P + L where P is a polytope, L is a rational linear space,
dim(S) = dim(P ) + dim(L) = n, S does not contain any integral point in its interior and
there is an integral point in the relative interior of each facet of S;
(ii) S is an irrational affine hyperplane of Rn.
The previous result is used to prove the following.
Theorem 3.16. Let A ∈ Rm×n be a rational matrix. Then for any b ∈ Rm such that P := {x ∈
Rn : Ax ≥ b} satisfies P ∩ Zn = ∅, we must have `(P,Zn,Rn) ≤ n5/2. Note that P is not assumed
to be bounded.
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Proof. If P is not full-dimensional, then aff P is given by a system {x : A˜x = b˜} where the matrix
A˜ is rational, since the matrix A is rational and A˜ can be taken to be a submatrix of A. Now take a
Zn-hyperplane H that contains {x|A˜x = 0}. Then `(P,Zn,Rn, H) = 0 or 1, depending on whether
the translate in which P is contained in a Zn-hyperplane translate of H or not. This immediately
implies that `(P,Zn,Rn) is either 0, 1.
Thus, we focus on the case when P is full-dimensional. By Theorem 3.15, there exists a basis
v1, . . . , vn of Zn, a natural number k ≤ n, and a polytope C contained in the linear span of
v1, . . . , vk, such that P ⊆ C + L, where L = span({vk+1, . . . , vn}) and (C + L) ∩ Zn = ∅ (the
possibility of k = n is allowed, in which case L = {0}).
Define V = span({v1, . . . , vk}) and Λ as the lattice formed by the basis {v1, . . . , vk}. Since C is
a compact, convex set in V and C ∩Λ = ∅, by Theorem 3.13, we must have that `(C,Λ, V ) ≤ k5/2.
Every Λ-hyperplane H ⊆ V can be extended to a Zn-hyperplane H ′ = H + L in Rn. This shows
that `(C + L,Zn,Rn) ≤ k5/2 ≤ n5/2. Since P ⊆ C + L, this gives the desired relation that
`(P,Zn,Rn) ≤ n5/2.
Example 3.17. If A is not rational, the above result is not true. Consider the set
P := {(x1, x2) : x2 =
√
2(x1 − 1/2)}
Now, P ∩ Z2 = ∅. Any Z2-hyperplane containing (0, 0) is the span of some integer vector. All
such hyperplanes intersect P in exactly one point, since the hyperplane defining P has an irrational
slope and so intersects every Z2-hyperplane in exactly one point. Hence, `(P,Z2,R2) = ∞ for all
H ∈ HZ2 and so `(P,Z2,R2) =∞. /
Theorem 3.16 will help to establish bounds on the Chva´tal rank of any lattice-free polyhedron
with a rational constraint matrix. First we make the following modification of equation (6) on page
341 in Schrijver [17].
Lemma 3.18. Let A ∈ Rm×n be a rational matrix. Let b ∈ Rm (not necessarily rational) and let
P := {x ∈ Rn : Ax ≥ b}. Let F ⊆ P be a face. Then F (t) = P (t) ∩ F for any t ∈ N.
Proof. The proof follows the proof of (6) in Schrijver [17] on pages 340-341 very closely. As
observed in Schrijver [17], it suffices to show that F ′ = P ′ ∩ F .
Without loss of generality, we may assume that the system Ax ≥ b is TDI (if not, then throw
in valid inequalities to make the description TDI). Let F = P ∩ {x : αx = β} for some integral
α ∈ Rn. The system Ax ≥ b, αx ≥ β is also TDI, which by Theorem 22.2 in Schrijver [17] implies
that the system Ax ≤ b, αx = β is also TDI (one verifies that the proof of Theorem 22.2 does not
need rationality for the right hand side).
Now if β is an integer, then we proceed as in the proof of the Lemma at the bottom of page
340 in Schrijver [17].
If β is not an integer, then αx ≥ dβe and αx ≤ bβc are both valid for F ′, showing that F ′ = ∅.
By the same token, αx ≥ dβe is valid for P ′. But then P ′ ∩ F = ∅ because dβe > β.
We now prove the following modification of Theorem 23.3 from Schrijver [17].
Theorem 3.19. For every n ∈ N, there exists a number t(n) such that for any rational matrix
A ∈ Rm×n and b ∈ Rm (not necessarily rational) such that P := {x ∈ Rn : Ax ≥ b} satisfies
P ∩ Zn = ∅, we must have P (t(n)) = ∅.
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Proof. We closely follow the proof in Schrijver [17]. The proof is by induction on n. The base case
of n = 1 is simple with t(1) = 1. Define t(n) := n5/2 + 2 + (n5/2 + 1)t(n− 1).
Since P ∩ Zn = ∅, `(P,Zn,Rn) ≤ n5/2 by Theorem 3.16, this means that there is an integral
vector c ∈ Rn such that
bmax
x∈P
cTxc − dmin
x∈P
cTxe ≤ n5/2. (3.24)
Let δ = dminx∈P cTxe. We claim that for each k = 0, . . . , n5/2 + 1, we must have
P (k+1+k·t(n−1)) ⊆ {x : cTx ≥ δ + k}. (3.25)
For k = 0, this follows from definition of P ′. Suppose we know (3.25) holds for some k¯; we
want to establish it for k¯ + 1. So we assume P (k¯+1+k¯·t(n−1)) ⊆ {x : cTx ≥ δ + k¯}. Now, since
P ∩ Zn = ∅, we also have P (k¯+1+k¯·t(n−1)) ∩ Zn = ∅. Thus, the face F = P (k¯+1+k¯·t(n−1)) ∩ {x :
cTx = δ+ k¯} satisfies the induction hypothesis and has dimension strictly less than n. By applying
the induction hypothesis on F , we obtain that F t(n−1) = ∅. By Lemma 3.18, we obtain that
P (k¯+1+k¯·t(n−1)+t(n−1)) ∩ {x : cTx = δ + k¯} = ∅. Thus, applying the Chva´tal closure one more time,
we would obtain that P (k¯+1+k¯·t(n−1)+t(n−1)+1) ⊆ {x : cTx ≥ δ + k¯ + 1)}. This confirms (3.25) for
k¯ + 1.
Using k = n5/2 + 1 in (3.25), we obtain that P (n
5/2+2+(n5/2+1)·t(n−1)) ⊆ {x : cTx ≥ δ+n5/2 + 1}.
From (3.24), we know that maxx∈P cTx < δ+ n5/2 + 1. This shows that P (n
5/2+2+(n5/2+1)·t(n−1)) ⊆
P ⊆ {x : cTx < δ + n5/2 + 1}. This implies that P (n5/2+2+(n5/2+1)·t(n−1)) = ∅, as desired.
This allows us to establish the following.
Theorem 3.20 (c.f. Theorem 23.4 in Schrijver [17]). For each rational matrix A there exists a
positive integer t such that for every right hand side vector b (not necessarily rational),
{x : Ax ≥ b}(t) = {x : Ax ≥ b}I . (3.26)
Proof. The proof proceeds exactly as the proof of Theorem 23.4 in Schrijver [17]. The proof in
Schrijver [17] makes references to Theorems 17.2, 17.4 and 23.3 from Schrijver [17]. Every instance of
a reference to Theorem 23.3 should be replaced with a reference to Theorem 3.19 above. Theorems
17.2 and 17.4 do not need the rationality of the right hand side.
We now have all the machinery we need to prove Theorem 3.5.
Proof of Theorem 3.5. Given A we can generate a nonnegative matrix U using Theorem 3.7 so that
UAz ≥ Ub is TDI for all b. Then by Theorem 3.6 we get the Chva´tal closure using the system
UAz ≥ dUbe. Using Theorem 3.20 we can apply this process t times independent of b and know we
end up with {z : Az ≥ b}I . We then apply Fourier-Motzkin elimination to this linear system and
the desired fi’s are obtained.
With Theorem 3.5 in hand we can now prove the main theorem of this subsection. This uses
the following straightforward lemma that is stated without proof.
Lemma 3.21. Let T : Rn1 → Rn2 be an affine transformation involving rational coefficients, and
let f : Rn2 → R be an affine Chva´tal function. Then f ◦ T : Rn1 → R can be expressed as
f ◦ T (x) = g(x) for some affine Chva´tal function g : Rn1 → R.
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Figure 2: The DMIAC set in Example 3.24 that is not in (MILP-R).
Theorem 3.22. Every MILP-R set is an AC set. That is, (MILP-R) ⊆ (AC).
Proof. Let m,n, p, q ∈ N. Let A ∈ Qm×n, B ∈ Qm×p, C ∈ Qm×q be any rational matrices, and let
d ∈ Qm. Define F = {(x, y, z) ∈ Rn × Rp × Zq : Ax+By + Cz ≥ d}. It suffices to show that the
projection of F onto the x space is an AC set.
By applying Fourier-Motzkin elimination on the y variables, we obtain rational matrices A′, C ′
with m′ rows for some natural number m′, and a vector d′ ∈ Qm′ such that the projection of F
onto the (x, z) space is given by F := {(x, z) ∈ Rn × Zq : A′x+ C ′z ≥ d′}.
Let fi : Rm
′ → R, i ∈ I be the set of Chva´tal functions obtained by applying Theorem 3.5 to
the matrix C ′. It suffices to show that the projection of F onto the x space is Fˆ := {x ∈ Rn :
fi(d
′ − A′x) ≤ 0, i ∈ I} since for every i ∈ I, fi(d′ − A′x) ≤ 0 can be written as gi(x) ≤ 0
for some affine Chva´tal function gi, by Lemma 3.21.
5 This follows from the following sequence of
equivalences.
x ∈ projx(F) ⇔ x ∈ projx(F)
⇔ ∃z ∈ Zq such that (x, z) ∈ F
⇔ ∃z ∈ Zq such that C ′z ≥ d′ −A′x
⇔ fi(d′ −A′x) ≤ 0 for all i ∈ I (By Theorem 3.5)
⇔ x ∈ Fˆ . (By definition of Fˆ)
Remark 3.23. We note in the proof of Theorem 3.22 that if the right hand side d of the mixed-
integer set is 0, then the affine Chva´tal functions gi are actually Chva´tal functions. This follows
from the fact that the function g in Lemma 3.21 is a Chva´tal function if f is a Chva´tal function
and T is a linear transformation. /
3.3 Proof of main result
The proof makes reference to the following example of a DMIAC set that is not in (MILP-R).
Example 3.24. Consider the set E := {(λ, 2λ) : λ ∈ Z+} ∪ {(2λ, λ) : λ ∈ Z+} as illustrated in
Figure 2. This set is a DMIAC set because it can be expressed as E = {x ∈ Z2+ : 2x1 − x2 =
0} ∪ {x ∈ Z2+ : x1 − 2x2 = 0}.
5This is precisely where we need to allow the arguments of the fi’s to be nonrational because the vector d
′ −A′x
that arise from all possible x is sometimes nonrational.
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We claim that E is not the projection of any MILP set. Indeed, by Theorem 2.1 every MILP-
representable set has the form (2.1). Suppose E has such a form. Consider the integer points
in E of the form (λ, 2λ) for λ ∈ Z+. There are infinitely many such points and so cannot be
captured inside of the finitely-many polytopes Pk in (2.1). Thus, the ray λ(1, 2) for λ ∈ Z+ must
lie inside intcone{r1, . . . , rt}. Identical reasoning implies the ray λ(2, 1) for λ ∈ Z+ must also lie
inside intcone{r1, . . . , rt}. But then, every conic integer combination of these two rays must lie in
E. Observe that (3, 3) = (2, 1) + (1, 2) is one such integer combination but (3, 3) /∈ E. We conclude
that E cannot be represented in the form (2.1) and hence E is not MILP-representable. /
We now prove the main result of the paper.
Proof of Theorem 2.6. The relationships
(LP) = (LP-R) ( (MILP) ( (MILP-R)
are known but we include the proof for completeness. By Fourier-Motzkin elimination we know that
projecting variables from a system of linear inequalities gives a new system of linear inequalities so
(LP) = (LP-R). There are sets in (MILP) that are not convex while LP sets are convex polyhedra, so
(LP) ( (MILP). Since (LP) = (LP-R), (LP-R) ( (MILP). Since a set is always a (trivial) projection
of itself, (MILP) ⊆ (MILP-R). See Williams [21] for an example of a set that is in (MILP-R) but
not in (MILP). Therefore (MILP) ( (MILP-R).
We now establish the new results
(MILP-R) = (AC) = (AC-R) = (MIAC) = (MIAC-R) ( (DMIAC). (3.27)
We first show the equalities. We show in Theorem 3.22 that if a set S ∈ (MILP-R), then S ∈
(AC) so (MILP-R) ⊆ (AC). Since a set is always a (trivial) projection of itself, (AC) ⊆ (AC-R).
Also it trivially follows that (AC-R) ⊆ (MIAC-R) and (AC) ⊆ (MIAC). Finally, since a set is a
projection of itself, (MIAC) ⊆ (MIAC-R). Thus, we obtain the two sequences: (MILP-R) ⊆ (AC) ⊆
(AC-R) ⊆ (MIAC-R), and (MILP-R) ⊆ (AC) ⊆ MIAC ⊆ (MIAC-R). To complete the proof of the
equalities in (3.27), it suffices to show that (MIAC-R) ⊆ (MILP-R). Consider any S ∈ (MIAC-R).
By definition, there exists a MIAC set C ⊆ Rn×Rp×Zq such that S = projx(C), where we assume
x refers to the space in which S lies in, and we let (y, z) ∈ Rp × Zq refer to the extra variables
used in the description of C. In Theorem 3.3, we show that C ∈ (MIAC) implies C ∈ (MILP-R),
i.e., there is a MILP set C ′ in a (possibly) higher dimension such that C = projx,y,z(C ′). Thus,
S = projx(C) = projx(projx,y,z(C
′)) = projx(C ′). So, S ∈ (MILP-R).
Trivially, (MIAC) is a subset of (DMAIC). From Example 3.24 we know (MILP-R) ⊂ (DMIAC).
Since (MILP-R) = (MIAC-R) we now have the complete proof of (3.27).
4 Connections to consistency testers
We now explore the conceptual connection of our main result to an established theory of consistency
testers in linear and pure integer systems. Let A be an m by n matrix. We call V : Rm → R an
LP-consistency tester for A if for any b ∈ Rm, V (b) ≤ 0 if and only if {x ∈ Rn : Ax ≥ b} is
nonempty. We call F : Rm → R an IP-consistency tester for A if for any b ∈ Rm, F (b) ≤ 0 if and
only if {z ∈ Zn : Az ≥ b} is nonempty. The following result shows that FM elimination is a source
of LP-consistency testers.
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Theorem 4.1 (Corollary 2.11 in Martin [14]). Let u1, . . . , ut be the FM multipliers of the matrix
A from eliminating all x variables in the system Ax ≥ b. Then U(b) = maxi=1,...,t uib is an LP-
consistency tester for A.
Any LP-consistency tester that arises from applying Fourier-Motzkin to the matrix A is called
a FM-based LP-consistency tester. For a given matrix A there can be more than one FM-based
LP-consistency tester. The FM elimination procedure has two flexibilities that can be adjusted in
a given implementation:
(F1) (Scaling) Differing nonnegative scalings of the rows of the matrix in the process of eliminating
a column. For instance, a common implementation is to first normalize the coefficients in the
column to be eliminated to be ±1.
(F2) (Ordering) Different orders of eliminating columns. For instance, one could eliminate the
first column, followed by the second, etc. Alternatively one could eliminate the last column,
second-to-last, etc.
Different choices of scaling and ordering gives rise to different sets of inequalities involving b
and hence different consistency testers. However, all FM-based LP-consistency testers share some
common properties. We call the cone CP = {u ∈ Rm : uA = 0, u ≥ 0} the projection cone of A.
The FM multipliers have the following relationship with CP .
Theorem 4.2 (Proposition 2.3 in Martin [14]). The extreme rays of the projection cone CP are
contained in the set
{
u1, . . . , ut
}
of FM multipliers of matrix A.
This connection grounds the following result.
Theorem 4.3. Let e1, . . . , er denote a set of extreme rays of CP and set E(b) = maxk=1,...,r e
kb.
Then
(i) E is an LP-consistency tester, and
(ii) every LP-consistency tester V of the form V (b) = maxi∈I vib where I is a finite index set and
vi ∈ Rm is such that the set {vi : i ∈ I} contains a positive multiple of each extreme ray ek.
Proof. (i) To show E is a consistency tester, first suppose Ax ≥ b is consistent. Then ekAx ≥ ekb
is also feasible since ek ≥ 0 and since ekA = 0 this implies 0 ≥ ekb. Since this is true for all k
we have E(b) ≤ 0. Next, suppose Ax ≥ b is inconsistent. Then by Farkas Lemma there exists a
u ∈ CP such that uA = 0, u ≥ 0 and ub > 0. Since u is a conic combination of the ek, this means
there exists a k such that ekb > 0. Hence, E(b) > 0. This implies E is a consistency tester.
(ii) Let V be a consistency tester and let e be an arbitrary extreme ray of CP . Let J =
{j : ej > 0} denote the support of e. We make the following two claims, whose proofs are straight-
forward.
Claim 1. The support of any of the vi cannot be a strict subset of the support of e. In particular,
if {j : vij > 0} is a subset of J then it must equal J .
Claim 2. If {j : vij > 0} = J then vi is a positive multiple of e.
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Now, consider the right-hand side b¯ where b¯j = 1 for all j ∈ J and b¯j = −M for all j /∈ J where
M is an arbitrarily large real number. Since eb¯ > 0, the system Ax ≥ b¯ is not feasible. Then, since
V is an LP-consistency tester, there exists an i such that vib¯ > 0. But since M is arbitrarily large
it must be the case that vij = 0 for all j /∈ J . But this implies that the support of vi is contained
in the support of J , and so its support must be exactly J by Claim 1. Then Claim 2 implies vi is
a positive multiple of e.
Hence, every extreme ray is a positive multiple of some vi and so the theorem is proved.
One interpretation of the previous result is that a set of extreme rays of CP forms a minimal
LP-consistency tester for A. For this reason, for LP-consistency tester V (b) = maxi∈I vib vi if
vector vi is not an extreme ray of CP we call it redundant. Typically, FM-based LP-consistency
involve many redundant vectors (although see Example 4.8 below). A key idea of this section is
that although these vectors are redundant for an LP-consistency tester, they may not be for an
associated IP-consistency testers. Our next task is to make this statement precise.
One interpretation of Theorem 3.5 is that there exists an IP-consistency tester of
the form F (b) = maxi∈I fi(b) where fi for i ∈ I is a finite collection of Chva´tal functions.
Our goal is to connect IP-consistency testers of this type to FM-based LP-consistency testers. To
do so we need the following definitions and observations.
Definition 4.4. The carrier of a Chva´tal function f : Rn → R, denoted carr(f), is the linear
function g that results when all ceiling operators in f are removed. For example, if f(x1, x2) =
ddx1 + x2e+ 3x2e+ x1 then carr(f) = 2x1 + 4x2. /
For a more precise definition of carrier see Definition 2.9 in Blair and Jeroslow [6], although
this level of formality is not needed for our development. An important fact is that the carrier of
the Chva´tal function is unique.
Related to the concept of the carrier is the reverse operation, taking a linear function and
turning it into a Chva´tal function through the use of ceiling operations.
Definition 4.5. A ceilingization of a linear function g, denoted ceil g, is any Chva´tal function f
such that carr(f) = g.
The ceilingization of a linear function need not be unique. Indeed, we have two types of (related)
flexibilities.
(F3) (Ceiling pattern) Given a linear function g, ceilings can be inserted to include just certain
variables, certain terms, or across terms. For instance, d2x1 + 4x2e, d2x1e+ 4x2, and d2x1e+
d4x2e are all ceilingizations of g(x1, x2) = 2x1 + 4x2.
(F4) (Break-ups) New terms can be created by “breaking up” terms and inserting ceilings within
the newly created terms. For instance, dx1e+ dx1e+ 4x2 and d12x1e+ d12x1e+ dx1e+ 4x2 are
both ceilingizations of g(x1, x2) = 2x1 + 4x2.
The following result builds a connection between LP-consistency testers and IP-consistency
testers through the lens of carriers.
Theorem 4.6 (Theorem 5.20 in Blair and Jeroslow [6]). If F (b) = maxi∈I fi(b) is an IP-consistency
tester for A where the fi are Chva´tal functions and I is finite, then G(b) = maxi∈I gi(b) is an LP-
consistency tester for A, where gi = carr(fi) for i ∈ I.
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In other words, given an IP-consistency tester based on Chva´tal functions, it is a simple matter
to produce an LP-consistency tester – just erase all the ceilings! However, this raises the question
of a potential converse.
Question 1. Given an LP-consistency tester G(b) = maxi∈I gi(b) where gi are linear for all i and
I is finite, does there exist a ceilingization fi of the gi for all i such that F (b) = maxi∈I fi(b) is an
IP-consistency tester?
For brevity, we abuse terminology and call F (b) = maxi∈I fi(b) a ceilingization of G(b) =
maxi∈I gi(b) if each fi is a ceilingization of gi. Then, we can rephrase the question as whether there
always exists a ceilingization of an LP-consistency that is an IP-consistency tester.
The answer to this question is “no”, as illustrated in the following example.
Example 4.7. Consider the linear system
−x1 +12x2 − 110x3 ≥ b1
x1 −14x2 ≥ b2
−x2 +x3 ≥ b3
x3 ≥ b4
−x3 ≥ b5 .
(4.1)
We generate an LP-consistency tester G using FM elimination (and Theorem 4.1). FM elimination
yields
0 ≥ 2b1 + 2b2 + 12b3 + 310b5 (4.2)
0 ≥ 110b4 + 110b5. (4.3)
when eliminating the variables in the order x1, x2, then x3. This yields the LP-consistency tester
G(b1, b2, b3, b4, b5) = max
{
2b1 + 2b2 +
1
2b3 +
3
10b5,
1
10b4 +
1
10b5
}
(4.4)
We now show that there is no possible ceilingization of G that yields an IP consistency tester. Let
B denote the set of all b = (b1, . . . , b5) ∈ R5 such that there exist x1, x2, x3 ∈ Z satisfying system
(4.1). In particular, b1 = (0, 0, 0, 1,−1) /∈ B while b2 = (−1, 0, 0, 1,−1) ∈ B. Consider b1. This
forces x3 = 1 and the only feasible values for x1 are 1/10 ≤ x1 ≤ 4/10. Therefore, for this set of
b values applying the ceiling operator to some combination of terms in (4.2)- (4.3) must result in
either (4.2) positive or (4.3) positive. Since b11 = b
1
2 = b
1
3 = 0 and b
1
5 = b
2
5 = −1 there is no ceiling
operator that can be applied to any term in (4.2) to make the right hand side positive. Hence a
ceiling operator must be applied to (4.3) in order to make the right hand side positive for b14 = 1
and b25 = −1. However, consider b2. For this right-hand-side, x1 = x2 = x3 = 1 is feasible. Since we
still have b24 = 1 and b
2
5 = −1, the ceiling operator applied to (4.3) will incorrectly conclude that
there is no integer solution with right-hand side b2. /
In this example the LP-consistency tester (4.4) is minimal in the sense of Theorem 4.3 – it has
only two linear terms in the LP-consistency tester and both are extreme rays of the projection
cone. This suggests that although redundant vectors are not needed for the linear cases, they may
be needed in the integer case. Since FM elimination is typically a source of redundant vectors, the
next question refines Question 1 in this context.
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Question 2. Given a matrix A, does there exist an FM-based LP-consistency tester G for A such
that there exists a ceilingization F of G that is an IP-consistency tester for A.
To our knowledge, this question is open. Indeed, it seems hard to answer because of the
inherent flexibilities in deriving FM-based LP-consistency testers and in ceilingizing affine functions
– (F1)–(F4) provide four sources of flexibility that can be exploited in deriving a G and F to
answer Question 2 positively. The following examples show the power of this flexibility, but also
its limitations.
Example 4.8 (Example 4.7, continued). We already showed in Example 4.7 that there is no
ceilingization of LP-consistency tester (4.4) that yields an IP consistency tester. We demonstrated
this by showing every resulting ceilingization cannot separate b1 and b2, while b1 is not a feasible
right-hand side and b2 is. In other words, flexibilities (F3) and (F4) are not sufficient, given a
particular FM-based LP-consistency tester.
However, (4.4) is not the only FM-based LP-consistency tester possible. We leverage flexibility
(F2) and eliminate the variables in a different order: eliminate x2 first, followed by x3 then x1 to
yield the following:
0 ≥ 4b1 + 4b2 + b3 + 15b4 + 45b5
0 ≥ 163 b1 + 163 b2 + 4b3 + 45b5
0 ≥ b4 + b5.
Observe that there is a simple ceilingization that can separate b1 and b2. Simply round the top
inequality to 4b1 + 4b2 + b3 + d15b4e+ d45b5e. Indeed, evaluated at b1 = (0, 0, 0, 1,−1) this ceilingized
inequality evaluations to 0 6≥ d15(1)e + d45(−1)e = 1. It is straightforward to see that b2 is still
feasible. This overcomes the deficiency discussed in Example 4.7. Observe that in the above three
inequalities involving the bi, one is redundant, in the sense of not being a conic combination of the
other two.
Another way to approach this example is to simply add a redundant inequality x1 ≥ b1 + 2b2 +
1
10b4 to the original system (4.1). Integrality of x1 implies x1 ≥ db1 +2b2 + 110b4e. Applying Fourier-
Motzkin elimination to (4.1) along with x1 ≥ db1 + 2b2 + 110b4e generates the additional inequality
0 ≥ b1 + 12b3 + db1 + 2b2 + 110b4e+ 410b5, which separates b1 and b2. The idea of adding redundant
constraints is central to our method in Section 3. /
The previous example leaves open the question of whether changing the order of elimination
in the FM procedure gives rise to a consistency tester for the corresponding integer program.
The next example shows that changing the order may be insufficient given a particular scheme of
ceilingization.
Example 4.9. Consider the linear system
3x1 +2x2 ≥ b1
−3x1 −2x2 ≥ b2
3x1 −2x2 ≥ b3
−3x1 +2x2 ≥ b4 .
(4.5)
We will now apply Fourier-Motzkin on this system with a very simple ceilingization rule: whenever
we derive a constraint with integer coefficients on the left hand side, we put a ceiling operator on
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the right hand side. Fourier-Motzkin will be applied with the canonical scalings (see (F1)) where
the variable being eliminated has coefficients ±1. Moreover, we will apply the procedure under all
possible variable orderings. Under both orderings, we will see that the Chva´tal inequalities obtained
do not give a consistency tester for the integer program. This will show that the flexibility of (F2)
alone is not enough.
Under the ordering x1, x2, the final Chva´tal inequalities obtained under the above scheme are
0 ≥ db1e+ db2e
3
, 0 ≥ db3e+ db4e
3
, 0 ≥
⌈db1e+ db4e
4
⌉
+
⌈db2e+ db3e
4
⌉
Under the ordering x2, x1, the final Chva´tal inequalities obtained under the above scheme are
0 ≥ db1e+ db2e
2
, 0 ≥ db3e+ db4e
2
, 0 ≥
⌈db1e+ db3e
6
⌉
+
⌈db2e+ db4e
6
⌉
Neither of the above two systems give a consistency tester for the integer feasibility problem for (4.5).
This is because setting b1 = 1, b2 = −4, b3 = −1, b4 = −2 satisfies all the Chva´tal inequalities above.
However, the polyhedron obtained with these right hand sides in (4.5) does not contain any integer
points in Z2. /
Although an answer to Question 2 as stated seems elusive, the theory discussed above (par-
ticularly, the part that builds on the approach of Schrijver [17]) provides a positive answer to an
adjusted question. The idea is to add redundant constraints to the initial system Ax ≥ b in order
to generate even more redundant vectors in the resulting FM-based LP-consistency tester. In other
words, although the FM procedure does generate redundant vectors from the original system, even
this level of redundancy is insufficient to produce an IP-consistency tester through ceilingization.
However, our results from Section 3 do provide a level of “redundancy” that does suffice. This
insight is captured in the next result.
Let vkAx ≥ vkb for k = 1, . . . ,K be a collection of redundant inequalities to the linear system
Ax ≥ b where the vk are independent of b. Let A′ be the matrix A with appended rows vkA for
k = 1, . . . ,K. Let b′(b) = (b, vkb : k = 1, . . . ,K)>, (that is, if we think of b′ as a function of b,
appending values to the bottom of b). Let u1, . . . , ut denote a set the FM multipliers for the matrix
A′.
Theorem 4.10. There exists a choice of row multipliers vk and FM multipliers ui (as described
above) such that there exists a ceilingization of G(b) = maxt=1,...,t u
tb′(b) that is an IP-consistency
tester.
Proof. This is a consequence of the procedure described in the proof of Theorem 3.5 (which follows
Theorem 3.20). Observe that the system {x : Ax ≥ b}I is a system of the form A′x ≥ b′ with
appropriate rounding of the right-hand sides. Then, FM elimination produces an IP-consistency
tester (this is precisely the conclusion of Theorem 3.5).
This result provides a perspective on our results in the previous section, which builds on the
work in Schrijver [17]. The theory of Chva´tal closures provides the “right” redundant constraints
to add to the system, and a method to ceilingize the resulting right-hand sides, to recover an
IP-consistency tester.
23
5 Connections to variable elimination schemes
In the last section we saw the power of FM elimination for producing consistency testers for linear
and some of its potential limitations for producing consistency testers for integer programs. Ex-
tending the FM elimination procedure to handle the elimination of integer variables has been a
goal of-repr several researchers in past decades. One benefit of this exploration is the possibility of
producing IP-consistency testers. Other benefits include solving integer programs and understand-
ing notions of duality for integer systems (for more details see [1, 20, 22]). This section explores
some implications of our methodology for the topic of elimination of integer variables.
To carefully describe what we mean by a variable elimination scheme (VES) we first describe
the elimination of a single variable. A VES takes a description of a mixed integer set S ⊆ Rn ×Zq
involving affine Chva´tal functions and algorithmically produces a representation of the projection
projx−j ,z S for some j ∈ {1, 2, . . . , n} or projx,z−k S for some k ∈ {1, 2, . . . , q}, again using only affine
Chva´tal functions. We are a bit vague when we say a description of a set “involving affine Chva´tal
functions”. We allow this to include both MIAC sets and DMIAC sets, as defined in Section 2. We
also restrict attention to elimination schemes that “specialize” to FM elimination when eliminating
a continuous variable xj that does not appear in any ceiling operations. Indeed, in this case, it is
straightforward to see that FM suffices to recover the projection.
Next, we describe how a VES approaches the projection of more than one variable from the set
S. A VES, like FM elimination, will attack this sequentially. For instance, if we want to find a
description of the projection projx−j ,z−k S for some j ∈ {1, 2, . . . , n} and k ∈ {1, 2, . . . , q}, a VES
will first eliminate x−j (or z−k) to produce projx−j ,z S (or projx,z−k). Then, the next step is to
eliminate the remaining variable from the description of the projected set.
The existing literature focuses on variable elimination schemes (VES’s) for the special case
where the starting set is the set of pure integer points inside a polyhedron and the output is a
DMIAC set (after eliminating more than the first variable). The VES of Williams and Hooker [22]
is described in some detail in Section 5.2 below.
Our approach (the focus of Section 5.3) complements the existing methods along two important
directions. First, our method starts with an arbitrary MIAC set, not only mixed integer polyhedral
sets. Second, we are guaranteed to output a MIAC set, not just a DMIAC set. Also in Section 5.2
we show that DMIAC sets are not necessarily MILP-R sets. Hence, maintaining a MIAC descrip-
tion after projection is critical to our characterization result of MILP-R sets as MIAC sets (see
Example 3.24 below).
In a related direction, Ryan shows (see Theorem 1 in [16]) that Y is a finitely generated integral
monoid if and only if there exist Chva´tal functions f1, . . . , fp such that Y = {b : fi(b) ≤ 0, i =
1, . . . , p}. A finitely generated integral monoid Y is MILP representable since, by definition, there
exists a matrix A such that Y = {b : b = Ax, x ∈ Zn+}. Thus, an alternate proof of Ryan’s
characterization follows from Theorems 3.3 and 3.22 and Remark 3.23.
Ryan [16] further states that “It is an interesting open problem to find an elimination scheme to
construct the Chva´tal constraints for an arbitrary finitely generated integral monoid.” We interpret
this statement as asking for a VES as defined at the outset of this section. Ryan was aware of the
methodology of Williams in [21] and this method fell short of her goal. In Section 5.3 we provide
an approach that positively answers the conjecture of Ryan. In fact, it answers positively the more
general question: does there exist a VES that provides a MIAC representation of a MILP-R set
(which is guaranteed to exist by Theorem 3.22)?
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5.1 Eliminating a single variable, and the difficulty of eliminating subsequent
variables
It turns out that eliminating the first integer variable from a linear system can be easily granted
by a simple extension of FM elimination. Consider the following procedure. For simplicity, assume
that the first variable to be eliminated is x1. Given a linear system Ax ≥ b where x ∈ Rn and
A = (aij) and let
H+ := {i : ai1 > 0}
H− := {i : ai1 < 0}
H0 := {i : ai1 = 0}
We will assume that H+ and H− are both nonempty and hence x1 can be eliminated. The case
where one of H+ or H− being empty means the problem is unbounded in x1 and the integer
projection in this case is straightforward. The case where both of H+ or H− are empty means that
x1 does not appear in the system, a case that we ignore.
FM elimination stems from that fact that if Ax ≥ b where x = (x2, . . . , xn) then
bp
ap1
−
n∑
j=2
apj
ap1
xj ≤ x1 ≤ bqaq1 −
n∑
j=2
aqj
aq1
xj (5.1)
for all p ∈ H+ and q ∈ H−. Conversely, if any choice of variables x2, x3, . . . , xn satisfies
n∑
j=2
aijxj ≥ bi for i ∈ H0 (5.2)
n∑
j=2
(
apj
ap1
− aqjaq1
)
xj ≥ bpap1 −
bq
aq1
for p ∈ H+ and q ∈ H−, (5.3)
there exists a choice of x1 that satisfies (5.1), resulting in Ax ≥ b where x = (x1, x2, . . . , xn). In
other words, (5.2)–(5.3) characterizes projx−1 {x ∈ Rn : Ax ≥ b}.
However, this does not characterize the projection of the integer values of x1. All integer x1
satisfy (5.1) but the converse may not be true. There is a simple fix. Introduce ceilings as follows: bpap1 −
n∑
j=2
apj
ap1
xj
 ≤ x1 ≤ bqaq1 −
n∑
j=2
aqj
aq1
xj (5.4)
and no additional integer values for x1 can be introduced. This is proven formally in the following
result.
Proposition 5.1. The set projx−1 {x ∈ Zn : Ax ≥ b} equal all integer vectors (x2, . . . , xn) such
that
n∑
j=2
aijxj ≥ bi for i ∈ H0 (5.5)
bq
aq1
−
n∑
j=2
aqj
aq1
xj −
 bpap1 −
n∑
j=2
apj
ap1
xj
 ≥ 0 for p ∈ H+ and q ∈ H− (5.6)
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Proof. Let (x¯2, . . . , x¯n) ∈ projx−1 {x ∈ Zn : Ax ≥ b}. There exists exists an integer x¯1 such that
Ax¯ ≥ b where x¯ = (x1, x2, . . . , xn). Hence, it must be that (x¯2, . . . , x¯n) ∈ projx−1 {x ∈ Rn : Ax ≥ b}
and so (5.1) must be satisfied by x1. Since x1 is integer, it must also satisfy (5.4) when we round
up the right-hand side of (5.1). Hence, x¯ satisfies the system of equations (5.5)–(5.6).
Conversely, suppose (x¯2, . . . , x¯n) are integers that satisfy (5.5)–(5.6). Set x¯1 =
⌈
bp
ap1
−∑nj=2 apjap1 x¯j⌉.
Clearly, this choice of x¯1 satisfies (5.1) and is integer. Hence, x¯ = (x¯1, x¯2, . . . , x¯n) is integer and
satisfies Ax¯ ≥ b and thus
(x¯2, . . . , x¯n) ∈ projx−1 {x ∈ Zn : Ax ≥ b} ,
as required.
One would like to continue in this way to build a VES that sequentially eliminate variables.
But there is one key challenge: FM elimination works only on linear systems but (5.5)–(5.6) have
ceilings!
This “ceiling quagmire” calls for new ideas. One approach is to introduce disjunctions. This
technique is described at a high level in the next section. However, as we will see there, introducing
disjunctions moves us outside the class of MIAC sets that characterize MILP representability. Our
approach is to “lift” the formulation by introducing new integer variables as in Theorem 3.3 and
then “project” using the technique described in Theorem 3.22. This “lift-and-project” method is
described in detail in Section 5.3.
5.2 The Williams-Hooker elimination scheme
In this section we briefly describe the main idea and some the implications of the elimination scheme
of Williams and Hooker [22]. For short (and in parallel to FM elimination), we call their procedure
WH elimination. WH elimination builds on the previous work of Williams in [19–21].
WH elimination is a VES that takes as input a polyhedral description of a set of mixed in-
teger vectors in the form of linear inequalities. Variables are eliminated in a similar manner as
FM elimination with an additional step of accounting for integrality. This accounting introduces
two additional mathematical features not present in FM elimination: congruence relations and dis-
junctions. The congruence relation relates to the coefficients on the variables that are eliminated
and the disjunctions correspond to an exhaustive enumeration of congruence classes, e.g. 0 mod 3,
1 mod 3, and 2 mod 3. These new mathematical features get around the “quagmire” described at
the end of Section 5.1.
WH elimination is a powerful technique that can be used to analyze a variety of integer
programming-related questions. For our specific context, it can be used to establish the follow-
ing result.
Theorem 5.2. Every MILP-R set is a DMIAC set. That is, (MILP-R) ⊆ (DMIAC).
Theorem 5.2 is not explicitly stated in [19, 21, 22] but it is a direct consequence of their method.
We established this containment already in Theorem 2.6 using a different methodology, first of all
showing the equivalence between (MILP-R) and (MIAC). Example 3.24 shows that the converse is
not true.
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5.3 A lift-and-project variable elimination scheme
We now describe a VES that takes as input an arbitrary MIAC set. We describe only a single
variable elimination step. Since it takes as input an arbitrary MIAC set and produces as output
its projection described as a MIAC set, it can be used iteratively to sequentially elimination all
variables.
Lift-and-project method for eliminating a single variable
Input: Mixed integer set S described by a system of affine Chva´tal inequalities {(x, z) ∈ Rn×Zq :
fi(x, z) ≤ bi for i = 1, . . . ,m} and a variable to project, either xj or zj .
Output: A system of affine Chva´tal inequalities describing the projection of S onto all but one of
its variables; that is, projx−j ,z S or projx,z−j S.
Procedure:
1. If the variable to project is xj AND xj does not appear in any of the ceiling operators of any
of the fi then use FM elimination to eliminate xj and return the resulting system. Else, go
to 2.
2. Lift step. Introduce integer variables wk for each ceiling function that involves xj (alter-
natively zj) following the procedure described in Lemma 3.2. Suppose K integer variables
are introduced and set T (with total ceiling count 0) denotes the resulting MILP set in
Rn × Zq × ZK .
3. Project step. Use the procedure described in Theorem 3.22 to find eliminate variables
w1, . . . , wK and xj (alternatively zj) to return the resulting characterization of projx−j ,z S
(alternatively projx,z−j S).
Clearly, the resulting algorithm of sequentially applying the above procedure produces a variable
elimination scheme. The lifting into higher dimensions overcomes the “quagmire” discussed at the
end of Section 5.1. Moreover, eliminating the lifted variables w1, . . . , wK in the projection step
of the procedure produces (potentially many) redundant inequalities to the description of S in its
original variable space. As discussed in Section 4, these additional redundant constraints are useful
in describing the integer projection. This procedure positively answers the question of Ryan [16]
and provides a projection algorithm in a similar vein to Williams [19, 21, 22] and Balas [1] but
without the use of disjunctions.
6 Conclusion
This paper describes a novel hierarchy of linear representable sets, mixed-integer linear representable
sets and sets represented by affine Chva´tal functions. This hierarchy is summarized in our main
result (Theorem 2.6). Our results show that affine Chva´tal functions are a unifying tool for mixed-
integer linear optimization, incorporating both integrality and the notion of projection. We then
explore a variety of implications of this hierarchy. For instance, we extend and contextualize the
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theory of consistency testers for integer programs, which has traditionally used the tool of Chva´tal
functions, to the more general setting of MILP-R sets. Moreover, we provide a new variable
elimination scheme for studying MILP-representable systems that builds on the existing literature,
which was based on a combination of disjunctions and ceiling operations for pure polyhedral integer
systems.
We are intrigued by the possibility that our results could be used in applications. The use of
AC sets could provide an opportunity for modeling, as the operation of rounding affine inequalities
has an inherent logic that may be understandable for particular applications. If a problem can be
modeled using AC constraints, then we know it has an mixed-integer linear representation in some
higher dimension. We leave the full exploration of this issue as an area for future research. Here,
we provide an illustrative example to underscore this point.
Example 6.1. Consider a production batch-size problem. A product can be either not be produced,
or if we produce a positive quantity we must produce between 50 and 200 units. In other words
x = 0 OR 50 ≤ x ≤ 200.
Based on the results in this paper there are three equivalent representations.
Representation 1: Disjunctive representation P1 ∪ P2 where P1 = {x|x = 0} and P2 =
{x|50 ≤ x ≤ 20}.
Representation 2: MILP-R set
The following standard formulation introduces the auxiliary binary variable y:
x ≥ 50y
x ≤ 200y
y ∈ {0, 1}.
Representation 3: AC set
The AC constraint
x/200 + d−1/50xe ≤ 0 (6.1)
admits the zero solution and all solutions in the closed interval [50, 200], that is all solutions in
P1∪P2. Also, strictly negative values of x and values of x in the open interval (0, 50) are not feasible
to (6.1). However, (6.1) does admit values of x greater than 200 such as 201. Hence we add
x ≤ 200 (6.2)
in order to obtain the exact modeling of P1 ∪ P2. /
We also see an analogy between the relationship between our work and that of Williams, Hooker,
and Balas and the two main approaches to algorithmically solving integer programs – branching
and cutting planes. Disjunction is the organizing concept of branch-and-bound methods in integer
programming, which is also at the core of the work of Williams, Hooker and Balas. By contrast,
cutting planes in integer programming often result from “rounding”, which introduces ceiling (or
floor) operations. This is in concert with our approach to describing mixed-integer sets with
Chva´tal functions. Indeed, our main result relies on results that also serve as a foundation for the
theory of cutting planes. Our requirements, however, are more demanding than standard integer
programming since we solve parametrically in the right-hand side. Hence, we add all possible
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cutting planes of interest for any right-hand side (see Theorem 3.5 and cf. Theorem 23.4 of [17]).
This full complement of “redundant constraints” are needed for the projection to work, as discussed
in Section 4.
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