ABSTRACT. Using hyperbolic form convolution with doubly isometry-invariant kernels, the explicit expression of the inverse of the de Rham laplacian ∆ acting on m-forms in the Poincaré space H n is found. Also, by means of some estimates for hyperbolic singular integrals, L p -estimates for the Riesz transforms
STATEMENT OF RESULTS AND PRELIMINARIES

1.1.
The main object of study in this paper is the Hodge-de Rham Laplacian ∆ acting on m-forms in the Poincaré hyperbolic space (H n , g For the Sobolev spaces for p = 2, H s m,2 (H n ), another proof of the theorem, based on energy methods and valid for an arbitrary complete hyperbolic manifold, is given in [1] . The motivation for the theorem, as with [1] , comes from mathematical physics, where most operators exhibit ∆ as their principal part, and results like the above become essential to establish existence and uniqueness theorems.
Our method of proof is simply to construct an explicit inverse L for ∆ on (1, 1) . This was shown in [2] for the first order ones in some spaces, and later extended to all symmetric spaces in [3] . The L p -boundedness holds as well for higher order Riesz transforms in symmetric spaces, but not generally the weak type (1, 1) estimate. In more general contexts, this has been shown in [6] , [7] , [8] , among others. In case of m-forms, 0 < m < n, as far as we know, there are much less known results, and is for those that our result is new. In [12] , [13] some aspects of harmonic analysis of forms are developed; in particular, the exact expression for the heat kernel is given, and it is very likely that from it one can get as well an explicit expression for ∆ −1 . Strictly speaking, to prove the result, an exact expression of ∆ −1 is not needed, it is enough having estimates for the resolvent both local and at infinity. In [8] , estimates of this kind are obtained and applied to Sobolev-type inequalities for forms, and they might work for this purpose too. 1 However, we feel that our approach, that we next describe, is more elementary and might be interesting in itself.
The de Rham Laplacian ∆ is invariant by all isometries ϕ of H n . These form a group that we denote here by Iso(H n ).
Denoting by ϕ * (η)(x) = η(ϕ(x))
the pull-back of a form η by ϕ, this means that ∆ and ϕ * commute, for all ϕ ∈ Iso(H n ). Therefore the inverse L of ∆ should commute too with Iso(H n ).
Among all isometries of H n , the hyperbolic translations Tr(H n ) constitute a (noncommutative) subgroup, in one to one correspondence with H n itself. In Section 2 we do some harmonic analysis for forms in H n and introduce hyperbolic convolution of forms to describe all operators acting on m-forms and commuting with Tr(H n ). In a second step (Subsection 2.2) we characterize the hyperbolic convolution kernels k(x, y) corresponding to operators commuting with the full group Iso(H n ).
Once the general expression of an operator commuting with Iso(H n ) has been found, we look for our L among these. This corresponds to L having a kernel k(x, y) which is a fundamental solution of ∆ in a certain sense, and having the best decay at infinity. This kernel turns out to be unique for m ≠ (n ± 1)/2, n/2, we call it the Riesz kernel for m-forms in H n , it is found in Subsection 3.1 and estimated in Subsection 3.2. Section 4 is devoted to the proof of the L pestimates. Here we use standard techniques in real analysis (Haussdorf-Young inequalities, Schur's lemma, etc.). For the second-order Riesz transform, to show its boundedness in the specified range (p 1 , p 2 ) needs considering some notion of "hyperbolic singular integral." There exist some references dealing with this, e.g. [9] , [11] , and giving some criteria for L p -boundedness that might apply; however, as the singular integral arises locally, we have found it easier and more elementary to treat it with the classical Euclidean Calderón-Zygmund theory as a local model, and patch it in a suitable way to infinity. 
We denote by e ∈ H n the point (0, 0, . . . , 1) ∈ R n + or 0 ∈ B n . The metric g defines a pointwise inner product (α, β)(x) between forms at x, for every x ∈ H n , and a volume measure dµ. In the ball model dµ is written
n in the half-space model. We denote by , the pairing between forms that makes
We write |α| and α for the pointwise and global norms, respectively, of the form α. In terms of the Hodge star operator * the inner product can be written too
The group Tr(H n ) of hyperbolic translations is in one to one correspondence
The equations of z = T x y are better described in the half-space model by
It is easily checked that indeed Tr(H n ) is a (non-commutative) group. The inverse transformation of T x will be denoted S x . Another explicit isometry ϕ x mapping e to x, satisfying ϕ −1 x = ϕ x , is given in the ball model by
Since the isotropy group of 0 is the orthogonal group O(n), the general expression 
(1.2b)
Associated to the group of translations we have the basis of orthonormal translation-invariant vector fields 
Because of their translation-invariance property, the (X i , w i ) are more suitable than the (X i , η i ) defined in the ball model B n by
For 
Here Jk means the multiindex obtained replacing k by n. In case n ∈ J,
where J means the multiindex obtained replacing n by . For a function f
In the ball model, with usual coordinates, (1.5)
2 ) x i ∂f ∂x i .
TRANSLATION INVARIANT AND ISOMETRY INVARIANT OPERATORS ON FORMS
2.1. We are interested in finding the general expression of an operator acting on m-forms, and isometry-invariant. In a first step we consider translationinvariant operators acting on m-forms; these are described by what we might call hyperbolic convolution as follows. Let k(x, y) be a double m-form in x, y and define
If T z is a translation with inverse S z
Therefore C k is translation invariant if k is doubly translation invariant in the sense that
Using the translation-invariant basis of m-forms w I we see that the general expression of k is
where 
Thus in the basis w I everything reduces of course to convolution of functions. For a function convolution kernel a(S y x) and a test function u ∈ D(H n ) we may think of
as an infinite linear combination of inverse translates a(S y x) of a(x). Since the vector fields X i commute with translations, it follows that, whenever everything makes sense, (2.1)
We point out that this convolution is not commutative; C a u is in general different from C u a. Correspondingly, X i C a u − C a X i u is in general not zero; in fact one can easily show ([1, Lemma 3.1]) that these commutators are linear combinations of other convolution operators built from a(S y x).
2.2.
Let P be a generic translation-invariant operator acting on m-forms. We have seen in the previous subsection that we can associate to P a doublytranslation invariant kernel k(x, y) so that P = C k . By the same argument as before, P will be isometry invariant if and only if k(ϕx, ϕy) = k(x, y) ∀ ϕ ∈ Iso(H n ), in which case we say that k is doubly isometry-invariant. Working in the ball model and since every ϕ ∈ Iso(H n ) is the composition of a translation with some U ∈ O(n), the additional requirement on the kernel k(x, y) =
Thus For m ≠ 0 their general expression is not so simple. We find it more convenient to use the usual basis dx I so we look at k(x, 0) in the form
and we must impose I,
is easily seen to be doubly O(n)-invariant, and so is
(here we use the symbol ∧ to denote as well the exterior product of double forms defined by
Lemma 2.1. The double forms γ and τ generate all doubly O(n)-invariant k(x, 0). More precisely, their general expression in the ball model is
Proof. First we prove by induction the following statement
Of course S(1) is obvious; assuming S(n − 1), let us break k(x, 0) in four pieces, depending on whether i 1 , j 1 = 1 or not:
We may write
, and (p, q), respectively. Imposing that k is doubly invariant by U of the type
we see that k 1 , k 2 , k 3 , and k 4 are O(n − 1)-invariant. We apply the induction hypothesis: if p = q, k 2 = k 3 = 0, and k 1 , k 4 are diagonal, i.e., (2.5)
If we use now U ∈ O(n) permuting the first two axes, we see that c 1 = c 2 and
If we impose the invariance under the permutation of the first two axes as before, it is clear that k must be zero.
Having proved that S(n) holds for all n, let now k(x, 0) be as in (2.2), doubly 
, and k 4 (r , 0) as before, and applying S(n) we get (2.5)
(if m = n, the last term is zero and the first is γ m ), which we write
Finally, with fixed x, we choose U such that Ux = r , r = |x|, and use the invariance of k, τ, γ to find (2.3) with
Ë
To find the general expression of a doubly isometry invariant kernel k(x, y) we must translate k(x, 0) to an arbitrary point: k(x, y) = k(S y x, S y y). We may use any isometry mapping y to 0, for instance we may use ϕ y given by (1.1) instead of S y . We introduce the basic forms α, β, τ, and γ
The lemma gives part (a) of the following theorem. Part (b) gives other equivalent general expressions, which are intrinsic, that is, independent of the model of H n at use.
Theorem 2.2. (a) The general expression of an (m, m)-form k(x, y) doubly isometry-invariant in
where D denotes an arbitrary function of the geodesic distance
Proof. Part (a) has been already proved. 
This gives
τ = α ⊗ β = − 1 4 (1/(1 − D))d x D ⊗ d y D, and d x d y D = +2d x D ⊗ β − 2(1 − D)d x β = +4τ − 2(1 − D)γ.
Ë
We will need the expression of the generators τ, γ in terms of the invariant basis w i . We obtain these using formula (1.2a) for r 2 (x, y) in the half-space model. First
In the following we write w
where the P ij (x, y) are certain homogeneous polynomials. As we know, everything can be written in terms of z = S y x: for instance
and say for i, j < n
Therefore we may write (2.6)
For γ = d x β we obtain a similar expression
Again this can be written
Notice that
and hence (2.8) 
RIESZ FORMS AND RIESZ FORM-POTENTIALS IN
doubly invariant by all isometries. Alternatively, notice that if k is some kernel such that
(which formally exists because ∆η = 0, η ∈ D m (H n ) imply η = 0), then its average over the unitary group O(n) with respect to the normalized left-invariant measure dµ(U),
still satisfies (3.1), and it is doubly invariant by O(n). If ϕ x is an isometry map- In fact, (3.1) amounts to requiring ∆ y k m (x, y) = δ x in a sense to be described below.
3.2.
In a first step we look for conditions on the
A lengthy computation will show that the general harmonic k m depends on four parameters. By the invariance of k m , we may assume x = 0, in which case, writing r = |y|, y) is again doubly invariant, it must have an analogous expression with m replaced by n − m. Indeed, it is easily checked that
Moreover, since * commutes with ∆, it is natural to require as well that * x * y k m = k n−m , that is, we may assume from now on that 0 ≤ m ≤ n/2. For m = 0, using (1.5) we find
from which it follows that A (r ) = c 0 (1 − r 2 ) n−2 r 1−n and
We start now computing ∆ y k m (0, y) for 0 < m ≤ n/2, using that on m-forms y) is also doubly invariant, and therefore it must have the same expression as k m with A 1 , A 2 replaced by other functions B 1 , B 2 to be found. In the computations we will use besides (3.2) the equations
which are easily checked as well. 
By analogous computation, applying
It follows finally that
Therefore, ∆ y k(0, y) = 0 is equivalent to the system B 1 = 0, B 2 = 0. It easily follows from this that A 3 satisfies the equation
Replacing in the equation B 1 = 0, A 4 by its expression in terms of A 1 and A 2 , and then A 2 by its expression in terms of A 1 and A 3 , we find that A 1 satisfies the inhomogeneous equation
The change of variables A 1 (r ) = G(x), A 3 (r ) = H(x), x = r 2 , transforms these into the hypergeometric equations
This system is equivalent to ∆ y k m (x, y) = 0 in y ≠ x, whence the general doubly-invariant k m harmonic in y ≠ x depends on four parameters. Note that for m = n/2, the homogeneous equations are the same and can be solved explicitly: the general solution is H = as −n/2 + b and
For m < n/2, a fundamental family for the equation (3.5) is given by
The hypergeometric function in u 1 is a polynomial in x of degree m with positive coefficients, 1 + x if m = 1. A fundamental family for the equation (3.6) is given by
The hypergeometric function in u 3 is a polynomial of degree m − 1 with positive coefficients (see [5] for all these facts). The wronskian w(x) for this second equation is, by Liouville's formula,
It follows from this that the parametrization for G is given by (3.8)
Once A 1 (r ) = G(r 2 ) and A 3 (r ) = H(r 2 ) are known, the kernel k m (x, y) is completely known, because by the definition of A 3 in (3.3),
The choice a = 0, c(0) = 0 (a = c = 0 in the parametrization (3.7) for m = n/2) gives all doubly invariant k m (x, y) which are globally harmonic, with no singularity, and they are therefore spanned by the forms corresponding to the choice G = u 4 and to the choice a = 0,
As a particular case, note that for m = n/2, γ m is harmonic in H 2m , and it is the simplest example of a non-zero harmonic m-form in L 2 (H 2m ).
3.3.
Besides being harmonic in y ≠ x, the singularity at y = x must be such that (3.1) holds. Again, we may assume x = 0; we check this property using second's Green identity, whose version for general forms we recall now.
The operator δ being the adjoint of d, one has, for a smooth domainΩ ⊂ B n and α, β smooth forms onΩ with deg
Given two m-forms η, ω, applying this with α = δη, β = ω, next with α = ω, β = dη and subtracting, one gets the first Green's identity for m-forms
Permuting ω, η and subtracting again gives the second Green's identity
We apply this to
In case m = 0, the terms in δk m , δη are of course zero; to get a term in η(0) on the right when ε → 0, we need dk m of the order of ε 1−n and k m of the order of ε 2−n in |y| = ε. That makes k m locally integrable too, and (3.1) is obtained letting ε → 0. This means that, for m = 0, k is unique and is given by the well-known Green's function 
By Stoke's theorem, and since α = O(r ), the last integral equals
Using (3.4) for δk m = (−1) n(m+1)+1 * d * , and proceeding in the same way,
But by the equation 
3.4.
In order to produce the best estimates, in a sense we need to choose the best of the kernels k m . Naturally enough, we choose the k m having the best behaviour at infinity, x = 1, that is, so that G, H have the best decrease in size as x → 1. In case m = n/2, where we already have the normalization c = 0, a = a 0 , the choice b = −a gives the best growth
The hypergeometric function u 3 behaves like (1 − x) n+1−2m near x = 1,
we have n/2+1−(n/2−m)−(n−m) = 2m+1−n and hence it behaves like (1 − x) 2m+1−n if 2m < n − 1, and like log(1 − x) if 2m = n − 1. We use equations (3.8) (1 − x) ) for 2m = n − 1. In case 2m < n − 1, however, we can choose the constant d 0 so that d(1) = 0, and (1 − x) ).
It remains to estimate the growth of A 2 (r ) near r = 1. Recall that the defini-
Both terms grow like (1 − x) n−2m−2 , but a cancellation occurs. The functions u 1 , u 3 are C ∞ at 1 and have developments
In u 4 (x) = F(m, m−n/2, 1+n/2, x), 1+n/2−m−(m−n/2) = n+1−2m ≥ 2, whence u 4 has a finite derivative at 1 and a development
which gives
As
n−2m−1 , the bound for A 2 follows for 2m ≤ n − 1.
However, for m = n/2, this no longer holds. Indeed, from (3.7), where
We point out that all this can be obtained, in loose terms, working directly with the hypergeometric equations relating G, H,
and using asymptotic developments. If
j + · · · , identifying the lower order terms in both sides gives,
When H ≡ 0, one must have either j = 0 (corresponding to u 4 ) or j = n−2m+1 (corresponding to u 3 ). For the inhomogeneous equation, if j ≠ 0, j ≠ n+1+2m (that is, G contains no contribution from u 3 , u 4 ), one finds j = n − 2m − 1 if 2m < n − 1 and
n−2m−2 , showing cancellation. An analogous argument works if 2m = n − 1, but not for 2m = n.
We summarize the results in this and the previous subsections in the following theorem. for which (3.1) holds, and satisfying moreover
For m = (n ± 1)/2, there is a one-parameter family of such kernels satisfying
For m = n/2, there is a one-parameter family of such kernels satisfying
In all cases
For |n − 2m| > 1, we call k m (x, y) the Riesz kernel for m-forms in H n , and
the Riesz potential of η, whenever this is defined. From (2.8) we see that
With the notations used before, the function A 3 (r ) = H(r 2 ) is bounded with bounded derivatives near r = 1. Then (3.3) and symmetry imply (3.12)
n−2m because B 1 ≡ 0, and then (3.4) gives as well (3.13)
By construction, one has L∆η = η for η ∈ D m (H n ). We will need the following generalization of this fact.
Proposition 3.2. If η is a smooth form in
Proof. In (3.9) we would get an extra term
Estimates (3.11), (3.12) and (3.13) imply that, with x fixed and |y| = R 1,
m we see that this extra term vanishes as R 1. 
PROOF OF THE MAIN THEOREM
4.1.
Once the Riesz form k m (x, y) has been found, our aim is now to prove that the corresponding convolution
for m ≠ (n ± 1)/2, n/2, and p in the range p 1 
, and for a compactly supported m-form η (recall that we are assuming without loss of generality that m ≤ n/2). Since these are dense in the Sobolev spaces and we already know that ∆L m η = L m ∆η = η, this will prove the theorem for m ≠ (n ± 1)/2, n/2. The case m = (n ± 1)/2 will be commented later.
We work in the translation invariant basis w I . Taking into account formulas (2.6) and (2.7) for γ, τ, the Riesz form is written in the R By ellipticity of ∆, Lη is a smooth form. Moreover, since η has compact support, we see from (1.2a) and (3.11), (3.12), (3.13) that, in the ball model,
which amounts to
We claim that for second-order derivatives we have too
Notice that since we already know that ∆Lη = η, from the expression of ∆ in the basis w I given in (1.3)-(1.5) it follows that it is enough to show that for j < n. We will see below (equation (4.7) and invariance of the X i ) that each of the functions a(z) = Ψ I,J (r )q I,J (z) satisfies
from which (4.3) follows as before. In fact, the discussion that follows will show that |∇
We continue the proof of (4.1). We claim first that it is enough to prove 
that for each i there is an operator P i of order two in the X 1 , . . . , X n such that
Applying this to Lη, which is smooth by the ellipticity of ∆, we get
But X i Lη satisfies, by (4.2) and (4.3) As before, using that we already know that ∆Lη = η, we see that for the secondorder derivatives we may assume j < n. In the following we delete the indexes I, J and denote by a(z) = ψ(r )Q(z) a convolution kernel with ψ, Q as above, and proceed to prove that the convolution
where in the last case we may assume that j < n. The fields X i are invariant, and therefore X i C a α, X j X i C a α are obtained, respectively, by convolution with Z i a, Z j Z i a (by (2.1)). Recall that In order to estimate Z i a, Z i Z j a, we collect first some auxiliary estimates. We claim that (4.5)
The first two are routinely checked, for instance, when differentiating the denominator in Q,
−2m ] will still be bounded. All other terms can be treated similarly. Differentiating 1 − r 2 = 4z n /(1 + |z| 2 + 2z n ), we get
These imply (4.5) because
The estimates (4.5) imply
We will call a convolution kernel (p 1 (m), p 2 (m) ), as specified in the statement of the main result. From the estimates (4.6) we see that a and Z i a are m-admissible kernels, and so (4.4) will be proved for them. As 
, that is to say we must deal with the convolution kernel (4.8)
We introduce a class of singular hyperbolic convolution kernels to deal with the later. For this purpose it is more convenient to work in the ball model, so now b is defined in B n , and r = |z|. We replace the integrable singularity r 1−n by a typical Calderón-Zygmund singularity (see e.g. [14] ). Thus, we will call b a m-Calderón-Zygmund singular kernel if it has the form
where Ω is say a Lipschitz function on S n−1 satisfying the cancellation condition (4.9)
In Theorem 4.2 below we prove that m-Calderón-Zygmund singular kernels define bounded operators in the same range of p. With the following proposition, applied to φ 2 (z) = |z| 2−n , this will end the proof of the main result. The proposition is the analogue of the well-known statement that for φ smooth and homogeneous of degree 1 − n in R n , ∂φ/∂x i defines a Calderón-Zygmund kernel; it is homogeneous of degree −n, and the cancellation condition (4.9) is automatically satisfied, because 
so in all cases we get an extra factor (1 − r 2 ). Besides, ∂φ 1 /∂z i and ∂ 2 φ 2 /∂z i ∂z j are, as noted before, homogeneous of degree −n, and satisfy the cancellation condition (4.9). 
We will make use of the following well-known Schur's lemma for boundedness in L p of an integral operator with positive kernel. By homogeneity (y n = x n t) this reduces to The L p -estimates do not hold in this case for any p, because they do not hold for p = 2 and ∆ is self-adjoint.
