Abstract. Let (X n , n ≥ 1) be a sequence of independent centered random vectors in R d with finite moments of order p ∈ (2, 3] and let (A n , n ≥ 1) be a sequence of m × d matrices. We find explicit conditions under which
Introduction
Throughout the paper R d denotes the Euclidean space of vector columns equipped with the norm
the symbol stands for the transposition. The symbols A , |A|, and tr A for an arbitrary matrix A mean its Euclidean norm, determinant, and trace, respectively. Put χ(t) = (ln ln t) 1/2 for t ≥ e e and χ(t) = 1 for t < e e . Let (X n , n ≥ 1) be a sequence of independent centered random vectors in R d . Put
Assume that |B n 0 | = 0 for some n 0 ≥ 1 and denote by B −1/2 n the square root of the inverse matrix B −1 n , n ≥ n 0 . The following result is proved in [1] . (2) there are positive constants c and τ such that
for all n ≥ m ≥ n 0 and
Below we prove that if conditions (2) and (3) are excluded from the set of assumptions of Theorem 1.1, then the bounded law of the iterated logarithm holds instead of the law of the iterated logarithm, that is,
where L is some nonrandom constant of the interval [0, +∞). We also show that the bounded law of the iterated logarithm (4) holds if a more general condition, E X n p < ∞ for some p ∈ (2, 3] and all n ≥ 1, is substituted for the condition E X n 3 < ∞, n ≥ 1.
Main results
First we obtain a general result.
) is increasing to infinity and
where L is some nonrandom constant of the interval [0, +∞).
We need two auxiliary results to prove Theorem 2.1. By N we denote the set of nondecreasing sequences of natural numbers whose limit is infinite. The members of N are not necessarily strictly increasing sequences.
for any sequence (n j , j ≥ 1) ∈ N, there exists p ∈ (2, 3] such that
for any sequence (n j , j ≥ 1) ∈ N, there exists ε > 0 such that
where L is some nonrandom constant of the interval [0, +∞). 
Proof. Put
It is clear that e −ε/(ab) ≤ (b/ε)e −ε/a for all ε > 0 and a, b > 0 such that a + b ≤ 1. Thus
for j ≥ j 0 where j 0 is such that a j 0 ≥ exp(e 2 ). Then
Lemma 2.2 is proved.
Proof of Theorem 2.1. We verify that the assumptions of Lemma 2.1 hold
Condition (8) follows from (6). Now we check (9):
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Finally we check (10). According to (5) we get
Thus condition (10) follows from Lemma 2.2 with a j = f n j , j ≥ j 0 ≥ 1. Theorem 2.1 is proved.
Theorem 2.2.
Assume that |B n 0 | = 0 for some n 0 ≥ 1. Let condition (1) hold and
Then the bounded law of the iterated logarithm (4) holds.
Proof. We derive Theorem 2.2 from Theorem 2.1 for 
It is obvious that all of them are positive. Since
Therefore condition (5) holds for ϕ n = d and f n = |B n |, n ≥ n 0 , since the sequence (|B n | , n ≥ 1) is increasing to infinity by condition (1) .
Condition (6) holds, since |B n | → ∞ as n → ∞ and the sequence B −1/2 n , n ≥ n 0 is bounded.
Finally we check condition (7). Since the matrix B n −B m is nonnegative definite for all m ≤ n, we have B
Since χ (|B i |) ∼ χ ( B i ) as i → ∞, condition (7) follows from (11) and (12). Theorem 2.2 is proved.
Concluding remarks
Sufficient conditions for the bounded law of the iterated logarithm for sums of independent centered random vectors normalized by operators are studied. We show that the bounded law of the iterated logarithm holds if some usual (for the law of the iterated logarithm) assumptions posed on the covariance matrices of random vectors are omitted.
