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第 1章 はじめに
最適化問題とは特定の評価関数を最小化もしくは最大化する問題である．こ
れらの問題は，大きく 2つに分けることができる．まず 1つ目は，問題を解析
的に解くことができる問題群であり [1, 2, 3, 4, 5]，この場合には解の最終的な
状態を予測することができる．2つ目は，問題を解析的に解くことが困難な問
題であり，その 1つとして解の評価が主観に依存する問題が挙げられる．具体
的には，芸術分野や教育分野などの問題に対応する [6, 7, 8, 9]．また，問題を
解析的に解くことが困難な問題の枠組みにおいては，評価関数を定義すること
ができるが，それが解析的な形式で表現されない問題もある．具体的には，株
式の推移予測や避難経路誘導問題が該当する [10, 11, 12, 13, 14]．本論文では
この評価関数が解析的に解けない最適化問題に着目する．
問題の特性が事前に把握できないという点については，評価関数が解析的に
解けない最適化問題も共通しており，複雑な制約条件によって，局所最適解に
陥ってしまい良好な解を得ることが難しい問題や，複雑な問題と想定して実装
した後，多様性を必要としないことが判明する場合がある．この従来手法の問
題を解決するために，解候補の多様性を問題に対し調整することができる手法
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を提案する．
ところで，従来の最適化問題の解法として，焼きなまし法 [15, 16]や最急降
下法 [17, 18]，ニュートン法 [19, 20] などが挙げられるが，いずれの方法も，
対象とする最適化問題の範囲が限定されており，問題が変化した場合の対応が
難しい．あるいは，問題の特性が事前に把握できない場合，適用する最適化手
法を変更しながらの試行錯誤的な最適化のプロセスとなる．この試行錯誤的な
プロセスになってしまう大きな原因の 1つとして，問題により最適化手法側が
要求される多様性が異なるという点がある．このような幅広い多様性に対応で
きるような最適化手法が存在すれば，単一の最適化手法によって多種の問題に
対して幅広く適用可能となる．
本論文では，この手法の導出のために，遺伝的アルゴリズム ([21, 22, 23, 24,
25, 26]，以降，GAと略す）に着目する．特にGAの中でも，多様性が高い超並列
遺伝的アルゴリズム (Massively Parallel model of Genetic Algorithm[27, 28]，
以降，MPGA と略す) に着目する．MPGA の各グループをノード，接続を
エッジに対応させれば，MPGAの染色体群が構成する探索空間は，グラフと
して取り扱うことができる．このように考えれば，染色体群全体の多様性の維
持は，グループ間の情報伝播のしにくさ，すなわち，グラフ全体の平均頂点間
距離が大きくなることに対応させることができるようになる．グラフの平均頂
点間距離を調整することができれば，染色体群全体の多様性の調整が可能とな
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り，グラフ理論の観点では，複雑ネットワークの体系で取り扱うことができ
る．具体的には，現実社会ネットワークのモデルであるWatts and Strogatz
モデル [29, 30]，以降，WSモデルと略す）が，この調整が可能なグラフに対
応し，このグラフのパラメータの１つであるショートカット生成率を操作する
ことで，多様性を SGAからMPGAの範囲で調整することが可能となる．
多様性を調整することのできる提案WSモデル型 GAの有効性を確認する
ために，基礎的な実験として，3 種類の関数を用いた関数最適化実験を行う．
ここでは，単純遺伝的アルゴリズム（以降，SGAと略す）とMPGAとの比較
を行う．さらに，応用的な実験として，教室配置最適化問題を取り上げる．こ
の問題は，教室配置の重複や，受講人数といった複雑な制約条件を有する問題
であり，GAの染色体群の多様性が適切ではない場合に，局所最適解に陥って
しまい良好な結果が得られない．これは，前述した，評価関数が解析的に解け
ない最適化問題の 1つであり，これに対し，WSモデル型 GAは，染色体群の
多様性を調整することができるので，他の SGAやMPGAに比べて，良好な
解が得ることができるので，提案WSモデル型 GAの評価先として適切であ
ると言える．
本論文の構成を以下に述べる．第 2 章では，WS モデル型 GA の中核とな
る MPGA の説明を行い，特に，探索空間をグラフ理論の観点から定式化す
る．このグラフの構造に対してWSモデルを適用することで，提案WSモデ
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ル型 GA を導出する．基礎実験として，性質の異なる 3 つの関数最適化問題
に SGA，MPGA，および提案WSモデル型 GAを適用し有効性を示す．
第 3章ではWSモデル型 GAの有効性を示すため，筑波大学第三エリア A
棟 2 階をモデルとした仮想空間を作成し，GA とマルチエージェントシミュ
レーションを融合した教室配置最適化システムを構築する．ここで，GA部に
は，WSモデル型 GAを採用し，マルチエージェントシミュレーションに関し
ては，より人間の移動に近い移動を再現するための多重解像ダイクストラ法を
提案・導入する．
この研究により，従来では多種の最適化問題に対し，それぞれ最適化手法を
試行錯誤的に決定しなければならなかったが，単一の最適化手法により多種の
問題を解決できるようになる．
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第 2章 グラフ構造に基づく分散型進化計算
2.1 はじめに
世の中には多種の最適化問題が存在し，それぞれの特性に応じて解法を選択
しなければ良好な解を得ることが出来ない．しかし，実際は，それぞれの問題
に対してどの最適化手法が適切であるかを選択することが難しく，試行錯誤
的に手法の選択および適用を行っている場合が多い．このような多種の最適
化問題に対し，パラメータを調整することで最適化手法側の多様性を変化さ
せ，良好な解を求めることができれば, この解法の選択問題の一つの本質的な
ソリューションを提供することができると考える．本章では，数多く存在する
最適化手法 [15, 16, 17, 18, 31, 32, 33, 34, 19, 20]のうち遺伝的アルゴリズム
（Genetic Algorithm, 以降，GAと略す）に着目し，特に探索空間の特性を表
現する染色体構造に着目し，これをグラフ構造として取り扱うことで，多様性
の調整を可能にする．
従来の GAでは，探索の役割を担う染色体群が，1つの空間内に共存するた
め，探索空間自体は大きいが，類似した染色体が多く存在するため多様性が
低い．本研究では，これを解消する手法として，並列分散遺伝的アルゴリズム
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(Parallel Distributed Genetic Algorithm[35, 36]，以降，PDGA と略す) の
拡張である超並列遺伝的アルゴリズム (Massively Parallel model of Genetic
Algorithm[27, 28]，以降，MPGAと略す)を採用する．
PDGAは，従来の GAの染色体群を複数のグループに分割し．グループ毎
に探索空間を有することになるので，従来の GAに比べて多様な範囲の探索が
可能となる．ただし，一定世代毎に他グループと染色体を交換することで，複
数グループ全体としての解の品質向上も行う．
従来の GAでは比較的評価の高い解に対応する染色体が算出されると，それ
と類似した染色体の生成の割合が高くなり，別の染色体が生成されにくくなる
という問題点がある．一方MPGAでは，グループ同士の接続（染色体交換が
可能）に正方格子を利用しているため，PDGAに比べて他グループに染色体
が伝搬しづらい構造を有している．比較的評価の高い染色体がMPGA全体に
影響するまでに世代数を要するため，各グループで多様な染色体を保持可能と
なり，多様性を維持しつつ探索が可能となるため GA，PDGA よりも優れて
いる．本章ではこれを採用する．
MPGAの各グループをノード，接続をエッジに対応させれば，MPGAの染
色体群が構成する探索空間は，グラフとして取り扱うことができる．このよう
に考えれば，染色体群全体の多様性の維持は，グループ間の情報伝播のしにく
さ，すなわち，グラフ全体の平均頂点間距離が大きくなることに対応させるこ
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とができるようになる．グラフの平均頂点間距離を調整することができれば，
染色体群全体の多様性の調整が可能となり，グラフ理論の観点では，複雑ネッ
トワークの体系で取り扱うことができる．具体的には，現実社会ネットワーク
のモデルであるWSモデルが，この調整が可能なグラフに対応し，このグラフ
のパラメータの１つであるショートカット生成率を操作することで，多様性を
調整することが可能となる．
本研究では，このWS モデルを MPGA の染色体グループのグラフ構造に
適用することで，WSモデル型 GAを新たに提案する．WSモデルのショート
カット生成率を調整することで，染色体群全体の多様性を調整し，多種の問題
に対して良質な解を求めることができることを示す．
表 2.1 GA,MPGAおよび提案WSGAの比較
手法 分解能 収束速度 並列処理 染色体の多様性
SGA ○ ○ × ×
MPGA △ × ○ ○
提案WSGA △ 調整に依存 ○ 調整可能
本章の構成を述べる．2.2では PDGAの関連研究について言及し，2.3では
MPGAおよびそのWSモデル型 GAへの拡張の説明．2.4では，多種の最適
化問題として，3つの関数最適化問題を対象とした比較実験を行う．
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2.2 遺伝的アルゴリズムに関する関連研究
PDGA の従来研究として，三木ら [35] の研究が挙げられる．三木らは
PDGA と島ごとの分割のみを行った GA，1 母集団のみの GA との比較検
証を行っている．この研究では，移住プロセスにおけるパラメータ設定は行
わず，1 つのパラメータを固定して使用している．ここでは，どのような移
住率や移住方法が適切であるのかについて議論の余地が残っている．MPGA
の従来研究として，松橋ら [27] の研究が挙げられる．この研究では，MPGA
を，形状最適化問題，巡回セールスマン問題で使用し，検証を行った．形状最
適化問題を解く際，細粒度近傍モデル (Cellular GA) と非同期型超並列遺伝
的アルゴリズム（Asynchronous Massively Paralled Genetic Algorithm，以
降，AMPGA と略す）を使用し違いを検証している．計算速度の観点から，
AMPGA を優位と考え，同期そのものが不要と述べている．しかしながら，1
か 0かの違いのみに重点を置いており，数値の詳しい検証については議論の余
地が残されている．さらに MPGA の応用事例の従来研究として，Perego ら
[37]の研究が挙げられる．この研究ではMPGAを更に３次元に拡張し，立方
格子型の MPGA を提案している．しかし，単純な問題のみに適用しており，
制約条件などを加えた場合，超並列 GA以上にグループ間の距離が増大してし
まい，最適解への到達が難しくなるものと考えられる．
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更に，多種の問題に対応させることを目的とした遺伝的アルゴリズムの開発
として，澤井ら [38]の研究があげられる．澤井らはパラメータ設定を必要とし
ない遺伝的アルゴリズム（Parameter-free Genetic Algorithm，以降，PfGA
と略す)を使用し実験を行っている．ここでは，交叉方法，選択方法を工夫す
ることで，PfGAを作成しているが，なぜその方法により良解を得ているかを
詳しく述べられておらず，どの問題に対しても使用できる根拠がない．更に比
較対象も単純 GAのみであり，比較対象も不足している．
本章では，多種の問題に対し適切な形に染色体の多様性を調整可能な GA開
発のために，MPGAを改良したWSモデル型 GAを提案する．
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2.3 WSモデルに基づくMPGAの提案
図.2.1に一般的に利用されている従来の GAの処理過程を示す．従来の GA
では交叉，突然変異，評価・選択の処理を繰り返し行うことで染色体の進化，
すなわち良質な解の探索を行う．図.2.1において，交叉の処理は染色体の一部
Iinitialization Create an initial individual
Change the part of 
the chromosome
No
Yes
Crossover Replacing a part of the two chromosomes
Mutation
Evaluation Evaluation of chromosomes by the evaluation index
Immigration Replace the chromosome between the groups
Output End condition is satisﬁed 
with the output
satisfy condition?
loop > threshold? 
Yes
No
図 2.1 GAの処理過程
を別染色体と入れ替える操作に対応し．この方法として様々なものが提案され
ている [39, 40]．
同様に，突然変異では染色体の一部を別のものに変化させる操作に対応す
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る．また，評価では染色体に対する評価を行いそれに基づいた値の評価値を染
色体ごとに与える．選択は評価値を利用し，評価値の悪い個体を最良の評価値
に置き換えなどを行う．これら，突然変異および評価・選択についても，様々
な方法が提案されている [41, 42, 43]が，本研究では，染色体群のグループ分
割およびその構造に着目するため，これらの処理操作は既存のものを採用し，
特に改良等は行わない．
従来 GA の染色体群を複数グループに分割し，グループ毎で交叉・突然変
異・選択・評価を並列に処理するのが PDGAである．
Initial stage Snapshot of the candidate distribution pace Late stage
proposed
node 1
node 2
・・・
Conventional
candidate solutions distribution
図 2.2 PDGAにおける最適化課程のスナップショット
図 2.2に PDGAの処理イメージを示す．この図では，色の付いた円形部分
が染色体群のグループを示しており，遺伝的アルゴリズムの操作の一部を並列
16
に行うことで，高速化及び染色体の解の探索空間の規模の拡大を実現するモデ
ルである．PDGAでは，染色体を一定数のグループに分け，一定回数グルー
プ毎に従来の GA に基づいた操作を行い一定世代毎にグループ間で染色体入
れ替え処理を行う．この操作により，染色体はグループごとに違う進化方針を
取るため，染色体の解候補を広く維持したまま進化が可能となる．
MPGA ではこの PDGA のグループ間での入れ替え処理部分で，入れ替え
先グループを正方格子状に設定する．
以下，MPGAの処理過程を，グラフ理論に基づき定式化する．
(1) 染色体の集合を Sとする．この集合を I 個の分割
Si(i = 1; 2; : : : ; I,Si 6= Sj ; 8i 2 I; Si 6= ;)にグループ分けする．
(2) グループ Si を格子状に配置し（図 2.3（２）)，それぞれをグラフのノード
をみなす．隣接するグループ間で接続を行い，それらをグラフのエッジと
みなす．エッジには，それぞれ事前に，遷移確率を定義しておく．隣接す
るグループの間で遷移確率に基づき交換が可能と定義する．
(3) 一定世代，染色体をグループ Si 内で交叉・突然変異・評価・選択を行う．
(4)（3）の後，図 2.3のように隣接するいずれかのグループを事前に定義され
た遷移確率に基づき染色体を交換
(5) 終了条件を満たすまで (3)(4)を繰り返す
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(2)Connect groups in a grid (1) divide the chromosomes
                        in each groups
(4)Replace the chromosome 
adjacent to each other in 
a certain probability
(3)Evolve in each groups
Crossover
Mutation
図 2.3 MPGAの処理過程
2.3.1 MPGAの特徴
MPGAの特徴として，
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 グループ毎に独立した進化の処理を行うため，染色体群全体として多様
性を保持することが可能
 グループ間での染色体の交換が一定世代毎にしか行われないため，ある
グループ内に発生した比較的評価の高い局所最適解が他のグループに影
響しにくい
という 2点が挙げられる．
これまでの最適化問題の解決の枠組みにおいては，多種の最適化問題に対し
て，それぞれの特性に応じて解法を選択しなければ良好な解を得ることが出来
ないという問題があり，試行錯誤的に手法の選択および適用を行っている場合
が多い．このような多種の最適化問題に対し，MPGAで示されるような多様
性を，なんらかのパラメータを調整することで最適化手法側の多様性を変化さ
せ，良好な解を求めることができれば, この解法の選択問題の一つの本質的な
ソリューションを提供することができると考える．
MPGAの染色体グループをグラフの構造として考えれば，平均経路長の長
い格子状のグラフとしてとらえることができる．この平均経路長を調整する
ことができれば，染色体群全体の多様性を調整することに連動させることが
できる．本研究では，MPGA のグラフの構造をWS モデルによって拡張し，
ショートカット率によって平均経路長を調整すること，すなわち多様性の調整
を可能にする手法を提案する．
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2.3.2 Watts and Strogatz モデルの導入による多様性の創出
本研究では，多種の問題に対し，染色体群全体の多様性を調整可能な GAを
提案するために，MPGAの染色体グループのグラフ構造に，WSモデル [29]
を適用する．
MPGAは 2.2で示したように，頂点集合 Vとエッジの集合 Eで表され，
G：（V，E)，V = fS1;S2; : : : ; SIg (2.1)
Eは各 Si を格子状に接続する辺の集合となる．
このMPGAのグラフ構造にWSモデルを適用する場合，式 2.1と同様に頂
点集合 Vとエッジの集合 Eで表される．Eは各 Si と 2.4に示すようなサイク
ルグラフの接続となり，Eは設定されたショートカット率によりランダムに別
のノードと接続し直される．ショートカット率 p は，0 < p < 1 の範囲を取
る．ショートカット率をグラフ作成の前に決定し，各ノードはショートカット
率によりエッジをランダムにつなぎ直す．ショートカット率が 0 に近づく場
合，MPGAと同等となり平均経路長が最大となる．すなわち染色体群全体の
多様性最も保持される．逆にショートカット率が 1 に近づく場合，ランダム
グラフとなり，平均経路長が短くなりグループ間での流動がしやすくなるため
に，染色体群全体の多様性は保持されにくくなる．これはグラフの平均頂点間
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距離が 0に近づくほど大きく，1に近づくほど小さくなることが原因である
Group Edge that can chage chromosomes
Massively Parallel model of 
Genetic Algorithm
Watts and Strogatz model of 
Genetic Algorithm
図 2.4 MPGAおよびWSモデル型 GAのグループ接続図
図 2.4にWSモデルのモデル図を示す．WSモデルは方向を持たない無向グ
ラフの一種であり，以下の操作でグラフの作成を行う．
Step1： すべての頂点を近隣 2個の頂点と辺で繋ぐ
Step2： ある頂点に新たな経路を作成する
Step3： 一定確率で頂点に対し経路作成を行う
このモデルをMPGAに適用する際には，前述のMPGAの操作の（4）の操
作の入れ替えるグループの選択に使用する．
2.5にWSモデル型 GAのイメージ図を示す．
WS モデル型 GA はショートカット率を変更させることで平均頂点間距離
を調整するが，この一定確率で頂点に対し新たに作成される経路の確率を変更
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することで，SGA に近いモデルから MPGAに近いモデルまでの間を自由に
調整可能な GAを作成可能となる．このモデルでは，ショートカット率ｐを
0 とした場合 MPGA となるが，p = 0 とした場合，SGA に近づくが完全な
SGAにはならない．
WSモデル型遺伝的アルゴリズムでは，平均頂点間距離を調整することで染
色体の多様性の調整が可能になるとともに，単一のパラメータ変更のみで変更
可能なため，複雑なパラメータや多数のパラメータを調整する必要がなく，そ
の点でも優れている．
図 2.5 SGA，MPGA，WSモデル型 GAの関係図
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2.4 関数最適化実験
本章では，WSモデル型GAの多様性調整による効果を，3つの異なる関数の
最適化実験を通して示す．比較手法は SGA，MPGAとし，対象とする関数は，
最適解が予めわかっている，Rastrign関数 Rosenbrock関数 Griewank関数と
する．Rastrigin関数と Griewank関数では min(F(x)) = F (0; 0; : : : ; 0) = 0，
Rosenbrock関数では min(F(x)) = F (1; 1; : : : ; 1) = 0となる．
これら 3つの関数は，それぞれ異なる特性を持っており，それらを表 2.2に
まとめる．
表 2.2 関数最適化
Rastrign
function
Rosenbrock
function
Griewank
function
Interdependence of variables none have have
Shape multimodal unimodal multimodal
．
Rastrign関数は，
FRastrigin(x) = 10n+
nX
i=1
 
x2i   10 cos(2xi)

(2.2)
( 5:12  xi < 5:12)
で表される関数で，変数間の依存はなくそれぞれ独立した解が存在している．
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図 2.6に Rastrign関数を示す．図 2.6では２変数の場合を視覚化しており，
水平軸がそれぞれ変数となり垂直軸が値となる．
図 2.6 Rastrign 関数
解は局所最適解を多く有する多峰性の関数であるため最適化問題として困難
な問題である．
Rosenbrock関数は，
FRosenbrock(x) =
n 1X
i=1
 
100(xi+1   x2i )2 + (1  xi)2

(2.3)
( 2:048  xi < 2:048)
で表され，変数に相互依存の関係があり，１つの解が変わることで全体の解が
大きく変わることがある．Rastrign 関数と違い，単峰性の関数であるが前述
の変数同士の依存関係により最適化問題としては困難である．
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図 2.7に Rosenbrock関数の全体図を示す．
図 2.7 Rosenbrock 関数
Griewank関数は，
FGriewank(x) = 1 +
nX
i=1
x2i
4000
 
nY
i=1

cos
  xip
i

(2.4)
( 512  xi < 512)
で表され，Rosenbrock関数と同様に変数間に相互依存の関係があるが，多峰
性の関数である．
図 2.8にグラフの全体図，図 2.9に拡大図を示す．
これら 3つの関数に対し通常の GA，MPGA，WSモデル型 GAを適用す
る．染色体は，数値を 2 進数に対応させる．数値の取りうる幅を事前に設定
し，それを染色体で設定できる数に分割する．本実験では，染色体長を 20と
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図 2.8 Griewank 関数
図 2.9 Griewank関数の 0付近の拡大図
設定し，設定範囲を 220 に分割する．実験条件として変数を 20個設定し染色
体数は 256 本，交叉率 70 ％，突然変異率 1 ％，世代数 3000 で実験を行う．
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表 2.3 実験条件
SGA MPGA WSGA　
Number of experiments 50
Number of chromosomes 256
Number of Generation 3000
Dimensions of X 20
Crossover ratio 70%
Mutation ratio 1%
Number of group - 16 16
Short cut ratio - - 0.1%,1%,10%
この数値は予備実験により得られた数値である．各パラメータで設定したモデ
ルをそれぞれ 50回ずつ初期値はランダムに設定し実験を行ない，結果を考察
する．
これらをまとめた表を表 2.3に示す．
本実験では 3つの観点から各手法の比較を行う，1つめの観点が，最適化の
精度であり，それぞれの関数最適化問題に対し，3000 世代実行後に得られる
各手法の染色体を対象とする関数に代入し，出力される最小値を比較する．そ
れぞれの，問題では 0に近い染色体が得られれば，最適化が良好であることを
意味している．2つめの観点が，システムの安定性であり，上記で得られた最
小値の 50回分の平均値を考察する．平均値が低いほど安定したモデルである
ことを意味している．3つめの観点が，染色体群の多様性の維持であり，世代
毎の染色体の標準偏差を比較する．
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表 2.4 最小値
SGA MPGA
WSGA
p = 0:001
WSGA
p = 0:01
WSGA
p = 0:1
Rastrign function 33.05 35.69 35.57 40.36 23.06
Rosenbrock function 10.42 20.32 14.66 5.90 8.82
Griewank function 0.93 0.99 1.03 0.68 0.98
表 2.5 平均値
SGA MPGA
WSGA
p = 0:001
WSGA
p = 0:01
WSGA
p = 0:1
Rastrign function 70.41 69.47 70.56 69.86 68.13
Rosenbrock function 295.58 97.02 100.14 82.82 80.33
Griewank function 1.56 1.53 1.57 1.56 1.70
表 2.4 には最小値を示している．Rastrign 関数ではWS モデル型 GAp =
0:1 が最も良い結果を得ており，Rosenbrock 関数と Griewank 関数では，
p = 0:01 のWS モデル型 GA が最も良い結果を得ている．これにより，WS
モデル型 GAは他 2手法に比べ優れている事がわかる．
Rastrign 関数，Griewank 関数では大きな差は見られないが，Rosenbrock
関数ではWSモデル型 GAp = 0:1が最も良い結果を得ている．次に SGAと
MPGAを比較した場合，最小値では SGAが良好な解を得ている一方で，平均
値ではMPGAが良好な解を得ている．最小値が良い SGAは収束速度が早い
ため，ある試行ではMPGAよりも良好な解が出ている．しかしながら，染色
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図 2.10 Rosenbrock関数における標
準偏差の推移　 SGA
図 2.11 Rosenbrock関数における標
準偏差の推移　MPGA
図 2.12 Rosenbrock関数における標
準偏差の推移　WSGA p = 0:001
図 2.13 Rosenbrock関数における標
準偏差の推移　WSGA p = 0:01
体の多様性が低いため，局所解から抜け出すことが困難なため，Rosenbrock
関数では平均値が大きく上昇してしまったと考えられる．逆に MPGA では，
収束速度は遅いため，最小値という点では SGAに劣るものの，多様性という
点で平均値が安定している．これは 2.1で述べた，問題に対する多様性の調整
の裏付けになる．
図 2.10,2.11,2.12,2.13,2.14 に標準偏差の推移の様子を示す．標準偏差の推
移を見ると SGAは最大と最小の差が小さく推移している，MPGAとWSモ
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図 2.14 Rosenbrock関数における標準偏差の推移　WSGA p = 0:1
表 2.6 既存手法との比較実験
Rosenbrock　 D=2 Rosenbrock　 D=3
Conventional method　 1:68 10 4 2:63 10 3
Proposed method　 2:85 10 9 6:95 10 5
デル型 GA では振れ幅が大きい．これは世代ごとに標準偏差が小さくなった
際別のグループと情報交換することで標準偏差が大きくなり多様性を生成して
いる．
他手法との比較として関数最適化実験を取り扱った，Zhu らの研究 [44] が
挙げられる．Rosenbrock 関数に関して同条件で結果を比較したものを表 2.6
に示す．Dは変数の次元数を表している．表より，2変数，3変数共に従来手
法と比較して，有効な値を出力していることがわかる．
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2.5 おわりに
本章では，多種の最適化問題に対応が可能な GA として，WS モデル型
MPGAを提案した．
WSモデ型 GA導出するにあたり，現存する多様性が高いMPGAの探索空
間の構造にグラフ理論を導入し，MPGAで使用される染色体グループをノー
ドとし，交換可能な隣接グループとの接続をエッジと定義した．これにより，
平均頂点間距離が多様性調整に関連付けることができ，これを調整することで
多様な染色体を作成することが可能となり，多種の最適化問題に対して対応可
能になる．染色体問題点である局所最適解への収束に対し，多方向からの最適
化を行うことでその問題の解決を目指した．関数最適化問題問題においては 3
つの関数において比較し，最小値の観点では Rastrign関数ではWSモデル型
GAp = 0:1，Rosenbrock関数，Griewank 関数ではWSモデル型GAp = 0:01
が良好な解を得た．．平均値の観点では大きな差は出なかったものの SGA に
比べ安定した最適化を行ったことを確認した．更に，標準偏差の推移を観察す
ることで，通常モデルと比較しWSモデル型MPGAは多様性の維持という面
では優れていることもわかり，全体的にWSモデル型 GAが他のモデルに比
べ良い結果を残した．問題を変更した場合でも，パラメータ調整を行うことで
問題に対して良好な解を得ることができる．
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第 3章 教室配置最適化問題への適用
3.1 はじめに
第 2 章では，多種な最適化問題に対応可能な GA として，染色体群の多様
性を調整可能なWSモデル型 GAを提案し，関数最適化の枠組においてその
有効性を確認した．本章では，WSモデル型 GAの応用として，GAとマルチ
エージェントシミュレーションを使用した，教室配置最適化システムの作成を
行う．教室配置最適化問題とは，地図情報，授業情報を入力とし，教室配置を
変数として最適化を行うものであり，最適化指標として，学生全体の移動時間
が最も短くなる解を求める問題である．ここでは，GAを使用し教室配置作成
を行い，教室配置を元にマルチエージェントシミュレーションにより評価を
行う．
教室配置最適化問題は，教室配置の重複や，受講人数といった複雑な制約条
件を有する問題であり，GAの染色体群の多様性が適切ではない場合に，局所
最適解に陥ってしまい良好な結果が得られない．これに対し，WS モデル型
GAは，染色体群の多様性を調整することができるので，他の SGAやMPGA
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Input: Map, Contents of class
Output: Classroom arrangement which 
minimized the student’ s travel time
clasroom placement 
generating unit
Simulation unit
Route serch unit
Multi resolution Dijkstra’ s Algorithm
Multi Agent Simuration
Genetic Algorithm
Chromosome 1
Chromosome 2
Chromosome 3
Chromosome N
・
・
・
Subject list
Agent data Route strategy
Evaluation value
図 3.1 システムの概要図
に比べて，良好な解が得ることができるので，提案WSモデル型 GAの評価
先として適切であると言える．
本章ではWSモデル型 GAの有効性を示すため，筑波大学第三学群 A棟 2
階をモデルとした仮想空間を作成し，GA とマルチエージェントシミュレー
ションを融合した教室配置最適化システムを構築する（図 3.1）．ここで，GA
部には，WSモデル型 GAを採用し，マルチエージェントシミュレーションに
関しては，より人間の移動に近い移動を再現するための多重解像ダイクストラ
法を提案・導入する．
本章の構成を以下に述べる．3.2では提案システムの遺伝的アルゴリズムの
概要についての説明を行い，3.3にてエージェントの構成について説明，3.4で
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は，より人間の移動に近い移動を再現するための多重解像ダイクストラ法の提
案を行う．3.5では，250エージェントを用い提案システムの有用性，多重解
像ダイクストラ法の分散値による違いの検証，多重解像ダイクストラ法と手動
サブゴール設定の比較を述べる．
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3.2 教室配置最適化のための染色体設計
3.2.1 染色体および評価関数の定義
本章で提案するシステムでは，GAとマルチエージェントで構成し，群衆の
移動時間の最適化を行う．ただし，GA 部分に関しては，第 2 章で言及した
SGA，MPGA，およびWSモデル型 GAを採用することができ，ここでは説
明の簡単化のため SGAに基づき，定式化を示す．SGAとMPGAおよびWS
モデル型 GAの間で発生する差異については，2.3において示した通り．
本節ではそのモデルケースとして学生の移動を対象としそれぞれを定式化
する．対象を変更する際には下記の定義を変更することで対応が可能となる．
GAにおける染色体を以下のように定義する．
[定義] 染色体
授業の個数をM（M 2 N），染色体の総数を N（N 2 N)とする．n番目の
染色体を Cn とし，
Cn = (G
n
1 ; G
n
2 ;…; GnM ) (3.1)
Gnm = (S
n
m; D
n
m; R
n
m) (3.2)
Snm 2 f1; 2;…; Smaxg (3.3)
Dnm 2 f1; 2;…; Dmaxg (3.4)
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Rnm 2 f1; 2;…; Rmaxg (3.5)
と定義する．ここでは，Smax = 6，Dmax = 2，Rmax = 8とする．Gnm は，染
色体 nにおけるm番目の遺伝子で，各授業の開始時間 Snm，時限数Dnm，教室
番号 Rnm の情報を持つ 3つ組とする．ゆえに，n番目の染色体 Cn は，3M
次元のマトリクスとなる．
[定義] 評価関数
染色体 Cn に対する評価関数を
F (Cn) 2 N (3.6)
と定義する．具体的には，染色体 Cn に基づき定まる教室配置について，学生
をエージェントとするシミュレーションを実施した後に得られる移動時間に対
応する．本システムでは単位時間を設定し，各エージェントが 1つの行動を行
い，全エージェントについて行動が完了した際に，1単位時間増加すると定義
する．
更に移動時間とは，1時限目の教室移動開始前の教室移動から 6時限目の授
業が行われる教室に最後のエージェントの移動が完了するまでの単位時間を表
している．
時間割については表.3.1のように，事前に準備された授業からエージェント
が授業を選択する．エージェントはグループに分かれており，グループごとに
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表 3.1 各エージェントの時間割選択例
Agent1 Agent2 Agent3 Agent4
1st period class1 class2 class3 class3
2nd period class4 class5 class3
3rd period class6 class6 class7
4th period class6 class6 class8 class8
5th period class9 class8 class8
6th period class10 class10
表 3.2 各エージェントの時間割選択例
ほぼ同じような授業を取得する．各エージェントグループは科目一覧から個別
に授業を選択し，個別の時間割を保持している．エージェントグループ内で
は，全エージェントが必ずしも同じ授業を選択わけではなく，違う授業を受講
するエージェントもいる．これは，大学の授業取得の自由を再現するものであ
る．すなわち，エージェントグループとは，ほぼ同じような科目群を履修する
集団であり，大学でいえば同学科，同学部の学生に対応する．
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3.2.2 選択・交叉・突然変異の定義
染色体には事前に決められた授業が対応しており，その授業の開講時限の情
報が格納されている．その授業に対して，空いている教室を対応させていく方
式を取っている．本章のシステムで用いる GA では遺伝子 1 つが教室番号と
時限の情報を持っている．下に実際に使用している染色体の例を示す．
表 3.3 染色体の例
授業番号 1 2 3 … N
Cn 1 1 0 1 1 2 1 1 4 … 6 1 5
1 マス目がその授業の開始時限，2 マス目が連続する時限数，3 マス目が教
室番号となっている．11Xならば 1 時限のみ X 番教室で，32Y ならば Y 教
室において 3，4 時限連続で授業を行うことを示してる．この染色体１つに対
し，学生をエージェントとするシミュレーションを実施した後に得られる移動
時間時間に対応する．
[定義] 評価，選択
提案システムにおいて染色体の選択は，トーナメント選択を行う．トーナメ
ント選択は各染色体の評価値が式 (6) より F (Ci) とで与えられているので，
その値が最小となるmin(F (Ci)) を選択する．提案システムでは，評価値を最
小とすることが目的の為，選ばれた評価値の最小値をとっており，染色体群か
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Iinitialization Create an initial individual
Change the part of 
the chromosome
Crossover Replacing a part of the two chromosomes
Mutation
Evaluation Evaluation of chromosomes by the evaluation index
Output End condition is satisﬁed 
with the output
satisfy condition?
Yes
No
図 3.2 GAについて
ら染色体ををランダムに選びトーナメント選択を行う．
[定義] 交叉
2 つの染色体を
Ci = (G
i
1; G
i
2;…; GiM ) (3.7)
Cj = (G
j
1; G
j
2;…; GjM ) (3.8)
と定義する．交叉は 2 点交叉を用いて最適化を行う．2 点交叉とはある交叉点
を 2 つランダムに選び，その間で交叉を実行する．例として，2 つの染色体の
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交叉点m からm+ 2の交叉を示す．
chromesome j
chromesome i
chromesome j
chromesome i
CROSSOVER
図 3.3 染色体交叉の例
Ci = (G
i
1; G
i
2;…; Gim; Gim+1; Gim+2;…; GiM ) (3.9)
Cj = (G
j
1; G
j
2;…; Gjm; Gjm+1; Gjm+2;…; GjM ) (3.10)
式 (3.9), 式 (3.10) の交叉点 m から m+ 2 の交叉を行った場合，以下の
C 0i = (G
i
1; G
i
2;…; Gjm; Gjm+1; Gjm+2;…; GiM ) (3.11)
C 0j = (G
j
1; G
j
2;…; Gim; Gim+1; Gim+2;…; GjM ) (3.12)
となる．
[定義] 突然変異
遺伝子はある割合で突然変異を起こし，n 番目の教室番号が別の教室番号に
変化する．例：Gin = (1; 1; 0)→ (1; 1; 6)
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chromesome i
chromesome i
MUTATION
図 3.4 突然変異の例
例では 0 番教室から 6 番教室になっている．交叉と突然変異を行う際，同
じ時限で教室番号が重複しないように工夫をしている．
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3.3 エージェントシステムの定式化
図 3.5に本章で提案するシステム全体の流れを示す．本システムでは以下の
情報を入力とする．
(1) 各フロア，教室の空間情報
(2) 授業情報
(3) 学生の人数および各カリキュラムに対応する人数
(1)の各フロア，教室の空間情報とは，地図データを元に作成したシミュレー
タ内の仮想空間のことである．廊下や教室の大きさ，教室の収容人数，黒板の
有無やプロジェクターの有無などの教室特性がこれに当たる．(2)の授業情報
とは，授業の開始時間，実施される時間，実施教室を示している．(3)の学生
の人数および各カリキュラムに対応する人数は，学生全体の人数と授業を受講
する人数が対応する．これらに対して本システムが最適化を行い，学生の移動
時間を最小化した教室配置を出力する．本システムでは地図として実データを
使用し,カリキュラムおよび各学生の時間割については現実に近い仮想データ
を入力情報としている.実際の教室特性や授業情報の詳細については，今後の
導入を目指しており，本論文のシミュレーションでは実装していない．以上
をマルチエージェントを用いたシミュレーション及び GAを用いて実現する．
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Input: Map, Contents of class
Output: Classroom arrangement which 
minimized the student’ s travel time
clasroom placement 
generating unit
Simulation unit
Route serch unit
Multi resolution Dijkstra’ s Algorithm
Multi Agent Simuration
Genetic Algorithm
Chromosome 1
Chromosome 2
Chromosome 3
Chromosome N
・
・
・
Subject list
Agent data Route strategy
Evaluation value
図 3.5 システムの概要図
マルチエージェントシミュレーションでは多重解像ダイクストラ法を使用する
ことで人間に近い動きを再現する．本システムは３つのステップに分かれて
いる．
Step1 染色体に対応する教室を決定
Step2 授業教室対応情報を元にシミュレーションを実行
Step3 シミュレーションによって得られた評価値を GAに返す
まず，エージェント群を，2.2.1で示したように同学科・学部を表現するグルー
プに分け，予め設定された科目一覧を元に独自の時間割を設定する．
43
教室移動のシミュレーションにはマルチエージェントを利用するが，その理
由として，大学の授業選択の自由に対応できることが挙げられる．移動時間の
最適化にはグラフ理論を用いた研究もある [45, 46]が，エージェント個々の振
る舞いを扱うことは難しい．さらに，環境の再現が可能であり，狭い廊下など
での渋滞が可視化可能である．これにより，どこが移動時間短縮のネックに
なっているのか発見することができる．これらの理由から，マルチエージェン
トシステムを採用する．そしてエージェントシミュレーションで得た結果を元
に GAにより教室の交換を行い，それを元に時間割作成，シミュレーションを
行う．
使用するシミュレーションでは，1グリッドが現実世界の約 0.5メートル四
方に対応し，1単位時間に 1行動を選択・実行する．シミュレーション内での
エージェントは各学生に対応させ，そのふるまいをできるだけ現実に近付ける
ように設計する．各エージェントは自分の現在の位置と目的地までの距離，ま
わりに他のエージェントが存在するか，壁が存在するか等の環境情報を知覚す
る．知覚した環境情報と移動ルールに従い，エージェントが所属するグループ
ごとに設定されている目的地まで移動する．
[定義]エージェントの移動ルール
エージェントの移動のルールを図 3.6，図 3.7に示す．
44
Wall
A1
D
A1:agent
D:destination
図 3.6 エージェントの移動ルール 1
Wall
A1
D1
A1,A2:agent
D1,D2:destination
A2
D2
図 3.7 エージェントの移動ルール 2
エージェントは目的地へ移動を行う．目的地は各エージェントが所属するグ
ループごとに設定されており，この目的地に向かう際には，まず大局的なルー
ト探索として，数カ所にサブゴールという仮の目的地を設定することでより滑
らかな移動を実現する．サブゴールを一定時間ごとに更新することで，エー
ジェント同士の対面での局所的なぶつかり合いを回避する．これらのサブゴー
ル設定の際に本論文で提案する多重解像ダイクストラ法を使用し一定時間ごと
にルート探索を行わせることで人間のふるまいに近いルート探索を自律的に模
索させる．さらにエージェントはサブゴールに向かって局所的な経路移動を行
うことになり，その際には以下の３つのルールで移動を行う．
1 :目的地までの X軸方向， Y軸方向の距離の割合に応じて移動方向（4
方向）を決定する
 目的地が X軸方向に 4グリッド，Y軸方向に 2グリッド先にあった場
合，X軸方向 2/3，Y軸方向に 1/3の確率で移動する
2 :自分の進行方向のグリッドが空白の場合
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 移動先に移動し，自信の位置情報と目的地との位置関係を更新する
3 :移動先が空白でなかった場合
 移動方向を変更し，移動及び位置情報の更新を行う
サブゴールに到達するとまた次のサブゴールを目的地に設定して，最終的な目
的地までの移動を行う．
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3.4 多重解像ダイクストラ法
エージェントは目的地までのルートを決定する際，マップ上にランダムに配
置されたノードにダイクストラ法 [47, 48]を用いることでルート探索を行う．
ダイクストラ法はすべてのグラフの点に対して最短経路を探していくことで，
2頂点間の最短経路を求めるアルゴリズムである．
ルート探索を行う際に一定の距離以内にあるノード間にエッジを繋ぐ．しか
しエッジと障害物が重なっているときはエッジの作成を行わない．障害物と
は，壁や教室などが考えられるが，他のエージェントも障害物として扱わなけ
ればならない．エッジは重みを持っており，この重みはノード同士のユーク
リッド距離によって算出される．以前はサブゴールを手動により入力を行なっ
ていたが，ダイクストラ法を用いることで，どのようなマップでも自律的に
ルート探索を行うロバスト性の高いシステムとなった．本章で提案したシステ
ムでは高速な計算及び，人の振る舞いに近いルート探索を実現するため，多重
解像ダイクストラ法を提案する．提案手法では，人間は自分の視野の届く部分
ではよりなめらかなルート探索を行い，自分から遠いところでは記憶に頼った
粗いルート探索を行うと仮説を立てる．そして，エージェントの視野の届く範
囲にノードを密配置し，遠いところには疎に配置することで自分の近くでは高
解像，遠くでは低解像の多重の解像度を持つダイクストラ法を実現する．図
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図 3.8 提案手法におけるガウシアン関数を用いたノード配置密度の制御
3.8に提案手法によるノード配置のイメージ図を示す．ノードの配置にはガウ
シアン関数を利用しており， の値によりその分布が変わるようになってい
る． の値が小さいほど，エージェント近辺のノード数が上昇し，遠方のノー
ド数が低下する． の値が大きくなるほど，均一なノード配置に近づく．多重
解像ダイクストラ法により混雑時の移動や曲がり角での移動を滑らかに行うこ
とを目的としている．
48
3.4.1 多重解像ダイクストラ法の定式化
N 個の頂点集合 V (= 1; 2; 3; : : : ; N) と，頂点の直積集合 E  V  V 
f(i; j) j i 2 V; j 2 V gを定義する．
V;E を使ってグラフ Gを以下のように定義する．
G = (V;E); (3.13)
このグラフは無向グラフであり (i; j) = (j; i)となる．
i; j の頂点間の長さを li;j と定義する．
ダイクストラ法は長さ li;j を入力とし，点 j = 2; : : : ; nに対する最短路１→
j の長さ Lj を求めるものである．
始点となる点１は
PL : L1 = 0 (3.14)
を所持しており，点 j = 2; : : : ; nは
TL : ~Lj = l1j (3.15)
と与える．点の集合をそれぞれ
PL = f1g ;TL = f2; 3; : : : ; ng (3.16)
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とおく．まず２から順番に TLから ~Lk を最小とする k探索し，Lk = ~Lk とす
る．TLから k を削除し，PLに追加する．TL = ;であるとき，Lj を出力し
終了する．終了しない場合，TLのすべての j に対して ~Lj = min ~Lj ; Lk + lkj
とし，再び最小となる k を探索するものである．
提案手法では，このダイクストラ法において，ノードの配置を，人間のルー
ト戦略と視野の関係の仮説に基づき，自身の近くに密に配置，遠くでは疎に配
置するという多重解像の形式に改良し，よりよい経路探索を行う．
提案システムでは，始点である点１と終点である点 N の間に N   2個の点
をランダムに配置し，経路を探索する．配置されるノードは
x1  a  xi  xN  a; y1  b  yi  yN  b; (3.17)
(a; bはマップの大きさによって変化する任意の数)を満たしている．E は限定
的に作成しており，make(i) = fj j lij < Fg（Fは定数）を満たす (i; j)で作
成される．通常 V は式 (3.17)の範囲で生成されるが，提案手法である多重解
像ダイクストラ法では， の値によりノードの配置密度をガウシアン関数に従
い，探索を行ったエージェントの近辺には多数のノード配置し遠方になればな
るほど少ないノード配置を行う．これにより人間の経路探索戦略を再現しよう
というものである．
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3.5 教室配置最適化実験
3.5.1 小規模空間での多重解像ダイクストラ法の検証
多重解像ダイクストラ法を検証するために，小さい枠組みでの評価を行う．
検証方法は，縦 55 マス，横 99 マスの仮想空間を考え，人の間を縫う移動を想
定した障害物を設置した上で行う．図 3.9に検証の様子を示す．中央左端から
図 3.9 評価実験の様子
右端までの移動を考え四角を障害物として設定し，丸をノード，その間にエッ
ジを作成しルート探索を行った．この条件でシステムでは障害物を回避して目
的地までのルート探索を行う．図 3.9の赤いルートはシステムによって探索さ
れた最短ルートである．
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本検証では均一ノード配置によるルート探索と多重解像度配置によるルート
探索を比較する．それぞれの探索手法に対し，ノード数を 100，150，200 と 3
種類設定し，それに対してどの程度の割合でルート探索が成功するか，また探
索されたルート平均距離を示す．ここでの最短距離は 98.0 となっている．
表 3.4，3.5 に検証結果を示す．
表 3.4 ルート生成確率の比較
ノード数 100 150 200
均一ノード 26％ 58％ 88％
多重解像度配置 48％ 84％ 98％
表 3.5 平均距離の比較
ノード数 100 150 200
均一ノード 113.4 113.2 105.7
多重解像度配置 114.1 108.0 104.0
表 3.4，3.5 より，提案手法である多重解像度配置の方が，均一なノード配置
に比べ，どのノード数でもルート生成確率に優れ，特にノード数 150 の設定で
は大きな差ができている．平均距離も提案手法の方が良い値となっている事が
わかる．以上より，提案手法は小さな枠組みではルート探索方法として均一な
ノード配置よりも優れていると言える．さらに多重ダイクストラ法の導入によ
り，通常のダイクストラ法よりも計算時間が短縮され，一定時間間隔での経路
の再探索が容易となったと考えられる．
52
3.5.2 多重解像ダイクストラ法のシステムへの導入
図 3.15に今回用いたマップの全体図 [49]とそれを用いたシミュレーション
の全体図を図 3.11 を示す．今回，マップとして筑波大学第 3 学群 A 棟 2 階
のマップを利用している．8教室に対して，6時限 22個の授業を元に 250の
エージェントが 5 グループに分かれシミュレーションを行う．ここで GA で
は，交叉率を 80 ％，突然変異率を 5％で最適化を行なっている．図 3.11では
丸が各エージェントを表しており，色はそのエージェントが所属するグループ
を示している．さらに，エージェントが実際に探索したルートを線として表示
を行っている．
図 3.12，3.13にシミュレーションの拡大図を示す．2つの図はエージェント
グループ同士のすれ違いを再現しており，エージェントの横に表示されている
数字は向かう教室を表している．図 3.12ではルートを随時更新している．移
動先が 0のグループは図右側へ，移動先が 3のグループは図左側へ移動してい
る．図 3.13ではルートを 1度しか探索しておらず，移動先が 6のグループは
図右側へ，移動先が 3のグループは図左側へ移動している．図 3.12ではお互
いが左側を通っており，ルート探索によりその場にルールが設けられているこ
とがわかる．一方図 3.13ではお互いが廊下上に広がり混乱してしまっている．
エージェントのルート探索に対し，多重解像ダイクストラ法を使用し，適切
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な  の値を検証する．表 3.6に  の変化による平均単位時間，及び 1試行あ
表 3.6  によるノード配置密度の調整と経路探索失敗回数の結果
 平均単位時間 経路探索失敗回数
0.3 913.7 10106
0.4 846.3 22105
0.5 808.5 99104
0.6 779.1 60104
0.7 839.5 50104
0.8 844.3 44104
0.9 845.2 39104
1.0 850.3 47104
たりの経路の探索失敗回数を示す．
マップに対し 200 個のノードを配置し実験を行った． を比較した所，
 = 0:6のものが最も良い平均単位時間を示しており，試行回数は  が大きく
なるほどに小さくなるものの，最も小さい  = 0:9のものと比べさほど大きく
なっていないので， = 0:6が本実験では最適と分かった． = 0:7以上で経
路探索失敗回数が変わらず，経路探索失敗回数が  = 0:6に比べて減少してい
る点については，ノード数が十分に用意されていたことと，遠い部分でのすれ
違いを考えてしまっていたことが原因と考えられる．本実験では壁を障害物と
捉えるとともに，自分以外のエージェントも障害物として設定しており，ノー
ドが疎になる遠い場所でもエージェントを避けるためのルート探索が行われて
しまいその結果，疎の部分でも探索容易な  の大きい均一ノードのほうが良
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い結果が出たものと考えられる．機械的な経路探索部分が残っていたためこの
ような事態が起きたと考えられ，より人間の経路探索法の模索に役立てていき
たい．
この値を使用したシミュレーションを用いて，図 3.14 に縦軸を移動時間，
横軸を GA の世代数としたシステムの収束の様子を示す．青い線が本システ
ムのグラフで，赤い線が手動でサブゴールを作成した場合のグラフである．図
3.14 を見るとわかるように新システムと手入力との差異は少ない結果となっ
た．従来手法は手作業でサブゴールを決定しており，ルートの作成やデッド
ロック回避のための微調整等，非常に大きなコストを必要とする．またマップ
の変更に対応できないという問題点があり，提案手法では，作業コスト軽減，
ロバスト性の向上が実現されており，有効であると考えられる．
3.5.3 教室配置最適化問題を用いた評価
このWS モデル型 GA の応用事例として，3.2 および 3.3 で示した GA と
マルチエージェントシミュレーションによる教室配置最適化に適用する．教室
配置最適化問題は，3.2で示したように制約条件が複雑であり，染色体群の多
様性が適切ではない場合に，局所最適解に陥り，良好な解が得られない．よっ
て，多様性を調整することのできるWS モデル型 GA が，他の SGA および
MPGAに比べて，この問題において適切に機能すると言える．
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表 3.7 教室配置最適化問題 GAによる比較
SGA MPGA WSGA
minimum 4728.66 4872.78 4256.69
図 3.15，3.16に実験の様子を示す．
ここでは，学生の移動時間がより小さくなるような教室配置を作成すること
を目的としている．1日で開講される 30の講義，1300平米のフロアに存在す
る 160 教室を使用し，300 人の学生が履修データに基づき移動を行うという
状況を設定する．GAのパラメータは交叉率を 80％，突然変異率 5％，個体
数を 100と設定する．授業に対する教室配置を染色体としてコーディングし，
教室の配置条件や受講人数など様々な制約条件を適用し実験を行っている．制
約条件が厳しいため従来の GA では染色体の最適化が完全には行われていな
かった．
本章ではこのシステムに対し，通常 GA，MPGA，WS モデル型 GA を適
用する．
表 3.7に実験結果を示す．
このモデルではWSGAが良い結果を得ており，他手法と比較し 90％程度
の移動時間となっている事がわかる．
更に教室配置最適化システム本体の評価を行う．図 3.17 にWSGA を用い
た場合の教室配置最適化実感のグラフを示す．縦軸は移動時間，横軸は GAの
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世代数を示しており，初期世代と比較し，移動時間が短縮している事がわか
る．更に，作成された教室の配置を，最適化前と最適化後で比較を行う． 図
3.18,3.19 に教室配置最適化実験の結果を示す．この図では教室の使用頻度を
示しており，頻度が高くなるほど，色が濃くなる．初期個体では，様々な教室
を使用しているが，最適化後はエリアを限定した教室を使用しており，移動時
間が減少した要因となっている事がわかる．
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3.6 おわりに
本章では，2章で述べたWSモデル型 GAの適用事例としてマルチエージェ
ントシステムシミュレーションと遺伝的アルゴリズムを用いたシステムをに対
し SGA，MPGA，および提案WS モデル型 GA を適用し実験を行った．本
システムではモデルケースとして，学生の授業間の移動時間最適化を対象とし
た．シミュレーションでは従来，デッドロック回避などのために手動でサブ
ゴール配置を決定していたが，ルート決定方法として多重解像ダイクストラ法
を提案・実装することで作業コストの軽減および，ロバスト性の高いシステム
に改良を行った．実験では，多重解像ダイクストラ法と均一ノードによるダイ
クストラ法の配置を比較することである条件下では，提案手法が従来手法に比
べ，ルート生成確率の観点において約 20％の向上，平均距離の観点において 5
％ほど向上することを確認した．多重解像ダイクストラ法の方がよい結果を得
れたことがわかり，大域的にはガウス分布を  = 0:6とした時に最も平均単位
時間が短くなることが分かった．遺伝的アルゴリズムの部分では時間割を固定
とし，教室配置を最適化することで学生の移動時間を最小化を目的とし上記 3
つの GAを適用し，実験を行った．本章では，WSGAの結果が最もよく，他
手法と比較し，移動時間が 90％に減少していることを確認した．
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図 3.10 筑波大学３ A棟２ F教室配置図
図 3.11 シミュレーションの全体図
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図 3.12 シミュレーションの拡大図１ 図 3.13 シミュレーションの拡大図２
図 3.14 手動によるサブゴールの設定と提案システムによる結果の比較
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図 3.15 教室配置最適化実験に用いるマップの一部
図 3.16 教室配置最適化実験の様子
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図 3.17 WSモデル型 GAを使用した教室配置最適化実験結果
図 3.18 教室配置最適化実験により作成された教室配置図（最適化前）
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図 3.19 教室配置最適化実験により作成された教室配置図（最適化後）
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第 4章 おわりに
本論文では，多種の最適化問題に対し，単一で使用可能な最適化手法の提案
を行った．第 2 章では，WS モデル型 GA の中核となる MPGA の説明を行
い，探索空間をグラフ理論の観点から定式化した．このグラフの構造に対して
WSモデルを適用することで，提案WSモデル型GAを導出した．さらに，基
礎実験として，性質の異なる 3つの関数最適化問題に SGA，MPGA，および
提案WS モデル型 GAを適用し有効性を示した．実験では，最小値，平均値
ではWSモデル型 GAが最も良い結果を得ており，標準偏差の推移において
も SGAと比べ多様性を維持しつつ進化を行っていることを確認した．
第 3章ではWSモデル型 GAの有効性を示すため，筑波大学第三学群 A棟
2階をモデルとした仮想空間を作成し，GAとマルチエージェントシミュレー
ションを融合した教室配置最適化システムを構築した．ここで，GA部には，
WS モデル型 GA を採用し，マルチエージェントシミュレーションに関して
は，より人間の移動に近い移動を再現するための多重解像ダイクストラ法を提
案・導入した．最適化実験では，本章では，WSGAの結果が最もよく，他手法
と比較し 10％の移動時間減少が見られた．シミュレーション実験では，多重
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解像ダイクストラ法と均一ノードによるダイクストラ法の配置を比較すること
である条件下では，提案手法が従来手法に比べ，ルート生成確率の観点におい
て約 20％の向上，平均距離の観点において 5％ほど向上することを確認した．
多重解像ダイクストラ法の方がよい結果を得れたことがわかり，大域的にはガ
ウス分布を  = 0:6とした時に最も平均単位時間が短くなることが分かった．
最適化問題は，応用対象や定義する評価関数，制約条件や変数等によって，
様々な特性を有し，その問題の解空間の探索の多様性という観点から，各問題
は幅広く位置している．すなわち，ある問題では，高い多様性を要求しない場
合もあれば，ある問題では高い多様性を要求する場合もあり，一般的に，これ
らを事前に正確に把握することは難しい．これに対して，従来の GA等を代表
とする進化的最適化手法は，多様性が限定されているため，それぞれの適用可
能な最適化問題の範囲も限定されることになる．よって，適用する最適化手法
を変更しながらの試行錯誤的な最適化が必要となっている．この問題を解決す
るために，本研究では，並列分散遺伝的アルゴリズムの１つである超並列遺伝
的アルゴリズムを中核として，解空間の探索の多様性を調整することのできる
WSモデル型 GAを提案した．具体的には，超並列遺伝的アルゴリズムの染色
体グループをグラフ構造と捉え，これをWSモデルの構造を採用することで，
解空間の探索の多様性を調整可能にする．つまり，WSモデルのエッジ張替え
確率を変更することで，単純遺伝的アルゴリズムと超並列遺伝的アルゴリズム
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の間で自由に変更できるようになる．
　本論文で提案するWSモデル型GAを用いれば，多様性を要求しないナッ
プサック問題や巡回セールスマン問題に帰着させることのできる比較的単純な
問題から，高い多様性が要求されると考えられる金融予測や避難経路作成問題
などの様々な部分問題から構成される最適化問題などに，幅広く適用すること
ができると考える．この意味で，本研究は，最適化問題における実応用に対し
て，手法選択の試行錯誤のプロセスのコストを劇的に削減できる汎用性の高い
手法の 1つを示唆することができたと言える．また学術的な観点からも，最適
化手法における探索空間をネットワーク構造として取り扱う新しい観点を示唆
することができ，その意味で，本研究は進化的最適化手法の新しい可能性を切
り開いたと言える．
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