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Abstract
The aim of the presented paper is to apply block pulse operational matrices for solving fractional stochastic integro
differential equations. By using this approach, the fractional stochastic integro-differential equation reduces to a linear
system of algebraic equations which can be solved by iterative method. Accuracy and efﬁciency of the method are
shown with an example.
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1 Introduction
The fractional derivative has been occurring in many physical problems. Phenomena in electromagnetics, acous-
tics, viscoelasticity, electrochemistry, and material science are also described by differential or integro-differential
equations of fractional order [1, 2, 3, 4]. By incorporating random elements in the differential equation system (either
in the initial or boundary conditions for the problem, or in the function describing the physical system), a system
of stochastic differential equations (SDEs) arises. the fractional stochastic integro-differential equation(FSIDE) is a
generalization of the fractional Fokker-Planck equation which describes the random walk of a particle [5].
In this paper we consider the FSIDE:
Dαy(t) = f(t)+
∫ t
0
k1(t;s)y(s)ds+
∫ t
0
k2(t;s)y(s)dB(s); 0 ≤t < T; (1.1)
with these supplementary conditions
y(i)(0) = yi; i = 0;1:::;n−1; n−1 < α ≤ n; n ∈ N;
where, B = (B(t);t ≥ 0) is a Brownian motion and stochastic process y(t) is a solution of (1.1), it is adapted to
{zt;t ≥ 0}; furthermore, all Lebesgue;s and Itˆ o;s integrals in the integral form of (1.1) are well deﬁned.
Block pulse functions(BPFs) have been applied for solving different problems such as integral equation [6], stochastic
integral equation [7, 8], fractional differential equation [9], fractional integro-differential equation [10]. In the present
paper, by using operational matrices of BPFs the problem reduces to a linear system of algebraic equations, which
can be solved by iterative methods.
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The paper is organized as follows. A brief review of the fractional calculus and BPFs theory are given in Section 2.
In Section 3, we use the operational matrices of BPFs to reduce FSIDE to linear system of equations. section 4 is
devoted to error analysis. In Section5, we present example to show the efﬁciency and accuracy of the method. Finally,
Section 6 gives a brief conclusion.
2 Basic deﬁnitions
2.1 A brief review of BPF
In this paper, it is assumed that T=1, so BPFs are deﬁned over [0,1), and h = 1
m. We deﬁne m-set of BPFs as
ϕi(t) =
{
1 (i−1)h ≤t < ih; i = 1;:::;m;
0 otherwise:
From the deﬁnition of BPFs, it is clear that they are disjoint, orthogonal, and complete. Let
Φ(t) =
(
ϕ1(t);ϕ2(t);:::;ϕm(t)
)T ; t ∈ [0;1);
so,
Φ(t)ΦT(t)v = ˜ vΦ(t); (2.2)
where, v is an m-vector, ˜ v is m×m matrix and ˜ v = diag(v): It is easy to see that for every m×m matrix A we get
ΦT(t)AΦ(t) = ˆ ATΦ(t); (2.3)
where, ˆ A is an m-vector with elements equal to the diagonal entries of matrix A.
An arbitrary real bounded function f(t); which is square integrable in the interval t ∈ [0;1), can be expanded as
f(t) ≃
m
∑
i=1
fiϕi(t) = ΦT(t)F; (2.4)
where fi = 1
h
∫ 1
0 f(t)ϕi(t)dt are block pulse coefﬁcients. Let k(t;s) be a function of two variables in L2([0;1)×[0;1)):
It can be similarly expanded with respect to BPFs
k(t;s) ≃ ΦT(t)KΨ(s); (2.5)
where, Ψ(s) and Φ(t) are m1;m2 dimensional BPFs vectors respectively, and K is the m1×m2 block-pulse coefﬁcient
matrix with
kij = m1m2
∫ 1
0
∫ 1
0
k(t;s)ϕi(t)ψj(s)dtds: i = 1;2:::;m1; j = 1;2:::m2:
For convenience, we put m1 = m2 = m: Also we have
∫ t
0
Φ(s)ds ≃ PΦ(t); (2.6)
and ∫ t
0
Φ(s)dB(s) ≃ PsΦ(t); (2.7)
where operational matrix P and Ps are given in [6].
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2.2 Fractional calculus
Fractional calculus is the generalization of integration and differentiation to consider fundamental operators of
non-integer order. Among the several formulations of the generalized derivative, The Riemann-Liouville deﬁnition is
most commonly used:
Dα f(t) =
1
Γ(n−α)
∫ t
0
f(n)(s)
(t −s)1−n+α ds;
where Γ(x) denotes the gamma function, n is the integer satisfying n−1 ≤ α < n; α > 0 is the real order derivative.
The Riemann-Liouville fractional integral of a function f(t) is deﬁned by:
Iα f(t) =
1
Γ(α)
∫ t
0
f(s)
(t −s)1−α ds:
Some of most important properties of operators Iα and Dα for y(t), α;β ≥ 0, are mentioned from [11]
1. IαIβy(t) = Iα+βy(t);
2. IαIβy(t) = IβIαy(t);
3. DαDβy(t) = Dα+βy(t);
4. DαIβy(t) = y(t);
5.IαDαy(t) = y(t)−∑
n−1
k=0
tk
k!y(k)(0+); n−1 < α < n;n ∈ N:
The block pulse operational matrix of integration, Pα, is deﬁned [9]:
IαΦ(t) ≃ PαΦ(t); (2.8)
where,
Pα =
hα
Γ(α +2)



 


1 ξ1 ξ2 ::: ξm−1
0 1 ξ1 ::: ξm−2
0 0 1 ::: ξm−3
. . .
. . .
. . .
...
. . .
0 0 0 ::: 1




 

m×m
;
with
ξk = (k+1)α+1−2kα+1+(k−1)α+1
so,
Iα f(t) ≃ FTPαΦ(t): (2.9)
3 Implementation in FSIDE
In this section, using results in the previous section, an effective direct method for solving FSIDE is presented.
Using the deﬁnitions of the fractional derivative and integral, it is suitable to rewrite (1.1) in integral form:
y(t) = f0(t)+Iα(f(t))+Iα(∫ t
0
k1(t;s)y(s)ds
)
+Iα(∫ t
0
k2(t;s)y(s)dB(s)
)
: (3.10)
In which f0(t) = ∑
n−1
k=0
tk
k!y(k)(0+). As usual, approximations of f0(t);y(t); f(t); k1(t;s), k2(t;s); with respect to BPFs
may be written as
f0 ≃ FT
0 Φ(t) = ΦT(t)F0; (3.11)
f(t) ≃ FTΦ(t) = ΦT(t)F; (3.12)
y(t) ≃YTΦ(t) = ΦT(t)Y; (3.13)
ki(t;s) ≃ ΦT(t)KiΦ(s); i = 1;2; (3.14)
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where m-vectors F0, Y;,F and m×m matrix Ki are BPFs coefﬁcients.
From (3.13),(3.14),(2.2) and (2.3), integral part in (3.10) can be approximated as
Iα(∫ t
0
k1(t;s)y(s)ds
)
≃ Iα(ΦT(t)K1
∫ t
0
Φ(s)ΦT(s)Yds) =
Iα(ΦT(t)K1
∫ t
0
˜ YΦ(s)ds) ≃ Iα(ΦT(t)K1 ˜ YPΦ(t)) = Iα(AT
1Φ(t)) ≃ AT
1PαΦ(t); (3.15)
also, for It ˆ o integral, we get
Iα(∫ t
0
k2(t;s)y(s)dB(s)
)
≃ Iα(ΦT(t)K2
∫ t
0
Φ(s)ΦT(s)YdB(s)) =
Iα(ΦT(t)K2
∫ t
0
˜ YΦ(s)dB(s)) ≃ Iα(ΦT(t)K2 ˜ YPsΦ(t)) = Iα(AT
2Φ(t)) ≃ AT
2PαΦ(t); (3.16)
where ˜ Y = diag(Y) and A1, A2 are m-vectors with elements equal to the diagonal entries of matrices K1 ˜ YP and K2 ˜ YPs
respectively.
With substituting relations (3.11-3.13)and (3.15-3.16) in (3.10), we get
YTΦ(t) = FT
0 Φ(t)+FTPαΦ(t)+AT
1PαΦ(t)+AT
2PαΦ(t)
)
; (3.17)
or,
Y −PT
α (A1+A2) = ¯ F; (3.18)
where ¯ F = PT
α F +F0. Equation (3.18) is a linear system of algebraic equations. Components of unknown vector Y
can be obtained by solving this system using an iterative method. Hence the approximate solution y(t) =YTΦ(t) can
be computed without using any projection method.
4 Error analysis
Let (C[0;1]:∥:∥) be the Banach space of all continuous functions with norm ∥f(t)∥ = max0≤t≤1|f(t)|:
Theorem 4.1. Let f(t) be an arbitrary real bounded function, which is square integrable in the interval [0;1), and
e(t) = f(t)− ˆ fm(t), t ∈ [0;1); which ˆ fm(t) = ∑
m
i=1 fiϕi(t); is the block pulse series of f(t). Then
∥f(t)− ˆ f(t)∥ ≤ ch: (4.19)
Proof. See [8].
Theorem 4.2. Let y(t) and ym(t) be the exact solution and approximate solution of the nonlinear FIDE in (3.10)
respectively. Also, assume that
(1) ∥y(t)∥ < M; t ∈ I = [0;1)
(2) ∥ki(t;s)∥ < Mi; t ∈ I×I;
then
∥y(t)−ym(t)∥ → 0:
Proof. From Eq.(3.10) we can write
∥em(t)∥ = ∥y(t)−ym(t)∥ ≤ ∥I1∥+∥I2∥+∥I3∥+∥I4∥; (4.20)
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where,
I1 = f0(t)− ˆ f0(t);
I2 =
1
Γ(α)
∫ t
0
(t −s)α−1(
f(s)− ˆ f(s)
)
ds;
I3 =
1
Γ(α)
∫ t
0
(t −s)α−1
∫ s
0
(k1(s;u)y(u)− ˆ k1(s;u)ym(u))duds;
I4 =
1
Γ(α)
∫ t
0
(t −s)α−1
∫ s
0
(k2(s;u)y(u)− ˆ k2(s;u)ym(u))dB(u)ds:
(4.21)
By using (4.19), we obtain
E∥I1∥ = E∥f0(t)− ˆ f0(t)∥ ≤ c1h: (4.22)
We consider now the second term of (4.20). In a similar manner with I1, using (4.19), we get
E∥I2∥ =
1
Γ(α)
E
(
∥
∫ t
0
(t −s)α−1(
f(s)− ˆ f(s)
)
ds∥
)
≤
1
Γ(α +1)
E
(
∥f(t)− ˆ f(t)∥
)
≤
1
Γ(α +1)
c2h: (4.23)
For the third term, we may write
E∥I3∥ =
1
Γ(α)
E
(
∥
∫ t
0
(t −s)α−1
∫ s
0
(k1(s;u)y(u)− ˆ k1(s;u)ym(u))duds∥
)
≤
1
Γ(α +1)
E
(
∥
∫ t
0
(k1(t;s)y(s)− ˆ k1(t;s)ym(s))ds∥
)
≤
1
Γ(α +1)
E
(∫ t
0
∥k1(t;s)∥∥y(s)−ym(s)∥ds
+
∫ t
0
∥k1(t;s)− ˆ k1(t;s)∥(∥y(s)−ym(s)∥+∥y(s)∥)ds
)
≤
1
Γ(α +1)
[
(M1+c3h)∥em(t)∥+Mc3h
]
: (4.24)
Similarly for last term we can write
E∥I4∥2 =
1
Γ(α)
E
(
∥
∫ t
0
(t −s)α−1
∫ s
0
(k2(s;u)y(u)− ˆ k2(s;u)ym(u))dB(u)ds∥
)
≤
1
Γ(α +1)
E
(
∥
∫ t
0
(k2(t;s)y(s)− ˆ k2(t;s)ym(s))dB(s)∥
)
≤
1
Γ(α +1)
(∫ t
0
∥k2(t;s)∥∥y(s)−ym(s)∥ds
+
∫ t
0
∥k2(t;s)− ˆ k2(t;s)∥(∥y(s)−ym(s)∥+∥y(s)∥)ds
)
≤
1
Γ(α +1)
[
(M2+c4h)∥em(t)∥+Mc4h
]
: (4.25)
By substituting (4.22),(4.23) and (4.25) in (4.20) we have
∥em(t)∥ ≤ c1h+
1
Γ(α +1)
c2h+
Mh(c3+c4)
Γ(α +1)
+
M1+M2+c3h+c4h
Γ(α +1)
∥em(t)∥; (4.26)
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we consider γ =
M1+M2+c3h+c4h
Γ(α+1) ;β = c1+ 1
Γ(α+1)c2+
Mh(c3+c4)
Γ(α+1) , so,
∥em(t)∥ ≤
β
(1−γ)
h; (4.27)
we get h = 1
m and choose 0 < γ < 1, by increasing m, it implies ∥em(t)∥ → 0 as m → ∞.
5 Numerical example
To illustrate efﬁciency and accuracy of the presented method we solve below example.
Example 5.1. Consider the stochastic fractional integro-differential equation as follows
Dαy(t) = −
t5et
5
+
6t2:25
Γ(3:25)
+
∫ t
0
etsy(s)ds+σ
∫ t
0
etsy(s)dB(s); t ∈ [0;1); (5.28)
the exact solution with α = 0:75;σ = 0 is:
y(t) =t3;
where y(t) is an unknown stochastic processes deﬁned on the probability space (Ω;z;P) and B(t) is a Brownian
motion process.
In Fig.1 and Fig.2 the solid line is the exact solution (σ0 = 0), points simulate approximated solution with presented
method for σ0 = 0. Also Table 1 shows L2 errors for different values of m. In stochastic case (σ ̸= 0) the problem
dose not have exact solution and we have to simulate sample pathes with the presented method. In this condition we
present mean solution with k iteration. Then we show the mean stochastic solution with long dash in Fig.1 and Fig.2.
Fig.1 results for m = 32 Fig.2 results for m = 64:
Table 1: L2 errors for different values of m
m = 25 m = 26 m = 27 m = 28
1:3×10−2 7:0×10−3 3:6×10−4 6:3×10−5
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6 Conclusion
The aim of present work is applying the method for solving fractional stochastic integro-differential equation. The
properties of the BPFs are used to reduce the problem to a system of linear algebraic equations. The beneﬁt of this
method is low cost of setting up equations without applying any projection method. Also this method can be easily
applied to nonlinear fractional stochastic integro-differential equation. For showing efﬁciency, the method is applied
for an example.
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