Financial fraud can have serious ramifications for the long-term sustainability of an organization, as well as adverse effects on its employees and investors
Introduction

1
Financial fraud has important implications for investors, regulators, auditors, and the general public. In recent years, several high-profile frauds have been uncovered. These frauds have had a significant negative impact on the economy and stock markets worldwide, and have resulted in a general loss of confidence in the integrity of businesses (Albrecht, Albrecht, and Albrecht 2008; Carson 2003 ). For instance, major frauds at Enron, WorldCom, and several other firms were the principal catalyst of a 78 percent drop in the NASDAQ Index between 2000 and 2002. Despite the resulting changes to basic accounting and internal control procedures, the problem has not abated, as the number of known 1 Hsinchun Chen, Roger Chiang, and Veda Storey were the accepting senior editors for this paper. Gediminas Adomavicius served as the associate editor.
The appendix for this paper is located in the "Online Supplements" section of the MIS Quarterly's website (http://www.misq.org). Bankruptcydata.com (2010) frauds in the United States has increased considerably in the past 10 years (Dechow et al. 2011) . According to the Association of Certified Fraud Examiners (2010), the typical organization loses an estimated 5 percent of its total annual revenue to fraud. Moreover, many of the fraud schemes responsible for these losses span several years, underscoring the ineffectiveness of existing fraud prevention mechanisms.
Financial fraud has also contributed to the bankruptcy of major organizations. Table 1 shows that 4 of the 10 largest bankruptcies in U.S. history were associated with major financial frauds (in bold). Three other major bankruptcies, Refco, Global Crossing, and Adelphia (the 13 th , 15 th , and 21 st largest bankruptcies), were also associated with financial frauds. There has not been sufficient time to know whether some of the other recent bankruptcies involved fraudulent activities.
Moreover, the problem appears to have global reach. For example, major incidents in Australia (Harris Scarfe and HIH), Italy (Parmalat), France (Vivendi), the Netherlands (Royal Ahold), Korea, (SKGlobal), China (YGX), Japan (Livedoor Co.), and India (Satyam) indicate that financial fraud is occurring not just in the United States, but throughout the world (Albrecht, Albrecht, and Albrecht 2008) . The Association of Certified Fraud Examiners estimates that every year, worldwide financial fraud losses exceed a trillion dollars. This estimate is based on hundreds of documented financial fraud cases every year in Europe, Asia, Africa, South America, and Oceania, coupled with the reality that many frauds (and resulting losses) go undetected.
In addition to the large-scale economic implications, three stakeholders in particular stand to benefit from enhanced financial fraud detection capabilities: investors, audit firms, and government regulators Lin et al. 2003) . Investors-a term we use broadly to include individuals, investment firms, rating agencies, and others-often have little inside information on potential fraud risk. Fraud detection tools could allow investors to make better informed decisions (Albrecht, Albrecht, and Dunn 2001) . The second group, audit firms, could benefit by using a fraud risk assessment during the client acceptance period, as well as during routine audits (Albrecht, Albrecht, and Albrecht 2008; . Finally, enhanced fraud detection tools could help a third group, government regulators. Since regulators are typically limited in terms of their available time and resources, effective fraud detection tools could allow them to better prioritize and focus their investigatory efforts (Albrecht, Albrecht, and Dunn 2001; Dechow et al. 2011) .
Despite these needs, existing methods for financial fraud detection have been unable to provide adequate fraud detection capabilities, with most studies on U.S. firms attaining detection rates of less than 70 percent Green and Choi 1997; Lin et al. 2003) . Moreover, many prior studies utilized internal (i.e., non-public) data, which is more costly and time-consuming to acquire, and is generally unavailable to many of the aforementioned stakeholders . For instance, even audit firms and regulators do not have access to internal data until an audit/ investigation is already taking place (Albrecht, Albrecht, and Albrecht 2008) . A need remains for techniques capable of providing enhanced detection of financial fraud using publicly available information. While financial fraud can never be confirmed without a full investigation, advances in fraud detection methods may provide red flags that warn stakeholders of the likelihood of fraud (Bay et al. 2006) .
Recent developments in business intelligence (BI) technologies have elevated the potential for discovering patterns associated with complex problem domains (Watson and Wixom 2007) , such as fraud (Bolton and Hand 2002) . Broadly, BI technologies facilitate historical, current, and predictive views of business operations (Shmueli et al. 2007) , and may suggest innovative and robust methods for predicting the occurrence of fraud (Anderson-Lehman et al. 2004 ). In fact, fraud detection is recognized as an important application area for predictive BI technologies (Brachman et al. 1996; Michalewicz et al. 2007 ). Since BI tools facilitate an improved understanding of organizations' internal and external environments (Chung et al. 2005) , enhanced financial fraud detection methods could greatly benefit the aforementioned stakeholder groups: investors, audit firms, and regulators. The research objective of this study is to develop a business intelligence framework for detecting financial fraud using publicly available information with demonstratively better performance than that achieved by previous efforts.
To achieve this objective, we adopted the design science paradigm to guide the development of the IT artifact, the MetaFraud framework (Hevner et al. 2004) . In doing so, we selected meta-learning as the kernel theory to guide the design of the IT artifact. Meta-learning is a specialized form of machine learning that is able to learn about the learning process itself to increase the quality of results obtained (Brazdil et al. 2008 ). This ability was especially useful in our context because of the complexities and nuances associated with fraud detection (Abbasi et al. 2010; Virdhagriswaran and Dakin 2006) . The MetaFraud framework encompasses four components that advocate the use of a rich set of measures derived from publicly available financial statements, coupled with robust classification mechanisms. We rigorously evaluated our framework in a series of experiments that demonstrate the utility of each individual component of the framework, as well as the framework's overall effectiveness in comparison to existing state-of-the-art financial fraud detection methods.
The research contribution of this paper is the MetaFraud framework, which demonstrates that BI techniques (Shmueli et al. 2010; Vercellis 2009 ) based on meta-learning can be integrated via a design science artifact to detect financial fraud with substantially higher performance than that obtained by previous research. Important aspects of the architecture and process of MetaFraud include (1) robust feature construction, which includes organizational and industry contextual information and the use of quarterly and annual data, and (2) a method of fusing stacked generalization, semi-supervised learning, and adaptive/active learning. We demonstrate in the paper how these two facets of the framework substantially enhance fraud detection capabilities over existing techniques. Further, we provide (3) a confidence-level measure that identified a large subset of fraud cases at over 90 percent legitimate and fraud recall, making fraud detection using public information practicable for various stakeholders.
The remainder of this paper is organized as follows. The next section reviews previous efforts to identify financial fraud, and shows the need for more robust methods. The subsequent section introduces the meta-learning kernel theory, and describes its usefulness in the context of financial fraud. It also introduces six hypotheses by which the design artifact was evaluated. The design of the MetaFraud framework is then outlined, and details of the financial measures derived from publicly available information used to detect fraud are presented. The fifth section describes the experiments used to evaluate the MetaFraud framework, and reports the results of the hypothesis testing. A discussion of the experimental results and their implications follows. Finally, we offer our conclusions.
Literature Review
While prior financial fraud detection research has occasionally utilized internal data (e.g., auditor-client relationships, personal and behavioral characteristics, internal control overrides), most recent studies recognized that this strategy is problematic for most stakeholders because internal data sources are not readily available to investors, auditors, or regulators (Albrecht, Albrecht, and Albrecht 2008; Dechow et al. 2011) . Accordingly, we limit our discussion of prior financial fraud detection research to studies that have used publicly available (i.e., external) information. These studies have generally used measures derived from public financial statements in combination with statistical and/or machine learning-based classification methods. A summary of related fraud detection research using external data is presented in Table 2 , which shows the author and the year of publication, a brief description of the feature set, the method used, the data set, and the resulting overall classification accuracy and fraud detection rate. From Table 2 , we see that the time line of prior studies spans a 15-year period from Persons (1995) to Dikmen and Küçükkocaoğlu (2010) , which underscores the continuing importance of financial fraud detection to both academics and practitioners.
With respect to the feature sets utilized, prior studies unvaryingly employed data taken from annual financial reports. Most studies used 8 to 10 financial measures (e.g., Beneish 1999a; Green and Choi 1997; Kirkos et al. 2007 ; Persons Summers and Sweeney 1998) . While most prior studies using larger feature sets did not attain good results (e.g., Fanning and Cogger 1997; Kaminski et al. 2004 ), had greater success using 23 seed financial variables to automatically generate a large set of financial ratios.
The most commonly used classification methods were logistic regression, neural networks, and discriminant analysis, while decision trees, Bayesian networks, and support vector machines (SVM) have been applied in more recent studies Kirkos et al. 2007 ). The number of fraud firms in the data sets ranged from 38 firms to 293 firms. Most studies used a pair-wise approach in which the number of non-fraud firms was matched with the number of fraud firms (Fanning and Cogger 1998; Kirkos et al. 2007; Persons 1995; Spathis 2002; Summers and Sweeney 1998 ). However, a few studies had significantly larger sets of non-fraud firms (Beneish 1999a; Dechow et al. 2011 ).
In terms of results, the best performance values were achieved by , , Kirkos et al. (2007) , and Spathis (2002) . Only these four studies had overall accuracies and fraud detection rates of more than 80 percent. The latter three were all conducted using a data set composed of Greek firms (mostly in the manufacturing sector), which were governed by Greek legislation and Athens Stock Exchange regulations regarding what is classified as unusual behavior by a firm. Given the differences in auditing and reporting standards between Greece and the United States, as well as the larger international community (Barth et al. 2008) , it is unclear how well those methods generalize/ translate to other settings. Cecchini et al. used an SVM classifier that incorporated a custom financial kernel. The financial kernel was a graph kernel that used input financial variables to implicitly derive numerous financial ratios. Their approach attained a fraud detection rate of 80 percent on a 25 fraud-firm test set.
With respect to the remaining studies, Beneish (1999a) attained an overall accuracy of 89.5 percent, but this was primarily due to good performance on non-fraud firms, whereas the fraud detection rate was 54.2 percent. With the exception of Cecchini et al. no other prior study on U.S. firms has attained a fraud detection rate of more than 70 percent.
Our analysis of these studies motivated several refinements that are incorporated in our meta-learning framework, namely (1) the inclusion of organizational and industry-level context information, (2) the utilization of quarterly and annual statement-based data, and (3) the adoption of more robust fraud classification methods. The MetaFraud framework and its components are discussed in detail in the following sections.
Using Meta-Learning as a Kernel Theory for Financial Fraud Detection
As mentioned in the previous section, and evidenced by Table 2 , prior studies using data from U.S. firms have generally attained inadequate results, with fraud detection rates typically less than 70 percent. These results have caused some to suggest that data based on financial statements is incapable of accurately identifying financial fraud (at least in the context of U.S. firms). In one of the more recent studies on U.S. firms, Kaminski et al. (2004, p. 17) attained results only slightly better than chance, causing the authors to state, "These results provide empirical evidence of the limited ability of financial ratios to detect fraudulent financial reporting." A more recent study conducted by researchers at Pricewaterhouse Coopers attained fraud detection rates of 64 percent or lower (Bay et al. 2006) . The limited performance of these and other previous studies suggests that the financial measures and classification methods employed were insufficient. Prior studies have generally relied on 8 to 10 financial ratios, coupled with classifiers such as logistic regression or neural networks. In light of these deficiencies, more robust approaches for detecting financial fraud are needed ).
Design science is a robust paradigm that provides concrete prescriptions for the development of IT artifacts, including constructs, models, methods, and instantiations (March and Smith 1995) . In the design science paradigm, "Methods define processes. They provide guidance on how to solve problems, that is, how to search the solution space" (Hevner et al. 2004, p. 79) . Several prior studies have utilized a design science approach to develop BI technologies encompassing methods and instantiations (Abbasi and Chen 2008a; Chung et al. 2005) . Accordingly, we were motivated to develop a framework for enhanced financial fraud detection (i.e., a method).
When creating IT artifacts in the absence of sufficient design guidelines, many studies have emphasized the need for design theories to help govern the development process (Abbasi and Chen 2008a; Markus et al. 2002; Storey et al. 2008; Walls et al. 1992 ). We used meta-learning as a kernel theory to guide the development of the proposed financial fraud detection framework (Brazdil et al. 2008 ). In the remainder of this section, we present an overview of meta-learning and discuss how meta-learning concepts can be utilized to address the aforementioned research gaps, resulting in enhanced financial fraud detection capabilities. Testable research hypotheses are also presented. A framework based on meta-learning for financial fraud detection is then described and evaluated.
Meta-Learning
Meta-learning is a specialized form of machine learning that uses the expertise acquired through machine learning or data mining processes to increase the quality of results obtained in future applications (Brazdil et al. 2008) . While machine learning provides a multitude of algorithms to complete a task without offering guidance about which particular algorithms to use in a given context, in contrast, meta-learning provides a way to learn about the learning process itself to obtain knowledge about which underlying features and algorithms can be most efficiently applied (Brazdil et al. 2008) . We posit that a meta-learning approach is especially appropriate for financial fraud detection because of the complex, dynamic, and adversarial nature of this problem domain (Virdhagriswaran and Dakin 2006).
Meta-learning was developed in the late 1980s and early 1990s by a number of researchers who sought to integrate several machine learning strategies to enhance overall accuracy (e.g., Wolpert 1992) . The term meta-learning was coined by Chan and Stolfo (1993) , who proposed a method for combining the outputs of multiple machine-learning techniques in a self-adaptive way to improve accuracy. The method has since evolved into several active streams of research in a variety of application domains (Brazdil et al. 2008; Vilalta and Drissi 2002) . Collectively, meta-learning provides an array of prescriptions for improving machine learning capabilities pertaining to a particular problem task.
In machine learning, learning bias refers to any preference for choosing one hypothesis that explains the data over other equally acceptable hypotheses (Mitchell 1997) . Metalearning can be defined as the ability to learn from experience when different biases are appropriate for a particular problem (Brazdil et al. 2008; Rendell et al. 1987) . Meta-learning, therefore, differs from conventional or base-learning techniques in that it enriches the model hypothesis space, which increases the likelihood of finding good models. Yet, the space itself is of fixed form: no dynamic selection of bias takes place. A critical need in the BI area is to devise methods of bias selection that can adapt to changes that may occur in the problem domain (Vilalta and Drissi 2000) .
At another level, two key facets of meta-learning are declarative and procedural bias (Brazdil et al. 2008) . Declarative bias specifies the representation of the space of hypotheses; it is governed by the quantity and type of attributes incorporated (i.e., the feature space). Procedural bias pertains to the manner in which classifiers impose constraints on the ordering of the inductive hypotheses.
An effective meta-learning strategy dynamically identifies appropriate levels of declarative and procedural bias for a given classification task (Vilalta and Drissi 2002) . Declarative bias can be manipulated by altering the feature space (i.e., via expansion or contraction), while procedural bias can be improved by selecting a suitable predictive model or combination of models Vilalta and Drissi 2002) . In the remainder of this section, we describe how declarative bias can be improved by supplementing existing measures based on annual statements with context-based features and quarterly data. We also discuss how procedural bias can be enhanced by using stacked generalization and adaptive learning.
Improving Declarative Bias by Incorporating Context-Based Features and Quarterly Data
Prior financial fraud detection studies have typically utilized feature sets composed of fewer than 30 financial measures (with most using fewer than 10). Moreover, prior studies have relied on measures derived exclusively from annual statements. Consequently, the feature sets incorporated lacked representational richness and were simply not large enough to generate appropriate hypothesis spaces for the classification methods utilized. Meta-learning approaches for expanding the feature space in order to improve declarative bias include feature construction (i.e., the use of seed features to generate additional features) as well as the extraction of new and existing features from additional (parallel) data sets (Brazdil et al. 2008; Vilalta et al. 2004 ). Both of these approaches are discussed below.
Industry-Level and Organizational Context-Based Features
Financial fraud detection relies on identification of financial irregularities. Prior studies have used measures derived from firms' financial statements ( Kaminski et al. 2004; Lin et al. 2003; Summers and Sweeney 1998) . While there is strong theoretical evidence justifying the use of financial measures (Beneish 1999a; Dikmen and Küçükkocaoğlu 2010) , the manner in which they have been utilized merely provides a non-holistic snapshot, without appropriate consideration of the context surrounding these measures. Two important types of contextual information generally omitted by previous studies are organizational and industry-level contexts.
Organizational context information can be derived by comparing a firm's financial performance relative to its performance in prior periods. Auditors commonly compare firms' financial measures across consecutive time periods in order to identify potential irregularities (Ameen and Strawser 1994; Green and Choi 1997) . Further, prior financial fraud detection studies suggest that utilizing measures from the preceding year can provide useful information Fanning and Cogger 1998; Persons 1995; Virdhagriswaran and Dakin 2006) . Consideration of data across multiple time periods can reveal organizational trends and anomalies that are often more insightful than information derived from single-period snapshots (Chen and Du 2009; Coderre 1999; Green and Calderon 1995; Kinney 1987) .
Industry-level context information can be derived by comparing a firm's financial performance relative to the performance of its industry peers. Prior studies have found that certain industries have financial statement irregularity patterns that are unique and distinctly different from other industries (Maletta and Wright 1996) . Beasley et al. (2000) analyzed financial fraud cases arising in three industries over a twodecade period. They found that technology companies and financial-service firms differed considerably in terms of their values for accounting measures as well as the categories of fraud that were pervasive in the two industries. These findings suggest that industry-level context information could be highly useful for automated financial fraud detection.
Despite the potential of industry-level context information to aid in fraud detection, thus far this information has not been utilized in fraud detection research. Fanning and Cogger (1998) noted that industry-level context information represented an important and unexplored future research direction: "Certain variables may become useful classifiers when examined in a sample stratified by industry" (p. 37). Similarly, Spathis (2002, p. 218) claimed that "Industry standing probably would provide additional valuable information." In this study we extend and exploit relevant contextual information.
The use of financial measures without appropriate contextual information results in parsimonious input feature spaces. Accordingly, we posit that feature sets utilizing yearly or quarterly financial measures in conjunction with organizational and industry-level context information will result in improved financial fraud detection performance in terms of overall accuracy and class-level f-measure, precision, and recall. 
Quarterly Statement-Based Features
Most prior studies of financial fraud used only information based on annual statements (Yue et al. 2007 ). However, using both quarterly and annual data can provide a more robust feature space for financial fraud detection (Albrecht, Albrecht, and Albrecht 2004) . On the practice side, Putra provided an extended argument for including an examination of both quarterly and annual data in assessments of financial statement fraud (Accounting Financial and Tax 2009 ). This has been affirmed by several recent research studies. Dechow et al. (2011) proposed an F-score designed to detect accounting fraud from misrepresentations made on quarterly or annual financial statements. Dull and Tegarden (2004) included quarterly financial data in their development of a control-chart approach to monitoring key financial processes. Chai et al. (2006) used quarterly financial statements as the basis for developing rankings of the degree to which firms match rules associated with financial fraud. Albrecht, Albrecht, and Albrecht (2004) argued that annual numbers are often too aggregated to reveal significant differences, and that concealment methods differ dramatically between the end of the first three quarters and the end of the year-end quarter. In their analysis, one large company that manipulated its financial statements used unsupported topside entries-entries that remove the discrepancy between actual operating results and published financial reports-as the major way to commit fraud at the end of the first three quarters, but harder-to-detect, sophisticated revenue and expense frauds at the end of the year. Another company used topside entries at the end of the first three quarters but shifted losses and debt to unconsolidated, related entities at the end of the year.
As a specific example, consider the cash flow earnings difference ratio for the Enron fraud ( Figure 1 ). Figure 1a shows this ratio for Enron and its industry model, over a two-year period, using only annual numbers. While Enron's values are slightly lower than the industry model's, the graph exhibits no recognizable pattern. Figure 1b shows this ratio for Enron and its industry model on a quarterly basis. Enron's figures are primarily positive for the first three quarters, and then sharply negative in the fourth quarter. Throughout the first three quarters, Enron's management was using various accounting manipulations to make their income statement look better (Albrecht, Albrecht, and Albrecht 2004; Kuhn and Sutton 2006) . At the end of the year, Enron's management "corrected" the discrepancy by shifting those losses to offbalance sheet, nonconsolidated special purpose entities (now called variable interest entities). This difference in manipulation methods between quarters is not apparent when analyzing annual data, but it shows up in the cash flow earnings difference ratio when used with quarterly data.
The above evidence supports the argument that incorporating different levels of information granularity is important in detecting financial fraud. Accordingly, we believe that using context-based features taken from both annual and quarterly statements will improve financial fraud detection performance over using features from either category alone. 
H2a
Improving Procedural Bias Using Stacked Generalization and Adaptive Learning
Prior financial fraud detection studies have used several different classification methods, with logistic regression, neural networks, and discriminant analysis being the most common. However, no single classifier has emerged as a state-of-the-art technique for detecting financial fraud (Fanning and Cogger 1998; Kirkos et al. 2007 ). Therefore, the need remains for enhanced classification approaches capable of improving procedural bias. Meta-learning strategies for enhancing procedural bias include stacked generalization and adaptive learning (Brazdil et al. 2008) . Stacked generalization involves the use of a top-level learner capable of effectively combining information from multiple base learners (Vilalta and Drissi 2002; Wolpert 1992) . Adaptive learning entails constant relearning and adaptation (i.e., dynamic bias selection) to changes in the problem environment, including concept drift (Brazdil et al. 2008) .
Stacked Generalization
Classifiers are often diverse with respect to their categorization performance, patterns, and biases (Kuncheva and Whitaker 2003; Lynam and Cormack 2006) . In addition, classifiers frequently provide complementary information that could be useful if exploited in unison (Tsoumakas et al. 2005) . Prior financial fraud detection studies utilizing multiple classification methods have also observed some levels of noncorrelation between the classifiers' predictions, even when overall accuracies were equivalent. For instance, Fanning and Cogger (1998) attained the best overall accuracy using a neural network, yet the fraud detection rates were considerably higher (i.e., 12 percent) when using discriminant analysis. While comparing logistic regression and neural network classifiers, Lin et al. (2003) noted that the two classifiers achieved somewhat comparable overall accuracies; however, logistic regression had 11 percent better performance on non-fraudulent firms, while the neural network obtained 30 percent higher fraud detection rates. Similarly, observed equally good overall results using a UTADIS scoring method and a neural network; however, the respective false positive and false negative rates for the two methods were exact transpositions of one another. These findings suggest that methods capable of conjunctively leveraging the strengths of divergent classifiers could yield improved financial fraud detection performance.
Stacked generalization (also referred to as stacking) provides a mechanism for harnessing the collective discriminatory power of an ensemble of heterogeneous classification methods (Wolpert 1992) . Stacking involves the use of a toplevel classification model capable of learning from the predictions (and classification biases) of base-level models in order to achieve greater classification power (Brazdil et al. 2008; Hansen and Nelson 2002; Ting and Witten 1997; Wolpert 1992 ). As Sigletos et al. (2005 Sigletos et al. ( , p. 1751 noted, "The success of stacking arises from its ability to exploit the diversity in the predictions of base-level classifiers and thus predicting with higher accuracy at the meta-level." This ability to learn from underlying classifiers makes stacking more effective than individual classifier-based approaches or alternate fusion strategies that typically combine base-level classifications using a simple scoring or voting scheme (Abbasi and Chen 2009; Dzeroski et al. 2004; Hu and Tsoukalas 2003; Lynam and Cormack 2006; Sigletos et al. 2005) . Consequently, stacking has been effectively utilized in related studies on insurance and credit card fraud detection, outperforming the use of individual classifiers (Chan et al. 1999; Phua et al. 2004 ).
Given the performance diversity associated with fraud detection classifiers employed in prior research, the use of stacked generalization is expected to be highly beneficial, facilitating enhanced financial fraud detection capabilities over those achieved by individual classifiers. We predict this performance gain will be actualized irrespective of the specific context-based feature set utilized. 
Adaptive Learning
While fraud lies behind many of the largest bankruptcies in history, there are considerable differences between the types of frauds committed and the specific obfuscation tactics employed by previous firms. For instance, the $104 billion WorldCom fraud utilized a fairly straightforward expense capitalization scheme (Zekany et al. 2004) . In contrast, the $65 billion Enron fraud was highly complex and quite unique; the use of special-purpose entities as well as various other tactics made detection very difficult (Kuhn and Sutton 2006) . These examples illustrate how financial fraud cases can be strikingly different in terms of their complexity and nature. Effective financial fraud detection requires methods capable of discovering fraud across a wide variety of industries, reporting styles, and fraud types over time.
Fraud detection is a complex, dynamic, and evolving problem (Abbasi et al. 2010; Bolton and Hand 2002) . Given the adversarial nature of fraud detection, the classification mechanisms used need constant revision (Abbasi et al. 2010) . Adaptive learning methods have the benefit of being able to relearn, in either a supervised or semi-supervised capacity, as new examples become available (Brazdil et al. 2008; Fawcett and Provost 1997) . The ability to adaptively learn is especially useful in the context of financial fraud because the risk environment surrounding fraud is expected to change, making it more difficult to detect (Deloitte 2010) . Virdhagriswaran and Dakin (2006, p. 947) noted that adaptive learning could greatly improve fraud detection capabilities by "identifying compensatory behavior" by fraudsters "trying to camouflage their activities." Similarly, Fawcett and Provost (1997, p. 5) observed that "it is important that a fraud detection system adapt easily to new conditions. It should be able to notice new patterns of fraud." An adaptive, learning-based classifier that is aware of its changing environment and able to constantly retrain itself accordingly, should outperform its static counterpart. 
H4
Collective Impact Attributable to Improving Declarative and Procedural Bias
Based on the previous four hypotheses, we surmise that financial fraud detection methods incorporating meta-learning principles pertaining to the improvement of declarative and procedural bias are likely to provide enhanced discriminatory potential (Brazdil et al. 2008) . Specifically, we expect that the use of industry and organizational context information derived from both yearly and quarterly statements for declarative bias improvement (H1-H2), coupled with stacked generalization and adaptive learning for procedural bias improvement (H3-H4), will facilitate improvements in overall financial fraud detection capabilities. Accordingly, we hypothesized that, collectively, a meta-learning framework that incorporates these principles will outperform existing state-of-the art financial fraud detection methods.
H5
: A meta-learning framework that includes appropriate provisions for improving declarative and procedural bias in concert will outperform existing methods in terms of fraud detection performance.
Prior studies have effectively used ensemble approaches in concert with semi-supervised learning (Balcan et al. 2005; Ando and Zhang 2007; Zhou and Goldman 2004) . For instance, markedly improved the performance of underlying classifiers on several test beds, in various application domains, by using a three-classifier ensemble in a semi-supervised manner. It is, therefore, conceivable that such ensemble-based semi-supervised methods could also facilitate improved procedural bias for financial fraud detection. However, given the reliance of such methods on voting schemes across base classifiers (Balcan et al. 2005; , we believe that ensemble semi-supervised learning methods will underperform meta-learning strategies that harness the discriminatory potential of stacked generalization and adaptive learning.
H6: A meta-learning framework that includes stacked generalization and adaptive learning will provide improved procedural bias over existing ensemble-based semisupervised learning methods, resulting in enhanced financial fraud detection performance.
A Meta-Learning Framework for Financial Fraud Detection
We propose a meta-learning framework for detecting financial fraud to address the research gaps and related hypotheses presented in the previous section, namely (1) the use of organizational and industry contextual information, (2) the use of quarterly and annual data, and the use of more robust classification methods using (3) stacked generalization and (4) adaptive learning. In this section, we demonstrate how our meta-learning framework fulfills each of these requirements to enhance financial fraud detection.
The MetaFraud framework utilizes a rich feature set, numerous classification methods at the base and stack level, and an adaptive learning algorithm. Each component of the framework (shown in Figure 2 ) is intended to enhance financial fraud detection capabilities. Beginning with a set of yearly and quarterly seed ratios, industry-level and organizational context-based features are derived to create the yearly and quarterly feature sets (bottom of Figure 2 ). These feature sets are intended to improve declarative bias. The features are used as inputs for the yearly and quarterly context-based classifiers. The classifications from these two categories of classifiers are then used as input for a series of stack classifiers. The adaptive, semi-supervised learning algorithm, shown at the top of Figure 2 , uses the stack classifiers' predictions to iteratively improve classification performance. The stack classifiers and adaptive learning algorithm are intended to improve procedural bias.
As a simple example, think of Stack_Classifier1 as an SVM, which takes input from bottom (1) yearly context-based classifiers and (2) quarterly context-based classifiers; such as SVM, J48, BayesNet, NaiveBayes etc. Stack_Classifier2 might be a J48 classifier, which accepts inputs from the same bottom yearly and quarterly context-based classifiers: SVM, J48, BayesNet, NaiveBayes etc. Output from the stack classifiers is aggregated and input to the adaptive learner. The four components of the framework are closely related to the research hypotheses. Each of these components is explained below.
Financial Fraud Detection Feature Sets
The framework uses two feature sets based on yearly and quarterly information, respectively. The yearly feature set uses 12 seed financial ratios derived from annual statements to generate additional organizational and industry-level context features. The quarterly feature set uses the quarterly versions of the same 12 ratios, resulting in 48 seed measures, to generate additional quarterly organizational and industrylevel context features. In the ensuing sections, we describe the financial ratios utilized followed by a discussion of the yearly and quarterly feature sets.
Figure 2. The MetaFraud Framework
Financial Ratios
Our selection of the seed financial ratios was influenced by prior financial fraud detection studies. These 12 ratios are described below.
Asset Quality Index (AQI):
AQI is the ratio of noncurrent assets other than property, plant, and equipment, to total assets, for time period t relative to time period t-1. An AQI greater than 1 indicates that the firm has potentially increased its involvement in cost deferral, a possible indicator of asset overstatement fraud (Beneish 1999a ; Dikman and Küçükkocaoğlu 2010).
Asset Turnover (AT):
AT is the ratio of net sales to total assets. When revenue fraud is being committed, net sales are often increased artificially and rapidly, resulting in a large AT value Kirkos et al. 2007; Spathis 2002; Spathis et al. 2002) .
Cash Flow Earnings Difference (CFED):
CFED assesses the impact of accruals on financial statements (Beneish 1999a; Dechow et al. 2011 ). This ratio is often positive when revenue fraud is occurring or when employees are engaging in cash theft.
Days Sales in Receivables (DSIR):
DSIR is the ratio of day sales in receivables in period t to the corresponding measure in period t-1. Firms engaging in revenue fraud often add fictitious receivables, causing DSIR to increase (Green and Choi 1997; Kaminski 2004; Lin 2003) .
Depreciation Index (DEPI):
DEPI is the ratio of the rate of depreciation in period t-1 as compared to period t. Fictitious assets accelerate the depreciation rate, resulting in smaller values for DEPI (Beneish 1999a; ; Dikman and Küçükkocaoğlu 2010).
Gross Margin Index (GMI):
GMI is the ratio of the gross margin in period t-1 to the gross margin in period t. A GMI greater than 1 suggests that gross margins have deteriorated, a condition rarely encountered when a firm is engaging in revenue fraud (Beneish 1999a; Lin 2003) .
Inventory Growth (IG):
IG assesses whether inventory has grown in period t as compared to period t-1. IG is used to detect whether ending inventory is being overstated to decrease cost of goods sold and increase gross margin Dikman, and Küçük-kocaoğlu 2010; Persons 1995) .
Leverage (LEV):
LEV is the ratio of total debt to total assets in period t relative to period t-1. LEV is used to detect whether firms are fictitiously including assets on the balance sheet without any corresponding debt Beneish 1999a; Kirkos, et al 2007; Persons 1995; Spathis 2002; Spathis et al. 2002) .
9.
Operating Performance Margin (OPM): OPM is calculated by dividing net income by net sales. When fraudulent firms add fictitious sales revenues, they often fall to the bottom line without additional costs, thus inflating the value of OPM Persons 1995; Spathis 2002; Spathis et al. 2002) .
10.
Receivables Growth (RG): RG is the amount of receivables in period t divided by the amount in period t-1. Firms engaging in revenue fraud often add fictitious revenues and receivables, thereby increasing RG Dechow et al. 2011; Summers and Sweeney 1998) .
11.
Sales Growth (SG): SG is equal to net sales in period t divided by net sales in period t-1. In the presence of revenue fraud, the value of SG generally increases (Beneish 1999a; Dikman and Küçükkocaoğlu 2010; Persons 1995; Summers and Sweeney 1998) .
12.
SGE Expense (SGEE): SGEE is calculated by dividing the ratio of selling and general administrative expenses to net sales in period t by the same ratio in period t-1. When firms are engaging in revenue fraud, SGE expenses represent a smaller percentage of the artificially inflated net sales, thereby causing SGEE to decrease (Beneish 1999a; Dikman and Küçükkocaoğlu 2010) .
Yearly and Quarterly Context-Based Feature Sets
The yearly and quarterly context-based feature sets used the aforementioned seed ratios to derive industry-level and organizational context features. The context features were developed using feature construction: the process of applying constructive operators to a set of existing features in order to generate new features (Matheus and Rendell 1989) . Feature construction facilitates the fusion of data and domain knowledge to construct features with enhanced discriminatory potential (Dybowski et al. 2003) . In meta-learning, feature construction is recommended as a mechanism for improving declarative bias in situations where the hypothesized set generated by a particular feature set needs to be expanded (Brazdil et al. 2008) . In prior BI studies, feature construction was used to derive complex and intuitive financial ratios and metrics from (simpler) seed accounting variables (Piramuthu et al. 1998; Zhao et al. 2009 ). These new features were often generated by combining multiple seed measures using arithmetic operators such as multiplication and division (Langley et al. 1986; Zhao et al. 2009 ).
We used subtraction and division operators to construct new features indicative of a firm's position relative to its own prior performance (organizational context) or its industry (industrylevel context). First, the organizational context features were constructed by computing the difference between (-) and the ratio of (/) the firms' seed financial ratios (described in the previous section) in the current time period relative to their values for the same ratios in the previous time period.
Second, to generate the industry-level context features, we developed industry-representative models designed to characterize what is normal for each industry. Each firm's industry affiliation was defined by its North American Industry Classification System (NAICS) code. NAICS was used since it is now the primary way Compustat and other standards bodies reference industries. Two types of models were developed. Top-5 models were created by averaging the data from the five largest companies in each industry-year (in terms of sales), and then generating the 12 seed financial ratios from these averaged values. Hence, each industry had a single corresponding top-5 model. Closest-5 models were created for each firm by averaging the data from the five companies from the same industry-year that were most similar in terms of sales. Hence, each firm had a corresponding closest-5 model. The intuition behind using these two types of models was that the top-5 models represent the industry members with the greatest market share (and therefore provide a single reference model for all firms in the industry), while closest-5 models represent the firms' industry peers. As revealed in the evaluation section, both types of models had a positive impact on fraud detection performance.
For a given model, total assets were calculated as the average of total assets of the five companies, while the accounts receivable was the average accounts receivable of the same companies. Multiple firms were used to construct each model in order to smooth out any non-industry-related fluctuations attributable to individual firms (Albrecht, Albrecht, and Dunn 2001) . On the other extreme, using too many firms produced models that were too aggregated. Therefore, in our preliminary analysis, we explored the use of different numbers of firms and found that using five provided the best balance. The industry-level context features were then constructed by computing the difference between (-) and the ratio of (/) the 
Total 336 firms' seed financial ratios and those of their respective top-5 and closest-5 industry models. Table 3 shows the yearly context-based feature set. For each firm, we used the 12 seed year-level ratios (R1-R12) as well as 48 industry-level context features derived using the firms' corresponding top-5 (T1-T12) and closest-5 (C1-C12) industry models. For instance, the industry-level context feature R1-C1 signifies the difference between a firm's Asset Quality Index and that of its closest-5 industry model. An additional 24 organizational context features were constructed using the firms' ratios from the previous year (P1-P12). This resulted in a feature set composed of 84 attributes. Table 4 shows the quarterly context-based feature set. Each of the 12 seed financial ratios was derived from all four quarterly statements, resulting in 48 core features (R1Q1-R12Q4). These were used to generate 96 top-5 model-based industry-level context features (e.g., R1Q1-T1Q1 and R1Q1/T1Q1), and 96 closest-5 model-based features (e.g., R1Q1-C1Q1 and R1Q1/C1Q1). Furthermore, 96 organizational context features were constructed by comparing the firms' ratios in a particular quarter against those from the previous quarter (e.g., R1Q2/R1Q1 denotes the ratio of a firm's Asset Quality Index in quarter 2 as compared to quarter 1). This resulted in a quarterly feature set composed of 336 attributes.
Yearly and Quarterly Context-Based Classifiers
The yearly and quarterly context-based feature sets were coupled with an array of supervised learning classification methods. Prior studies have mostly used logistic regression and neural network classifiers (Fanning and Cogger 1998; Green and Choi 1997; Lin et al. 2003; Persons 1995; Spathis 2002) . However, additional classification methods have also attained good results for financial fraud detection (e.g., Kirkos et al. 2007) , as well as related fraud detection problems (e.g., Abbasi and Chen 2008b; Abbasi et al. 2010) , including support vector machines, tree classifiers, and Bayesian methods. Given the lack of consensus on best methods, as described earlier, a large number of classifiers were used in order to improve overall fraud detection performance. More-over, the use of a large set of classifiers also provided a highly useful confidence-level measure, which is described in the evaluation section.
Accordingly, we incorporated several classifiers in addition to logistic regression and neural networks. Three support vector machines (SVM) classifiers were utilized: linear, polynomial, and radial basis function (RBF) kernels (Vapnik 1999) . Two Bayesian classifiers were used: Naïve Bayes and Bayesian Networks (Bayes 1958) . Various tree-based classifiers were employed, including the J48 decision tree, Naïve Bayes Tree (NBTree), ADTree, Random Forest, and REPTree (Breiman 2001; Freund and Mason 1999; Kohavi 1996; Quinlan 1986 ). Two rule-based classifiers were also included: nearest neighbor (NNge) and JRip (Cohen 1995; Martin 1995) . These 14 classifiers were each run using the yearly and quarterly feature sets, resulting in 28 classifiers in total: 14 yearly context-based classifiers and 14 quarterly context-based classifiers.
Stacked Generalization
In the third component of the framework, we utilized stacked generalization to improve procedural bias, where the classifications from the underlying individual classifiers were used as input features for a top-level classifier (Brazdil et al. 2008; Hansen and Nelson 2002; Hu and Tsoukalas 2003 The testing data for the top-level classifiers was composed of the individual (i.e., bottom-level) classifiers' classifications on the testing instances. The training data for the top-level classifiers was generated by running the bottom-level classifiers using 10-fold cross-validation on the training instances (Dzeroski and Zenko 2004; Ting and Witten 1997) . In other words, the training data was split into 10 segments. In each fold, a different segment was used for testing, while the remaining 9 segments were used to train the bottom-level classifiers. The bottom-level classifiers' classifications from the test instances associated with these 10 secondary folds collectively constituted the top-level classifiers' training data. This approach was necessary to ensure that feature values in the training and testing instances of the stack classifiers were consistent and comparable (Abbasi and Chen 2009; Witten and Frank 2005) .
Adaptive Learning
The ability of adaptive learning approaches to dynamically improve procedural bias are a distinct advantage of metalearning (Brazdil et al. 2008) , particularly for complex and evolving problems such as fraud detection (Fawcett and Provost 1997) . We propose an adaptive semi-supervised learning (ASL) algorithm that uses the underlying generalized stacks. ASL is designed to exploit the information provided by the stack classifiers in a dynamic manner; classifications are revised and improved as new information becomes available. When semi-supervised learning is used, a critical problem arises when misclassified instances are added to the training data (Tian et al. 2007 ). This is a major concern in the context of financial fraud detection, where models need to be updated across years (i.e., semi-supervised active learning), since classification models can incorporate incorrect rules and assumptions, resulting in amplified error rates over time. ASL addresses this issue in two ways. First, the expansion process is governed by the stack classifiers' predictions. Only test instances that have strong prediction agreement across the top-level classifiers in the generalized stacks are added to the training data. Second, during each iteration, the training data set is reset and all testing instances are reclassified in order to provide error correction.
A high-level description of ASL's steps is as follows:
1. Train the bottom-level classifiers and run them on the entire test bed.
2. Train the top-level classifiers in the generalized stack, using the training and testing data generated by the bottom-level classifiers.
3. Reset the training data to include only the original training instances.
4. Rank the test instances based on the top-level classifiers' predictions.
5. If the stopping rule has not been satisfied, add the d test instances with the highest rank to the training data (with class labels congruent with the top-level classifiers' predictions) and increment d. Otherwise go to step 7.
6. If d is less than the number of instances in the test bed, repeat steps 1-5, using the expanded training data for steps 1 and 2.
7. Output the predictions from the top-level classifiers in the generalized stacks. 
Given training examples
T = [t 1 , t 2 , …, t n ],V = [v 1 = Quarterly 1 (T, L), …, v c = Quarterly c (T, L)] Derive top-level stack classifiers' prediction matrix S = [s 1 = Stack 1 ([W, V], L, [Y, Q]), …, s c = Stack c ([W, V], L, [Y, Q])] Reset training data to original set of instances T = [t 1 , t 2 , …, t n ],= [t 1 , t 2 , …, t n , V], l = [l 1 , l 2 , …, l n , Z] Increment selection quantity variable d = d + p Else Exit Loop End If Loop Output S
Figure 3. Adaptive Semi-Supervised Learning Algorithm
During each iteration, the training set is used to train (and run) the bottom-level classifiers on the entire test bed. The toplevel classifiers are then run using the training and testing instance feature values generated by the bottom-level classifiers. The testing instances are ranked based on the top-level classifiers' predictions, where instances with greater prediction agreement across the classifiers are given a higher rank. The selected instances are added to the original training data, where the number of instances added is proportional to the iteration number (i.e., an increasing number of test instances are added during each subsequent iteration). Test instances are added with the predicted class label (as opposed to the actual label), since we must assume that the actual labels of the test instances are unknown (Chapelle et al. 2006) . The instances added in one iteration are not carried over to the next one. The steps are repeated until all testing instances are added during an iteration or the stopping rule has been reached. Figure 3 shows the detailed mathematical formulation of the ASL algorithm. In each iteration, the yearly and quarterly context-based classifiers are run with the training data T and class labels Y. These yearly and quarterly classifiers are each run in two ways. First, they are trained on T and run on the testing data R to generate the two m × c test data prediction matrices Y and Q. Next, they are run on T using 10-fold cross validation in order to generate the two n × c training data matrices (W and V) for the generalized stacks' top-level classifiers (as described earlier). The predictions from the top-level classifiers are used to construct the stack prediction matrix S. Once the stack predictions have been made, the training set is reset to its original instances in order to allow error correction in subsequent iterations in the event that an erroneous classification has been added to the training set. Next, the top-level classifiers' predictions for each instance are aggregated across classifiers (in P), and only those instances with unanimous agreement (i.e., ones deemed legitimate or fraudulent by all top-level classifiers) are given a weight of 1 in X. If the number of instances in X with a value of 1 is greater than or equal to the selection quantity variable d, we add d of these test instances to our training set T with class labels that correspond to the top-level classifiers' predictions (Z). We then increment d so that a larger number of instances will be added in the following iteration. If there are insufficient unanimous agreement instances in X, we do not continue since adding ones where the top-level classifiers disagree increases the likelihood of inserting misclassified instances into the training set. Otherwise, the process is repeated until all testing instances have been added to the training set (i.e., d > m).
Evaluation
Consistent with Hevner et al. (2004) , we rigorously evaluated our design artifact. We conducted a series of experiments to assess the effectiveness of our proposed financial fraud detection framework; each assessed the utility of a different facet of the framework. Experiment 1 evaluated the proposed yearly and quarterly context-based feature sets in comparison with a baseline features set composed of annual statementbased financial ratios (H1). Experiment 2 assessed the effectiveness of using stacked classifiers. We tested the efficacy of combining yearly and quarterly information over using either information level alone (H2) and also compared stacked classifiers against individual classifiers (H3). Experiment 3 evaluated the performance of adaptive learning versus a static learning model (H4). Experiments 4 and 5 assessed the overall efficacy of the proposed meta-learning framework in comparison with state-of-the-art financial fraud detection methods (H5) and existing ensemble semi-supervised learning techniques (H6).
We tested the hypotheses using a test bed derived from publicly available annual and quarterly financial statements. The test bed encompassed 9,006 instances (815 fraudulent and 8,191 legitimate), where each instance was composed of the information for a given firm, for a particular year. Hence, for each instance in the test bed, the 12 financial ratios (described earlier in the section "Financial Fraud Detection Feature Sets") were derived from the annual and quarterly financial statements for that year.
The data collection approach undertaken was consistent with the approaches employed in previous studies (e.g., Dechow et al. 2011) . The fraudulent instances were identified by analyzing all of the SEC Accounting and Auditing Enforcement Releases (AAERs) posted between 1995 and 2010. Based on these AAERs, fraudulent instances for the fiscal years ranging from 1985 to 2008 were identified. The information gathered from the AAERs was verified with other public sources (e.g., business newspapers) to ensure that the instances identified represented bona fide financial statement fraud cases. Consistent with prior research, firms committing fraud over a two-year period were treated as two separate instances Dikmen and Küçükkocaoğlu 2010; Persons 1995) . Thus, the 815 fraudulent instances were associated with 307 distinct firms.
The legitimate instances encompassed all firms from the same industry-year as each of the fraud instances (Beneish 1999a; . After removing all non-fraud firm-year instances in which amendments/restatements had been filed as well as ones with missing statements (Cecchini et al. 2010), 8,191 legitimate instances resulted. As noted by prior studies, although the legitimate instances included did not appear in any AAERs or public sources, there is no way to guarantee that none of them have engaged in financial fraud (Bay et al. 2006; Dechow et al. 2011; Kirkos et al. 2007 ).
Consistent with prior work , the test bed was split into training and testing data based on chronological order (i.e., firm instance years). All instances prior to 2000 were used for training, while data from 2000 onward was used for testing. The training data was composed of 3,862 firm-year instances (406 fraudulent and 3,456 legitimate), while the testing data included 5,144 firm-year instances (409 fraudulent and 4,735 legitimate). All 14 classifiers described in the section "Yearly and Quarterly Context-Based Classifications" were employed. For all experiments, the classifiers were trained on the training data and evaluated on the 5,144-instance test set.
For financial fraud detection, the error costs associated with false negatives (failing to detect a fraud) and false positives (considering a legitimate firm fraudulent) are asymmetric. Moreover, these costs also vary for different stakeholder groups. For investors, prior research has noted that investing in a fraudulent firm results in losses attributable to decreases in stock value when the fraud is discovered, while failing to invest in a legitimate firm comes with an opportunity cost (Beneish 1999a) . Analysis has revealed that the median drop in stock value attributable to financial fraud is approximately 20 percent, while the average legitimate firm's stock appreciates at a rate of 1 percent, resulting in an investor cost ratio of 1:20 (Beneish 1999a . From the regulator perspective, failing to detect fraud can result in significant financial losses (Albrecht, Albrecht, and Dunn 2001; Dechow et al. 2011) . On the other hand, false positives come with unnecessary audit costs. According to the Association of Certified Fraud Examiners (2010), the median loss attributable to undetected financial statement fraud is $4.1 million (i.e., cost of false negatives), while the median audit cost (i.e., cost of false positives) is $443,000 (Charles et al. 2010) . For regulators, this results in an approximate cost ratio of 1:10. Accordingly, in this study we used cost ratios of 1:20 and 1:10 to reflect the respective situations encountered by investors and regulators.
It is important to note that, consistent with prior work, we only consider error costs (Beneish 1999a; ). In the case of the regulator setting, the cost breakdown is as follows:
• Due to space constraints, in the following three subsections we only reported performance results for the investor situation, using a cost ratio of 1:20. Appendices A, B, and C contain results for the regulator situation (i.e., using a cost setting of 1:10). However, in the final two subsections, when comparing MetaFraud against other methods, results for both stakeholder groups' cost settings are reported. The evaluation metrics employed included legitimate and fraud recall for the two aforementioned cost settings (Abbasi et al. 2010; . Furthermore, area under the curve (AUC) was used in order to provide an overall effectiveness measure for methods across cost settings. Receiver operating characteristic (ROC) curves were generated by varying the false negative cost between 1 and 100 in increments of 0.1, while holding the false positive cost constant at 1 (e.g., 1:1, 1:1.1, 1:1.2, etc.), resulting in 991 different cost settings. For each method, AUC was derived from these ROC curves. Moreover, all hypothesis testing results in the paper also incorporated multiple cost settings (including the investor and regulator settings).
Comparing Context-Based Classifiers against Baseline Classifiers
Most prior studies have utilized 8 to 10 financial ratios devoid of organizational or industry-level context information (e.g., Beneish 1999a; Dikmen and Küçükkocaoğlu 2010; Lin et al. 2003; Persons 1995; Spathis 2002) . Accordingly, we evaluated the effectiveness of the yearly and quarterly contextbased feature sets (described earlier and in Tables 3 and 4) in comparison with a baseline feature set composed of the 12 ratios described earlier. For the baseline, these 12 ratios were derived from the annual statements, as done in prior research (Kaminski et al. 2004; Kirkos et al. 2007; Summers and Sweeney 1998) . The three feature sets were run using all 14 classifiers described in the previous section. Table 5 shows the results for the baseline classifiers. Tables  6 and 7 show the results for the yearly and quarterly contextbased classifiers (i.e., the 14 classifiers coupled with the 84 and 336 yearly and quarterly context-based features, respectively). Due to space limitations, we report only the overall AUC and legitimate/fraud recall (shaded columns) and legitimate/fraud precision when using the 1:20 investor cost setting . Results for the regulator cost setting can be found in Appendix A.
For all three feature sets, the best AUC results were attained using NBTree and Logit. These methods also provided the best balance between legitimate/fraud recall rates for the investor cost setting. In comparison with the baseline classifiers, the yearly and quarterly context-based classifiers had higher overall AUC values, with an average improvement of over 10 percent. For the quarterly and yearly context-based classifiers, the most pronounced gains were attained in terms of fraud recall (17 percent and 23 percent higher on average, respectively). The results for the various yearly and quarterly context-based classifiers were quite diverse: six of the quarterly classifiers had fraud recall rates over 80 percent while three others had legitimate recall values over 90 percent. Classifiers such as SVM-Linear and REPTree were able to identify over 85 percent of the fraud firms (but with false positive rates approaching 40 percent). Conversely, treebased classifiers such as J48, Random Forest, and NBTree had false positive rates below 10 percent, but with fraud recall rates of only 25 to 50 percent. This diversity in classifier performance would prove to be highly useful when using stacked generalization (see the subsection "Evaluating Stacked Classifiers").
Context-Based Classifiers Versus Baseline Classifiers
We conducted paired t-tests to compare the performance of our yearly and quarterly context-based classifiers against the baseline. Consistent with H1, three different settings were evaluated at the yearly and quarterly level: organizational, industry, and organizational plus industry (i.e., the context classifiers from Tables 6 and 7 ). The t-tests were conducted on legitimate and fraud recall. We ran paired t-tests using cost settings of 1:5 to 1:50 (in increments of 5) across the 14 classifiers. For each test, this resulted in 140 controlled pairs: 10 cost settings multiplied by 14 classifiers. This particular range of costs was chosen since it incorporated the two cost settings used in this study as well as those employed in prior studies (e.g., Beneish 1999a; , and therefore represented a reasonable range of costs for various stakeholder groups. Costs and classifiers were controlled in the ttest in order to isolate the impact of the input features (as described in H1). Table 8 shows the t-test results. The three yearly settings each significantly outperformed the baseline classifiers on fraud recall/precision and legit precision. However, the performance gains for legitimate recall were not significant for alpha set to 0.05, with p-values of 0.211, 0.056, and 0.065. This was due to the imbalanced performance of the baseline ratios (high legit recall and very low fraud recall). Nevertheless, the yearly organizational, industry, and context feature sets all improved legitimate recall (with the latter two significant at alpha = 0.1). The three quarterly settings significantly outperformed the baseline classifiers in terms of legitimate To further assess the impact of the context features, we computed the information gain (IG) for each feature. IG is a univariate measure of the amount of entropy reduction provided by a particular attribute across classes. IG scores are greater than or equal to 0, with higher scores indicating greater discriminatory potential. Related fraud detection work has used IG to measure the ability of context features to discriminate between fraud and non-fraud instances (Abbasi et al. 2010 ). We computed the IG scores for all features in the yearly and quarterly context-based feature sets. Table 9 shows the top 15 features (based on their IG score) in both feature sets. For each feature, the three columns denote the feature rank, description, and IG value, respectively. For the description columns, the letters R, T, C, Q, and P represent ratio, top-5 industry model, closest-5 industry model, quarter, and previous year, respectively, while the numbers indicate the ratio or quarter number. Hence, for the yearly contextbased features, the description R2 denotes the second ratio in the subsection "Financial Ratios." R7 / P7 represents ratio number 7 divided by ratio number 7 from the previous year. R2 -T2 signifies the value of ratio number 2 (from the subsection "Financial Ratios") minus the value of ratio 2 for the firms' corresponding top-5 industry model. The top ranked quarterly ratio-based feature R8Q4 / C8Q4 signifies the value of ratio 8 (from "Financial Ratios") in quarter 4 divided by the value of ratio 8 in quarter 4 for the firms' corresponding closest-5 industry model. Based on Table 9 , it is apparent that most of the best features were industry-level and organizational context-based measures. These context measures, coupled with ratios 1, 7, and 8 (asset quality index, inventory growth, and leverage) seemed to provide the best discriminatory potential. The table provides insights into how the context-based measures supplemented the financial ratios, resulting in enhanced financial fraud detection capabilities
Evaluating Stacked Classifiers
We evaluated the effectiveness of using stacking, where the classifications from the underlying individual classifiers were used as input features for the top-level classifiers. Three types of stacks were utilized: yearly, quarterly, and combined. The top-level yearly stack classifiers each used the 14 yearly context-based classifiers as their input features. The top-level quarterly stack classifiers each used the 14 quarterly contextbased classifiers, while the top-level combined stack classifiers used all 28 yearly and quarterly context-based classifiers as input features. For each of three categories of stacks, we used all 14 classification methods as the top-level classifiers. The stack classifiers were trained and tested using the approach described in the subsection "Stacked Generalization." The training data for the top-level classifiers was generated by running the bottom-level classifiers using 10-fold crossvalidation on the training instances. The resulting classifications generated by the bottom-level classifiers for all the training instances collectively constituted the top-level classifiers' training data. Tables 10 and 11 show the results for the yearly and quarterly stack classifiers. Most stacks had AUC values above 0.8, with the highest value attained using quarterly stack with an SVM-RBF top-level classifier. For the investors' cost situation, fraud recall rates tended to be considerably higher than legitimate recall rates. This outcome, which is a result of the cost setting used (i.e., 1:20), is likely desirable since an investor's costs associated with failing to detect fraud are considerably higher than the costs associated with false positives (Beneish 1999a) . The yearly and quarterly stack classifiers' results were noticeably better than those achieved using their individual context-based counterparts (see Table 6 ), with an average gain of over 11 percent in terms of AUC. All 14 yearly stacks had higher fraud f-measures, while 13 also had higher legitimate f-measures, suggesting that in addition to improved overall accuracy, the yearly stacks were far more balanced in their performance across legitimate and fraudulent instances. For the investor cost setting, the most balanced results were attained using a Random Forest classifier. The Opposite to hypothesis quarterly stack classifiers had considerably better fraud recall rates than the individual quarterly context-based classifiers (see Table 7 ), outperforming them by nearly 25 percent on average. However, this improved fraud recall was coupled with reduced legitimate recall for four of the classifiers.
When compared to the yearly stacks, the quarterly stacks yielded higher fraud recall rates (12 percent higher on average); every quarter stack classifier identified at least 80 percent of the fraud firms, albeit with false positive rates generally above 30 percent. However, both the yearly and quarterly stacks had comparable average AUC values. This was attributable to the yearly stacks' 6 percent higher average performance on legitimate firms, which resulted in considerably lower false positive rates. Table 12 shows the results for the combined stack classifiers, which used the yearly and quarterly context-based classifiers' classifications as input. The overall AUC values ranged from 0.839 to 0.904, with the best results attained using a SVMLinear classifier. All 14 combined stacks outperformed their yearly and quarterly stack counterparts, with an average AUC gain of 3 to 5 percent. For the investor cost setting, while some of the combined stacks had higher legitimate/fraud recall rates, they were generally more balanced than the yearly and quarterly stacks in terms of their classifications (e.g., SVM-Linear, Logistic Regression, J48, Bayesian Network, JRip, and Neural Network). This suggests that the enhanced performance of the combined stacks was attributable to their ability to leverage the complementary information provided by the yearly and quarterly context-based classifiers.
H2: Combined Stack Classifiers Versus Yearly and Quarterly Stack Classifiers
We conducted paired t-tests to compare the performance of the combined stacks against the yearly (H2a) and quarterly (H2b) stack classifiers using the same setup as the previous hypothesis test (H1). Table 13 shows the t-test results. The combined stack classifiers significantly outperformed the yearly stack classifiers on legitimate and fraud precision/recall (with all four p-values < 0.01). The combined stacks also outperformed the quarterly stacks on legitimate precision/ recall and fraud precision. However, the quarter stacks had significantly better performance gain on fraud recall (denoted by a plus sign). Overall, seven out of eight tests were significant; the t-test results support H2a-b and suggest that combining yearly and quarterly information can facilitate enhanced financial fraud detection capabilities.
To further assess the effectiveness of combining yearly and quarterly information, we performed an instance-level analysis of the classifications made by all 14 combined stack classifiers. For each of the instances in our test bed, we aggregated 
Figure 4. Instance-Level Analysis of Combined Stack Classifiers' Aggregated Classifications
that particular instance's 14 classification scores. Since the classifiers assigned a "-1" to instances classified as fraudulent and "1" to instances considered legitimate, the aggregated scores varied from -14 to 14 (in intervals of 2). Hence, a score of 12 meant that 13 classifiers considered the instance legitimate and 1 deemed it fraudulent. The absolute value |x| of an aggregated score x represents the degree of agreement between stack classifiers. For each |x|, class-level precision and recall measures were computed as follows: All instances with positive aggregated scores (i.e., x > 0) were considered legitimate (i.e., scores of 2, 4, 6, 8, 10, 12, and 14) while those with negative scores (i.e., x < 0) were considered fraudulent. These score-based predictions were compared against the actual class labels to generate a confusion matrix for each |x|. From each confusion matrix, legit/fraud precision and recall were computed, resulting in performance measures for every level of classifier agreement (i.e., minimal agreement of |x| = 2 to maximal agreement |x| = 14). It is important to note that the 5.8 percent of instances in the test bed that had an aggregated score of 0 were excluded from the analysis (i.e., test instances where the classifiers were evenly split between predictions of legitimate and fraudulent). Figure 4 shows the analysis results. The first column shows |x|; the absolute value of the aggregated score x for an instance. Columns two, three, five, and six show legitimate/ fraud precision and recall percentages attained on instances with that particular score. Columns four, seven, and eight depict the percentage of the legit, fraud, and total instances in the test bed covered by that score, respectively. The chart at the bottom left shows plots of the precision rates (i.e., columns 2 and 5) and recall rates (columns 3 and 6) for instances with that score. The chart at the bottom right shows cumulative precision and recall rates if using that score as a threshold. The results can be interpreted as follows: 32.7 percent of all instances in the test set had a score of -14 or 14. These instances accounted for 33.4 percent of all legitimate test instances and 24 percent of all fraud test instances. Of these instances, 96.5 percent of the legitimate instances were correctly classified (i.e., x = 14) while the remaining 3.5 percent were misclassified as fraudulent (i.e., x = -14).
The results reveal that these aggregated scores provide a nice mechanism for assessing the confidence level of a particular classification. When all 14 combined stacks agreed (i.e., the , the legit and fraud recall rates were 96.5 and 90.8 percent, respectively. Moreover, this accounted for 32 percent of the test instances. Looking at the chart on the left, as expected, lower scores generally resulted in diminished recall rates (one exception was fraud recall, which increased when using a score of 12). Based on the chart on the right, the performance degradation was quite gradual for thresholds greater than 4. For example, using a threshold of 6 or better resulted in legitimate and fraud recall rates of over 90 percent on instances encompassing 79.2 percent of the test bed. Using the aggregated scores as a confidence-level measure can be useful for prioritizing regulator or investor resources. Moreover, the stack scores can also be exploited in a semisupervised learning manner to further improve performance, as discussed in the next subsection.
We also analyzed the combined stack classifiers' fraud detection rates for different sectors by categorizing the 409 fraud firm-years in the test set based on their top-level NAICS classifications (also referred to as business sectors). While the 20 top-level classifications (e.g., manufacturing, wholesale, retail, construction, mining, etc.) are more general than the 1,017 bottom-level industry classifications in the NAICS hierarchy, which were used to build the industry-level models, aggregating results at the top-level provided interesting insights. Figure 5 shows the results for all top-level NAICS codes with at least 10 fraud firm-years in the test set. The table on the left lists the results for the combined stack classifiers, while the chart on the right shows the combined stacks' results relative to the yearly context and baseline classifiers.
The combined stacks performed best on merchandise firms at various stages of the supply chain (e.g., manufacturing, wholesale, retail), with fraud recall of between 94 and 100 percent on such firms. The yearly context and baseline classifiers also performed best on these sectors, although with lower detection rates. The enhanced performance on manufacturing firms is consistent with previous work that has also attained good fraud detection rates on such data ( Kirkos et al. 2007; Spathis 2002 ). The combined stacks had relatively lower fraud recall rates on firms in the information and finance/insurance sectors (73 percent and 77 percent), although still higher than the yearly context (approximately 60 percent) and baseline classifiers (less than 50 percent). Analysis of the test bed revealed that fraud firms in these two sectors were 25 percent more prevalent in the test set, as compared to the training data. Since fraud is often linked to financial distress (Chen and Du 2009; Zhao et al. 2009 ), the increased number of fraud firms from the information sector appearing in the year 2000 onward could be related to the dotcom bubble burst. Similarly, fraud in the financial sector continues to grow and play a pivotal role in the economy (Stempel 2009 ). Such temporal changes in fraud patterns attributable to overall economic and industry-level conditions further underscore the importance of adaptive learning approaches (discussed in the next subsection).
H3: Yearly and Quarterly Stack Classifiers Versus Context-Based Classifiers
We conducted paired t-tests to compare the performance of the yearly stacks against the yearly context-based classifiers (H3a) and the quarterly stacks against the quarterly context- Table 14 ). The yearly stacks significantly outperformed the yearly context-based classifiers on legitimate and fraud precision/recall, with all four p-values less than 0.01. With respect to H3b, the quarterly stacks significantly outperformed the quarterly context-based classifiers on legitimate precision and fraud precision/recall. While the quarterly stacks also had higher legitimate recall rates, the gains were not significant. Overall, three of the four conditions were significant. The results support our hypothesis that stack classifiers can improve financial fraud detection capabilities over simply using individual classifiers, irrespective of whether yearly or quarterly features are being employed. The two values on the bottom right corner of the charts indicate the mean AUC (i.e., the AUC for the solid black lines) and the mean range (i.e., the area of the shaded regions). Looking at the charts, we can see that the yearly context-based classifiers had greater variability across classifiers; the larger shaded region is indicative of classifiers that varied considerably in terms of their true/false positive rates (with some providing better legitimate recall, and others specializing in fraud recall). In contrast, the stacks provided better performance and also exhibited less variation; their curves were situated closer to one another (as evidenced by the smaller shaded region), while the results of the contextbased classifiers are relatively sporadic. The AUC values varied 6 percent across the yearly stacks and 19 percent across the yearly context-based classifiers. Although not depicted here, a similar trend was observed with the quarterly stack and context classifiers. These results are consistent with prior research, which has suggested that stacked generalization can improve performance, generalization ability, and reliability when applied to a diverse set of complementary underlying classifiers (Lynam and Cormack 2006; Sigletos et al. 2005; Wolpert 1992 ).
Evaluating Adaptive Semi-Supervised Learning
We ran the ASL algorithm on top of the base and stack classifiers, as described in the "Adaptive Learing" subsection. During each iteration, we incremented d by 10 (i.e., p = 10).
The test instances were evaluated in chronological order. In other words, ASL was first run on the data from 2000. Once all of the instances from 2000 had been processed (i.e., assigned final predictions), ASL moved on to the firms from 2001. Once the algorithm had finished running, the prediction values in the S matrix were used to compute the performance of the 14 classifiers. Table 15 shows the results. All 14 classifiers had AUC values above 0.866, with many classifiers attaining values over 0.900. The most balanced results were attained using an NBTree top-level classifier, which yielded the highest AUC and attained legitimate and fraud recall rates above 88 percent for the investor cost setting. The results of all 14 ASL classifiers were better than those achieved using their combined stack counterparts (i.e., static supervised learning). The biggest gains were achieved when the Bayesian Network classifier was used.
H4: ASL Versus Combined Stack Classifiers
We conducted paired t-tests (n = 140) to compare the performance of the adaptive semi-supervised learning classifiers against the combined stack classifiers (H4). The adaptive semi-supervised learning classifiers significantly outperformed the combined stack classifiers on legitimate precision/ recall (both p-values < 0.001) and fraud precision/recall (pvalues < 0.001 and 0.049, respectively). The t-test results support H4 and suggest that adaptive learning can further enhance financial fraud detection performance over static supervised learning models.
The two solid lines in Figure 7 show the legitimate and fraud recall performance of ASL in comparison with the combined [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] . ASL had higher legit/fraud recall rates across years. Margins seemed to improve in later years. The improved performance on both legitimate and fraud firms suggests that adaptive learning is important not only to better detect fraud firms, but also in order to react to changes in non-fraud firms. The biggest improvements in fraud recall were in the information and financial and insurance sectors (over 5 percent), the two sectors where the combined stacks underperformed. Given the adversarial nature of fraud detection (Virdhagriswaran and Dakin 2006) , one may expect fraud detection rates for static models to deteriorate over time, as evidenced by the decreasing performance for the combined stacks from 2004 onward. In contrast, ASL's fraud performance holds steady across these years.
However, this analysis assumes that no new training data is made available during the test time period 2000-2008 (i.e., only data through 1999 was used for training). In order to evaluate the impact of having additional training data on the performance of ASL and the combined stacks, we used an expanding window approach. For a given test year a, all instances up to and including year a -2 were used for training (e.g., test year 2002 was evaluated using training data through 2000). A two-year window was used since prior research has noted that the median time needed to detect financial fraud is 26.5 months . The dotted lines in Figure 7 show the results for these "dynamic" ASL and stack classifiers. Based on the results, as expected, the dynamic stacks outperformed the static combined stacks. The gains in legitimate and fraud recall were most pronounced for 2005 onward. Dynamic ASL also improved performance over ASL, particularly for fraud recall. Moreover, ASL outperformed the dynamic stack in legitimate recall for all 7 years and on fraud recall for 6 of 7 years, while dynamic ASL dominated the dynamic stack with respect to legitimate/fraud recall. Appendix F provides additional analysis which shows that ASL outperformed dynamic stacks for any window length between 1 and 5 years. The results suggest that ASL is able to effectively leverage existing knowledge, including knowledge gained during the detection process, toward enhanced subsequent detection of firms.
To illustrate this point, we analyzed fraud firm-years correctly detected by ASL that were not identified by the combined stacks (we refer to these instances as y firm-years). Sensitivity analysis was performed to see how fraud firms previously added to the classification models (x firm-years) subsequently impacted ASL's prediction scores for each of these y firm-years. This was done by failing to add each x firm-year to the model, one at a time, in order to assess their individual impact on the ASL prediction scores for the y firmyears. One example generated as a result of the analysis is depicted in Figure 8 . The four gray nodes represent y firmyears: fraud instances correctly identified by ASL (that were misclassified by the combined stacks). White nodes represent x firm-years: fraud instances from the test set that were added to the classification models by ASL. Node labels indicate firms' names and top-level NAICS categories. The x-axis displays the years associated with these firm-years (2000) (2001) (2002) (2003) (2004) (2005) . A directed link from a white node to a gray one can be interpreted as that x firm-year influencing the prediction score of the y firm-year. The nature and extent of the influence is indicated by the number along the link. For example, a "2" means that the absence of that particular x firm-year from the classification model worsened the y firm-year's ASL score by two. For example, the addition of MCSi in 2002 improved the prediction score for Natural Health in 2005 by one. Figure 8 provides several important insights regarding the adaptive learning component of the MetaFraud framework. It reveals that new fraud firm-year detections were not necessarily attained simply by adding one or two additional fraud cases. Rather, they were sometimes the result of a complex series of modifications to the training models. In some cases, these correct predictions were the culmination of modifications spanning several years of data. For example, the detection of Interpublic Group and Natural Health in 2005 leveraged 6-10 x firm-years between 2000 and 2005. However, firms from the same year also played an important role, as evidenced by the positive impact Diebold and Dana Holding had on Natural Health in 2005. Interestingly, business sector affiliations also seemed to play a role in the adaptive learning process: several of the links in the figure are between firms in the same sector. For example, three of the firms that influenced Natural Health were also from the wholesale trade sector, while one or two of the firms that impacted Charter Communications and Interpublic Group were from the information and professional services sectors, respectively. It is also important to note that not all x firmyears' additions to the models had a positive impact. For example, both Veritas Solutions and Cornerstone (from 2000) worsened Bennett Environmental's prediction score by one. Thus, Figure 8 sheds light on how ASL was able to improve the detection of fraudulent firms. It is important to note that in our analysis, consistent with prior work, we represent each fraud firm based on the year in which the fraud occurred (Cecchini et al. 2011 ). An interesting future direction would be to also consider when the fraud was actually discovered, and to use this information to retrospectively identify previously undetected frauds committed in earlier years.
Evaluating MetaFraud in Comparison with Existing Fraud Detection Methods
We evaluated MetaFraud in comparison with three prior approaches that attained state-of-the-art results: Kirkos et al. (2007) , . Each of these three approaches was run on our test bed, in comparison with the overall results from the proposed meta-learning framework. Kirkos et al. and Gaganis each attained good results on Greek firms, with overall accuracies ranging from 73 to 90 percent and 76 to 87 percent, respectively. Cecchini et al. attained excellent results on U.S. firms, with fraud detection rates as high as 80 percent. In comparison, prior studies using public data all had fraud detection rates of less than 70 percent. The details regarding the three comparison approaches are as follows.
Kirkos et al. used a set of 10 ratios/measures in combination with three classifiers: ID3 decision tree, neural network, and Bayesian network. We replicated their approach by including the same 10 ratios/measures: debt to equity, sales to total assets, sales minus gross margin, earnings before income tax, working capital, Altman's Z score, total debt to total assets, net profit to total assets, working capital to total assets, and gross profit to total assets. We also tuned the three classification algorithms as they did in their study (e.g., the number of hidden layers and nodes on the neural network).
Gaganis used 7 financial ratios in combination with 10 classification algorithms. We replicated his approach by including the same seven ratios: receivables to sales, current assets to current liabilities, current assets to total assets, cash to total assets, profit before tax to total assets, inventories to total assets, and annual change in sales. We ran many of his classification methods that had performed well, including neural network, linear/polynomial/RBF SVMs, logistic regression, k-Nearest neighbor, and different types of discriminant analysis. The parameters of all techniques were tuned as was done in the original study. We included the results for the three methods with the best performance: linear SVM, Neural Net, and Logit.
Cecchini et al. used an initial set of 40 variables. After preprocessing, the remaining 23 variables were used as input in their financial kernel. Following their guidelines, we began with the same 40 variables and removed 19 after preprocessing, resulting in 21 input variables for the financial kernel.
All comparison techniques were run using the same training and testing data used in our prior experiments. ROC curves were generated, and AUC for the ROC curves was computed (as with the previous experiments). For MetaFraud, we generated a final prediction for each test case by aggregating the predictions of the 14 ASL classifiers to derive a single stack score for each instance (as described earlier). We used the results of the ASL classifiers since these results are based on the amalgamation of all four phases of MetaFraud and therefore signify the final output of the meta-learning framework. Table 16 and Figure 9 show the experiment results. Table 16 depicts the results for MetaFraud (MF) and the comparison methods using both the regulator (1:10) and investor (1:20) cost settings. In addition to legitimate and fraud recall, we 
Figure 9. ROC Curves for MetaFraud and Comparison Methods Using Varying Cost Settings
also assessed the error cost per instance (i.e., firm-year) of each method. For the regulator setting, each false positive was assessed a cost of $443,000 (median cost of audit) while false negatives were attributed a cost of $4,100,000 (median cost of financial statement fraud). For the investor setting, the cost of false negatives was computed as a 20 percent drop in the median stock value across firms in our test bed (i.e., 20 percent of $120M, or $24M). The cost of false positives was the opportunity cost of failing to invest in a legitimate firm; this was computed as a 1 percent increase in the median stock value ($1.2M) (Beneish 1999a . The error cost numbers depicted are in thousands of dollars. Based on the table, the results for MF were considerably better than those associated with all three comparison methods. MF had higher overall AUC and better legitimate and fraud recalls for both cost settings. These performance gains had a significant financial impact: the errors produced by MF cost approximately $49K to $136K less per firm-year than comparison methods for the regulator setting; MF saved $307K and $225K per firm, respectively, over baselines of auditing all firms and auditing none. From the investor perspective, where low false negative rates are even more critical, MF's error costs were at least $179K per firm less than comparison methods. Across the test bed, MetaFraud's total error costs were $250M better than the best comparison method on the regulator setting and $900M better on the investor setting. Further analysis of the error costs associated with the regulator and investor settings for various components of MetaFraud and comparison methods can be found in Appendices D and E. Gaganis in terms of overall AUC and legit/fraud recall for both cost settings, as evidenced by Table 16 . While the best results for the financial kernel were somewhat lower than those attained in the Cecchini et al. study, the overall accuracy results for the Kirkos et al. and Gaganis methods were significantly lower than those reported in their studies (i.e., 15-20 percent). As previously alluded to, this is likely due to the application of these approaches on an entirely different set of data: U.S. firms from various sectors as opposed to Greek manufacturing firms (Barth et al. 2008 ).
In order to further assess the effectiveness of the MetaFraud framework, we ran MetaFraud using the ratios/measures utilized by Kirkos et al., Gaganis, and Cecchini et al. We called these MF-Kirkos, MF-Gaganis, and MF-Cecchini. For all three feature sets, we derived the industry and organizational context measures from the quarterly and annual statements. For instance, the 7 Gaganis ratios were used to generate 49 annual and 196 quarterly attributes (see Tables 3 and  4 for details). Similarly, the 21 Cecchini et al. measures were used to develop 147 annual and 588 quarterly features. We then ran the combined stack and ASL modules and computed a single performance score for all 991 cost settings (i.e., 1:1 to 1:100), as done in the previous experiment. Table 17 and Figure 10 show the experiment results.
Based on the table, the results for MF-Cecchini, MF-Gaganis, and MF-Kirkos were considerably better than the best comparison results reported in Table 16 for both cost settings. Figure 10 shows the ROC curves for MF-Cecchini, MFKirkos, and MF-Gaganis and the comparison techniques. MF is also included to allow easier comparisons with the results from Table 16 and Figure 9 . Using MetaFraud improved performance for all three feature sets over the best techniques adopted in prior studies. MF-Cecchini outperformed MFKirkos and MF-Gaganis. The lower performance of MFKirkos and MF-Gaganis relative to MF-Cecchini was attributable to the fact that the ratios of these methods were less effective on nonmanufacturing firms. Interestingly, the MFCecchini ROC curve was very similar to the one generated using MetaFraud with the 12 ratios (i.e., MF). This is because the measures employed by include many of these baseline ratios. Their financial kernel implicitly developed 8 of the 12 ratios (see "Financial Ratios" for details): asset turnover (R2), depreciation index (R5), inventory growth (R7), leverage (R8), operating performance margin (R9), receivables growth (R10), sales growth (R11), and SGE expense (R12). Moreover, they also used variations of asset quality index (R1) and gross margin index (R6). On the flip side, while the larger input feature space for MFCecchini did garner slightly better fraud recall rates (relative to MF), the legitimate recall values were 4 to 5 percent lower for both cost settings. Consequently, MF had a better financial impact than MF-Cecchini. Overall, the results demonstrate the efficacy of MetaFraud as a viable mechanism for detecting financial fraud.
H5: MetaFraud Versus Comparison Methods
We conducted paired t-tests to compare the performance of MetaFraud against the seven comparison settings shown in Table 16 . We compared cost settings of 5 through 50 in increments of 1 (n = 46). MetaFraud significantly outperformed the comparison methods on precision and recall (all pvalues < 0.001). We also ran t-tests to compare MF-Kirkos, MF-Gaganis, and MF-Cecchini against their respective settings from Table 16 . Once again, using MetaFraud significantly improved performance, with all p-values less than 0.001. The t-test results support H5 and suggest that the proposed meta-learning framework can enhance fraud detection performance over the results achieved by existing methods.
Evaluating MetaFraud in Comparison with Existing Semi-Supervised Learning Methods
In order to demonstrate the effectiveness of the procedural bias improvement mechanisms incorporated by MetaFraud over existing ensemble-based semi-supervised learning methods, we compared MetaFraud against Tri-Training (Zhou and Li 2005) . Tri-Training has outperformed existing semisupervised learning methods on several test beds, across various application domains. It uses an ensemble of three classifiers. In each iteration, the predictions of all test instances where two classifiers j and k agree are added to the third classifier's training set (i.e., classifier i) with the predicted class labels, provided that the estimated error rates for instances where j and k agree has improved since the previous iteration. We ran Tri-Training on the base ratios as well as those proposed by the three comparison studies. In order to isolate the impact of MetaFraud's procedural bias improvement methods, we ran Tri-Training using the context-based features for all four sets of ratios (as done with MetaFraud). For Tri-Training, we evaluated various combinations of classifiers and found that the best results were generally attained when using Bayes Net, Logit, and J48 in conjunction. For these three classifiers, we then ran all 991 cost settings as done in the H5 experiments. Consistent with the settings used by MetaFraud's ASL algorithm, Tri-Training was run on test instances in chronological order (i.e., all year 2000 instances were evaluated before moving on to the 2001 data). Figure 11 show the experiment results, including overall AUC, legit/fraud recall, and error cost per firm-year for both cost settings. Figure 11 shows the ROC curves for MF-Cecchini, MF-Kirkos, and MF-Gaganis in comparison with the three Tri-Training classifiers. Based on the results, it is evident that MetaFraud outperformed TriTraining, both in terms of best performance results (see the top of Table 16 and Table 17, versus Table 18 ) and across cost settings. While some settings of Tri-Training improved performance over the original methods run with those features, the performance gains were small in comparison to the improvements garnered by MF-Cecchini, MF-Gaganis, MFKirkos, and MF.
H6: MetaFraud Versus Comparison EnsembleBased Semi-Supervised Learning Methods
Paired t-tests were used to evaluate the performance of MetaFraud relative to the Tri-Training results presented in Table 18 . P-values for all four evaluation metrics were significant across the four feature sets (with all p-values < 0.001). The results illustrate how MetaFraud's utilization of an elaborate stacked generalization scheme comprised of several top-level classifiers in conjunction with the ASL algorithm facilitated enhanced procedural bias improvement, and consequently resulted in better fraud detection performance, over existing ensemble-based semi-supervised learning methods.
Discussion
In this study, we proposed a meta-learning framework for enhanced detection of financial fraud. Our research objective for this study was to develop a BI framework that detected fraud from publicly available financial information with demonstratively better performance than that obtained by existing methods. To achieve this objective, we developed a design artifact-the MetaFraud framework-using principles from meta-learning. We also incorporated ex post sensitivity analysis as part of the iterative evaluation and refinement process in artifact development. This is consistent with the design science guideline, "design as a search process" (Hevner et al. 2004, p. 83) . Our evaluation of the framework, including the detailed results for H1-H6 as well as the analyses presented in the appendices, shows the efficacy of each component of the MetaFraud framework and demonstrates that the complete framework substantially improves performance over existing state-of-the-art methods.
The results from experiment 1 (and H1) demonstrated that incorporating industry-level and organizational context information, whether at the yearly or quarterly level, can improve performance over just using annual-statement-based ratios devoid of context information. In experiment 2, combining yearly and quarterly information yielded the best results as they provide complementary information (H2). Experiment 2 also supported the notion that the ability of stack classifiers to exploit disparate underlying classifiers enables them to improve classification performance (H3). Experiment 3 revealed that the proposed adaptive semi-supervised learning algorithm further improved performance by leveraging the underlying classifications with the highest confidence levels (H4). Experiments 4 and 5 showed that, collectively, the proposed meta-learning framework was able to outperform comparison state-of-the-art methods (H5 and H6).
Each phase of the MetaFraud framework is intended to improve financial fraud detection performance while simultaneously serving as an input refinement mechanism for the ensuing phase of the framework. The first two phases enhanced declarative bias, while the latter two improved procedural bias. For instance, the 12 financial fraud ratios (i.e., the baseline features) were used to generate the yearly and quarterly context-based feature sets (phase A). These features were then used as inputs into the yearly and quarterly context-based classifiers (phase B). The classifications from these base classifiers were used as input features in the combined stack classifiers (phase C). The combined stack classifiers' classifications were used to inform the adaptive semi-supervised learning algorithm (phase D). Collectively, the MetaFraud framework improved overall accuracy by 27 percent on average as compared to the baseline classifiers, and by 7 to 20 percent over state-of-the-art methods, with each phase contributing significantly as evidenced by the hypotheses test results.
Conclusions
Consistent with design science, we used a series of experiments to rigorously test each component of the MetaFraud framework, as well as to compare the framework to existing state-of-the-art methods. The experimental results revealed that the MetaFraud framework was remarkably effective, with legitimate and fraud recall of over 80 percent for different stakeholder cost settings (Table 15 ). The results also showed that MetaFraud markedly improved performance over existing methods. Overall, the results confirm the viability of using meta-learning methods for enhanced financial fraud detection.
Our research contribution is the development of an innovative framework for financial fraud detection, which integrates BI methods into a meta-learning artifact. The MetaFraud framework encompasses several important aspects that each contribute to its overall effectiveness. The use of organizational and industry contextual information, taken from quarterly and annual data, provides an effective mechanism for expanding the fraud detection feature space. Although stacking and semi-supervised learning have been used previously, we are unaware of any prior work that has similarly integrated an extensive stacked generalization scheme, semi-supervised learning, and adaptive/active learning. The unique combination of these elements in our framework (i.e., through the ASL algorithm) constitutes an important contribution to the fraud detection and BI literature. Specifically, the results of Hypothesis 6 show the effectiveness of this approach over existing methods. MetaFraud outperformed the Tri-Training adaptive-learning approach , which has been successfully applied to a dozen problem domains, including credit card approval, credit screening, and web page classification.
Another contribution to the domain of fraud detection is the confidence scores generated by MetaFraud (Figure 4 ). For instance, the proposed approach was able to attain over 90 percent legitimate and fraud recall on the 79.2 percent of test instances with the highest confidence scores. These confidence scores can provide a useful decision aid for various stakeholder groups, analogous to the credit-worthiness ratings that are currently available for commercial and government entities. For instance, investors may wish to shy away from firms that are considered fraudulent with a high confidence level. Audit firms can leverage these recommendations in order to better assess the risk associated with new potential clients. Regulators can use such scores to aid in the appropriation and prioritization of investigatory resources.
The MetaFraud framework could also influence the design and development of financial fraud detection systems that integrate predictive and analytical business intelligence technologies, thereby allowing analysts to draw their own conclusions (Bay et al. 2006; Coderre 1999; Virdhagriswaran and Dakin 2006) . By combining a rich feature set with a robust classification mechanism that incorporates adaptive learning, meta-learning-based systems could provide fraud risk ratings, real-time alerts, analysis and visualization of fraud patterns (using various financial ratios in the feature sets), and trend analyses of fraud detection patterns over time (utilizing the adaptive learning component). As business intelligence technologies continue to become more pervasive (Watson and Wixom 2007) , such systems could represent a giant leap forward, allowing fraud detection tools to perform at their best, when they are combined with human expertise.
Hu, M. Y., and Tsoukalas, C. 2003. "Explaining Consumer Choice Table A1 shows the results for the baseline classifiers. Tables A2 and A3 show the results for the yearly and quarterly context-based classifiers (i.e., the 14 classifiers coupled with the 84 and 336 yearly/quarterly context-based features, respectively). For all three feature sets, the most balanced results were attained using Logit. In comparison with the baseline classifiers, the yearly and quarterly context-based classifiers had fraud recall rates that were over 20 percent higher on average, coupled with slightly higher average legit recall values. Similar to the investor situation, even when using regulators' cost settings, the yearly and quarterly context-based classifiers' results were quite diverse with respect to their legit and fraud recall rates. 
Appendix B Evaluating Stacked Classifiers Using Regulators' Cost Settings
Rhis appendix reports the results for the yearly, quarterly, and combined stack classifiers when using the 1:10 regulator cost setting. Tables  B1 and B2 show the legitimate and fraud recall results for the yearly and quarterly stack classifiers. Not surprisingly, the increased cost of false positives (as compared to false negatives) for the regulator setting resulted in higher legitimate recall rates relative to the investor setting (see the subsection "Evaluating Stacked Classifiers" for the investor setting results). For instance, the annual stack using a top-level Logit classifier improved its legitimate recall rate by over 20 percent when using the regulator cost setting. This is important since it would result in 20 percent fewer unnecessary audits (over 900 fewer based on our test bed), albeit with 13 percent fewer frauds detected. On average, the quarterly context-based classifiers had 15 percent higher fraud recall and 7 percent lower legitimate recall rates. Table B3 shows the results for the combined stack classifiers, which used the yearly and quarterly context-based classifiers' classifications as input. As with the investor cost setting, the combined stacks using the regulator cost setting leveraged the enhanced legitimate recall rates from the yearly stacks and the improved fraud recall associated with the quarter stacks for enhanced, and generally more balanced performance. For instance, the combined stack using a Logit top-level classifier improved fraud recall by 4 percent over the annual stack, while providing somewhat comparable legitimate recall. 
Appendix C Evaluating Adaptive Semi-supervised Learning using Regulators' Cost Settings
This appendix reports the results for the adaptive semi-supervised learning (ASL) classifiers when using the 1:10 regulator cost setting. Table  C1 shows the legitimate and fraud recall rates. On average, using ASL improved legitimate and fraud recall by 4.7 percent and 2.2 percent, respectively. Many of the classifiers attained legitimate recall rates over 90 percent. For instance, running ASL with the Logit classifier resulted in the correct classification of approximately 95 percent of the legitimate firm instances. These settings could provide a more practicable decision aid for regulators since the number of false positives would be more manageable (5 percent, or 237 of our legitimate test instances), while still identifying a fair amount of fraud (77 percent, or 315 of our fraud test instances). was largely attributable to augmented costs for false positives. Table D3 shows the results when using MetaFraud with the comparison methods' ratios, while D4 shows the results for Tri-Training using the baseline and three comparison sets of ratios. Using MetaFraud with the comparison ratios improved total error cost per firm-year by at least $32.5K to $89.1K over the comparison approaches in Table D2 . Similarly, the results in Table D4 shed light on the effectiveness of MetaFraud over alternate adaptive learning methods. 
Appendix E Analysis of Error Costs and Savings for the Investors' Cost Setting
This appendix presents analysis of the financial impact of various components of MetaFraud relative to the baseline and comparison classifiers for the investor cost setting (1:20). We derived the cost of false negatives as a 20 percent drop in the median stock value ($120M) across all firm instances in our data set (Beneish 1999a . The cost of false positives was the opportunity cost of failing to invest in a legitimate firm; this was computed as a 1 percent increase in the median stock value. Hence, for the investor setting, we used false negative costs of $24 million and false positive costs of $1.2 million. It is important to note that these values are approximations of the median total costs for such firm instances, across all investors. Costs for individual investors would vary depending upon the percentage of total stock acquired in a specific firm.
Using these two values, we computed the error cost for each technique evaluated in the first three subsections of the "Evaluation" section of the main paper (H1-H4), including the baseline, context-based classifiers, stack classifiers, and ASL. Table E1 shows the mean error cost results (in thousands of dollars), averaged across the 14 classifiers, for each of the aforementioned approaches. The first three columns depict the mean cost of false positives, mean cost of false negatives, and mean total error cost per firm-year.
From the table, it is apparent that the various components of MetaFraud improved error costs over the baseline classifiers. In general, error costs decreased with each subsequent phase of MetaFraud with the exception of the quarterly stack classifiers, which had lower false negative rates as compared to the combined stacks. This was largely attributable to the fact that five of the quarterly stack classifiers had fraud recall rates above 90 percent (see Table B2 in Appendix B for details). Given the hefty costs exacted by false negatives on investors, these classifiers' high fraud recall rates caused the quarterly stacks to have the lowest mean total false negative costs in Table E1 . However, ASL still had the best total error cost, due to a relatively better balance between false positive and false negative costs. ASL provided cost savings of over $880K per instance over the baseline classifiers. Table E2 displays the mean error cost per firm-year results (in thousands of dollars) for MetaFraud (MF) and the three comparison methods. MF had the lowest false positive and false negative costs as compared to the seven comparison setting. From an error cost perspective, MF's enhanced performance over was once again largely attributable to augmented costs for false positives (approximately $165K lower per instance). Table E3 shows the results when using MetaFraud with the comparison methods' ratios, while E4 shows the results for Tri-Training using the baseline and three comparison sets of ratios. Using MetaFraud with the comparison ratios improved total error cost by at least $109K per firmyear over the comparison results presented in Table E2 . Similarly, based on the results presented in Table E4 , MetaFraud outperformed TriTraining by $40K to over $162K in terms of error costs. The results in Table E4 shed light on the effectiveness of MetaFraud over alternate adaptive learning methods. 
Appendix F Analysis of ASL and Combined Stacks Performance Across Test Years
Prior research has noted that the average and median times needed to detect fraud are 2.8 and 2.65 years, respectively ). This time window, which refers to the time between when the fraud is committed until the time when it is first discovered and announced (generally through media reports which precede the SEC's AAERs), poses constraints on when fraud detection classifiers can be updated. Therefore, it is important to analyze the impact of the lag (i.e., window length) between training data and test instances on detection performance. In this appendix, we present results for ASL and combined stacks using different window sizes b, where the "dynamic" ASL and combined stacks tested instances for a given year a using all training data up to and including year a -b. We used values of 1-5 for b. Figure F1 shows the performance of the combined and dynamic stacks across test years. Dynamic stack 1 denotes the legitimate recall (left chart) and fraud recall (right chart) when using a one-year window (i.e., b = 1). In other words, this classifier used all data prior to the test year for training. Since performance for this approach was no different than that of the combined stacks in 2000, we only depict results for Dynamic Stack 1 from 2001 onward. Similarly, for all dynamic stacks, we only display results for years when their performance differed from the static combined stacks (i.e., the year 2000+b). Not surprisingly, smaller values for b attained better legitimate/fraud recall rates, suggesting that the smaller the time window between the training and testing data, the better the performance. Dynamic stack 1 outperformed the combined stack by 3 percent to 4 percent on average in terms of legitimate and fraud recall. Reducing the window size by one year typically improved legitimate and fraud recall rates by 0.5 percent to 1 percent. Figure F2 shows the results for ASL and the dynamic ASL classifiers. As with the dynamic stacks, using smaller values for b improved performance for dynamic ASL as well, with Dynamic ASL 1 attaining the best legitimate recall and fraud. However, the performance gains for dynamic ASL were less pronounced than those attained by the dynamic stacks, as evidenced by the smaller variations between classifiers in Figure F2 as compared to Figure F1 . Figure F3 shows the results for ASL, Dynamic ASL 1, Combined Stacks, and Dynamic Stack 1. Since ASL/Combined stacks and Dynamic ASL/Stack 1 represent significantly contrasting window sizes, they provide reasonable upper and lower limits on the performance of static and dynamic ASL and combined stack classifiers. Comparing ASL against the Dynamic Stack 1 classifier, ASL had better legitimate recall across test years and better fraud recall on 6 out of 7 years. Since the performance for the dynamic ASL classifiers exceeded that of ASL, we can infer that ASL virtually dominated the combined stacks with respect to legitimate and fraud recall for various window sizes. In order to analyze the inclusion frequency/patterns of the underlying context-based classifiers across the 14 stack classifiers, we constructed a co-occurrence matrix (depicted in Figure G1 ). In the matrix, colored cells indicate that a particular context classifier (row) was included in the stack classifier (column). For example, the Logit stack classifier (second column) used Logit, J48, BayesNet, SVM-RBF, ADTree, RandomForest, NBTree, and JRip, and NNge classifiers (yearly and quarterly). Based on the figure, it is evident that while certain underlying context classifiers were utilized more than others, all underlying context-based classifiers were used by at least four stack classifiers. Classifiers such as BayesNet and JRip were each used by more than 10 stack classifiers. On average, each underlying context-based classifier was used by 6.5 stack classifiers. The results suggest that a large variety of diverse underlying context-based classifiers are essential to the success of the stack classifiers in MetaFraud.
Tuning the Quantity and Composition of Stack Classifiers
Having identified a set of local optima solutions for each stack classifier by evaluating different combinations of underlying (base) contextbased classifiers, we turned our attention to exploring the impact of utilizing different quantities of stack classifiers on MetaFraud's overall performance (#3). We repeated the procedure taken in the previous analysis; all 2 n -1 stack combinations were evaluated. Each of the 14 stacks was run using the local optima settings described in Table G1 and Figure G1 . All 16,383 combined stack combinations were evaluated. The setting yielding the best overall results for MetaFraud was retained. We labeled this setting "MF-BC/SC" since both the base and stack classifier arrangements had been tuned.
The results are depicted in Table G4 . MetaFraud (MF) denotes the default setting where all 14 stack classifiers were incorporated, each using the 28 underlying context-based classifiers as input. MF-BC indicates the setting where all 14 local optima stack classifiers were incorporated. MF -BC/SC represents the setting where the subset of the 14 local optima stacks providing the best performance were retained (using the approach described in the previous paragraph). The performance gap between MF-BC and MetaFraud signifies the net gain attributable to tuning the base classifier arrangement, while the gap between MF-BC/SC and MF-BC indicates the marginal gain attributable to using the best arrangement of stack classifiers. The results indicate that configuring the set of context-base classifiers used with each stack, as well as the arrangement of stack classifiers employed, both improve performance. Comparing MF-BC/SC against MF, the net gains in legitimate recall were between 1.5 percent and 2 percent, while fraud recall improved by 0.5 percent to 1.5 percent. These gains resulted in error cost reductions of $13K per firm-year for the regulator setting and $25K per instance for the investor setting. 
Evaluating the Impact of Different ASL Thresholds on Fraud Detection Performance
MetaFraud was run using an ASL threshold of 14. In other words, all 14 combined stack classifiers had to agree on each instance added to the training model during the following iteration of the adaptive semi-supervised learning mechanism. We explored the impact of using four different thresholds: n, n-2, n-4, and n-6. These four thresholds were applied to MF as well as MF-BC/SC. Hence, MF was run using thresholds of 14, 12, 10, and 8, while MF-BC/SC (which only used 10 stack classifiers) was run using thresholds of 10, 8, 6, and 4.
The results are displayed in Table G5 . For MF, using an ASL threshold of 10 yielded the best performance in terms of legitimate and fraud recall as well as error cost per instance, for both the investor and regulator settings. Using an ASL threshold of 8 provided the best performance for MF-BC/SC; this setting resulted in the best overall performance across all settings investigated in the appendix, with legitimate and fraud recall rates above 92 percent and 84 percent, respectively. MF -BC/SC with an ASL threshold of 8 improved legit recall by over 3 percent and fraud recall by over 2 percent and lowered regulator and investor costs by approximately $19,000 and $68,000 per firm-year, respectively, over MF using an ASL threshold of 
