The main objective of this paper is to segment the disease affected portion of a plant leaf and extract the hybrid features for better classification of different disease patterns. A new approach named as Particle Swarm Optimization (PSO) is proposed for image segmentation. PSO is an automatic unsupervised efficient algorithm which is used for better segmentation and better feature extraction. Features extracted after segmentation are important for disease classification so that the hybrid feature extraction components controls the accuracy of classification for different diseases. The approach named as Hybrid Feature Extraction (HFE), which has three components namely color, texture and shape based features. The performance of the preprocessing result was compared and the best result was taken for image segmentation using PSO. Then the hybrid feature parameters were extracted from the gray level co-occurrence matrices of different leaves. The proposed method was tested on different images of disease affected leaves, and the experimental results exhibit its effectiveness.
INTRODUCTION
Many diseases affect the plant and its leaf all over the world, including India which reduces the production of food. It causes a significant impact on rice quality and yield. India is an agricultural country wherein most of the population depends on agriculture and is one of the major domains which decides economy of the nation. The quality and quantity of the agricultural production is affected by environmental parameters like rain, temperature and other weather parameters which are beyond control of human beings. In addition to environmental parameters like rain and temperature, diseases on crop are a major factor which affects production quality and quantity of crop yield. Hence disease management is key issue in agriculture. For management of disease, it needs to be detected at earlier stage so as to treat it properly and control its spread. Because of advances in the technologies, nowadays it is possible to use the images of diseased leaf to detect the particular type of disease. This can be achieved by extracting features from the images which can be further used with classification algorithms or content based image retrieval systems stated by Chaudhary et al. (2012) .
Nowadays almost all of these tasks are processed manually or with distinct software packages. It is not only tremendous amount of work but also suffers from two majors, firstly extreme computation times and secondly, subjectiveness expanding from different individuals. Hence to conduct high throughput experiments, plant biologists need an efficient computer software to automatically extract and analyze significant features stated by Jabal et al. (2013) . Kadir et al. (2011) , proposed as far as the leaf of the plant is considered, the significant features can be obtained by color, texture and shape of the leaf stated by Gurjar and Gulhane (2011) describe Eigen feature regularization and extraction technique in which three different diseases are considered for detection. This system has more accuracy, when compared to other feature detection techniques. With this method about 90% of detection of red spot, i.e., fungal disease which affects the plant leaf is detected.
Al Bashish et al. (2010) , proposed an image processing based work which consists of the following main steps: In the first step the acquired images are segmented using the K-means techniques and secondly the segmented images are passed through a pretrai-ned neural network. In this paper, diagnosis system for grape leaf diseases is proposed and it is composed of three main parts: Firstly grape leaf color extraction from complex background, secondly grape leaf disease color extraction and finally the classification of grape leaf disease. Eventhough there are some limitations like extracting ambiguous color pixels from the background of the image, the system demonstrates very promising performance for any agricultural product analysis. Phadikar et al. (2013) , developed an automated classification system based on the morphological changes caused by brown spot and the leaf blast diseases of rice plant. To classify the diseases radial distribution of the hue from the center to the boundary of the spot images has been used as feature by using Bayes' and SVM Classifier. The feature extraction for classification of rice leaf diseases is processed in the following steps: Firstly the image is acquired from the fields of diseased rice leaves. Secondly preprocess the images to remove noise from the damaged leaf and then enhance the quality of image by using the mean filtering technique. Thirdly Otsu's segmentation algorithm was applied to extract the infected portion of the image, and then radial hue distribution vectors of the segmented regions computed which are used as feature vectors. Here classification is performed in two different phases. In the first phase an uninfected and the diseased leaves are classified based on the number of peaks in the histogram. In the second phase the leaf diseases are classified by Bayes' classifier. This system gives 68.1% and 79.5% accuracies for SVM and Bayes'-classifier based system respectively.
An automated image segmentation system that can detect diseases and extract the features present in a leaf depends only on the color image. The problems of image segmentation and grouping remain great challenges for computer vision. Gonzalez and Woods (2007) stated that color is one of the most widely used features. Color features can be obtained by various methods like color histogram, color correlogram, color R moment and color structure descriptor. The color moment method has the lowest feature vector dimension and lower computational complexity stated by Ford and Roberts (1998) . Hence, it can be considered as suitable parameter to generate feature vectors which can be used further for classification purpose.
This paper is organized in a way that the below section presents the description of the proposed methods. The next section deals with a new segmentation technique PSO, follows with the feature extraction of the segmented leaf and the results for different disease patterns of the leaf. Finally, this paper summarizes the conclusions for this research work
DESCRIPTION OF THE METHODS
The proposed method can be described in Fig. 1 . In detail, the disease affected image is acquired from the environment. Secondly, the image is resized and it is filtered by using Gaussian filter. Resizing is used to improve the performance of the upcoming processing, i.e., it reduces the computational time. Then, the disease affected portion is segmented using particle swarm optimization based color image segmentation technique. Next it creates the co-occurrence matrix for the segmented area of the affected portion of the leaf and at last it extracts the hybrid features analyzing the disease features for different disease pattern for the different leaf.
IMAGE DATA COLLECTION
Many diseases and disorders can affect most probably all plant leafs during its growth. The most common diseases which are considered in this paper are late blight, septoria leaf spot, down mildew, blast and rust teak. The image acquisition process also identifies whether the acquired image is affected or not by calculating the intensity values of the leaf spot using 'improfile' command. Improfile computes the intensity values along a line or a multiline path in an image. Improfile selects equally spaced points along the specified path, and then uses interpolation to find the intensity value for each point. Improfile works with grayscale images and RGB images. The Fig. 2 shows the intensity values of the different affected portion in leaf surfaces. Based on the intensity values, it can be classified into three such as heavily affected region, lightly affected region and normal leaf region. Table 1 shows the intensity values of different color planes of disease affected portion of the leaf.
The intensity values of red color varies from 140 to 240 for the affected leaf region, the intensity values for green color varies from 120 to 220 for affected leaf region and intensity value for blue color is from 50 to 160. In this work, the FSPECIAL (Gaussian) filter is used to remove the unwanted information of speckles. Depending on the type of filter the parameter value may vary.
Eq. 2 is used to select the size of the filter mask using Eq. 1. The size of Gaussian low pass filter is denoted by HSIZE with standard deviation SIGMA (positive). HSIZE can be a vector specifying the number of rows and columns in H or a scalar, in which case H is a square matrix. The default HSIZE is [3 3], the default SIGMA is 0.5 n. Table 2 shows the importance of preprocessing using filters in which the filtering performance values are clearly mentioned for before filtering and after the process of filtering. 
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PARTICLE SWARM OPTIMIZATION
Particle swarm optimization (PSO) is a population based stochastic optimization technique developed by Eberhart and Kennedy (1995) , inspired by social behavior of bird flocking or fish schooling. PSO is initialized with a group of random particles (solutions) and then searches for optima by updating generations. In every iteration, each particle is updated by following two "best" values. The first one is the best fitness solution and it stores the fitness value. This value is called "pbest". The next "best" value that is tracked by the particle swarm optimizer obtained by any particle in the population. This best value is a global best and called as "gbest". When a particle takes part in the population as its topological neighbors, the best value is a local best and is called as "Lbest". After finding the two best values, the particle updates its velocity and positions with the following equations. The pseudocode procedure for PSO is as follows:
For each particle Initialize particle END Do For each particle Calculate fitness value If the fitness value is greater than the best fitness value in history Set the current value as pbest END Choose the particle with the best fitness value of all the particles as the gbest For each particle Calculate particle velocity (eqn.3) Update particle position (eqn.4) END While maximum iterations or minimum error criteria is not attained While maximum iterations or minimum error criteria is not attained Initially, the algorithm partitions the data set into comparatively large number of clusters in order to reduce the complexity in the initial conditions. The binary PSO helps to select the best number of clusters and the centers of the chosen clusters are refined by k-means clustering. Clustering is an unsupervised technique for image segmentation. The PSO is used for assigning each pixel to a cluster. One of the advantage of the proposed method is that user can choose any validity index according to the given data. The fitness function used here is quantitative evaluation function. It deals with segmented images as a set of regions, the target image is divided into a set of regions and not to a set of classes. The PSO parameters are initially set as follows, Vmin = -5, Vmax = 5, population size N = 150, c1 = 0.8, c2 = 0.8 and w = 1.2. Here, the index value is set as d = 4 for all images.
PARAMETER FOR DISEASE PATTERN ON LEAF SAMPLES
Most of the gray level co-occurrence matrix (GLCM) texture calculations used in remote sensing was systematized in a series of papers by Robert Haralick in the 1970's. When the GLCM is generated, there are a total of 14 texture features that could be computed from the GLCM, such as contrast, variance, sum average, etc. The four common texture features discussed here are contrast, correlation, energy, and homogeneity. Contrast is used to measure the local variations. Correlation is used to measure probability of occurrence for a pair of specific pixels. Energy is also known as uniformity of ASM (angular second moment) which is the sum of squared elements from the GLCM. Homogeneity is to measure the distribu-tion of elements in the GLCM with respect to the diagonal.
The direction for generation of GLCM is shown in Fig. 5 and it is a two-dimensional histogram in which the (i,j)th element is the frequency of event i co-occurs with event j. A co-occurrence matrix is specified by the relative frequencies P(i, j, d, ø) in which two pixels, separated by distance d, occur in a direction specified by the angle ø, one with gray level i and the other with gray level j. A co-occurrence matrix is therefore a function of distance d, angle ø and grayscales i and j. 
RESULTS
This section deals the results and statistical analysis of the experiment done based on the proposed methods. Also, it shows the different patterns of the various diseases which affect the different plant leaves on a 256x256 pixels image. Fig. 6 shows the segmented results of late blight disease pattern in a tomato leaf, Fig. 7 shows the blast disease in a rice leaf and Fig. 8 shows the late blight in a potato leaf respectively.
Fig. 7. Blast disease pattern on rice leaf image.
From the segmented results, the particular disease affected portion in the leaf can be easily identified. Here, the cluster validity index chosen is 4. Similarly, the results were taken and analyzed for d = 2 and d = 3 for different diseases such as blast and late blight. Table 3 shows the features of different diseases and its average value for four samples. The average value of late blight disease for contrast, homogeneity, energy and correlation is 0.146844, 0.975526, 0 .49948 and 0.920768 respectively. Similarly, the average value of rust teak disease for contrast, homogeneity, energy and correlation is 0.266736, 0.977563, 0.645706 and 0.921863 respectively. From these results, the feature varies from one particular disease to another disease. 
CONCLUSION
In this paper, PSO based image segmentation was considered for disease affected portion segmentation. Then, the hybrid features were extracted from the affected portion by means of gray level co-occurrence matrices of different diseases. Before the process of segmentation and feature extraction the preprocessing was done and the results were analyzed with the parameters such as PSNR and Maxerror. In this implementation the texture features such as contrast, correlation, homogeneity and energy was considered and analyzed for different disease affected plant leaves. From the analysis, the hybrid feature extraction approach is helpful for plant leaf disease classification in terms of minimization of misclassification and also improves the correct prediction classification accuracy. Finally, the proposed hybrid feature extraction approach may be suitable for better classification for various diseases affecting the plant leaf.
