1 Abstract-In this paper a simple and robust method for estimation of distorted video quality, which is perceived by human observer in mobile video streaming applications, is proposed and assessed. Increasing bandwidth of mobile communication systems expand the variety of offered multimedia services such as video streaming. However, the quality of these services is very dependent on rapidly varying mobile communication conditions. Most widely used video quality estimation methods, such as Peak Signal to Noise Ratio (PSNR), Structural Similarity (SSIM), and Video Quality Metric (VQM) are based on the presence of full or reduced reference video. These methods could be used to assess video quality of video transmission system only during test stage and in the limited number of scenarios. In order to assess user experienced video quality in real conditions, methods with no reference must be employed. Such existing methods as video quality metric use bit-error rate that has low correlation with human perceived video quality. More precise methods usually are too complex and require too much processing power that cannot be tolerated in handheld mobile devices. In this paper it is shown that developed no reference low complexity video quality estimation method based on H.264/AVC video stream packet structure delivers estimate of received video quality comparable with results of subjective MOS tests.
I. INTRODUCTION
Today mobile telecommunication service providers face the demand to provide more data throughput while maintaining service quality [1] , [2] . Thus, quality control of the provided service gets mandatory [3] , [4] . Mobile video streaming is one of those fast-developing services, which quality is very noticeable by users and highly influences their satisfaction of service provider.
Video transmission thorough wireless media to mobile device is a demanding task. It requires high throughput over the wireless channel with time-varying parameters. Currently large number of scientific publications has been dedicated to problems of the end-to-end quality of video transmission thorough wireless networks.
The video quality transmitted to mobile device is influenced by two distinct types of distortion that result from the lossy compression introduced by the encoder (source distortion), and from the lossy wireless channel (loss distortion) [5] .
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There are number of measures to evaluate quality of video sequence. Most frequently used measures by engineers and researchers to evaluate the performances of digital video processing systems are based on peak signal to noise ratio (PSNR) [6] , [7] . However, these measures have low correlation to human perceived video quality. Generally, to measure video quality in the respect to human perception, the standardised viewing test must be carried out as described in ITU-T P.910 recommendation "Subjective video quality assessment methods for multimedia applications". As outcome of these test is video quality measured in Mean Opinion Score (MOS). But such tests require a lot of time and resources. To overcome that shortcoming the number of video quality measures that had good correlation to MOS results were designed [8] , [9] . To mention a few more popular are Motion Picture Quality Metrics (MPQM), Video Quality Metrics (VQM), and Structural Similarity (SSIM). Nevertheless, these metrics are hardly applicable in real mobile video transmission scenarios. At first, to compute video quality these methods require to compare two video sequences: reference and received. So it is very difficult to make reference sequence available for user mobile device during real service deployment. At second, these methods are very complex and thus computationally extensive. Mobile devices usually have limited computational or/and electrical power resources.
There are proposed several reference free [10] , [11] video quality evaluation methods, but they are not yet standardized and have own shortcomings.
So, there still is a need for an efficient video quality estimation method that have good correlation to the human perceived video quality, and at the same time, are simple-tocompute for implementing in mobile devices.
In this paper we will show the analysis of several video quality models that could be used to improve video quality estimation precision using method proposed in [12] .
II. VIDEO QUALITY MEASURING METHOD
In [12] , authors proposed the reference free streamed video quality estimation method applicable for video clips coded using the base line profile of H.264/AVC codec [13] .
The H.264/AVC is based on the conventional, defined by to the MPEG standard, block-based motion-compensated video coding. The H.264/AVC standard has eleven profiles and sixteen levels. The profile specifies encoding algorithms and the level presents bit-rate constraints on parameter values and thus restricts computational complexity. This article will focus on the H.264/AVC baseline profile that is designed for lower-cost applications with limited computing resources. Bit streams conforming to the baseline profile generally have the following main constraints: only I and P frame types may be present in the MPEG stream of group of picture (GOP) and bit rates must be in the range 64 kbps-768 kbps. The abbreviation I frame stands for socalled Intra-frame that can be decoded independently of any other frames. The P frame is an abbreviation for forward Predicted-frame. P frames improve compression by exploiting the temporal redundancy in a video. P frames store only the difference in image from the frame (either an I frame or P frame) immediately preceding it. The difference is calculated using motion vectors that are embedded in the P frame for use by the decoder. If a video drastically changes from one frame to the next, it is more efficient to encode it as an I frame. The choice of a video codec to investigate was influenced by big amount of currently operating consumer mobile devices that have support for the H.264/AVC.
The main idea of the proposed method was to estimate a video quality of received video stream by using parameters extracted from data of compressed video frames thus avoiding complex and time expensive H.264 decoding. The method implementing algorithm monitors stream of the H.264 video frames, from the frame header extracts information about GOP structure, frame sequence, frame type (I or P frame) and calculates a number of bits used for storing of motion vectors (further we refer to it as motion vectors size). If the algorithm detects the corrupted frame or frames, determines its place and number in the particular GOP and makes the decision about the video quality score using the video quality model. The video quality model was created after the analysis of the influence of lost frames type, its number and place in GOP and motion vector size to the quality of final video clip. As a reference for the video quality estimation of the final video clip is used the Video Quality Metrics (VQM) [14] . The VQM is a standardized reduced reference method for objectively measuring video quality. It predicts the subjective quality ratings that would be obtained from a panel of human viewers. Four U.S. patents owned by NTIA/ITS cover the technology used in VQM. VQM also showed very good performance in the International Video Quality Experts Group (VQEG) Phase II validation tests and it were adopted by the ANSI as a U.S. national standard (ANSI T1.801.03-2003), and as international ITU Recommendations (ITU-T J.144 and ITU-R BT.1683, both adopted in 2004). Fig. 1 and Fig. 2 show the experimental dependences of a video quality measured by the VQM of three video clips on place of the lost P frame in the GOP and size of motion vectors in lost frames. As experimental video clips are used three progressive video sequences in the raw format YUV 4:2:0: foreman, hall-monitor and mobile. The sequences are selected so that could be subjectively classified as follows: foreman, classified as a high motion video (talking head, with pan to construction site, geometric shapes, shaking camera), hall-monitor, classified as a low motion video (an example of video supervision, stationary camera, two moving objects) and mobile, classified as a moderate motion video (a lot of small moving objects). All video clips are coded with two most commonly used resolutions: QCIF and CIF (Quarter Common Intermediate Format, 176 × 144 pixels and Common Intermediate Format CIF, 352 × 288 pixels) with 25 fps and with total of 300 frames. Further, these sequences encoded at 15 fps and three different coding rates: 64 kbps, 128 kbps and 192 kbps. After the analysis of the experimental results, for the video quality estimation is considered to use the linear model (thick lines in Fig. 1 and Fig. 2 ) that considers place of lost the P frame in the GOP
In ( In the paper [12] , the cumulative size of motion vectors was not included in the model (1) as it did not show the ability to significantly discriminate of the motion type of video clips.
Analysis of the experimental data indicates that the quality of a degraded video does not depend on a bit-rate of coded video stream and a resolution of video clip. It is very likely result, because of the VQM algorithm determines the quality of video clip by comparing two video clips (reference and degraded) of the same bit-rate and resolution. Such approach lets determine only the influence of impairments in transmission channel but not the effectiveness of the H.264/AVC coding at different bit-rates and resolutions.
III. VIDEO QUALITY ASSESSMENT MODELS
In order to increase the precision of in [12] proposed method the extended experiments on greater variety of a video material using the Video Quality Experts Group (VQEG) test sequences are carried out [15] . Nine video clips in the YUV format with 525 lines per frame and 60 Hz frame rate is chosen. The video sequence consisted of 10 frames (not used) followed by 8 seconds video and appended by 10 frames (not used). The ten frames of the unused video allow enough frames for a codec to stabilize. During experiments these frames are skipped.
Again, with all these video clips the following dependence are obtained: video quality on place of lost P frame in the GOP, video quality on cumulative size of motion vectors in lost P frames and distribution of motion vectors sizes in video clips (Fig. 3) . Obtained experimental results let introduce the video quality model that relates the number of lost frames and the size of motion vector of lost frames to the quality of video clip
In (2), Q represents the estimated video quality: P is number of lost P frames and M is cumulative size of motion vectors of lost frames.
Different approaches of the approximation of the experimental data leads to several possibilities to build a mathematical model for assessing of a video quality:
 Model I -based only on a number and position in GOP of lost P frames (as illustrated in Fig. 1 ).  Model II -based on a number and position of lost P frames in GOP and a cumulative size of lost motion vectors (as illustrated in Fig. 2 ).  Model III -based on a number and position of lost P frames in the GOP and grouping video clips according their contents dynamics (as illustrated in Fig. 3 ). Models I and III are the simplest one dimensional approach by the least-square error (LSE) approximation of the experimental data while minimizing
In (3), J represents the target function: VQM Q is a video quality estimate in VQM scores and VQM Q is a measured video quality estimate VQM scores using the VQM algorithm.
The data presented in Fig. 2 shows that loss of a P frame with bigger motion vector will degrade the quality more rapidly.
The improvement of the model could be expected by employing the weighed LSE approximation of the experimental data by minimizing
In (4), W J represents the weighted target function: W is a weights matrix that is composed from sizes of lost motion vectors.
For the approximation of the data (Fig. 2 ) a linear and quadratic polynomials are employed. The quality of a least squares fitting is determined by calculating determination coefficient 2 R and root mean square error:
where SSR stands for the residual sum of squares and SST denotes the total sum of squares.
In the Model II is employed the two-dimensional LSE approximation based on a number and position of lost P frames and the cumulative size of lost motion vectors. Summary of tested models is presented in Table I . It shows that the Linear LSE model based only on a number of lost P frames performs quite well. However, the greater precision shows the Quadratic LSE and the Linear 2D LSE. The best results guarantee most the complex Quadratic 2D LSE model. Increasing the approximation order and incorporating knowledge about video dynamics the approximation precision increased up to approx. 10 %. 
IV. TESTING OF MODELS
For tests of the proposed models for estimating the video quality, is used another video clip (bowing) that subjectively can be classified as a moderate motion and again is simulated the artificial loss of P frames.
The summary of video quality estimation results using all proposed methods in Table I are shown in Table II .
From Table II can be seen that all models performed quite well, determination coefficients are greater than 0.85. The best results were obtained using the Quadratic 2D LSE and the Linear LSE for the moderate motion video clips. However, the second one is suitable for predefined type in the sense of motion extent video clips and thus can't be used in more general case. Also, it can be stated that the quality of the degraded video under described conditions could be estimated within expected interval of 85 %, using quite low complexity, easy to compute models. These models are based only on a number and motion vector size of the lost P frames, thus not requires computationally complex and power consuming decoders. 
V. CONCLUSIONS
The described approach permits to determine the quality of a received video that was influence only by frame loss in transmission channel and excluding performance of the H.264/AVC codec.
The dependence of the video quality on frame loss when a place of the lost P frame is close to the following I frame is almost linear and practically does not depend on video content. However, increasing distance of the lost P frame until the next successful I frame increases dispersion of individual quality estimates.
The video quality also depends on the content of the video clip. Less influence to the video quality under frame loss have video clips with a static background and small amount of moving objects.
The obtained experimental results indicate that it is possible to construct the method to predict the quality of a video clip of known content using only parameters that can be easily obtained from a coded video stream: size of motion vectors, place and type of lost frame.
Proposed low calculation complexity models let estimate quality of the video clip with a precision of 10 %-15 %, thus comparable with subjective MOS results of evaluation of video quality presented in the study [16] , [17] that are in the range of approximately 10 % precision.
