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Jennifer Davidson' , Ashit Talukder' , and Noel Cressiet 
* Department of Electrical and Computer Engineering 
Iowa State University, Ames, IA 
1. ABSTRACT 
Texture is a phenomenon in image data that contin- 
ues to receive wide-spread interest due to its broad range 
of applications, including remotely sensed data, medical 
imaging, and military applications, to name a few. This 
paper focuses on but one of several ways to model textures, 
namely, the class of stochastic texture models. We intro- 
duce a new spatial stochastic model called partially or- 
dered Markov models, or POMMs. We show how POMMs 
are a generalization of a class of models called Markov 
mesh models, or MMMs, that allow an explicit closed form 
of the joint probability, just as do MMMs. While POMMs 
are a type of Markov random field model (MRF), the gen- 
eral MRFs do not have such an explicit closed form of 
the joint probability. We present results on texture syn- 
thesis and texture classification, introducing a very fast 
one-pass texture synthesis algorithm, and show that pa- 
rameter estimation of natural textures can give quite satis- 
factory results. We remark that, while the theory underly- 
ing POMMs has been applied only to texture analysis, in 
their most general form, POMMs have the potential to be 
applied to such diverse areas outside of imaging as prob- 
abilistic expect systems, Bayesian hierarchical modeling, 
influence diagrams, and random graphs and networks. 
2. STOCHASTIC MODELS: MMMs, 
POMMs, AND MRFs 
The Markov mesh models (MMMs) were [l] infro- 
duced as a way of generalizing the order implicit in a 
one-dimensional Markov chain to two dimensions. Abend 
et al. [ 11 defined their model in terms of conditional prob- 
abilities in a local neighborhood of a pixel. If Zij and S i j  
are defined as in Figure 1, and Cij c X i j  \ {i, j}, then a 
MMM must satisfy: 
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where A =  {a; j  : 1 Q i Q M,1 Q j < M} is the M x N 
rectangular array of random variables (r.v.s.) As a result, 
Abend et al. provided the following two theorems: 
( 4  (b) 
Figure 1. (a) Zi,, and (b) X i j  in Abend's MMM. 
Theorem 1. 
P ( A )  = P(aij1Uij). (1) 
( i d  
for LTij = { a ~ ~ l ~ ~ , a ~ ~ l , ~ ~ l , a ~ . j ~ l }  for interior r.v.s, and 
simply a truncated version of the boundary r.v.s.; and 
Theorem 2. 
ai-1.j-1 ai-1.j ai-l,j+l 
P(Uijl'4 \ { U j j } )  = P aij+l 
ai+l,j-1 ai+l.j ai+l,j+l 
(2 
Note that Theorem 1 states that the joint probabil- 
ity density function (pdf) can be written in closed form 
as a product of local, conditional probabilities. This is 
- not the general case for a MRF. It is well known that a 
MRF can be expressed as a Gibbs distribution (see for 
example [7]), and the joint probability density function 
@df) can be represented in the following way [4]: the 
joint pdf is P ( A )  = &exp(-Uu(A)), with energy func- 
tion UU(A) = Vc(a4) and set of cliques C, and ZU is 
the partition function or normalizing constant defined by 
ZU = e x p ( 4 4 ( . 4 ) ) .  Here, R is the set of all possi- 
ble realmtions of the random image A. When implement- 
ing algorithms such as the maximum likelihood estimator 
W E )  or maximum a posteriori estimator (MAP) where 
C € C .  
.?En 
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has the potential to severely limit the efficacy of the MRF 
in practical situations. Thus, if its use is appropriate, a 
MMM model allows exact calculation of the joint pdf. 
As seen by Theorem 2, MMMs are a subclass of 
MRFs. While Equation 2 corresponds to a well-utilized 
MRF, there is no MMM corresponding to the popular MRF 
displayed in Figure 2 [8]. This model is also known as 
the Ising model. Thus, while MMMs have an attractive 
computational advantage of closed-form pdf, they cannot 
give modelers as much selection as do MRFs. 
n 
U 
Figure 2. Von Neumann neighborhood 
MMMs do not have a sequential ordering of 
pixel locations as do Markov chains. Thus, if 
{ a ( i )  : i = 0.1.2, ...} is a Markov chain, the indexing set 
(0, I ,  2, ...) is a totally ordered set [ I O ] .  It is well known 
that there is no canonical ordering of 2’. where 2 = set 
of integers, although the lexicographical ordering on 2‘ is 
often used in imaging processing. However, close inspec- 
tion of the third order MMM given in Equation 1 shows 
that there is indeed some type of ordering of the sites. In 
fact, in [5] we show that this model has a partial ordering 
[lo] of pixel sites. Informally, a partial ordering of a set 
is a relation existing between (not necessarily all) pairs of 
elements in the set. In a totally ordered set, every pair of 
elements must be related. An example of a totally ordered 
set is the set of integers under the familiar relation of “less 
than or equal to.” 
POMMs are a generalization of MMMs that allow an 
arbitrary partial order to underlie the set of r.v.s. Figure 
3 depicts the relationship between MRFs, MMMs, and 
POMMs. As classes of models, we have the following 
relationship: MMMs c POMMs c MFWs. (g-3 M- 
Figure 3. Relationship between MRFs, POMMs, and MMMs. 
Finally, due to the isomorphism between an acyclic 
directed graph and a partially ordered set [2], we can use 
concepts in both areas interchangeably. Thus, we define 
L” E set of minimal elements of A, and L”’”’ = set of 
maximal elements of A. 
A partially ordered Markov model is defined as fol- 
lows: For x E A, where (A, 4) is a poset of r.v.s., define 
YE = { z  : 2 and I’ are not related}. Then the random field 
A is called a partially ordered Markov model (POMM) if 
for any subset IV, c I>, we have: 
Theorem 3 is a generalization of Theorem 1: 
Theorem 3: 
Theorem 4 is a generalization of Theorem 2: 
Theorem 4: 
c n P(ylaclj4 Y) * 




Indeed, the set dil 1’ = d i l * x  U {x} is simply the math- 
ematical morphology operation of dilation [9] of the set 
adj4x with itself. Further results and more general forms 
of Theorems 3 and 4 can be found in [5 ] .  
Note that Equation 4 gives an exact expression for the 
joint pdf. In the next section we use this fact to derive a 
fast one-pass algorithm that generates an image &om this 
expression. Also note that Equation 5 shows that a POMM 
is indeed a MFW. Finally, we remark that the specification 
of parameters for the POMM is straightforward, through 
the use of Equation 4 and the specific form of conditional 
Ddf used. 
- 
We next describe formally a POMM. First, if (A, 4)  
3. POMMs FOR TEXTURE SYNTHESIS 
AND CLASSIFICATION 
is a p e t  of r.v.s. with underlying partial order < on the 
set of pixel locations, and if x E A, then: 
cone I’ = (y : y 4 1’} 
cOne I’ = {1’} U cone I’ 
adj4.r = {y : y 4 I’ and y is adjacent to 1’}, and 
adj,x = {x} U a d j 4 x .  
POMMs can be represented graphically using their 
digraph form. In Figure 4(a), the basic neighborhood 
adj4aiJ used for both texture synthesis and classification 
is depicted using a digraph representation, where the arrow 
- 
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from ai-1.j to aij means ai-1; 4 a;j under the partial 
order. This neighborhood relation holds for all ( i ~ ]  in an 
M x N rectangular array with appropriate modifications 
on the boundary. This particular relation was chosen for 
the representation of the dependence on the horizontal and 
vertical direction, and on the two diagonal directions. We 
chose the conditional binomial distribution to represent the 
*-a (i j) p, a= constant 
*/ & 
(b) spatial interaction between pixels: (a) 
Figure 4. (a) The set udj+uIJ used for texture 
generation. (b) The parameters used in Eq. (6). ~ ( a i j  = mladj<aij)  = ( G - 1  ) p ( 1 -  e)G-1-”8 , 
in 
eT in = 0,1, ...., G - 1, where 8 = - 
1 + e T ’  and image after visiting each site in the image once. The gen- 
eral idea of the level set algorithm is to follow a sequence 
of special antichains of the poset and generate a value for 
each site according to the specific expression of the con- 
dition probability of the model (Equation 3). In Figure 
5 ,  we present a limited selection of synthetic textures, six 
images generated using the level-set algorithm. The pa- 
rameters for each are listed to the left. 
T = a + 3 a i - l j + y a i _ l , j - l  +Sa j , j - l+€a i+ lJ -1 .  
(6) 
While POMMs are MRFs and textures can be syn- 
thesized using Flinn’s spinexchange algorithm [6], this 
is most certainly a waste of CPU time. In [ 5 ] ,  we give 
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Figure 5. Six different textures generated using the level-set algorithm. 
When using algorithms that require knowledge of the 
joint probability, such as maximum likelihood estimation, 
POMMs offer a particularly nice advantage over MRFs. 
The POMMs have a tractable closed form expression for 
the joint probability that, in general, MRFs do not have. 
Parameter estimation for both synthetic and natural texture 
estimation using POMMs was performed using the max- 
imum log-likelihood estimator and the POMM model in 
Figure 4(b). A S-dimensional iterative Newton-Raphson 
method was used to search the parameter space (a,$,y,E,~). 
The advantage of estimating parameters using known 






True Values 0.6 -5.0 2.5 2.5 
Estimated Values 0.82 1 4 .851  2.096 2.150 
True Values 0.90 -2.5 1 .o 2.0 
Estimated Values 0.702 -2.142 0.9 17 1.910 
True Values -6 .O 0.0 8 .o 0.0 




We also estimated parameters of natural textures by 
fitting them with FQMMs. We used several natural Bro- 
datz textures [3]. It was observed that maximum likelihood 
parameter estimation gave better results when the sample 
size was larger, or equivalently, when the image array size 
was bigger. The estimation results on the Brodatz images 
of a cloud, water, and tree bark are shown in Figure 6. The 
first column shows the original image, the second column 
shows the values of the estimated parameters, and the third 
column shows a texture generated from the estimated pa- 
rameters. Note that the synthetic tree and water textures 
were especially similar to the original textures. 
This particular homogeneous FQMM did better in cer- 
tain situations than others: if the texture was homogeneous 
and small scale, the POMM did a better job, such as on 
Brodatz textures of water and tree bark. If there were large 
scale structures or spatially varying (heterogeneous) struc- 
tures across the image, such as in the Brodatz cloud image, 
then the homogeneous POMM we used did not reproduce 
the texture well. Specifying POMMs with different un- 
derlying partial orders, and introducing heterogeneity, will 
undoubtedly allow an even wider variety of textures to be 
synthesized as well as classified. 
4. CONCLUSIONS 
In this paper we have demonstrated the POMMs’ use- 
fulness in both synthesizing data and estimating parameters 
for a specific model. Clearly, there are two main advan- 
tages a POMM has over a general MRF: 1) a closed form 
for the joint probability is available for the POMM, which 
is useful in implementing computer simulations of statisti- 
cal algorithms that require the joint probability; and 2) due 
to its closed form joint distribution, computer synthesis of 
data can be more quickly calculated using the level-set 
algorithm than using Flinn’s algorithm. The full impact 
of these models in image analysis will likely be felt after 
more thorough investigations into its theoretical properties 
and applications have been completed. 
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a = -2.62 
(a) Cloud (b) Estimated parameters !?om (a) plus synthesized image. 
(c) Water (d) Estimated parameters from (c) plus synthesized image. 
(e) Tree bark (0 Estimated parameters from (e) plus synthesized image. 
Figure 6. Original 128x128 Brodatz textures and corresponding textures synthesized with estimated parameters. 
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