As in LS, we follow the approach of Sims (2002) and we write a general linear RE system as:
of forecast errors, to rule out instability. Hence, the first (n − k) rows only contain stable eigenvalues, while the last k rows contain both (k − m) stable and m unstable eigenvalues. Hence, we do not need to impose any stability condition on the first block of the system (13), but we do need to do so on the second block of the system, i.e., (14) .
Parameterization. Note that the system is decoupled, so it is just a collection of independent AR(1) processes. Each row in (14) corresponds to our simple example above (2). As for the case of the simple model, it is possible to parameterize the fundamental solutions, i.e., where the expectation error is just a function of the structural shock, by modifying the stability condition under determinacy. In matrix notation, the usual stability condition under determinacy would be J µ2 [Ψ * ε t + Π * η t ] = 0, and, as in the simple case, we modify it to (I + M )J µ2 Ψ * ε t = −J µ2 Π * η t , when we restrict the matrix M to be diagonal, with M i being the ith element on the principal diagonal of M . Hence: (A3)ỹ k,t = Λ 2ỹk,t−1 + J µ2 Ψ * ε t − (I + M )J µ2 Ψ * ε t = Λ 2ỹk,t−1 − M J µ2 Ψ * ε t .
Iterate (A3) backward to find:
This expression corresponds to (4), and like (4), it exists assuming that we start from steady state (there exists a time 0, such thatỹ −k,i = ε −i = η −i = 0, ∀i ≥ 0). Moreover, some of the solutions forỹ i,k,t in (A4) will be stable and some will be unstable, depending on the values of the M i 's and on the stability properties of the system, i.e., depending on the values of the λ 2,i 's, where λ 2,i is the ith element on the principal diagonal of Λ 2 . Time variation. Assume now that the M i elements on the principal diagonal of the matrix M are changing over time following independently distributed and uncorrelated stochastic processes. Our proposed solution is then:
which corresponds to (6). Note that in each period t, the solution just depends on the current realization of M t . A solution pins down the expectations errors, actually J µ2 Π * η t . As in Sims (2002) , a solution pins down the expectations errors, actually J µ2 Π * η t . Plugging (A5) into (14) yields:
The RE condition implies E t−1 (J µ2 Π * η t ) = 0, so that each M i,t must be: 1) a martingale; and 2) uncorrelated with ε t . Once more, it is easy to recognize two particular solutions: 1) the forward-looking solution, given by
and 2) the backward-looking solution, given by M t = −I =>ỹ B k,t = t−1 i=0 Λ i 2 (J µ2 Ψ * ) ε t−i and η t = 0, ∀t. The forward-looking solution always exists and it is always (under our assumption) a stable solution: it is the only stable one under determinacy (m = k), while it is one out of many possible stable ones under indeterminacy (m < k). However, in this latter case, the forward-looking solution is a special one given how we partition the system: it coincides with the minimum state variable solution, because it delivers a solution which is just a linear function of the state variables.
Then the solution to the system of disconnected difference equations (A3) can be written recursively almost as in Blanchard (1979) , but actually using only the backward-looking variableỹ B k,t as:
so that:
which are (15) and (16) in the main text.
Note that since:
, the expectation error could be written as:
which yields (17), assuming that the (kxk) matrix J µ2 Π * is invertible.
We discuss stability in the main text. Again, as in the simple model, and we impose stability by allowing only particular processes for M i,t 's.
Recompose the system and solve for original variables. Having solved for the forward-looking variables, we now need to recompose the system from the original partition. First, we need to substitute for J µ1 [Ψ * ε t + Π * η t ] into (13), given the η t implied by our proposed solution from (17). Substitute (A9) in the system (13), adding the auxiliary variable
Then the problem is to pin down J µ1 Π * η t , but we know η t , given our proposed solution from (17), so:
Then given (A8), we can write:
So we can write:
where A t is the (n − k) × l matrix and B t,t−1 is a (n − k) × k matrix, respectively given by (20) and (21) in the main text, that is:
The final system is therefore:
which in matrix notation is:
Finally, to recover the original variables, use =ỹ t = J −1 y t to obtain (18) in the main text.
II. The econometric strategy
Regarding the structural parameters of the model, collected in the vector θ, as well as the latent states, the inference is fully Bayesian. The time-varying characteristic of the latent state M t leads to a non-linear and analytically intractable non-Gaussian likelihood function for the unknowns. This motivates the use of the Sequential Monte Carlo strategy described below.
A. Preliminaries
The class of solutions we propose in equation (18), parametrized by the matrix M t , has state space representation (24) that we repeat below for convenience:
D t is the vector with data at time t, and D m:n is the set of observations from m to n for m ≤ n. The parameters of the model are collected in the vector θ = (θ 1 , θ 2 ), where we group in θ 1 all the parameters other than the variances and the covariances of the shocks, which are in turn collected in the vector θ 2 . Finally, we assume that the dynamics of M t are described by a transition law:
where ζ t is a multiplicative sunspot shock. The properties of the stochastic process for M t are discussed in the paper.
Our econometric strategy is based on sequential learning: suppose the posterior distribution of the unknowns is approximated at time t − 1 by a set of particles
and associated weights {w
. Given the new observed data D t , we want to generate an updated set of particles {(l t , M t , θ 1 , θ 2 ) (i) } N i=1 and weights {w
that approximate the posterior distribution:
The way we group the latent processes (distinguishing M t from all other states l t ) and the parameters (dividing them in θ 1 and θ 2 ) has a specific reason: as a general principle of our econometric strategy, we implement analytical computation whenever it is possible. To this aim, note that given a value for M t , the state space (A14) is linear and Gaussian: we can compute the posterior distribution of the latent processes in l t analytically, using the Kalman filter. Moreover, an analytical expression for the posterior distribution can also be derived for some of the parameters that we collect in θ 2 . For DSGE models, this is typically the case for the variances and covariances of the shocks, when the prior distributions are Inverse Gamma or Inverse Wishart. Then, following Carvalho et al. (2010) , we keep track of a set of sufficient statistics collected in s t that we will use to update the posterior distribution of θ 2 .
To approximate the posterior distribution of the parameters in θ 1 , we use the Liu and West (2001) filter. Since this method uses mixtures of Normal distributions we make sure that all the parameters have the right support, that is from −∞ to +∞. Then, we define a new vector φ where each element of θ 1 is appropriately transformed when needed. In the description of the algorithm, we will add a time t subscript to this parameter, writing φ t . This notation is introduced simply to reinforce the notion that sequential inference regarding φ is performed at time t, and it does not mean that the parameters are time-varying.
B. The particle filter
The algorithm we use is based on two main steps: an updating step, in which an appropriate number of particles N is drawn from an importance distribution q (ϑ t , M t , θ 1 , θ 2 |D 1:t ), and a re-weighting step in which the weights are computed as:
Step 1: Drawing from the importance distribution Drawing from the importance distribution involves two sub-steps, following the schema in Pitt and Shephard (1999) : a resampling step in which we select "the most fit particles", and the actual propagation step in which these particles are updated.
Resampling. Once new data have arrived, we start selecting the particles with higher predictive ability. We perform a resampling step using weightsw
Following Pitt and Shephard (1999) and Liu and West (2001) , the predictive likelihood in equation (A18) 
and C At this point, we have a set of resampled particles that, for convenience, we accentuate with a tilde:
. Propagation. The resampled particles are then propagated starting from the set of parameters φ 
Then, we proceed with the propagation of M (i) 1,t from the distribution implied by its law of motion (A15):
t the state space (A14) becomes linear and Gaussian. We can draw l
The parameter a in equation (A19), which accounts for the amount of shrinkage, is suggested to be set between 0.974 and 0.995 (see Liu and West, 2001, for details) posterior distribution:
that is a Normal distribution with mean µ (i) t and variance C (i) t computed through the Kalman filter recursion:
Note that the matrices F , G 
We have drawn a new set of particles from the importance distribution obtained combining equations (A18), (A22), (A23), (A24) and (A29).
Step 2: Re-weighting the particles In order to approximate the target density, we need to compute the appropriate weight for each particle, according to equation (A17).
Start from the joint posterior distribution (A16) which is proportional to:
where the second term on the right-hand side is written as
Consequently, the posterior is approximated by
1:(t−1) .
Assuming that the latent processes are Markov chains, we can write the numerator in equation (A17) as:
.
At the numerator, we have the Normal distribution with mean f t defined in (A20) and (A21), and resampled according to weightsw (i) t computed in (A18). Both densities are evaluated in D t . Equation (A36) is very intuitive: the weight of each particle is computed comparing two predictive likelihoods. The particle i has a higher weight if, after propagation of M (i) t and θ (i) 1 , this leads to a higher improvement in predicting D t .
Step 3 (optional): Resampling The approximation of the posterior distribution obtained in the two steps described above is good if the the particle weights in (A36) are Uniformly distributed. It is well known in the literature that the variance of the distribution of the weights tends to increase over time since a subset of particles will have higher predictive power. Then, an additional resampling step using the weights computed in (A36) can be added to mitigate this problem. After a resampling step has been performed, all weights are set equal to 1/N .
Usually the final resampling step is implemented when a certain criterion suggests that the distribution of weights became too uneven. A common practice is to check the effective sample size defined as:
. N e t takes values from 1 (very uneven distribution) to N (Uniform distribution), so the resampling step is performed when N e t is less than a certain thresholdN . The procedure to implement our particle filter is summarized in the algorithm below.
THE ALGORITHM Initialization: t=0
Draw a set of particles
from a prior Recursion: for t = 1, 2, ...T repeat steps 1 to 6 1. Approximate p(φ|D 0:(t−1) ) 1a) Consider a transformation of the vector θ 1 and call it φ t 1b) Compute the weighted sample meanφ t−1 and the covariance matrix
with weightsw
Let the new particles be {(
are defined in (A27) and (A28).
Compute new weights
Update sufficient statistics and propagate θ
2 5a) Compute s (i) t = S l (i) t ,l (i) t−1 , M (i) t ,M (i) t , φ (i) t , D t 5b) Sample θ (i) 2 from p θ 2 |s (i) t 6. Decide to resample or not ifN < N i=1 w (i) t
III. Estimating the New Keynesian model
We show how to apply our estimation strategy to estimate the model of LS described in Section III.
A. The model and its state space representation
The model consists of equations (27), (28), (29) and (30). In order to write the model in the Sims (2002) 
) and ξ π t = E t (π t+1 ). Then, the NK model can be expressed as:
Defining the vector 
The class of solutions that we propose, parametrized by the matrix M t , is written in equation (18) and it is expressed in terms of the vectorl t = y t y B t , where y B t describes the evolution of the variables in the backward-looking solution. Note that in the vectorl t the exogenous state variables g t and z t appear twice, since their dynamics are independent of M t . For practical purposes, it is convenient to rewrite the solution in terms of a vector l t where each exogenous shock is reported only once. First, define the following vectors:
The solution can be partitioned as
The endogenous variables in y 1,t depend on the entire vector l t−1 , while the same variables in the backward-looking solution only depend on the backwardlooking components ofl t−1 . The exogenous variables, instead, are described by their own dynamics. It is straightforward, then, to rewrite the solution as:
that is, using a compact notation:
that is the state equation of system (A14), where the latent vector is:
The observation equation is:
where D t is a column vector with output gap, inflation and interest rate, 
B. The parameters updated through the Liu and West filter
The set of parameters has two components: θ = (θ 1 , θ 2 ), where θ 1 contains all the parameters of the model except the variances: 5
Define the vector φ as a transformation of the vector θ 1 such that every element has support from −∞ to +∞. In particular, we use the logit function for the parameters that can take values in [−1 1], and the logarithm for the parameters with positive support:
2 ) log(τ −1(i) ) log(π * (i) ) log(r * (i) ) h(γ (i) )
where h is the logit function.
Finally, the parameter a in equation (A19) is set equal to 0.99.
C. The multiplicative sunspots
The latent process M 1,t is updated using its law of motion. Under the stable model M S we distinguish two cases: if condition (31) is not satisfied, M In contrast, if the Taylor principle is respected we set it equal to zero, that is the value corresponding to the unique stable solution.
Under the unstable model M U , we first verify that the indicator function in (9) is equal to one. Then, with probability γ (i) , we draw M while we set it equal to zero with probability 1 − γ (i) .
D. The parameters updated through Particle Learning
F. Computational details
We work with 500,000 particles: this number is big enough to guarantee that the filter explores well the parameter space and the support of the latent processes at any time t. However, as is clear from Figure 5 , when the inference on ψ 1 switches to the indeterminacy region, we observe a reduction in the variance of the posterior distribution. In order to make sure that this change in the distribution reflects the likelihood implied by new data, and not a technical problem related to the filter, we increase the number of particles to 2,000,000 from 1972:IV to 1979:II.
The particles are distributed to 44 cores which run in parallel. We use a computer with two processors Intel Xeon E5-2699 v4. The algorithm takes approximately 90 minutes to estimate the first subsample.
