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We study a model of two species of one-dimensional linearly dispersing fermions interacting via
an s-wave Feshbach resonance at zero temperature. While this model is known to be integrable,
it possesses novel features that have not previously been investigated. Here, we present an exact
solution based on the coordinate Bethe Ansatz. In the limit of infinite resonance strength, which
we term the strongly interacting limit, the two species of fermions behave as free Fermi gases. In
the limit of infinitely weak resonance, or the weakly interacting limit, the gases can be in different
phases depending on the detuning, the relative velocities of the particles, and the particle densities.
When the molecule moves faster or slower than both species of atoms, the atomic velocities get
renormalized and the atoms may even become non-chiral. On the other hand, when the molecular
velocity is between that of the atoms, the system may behave like a weakly interacting Lieb-Liniger
gas.
I. INTRODUCTION
Recent advances in the cooling and trapping of ultra-
cold atomic gases, coupled with the ability to tune in-
teractions via Feshbach resonances [1–5], have made
accessible the regime of strong correlations in many
body physics. In particular, it has become possible to
confine quantum gases to effectively one-dimensional
(1D) geometries, where the effects of strong correlations
are enhanced. The experimental realization of strongly
interacting 1D systems, such as the Tonks-Girardeau
gas [6, 7], the super-Tonks-Girardeau gas [8], and Fermi
gases close to a Feshbach resonance [9–11], thus provides
exciting new opportunities for studying the many-body
physics of 1D quantum gases. Recently, considerable the-
oretical attention has also been paid to 1D Bose-Fermi
mixtures, since these are realizable through current cold
atom experiments [12–20].
One such experimentally relevant system is that of a
1D spin-1/2 gas of fermions, where it is now routine to
tune the atoms forming the gas close to a Feshbach res-
onance, which induces controllable interactions amongst
the fermionic atoms. This system of fermionic atoms, con-
fined to a 1D geometry and interacting via an s-wave
Feshbach resonance, can be described by the following
Hamiltonian,
HF =
∫
dx
[ ∑
σ=↑,↓
aˆ†σ
(
− ∂
2
x
2ma
)
aˆσ + bˆ
†
(
− ∂
2
x
2mb
)
bˆ
+ 0bˆ
†bˆ+ g
(
bˆ†aˆ↑aˆ↓ + h.c.
)]
, (1)
where aˆ†σ, aˆσ are fermionic creation and annihilation op-
erators for the open-channel atoms (here σ refers to two
hyperfine states of these atoms, labelled by ↑ and ↓),
∗ abhinav.prem@colorado.edu
bˆ†, bˆ are those for the closed-channel bosonic molecules
formed by the atoms, ma and mb are their respective
masses, 0 is the bare detuning—which can be changed
in an experiment by varying the magnetic field applied
to the atoms—and g is the atom-molecule interconver-
sion strength. This model, which first appeared in the
context of high temperature superconductivity (in three
spatial dimensions) [21], is usually referred to as “the
boson-fermion resonance” or “two-channel” model, and
describes the BCS-BEC crossover in fermionic paired su-
perfluids [22–25].
In actual experiments, the parameter g is usually very
large, a situation which is typically referred to as the
broad resonance regime. Under the assumptions of a large
interconversion strength g, it is possible to integrate out
the molecules to arrive at a purely fermionic Hamilto-
nian,
Hˆ =
∫
dx
 ∑
σ=↑,↓
aˆ†σ
(
− ∂
2
x
2ma
)
aˆσ − g
2
0
aˆ†↓aˆ
†
↑aˆ↑aˆ↓
 . (2)
This is the familiar and well studied model of two species
of fermions interacting via a short range interaction,
where the strength of this interaction can be controlled
by tuning the parameter 0.
An attractive feature of the resulting one-channel
model Eq. (2) is that it is exactly solvable by the Bethe
Ansatz technique [26]. First found independently by M.
Gaudin [27, 28] and by C.N. Yang [29] in 1967 as an ab-
stract exercise, the exact solution for this model is now
widely used to describe the experiments on 1D fermionic
gases interacting via a Feshbach resonance [30, 31].
However, it is in principle possible to conduct exper-
iments in the case where g is not large, usually termed
the narrow resonance regime. In this regime, the physics
of these 1D Bose-Fermi mixtures is described by the full
model Eq. (1) and can well be richer than that of the
short ranged interacting fermions described by Eq. (2).
Unfortunately, the model given by Eq. (1) is not inte-
grable and cannot be solved exactly [32]. This model is
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2however amenable to analysis via the bosonization tech-
nique, a program which was carried out in Refs. [33, 34].
This analysis indeed uncovers additional phases which
fermions confined to a 1D geometry and interacting via
a narrow Feshbach resonance can form, as compared to
the simpler case of a broad resonance.
However, bosonization is an approximate technique
and its application to any particular problem requires
making certain assumptions about the possible phases
one expects the system to form. It is therefore of con-
siderable interest to have a model of Feshbach resonance
which would be exactly integrable in 1D space and thus
be exactly solvable, without having to rely on any as-
sumptions.
Such an integrable, and thus exactly solvable, model
of narrow Feshbach resonance in 1D space indeed exists
in the literature. Called the Quantum Three Wave In-
teraction (Q3WI) model, it differs from Eq. (1) in that
the particles it describes are chiral and move just in one
direction. Its Hamiltonian is given by
Hˆ =
∫
dx
[ ∑
σ=1,2
aˆ†σ (−ivσ∂x) aˆσ + bˆ† (−iu ∂x) bˆ
+ ν bˆ†(x)bˆ(x) + g
(
bˆ aˆ†1aˆ
†
2 + h.c.
)]
, (3)
where the aˆ1,2 are fermionic annihilation operators for
atoms and bˆ is that for the bosonic molecules, v1 and v2
are the velocities of the chiral fermions, while u is that of
the molecule. ν is the detuning and g the interconversion
strength; both are parameters that control the strength of
the resonance. Note that the single particle spectrum of
Eq. (3) is unbounded from below. However, as is usual, in
our study we will assume a certain cut-off for the allowed
values of particle momenta. In its presence, Eq. (3) has
a well defined ground state.
This model was shown to be integrable in Refs. [35, 36]
and while the thermodynamic behavior was studied in
Ref. [37], the authors of that work did not uncover the
different regimes that appear in this model.
Here, we exploit the exact solubility of the Q3WI
model through the Bethe Ansatz and study in detail
its behavior in the thermodynamic limit. In particular,
we analytically study the strongly (g → ∞) and weakly
(g → 0) interacting limits of this model at zero tem-
perature. Interestingly, we find that in the latter limit
this system can undergo various phase transitions and,
depending on the model parameters, can form unconven-
tional phases such as one where the system remains non-
interacting deep within the Fermi sea or one where the
density of fermions diverges in the limit where the cou-
pling g goes to zero, similarly to the weakly interacting
Lieb-Liniger gas.
Before summarizing our main results, we first address
the feasibility of realizing such a chiral model. The Q3WI
model Eq. (3) can be obtained from more realistic non-
chiral models similar to Eq. (1) if the fermion momenta
are restricted to lie in the vicinity of certain Fermi points.
One simple way to generate this model is to either con-
sider fermionic atoms in a single hyperfine state or to
consider spin-polarized fermions. Suppose that all atomic
states with their momenta restricted to lie in the interval
kf1 < k < kf2 are filled. Further, suppose that this gas
is close to a p-wave Feshbach resonance, which can turn
pairs of fermions into bosons. Such a system is described
by the atom-molecule interconversion term
Hp =
∫
dx
[
aˆ†
(
− ∂
2
x
2ma
)
aˆ+ bˆ†
(
− ∂
2
x
2mb
)
bˆ
+gp
∫
dx
(
bˆ
(
aˆ†∂xaˆ† − ∂xaˆ†aˆ†
)
+ h.c.
)]
. (4)
Expanding the operator aˆ† in Fourier series and concen-
trating on the vicinity of momenta kf1 and kf2, we re-
produce the interaction term in Eq. (3), with indices 1
and 2 referring to the modes of aˆ† in the vicinity of the
momenta kf1 and kf2 respectively. Note that ‘forward
scattering,’ the terms where all momenta are restricted
to the vicinity of one of the two points kf1 or kf2, will
be suppressed when the momentum transferred to bˆ is
small (that is, they will be proportional to the momen-
tum transfer).
The kinetic energy in Eq. (3) is then obtained by lin-
earising the momenta in the vicinity of the Fermi points
kf1 and kf2, as well as linearising the molecular momenta
in the vicinity of kf1 + kf2. In the continuum, we have
that mb = 2ma, in which case the molecular velocity is
fixed by that of the atoms, u = (v1 +v2)/2. While our so-
lution for the Q3WI captures this regime (see Sec. VII),
this setting is too restrictive and does not allow us to
explore the entire parameter space.
More generally, we can consider carrying out a sim-
ilar procedure for the full two-channel model Eq. (1),
both in the continuum (see App. B) and on a lattice (see
App. C). Since on a lattice the effective masses of the
atom and molecules need no longer be coupled, we find
that linearising the lattice two-channel model leads to
the Q3WI model with velocities u, v1, v2 and detuning ν
that can be tuned independently. Hence, this procedure
allows us to access all of the regimes of the Q3WI model
that we find.
Summary of main results: In this paper, we use
the coordinate Bethe Ansatz to find the exact ground
state for the Q3WI Hamiltonian, given by Eq. (3). We
find that, as is usual in the Bethe Ansatz, the ground
state is parametrized by the momenta of the atoms; the
molecules, however, only enter the problem through their
velocity u and the detuning ν. In the thermodynamic
limit, we derive a set of coupled integral equations for
the excitation spectrum of the system. In general, these
can only be solved numerically, except in the strongly and
weakly interacting limits, which we proceed to study. For
strong interactions, the system reduces to that of non-
interacting Fermi gases, in a way similarly to strongly
interacting Fermi or Bose gases in 1D [38, 39].
3In the more interesting limit of weak interactions, we
find that the nature of the solution is primarily deter-
mined by the speed of the molecules relative to that of
the atoms i.e., the case where u is greater or less than
both v1 and v2 differs qualitatively from the case where
v1 > u > v2. In the former case, we find that while
the excitation spectra of the atoms remain gapless piece-
wise linear functions of momenta, there are certain pa-
rameter regimes where the fermions display unconven-
tional behavior. For instance, they can remain interact-
ing deep within the Fermi sea—all the way down to a
large momentum cut-off (imposed since the spectrum is
unbounded)—or the chirality of the slower moving atoms
can change due to the weak interactions.
In the latter case (where v1 > u > v2), we find that the
system, in the limit of weak coupling, behaves similarly to
the weakly interacting Bose gas. The fact that fermions
can behave in this manner is not by itself surprising—
it has been known for quite some time that 1D spinless
fermions interacting via a specially chosen two-body po-
tential can be mapped exactly onto an interacting Bose
gas, and in particular, can be in its weakly interacting
regime [40–42]. This is similar to the regime our model
displays in the case when v1 > u > v2. We term this the
“quasi-condensate” regime of the Q3WI model, in which
the spectrum is no longer linear but is still gapless. The
wide variety of behaviors exhibited by the Q3WI model
reflects the fact that even weak interactions in 1D may
significantly alter the nature of the ground state and of
low lying excitations.
In all cases but one (where v1 > 0 > v2 and u lies
between the two) we are able to construct the leading or-
der solution for the ground state densities and excitation
spectra, from which we calculate the compressibilities.
Being discontinuous as functions of the densities, they
indicate that the system undergoes quantum phase tran-
sitions. In all cases, the transition is from a phase where,
near the Fermi momentum, the system goes from being
effectively interacting to non-interacting (or vice-versa).
The rest of the paper is organized as follows: In Sec. II,
we construct the exact many-body wave-function for the
Q3WI Hamiltonian using the coordinate Bethe Ansatz
and argue that there are no bound states in this prob-
lem. We then derive the Bethe Ansatz equations by im-
posing periodic boundary conditions. In Sec. III, we take
the thermodynamic limit of these equations and derive
a set of of coupled integral (known as the Thermody-
namic Bethe Ansatz (TBA)) equations that describe the
ground state densities and excitation spectra of the sys-
tem at zero temperature. In Sec. IV, we consider the limit
of infinite interaction strength.
In Sec. V, we discuss the case of weak interactions qual-
itatively. In Sec. VI we describe the regime where the
molecular velocity is greater than or less than that of the
atoms (u < or > v1, v2). Here, we keep only the leading
order, δ-function term in the integral kernel for the TBA
equations in order to derive the leading order solution
for the ground state densities and excitation spectra in
the T → 0 limit. Moreover, we show that in all possible
regimes, the system undergoes a quantum phase transi-
tion.
In Sec. VII, we describe the case where v1 > u > v2.
In this case, as the densities diverge in the limit where
g goes to zero, we have to consider the next order term
in the interaction strength g. For the case where atomic
velocities have the same sign, we find the leading order
solution for the ground state densities at T = 0 and derive
the excitation spectra. As in the previous case, we find
that the system exhibits a quantum phase transition.
II. BETHE ANSATZ FOR THE Q3WI
The Hamiltonian for our model is given by Eq. (3).
In this model, as is always the case in the presence of a
Feshbach resonance, the total number of fermions, Nf , is
not conserved but the total atomic numbers
N1 = Nf1 +Nb, N2 = Nf2 +Nb, (5)
where
Nfσ =
∫
dx aˆ†σ(x)aˆσ(x), Nb =
∫
dx bˆ†(x)bˆ(x), (6)
are conserved. We note that in what follows, we will al-
ways work in the regime where v1 6= v2 i.e., we will never
allow the particles to have equal velocities (the case of
equal velocities v1 = v2 is highly degenerate and in prin-
ciple could be considered separately).
Consider the following wave function in the sector
where N1 = 1, N2 = 1,
|Ψ〉1,1 =
∫
dx dy ψ(x, y)aˆ†1(x)aˆ
†
2(y) |0〉+
∫
dRφ(R)bˆ†(R) |0〉 ,
(7)
where |0〉 denotes the Fock vacuum. This leads to the
following Schro¨dinger equation
− i
(
v1
∂
∂x
+ v2
∂
∂y
)
ψ(x, y) + gφ(x)δ(x− y) = Eψ(x, y),
(8)
(
ν − iu ∂
∂R
)
φ(R) + gψ(R,R) = Eφ(R). (9)
The linear spectrum only allows for a solution in the form
ψ(x, y) = (θ(y − x) + Sθ(x− y))eik1x+ik2y, (10)
where θ(x) is the usual Heaviside function with θ(0) = 12 .
It is worth noting that due to the linear free particle
spectrum, the wave function is a discontinuous function
of the position variables at g 6= 0. This is in contrast
with the usual case of a particle with a conventional
kinetic energy—quadratic in momentum—moving in a
4delta-function potential, where the wave function is con-
tinuous.
Solving these equations, with E = k1v1 +k2v2, we find
φ(x) =
g(1 + S)
2(E + ν − u(k1 + k2))e
i(k1+k2)x, (11)
from which we find the S-matrix
S(k1, k2) =
−ig2
2(v1−v2) + v1k1 + v2k2 − u(k1 + k2)− ν
ig2
2(v1−v2) + v1k1 + v2k2 − u(k1 + k2)− ν
.
(12)
As required by unitarity, SS∗ = 1. We also see that
limk1→k2 S = −1, i.e., at low energies (relative momen-
tum, q = (k1−k2)/2→ 0), the fermions undergo total re-
flection. This is in accordance with a general result stated
in [32]. Note that we can alternatively derive the same
S-matrix by using the T -matrix formalism (see App. A).
The T -matrix formalism has the advantage of automati-
cally resolving the ambiguity built into the choice of the
value for θ(0).
If we could find k1 = q1 + i1 and k2 = q2 − i2, with
1,2 > 0, such that S =∞, then there would exist bound
states in this model. However, we need v11 = v22 in
order to keep the energy of the state real, and demanding
that φ(x), given by Eq. (11), be normalizable imposes
the condition 1 = 2. Thus, since we are considering the
case where v1 6= v2, there exist no bound states in our
problem.
Until the end of this section, let us label the momenta
of the v1 particles as k
(1)
j and that of the v2 particles as
k
(2)
j , where j numbers the particles. Then, following the
theory of integrable systems [43], we can construct the
most general eigenstate of the Hamiltonian Eq. (3),
|Ψ〉N1,N2 =
∫ N1∏
i=1
dxi
N2∏
i=1
dyi ψ(x1, . . . xN1 ; y1, . . . , yN2)
×aˆ†1(x1) . . . aˆ†1(xN1) aˆ†2(y1) . . . aˆ†2(yN2) |0〉
+ . . . , (13)
where ψ is given by
ψ(x1, . . . xN1 ; y1 . . . yN2) = A
N1∏
j=1
eik
(1)
j xj
N2∏
j=1
eik
(2)
j yj
×
∏
m,n
[
θ(ym − xn) + θ(xn − ym)S(k(1)n , k(2)m )
]
(14)
whereA denotes anti-symmetrization over all xj and over
all yj . The dots at the end of Eq. (13) stand for terms
where pairs of fermions are replaced by bosons, in analogy
with Eq. (7).
It is straightforward to check that Eq. (13) is indeed
an eigenstate with energy
E = v1
N1∑
j=1
k
(1)
j + v2
N2∑
j1
k
(2)
j . (15)
Crucial in this verification is the fact that the Q3WI
Hamiltonian only includes first derivatives of the annihi-
lation operators, unlike standard Hamiltonians, such as
Eq. (1), which involve second derivatives of the annihila-
tion operators. As a result, the three particle terms which
typically need to cancel for a one-dimensional problem to
be integrable are absent in our problem.
Imposing periodic boundary conditions, with L the
system size, we deduce the Bethe-Ansatz equations
eik
(1)
j L
N2∏
m=1
k
(1)
j (v1 − u) + k(2)m (v2 − u)− ν − i g
2
2(v1−v2)
k
(1)
j (v1 − u) + k(2)m (v2 − u)− ν + i g
2
2(v1−v2)
= 1,
eik
(2)
j L
N1∏
m=1
k
(1)
m (v1 − u) + k(2)j (v2 − u)− ν + i g
2
2(v1−v2)
k
(1)
m (v1 − u) + k(2)j (v2 − u)− ν − i g
2
2(v1−v2)
= 1.
(16)
Taking the logarithm, we find
k
(1)
j =
2pi
L
Ij − 2
L
N2∑
m=1
tan−1
(
k
(1)
j (v1 − u) + k(2)m (v2 − u)− ν
g2
2(v1−v2)
)
,
k
(2)
j =
2pi
L
Jj +
2
L
N1∑
m=1
tan−1
(
k
(1)
m (v1 − u) + k(2)j (v2 − u)− ν
g2
2(v1−v2)
)
,
(17)
where the Ij (Jj) are distinct half-integers if N1 (N2) is
odd, and distinct integers if N1 (N2) is even. We can thus
parametrize the solutions to the Bethe equations by sets
of integers Ij and Jj , which act as quantum numbers
for the momenta, k(1) and k(2) respectively. The exis-
tence of a unique solution is proved in Ref. [44], where it
is demonstrated that the action corresponding to these
equations is bounded below and always has a unique min-
imum in the thermodynamic limit, which we now proceed
to study.
III. THERMODYNAMICS AND EXCITATION
SPECTRUM
We are now interested in taking the thermodynamic
limit of the Bethe Ansatz equations derived in the previ-
ous section. To this end, we promote Ij and Jj to contin-
uous variables I and J , with k(1) and k(2) now becoming
functions of I and J respectively, rather than being la-
belled by a subscript indicating a particle number. Hence-
forth, it will be convenient to change notations k(1) → k1,
k(2) → k2, with k1 and k2 simply denoting the momenta
of each species of fermionic particles.
We then differentiate the Bethe Ansatz equations with
respect to the momenta k1 and k2, and introduce the
density of vacancies (where a full vacancy is a particle
and an empty one is a hole) for the k1 and k2 particles
ρt1(k1) =
1
L
dI
dk1
, ρt2(k2) =
1
L
dJ
dk2
, (18)
5where ρt1(k1) = ρ1(k1) + ρ
h
1 (k1) and ρ
t
2(k2) = ρ2(k2) +
ρh2 (k2), with ρ1,2 and ρ
h
1,2 denoting the densities of full
and empty vacancies of each particle species respectively.
This leads to the following set of coupled integral equa-
tions for the densities
ρt1(k1) =
1
2pi
− u− v1
2pi
∫
dk2 ρ2(k2)K(k1, k2),
ρt2(k2) =
1
2pi
+
u− v2
2pi
∫
dk1 ρ1(k1)K(k1, k2), (19)
where we have defined the integral kernel,
K(k1, k2) =
4g2(v1 − v2)
g4 + 4(v1 − v2)2 (k1(u− v1) + k2(u− v2) + ν)2
.
(20)
Since the energy of the fermions is unbounded below
owing to their chiral nature, we have to implement mo-
mentum cut-offs. If, for instance, v1, v2 are both positive,
these cut-offs can be implemented in the following way,
ρt1(k1) =
1
2pi
− u− v1
2pi
∫ ∞
−Λ
dk2 ρ2(k2)K(k1, k2),
ρt2(k2) =
1
2pi
+
u− v2
2pi
∫ ∞
−Λ
dk1 ρ1(k1)K(k1, k2). (21)
Here, the cut-off Λ removes particles with large negative
kinetic energies. If v1 is negative, we instead cut-off large
positive momenta k1, and similarly, if v2 < 0, we cut-off
large positive momenta k2.
To determine the ground state and excitation spectrum
of the system, we follow the method introduced by Yang
and Yang [45], where we first find the excitation spectrum
at finite temperature and then take the limit T → 0
(see [43, 46] for a review).
The total number of particles of type v1 and v2 can be
found by integrating the density functions
N1/L =
∫
dk1 ρ1(k1), N2/L =
∫
dk2 ρ2(k2), (22)
while the total energy of the system is given by
E/L = v1
∫
dk1 ρ1(k1) k1 + v2
∫
dk2 ρ(k2) k2. (23)
The entropy of the system is
S/L =
∫
dk1
[
ρt1 log(ρ
t
1)− ρ1 log(ρ1)− ρh1 log(ρh1 )
]
+∫
dk2
[
ρt2 log(ρ
t
2)− ρ2 log(ρ2)− ρh2 log(ρh2 )
]
. (24)
We introduce the thermodynamic potential Ω = E−TS−
h1N1 − h2N2, where T is the temperature, and h1 and
h2 are the chemical potentials conjugate to the conserved
particle numbers N1 and N2, defined in Eq. (5). We then
minimize Ω with respect to ρ1 and ρ2, recalling that
δρt1(k1) = −
u− v1
2pi
∫
dk2K(k1, k2)δρ2(k2),
δρt2(k2) =
u− v2
2pi
∫
dk1K(k1, k2)δρ1(k1), (25)
and find a system of coupled non-linear integral equa-
tions, usually called the Thermodynamic Bethe Ansatz
(TBA) equations,
1(k1) = k1v1 − h1
− T u− v2
2pi
∫
dk2K(k1, k2) ln(1 + e
− 2(k2)T ),
2(k2) = k2v2 − h2
+ T
u− v1
2pi
∫
dk1K(k1, k2) ln(1 + e
− 1(k1)T ). (26)
Here, following [43] we have defined
ρh1 (k1)
ρ1(k1)
= e
1(k1)
T ,
ρh2 (k2)
ρ2(k2)
= e
2(k2)
T , (27)
with 1(k1) and 2(k2) playing the role of the excitation
spectrum of the v1 and v2 particles respectively. In prin-
ciple, this set of equations produces the excitation spec-
trum of the system, but being non-linear, there exists no
analytic solution.
Since we are interested in the zero temperature limit
here, taking T → 0 we find that
1(k1) = k1v1 − h1 + u− v2
2pi
∫
2(k2)<0
dk2K(k1, k2) 2(k2),
2(k2) = k2v2 − h2 − u− v1
2pi
∫
1(k1)<0
dk1K(k1, k2) 1(k1).
(28)
Here, the integrals are restricted over the regions where
1(k1), 2(k2) < 0. In addition, from Eq. (27) we see that
in the zero temperature limit,
 < 0 =⇒ ρh = 0,
 > 0 =⇒ ρ = 0, (29)
with the Fermi-momenta, kf1 , k
f
2 , defined in such a way
that
1(k1 = k
f
1 ) = 0, 2(k2 = k
f
2 ) = 0. (30)
From these definitions, we see that if (k) > 0, then the
excitation corresponds to a particle; otherwise, it corre-
sponds to a hole with energy −(k).
For an arbitrary interaction strength g, these equations
can only be solved numerically, but in what follows we
develop analytic solutions for the limits of infinite and
weak interactions at zero temperature.
IV. STRONGLY INTERACTING REGIME
The strongly interacting regime of the Q3WI model
corresponds to the broad resonance regime and is ac-
cessed by taking the limit g , ν → ∞, while keeping the
ratio g2/ν = γ fixed. In this limit, we can integrate
6out the bosonic molecules b, and the Q3WI Hamiltonian
(Eq. (3)) reduces to
Hˆ =
∫
dx
[ ∑
σ=1,2
aˆ†σ (−ivσ∂x) aˆσ − γaˆ†1aˆ†2aˆ2aˆ1
]
. (31)
We note that in the conventional case with quadratic
disperson Eq. (2), this limit is conventionally referred to
as the limit of broad resonance, with the term “strong
interactions” reserved for the case when |γ| is large. We
will see however that in our case, where particles disperse
linearly, the physics of Eq. (31) does not depend much
on the magnitude of γ; we thus refer to Eq. (31) with
arbitrary γ as the strongly interacting regime.
Hence, in the strongly interacting regime, the Q3WI
model describes two species of chiral fermions interact-
ing through a short ranged δ-function interaction, whose
strength γ is controlled by the parameters g, ν of the orig-
inal resonant system. Given the simplicity of this limit,
we first study the model Eq. (31) directly and then check
that the Bethe Ansatz solution developed in the previous
section indeed reproduces this limit correctly.
In order to study the scattering of two different species
of fermions (since Fermi statistics prevent two particles
of the same species from interacting), we consider the
two-particle wave function
|Ψ〉2 =
∫
dx dy ψ(x, y) aˆ†1(x)aˆ
†
2(y) |0〉 . (32)
This leads to the Schro¨dinger equation(
−iv1 ∂
∂x
− iv2 ∂
∂y
)
ψ(x, y)−γ δ(x−y)ψ(x, y) = Eψ(x, y).
(33)
Since aˆ†1 and aˆ
†
2 describe distinguishable species of chiral
fermions, we should not expect the solution to obey any
particular symmetries. Indeed, the solution to Eq. (33) is
ψ(x, y) = eik1x+ik2y (θ(y − x) + Sθ(x− y)) , (34)
where the energy E = k1v1 + k2v2. Integrating Eq. (33)
over the range x = y ± , we find that
lim
→0
(−iv1 + iv2)ψ(x, y)|x=y+x=y− = γψ(x, y)|x=y, (35)
which leads to the S-matrix
S =
2(v1 − v2) + iγ
2(v1 − v2)− iγ . (36)
Interestingly, this S-matrix is completely independent
of momenta. Since S = eiθ is described by a constant
phase shift, it demonstrates that the only effect of the
short range δ-function potential on the scattering of chi-
ral fermions is to shift the phase of the outgoing wave
relative to the incoming wave, regardless of whether the
interaction is repulsive or attractive.
Another interesting feature of this solution is that both
the limit γ → 0 and γ →∞ describe two species of non-
interacting fermions. In particular,
lim
γ→0
S = 1, (37)
so that the solution to Eq. (33) becomes
ψ(x, y) = eik1x+ik2y. (38)
Since ψ(x, x) 6= 0 and since the particles are allowed
to occupy the same momentum state, the limit γ → 0
clearly describes two distinct species of non-interacting
fermions. Similarly, in the opposite limit
lim
γ→±∞S = −1, (39)
so that Eq. (33) is solved by
ψ(x, y) = eik1x+ik2y(θ(y − x)− θ(x− y)). (40)
In this case, ψ(x, x) = 0 but the particles are still al-
lowed to occupy the same momentum state. Thus, in this
regime, regardless of whether the interaction is attrac-
tive or repulsive, Eq. (31) describes two non-interacting
Fermi-gases. This is reflected in the fact that the S-
matrix is momentum-independent.
Since we have at our disposal the Bethe ansatz solu-
tions Eq. (16) to the full Q3WI model Eq. (3), it is in-
structive to verify that they indeed reproduce the broad
resonance regime discussed above. First, we observe that
in the limit g2/ν → γ, Eq. (12) reduces to Eq. (36), re-
producing the constant S-matrix as expected. We thus
find that the Bethe ansatz equations reduce to
k
(1)
j =
2pi
L
Ij +
2N2
L
tan−1
(
2(v1 − v2)
γ
)
,
k
(2)
j =
2pi
L
Jj − 2N1
L
tan−1
(
2(v1 − v2)
γ
)
, (41)
from which we deduce the densities of the chiral fermions
in the broad resonance regime,
ρt1(k1) = ρ
t
2(k2) =
1
2pi
, ∀γ. (42)
Similarly, if we now consider Eqs. (26) in this limit, the
integral kernel vanishes, leading to the excitation spectra
1(k1) = k1v1 − h1,
2(k2) = k2v2 − h2, (43)
from which we can deduce the finite temperature densi-
ties of the fermions,
ρ1(k1) =
1
2pi
1
e
k1v1−h1
T + 1
,
ρ2(k2) =
1
2pi
1
e
k2v2−h2
T + 1
. (44)
7We recognize in these two independent Fermi-Dirac dis-
tributions.
Thus, unlike the usual case of non-chiral fermions
with quadratic dispersion, where at infinite repulsion the
fermions behave as a single non-interacting species [46],
here we find that the strongly interacting (or broad res-
onance) regime corresponds to both species of fermions
surviving and becoming completely non-interacting. In
particular, the short ranged δ-function interaction be-
tween the two species amounts to a constant scattering
amplitude, which leaves the dispersion completely un-
changed, with no renormalization of their velocities.
V. WEAKLY INTERACTING REGIME
The weakly interacting limit of the Q3WI model
Eq. (3) corresponds to the limit g → 0. The system is
described by the Bethe Ansatz solutions developed in
Sec. III, where the integral kernel (20) in this limit re-
duces to
K(k1, k2) = 2pi sgn(v1 − v2) δ (k1(u− v1) + k2(u− v2) + ν)
+
g2
v1 − v2
1
(k1(u− v1) + k2(u− v2) + ν)2
+O(g4).
(45)
The leading order (g-independent) term of the integral
kernel clearly depends on the relative velocities of the chi-
ral fermions v1 and v2, but it also depends on the relative
strength of the bosonic velocity u through the δ-function.
Owing to this, we find that there are two distinct regimes
that must be separately analyzed
A. u > v1 > v2,
B. v1 > u > v2.
Here, we assume without loss of generality that v1 > v2
since the cases where v2 > v1 simply involve an exchange
of fermions of type 1 and 2. Furthermore, the parity x→
−x transformation changes the sign of all three velocities
u, v1, and v2, so that cases such as v1 > v2 > u can be
obtained from case A by a combination of parity and
fermion type exchange.
For each of these cases, we are interested in under-
standing the ground state properties and excitation spec-
tra of the chiral fermions in the zero temperature limit.
We consider case A in Sec. VI. We find that the lead-
ing order behavior of the excitation spectra Eq. (26)
at finite T can be established by considering only the
δ-function term in the integral kernel K(k1, k2). From
these, we can establish a finite T solution for the densi-
ties, with the ground state densities found by taking the
limit T → 0 (despite what one might na¨ıvely assume,
solving the Bethe Ansatz equations in this case directly
at T = 0 is more difficult than working at T > 0 and
then taking the limit T → 0). We find that the excita-
tion spectra of the chiral fermions are piece-wise linear
functions of momenta. Our procedure then allows us to
identify and describe several phases and phase transitions
in our system.
For case B, considered in Sec. VII, where the molecular
velocity is bracketed by that of the atoms, we find that
simply considering the δ-function term is insufficient and
that we must also account for the O(g2) term to establish
the leading order solution (which is why the O(g2) term
was retained in Eq. (45)). In this case, in order to find
the excitation spectra analytically, we make an ansatz
that the excitation spectra change sign only once. This
ansatz gives us a consistent solution only in the cases
where v1 and v2 have the same sign. The solution to the
Bethe Ansatz equations found via our procedure is remi-
niscent of the solution to similar equations that describe
the weakly interacting Bose gas, which is in a regime re-
sembling Bose condensation. In particular, the weakly in-
teracting Bose gas can be described with good accuracy
by the classical one-dimensional Gross-Pitaevskii (non-
linear Schro¨dinger) equation despite the formal absence
of Bose condensation in one-dimensional space. Since our
solution for the Q3WI model in case B closely resembles
this behavior, we term the phase in case B the “quasi-
condensate” phase of our model.
For the case where the atomic velocities have opposite
signs while the molecular velocity lies between them, we
were not able to find an analytic solution since our ansatz
leads to a physically inconsistent solution.
VI. LINEAR, GAPLESS BEHAVIOR AT WEAK
INTERACTIONS (CASE A)
We first study the cases where the molecular velocity
is greater than that of the chiral fermions. Specifically,
we consider case A, which corresponds to u > v1 > v2.
In order to study this regime, we first define the reduced
integral kernel
K˜(k1, k2) = lim
g→0
K(k1, k2)
= 2pi δ (k1(u− v1) + k2(u− v2) + ν) , (46)
since it is sufficient to replace K by its limiting g → 0
value to find the ground state properties of the Q3WI
model at weak interaction strengths within this regime.
The TBA equations (27) are thus
1(k1) = k1v1 − h1
− T (u− v2)
2pi
∫
dk2 K˜(k1, k2) log(1 + e
− 2(k2)T ),
2(k2) = k2v2 − h2
+ T
(u− v1)
2pi
∫
dk1 K˜(k1, k2) log(1 + e
− 1(k1)T ),
(47)
8while the densities satisfy the coupled integral equations
ρt1(k1) =
1
2pi
− (u− v1)
2pi
∫
dk2 ρ2(k2)K˜(k1, k2),
ρt2(k2) =
1
2pi
+
(u− v2)
2pi
∫
dk1 ρ1(k1)K˜(k1, k2). (48)
We have to supplement the integrals with a momentum
cut-off Λ  1, since the energies are unbounded from
below (above) if vi is positive (negative). Since we are
working with the reduced kernel K˜, Eqs. (47) simplify,
1(k1) = k1v1 − h1
− T log
1 + exp
−2
(
−k1(u−v1)+νu−v2
)
T
 ,
2(k2) = k2v2 − h2
+ T log
1 + exp
−1
(
−k2(u−v2)+νu−v1
)
T
 .
(49)
This is valid for arbitrary k1 and k2. In order to simplify
these equations further, we set
k˜2 = −k1(u− v1) + ν
u− v2 , (50)
and find that
1(k1) = k1v1 − h1 − T log
1 + exp
−2
(
k˜2
)
T
 ,
2(k˜2) = k˜2v2 − h2 + T log
(
1 + exp
(
−1 (k1)
T
))
.
(51)
Equivalently,
e−
1(k1)
T = e−
k1v1−h1
T
1 + exp
(
k1(u−v1)+ν
u−v2 v2+h2
T
)
1 + e−
1(k1)
T
 .
(52)
Solving this quadratic equation for exp (−1(k1)/T ) leads
to
exp
(
−1(k1)
T
)
=
1
2
(
exp
(
−k1v1 − h1
T
)
− 1
)
+
1
2
√√√√(exp(−k1v1 − h1
T
)
+ 1
)2
+ 4 exp
(
−k1v1 −
k1(u−v1)+ν
u−v2 v2 − h1 − h2
T
)
.
(53)
Here, we must choose the positive sign in front of the
square root in order to keep the whole expression pos-
itive. This gives us the finite temperature solution for
the excitation spectrum 1(k1) of the first species of chi-
ral fermions. The spectrum 2(k2) of the second species
of fermions can then be found by substituting Eq. (53)
back into the equation for 2(k2).
Since we have established the finite temperature solu-
tion for the spectra, we can also find the solutions for the
densities from Eq. (48). Recalling that ρti = ρi + ρ
h
i and
using Eq. (27), these simplify to
ρ1(k1)
(
1 + e
1(k1)
T
)
=
1
2pi
− u− v1
u− v2 ρ2
(
−k1(u− v1) + ν
u− v2
)
,
ρ2(k2)
(
1 + e
2(k2)
T
)
=
1
2pi
+
u− v2
u− v1 ρ1
(
−k2(u− v2) + ν
u− v1
)
.
(54)
These are a set of simple algebraic equations which can
be solved in order to find that
ρ1(k1) =
1
2pi
(
1 + exp
(
2
(
− k1(u−v1)+νu−v2
)
T
))
− 12pi u−v1u−v2
1 +
(
1 + exp
(
2
(
− k1(u−v1)+νu−v2
)
T
))(
1 + exp
(
1(k1)
T
)) ,
ρ2(k2) =
1
2pi
(
1 + exp
(
1
(
− k2(u−v2)+νu−v1
)
T
))
+ 12pi
u−v2
u−v1
1 +
(
1 + exp
(
1
(
− k2(u−v2)+νu−v1
)
T
))(
1 + exp
(
2(k2)
T
)) .
(55)
Equations (53), (55) are the solutions to the Bethe
Ansatz equations at finite T in case A, studied in this
section.
In order to uncover the physics described by these
equations, we now examine the T → 0 limit of the ex-
pressions we have obtained thus far. Technically, this
limit is simple to take. It follows from observing that
exp(c/T )  1 in this limit if c > 0 and exp(c/T )  1
if c < 0. The procedure then reduces to evaluating the
9signs of various combinations of parameters; upon doing
this, the problem splits into various cases distinguished
by different values of these signs.
Carrying out this procedure, we find that there are five
further cases within case A, u > v1 > v2, that must be
considered separately,
1. u > v1 > v2 > 0 ,
2. u > v1 > 0 > v2 :
2i) u < 2v1v2v1+v2 ,
2ii) u > 2v1v2v1+v2 ,
3. u > 0 > v1 > v2,
4. 0 > u > v1 > v2.
We now discuss the general procedure through which
the ground state properties of these systems can be de-
rived, using as an example the case A1 where u > v1 >
v2 > 0. In particular, we will establish the presence of
a quantum phase transition in the Q3WI model through
this example and leave the details of the transitions in the
other cases to App. D, since the same method applies to
each of these.
Quantum phase transition in the Q3WI model
As a first step in establishing the ground state proper-
ties of the Q3WI model in the weakly interacting limit,
we consider particle velocities such that u > v1 > v2 > 0
and take the zero temperature limit T → 0 of Eq. (53).
This gives us the excitation spectra and ground state den-
sities of the chiral fermions. For both species of fermions,
the excitation spectra turn out to be piece-wise linear
functions of momenta, with derivatives ′i(ki) that are
discontinuous at certain momenta k
(j)
i (j = a, b, c). For
future reference, these are defined as
k
(a)
1 =
(h1 − h2) (u− v2)− νv2
u(v1 + v2)− 2v1v2 ,
k
(b)
1 =
(h1 + h2) (u− v2) + νv2
u (v1 − v2) ,
k
(c)
1 =
h2 (v2 − u)− νv2
v2 (u− v1) ,
k
(a)
2 = −
(h1 + h2) (u− v1) + νv1
u (v1 − v2) ,
k
(b)
2 =
(h2 − h1) (u− v1)− νv1
u (v1 + v2)− 2v1v2 ,
k
(c)
2 =
h1 (v1 − u)− νv1
v1 (u− v2) . (56)
Furthermore, the ground state densities ρi(ki) are
momentum-independent constants that change their val-
ues discontinuously at the above momenta k
(j)
i .
We further find that the behavior of the excitation
spectra and ground state densities differs depending on
the sign of the parameter
α(h1, h2, ν) = h1v2(u− v1) +h2v1(u− v2) + νv1v2, (57)
which is controlled by the chemical potentials hi and the
detuning ν. We note that at α(h1, h2) = 0, the momenta
defined in Eq. (56) satisfy k
(a)
i = k
(b)
i = k
(c)
i .
For α ≤ 0, the excitation spectra are
1(k1) = (58)
k1v1 − h1, k1 < k(c)1 ,
k1u(v1 − v2)− νv2
u− v2 − h1 − h2, k1 > k
(c)
1 ,
(59)
2(k2) = (60)
k2v2 − h2, k2 < k(c)2 ,
k2 (u(v1 + v2)− 2v1v2) + νv1
u− v1 + h1 − h2, k2 > k
(c)
2 .
(61)
As always, a special role is played by the value of the
momenta where the excitation spectra equal zero. We
term these the Fermi momenta kfi . When α ≤ 0, the
Fermi momenta are
kf1 =
h1
v1
, kf2 =
h2
v2
. (62)
It can be verified that as long as α < 0,
kci > k
f
i , (63)
and that kci = k
f
i if α = 0. The excitation spectra for
both species of chiral fermions are shown in Fig. 1.
The ground state densities can also be found from the
T → 0 limit of Eq. (55),
ρ1(k1) =

1
2pi
, k1 < k
f
1 ,
0, k1 > k
f
1 ,
(64)
ρ(k2) =

1
2pi
, k2 < k
f
2 ,
0, k2 > k
f
2 .
(65)
Let us examine 1(k1) first. We see that in the region
k1 ≤ k(c)1 , these fermions behave as though they were
non-interacting, since their spectrum corresponds to that
of non-interacting chiral fermions dispersing with veloc-
ity v1. Beyond this range of momenta, the behavior of
the fermions changes as the interaction forces them to
disperse with a different velocity. Importantly, the Fermi
momentum i.e., where 1(k
f
1 ) = 0 matches the Fermi mo-
mentum of a non-interacting system of chiral fermions.
Since the behavior of 1(k1) changes at a momentum
larger than kf1 , the ground state of the v1 fermions cor-
responds to a filled Fermi sea of non-interacting chiral
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FIG. 1. Excitation spectra for case A1, where the parame-
ters are taken, for the purpose of illustration, as u = 6, v1 =
4, v2 = 1, h1 = 9, h2 = 2. The figures in the left panel cor-
respond to α < 0 (ν = −20), in which case both species of
fermions remain non-interacting throughout the Fermi sea.
The figures in the right panel correspond to α > 0 (ν = 20),
and in this case the fermions interact within a finite range of
momenta k
(a)
i ≤ ki ≤ k(b)i . The red dashed lines in either case
are the non-interacting excitation spectra, kivi − hi.
fermions, reflected in the ground state density ρ1(k1),
which equals 1/(2pi), the momentum density for non-
interacting free fermions.
Similarly, we observe that the spectrum of the v2
fermions corresponds to that of non-interacting chiral
fermions, since 2(k2) = k2v2 − h2 in the momentum
range k2 ≤ k(c)2 . The ground state of these fermions
is thus also described by a filled Fermi sea of non-
interacting fermions, with the Fermi momentum kf2 and
ground state density ρ2(k2) also reflecting the non-
interacting behavior.
We now consider the regime where α > 0. Here, we
again find that the spectra are piece-wise linear functions
1(k1) =
k1v1 − h1, k1 < k(a)1 ,
k1u(v1 − v2)− νv2
2(u− v2) −
h1 + h2
2
, k
(a)
1 < k1 < k
(b)
1 ,
k1u(v1 − v2)− νv2
(u− v2) − h1 − h2, k1 > k
(b)
1
(66)
2(k2) =
k2v2 − h2, k2 < k(a)2 ,
k2 (u(v1 + v2)− 2v1v2) + νv1
2(u− v1) +
h1 − h2
2
, k
(a)
2 < k2 < k
(b)
2
k2 (u(v1 + v2)− 2v1v2) + νv1
u− v1 + h1 − h2, k2 > k
(b)
2 ,
(67)
with the ground state densities given by
ρ1(k1) =

1
2pi
, k1 < k
(a)
1
1
4pi
(
1− u− v1
u− v2
)
, k
(a)
1 < k1 < k
(b)
1 ,
0, k1 > k
(b)
1 ,
(68)
ρ2(k2) =

1
2pi
, k2 < k
(a)
2 ,
1
4pi
(
1 +
u− v2
u− v1
)
, k
(a)
2 < k2 < k
(b)
2 ,
0, k2 > k
(b)
2 .
(69)
Furthermore, the Fermi momenta, defined by i(k
f
i ) = 0,
are now
kfi = k
(b)
i (70)
as can be easily verified.
We now contrast the behavior of 1(k1) in this regime
with that in the previous case. For α > 0, as depicted
in Fig. 1, we see that while the system displays non-
interacting behavior deep within the Fermi sea i.e., for
k1 ≤ k(a)1 , this behavior changes before the spectrum
crosses zero energy. In this case, the spectrum of the v1
fermions deviates from the non-interacting spectrum in
the vicinity of the Fermi momentum. Importantly, the
ground state density ρ1(k1) is also modified from the
non-interacting value 1/(2pi) in the vicinity of the Fermi
momentum kf1 but retains the non-interacting value for
k1 ≤ k(a)1 . Hence, the ground state of the system is de-
scribed by a filled Fermi sea of chiral fermions that, at
large negative momenta, behave as non-interacting chiral
fermions, but interact close to the Fermi momentum with
a modified momentum density and dispersion due to the
weak resonant interactions.
Analogous behavior occurs for the v2 particles when
α > 0, since their spectrum matches that of a non-
interacting spectrum for k2 ≤ k(a)2 but the dispersion
changes in the vicinity of the Fermi momentum kf2 . The
ground state density in the vicinity of the Fermi level also
deviates from its non-interacting value.
Thus, we have explicitly found the excitation spectrum
and the ground state densities for the system. The fact
that the ground state properties of these chiral fermions
are significantly modified depending on the parameter α
is an indication that the system undergoes a quantum
phase transition. For α ≤ 0, the ground state of the sys-
tem behaves as though it is insensitive to interactions, re-
flected in the densities ρ1, ρ2 which remain 1/(2pi), their
value for free fermions, all through the Fermi sea. How-
ever, for α > 0, the solution to our problem changes
qualitatively since the particles now interact within a fi-
nite range of momenta in the vicinity of kfi , changing the
ground state densities in this region.
We can further elucidate the nature of this change if
we calculate the particle densities D1, D2 as functions of
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the chemical potentials h1, h2. We can then invert this
relation to find the chemical potentials as functions of
particle density, i.e., hi(D1, D2) and look for discontinu-
ities in these functions or their derivatives.
The particle densities are defined as
D1 =
∫ ∞
−Λ
dk1 ρ1(k1)−D(0)1 , D2 =
∫ ∞
−Λ
dk2 ρ2(k2)−D(0)2 .
(71)
Here, D
(0)
i are the densities calculated at some reference
point to cancel the contribution from the cut-off, Λ. We
can also get the total energy density of the system,
E = v1
∫ ∞
−Λ
dk1 k1 ρ1(k1)+v2
∫ ∞
−Λ
dk2 k2 ρ2(k2)−E(0)1 −E(0)2 ,
(72)
and define the inverse compressibility as
κ−1ij =
∂2E
∂Di∂Dj
=
∂hi
∂Dj
, i, j = 1, 2 (73)
which satisfies κ−1ij = κ
−1
ji .
Let us consider the case α ≤ 0 first. Here, we find that,
D1 =
h1
2piv1
, D2 =
h2
2piv2
, (74)
which when inverted leads to
h1(D1, D2) = 2piv1D1, h2(D1, D2) = 2piv2D2. (75)
Thus, we find the inverse compressibility
κ−1 =
(
2piv1 0
0 2piv2
)
, (76)
which corresponds to the compressibility of a system
of two independent species of non-interacting chiral
fermions.
Next we consider the regime where α > 0. Here, we
find the chemical potentials
h1 =
2piD1
(
u2 − v1v2
)
+ (u− v1) (2piD2 (u− v2) + ν)
2u− v1 − v2 ,
h2 =
2piD2
(
u2 − v1v2
)
+ (u− v2) (2piD1 (u− v1) + ν)
2u− v1 − v2 ,
(77)
from which we find the inverse compressibility
κ−1 =
2pi
2u− v1 − v2
(
u2 − v1v2 (u− v1)(u− v2)
(u− v1)(u− v2) u2 − v1v2
)
,
(78)
which distinctly differs from the compressibility in the
regime α ≥ 0. Thus, even though the spectra remain
gapless for all values of α, the compressibilities κ11 and
κ22 are discontinuous, which indicates a phase transition.
Since we now have the chemical potentials as functions of
the particle densities, we can now also define a parameter
β(D1, D2) = 2piD1(u− v1) + 2piD2(u− v2) + ν, (79)
such that sgn (α(h1, h2)) = sgn (β(D1, D2)). For fixed
particle densities, as we vary the detuning ν, the disconti-
nuity hence occurs at ν = −2piD1(u−v1)−2piD2(u−v2).
We have thus shown that the Q3WI model in the
weakly interacting regime undergoes a phase transition
as a function of the particle densities of two species of
particles at the point where α = β = 0. The nature of
this phase transition is such that the system goes from
being completely non-interacting throughout the Fermi
sea (β ≤ 0) to being interacting within a finite range of
momenta close to the Fermi momenta (β > 0). Since the
compressibility is sensitive primarily to the ground state
density in the vicinity of the Fermi level kfi and since the
system’s behavior near kfi changes abruptly as a func-
tion of β, it is intuitively clear that this change should
manifest itself as a discontinuity in κ.
Although we have focused on a particular case here
(u > v1 > v2 > 0), we find similar phenomena in all
other cases as long as u > v1 > v2 or v1 > v2 > u (with
the cases where v2 > v1 understood by exchanging the v1
and v2 fermions). Specifically, in each case we find that
the spectra remain gapless while the compressibilities κ
display a discontinuity as a function of the parameter α
in response to the change in the system’s behavior close
to the Fermi level. While the discussion of the ground
state properties and associated phase transitions for all
other cases is left to App. D, we now review those cases
where the Q3WI model displays rather unconventional
behavior.
We also note that while we will only plot the excitation
spectra in what follows, the ground state densities may be
simply inferred from these, since ρi(ki) equals 1/(2pi) over
the momentum range where i(ki) coincides with its non-
interacting value. Conversely, if the spectrum deviates
from kivi − hi over some range of momenta within the
Fermi sea, then the corresponding ground state density
no longer equals 1/(2pi) and the vi fermions are hence
interacting over this range. By definition, ρi(ki) vanishes
for ki > k
f
i .
Interacting behavior deep within the Fermi sea
In the case considered above, regardless of sgn(α),
both species of chiral fermions displayed non-interacting
behavior at large negative momenta, i.e., deep within
the Fermi sea. This is in accordance with expectations,
since interactions typically only modify the behavior
in the vicinity of the Fermi momenta. However, if we
change the velocities such that u > v1 > 0 > v2 with
u(v1 + v2)− 2v1v2 < 0, i.e., case A2i of our classification,
we encounter unusual behavior in the spectrum of both
species of fermions, as illustrated in Fig. 2.
Specifically, regardless of sgn(α) we find that both
species of fermions remain interacting deep into the Fermi
sea since their ground state densities deviate from 1/(2pi)
(see App. D 1 a for details). For α < 0, we find that the
v1 particles display interacting behavior for large neg-
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FIG. 2. Excitation spectra for case A2i, with u = 10, v1 =
2, v2 = −10, h1 = 2, h2 = 3. The left-hand panel depicts
the regime α < 0 (ν = 20), where the v2 fermions inter-
act throughout the Fermi sea while the v1 species interacts
deep within the Fermi sea but becomes non-interacting for
k
(a)
1 ≤ k1 ≤ kf1 . The right-hand panel depicts the case α > 0
(ν = −30), where the behavior is reversed. The red dashed
lines are the spectra in the non-interacting case.
ative momenta while remaining non-interacting in the
vicinity of kf1 whereas the v2 particles interact for all
momenta k2 ≥ kf2 (since v2 < 0 here, we impose a
positive momentum cut-off on these fermions). That the
ground state densities are modified from 1/(2pi) is re-
flected in the deviation of the fermionic spectra from the
non-interacting dispersions. In addition, we find that the
densities change at precisely those momenta at which the
dispersions change. When α > 0, the behavior of the v1
and v2 fermions is reversed since now the v1 particles
interact for all k1 ≤ kf1 while the v2 fermions behave
as non-interacting fermions in a finite range of momenta
close to kf2 .
The change in behavior is reflected in the compressibil-
ities, which are discontinuous at α = 0. For instance, we
find that κ−111 = 2piv1 for α < 0, which is the compress-
ibility associated with non-interacting chiral fermions
dispersing with velocity v1. However, for α > 0, κ
−1
11
changes its value since now these fermions are interact-
ing throughout the Fermi sea. Similar behavior is dis-
played by the v2 fermions. Thus, in this parameter regime
we find that the Q3WI model displays behavior starkly
in contrast with that expected from weakly interacting
fermions, since in our model the chiral fermions remain
interacting far into the Fermi sea.
Interaction induced loss of chirality
Thus far, both cases encountered have the property
that the fermionic spectra remain gapless, and though
the velocities with which they disperse change abruptly
at certain special momenta, the chirality of each species
FIG. 3. Excitation spectra for case A2ii, with u = 6, v1 =
4, v2 = −3, h1 = 2, h2 = 3. The plots on the left are for ν = 8,
corresponding to α = 0, while the ones on the right are for
ν = −10 corresponding to α > 0. The red dashed lines are
the excitation spectra for a non-interacting system (g = 0).
stays invariant throughout the Fermi sea and matches
that of the non-interacting case i.e., sgn (′i(ki)) =
sgn(vi). If we instead consider the parameter regime
where u > v1 > 0 > v2 with u(v1 + v2) − 2v1v2 > 0
i.e., case A2ii, then this is no longer the case.
For velocities that satisfy the above conditions, we find
that the parameter β is simply given by the density of the
v2 fermions, β = D2 (see App. D 1 b for details). Hence,
the case β < 0 (equivalently α < 0) is un-physical here
and we must instead consider how the system changes
when β becomes non-zero. Since β = 0 corresponds to
a vanishing density of the v2 particles, we expect that
κ−122 = 0 and that κ
−1
11 corresponds to the compressibility
of non-interacting chiral fermions, 2piv1. Indeed, as shown
in Fig. 3, 1(k1) coincides with the non-interacting spec-
trum throughout the Fermi sea and ρ1(k1) = 1/(2pi) in
this region. Since 2(k2) > 0 for all k2, this implies a van-
ishing momentum density of the v2 particles, consistent
with D2 = 0.
However, as soon as we have a non-zero density D2,
the behavior changes drastically. In particular, we see
from Fig. 3 that the v1 particles begin interacting close
to the Fermi momentum kf1 = k
(b)
1 . This change is also
reflected in κ11. More interestingly, we see that the spec-
trum 2(k2) is no longer chiral and crosses zero energy
at two distinct Fermi momenta. The chirality of these
fermions changes sign abruptly at k
(a)
2 and they display
non-interacting behavior close to kf,12 = h2/v2 but inter-
act in the vicinity of kf,22 = k
(b)
2 , with the compressibility
reflecting this behavior. Thus, we see that in a certain
parameter regime, even weak interactions are sufficient
to change the chiral nature of the v2 particles. This is re-
markable since, typically, we expect that in the absence
of back-scattering the velocity should never change sign
and yet, we find that this is indeed the behavior exhibited
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by the Q3WI model in the weakly interacting regime.
In this section, we have developed a procedure for de-
riving the weakly interacting, zero temperature ground
state densities and excitation spectra of the Q3WI model
for case A. In particular, we have demonstrated the
existence of a quantum phase transition in this model
through an example, with the details of all other cases
left to Appendix D. Furthermore, we have discussed the
qualitatively different behaviors exhibited by this model,
focusing on the unconventional nature of the spectra that
arise as a consequence of weak interactions.
VII. QUASI-CONDENSATES AT WEAK
INTERACTIONS (CASE B)
We now consider the case v1 > u > v2, where the
Q3WI model exhibits qualitatively different behavior
compared to that encountered in Sec. VI. While in the
previous section we saw that the spectra were piece-wise
linear functions of momentum and that the ground state
densities were momentum-independent constants, here
we find that the dispersions, while still remaining gapless,
are no longer linear in momentum and that the densities
ρi(ki) are momentum dependent.
The origin of this change in behavior lies in the fact
that when the atomic velocities vi bracket the molecular
velocity u, the ground state densities diverge in the limit
g → 0. This is analogous to the behavior of the Lieb-
Linger model [38, 39] in the weakly interacting limit.
In our case, we will similarly find that it is insufficient
to keep only the leading order g-independent δ-function
term in the integral kernel K(k1, k2) (45).
In order to show this explicitly, let us consider Eq. (48),
where only the δ-function term in the g → 0 approxima-
tion of the kernel (Eq. (45)) is kept in the reduced kernel
K˜, given by Eq. (46). We also make the ansatz that the
excitation spectrum i(ki) crosses zero energy only at a
single Fermi point kfi . We will justify our ansatz later
for the cases where sgn(v1) = sgn(v2); we are unable to
find a solution when sgn(v1) = − sgn(v2) as this ansatz
breaks down.
In the T → 0 limit, the equations for the ground state
densities thus become
ρ1(k1) =
1
2pi
+
v1 − u
2pi
∫ kf2
−Λ
dk2 ρ2(k2)K˜(k1, k2), (80)
ρ2(k2) =
1
2pi
+
u− v2
2pi
∫ kf1
−Λ
dk1 ρ1(k1)K˜(k1, k2), (81)
where K˜ is the reduced integral kernel (46). Here, we
have assumed without loss of generality that v1, v2 > 0
since the case where v1, v2 < 0 follows similarly. With
the kernel K˜ being a δ-function, the integral in the right
hand side of Eq. (80) is non-zero only if
−Λ(u− v2) + ν
v1 − u ≤ k1 ≤
kf2 (u− v2) + ν
v1 − u , (82)
while the integral in the right hand side of Eq. (81) is
non-zero only if
−Λ(v1 − u)− ν
u− v2 ≤ k2 ≤
kf1 (v1 − u)− ν
u− v2 . (83)
For ki that satisfy these conditions, Eq. (80) becomes
ρ1(k1) =
1
2pi
+
v1 − u
u− v2 ρ2
(
k1(v1 − u)− ν
u− v2
)
,
ρ2(k2) =
1
2pi
+
u− v2
v1 − u ρ1
(
k2(u− v2) + ν
v1 − u
)
. (84)
These are a simple set of algebraic equations that lead to
ρ1(k1) =
1
2pi
(
1− u− v1
u− v2
)
+ ρ1(k1). (85)
This equation has no solutions and hence clearly demon-
strates that keeping only the reduced kernel K˜ is insuffi-
cient. We are thus forced to keep the O(g2) term in the
kernel (45) in order to establish the leading order behav-
ior of the ground state densities in this regime.
Owing to this, the procedure for finding the zero tem-
perature behavior is different from that employed in the
previous section VI, where we first found the finite tem-
perature solution and then took the limit T → 0. Here,
we work directly at zero temperature. However, in order
to find an analytically tractable solution, we make an
ansatz that there is only a single Fermi momentum kfi
for the fermionic species i, which allows us to derive the
ground state densities as a function of kfi . Given ρi(ki),
we then calculate the particle densities Di and the total
energy density E in terms of kfi . From these expressions,
we then extract the chemical potential hi = ∂E/∂Di and
the inverse compressibility κ−1ij = ∂hi/∂Dj to leading
order in the coupling strength g.
We note that while our results for physical quantities,
such as the total energy, depend on the cut-off Λ, the
compressibilities κij become cut-off independent in the
limit Λ → ∞. We also note that since we are unable
to find an analytic solution when v1 > 0 > v2, we will
briefly discuss the failure of our ansatz in this region of
parameter space at the end of this section.
We now study the case v1 > u > v2 > 0 in detail and
demonstrate the presence of a quasi-condensate phase
and a quantum phase transition within this regime. Fol-
lowing the discussion above, we see that in order to find
an analytic solution for the ground state densities in the
weakly interacting limit, we are forced to keep the O(g2)
term in the asymptotic expansion of the integral kernel
K(k1, k2). Thus, the TBA equations in the zero temper-
ature limit are given by
ρ1(k1) =
1
2pi
+
v1 − u
2pi
∫ kf2
−Λ
dk2 ρ2(k2)K(k1, k2),
ρ2(k2) =
1
2pi
+
u− v2
2pi
∫ kf1
−Λ
dk1 ρ1(k1)K(k1, k2), (86)
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FIG. 4. For the case where v1 − u < u − v2 and α <0, the
interactions are restricted to lie between certain ranges of
momenta, shown above. Outside these regions, the densities
∼ 1/(2pi).
where K is now given by Eq. (45). For momenta larger
than the Fermi momentum, ki > k
f
i , the densities vanish
i.e., ρi(ki > k
f
i ) = 0.
The leading order term in the kernel K(k1, k2) is still a
δ-function, which only acts (gives a non-zero contribution
to the integrals above) if the momenta are in the range
−Λ(u− v2) + ν
v1 − u < k1 < k
(i)
1 , (87)
for the first equation in Eq. (86) and if
−Λ(v1 − u)− ν
u− v2 < k2 < k
(i)
2 , (88)
for the second equation in Eq. (86), where we have de-
fined
k
(i)
1 =
kf2 (u− v2) + ν
v1 − u , k
(i)
2 =
kf1 (v1 − u)− ν
u− v2 . (89)
For momenta outside this range (but within the Fermi
sea), the δ-function does not act and so the ground state
densities are trivially given as
ρ1(k1) =
1
2pi
+O(g2), ρ2(k2) =
1
2pi
+O(g2), (90)
since the next term in K(k1, k2) ∝ g2.
In the following discussion, we assume without loss of
generality that v1−u < u−v2, since we find that the com-
pressibilities are independent of this choice in the limit
Λ → ∞. In this case, Eqs. (87) and (88), which specify
the range of momenta for which the δ-function term in
the kernel K(k1, k2) contributes non-trivially to Eq. (86),
can be replaced by
−Λ <k1 < k(i)1 ,
−Λ0 <k2 < k(i)2 , (91)
where
Λ0 =
Λ(v1 − u) + ν
u− v2 . (92)
Thus, the particles of the first species will interact for all
momenta up to the cut-off while the particles of the sec-
ond species will become non-interacting for large negative
momenta −Λ < k2 < −Λ0.
It is now convenient to introduce the parameter
α(kf1 , k
f
2 , ν) = k
f
1 (u− v1) + kf2 (u− v2) + ν, (93)
which also controls the range over which the particles
interact. If we consider α < 0, then the particles of the
first species remain interacting only up to k1 = k
(i)
1 , while
the particles of the second species interact all the way
up to kf2 . On the other hand, if α > 0, then the first
species of particles interact up to kf1 while the second
species of particles only interact up to k
(i)
2 . This is shown
schematically for α < 0 in Fig. 4.
We now elucidate the steps required for find the leading
order solution for the ground state densities in the case
where α < 0, with the the solutions for α = 0 and α > 0
obtained by following the same procedure. As shown in
Fig. 4, for momenta outside the interacting region i.e.,
where the δ-function in the kernel does not act, the den-
sities to leading order in g are
ρ1(k1) =
1
2pi
, k
(i)
1 < k1 < k
f
1 ,
ρ2(k2) =
1
2pi
, −Λ < k2 < −Λ0. (94)
For momenta ki in the range set by Eq. (91), however,
the momentum densities satisfy
ρ1(k1) =
1
2pi
− u− v1
u− v2 ρ2
(
−k1(u− v1) + ν
u− v2
)
− g2 u− v1
2pi(v1 − v2)
∫ kf2
−Λ
dk2
ρ2(k2)
(k1(u− v1) + k2(u− v2) + ν)2 ,
ρ2(k2) =
1
2pi
− u− v2
u− v1 ρ1
(
−k2(u− v2) + ν
u− v1
)
+ g2
u− v2
2pi(v1 − v2)
∫ kf1
−Λ
dk1
ρ1(k1)
(k1(u− v1) + k2(u− v2) + ν)2 . (95)
In order to solve these equations, we break the integrals into the interacting and non-interacting regions, and re-
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FIG. 5. The analytic solution for the ground state densities,
ρ1(k1) (in black) and ρ2(k2) (in red) are plotted. Here g = 0.1,
v1 = 5, u = 4, v1 = 2, ν = −20, Λ = 100 , kf1 = 15, and kf2 =
5. These are shown for the case where α < 0. The in-set shows
ρ1(k1) in the vicinity of k
(i)
1 , where its behavior changes from
interacting to non-interacting, with ρ
(0)
1 = 1/(2pi) the non-
interacting value. The discontinuity seen here is an artefact
of the small g approximation.
place ρi(ki) by its non-interacting value 1/(2pi) in the
latter.
As discussed before, we are keeping the O(g2) term
in the integral kernel K. Keeping only the leading order
∼ 1/g2 terms, we find an integral equation for ρ1(k1)∫ k(i)1
−Λ
dk′
ρ1(k
′)
(k′ − k)2 =
(v1 − v2)(u− v1)
2g2
(
1− u− v1
u− v2
)
,
(96)
the solution to which is (see App. E)
ρ1(k1) =
1
2pig2
(v1 − u)(v1 − v2)2
u− v2
√
(k1 + Λ)(k
(i)
1 − k1),
(97)
for −Λ < k1 < k(i)1 . Similarly, we find that
ρ2(k2) =
1
2pig2
(u− v2)(v1 − v2)2
|u− v1|
√
(kf2 − k2)(k2 + Λ0),
(98)
for −Λ0 < k2 < kf2 . Thus, we find qualitatively dif-
ferent behavior in this parameter regime, since unlike
the densities found in Sec. VI, which were discontinu-
ous momentum-independent constants, the ground state
densities found here are momentum dependent and di-
verge in the limit g → 0. Note the striking resemblance
of this solution to the behavior of the weakly interacting
Bose gas (Lieb-Liniger model [38]). Hence the conclusion
that the weakly interacting regime of the Q3WI with ve-
locities such that v1 > u > v2 > 0 describes what we
term a quasi-condensate phase.
These ground state densities ρi(ki) are illustrated in
Fig. 5. In order to verify that our solution indeed sat-
isfies the TBA equations, we numerically substitute our
solution into the integral equations (86) but now with
the complete integral kernel Eq. (20) and match the left
and right hand sides of those equations. We find excellent
agreement between the two for g  1, hence validating
our analytic solution.
It is important to note that our solution, given in
Eqs. (97) and (98), breaks down at the end points, as
it predicts that the densities vanish there as an artefact
of the small g approximation, whereas in reality the den-
sities smoothly connect with the 1/(2pi) densities of the
non-interacting regions given by Eq. (94).
Due to this, unlike in Sec. VI where we could find
an expression for the excitation spectra i and demand
that they vanish at the Fermi-momenta in order to find
the chemical potentials hi, here our expressions for i—
obtained by solving integral equations similar to those
for the densities—will always vanish at the end points
for any hi. Thus, in a way which parallels the case of
the weakly interacting Lieb-Liniger gas, we cannot ob-
tain hi by finding the excitation spectra but must use
the method described at the beginning of this section,
wherein we must find the particle densities Di and to-
tal energy density E as functions of the Fermi momenta
kfi in order to derive the chemical potentials and inverse
compressibility.
To implement this method, we compute the particle
densities
D1 =
∫ kf1
−Λ
dk1 ρ1(k1), D2 =
∫ kf2
−Λ
dk2 ρ2(k2), (99)
where the densities ρi are given by Eqs. (94), (97), and
(98). These integrals can be evaluated analytically in or-
der to find the particle densities as functions of the Fermi
momenta, i.e. Di = Di(k
f
1 , k
f
2 ). Similarly, we can express
the total energy
E = v1
∫ kf1
−Λ
dk1 k1ρ1(k1) + v2
∫ kf2
−Λ
dk2 k2ρ2(k2) (100)
as a function of the Fermi momenta, E = E(kf1 , kf2 ). The
chemical potentials are then found from the derivatives
hi =
∂E
∂Di
=
∑
n=1,2
∂kfn
∂Di
∂E
∂kfn
. (101)
Differentiating once more allows us to find the inverse
compressibilities. Importantly, we take the limit Λ→∞
in order to find the leading order (in g) compressibilities,
which are cut-off independent,
[κ]
−1
ij = limΛ→∞
∂2E
∂Di∂Dj
= lim
Λ→∞
∑
m,n=1,2
∂kfm
∂Di
∂
∂kfm
(
∂kfn
∂Dj
∂E
∂kfn
)
(102)
Before we proceed with the calculation, we must justify
our ansatz that the excitation spectra cross zero-energy
only once. In order to do this, we must check that the ex-
citation energies remain negative for all ki ≤ kfi since by
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definition, i(ki) < 0 when ρi(ki) > 0. This will demon-
strate that our solutions are consistent with our initial
assumption that i(ki) = 0 only at a single point.
To find the excitation spectra at zero temperature in
the weakly interacting limit, we must solve the coupled
integral equations
1(k1) = k1v1 − h1 + u− v2
2pi
∫ kf2
−Λ
dk2K(k1, k2) 2(k2),
2(k2) = k2v2 − h2 − u− v1
2pi
∫ kf1
−Λ
dk1K(k1, k2) 1(k1),
(103)
with the kernel given by Eq. (45).
The solution proceeds in a manner similar to that for
the densities, as in the range of momenta where the δ-
function does not act, we find that (for α < 0)
1(k1) = k1v1 − h1, k(i)1 < k1 < kf1 ,
2(k2) = k2v2 − h2, −Λ < k2 < −Λ0. (104)
On the other hand, for the excitation spectra in the inter-
acting region, we must solve integral equations following
from Eqs. (103), similarly to how it was done for the den-
sities. We find that the leading order ∼ 1/g2 solutions for
these are
1(k1) =
(v1 − u)(v1 − v2)
g2
√
(k
(i)
1 − k1)(k1 + Λ)
×
(
u
v1 − v2
u− v2
(
k
(i)
1 − Λ + 2k1
4
)
− h1 − h2 − νv2
u− v2
)
,
(105)
for −Λ < k1 < k(i)1 , and
2(k2) =
(u− v2)(v1 − v2)
g2
√
(kf2 − k2)(k2 + Λ0)
×
(
u
v1 − v2
v1 − u
(
kf2 − Λ0 + 2k2
4
)
− h1 − h2 − νv1
v1 − u
)
,
(106)
for −Λ0 < k2 < kf2 . While we found these solutions for
arbitrary hi, in practice those must be fixed according to
Eq. (101).
For the case α < 0, with the chemical potentials ap-
propriately fixed, the excitation spectra are plotted in
Fig. 6.
Although we have only stated solutions for ki < k
f
i
here, the integral equations (103) can also be solved for
momenta larger than the Fermi momenta i.e., ki > k
f
i .
We have verified that indeed i(ki > k
f
i ) > 0, hence
vindicating our ansatz that the spectra only cross zero
energy at a single point.
Now that we have constructed the solution to our prob-
lem, we would like to proceed with calculating the com-
pressibilities to verify that they change when α changes
FIG. 6. The analytic solution for the excitation energies,
1(k1) (in black) and 2(k2) (in red) are plotted. Here g = 0.1,
v1 = 5, u = 4, v1 = 2, ν = −20, Λ = 100, kf1 = 15, and
kf2 = 5. This is for the case where α < 0. For ki > k
f
i , the
excitation spectra i(ki) > 0, hence confirming our ansatz
that the spectra only cross zero energy once.
its sign, indicating a phase transition when α = 0. At first
glance, given that we have derived analytic expressions
for the ground state densities, it appears straightforward
to derive analytic expressions for the particle densities
Di (99) and the total energy E (100) and to then evaluate
the derivatives in Eq. (102) to determine compressibili-
ties.
However, as discussed earlier, our expressions for the
ground state densities ρi in the interacting regions, given
by Eqs. (97), (98), break down in the vicinity of the end
points i.e., momenta where the behavior changes from
interacting to non-interacting. Since the true behaviour
of the densities is expected to be one where they con-
nect smoothly with the non-interacting value 1/(2pi), we
must account for the possibility that perturbative in g
corrections to our solutions lead to non-trivial contribu-
tions to the compressibilities. Hence, care must be taken
while evaluating the derivatives that appear in Eq. (102),
a detailed discussion of which is presented in App. F.
The analysis presented in the Appendix shows that
any corrections to our expressions for the ground state
densities will in fact not contribute to the leading order
(in g) ground state inverse compressibilities, which we
find are
κ−1 = 2piv1
(
1 −1
−1 1
)
, α < 0,
κ−1 = 2piv2
(
1 −1
−1 1
)
, α > 0. (107)
We first note that the cut-off, Λ, drops out entirely
in these expressions since we are working in the limit
Λ → ∞. We also observe that since we are working in
the regime where v1 > u > v2 > 0, the inverse compress-
ibilities are well-defined and positive.
The situation is somewhat more involved for the
compressibilities themselves. We observe that the in-
verse compressibility matrices in either regime are non-
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invertible. This is another artifact of the small g approx-
imation since it is possible to show (see App. F) that
these matrices are necessarily invertible once corrections
to the leading order solutions are accounted for. Thus, in
principle it is possible to find the compressibility matrix
κ by extending our analytic solutions for the densities ρi
beyond leading order.
The inverse compressibility matrices (107) suffice, how-
ever, for the purposes of establishing a phase transition
within the quasi-condensate regime since we see that κ−1
is discontinuous as a function α. In particular, κ−1 equals
the non-interacting compressibility of the first fermionic
species if α < 0, and of the second fermionic species if
α > 0. This can be understood as follows: for α < 0, the
majority v1 particles are non-interacting in the vicinity
of their Fermi momentum kf1 since ρ1(k1) = 1/(2pi) here.
Since the compressibility depends primarily on the be-
havior close to the Fermi point, we expect it to take on
its non-interacting value for the v1 particles.
Thus, if α < 0, only particles of the first species con-
tribute to the compressibility of both species. The situa-
tion is reversed when α > 0 since the compressibility is
now determined by the second species of fermions, which
are non-interacting in the vicinity of kf2 .
Just as was done in the prior study of Case A in
Sec. VI, we can re-express the parameter α in terms of
the densities D1 and D2, to get a clear criterion of the
transition as a function of densities. It is straightforward
to check by integrating (97) and (98) that the contribu-
tion of the interacting regions to D1 is exactly equal to
their contribution to D2, and hence
D2 −D1 = 1
2pi
(
(Λ− Λ0)−
(
kf1 − k(i)1
))
. (108)
In turn, we rewrite this with the help of Eq. (89) as
D2 −D1 = α
2pi(v1 − u) +
Λ− Λ0
2pi
. (109)
Therefore we see that since the transition happens when
α changes sign, this is equivalent to saying that the tran-
sition happens when
β = D2 −D1 − (Λ− Λ0)/(2pi) (110)
changes sign. Since the last term in Eq. (110) is a den-
sity independent constant, this gives a clear criterion for
transition as a function of the densities.
When v1 > 0 > v2 (with v1 > u > v2) we are un-
able to find a consistent analytic solution for the ground
state densities and excitation spectra. In particular, our
ansatz that the excitation spectra cross zero energy at
only one point breaks down since making that ansatz
leads to negative compressibilities, indicating the insta-
bility of our solution. Additionally, if we construct the
excitation spectrum for this case following our steps in
the previous sections, we find that it is positive where
the densities are positive: another contradiction, since by
definition, (k) < 0 where ρ(k) > 0. Thus, our ansatz
that there is only one Fermi-point breaks down here. This
is similar to the case in Sec. D 1 b where the excitation
spectrum changes sign twice. While we did find some nu-
merical evidence for this being the case, our solution did
not converge and we will hence leave this case for future
work.
VIII. CONCLUSIONS
In this paper, we have studied a one-dimensional model
of chiral fermions interacting through an s-wave Feshbach
resonance. In particular, we have demonstrated that this
model is host to a plethora of possible behaviors in the
weakly interacting regime, from one where the fermions
remain interacting deep within their Fermi seas to one
where they become non-chiral. We also find that fermions
interacting via a Feshbach resonance, in the limit of weak
interactions, can exhibit behavior that closely resembles
that of the weakly interacting Bose gas, a case that we
have dubbed the “quasi-condensate” phase of our model.
While we have demonstrated the existence of a quan-
tum phase transition through the discontinuity in the
zero temperature compressibility, the precise nature of
this transition remains unclear and may benefit from a
bosonization study. It would also be interesting to further
investigate the thermodynamic properties of the phases
where the particles interact deep into the Fermi sea—is
this unusual behavior reflected in any quantities besides
the compressibility?
The full phase diagram of our system as a function of
the interaction strength g and of the particle densities
remains the subject of future work, since we can only
probe the weak g and strong g limits analytically. Study-
ing generic values of g would probably require a numerical
study of the Bethe Ansatz equations derived here.
We were unable to find an analytic solution in one
case, that when v1 > 0 > v2 and the molecular velocity
u lies in between the atomic velocities vi. In order to
complete our characterization of this model, we must
thus develop a numerical solution for the Q3WI model
in this particular regime. However, from our analysis of
the other cases, we expect that this particular regime
should also host a quasi-condensate phase and exhibit
a quantum phase transition as a function of particle
densities.
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Appendix A: T -Matrix calculation of scattering
amplitudes
Here, we calculate the scattering amplitude of an a1
particle and an a2 particle governed by the Q3WI Hamil-
tonian Eq. (3). This is done by calculating the amplitude
for the diagram
= + +
+ ...
Since these diagrams form a geometric series, they can
be re-summed exactly to give the T -matrix amplitude
T (k,E) =
g2
D−1(k,E)− g2Π(k,E) , (A1)
where
= D(k,E),
= Π(k,E).
Here, D is the retarded Green’s function for the b-
particles
D(k,E) =
1
E − uk − ν + i0 , (A2)
and Π is the polarization operator
Π =
∫
dω
2pii
dk
2pi
G0,1
(p
2
+ k,E + ω
)
G0,2
(p
2
− k,−ω
)
,
(A3)
where G0,i is the retarded Green’s function for the ai
particles
G0,i(k,E) =
1
E − vik + i0 , (A4)
and p = k1 + k2 is the centre of mass momentum. We
find that
Π =
∫ ∞
−∞
dk
2pi
1
E − p2 (v1 + v2)− k(v1 − v2)− i
,
= − i
2(v1 − v2) . (A5)
Since the energy is given by E = k1v2 + k2v2, we find
T =
g2
ig2
2(v1−v2) + k1v1 + k2v2 − u(k1 + k2)− ν
. (A6)
To calculate the S-matrix from the T -matrix, we note
that the scattering amplitude f equals S−12 and for a
linear dispersion satisfies [32]
f(k1, k2) = −i T (k1, k2)
2(v1 − v2) ,
=
−ig2
ig2 + 2 (v1 − v2) (k1(v1 − u) + k2(v2 − u)− ν) .
(A7)
Appendix B: Linearisation of the continuum
two-channel model
Here, we relate the scattering amplitude for the two-
channel Hamiltonian Eq. (1), to that of the Q3WI Hamil-
tonian by linearising the two-channel model in the vicin-
ity of certain Fermi points. We first calculate the T -
matrix for Eq. (1), following the method outlined in
App. A,
T =
g2
ig2ma
k1−k2 +
k21
2ma
+
k22
2ma
− (k1+k2)22mb − 0
. (B1)
Now, for quadratic dispersions, the scattering amplitude
f is related to the T -matrix as
f(k) = −iµ
k
T, (B2)
where µ = m2 is the reduced mass, and k =
k1−k2
2 is the
reduced momentum. This leads to
f(k1, k2) =
−ig2(
k1
ma
− k2ma
)(
k21
2ma
+
k22
2ma
− (k1+k2)22mb − 0
)
+ ig2
.
(B3)
For ease of notation, we define
ti ≡ 1
2mi
, i = a , b (B4)
such that the scattering amplitude equals
f =
−ig2
2 (k1ta − k2ta) (k21ta + k22ta − (k1 + k2) 2tb − 0) + ig2
.
(B5)
We now linearise the spectrum about two Fermi-
momenta,
k1 ≈ kf1 + x1, k2 ≈ kf2 + x2. (B6)
To linear order in xi/kfi, we thus find
f ≈ −ig
2
ig2 + 2 (v1 − v2) (x1v1 + x2v2 − u(x1 + x2)− ν) ,
(B7)
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where we have defined the parameters
v1 =
√
ta
d
√
2
(
(kf1 − kf2)2ta − (kf1 + kf2)2tb + 2k2f1ta − 0
)
,
v2 =
−√ta
d
√
2
(
(kf1 − kf2)2ta − (kf1 + kf2)2tb + 2k2f2ta − 0
)
,
u =
2tb
d
√
ta
2
(
k2f1 − k2f2
)
,
ν =
(kf1 − kf2)
√
ta
d
√
2
(
(k2f1 + k
2
f2)ta − (kf1 + kf2)2tb − 0
)
,
(B8)
and
d = ±
√
2ta
(
k2f1 − kf1kf2 + k2f2
)
− tb(kf1 + kf2)2 − 0.
(B9)
Taking the positive root for d leads to v1 > v2, while the
negative root results in v2 > v1.
In the continuum, we require that mb = 2ma, which
pins the molecular velocity to that of the atoms, u =
(v1 + v2)/2. However, on a lattice the effective mass of
the molecule can be made independent of that the atoms,
in which case u can be varied (see App. C). Furthermore,
in the case that kf1 = kf2, we find that v2 = −v1 and
u = 0. This corresponds to the case v1 > 0 > v2 with u
lying in between, where unfortunately we are unable to
find an analytic solution for the ground state densities
(this is discussed in Sec. VII).
We note that to reach some of the regimes, for instance
u > v1 > 0 > v2, we require a negative molecular mass,
mb < 0, which while not possible in the continuum, is
allowed on a lattice. While the square root in the param-
eter d forces the original parameters ma,mb, kf1, kf2, ν to
be chosen such that the velocities remain real, we will see
that this linearisation procedure, when applied to the lat-
tice two-channel model, allows us to access all the regimes
we study in the main text.
Appendix C: Linearisation of the lattice two-channel
model
On a 1D lattice, the two-channel model is defined as
H =− ta
∑
〈r,r′〉
c†r,σcr′,σ − tb
∑
〈r,r′〉
b†rbr′ + 0
∑
r
b†rbr
+ g
∑
r
(b†rcr,↑cr,↓ + h.c.), (C1)
where cr,σ, c
†
r,σ are annihilation and creation operators
for fermionic atoms with spin σ at the lattice site r, and
br, b
†
r are annihilation and creation operators for closed
channel bosonic molecules. 0 is the bare detuning, g
is the coupling, ta(tb) are hopping matrix elements for
atoms (molecules), and 〈r, r′〉 denotes nearest neighbour
interactions. In the absence of interactions, the atoms
and molecules are free particles with lattice dispersions,
k = −2t cos(k), (C2)
bk = −2tb cos(k) + 0, (C3)
with the lattice constant, a, set to 1.
This model in three dimensions was studied in [47],
using a mean-field analysis, where it was shown that
when the band is more than half-filled and as the detun-
ing is decreased (equivalently, attractive interactions are
increased), the gas exhibits a non-monotonic crossover,
from a paired BCS superfluid to a BEC of molecular
holes, to the BCS, and to the BEC of molecules.
The scattering amplitude for this model can be cal-
culated as described in App. A (where the momentum
integration in the polarization operator Π now goes over
the first Brillouin-zone, k ∈ [−pi, pi]),
f(k1, k2) =
−ig2
ig2 + 2ta
(
sin(k1)− sin(k2)
)(
2tb cos(k1 + k2)− 2ta (cos(k1) + cos(k2))− 0
) . (C4)
Similar to the continuum case, in the vicinity of two dis-
tinct Fermi momenta, k1 ≈ kf1 + x1 and k2 ≈ kf2 + x2,
this scattering amplitude reduces to that for the Q3WI
(Eq. (A7)), where the velocities are now defined as
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v1 = −
√
ta
d
(
2ta
(
cos(2kf1) + cos(kf1 − kf2)
)
− cos(kf1)
(
2tb cos(kf1 + kf2)− 0
))
,
v2 =
√
ta
d
(
2ta
(
cos(2kf2) + cos(kf1 − kf2)
)
− cos(kf1)
(
2tb cos(kf1 + kf2)− 0
))
,
u = 2tb
√
ta
d
sin(kf1 + kf2)
(
sin(kf1)− sin(kf2)
)
,
ν = −
√
ta
d
(
2ta
(
cos(kf1) + cos(kf2)
)
− 2tb cos(kf1 + kf2) + 0
)(
sin(kf1)− sin(kf2)
)
,
d = ±
√(
cos(kf1) + cos(kf2)
)(
2tb cos(kf1 + kf2)− 0
)
− 2ta
(
cos(2kf1) + 2 cos(kf1 − kf2) + cos(2kf2)
)
. (C5)
Taking the positive root for d leads to v1 > v2, while the
negative root leads to the regime where v2 > v1. Thus,
by varying the Fermi-points, kf1 and kf2, the relative
strengths of the atomic and molecular hoppings ta , tb,
and the detuning 0, we can explore all parameter regimes
of the Q3WI model. Moreover, on the lattice we have
more freedom as now ta and tb are independent, unlike
in the continuum case.
Appendix D: Details for weakly interacting regime
In Sec. VI, we have discussed the general procedure
for deriving the zero temperature ground state densities
ρi(ki) and excitation spectra i(ki) in the weakly inter-
acting regime for the cases when u > v1 > v2. Here,
we present in detail the ground state densities, excita-
tion spectra, and compressibilities for these cases. We
reiterate that a host of other cases may be obtained
from the ones discussed here; in particular, cases where
v1 > v2 > u can be obtained from the cases studied here
by a combination of parity and fermion type exchange.
1. Case A: u > v1 > v2
For this case, the excitation spectra and ground state
densities are found by taking the limit T → 0 in Eq. (53)
and Eq. (55) respectively. The special momenta k
(j)
i
(j = a, b, c) at which the derivatives ′i(ki) may exhibit
discontinuities are defined in Eq. (56). We note that case
A1, which corresponds to u > v1 > v2 > 0, was ana-
lyzed in the main text and we will hence not repeat its
discussion here.
a. Case A2i: u > v1 > 0 > v2 & u <
2v1v2
v1+v2
For this case, we find that the parameter β, which sat-
isfies sgn(β) = sgn(α), is
β(D1, D2) =4pi
(
D2
2u− v1 − v2 −
D1
v1 − v2
)
− ν
(u− v1) (u− v2) . (D1)
The excitation spectra for this case are shown in the main
text, Fig. 2. Depending on sgn(β), the ground state den-
sities and compressibilites are as follows:
For β < 0, the ground state densities are
ρ1(k1) =

1
4pi
(
1− u− v1
u− v2
)
, k1 < k
(a)
1 ,
1
2pi
, k
(a)
1 < k1 < k
f
1 ,
0, k1 > k
f
1 ,
ρ2(k2) =

0, k2 < k
(b)
2 ,
1
4pi
(
1 +
u− v2
u− v1
)
, k2 > k
(b)
2 ,
(D2)
where the Fermi momenta are
kf1 =
h1
v1
, kf2 = k
(b)
2 . (D3)
These lead to the compressibility
κ−1 = 2pi
(
v1 v1
v1
3v1v2−2uv2−v21
2u−v1−v2
)
. (D4)
We note that the compressibilities are positive as required
on physical grounds. In particular, 3v1v2 − 2uv2 − v21 =
2v1v2 − u(v1 + v2) + (u− v1)(v1 − v2) > 0 so that κ−122 is
positive.
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For β = 0, we find that
ρ1(k1) =

1
4pi
(
1− u− v1
u− v2
)
, k1 < k
f
1 ,
0, k1 > k
f
1 ,
ρ2(k2) =

0, k2 < k
f
2 ,
1
4pi
(
1 +
u− v2
u− v1
)
, k2 > k
f
2 ,
(D5)
where in this case, both Fermi momenta are given by
their values in the non-interacting case
kf1 =
h1
v1
, kf2 =
h2
v2
. (D6)
The compressibility associated with this case is
κ−1 = 4pi
(
v1
u−v2
v1−v2 0
0 −v2 u−v12u−v1−v2
)
. (D7)
Finally, for β > 0 we find that the behavior again
changes, with the momentum densities
ρ(k1) =

1
4pi
(
1− u− v1
u− v2
)
, k1 < k
(b)
1 ,
0, k1 > k
(b)
1 ,
ρ2(k2) =

0, k2 < k
f
2 ,
1
2pi
, kf2 < k2 < k
(a)
2 ,
1
4pi
(
1 +
u− v2
u− v1
)
, k2 > k
(a)
2 ,
(D8)
such that the Fermi momenta in this case are
kf1 = k
(b)
1 , k
f
2 =
h2
v2
, (D9)
leading to
κ−1 = 2pi
(
2u− v2 v2
v2 −v2
)
. (D10)
For this case, we see that for β < 0, the v1 particles are
non-interacting near their Fermi momentum while the v2
particles are interacting throughout their Fermi sea. For
β > 0 the roles are reversed since the v1 fermions now
interact throughout their Fermi sea while the v2 particles
become non-interacting in the vicinity of their Fermi mo-
menta. The discontinuity in κ as β is changed captures
precisely the change in the behavior of the fermions in
the vicinity of their respective Fermi momenta.
b. Case A2ii: u > v1 > 0 > v2 & u >
2v1v2
v1+v2
The parameter β in this case is simply related to the
density D2 of the v2 fermions,
β(D1, D2) = D2. (D11)
Hence, in this case the regime where β < 0 is un-physical
and we only consider the change in β as it acquires a
non-vanishing value. The excitation spectra are shown in
Fig. 3.
The case β = 0 corresponds to a vanishing density
of v2 particles and thus we expect that the v1 particles
should exhibit non-interacting behavior throughout the
Fermi sea. This is indeed the case, since
ρ1(k1) =

1
2pi
, k1 < k
f
1 ,
0, k1 > k
f
1 ,
ρ2(k2) = 0 ∀k2, (D12)
where the Fermi momentum kf1 =
h1
v1
equals its value in
the non-interacting case. Moreover, the compressibility
κ11 also matches that for non-interacting chiral fermions
κ−1 = 2pi
(
v1 0
0 0
)
. (D13)
Once we have a finite density of v2 particles, β = D2 >
0, and the ground state densities become
ρ1(k1) =

1
2pi
, k1 < k
(a)
1 ,
1
4pi
(
1− u− v1
u− v2
)
, k
(a)
1 < k1 < k
(b)
1 ,
0, k1 > k
(b)
1 ,
ρ2(k2) =

0, k2 < k
f,1
2 ,
1
2pi
, kf,12 < k2 < k
(a)
2 ,
1
4pi
(
1 +
u− v2
u− v1
)
, k
(a)
2 < k2 < k
(b)
2 ,
0, k2 > k
(b)
2 .
(D14)
Here, the fermions with velocity v1 have a single Fermi
momentum while the spectrum for the other species
crosses zero energy twice, resulting in two Fermi mo-
menta for that species,
kf1 = k
(b)
1 , k
f,1
2 =
h2
v2
, kf,22 = k
(b)
2 . (D15)
The associated compressibilities in this case are
κ−1 = 2pi
(
v1 −v2 u−v1u−v2
−v2 u−v1u−v2 −v2 u
2−v1v2
(u−v2)2
)
. (D16)
Here, the v1 particles interact near the Fermi sea while
the v2 particles develop two Fermi momenta as a conse-
quence of their spectrum 2(k2) becoming non-chiral.
c. Case A3: u > 0 > v1 > v2
For this case, we find that
β(D1, D2) =
ν (2u− v1 − v2)
(u− v1) (u− v2) − 4pi (D1 +D2) . (D17)
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FIG. 7. Excitation spectra for case A3, with u = 8, v1 =
−3, v2 = −6, h1 = 1, h2 = 2. The plots on the left are for α <
0 (ν = −10) in which case the v1 fermions do not develop a
Fermi momentum. The right-hand panel corresponds to α > 0
(ν = 30) where the v1 particles develop two distinct Fermi
momenta and where the v2 particle are interacting deep into
the Fermi sea. The red dashed lines are the excitation spectra
for a non-interacting system (g = 0).
Here, we find that β < 0 implies the lack of any Fermi
momentum for the v1 particles i.e., ρ(k) < 0 ∀ k as de-
picted in the left panel of Fig. 7. Since there is no Fermi
momentum, we cannot find a relation between the parti-
cle densities Di and the chemical potentials hi, such that
the compressibility is an ill-defined quantity in this case.
However, for β = 0 the v1 particles develop a Fermi
momentum and we find that
ρ1(k1) =

1
4pi
(
1− u− v1
u− v2
)
, k1 < k
f
1 ,
1
2pi
, k1 > k
f
1 ,
ρ2(k2) =

0, k2 < k
f
2 ,
1
4pi
(
1 +
u− v2
u− v1
)
, k2 > k
f
2 ,
(D18)
where the Fermi momenta take on their non-interacting
values,
kf1 =
h1
v1
, kf2 =
h2
v2
, (D19)
from which we find
κ−1 = − 4pi
2u− v1 − v2
(
v1(u− v2) 0
0 v2(u− v1)
)
.
(D20)
For β > 0, we find that the behavior changes and,
similar to the previous case Sec. D 1 b, we find that the
v1 fermions no longer have a fixed chirality due to the
weak interactions. Furthermore, the v2 particles remain
interacting deep within the Fermi sea and it is only in
the vicinity of their Fermi momentum that they do not
interact. This is reflected in the ground state densities,
ρ1(k1) =

1
4pi
(
1− u− v1
u− v2
)
, k1 < k
(b)
1 ,
0, k
(b)
1 < k1 < k
f,1
1 ,
1
2pi
, k1 > k
f,1
1 ,
ρ2(k2) =

0, k < kf2 ,
1
2pi
, kf2 < k2 < k
(a)
2 ,
1
4pi
(
1 +
u− v2
u− v1
)
, k2 > k
(a)
2 .
(D21)
Here the first species of fermions, with velocity v1, de-
velop two Fermi momenta since their spectrum crosses
zero energy twice, while the second species of fermions
have a Fermi momentum that takes on its non-interacting
value,
kf,11 =
h1
v1
, kf,21 = k
(b)
2 , k
f
2 =
h2
v2
. (D22)
From these ground state densities, we derive
κ−1 = − 2pi
2u− v1 − v2
(
v1(2u− v2) v1v2
v1v2 v2(2u− v1)
)
.
(D23)
As in all previous cases, the discontinuity in the com-
pressibilities κ indicates the phase transition that occurs
in the Q3WI model as a function of the particle densities
Di and the detuning ν. In addition to the v1 particles
being non-chiral for β > 0, this case exhibits the peculiar
behavior that when β < 0, the v1 fermions are unable
to develop a Fermi momentum, with κ ill-defined in this
regime.
d. Case A4: 0 > u > v1 > v2
This is the final region of parameter space which ap-
pears in case A. Here, we find that
β(D1, D2) = ν− 2piD1 (u− v1)− 2piD2 (u− v2) . (D24)
For β < 0, we find that both species of fermions remain
non-interacting deep within the Fermi sea but interact in
the vicinity of their Fermi momenta, as shown in Fig. 8
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FIG. 8. Excitation spectra for case A4, with u = −2, v1 =
−4, v2 = −10, h1 = 1, h2 = 2. The plots on the left are for
ν = −10, so for α < 0, while the ones on the right are for
ν = 10, so for α > 0. The red dashed lines are the excitation
spectra for a non-interacting system.
and reflected in the ground state densities
ρ1(k1) =

0, k1 < k
(b)
1 ,
1
4pi
(
1− u− v1
u− v2
)
, k
(b)
1 < k1 < k
(a)
1 ,
1
2pi
, k1 > k
(a)
1 ,
ρ2(k2) =

0, k2 < k
(b)
2 ,
1
4pi
(
1 +
u− v2
u− v1
)
, k
(b)
2 < k2 < k
(a)
2 ,
1
2pi
, k2 > k
(a)
2 ,
(D25)
with the Fermi momenta
kf1 = k
(b)
1 , k
f
2 = k
(b)
2 , (D26)
and associated compressibilities,
κ−1 =
−2pi
2u− v1 − v2
(
u2 − v1v2 (u− v1)(u− v2)
(u− v1)(u− v2) u2 − v1v2
)
.
(D27)
The behavior simplifies for β ≥ 0 where we find
that both species of fermions remain completely non-
interacting throughout the Fermi sea,
ρ1(k1) =
0, k1 < k
f
1 ,
1
2pi
, k1 > k
f
1 ,
ρ2(k2) =
0, k2 < k
f
2 ,
1
2pi
, k2 > k
f
2 ,
(D28)
with Fermi momentum kfi = hi/vi and compressibility
κ−1 = −2pi
(
v1 0
0 v2
)
, (D29)
also corresponding to that of non-interacting chiral
fermions. We note that qualitatively this case is simi-
lar in nature to case A1, which is discussed in the main
text.
Thus, in each of the preceding cases, we have demon-
strated that the compressibilites κ display a discontinuity
as a function of D1, D2, ν since the ground state densities
ρi(ki) are discontinuous. We further note that in each
case κii (i = 1,2) are positive, as required on physical
grounds. We see that det(κ) > 0 in each case as well.
Appendix E: Solution to Integral Equations
Here, we discuss the procedure for finding a solution to
an integral equation of the form encountered in the main
text, Eq. (96). To do this, we us consider a more general
integral equation of the form∫ b
a
dµ
φ(µ)
(µ− λ)2 = f(λ), λ ∈ (a, b). (E1)
Then, we define
µ =
b− a
2
x+
b+ a
2
, λ =
b− a
2
y +
b+ a
2
, (E2)
such that x, y ∈ [−1, 1] and µ − λ = b−a2 (x − y). This
leads to∫ 1
−1
dx
φ( b−a2 x+
b+a
2 )
(x− y)2 =
b− a
2
f
(
b− a
2
y +
b+ a
2
)
,
(E3)
or, equivalently∫ 1
−1
dx
A(x)
(x− y)2 = B(y), y ∈ [−1, 1], (E4)
where A(x) = φ(µ) and B(y) = b−a2 f(λ).
From the general theory of hyper-singular equations,
(see, e.g. Refs. [48, 49]), the solution to the above equa-
tion is known to be
A(y) =
∫ y
−1
dτ√
1− τ2
∫ 1
−1
dx
√
1− x2
τ − x
B(x)
pi2
,
=
∫ 1
−1
dx
B(x)
pi2
log
[√
(1− x)(1 + y)−√(1 + x)(1− y)√
(1− x)(1 + y) +√(1 + x)(1− y)
]
.
(E5)
For instance, for B(y) = C, a constant, we find
A(x) = −C
pi
√
1− x2, x ∈ [−1, 1], (E6)
while for B(y) = Cy, we find
A(x) = − C
2pi
x
√
1− x2, x ∈ [−1, 1]. (E7)
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Appendix F: Compressibilities in the
Quasi-Condensate regime
In this Appendix, we discuss in detail the calculation
establishing the ground state compressibility (102) for
the quasi-condensate regime (see Sec. VII).
Specifically, let us consider the case where v1 > u >
v2 > 0 and where the parameter α < 0. The behavior
of the fermions in this regime is depicted in Fig. 4 and
the ground state densities to leading order are given by
Eqs. (94), (97), and (98). For ease of notation, we denote
the Fermi momenta throughout this section as
Ki ≡ kfi . (F1)
In what follows, we will require knowledge of the matrix
of derivatives
Mij =
∂Ki
∂Dj
= (V −1)ij , (F2)
where the matrix V is defined as
Vij =
∂Di
∂Kj
. (F3)
From Fig. 4 and the expressions for ρi, we see that
the density of the first fermionic species D1 depends
non-trivially on the Fermi momentum of both species of
fermions since the parameter k
(i)
1 is a function of K2 (see
Eq. (89)). However, the density of the other species D2
depends only on its own Fermi momentum K2, so that
∂D2
∂K1
= 0. (F4)
We also note that while the particle densities and total
energy diverge in the limit g → 0, their derivatives may
remain finite. For instance, the only dependence of D1
on K1 comes from the range of momenta over which ρ1
takes its non-interacting value, from which we can show
that
∂D1
∂K1
=
1
2pi
+O(g2). (F5)
Similarly,
∂2E
∂K21
=
v1
2pi
+O(g2). (F6)
We hence find that the expressions for the compressibili-
ties simplify considerably. For the inverse compressibility
of the first species of fermions we find that
[κ]−111 =
(
∂D1
∂K1
)−2
∂2E
∂K21
= 2piv1 +O(g
2), (F7)
which reflects the fact that ρ1 takes its non-interacting
value of 1/(2pi) in the vicinity of K1.
Next, we consider the mixed term
[κ]−112 = −2piv1
(
∂D1
∂K2
)(
∂D2
∂K2
)−1
= [κ]−121 . (F8)
Crucially, we see from Fig. 4 that the dependence of D1
(D2) on K2 comes through the region where ρ1 (ρ2) takes
its interacting value and since we know that our analytic
solution for ρ1 breaks down in the vicinity of K2, care
must be taken when evaluating a term such as ∂D1/∂K2.
In particular, we must account for the possibility that
corrections to our analytic solution alter the leading or-
der solution for κ−1. This issue does not arise for our
solutions in the non-interacting regions since any cor-
rections to the 1/(2pi) density in those regions vanish as
g → 0. Since our analytic solutions within the interacting
regions ∼ 1/g2 however, corrections to those may still di-
verge in the limit g → 0 and hence must be treated more
carefully.
In order to take into account the effect of corrections
to our analytic solution within the interacting regions,
let us consider
∂D1
∂K2
=
∂
∂K2
[∫ k(i)1
−Λ
dk1 ρ˜1(k1) +
1
2pi
∫ K1
k
(i)
1
dk1
]
, (F9)
where k
(i)
1 depends on K2 and where
ρ˜1 = ρ1 + δρ1, (F10)
with δρ1 representing corrections to our leading order
solution ρ1 in the interacting region, given by Eq. (97).
We can further simplify the above expression to find
∂D1
∂K2
=
(
ρ˜1(k
(i)
1 )−
1
2pi
)
dk
(i)
1
∂K2
+
∫ k(i)1
−Λ
dk1
∂
∂K2
ρ˜1(k1).
(F11)
Now, while our analytical solution Eq. (97) for ρ1 van-
ishes at k
(i)
1 , we know that this is merely an artefact of the
small g approximation and that the real solution should
connect smoothly with 1/(2pi). Thus, we expect that
∂D1
∂K2
=
∫ k(i)1
−Λ
dk1
∂
∂K2
ρ˜1(k1), (F12)
where the dependence of ρ˜1 on K2 is implicit.
A similar analysis demonstrates that
∂D2
∂K2
= ρ˜2(K2) +
∫ K2
−Λ0
dk2
∂
∂K2
ρ˜2(k2), (F13)
with
ρ˜2 = ρ2 + δρ2, (F14)
where δρ2 represents corrections to our leading order so-
lution ρ2 in the interacting region, given by Eq. (98).
Again, we note that our leading order solution vanishes
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exactly at K2 i.e., ρ2(K2) = 0, but we expect that the
true solution will remain finite at the end point, in anal-
ogy with the Lieb-Liniger gas.
Importantly, we note that since our leading order an-
alytic solutions ∼ 1/g2, any corrections to these must be
less singular i.e., δρi ∼ 1/gα with α < 2. Consequently,
any corrections to the derivatives ∂Di/∂K2 must also be
less singular and we thus find that the ratio(
∂D1
∂K2
)(
∂D2
∂K2
)−1
= 1 +O(g) (F15)
in the limit g → 0, since our leading order solutions for
the ground state densities satisfy∫ k(i)1
−Λ
dk1
∂
∂K2
ρ1(k1) =
∫ K2
−Λ0
dk2
∂
∂K2
ρ2(k2), (F16)
and because all contributions from the corrections δρi
vanish as g → 0. We have hence established that it is suf-
ficient to consider our analytic expressions for the ground
state densities, derived in the main text, in order to find
the leading order compressibilities. Following the above
discussion, we find that
[κ]−112 = −2piv1 +O(g) = [κ]−121 . (F17)
Similarly, we can establish that
[κ]−122 = 2piv1 +O(g). (F18)
To demonstrate that the inverse compressibility matrix
κ−1 is invertible at next-to-leading order, we note that
[κ]−122 =
∂2E
∂D22
=
1
2piv1
[κ]−212 + Γ, (F19)
where
Γ =
(
∂D2
∂K2
)−2
∂2E
∂K22
+
(
∂D2
∂K2
)−1
∂E
∂K2
∂
∂K2
[(
∂D2
∂K2
)−1(
1− 2pi ∂D1
∂K2
)]
.
(F20)
Following the above discussion, we have seen that we
can write
[κ]−112 = −2piv1(1 + 1) (F21)
where 1 → 0 as g → 0. Similarly, we can evaluate the
behavior of Γ while taking into account corrections to the
leading order behavior of ρi and we find that
Γ = 2piv12, (F22)
where 2 → 0 as g → 0 i.e., there is no finite contribution
to Γ from the leading order solution in the limit of small
g. We can now write
[κ]−122 = 2piv1[(1 + 1)
2 + 2] ≈ 2piv1(1 + 21 + 2) (F23)
as g → 0. Thus, the inverse compressibility matrix, ac-
counting for the leading order corrections is
κ−1 =
(
2piv1 −2piv1(1 + 1)
−2piv1(1 + 1) 2piv1(1 + 21 + 2)
)
, (F24)
with a determinant given by
det(κ−1) = (2piv1)22 (F25)
to leading order in g. Hence, we see that that non-
invertible nature of κ−1 is a consequence of the small
g approximation and that it is necessary to establish cor-
rections to the analytical solutions developed in this pa-
per in order to find the compressibility matrix κ. While
we have discussed the specific case when α < 0 here, the
case when α > 0 can be analyzed similarly.
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