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Abstract
In many experimental contexts, whether and how network interactions impact out-
comes of both treated and untreated individuals are key concerns. Networks data is
often assumed to perfectly represent the set of individuals who might be affected by
these interactions. This paper considers the problem of estimating treatment effects
when measured connections are, instead, a noisy representation of the true spillover
pathways. We show that existing methods yield biased estimators in the presence of
this mismeasurement. We develop a new method that uses a class of mixture mod-
els to model the underlying network and account for missing connections, and then
discuss its estimation via the Expectation-Maximization algorithm. We check our
method’s performance by simulating experiments on network data from 43 villages in
India (Banerjee et al., 2013). Finally, we use data from Cai et al. (2015) to show that
estimates using our method are more robust to the choice of network measure than
existing methods.
1 Introduction
Interactions between peers are of interest in many economic settings, such as health (Miguel
and Kremer, 2004; Oster and Thornton, 2011; Godlonton and Thornton, 2012), education
(Angelucci et al., 2010; Duflo et al., 2011; Wantchekon et al., 2014), job search (Magruder,
2010; Wang, 2013; Heath, 2018), personal finance (Bursztyn et al., 2014), politics (Duarte
et al., 2019), agriculture (Cai et al., 2015; BenYishay and Mobarak, 2018; Beaman et al.,
∗Contact email: tylermc@uw.edu. We thank Eric Auerbarch, Jing Cai, Alan Griffith, Michael Sobel and
audience members at the Conference in Development Economics in honor of Chris Udry, the Minghui Yu
Memoral Conference at Columbia University, and the Causal Learning with Interactions Workshop sponsored
by The Alan Turing Institute, CeMMAP, and ERC for helpful suggestions.
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2018; Vasilaky and Leonard, 2018), and firms (Cai et al., 2015; Hardy and McCasland, 2016;
Fafchamps and Quinn, 2016). Moreover, even when spillovers to non-treated peers are not
of direct interest, the possibility of treatment spillovers to the control group violates the
stable unit treatment value assumption (SUTVA) needed to identify causal treatment effects
(Rubin, 1974). In both cases, knowing the group of peers who are potentially affected by a
treatment allows researchers to accurately estimate peer effects and assess potential SUTVA
violations.
However, measuring social networks is challenging. It is expensive to collect data on an
individual’s entire social network (Breza et al., 2017), leading researchers to use data on
proxies for networks such as geography (Foster and Rosenzweig, 1995; Miguel and Kremer,
2004; Bayer et al., 2008; Godlonton and Thornton, 2012), familial relationship (Magruder,
2010; Wang, 2013; Heath, 2018) or sharing a common nationality (Beaman, 2011), language
(Bandiera et al., 2009, 2010), ethnic group (Fafchamps, 2003), religion (Munshi and Myaux,
2006), or caste (Munshi and Rosenzweig, 2006, 2016). Even if researchers collect network
data,1 the set of individuals potentially affected by a given treatment may not entirely cor-
respond to the elicited network if networks are truncated due to concerns about survey
fatigue2, or the experiment changes the network itself (Comola and Prina; Banerjee et al.,
2018; Stein, 2018). It is also difficult to ask respondents to specify the precise set of indi-
viduals potentially affected by a given treatment by asking about either past interactions or
hypothetical future interactions (Hardy and McCasland, 2016).
In this paper, we focus on experimental settings where the observed network represents
a mismeasured version of the true network of treatment interference, allowing for both un-
reported spillover pathways and misreported links over which no spillovers could occur. We
use a local network exposure approach (Ugander et al., 2013; Aronow and Samii, 2017)
1There is a substantial empirical literature that addresses the reliability of network data elicited through
surveys, with emphasis on the type and salience of relationships being surveyed, temporal dependence, and
how links are elicited. See Bell et al. (2007); Marsden (2016) for reviews.
2Griffith (2017a) shows how limiting the number of peers a subject can report in the data from the
National Adolescent Health Project can bias estimates in the linear-in-means model.
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that defines a set of individuals whose treatment status can potentially affect each subject.
We first show missing links and misreported links in the network can cause mismeasured
treatment exposure conditions and hence biased estimators. We develop a class of mixture
models that can model the distribution of the latent true exposure conditions and discuss
parameter estimation using the Expectation-Maximization (EM) algorithm. These models
rely on parametric assumptions about the distribution of missing links conditional on the
observed network data as well as parametric assumptions on the behavior of outcomes within
each treatment exposure condition. 3 Under a linear regression model for the latter assump-
tions (namely, that the mean outcome within each exposure group is a linear function of
the number of treated peers), we prove the mixture model is identifiable and the maximum
likelihood estimator from the EM algorithm is consistent.
We evaluate our method with both simulations and replication of an existing study.
We simulate experiments on networks of Indian households from 47 villages (Banerjee et
al., 2013). We are able to recover accurate estimates of direct and indirect treatment effects
when commonly used Horvitz-Thompson estimators based on weighted averages of outcomes
by group fail. Finally, we implement our method using networks data from a randomized
evaluation of insurance information sessions with rural farmers in China (Cai et al., 2015).
We find that our method produces more consistent estimates of direct and indirect treatment
effects, across various choices of network measures, than naive treatment effects estimates
that assume the network is measured perfectly.
Our results are relevant to many experimental contexts where a subject’s behavior or
outcome may be influenced by other subjects’ treatment assignment in addition to their
own. A common approach in these cases is to randomize treatment at a geographic or
3In the context of experiments, mixture modeling has previously been used under the potential outcomes
framework to address subject compliance (Sobel and Muthe´n, 2012). Subjects are classified into various
conditions based on their behavior with respect to treatment assignment (e.g. never takes treatment, complies
with treatment, always takes treatment), with the goal of measuring a treatment effect solely for complier
subjects. However, this classification is inherently unknown since the behavior of each subject is only observed
under a single treatment assignment, and thus estimation proceeds by jointly modeling the uncertainty over
these compliance conditions with the treatment outcome under each compliance condition.
3
organizational level that plausibly contains each treated individual’s network of potential
spillovers, such as a village (in isolated, rural settings), and then compare treated individuals
to “pure controls” in non-treated units. However, even if this is possible, comparing treated
to control subjects still confounds treatment effects and spillovers on these treated subjects.4
Moreover, in other cases, a pure control is not feasible, because the experiment must be
implemented within a single firm (Bandiera et al., 2009; Bloom et al., 2014; Adhvaryu et al.,
2016) or market (Conlon and Mortimer, 2013), or it is not possible to leave a large enough
buffer between treated and control areas to render spillovers unimportant. Potential SUTVA
violations could then introduce both upward and downward bias in direct treatment effect
estimates.5
The local network exposure approach (Aronow and Samii, 2017; Ugander et al., 2013)
that we use contrasts with linear-in-means models (Manski, 1993; Bramoulle´ et al., 2009) in
its assumed avenues of treatment interference. Local network exposure models assume the
avenues of interference for each subject are limited to the treatment assignments of other
subjects in their network. Discrete treatment “exposure conditions” are defined based on a
subject’s and their connections’ treatment assignments, and are used within Rubin’s poten-
tial outcome framework as a set of potential treatment conditions (as opposed to using the
levels of treatment). On the other hand, linear-in-means models (Manski, 1993; Bramoulle´
et al., 2009) hypothesize indirect treatment effects manifest as a linear relationship between
a subject’s outcome and the average treatment and average outcome of that subject’s peers.
The dependence between outcomes of connected subjects allows for the a subject’s outcome
to be influenced by any other subject to which they are directly or indirectly connected to
4An exception would be if the treated individuals are a small enough fraction of treated units that they
are unlikely to know treated subjects. Comparing treatment to control individuals would then identify the
average direct treatment effect by construction. However, this would likely require a large enough number
of units to be impractical or prohibitively expensive in many settings. Treatment effects in such contexts
are also not particularly informative about the results from scaling up a treatment to an entire population.
5The reduction in exposure to disease from directly treated school children in Kenya may indirectly
improve the health outcomes of school children who did not directly receive the treatment, biasing downward
naively estimated benefits of deworming pills (Miguel and Kremer, 2004). In contrast, increased police
patrolling on the streets of Bogota, Colombia, may merely push crime “around the corner”, biasing upward
the estimated impact on crime rates (Blattman et al., 2017).
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in the social network, with the amount of influence being modulated by their distance in the
network. While we use a local network exposure model that allows us to focus on the effect
of exposure to at least one treated subject, in section 2.2, we explain how our approach can
allow for similar dynamics as a linear-in-means model if we increase the number of indirect
treatment bins assumed to influence an individual.
Our approach is related to a growing literature in economics, political science, sociology,
and statistics on network sampling and mismeasurement. This literature views the observed
graph as a mismeasured version of a true, unobserved, network. One common setting is
assumes that the researcher can perfectly observe a fraction of the total network. For exam-
ple, Chandrasekhar and Lewis (2011) shows how egocentrically sampled network data can
be used to predict the “full” network in a process they term graphical reconstruction. 6 By
contrast, we study a setting in which all potential links are measured, but may contain some
error. As in Handcock and Gile (2010) and Newman (2018), we relate the observed and
latent network via a probabilistic model and, given a set of model parameters, construct a
distribution over the true network conditional on the observed graph.7
This paper proceeds as follows. In the next paragraph, we introduce notation that we
will use throughout. Then, in Section 2 we discuss existing methods for estimating direct
and indirect treatment effects. In Section 3, we derive formulas for the bias in Horvath-
Thomson estimators based on weighted averages when networks are measured with error.
In Section 4 we propose a mixture model to estimate treatment effects that can account
for latent ties between subjects. We discuss when this model is identified, how to estimate
model parameters and treatment effects, and examine model performance using simulations.
We apply our methodology to Cai et al. (2015) in Section 5, and conclude in Section 6 with
a discussion.
6See Williams (2016) and Griffith (2017b) for sample applications.
7In our setting, by contrast, even a full graph cannot be used to train probabilistic models, because of
the potential for error on every link (and non-link). This creates an inability to learn the parameters of the
mismeasurement process. For example, the observed network data does not inform the proportion of true
links missing from the observed graph.
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We now introduce some basic notation that we will use throughout the rest of the pa-
per. Let i ∈ {1, 2, · · · , N} index the subjects in the study, with corresponding observed
outcomes yi, which we vectorize as y. For simplicity, suppose treatment is binary with levels
“treatment” (1) and “control” (0), and the treatment assignment mechanism is random and
explicitly known. Denote the vector of treatment assignment with t ∈ {0, 1}N , in which
the treatment of individual i is ti. Suppose the true influence network G is directed and
binary, with the edge i → j, representing individual i’s influence on individual j, encoded
by Gij = 1. Let Gj denote the jth column of G, indicating the influencers of individual
j, so 1′Gj is the the number of influencers or in-degree of j.8 For now, let us assume G is
observed. Finally, let Gj denote the jth column of G normalized to sum to 1 (1
′Gj = 1)
unless 1′Gj = 0, in which case Gj = Gj = 0.
2 Measuring network spillovers in experiments
2.1 Local network exposure model
Aronow and Samii (2017) and Ugander et al. (2013) propose estimators for average direct
and indirect treatment effects by building on the Rubin causal model (Rubin, 1974). In the
context of experiments, each subject has a set of “potential outcomes” (Yi(ti = 0), Yi(ti = 1))
corresponding to the possible outcomes under each treatment (or none). The inference task
is to estimate the average treatment effect, defined to be the difference between the average
outcome of the population if the entire population was treated and the average outcome if
the entire population was in the control:
ATE(1, 0) =
1
N
N∑
i=1
[Yi(ti = 1)− Yi(ti = 0)] . (1)
This quantity is not observed since we cannot observe the full set of potential outcomes for
8Analogously, Gj · 1 is the number of people that individual j influences, or the out-degree.
6
each subject, but assuming completely random assignment can be estimated by the difference
in sample means:
̂ATE(1, 0) =
1
N1
N∑
i=1
yi1[ti = 1]− 1
N0
N∑
i=1
yi1[ti = 0], (2)
where Nk is the number of subjects in treatment k. A crucial assumption in the Rubin
causal model is SUTVA, which states than a subject’s potential outcomes are unaffected
by the treatments of other subjects. In experiments on networks, SUTVA is violated if the
treatments of peers influence the outcomes for an individual.
Aronow and Samii (2017) considers a violation of SUTVA by allowing for individuals to be
systematically affected by the treatment assignments of their peers. By making assumptions
that restrict the nature of these influences, they induce mappings of the treatment vector t
to distinct “exposure conditions”, or what Manski (2013) terms “effective treatments.” In a
simple instance of their framework, which we borrow for our model in Section 4, individuals
are affected by whether or not any of their influencers in G are treated, inducing a random
assignment into one of four exposure conditions, corresponding to levels of direct and indirect
exposure to treatment:
Ci ≡ Ci(t, Gi) =

c00 (No Exposure) : ti = 0 and t
′Gi = 0
c01 (Indirect Exposure) : ti = 0 and t
′Gi > 0
c10 (Direct Exposure) : ti = 1 and t
′Gi = 0
c11 (Full Exposure) : ti = 1 and t
′Gi > 0.
(3)
In this model, both direct and indirect effects are taken to be binary, with an individual being
indirectly exposed to treatment if one or more of their influencers are (directly) treated.
Each subject i would have four potential outcomes (Yi(Ci = c00), Yi(Ci = c01), Yi(Ci =
c10), Yi(Ci = c11)), one for each exposure condition. Note this setup assumes that the number
of connections treated does not have an effect beyond the presence or absence of at least
one, and an individual can only be influenced by a first-order connection in the network.
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The choice of indirect exposure can be related to diffusion models of information and
disease in which “contagion” can occur given a single source of exposure (Centola and Macy,
2007), also called simple contagion models. In a Bayesian learning framework, these models
would be relevant in cases where individuals do not have strong priors (so that the first
piece of information they receive is the most important) and where the information is non-
rival and relatively costless to pass along (so that a treated network member would be very
likely to pass on information). Moreover, rational individuals in a Bayesian learning context
infer that information shared by multiple network members is likely come from a common
source, so additional information will be less valuable.9. By contrast, in settings in which
individuals have a stronger prior – which is different from the information they receive – or
information is costly to pass along, the number of treated peers matters; these settings are
sometimes called complex contagion models. For instance, an individual adopts a technology
if a fraction of her network that is above some threshold adopts the technology (Granovetter,
1978; Acemoglu et al., 2011; Beaman et al., 2018). In such cases, the assumption that only
the first treated peer matters can be relaxed by adding additional exposure conditions that
correspond to the appropriate model of peer influence in a given context.10 Similarly, the
assumption that only first-order links matter could be relaxed by adding exposure conditions
corresponding to second-order exposure.
The primary quantities of interest would then be given by average treatment effects akin
to equation (1):
ATE(c, d) =
1
N
N∑
i=1
[Yi(Ci = c)− Yi(Ci = d)] . (4)
The average direct treatment effect would be given by ATE(c10, c00), while the average
indirect treatment effect when not directly treated would be ATE(c01, c00). Estimating these
quantities is equivalent to estimating the mean outcomes of the entire population under each
9Alternatively, other social learning models assume that individuals are boundedly rational and do not
infer that information shared by multiple network members likely comes from a common source (DeGroot,
1974; Banerjee et al., 2019).
10For instance, Beaman et al. (2018) find evidence in favor of a threshold model in which at least two
treated peers is necessary for adoption of a new technology.
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exposure condition:
µc =
1
N
N∑
i=1
Yi(Ci = c), (5)
so we focus on the latter for this section and the next, with the additional assumption that
each subject is assigned to treatment with some constant and known probability indepen-
dently of other subjects. Note if certain subjects have zero probability of being placed in
certain exposure conditions, e.g. when a subject has no influencers, estimation must be
restricted to the sub-population of individuals with non-zero probability of being placed in
every condition. In contrast to the case when the SUTVA assumption is satisfied, we cannot
estimate these means using just their sample counterparts. Variability in the in-degrees of
individuals causes variation in the probabilities of assignment to each exposure condition.
Namely, individuals with high in-degree are more likely to be indirectly exposed to the treat-
ment since they have more influencers who potentially may be treated. This selection bias
could affect the mean estimates if there is heterogeneity in the outcomes within exposure
conditions associated with in-degree. Horvitz-Thompson estimators use inverse probability
weighting in order to take varying exposure probabilities into account to produce unbiased
estimators of these mean outcomes:
µ̂c,HT =
1
N
N∑
i=1
yi · 1[Ci=c]
P (Ci = c)
. (6)
Note this estimator is equivalent to the sample mean if the probability of assignment to an
exposure condition is constant among subjects. These estimators are unbiased regardless of
the form of the heterogeneity between the outcomes and network degrees.11
Explicitly modeling the relationship between potential outcomes and network degrees can
result in lower variance estimators at the cost of additional assumptions about the validity
of these relationships. For example, suppose we believe that for each exposure condition c,
11However, they can have high variance when the exposure conditions are highly imbalanced on in-degree.
This would arise when the probabilities P (Ci = c) are small for some i, yielding large weights
1
P (Ci=c)
. This
suggests potential efficiency gains from stratifying on degree.
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the relationship between the in-degree (1′Gi) and the potential outcome Yi(Ci = c) can be
modeled with
Yi(Ci = c) ∼ f (·; θc,1′Gi) , (7)
where 1′Gi is the in-degree of individual i and θc are model parameters. Assuming this model
accurately characterizes the relationship between the potential outcomes and in-degrees, the
distribution of potential outcomes is conditionally independent of the exposure assignment
(induced by the treatment assignment) vector given the in-degrees of the subjects, such that
the exposure assignment mechanism can be “ignored” during inference of the means (Rubin,
1974). The estimate of the mean outcome under exposure condition c would then be given
by
µ̂c,R =
1
N
N∑
i=1
Ŷi(Ci = c) =
1
N
N∑
i=1
Ef(·;θ̂c,1′Gi)[yi], (8)
provided an estimate of model parameters θ̂c. Parametric models f (·; θc,1′Gi) of the out-
comes under condition c and in-degree d are necessary for likelihood-based approaches to
estimation and are used in the model we propose in Section 4. A common model familiar to
many economists is
f
(·; θc ≡ (αc, βc, σ2),1′Gi) = N (·;αc + βc1′Gi, σ2) , (9)
which corresponds to a linear model with different intercepts and slopes for each exposure
condition (but common variance). In this case, the estimates of mean outcome would be
given by µ̂c,R = α̂c + β̂c
1
N
∑N
i=1 1
′Gi.
2.2 Relation to the linear-in-means model
Although we focus on the local network exposure model in the subsequent sections, let us
first compare it to another popular approach for accounting for and measuring treatment
spillovers: Manski linear-in-means models (Manski, 1993; Bramoulle´ et al., 2009). In the
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context of experiments without additional covariates, a basic form of these models would be
yi = α + βy
′Gi + γti + δt′Gi + i, (10)
In addition to allowing for “endogenous effects” (β 6= 0), which would account for second-
and higher-order indirect treatment effects (e.g. how an individual is affected by their peers’
peers’ outcomes), the linear-in-means-model differs from the described local network expo-
sure model by placing a different set of assumptions on the mechanism of indirect treatment
effects. Rather than partitioning indirect effects into varying magnitudes based on indirect
exposure conditions, the linear-in-means model assumes the size of indirect effects vary lin-
early with the proportion of peers treated. Note a similar assumption could be used with the
local network exposure setting by characterizing indirect exposure with proportions of peers
treated instead of the presence of any peers treated, albeit these proportions would have to
be arranged into discrete bins. Similarly, we could introduce a non-linear dependence on the
number of treated peers in the linear-in-means framework by adding multiple indicator vari-
ables to Equation 10. In both cases, introducing more discrete potential outcome categories
will likely lead to small cell counts in practice. This observation highlights the importance
of the linearity assumption in the linear-in-means model.
3 Characterizing the bias in local network exposure
model under mismeasurement
In this section we derive the bias in Horvitz-Thompson estimators (6) if using a mismeasured
network, G˜, to estimate exposure conditions instead of the true network G. We allow G˜ to
be mismeasured such that there are either links present in G˜ that are not in G or vice-versa.
Suppose our treatment assignment mechanism t is constructed such that each subject i has
positive probability of being placed in treatment and positive probability of being placed in
11
control. We can break the impact of using G˜ in estimation into two distinct factors. First,
note that the Horvitz-Thompson estimator can only be used for subjects with non-zero
probability of being placed in each exposure condition. Namely, subjects with zero in-degree
must be excluded, reflecting the idea that a potential outcome under indirect exposure only
makes sense if the subject could be indirectly exposed to treatment under some hypothetical
treatment assignment. When we observe a mismeasured version of the network, we may not
be able to accurately identify which subjects should be excluded. Certain individuals who
have positive in-degree in G may be observed to have zero in-degree in G˜ and thus would
be incorrectly excluded for estimation. At the same time, certain individuals with 1′Gi = 0
may be observed to have positive in-degree and thus be included during estimation. If either
of these situations arose, our estimated average outcomes would then represent a different
subpopulation than the true population of subjects with non-zero in-degree.
Second, even if we are able to accurately identify all subjects with non-zero in-degree,
bias in mean estimates may be induced by distorted observed exposure conditions. Subjects
who are in truth indirectly exposed to treatment would not be observed to be indirectly
exposed if all connections to influencers who are treated are unobserved (and no false links
to other treated individuals are observed). Similarly, subjects not indirectly exposed to
treatment may be falsely observed to be indirectly exposed. The mismeasured exposure
conditions are able to correctly identify the level of direct treatment for each subject but not
necessarily the level of indirect treatment. Mathematically, observing C˜i ≡ Ci(t, G˜i) = ckl
for any k, l ∈ {0, 1} may correspond to either Ci(t, Gi) = ck0 or Ci(t, Gi) = ck1. Recall
that in this notation the first subscript denotes the direct treatment condition (whether i is
directly treated or not) and the second subscript denotes the indirect treatment (whether at
least one member of i’s network was treated). The Horvitz-Thompson estimators for each
treatment exposure condition c under the mismeasured network G˜ are given by
µ̂c,HT,G˜ =
1
N
N∑
i=1
yi · 1[C˜i=c]
P (C˜i = c)
. (11)
12
where observed yi =
∑
c Yi(Ci = c)1[Ci=c] is dependent on the true exposure condition and
the probabilities are taken over possible treatment assignments t. Holding the observed and
true networks fixed and taking the expectation of the estimators µ̂c,HT,G˜ over the possible
treatment assignments t we have:
E
[
µ̂kl,HT,G˜
]
=
1
N
N∑
i=1
E
[
yi · 1[C˜i=ckl]
]
P (C˜i = ckl)
(12)
=
1
N
N∑
i=1
∑
c Yi(Ci = c)P
(
C˜i = ckl, Ci = c
)
P (C˜i = ckl)
(13)
=
1
N
N∑
i=1
Yi(Ci = ck0)P
(
Ci = ck0|C˜i = ckl
)
+ Yi(Ci = ck1)P
(
Ci = ck1|C˜i = ckl
)
.
(14)
We find the mean estimate of the ckl conditioned on µ̂kl,HT,G˜ under the mismeasured network
G˜ tends to lie between the mean outcomes under the two exposure conditions corresponding
to the same level of direct treatment: µk0 and µk1. The bias will be greater, the greater
is the probability of mismeasurement (P (Ci = ck0|C˜i = ckl) and P (Ci = ck1|C˜i = ckl) are
far from 1) and the greater is the difference in outcomes between those who are actually
indirectly treated versus not (Yi(Ci = ck0) is far from Yi(Ci = ck1). In section 4.4, we will
perform a simulation study that investigates the level of bias in these Horvath-Thompson
estimators and our proposed EM estimates at different rates of unreported true links and
falsely observed links.
4 Latent Variable Model for Network Spillovers
In this section we propose a latent variable approach to estimating average treatment effects
when the network observed is a noisy representation of the true network of interest. We
assume that each true edge Gij = 1 is not observed (G˜ij = 0) with probability p, non edges
Gij = 0 are observed with probability q, and edges are observed/not observed independently
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of one another. These corruption mechanisms assume the observed edges are a random subset
of the true edges and the false edges are a random subset of the non-edges. However, we can
relax this assumption to allow adding/subtracting edges to depend on observed covariates,
and do so in the empirical application in section 5.
4.1 Latent Variable Model
Suppose the true network of interest G is unobserved and we only observe a mismeasured
network G˜. Furthermore, assume the effects of treatment can be characterized with the four
exposure conditions defined in (3). For individual i, we observe mismeasured exposure con-
dition Ci(t, G˜i) and in-degree 1
′G˜i. The statistical problem is then to model the relationship
between these mismeasured statistics and their true, latent, counterparts. Given a distribu-
tion over the true exposure condition Ci(t, Gi) and in-degree 1
′Gi, we can use models like
those in equations (7) and (8) to estimate mean outcomes for each exposure category. For
notational simplicity, let C˜ represent the vector of mismeasured exposure conditions, 1′G˜
the vector of mismeasured in-degree, and C and 1′G the corresponding latent terms.
Consider subject i, who has exposure condition Ci(t, Gi) ≡ ckl, degree 1′Gi ≡ d, and
t′Gi ≡ dt connections with treated subjects, but for whom we observe exposure condition
Ci(t, G˜i) ≡ ck˜l˜, degree 1′G˜i ≡ d˜, and t′G˜i ≡ d˜t connections with treated individuals instead.
Holding the treatment assignments to be fixed, we can separately model the number of
connections to treated subjects dt and the number of connections to not-treated subjects
d − dt, from which we can derive the induced exposure conditions. Note this procedure
works for any indirect exposure conditions entirely characterized by the number of treated
connections and the number of total connections (e.g. ratio of treated connections) and not
just (3). Following Bayes’ rule and noting we observe d˜t treated connections when x of the dt
actual treated connections are dropped and another d˜t − dt + x false connections to treated
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individuals are observed,
P (t′Gi = dt|t, t′G˜i = d˜t; p, q) ∝ P (t′G˜i = d˜t|t, t′Gi = dt; p, q)P (t′Gi = dt) (15)
∝
dt∑
x=0
Bin(x; dt, p)Bin(d˜t − dt + x; 1′t− ti − dt, q)P (t′Gi = dt)
(16)
where Bin(x;n, p) is the probability of x successes from a binomial distribution with n
attempts and success probability p. Similarly for connections for non-treated subjects,
P ((1− t)′Gi = dnt|t, (1− t)′G˜i = d˜nt; p, q) ∝
dnt∑
x=0
Bin(x; dnt, p)
× Bin(d˜nt − dnt + x;N − 1− 1′t+ ti − dnt, q)
× P ((1− t)′Gi = dnt)
(17)
Both sets of equations require a (prior) model over the number of true connections to treated
and un-treated subjects. Assuming no additional information about the structure of the true
network, one of the most simplistic models would be to model the true graph as an Erdos-
Renyi graph, where the probability of a link between any given edges is constant, leading
to independence across edges. Under this model, the number of connections to treated/un-
treated subjects could be modeled with binomial distributions. However, in many real-world
networks we find that the degree distribution demonstrates extra-binomial variation, where
differences in degree arise not just from random variation in link formation but also from
differences in the propensity to form links. Thus in the following sections we prefer to use
a beta-binomial model. With a beta-binomial distribution, we can think of each degree as
being sampled from a binomial distribution d ∼ Binom(N − 1, p), where p is independently
sampled from a Beta distribution p ∼ Beta(µ, ρ), where we paramaterize the beta-binomial
distributions in terms of an average probability of success µ and an overdispersion parameter
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ρ. The variance of this beta-binomial would be given by (N − 1)µ(1 − µ) (1 + (N − 2)ρ),
compared to (N − 1)µ(1 − µ) for a binomial distribution with parameter µ. We leave the
these parameters to be chosen on a application-by-application basis, noting that the choice
of these parameters are more influential when there is high mismeasurement in the network
and hence higher uncertainty over the true degrees 12.
Using the above equations, we can express the relationship between the true exposure
condition and degree and their observed counterparts:
τi(ckl, d; p, q) ≡ P (Ci(t, Gi) = ckl,1′Gi = d|G˜i, t; p, q) (18)
=
 P (t
′Gi = 0,1′Gi = d|t, G˜i; p, q), l = 0
P (t′Gi > 0,1′Gi = d|t, G˜i; p, q), l = 1
(19)
=
 P (t
′Gi = 0|t, G˜i; p, q)P ((1− t)′Gi = d|t, G˜i; p, q), l = 0∑d
dt=1
P (t′Gi = dt|t, G˜i; p, q)P ((1− t)′Gi = d− dt|t, G˜i; p, q), l = 1
(20)
Equation (20) defines a distribution over the true, unobserved exposure condition and
in-degree, conditional on the treatment vector and the number of observed treated and non-
treated connections for individual i. When coupled with a parametric model f (·; θc, d) (see
7) for the potential outcomes under each (true) exposure condition c and in-degree d, we can
model the observed outcome yi as arising from a mixture of the f (·; θc, d) with weights
corresponding to the probabilities τi(ckl, d; p, q) over the unobserved quantities (namely,
true treatment status ckl and degree d).
13 The log-likelihood of the parameters Θ ≡
{θ00, θ01, θ10, θ11, p, q} given y is
l(Θ) =
N∑
i=1
log
[∑
c
N−1∑
d=0
τi(c, d; p, q)f (yi; θc, d)
]
. (21)
12Via simulations, we find that a good choice of µ, which governs the overall density of the true network,
is more important for our model to recover unbiased estimates.
13One downside of the Horvitz-Thompson estimator (6) is that it does not model individual potential
outcomes and thus is less amenable to likelihood-based approaches.
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This is a mixture model in the sense that the likelihood contribution of each subject is
the average of her outcome under each exposure condition, weighted by the probability of
being in each exposure condition given observed data. Estimation of the parameters Θ are
provided using maximum likelihood estimation via the Expectation-Maximization algorithm,
details of which are provided in Section 4.3. Note that likelihood estimation is only justified
if the observed outcomes are representative of the potential outcomes under each exposure
condition, conditional on the true in-degrees. That is only the in-degree can determine
indirect exposure to treatment, as in the case of a random treatment mechanism14.
Provided an estimate of the model parameters Θ̂, estimating the mean outcome under
exposure condition c (recall equation (5)) is straightforward and given by the expectation
of the potential outcome under exposure c for each subject averaged across the population.
We estimate µc with the following plug-in estimator:
µ̂c =
1
N
N∑
i=1
E
[
Yi(Ci = c)|y, t, G˜
]
(22)
=
1
N
N∑
i=1
∑
d
P (1′G = d|y, t, G˜)Ef(·;θ̂c,d)[yi] (23)
=
1
N
N∑
i=1
∑
d
(∑
c′
τi(c
′, d; p̂, q̂)
)
Ef(·;θ̂c,d)[yi]. (24)
4.2 Identification
Before we discuss estimation strategies for our mixture model (21), we will (partially) char-
acterize the conditions under which this model is identifiable. Without model identifiability,
estimation may be unstable and parameters estimates uninterpretable. In this section, we
assume f (·; θc, d) arise from a common univariate family of distributions parameterized by
η ≡ η(θc, d).
In general, mixture models are trivially unidentifiable since relabeling components yields
14Stratified sampling based on known covariates could also be addressed by directly introducing these
covariates into the model.
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different parameterizations of a model with the same marginal distribution (see Chapter 1.5
of McLachlan and Basford (1988)). In our case, for example, one could relabel direct treat-
ment are indirect treatment and vice versa. This identifiability issue is of particular concern
in our setting, where the labeling of the components is inherently meaningful; for example,
being unable to disentangle clusters corresponding to no treatment and indirect treatment
would leave us unable to estimate the direction of any indirect treatment effect. We are
able to leverage the structure from our mismeasurement model and the linear relationships
between mixture components with the same exposure condition to prevent such relabeling
from occurring.
Following Fru¨hwirth-Schnatter (2006), we use “generic identifiability” to refer to identi-
fiability problems not solved by permuting component labels. Generic identifiability holds
for mixtures of Gaussians and many other univariate continuous distributions, with the ma-
jor exceptions being the binomial and uniform distributions. For the binomial distribution,
generic identifiability holds if a sufficient number of trials/observations per subject are ob-
served, dependent on the number of components. See Fru¨hwirth-Schnatter (2006) for a
review of generic identifiability issues.
Note that the fact that the model is not identified for binary outcomes means that
it cannot be directly applied to settings with a single, one-time measures of technology
adoption. While this is a limitation of our method given that technology adoption is an
important outcome in the literature on networks, it can be applied to other measures of
adoption such as input usage (Conley and Udry, 2010), or determinants of adoption such as
knowledge about the new technology (as in the example from Cai et al. (2015) in section 5,
or Beaman et al. (2018)).
Unfortunately, generic identifiability of the mixture model (21) does not directly follow
from the generic identifiability of the family f , as Hennig (2000) showed in the case of
mixtures of linear regression models. For example, in a mixture of simple linear regressions
with two distinct covariate values 0, 1 and common variance σ2, an equal mixture of f(x) = x
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and f(x) = 1 − x yields the same model as a equal mixture of f(x) = 0 and f(x) = 1.
Observations from a third covariate value would yield generic identifiability. While not
immediately applicable to our class of models since in-degree (our covariate) is also latent,
Hennig (2000) and Gru¨n and Leisch (2007) define conditions under which mixtures of linear
and generalized linear models are generically identifiable.
Next, we explicitly prove the identifiability of our mixture model under the regression
model (9) for f . Results are readily generalizable to other f that arise from generically
identifiable families provided that distinct values of d would allow for the identification of
our model parameters θc from the distribution parameters η(θc, d).
Proposition 1. Let f be defined as in (9) and τi as in (20). Assume p, q, p
′, q′ < 115 and
that indirect exposure has some effect (i.e. θ00 6= θ01 and θ10 6= θ11). Then
∑
c
N−1∑
d=0
τi(c, d; p, q)f (yi; θc, d) =
∑
c
N−1∑
d=0
τi(c, d; p
′, q′)f(yi; θ′c, d) (25)
for all given t′G˜i = d˜t and (1 − t)′G˜i = d˜nt implies {θ00, θ01, θ10, θ11} = {θ′00, θ′01, θ′10, θ′11}
as long as there exists two distinct d such that we have subjects under each direct treatment
status with observed degree d˜t+ d˜nt = d, and, of these subjects, some have treated connections
d˜t > 0 while others do not, with d˜t = 0.
Proof. See appendix B.
4.3 Estimation
Maximizing the log-likelihood (21) with respect to the parameters Θ cannot be done in
closed form due to the summations inside the logarithmic terms. However, if we had directly
observed the latent variables {C,1′G}, the log-likelihood of the parameters Θ given y, C
15Both of these edge cases are relatively uninteresting, as when p = 1 all true edges are not observed and
when q = 1 all non-edges are falsely observed.
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and 1′G would be given by
l(Θ) =
N∑
i=1
log [τi(c, d; p, q)f (yi; θc, d)] . (26)
This would be substantially easier to work with, due to the lack of summation inside the
logarithmic terms. Essentially, estimation would entail four regressions, for each exposure
condition. The EM algorithm (Dempster et al., 1977) is a well-established technique for
maximum likelihood estimation in the presence of latent variables that leverages this dispar-
ity between the two log-likelihood expressions. Given some set of initial parameter values
Θ̂0, the algorithm alternates between estimating posterior distribution of latent variables for
each subject given the current parameter values (E-step) and updating the parameter values
given these posterior probabilities (M-step). Explicitly working with the latent variables in
the M-step yields simpler maximization problems. Each iteration of the algorithm increases
the log-likelihood, leading to a local optimum, and the algorithm is run from multiple ini-
tialization values in order to maximize the chances of finding a global optimum.
Suppose at iteration t we have parameter estimates Θ̂(t). In the E-step, we compute the
posterior probabilities over the latent variables using the current parameter estimates. These
probabilities, or “responsibilities,” are given by
γ̂
(t+1)
icd ≡ P
(
Ci(t, Gi) = c,1
′Gi = d|yi, t, G˜i; Θ̂(t)
)
(27)
∝ τ (t)i (c, d; p̂(t), q̂(t))f
(
yi; θ̂
(t)
c , d
)
. (28)
In the M-step, we use these responsibilities to maximize the expectation of the complete
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likelihood 26 under these posterior probabilities
Θ̂(t+1) = argmax
Θ
EC,1′G|y,t,G˜,Θ̂(t)
[
N∑
i=1
log [τi(c, d; p, q)f (yi; θc, d)]
]
(29)
= argmax
Θ
N∑
i=1
∑
c
N−1∑
d=0
γ̂
(t+1)
icd log [τi(c, d; p, q)f (yi; θc, d)] . (30)
For example, under the linear model 9, we can compute closed form updates for the regression
parameters:
β̂(t+1)c =
dyc − dcyc
d2c − d2c
(31)
α̂(t+1)c = yc − β̂(t+1)c dc (32)
σ̂2(t+1) =
1
N
N∑
i=1
∑
c,d
[
γ̂
(t+1)
icd
(
y − α̂(t+1)c − β̂(t+1)c d
)2]
(33)
where dc =
∑N
i=1 γ̂
(t+1)
icd d∑N
i=1 γ̂
(t+1)
icd
, yc =
∑N
i=1 γ̂
(t+1)
icd yi∑N
i=1 γ̂
(t+1)
icd
, d2c =
∑N
i=1 γ̂
(t+1)
icd d
2∑N
i=1 γ̂
(t+1)
icd
, and dyc =
∑N
i=1 γ̂
(t+1)
icd dyi∑N
i=1 γ̂
(t+1)
icd
. Note
the similarly of our linear model estimators to those obtained from weighted least squares.
Updates for the mismeasurement parameters p and q cannot be computed in closed form
but can be solved for using a general optimizer such as optim in R. Estimates of the mean
outcomes under each exposure condition (24) are functions of the model parameters and can
be calculated accordingly.
Given the likelihood (26) is bounded and satisfies mild smoothness conditions, as well
as sufficiently many runs of the EM algorithm, we should be able to find the global op-
tima and obtain the MLE Θ̂EM = Θ̂MLE (McLachlan and Basford, 1988). We can consider
the consistency of Θ̂MLE under the scenario we had access to comparable experiments on
many networks, and that the outcomes for each experiment arise from the mixture model
(21) with the same set of parameters Θ∗. The major condition from Wald (1949) needed
to ensure consistency of Θ̂MLE is the identifiability of the mixture model on a non-zero
probability set of the subjects in these experiments. In the case of our linear model for the
21
potential outcomes (9), consistency requires regular variation in the observed in-degrees and
exposure conditions. Building off of Proposition 1, a sufficient condition for the consistency-
https://www.overleaf.com/project/590a3b3efa78b09375b8ecf3 of Θ̂MLE would be to observe
infinitely many subjects with at least two distinct observed in-degrees d˜ under each observed
exposure condition.
While the EM algorithm does not provide standard errors and confidence intervals for our
estimate Θ̂EM and functions thereof (such as the mean outcome estimates), bootstrap meth-
ods have been used in the context of other mixture models to approximate these quantities
(Basford et al., 1997). In particular, we consider the parametric bootstrap, which consists
of the following steps:
1. Generate samples {y(1), y(2), .., y(m)} from the fitted model given by (21) with param-
eters Θ̂EM , holding the treatment assignment vector t and observed network G˜ fixed.
2. Estimate m sets of parameters {Θ̂(1)EM , Θ̂(2)EM , .., Θ̂(m)EM} using the EM algorithm on the
generated samples {y(1), y(2), .., y(m)}.
3. Calculate Monte-Carlo estimates of the standard errors and/or confidence intervals for
Θ̂EM using the parameters estimates {Θ̂(1)EM , Θ̂(2)EM , .., Θ̂(m)EM}.
4.4 Simulation Study
In this section, we apply our mixture model to simulated experiments run over the house-
holds of 75 Indian villages, collected by and described in detail in (Banerjee et al., 2013).
Within each village, we consider an experiment with two treatment levels (“treatment” and
“control”) and treatment interference on the outcome of interest through the household
network of borrowing and lending money. 16
The 75 villages range in size from 77 to 356 households, with an average of slightly under
200. We take the true spillover network in each village to be the reported network of bor-
16Data are available from https://dataverse.harvard.edu/dataset.xhtml?persistentId=hdl:1902.
1/21538.
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rowing and lending, with a link between two households if there is any monetary borrowing
or lending between the two. While these networks may themselves be mismeasurements of
the actual borrowing/lending networks for each village, they are nonetheless a useful labo-
ratory in which to explore the performance of our proposed estimator. In particular, they
exhibit realistic properties one may expect in networks, such as small world phenomenon,
significant clustering, and substantial variation in degrees. When excluding households with
zero degree, the average number of households in a village is about 170.
We run 10 simulated experiments on each village, each of which consists of the following
steps:
1. Independently assign each household to treatment with probability 0.25.
2. Calculate the exposure condition Ci for each household i using the true network G.
3. Generate outcome of interest yi for each household according to (9) with parameters
α = (0, 0.25, 0.5, 1), β = (0.05, 0.1, 0.05, 0.1), and σ2 = 0.25.
4. Observe a mismeasured network G˜, where each edge in the true network is observed
independently with probability 1−p, while false edges in the network are observed inde-
pendently with probability qd, where d is the density of true graph G17. Simulations are
repeated for every pair of mismeasurement probabilities (p, q) with p ∈ {0, 1
8
, 1
4
, 3
8
, 1
2
}
and q ∈ {0, 1
8
, 1
4
, 3
8
, 1
2
}.
Across the 10 simulations and 75 villages, we average 45 households with no exposure to
treatment (under the true network), 82 households with indirect exposure to treatment,
15 households with direct exposure to treatment, and 28 households with full exposure to
treatment. The challenge is to derive estimates of the mean outcome under each exposure
condition (5) despite observing a mismeasured network G˜ and thus mismeasured exposure
17This specification for the mismeasurement parameter governing the observance of false edges is easier to
compare across networks with varying densities. q = 0.5 implies observing a number of false edges equal to
about half the actual number of true edges.
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conditions. Some of our exposure conditions can be quite challenging; for example, when
p = q = 0.5, on average half of the true edges are not observed, but instead are “replaced”
with roughly the same number of false edges.
Estimation proceeds as described in Section 4.3. We choose the parameters of the beta-
binomial distribution over the true degrees (recall the discussion following equations 16 and
17) by taking µ to be the density of the true network and choosing dispersion parameter
ρ such that the second moment of the beta-binomial distributions matches that of the the
observed degree distribution. This simulation scenario is consistent with a setting where
we have a priori expectations on the density of the true network of spillovers. In Figure
7 located in Appendix A, we present results where µ and ρ are chosen solely by matching
the first two moments of the observed degree distribution. Our results are slightly worse
under the purely empirical specification but still represent a substantial improvement over
the Horvitz-Thompson approach that does not account for any mismeasurement.
In Figures 1 and 2, we present heat maps to compare the estimates obtained by the EM
algorithm to the Horvitz-Thompson estimates that do not take into account missingness
in the network, at varying levels of unreported true links (p) and falsely observed links (q).
Positive deviations from the true mean outcomes are denoted in red while negative deviations
are denoted in blue, with the intensity of the colors corresponding to the size of the deviation.
We first comment on bias in the Horvitz-Thompson estimates, corresponding to the
analytical bias formula described in section 3. To begin, we consider the bias in estimating
indirect treatment effects, i.e., the mean outcome among individuals who are not treated
themselves, but have at least one treated network member. (Given our assumption that an
individual’s own treatment status is observed without error, the logic for the full treatment
condition – individuals who are treated themselves and know a treated member – is identical.)
First, consider the case where p is zero, but q is positive: all true links are observed,
but some false links are as well. So some people that appear to be indirectly treated are
not actually indirectly treated, and the observed indirect treatment effect will be biased
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Figure 1: Estimates of the mean outcome of the no exposure (top) and indirect exposure (bottom)
conditions from their true values under varying mismeasurement levels (p,q) for the
network. Estimates obtained from our model using the EM algorithm are compared
against estimates from the Horvitz-Thompson estimators assuming no mismeasurement
in the network. The 0.1 and 0.9 quantiles are provided for both methods to give a sense
of the variability in these estimates. Note the color gradient scales are different for the
two exposure conditions.
25
Figure 2: Estimates of the deviation of the mean outcome of the direct exposure (top) and full ex-
posure (bottom) conditions from their true values under varying mismeasurement levels
(p,q) for the network. Estimates obtained from our model using the EM algorithm are
compared against estimates from the Horvitz-Thompson estimators assuming no mis-
measurement in the network. The 0.1 and 0.9 quantiles are provided for both methods
to give a sense of the variability in these estimates. Note the color gradient scales are
different for the two exposure conditions.
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downward as a result. This bias increases with q, as the fraction of people observed as
treated who are actually treated falls.
Now, alternatively, consider the case where q is zero, but p is positive: all observed links
are true links, but some true links are dropped. In this case, if someone is observed to
be indirectly treated, they actually are indirectly treated. However, there is still bias in the
Horvitz-Thompson estimator, since low-degree individuals who are actually indirectly treated
are particularly likely to be mis-classified as not indirectly treated. Under the assumption
that degree is positively correlated with the outcome, disproportionately dropping low degree
individuals from the indirectly treatment will bias the estimated treatment effect upwards.
We turn now to estimates of the zero exposure treatment (individuals who are not treated
themselves, and do not have a treated network member either). The logic is similar. If we
first fix q at zero and increase p – thereby dropping true links – then some people that we
think are not indirectly treated are actually indirectly treated. Since indirect treatment has
a positive effect, this mismeasurement biases the estimated mean of no treatment upwards.
If we instead add false links by fixing p at zero and increasing q, then every individual
that we observe as not treated is actually not treated. However, the individuals who are
observed as not treated even after we add false links are disproportionately low degree. Given
that degree is positively correlated with the outcome, adding these low degree individuals
biases the estimated mean in the no treatment group downwards.
By contrast, the estimates of mean outcome given by the EM algorithm are quite rea-
sonable across the varying levels of mismeasurement p and q considered, and represent a
substantial improvement over the Horvitz-Thompson estimates. Differences in performance
across the various mismeasurement levels are much more muted, at least across the different
levels of mismeasurement considered in our simulations.
To examine these results in more detail, we focus on the two cases presented in Figures
3 and 4, where we fix p = 0.5 and vary q and fix q = 0.5 and vary p respectively. Estimates
from our method are presented in cyan while estimates from the Horvitz-Thompson are
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Figure 3: Estimates of the deviation of the mean outcome of each exposure conditions (top left:
no exposure, top right: indirect exposure, bottom left: direct exposure, bottom right: full
exposure) from their true values under p = 0.5 and varying q from 0 to 0.5. Estimates
obtained from our model using the EM algorithm are compared against estimates from
the Horvitz-Thompson estimators assuming no mismeasurement in the network. The
0.1 and 0.9 quantiles are shaded for both methods to give a sense of the variability in
these estimates.
presented in red. In general, estimates from our method exhibit considerably less bias and
are simultaneously have less variance. We find that our method has slightly higher levels
of bias and variance for higher levels of mismeasurement, which is consistent with the idea
that for higher p and q there is larger uncertainty over the true network (20) and thus
our results are more dependent on the assumed beta-binomial model over the true degree
distribution. Even if µ and ρ are chosen to match the true degree distribution, the beta-
binomial model still represents a (higher-order) deviation from the true degree distribution
for real-life networks. The direction of the bias, upwards for µ̂0 and µ̂D towards µI and µF
respectively and the reverse for µ̂I and µ̂F , are a product of imperfectly learning the latent
exposure conditions, especially in these higher uncertainty settings.
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Figure 4: Estimates of the deviation of the mean outcome of each exposure conditions (top left:
no exposure, top right: indirect exposure, bottom left: direct exposure, bottom right: full
exposure) from their true values under q = 0.5 and varying p from 0 to 0.5. Estimates
obtained from our model using the EM algorithm are compared against estimates from
the Horvitz-Thompson estimators assuming no mismeasurement in the network. The
0.1 and 0.9 quantiles are shaded for both methods to give a sense of the variability in
these estimates.
5 Diffusion of insurance information between farmers
Cai et al. (2015) study the adoption decisions of rice farmers in rural China in regards to
weather insurance. Typically the take-up rates for insurance are low even amongst these
farmers in the presence of heavy government subsidies. Cai et al. (2015) examined how
difficulties communicating the benefits of the product could be modulated if information
about insurance comes via a farmer’s peers. In conjunction with the introduction of a
new weather insurance product, researchers randomized about 5000 households across 185
rural villages into two rounds of information sessions about the new insurance product.
Sessions were held in two rounds three days apart, and could either be “simple” sessions just
describing the product or longer “intensive” sessions which also emphasized the expected
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benefits from insurance. Drop out was not a major issue in this experiment, with an overall
session attendance rate of about 90%.
One specific question the authors were interested in was how insurance take-up and
knowledge for households assigned to second round sessions were affected by whether or
not they had friends assigned to first round intensive sessions. Cai et al. (2015) construct
three different measures of social connectivity. First, before the experiment, each household
was asked to list five friends whom they most frequently discussed production or financial
issues with. In general, prompting respondents to list five friends can censor the number
of connections for individuals with high in-degree, as well as cause the reported network to
contain some weaker connections that would otherwise be unreported. However, this concern
may be relatively mild in this case, as the authors conducted a pilot study in two villages
where the number of friends was uncensored and found 96% of farmers reported either four
or five connections. Most of the paper’s results use this reported network, which, borrowing
their language, we will term the “general network measure.” Second, Cai et al. (2015) define
a “strong” network measure where non-reciprocal connections are dropped. That is, two
individuals are connected only if each person lists the other among their five friends. The
third measure is a “weak” network measure which adds second-order connections (“friends
of friends”) to the general network measure. Both specifications differ quite drastically from
the general network measure and are indicative of low rates of reciprocity and transitivity in
the reported network; farmers average a single connection under the strong network measure
(with a mode of 0) and 16 connections under the weak network measure.
To measure insurance knowledge, each household completed a five question test after the
experiment and were scored from 0-5. For households assigned to second round sessions, Cai
et al. (2015) found that having a friend who was assigned a first round intensive session had
the same (statistically significant) benefit for insurance knowledge, as measured by score on
the five question test, as personally being assigned an intensive session in the second round.
We model each household’s score on the insurance test as arising from a binomial with
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five independent questions and a probability of getting a question right depending on the
household’s treatment exposure condition as well as their degree in the network.
score ∼ Bin(5, expit(αc + βcd)) (34)
In the context of this experiment, being directly treated corresponds to a farmer being
invited to the intensive training. Being indirectly treated corresponds to having a network
member invited to the intensive training. To produce comparable estimates to the linear
specification (2) presented in Table 5 of Cai et al. (2015), we estimate the mean outcome
under each exposure condition and calculate various contrasts using these means. The effect
of personally being invited to a intensive session can be calculated as µ̂D − µ̂0, the effect
of having a friend invited to a first round intensive session (which we denote as “Network
Intensive”) is calculated as µ̂I − µ̂0, and the interaction of these effects is given by µ̂0 + µ̂F −
µ̂I − µ̂D.
We focus on the effects of having a network member attend the first round intensive
training, the network intensive condition. Tables with estimates for all of the conditions
are in Appendix C. Figure 5 shows the estimates and uncertainty intervals for being in the
network intensive condition. A positive value indicates that having a person in your network
receive the intensive first round treatment increases your knowledge about the insurance
product. Each of the three plots represents a different estimation strategy (assuming no
mismeasurement, our proposed EM method, and our method utilizing covariates) for the
three possible measures of network connections. Thick lines represent one standard error
and thin lines represent the width of two standard errors.
The leftmost panel of Figure 5 gives the estimates without adjusting for any potential
errors in mismeasurement in the graph. The impact of being in the network intensive condi-
tion on insurance knowledge is positive and more than two standard deviations from zero for
both the general and strong measures, though the strong estimate is noticeably larger than
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Figure 5: Differences in insurance knowledge for farmers assigned to second round sessions based
on whether they had a friend attend a first round intensive session. We compare our
method to results if we assume there is no mismeasurement in the network for three
network measures.
the general measure. For the weak measure, the estimate is now no longer two standard
errors from zero. This observation is striking since it indicates that an investigator who
defines the graph using the weak measure would come to a substantively different conclusion
than one using the other two measures.
Moving now to the middle panel, which shows the results from our proposed approach18,
the alignment between the three network measures is much more consistent. As described
above, we expect that the rate of censoring and over-reporting is relatively low since indi-
viduals listed approximately the same number of contacts in pilot studies when the given a
limit of five. We would expect, therefore, that our method will nearly replicate the results
from Cai et al. (2015). Finally, we consider an extension of our model (20) that allows for
different levels of mismeasurement in the connections between farmers depending on whether
or not they reside in the same village. About 99.4% of reported connections are between
farmers in the same village19, while the remaining 0.6%, so separately modeling the true
18The beta-binomial distribution over the true degrees is initialized with the same mean as the observed
network (reflecting the results from the pilot study) and overdispersion parameter 0.0005. This overdispersion
parameter was chosen based on examining the variation of the degrees in the Indian village data used in the
simulations. Note the observed degree-distribution in farmers’ network exhibits considerably less variation
than even a binomial distribution, and thus is not particularly informative for choosing our prior distribution.
19There is substantial variation in the size of each village, which is entirely not reflected under the network
measures considered
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degree within-village and out-of-village may lead to more accurate results. We introduce
distinct parameters for in-village degree (µin and ρin) and out-of-village degree (µout and
ρout), along with respective mismeasurement parameters pin, qin, pout, and qout. Note that
there is a potential variance trade-off when introducing additional parameters to our model,
so sample size concerns must also be considered. Estimation proceeds as described in Sec-
tion 4.3, with the additional complication that the general purpose optimizer must maximize
over all four mismeasurement parameters at once. Estimates from this extension are largely
similar to those obtained from our method ignoring the difference between in-village and
out-of-village ties, perhaps due to the lack of out-of-village ties. However, the corresponding
standard errors are substantially larger since we have introduced additional parameters to
estimate.
To further illustrate the functioning of our method, we display the fraction of missing and
spurious links, as estimated by our approach, in the three network specifications. Figure 6
plots the point estimate of the fraction of missing links (p) and fraction of spurious links (q)
for each network definition. As expected, the fraction of missing links is substantially higher
with the most stringent definition of a tie than in the weakest definition of a connection. The
opposite pattern appears in the right side panel for the fraction of links that are spurious.20
In both cases, the general measure is in between the two extremes.
6 Discussion
Experimental inference on social networks present distinct challenges; not only are subjects’
outcomes affected by the treatment assignments of other subjects, but this treatment in-
terference is often of direct interest. Existing methodology for estimating treatment effects
in this setting requires a precise measurement of the network of interest, which can be a
20Note that the estimated q’s are an order of magnitude lower than the estimated p’s. This is to be
expected, as q gives the probability of a given hypothetical link falsely appearing. So unless the size of the
network is large relative to the total population, q being anything other than very small would mean that
a huge fraction of observed links are actually false. And, as previously discussed, networks are allowed to
extend between villages in the Cai et al. (2015) data, so the universe of potential connections is quite large.
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Figure 6: Point estimates of mismeasurement. The left panel gives the estimated fraction of miss-
ing links (p) for each of the three network definitions. The right panel givens the same
information for spurious links (q).
difficult assumption given the many decisions inherent in the data gathering process as well
as imposing a large financial burden. In this paper, we present a class of mixture models
that can accurately estimate treatment effects when the network of interest is not accurately
measured, assuming the noise in the network is (conditionally) random and relying on ad-
ditional assumptions about the parametric form for the treatment exposure conditions and
the density of the true, latent network.
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Figure 7: Estimates of the mean outcome of the no exposure (top) and indirect exposure (bottom)
conditions from their true values under varying mismeasurement levels (p,q) for the
network. Estimates obtained from our model using the EM algorithm are compared
against estimates from the Horvitz-Thompson estimators assuming no mismeasurement
in the network. The 0.1 and 0.9 quantiles are provided for both methods to give a sense
of the variability in these estimates. Note the color gradient scales are different for the
two exposure conditions.
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B Proof of Identification
It suffices to show identifiability of {θ00, θ01} = {θ′00, θ′01}, since we assume direct treatment
status can always be accurately ascertained. The exposure conditions {c00, c01} are only
mismeasured with one another, as are {c10, c11}.
Let us begin with the most general case, when both {p, q} ∈ (0, 1). In this situation, the
probabilities τi are positive over all feasible true exposure conditions and degrees, regardless
of the pair of observed degrees (d˜t,d˜nt). The only restriction on the support of these probabil-
ities are that, under no indirect treatment, degree cannot be larger than N−1−1′t+ti ≡ Nnt,i
(otherwise there would have to exist a connection to a treated subject), and degree must be
at least one for an individual to be indirectly treated. Mathematically, τi (c00, d; p, q) > 0 for
any d satisfying d ≤ Nnt,i and τi (c01, d; p, q) > 0 for any d ≥ 1.
At the other extreme, when there is no mismeasurement (p = 0 and q = 0), then the
true exposure condition and degree match their observed counterparts. Mathematically,
τi (c, d; p, q) > 0 only for d = d˜t + d˜nt and either c = c00 if d˜t = 0 or c = c01 if d˜t > 0.
When exactly one kind of mismeasurement exists, the support of τi is limited, but to a lesser
extent that when neither types of mismeasurement exist. When p > 0 but q = 0, true edges
can be dropped but all observed edges also exist in the true network. Namely, any observed
connection to a treated subject must exist in the true graph. For subjects with at least one
of these connections d˜t > 0, the support of τi is limited to c = c01 and d ≥ d˜t+ d˜nt. If instead
we have d˜t = 0, τi is positive for d˜nt ≤ d ≤ Nnt,i when c = c00 and d ≥ d˜nt + 1 when c = c01.
Lastly, when q > 0 and p = 0, the observed connections is a superset of the links in the true
graph. Thus, when we observe no connections to treated subjects d˜t = 0, τi is only positive
for c = c00 and d ≤ d˜nt. When such an connection is observed, τi is positive for c = c00 and
d ≤ d˜t + d˜nt − 1 or c = c01 and 1 ≤ d ≤ d˜t + d˜nt.
Case 1: p > 0, q > 0, and β10 6= 0
For any pair of
(
d˜t, d˜nt
)
, the LHS is a mixture of normal distributions that includes N−1
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distinct components with means α01 + β01d and variance σ
2 for any d from {1, ..., N − 1}.
There are at most Nnt,i + 1 < N − 1 other mixture components corresponding to the c00
terms. Following the generic identifiability of finite normal mixtures, the same component
normals must exist on the RHS, with the same weights. For there to be at least N−1 distinct
components on the RHS for both d˜t = 0 and d˜t > 0, we must have p
′ > 0 and q′ > 0. On the
LHS, we have N − 1 components which are evenly spaced |β01| apart, while on the RHS we
have N − 1 components evenly spaced |β′01| apart. Since there are fewer than N − 1 other
components on either side, these N − 1 components must match, with |β01| = |β′01|. This
leads to two possibilities: we must have either α′01 = α01 and β
′
01 = β01 or α
′
01 = α01 +Nβ01
and β′01 = −β01. The latter cannot occur due to would-be inconsistencies in the weights. For
example, consider weights for the component with mean α01 + β01 under this scenario. On
the LHS, the weight would correspond to the probability τi(c01, 1; p, q), while on the RHS,
the weight would correspond to the probability τi(c01, N − 1; p′, q′). The former quantity
changes with d˜t if holding the total observed degree d˜t + d˜nt fixed, since the observed treated
degree would affect the probability of a true treated connection, but the latter does not since
for very large true degree d > Nnt,i we will always have a treated connection. Thus, we have
α′01 = α01 and β
′
01 = β01.
We can then use our identification of the c01 components to isolate the remaining, un-
explained components, which must correspond to c00. If β00 6= 0, the LHS has Nnt,i + 1
remaining components, while if β00 = 0, the LHS has one component. The same holds for
β′00 and the RHS. Thus, when β00 = 0, β
′
00 = 0 and we must have α
′
00 = α00. On the other
hand, if β00 6= 0, both sides consist of Nnt,i + 1 components, spaced |β00| and |β′00| apart
respectively. We must have either α′00 = α00 and β
′
00 = β00 or α
′
00 = α00 + Nnt,iβ00 and
β′00 = −β00. Following similar logic as above for the c01 components, we can use would-be
inconsistencies in the weights to eliminate the second scenario. Namely, consider the weights
for the α00 component, which is τi(c00, 0; p, q) for the LHS and τi(c00, Nnt,i; p
′, q′) for the
RHS. For fixed d˜t + d˜nt, τi(c00, 0; p, q) is unaffected by varying d˜t as all observed connections
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regardless of treatment status must be falsely observed, while the treatment status of the
observed connections will effect the probability of having a treated connection given Nnt,i
true connections.
Case 2: p > 0, q > 0, and β10 = 0
Next, let us consider the scenario when we have β10 = 0, but β00 6= 0. For any pair
of
(
d˜t, d˜nt
)
, the LHS is a normal mixture including Nnt,i + 1 or Nnt,i + 2 components with
means α01 and α00 + β00d and variance σ
2 for any d from {0, ..., Nnt,i}. Since the number of
components does not change for any pair of observed degrees, we have p′ > 0, q′ > 0, and
β′10 = 0. Following the same logic used in case 1 but reversing the order in which we consider
the c00 and c01 components, we can show {θ00, θ01} = {θ′00, θ′01}.
The alternate scenario involves the case β00 = 0 and β01 = 0. Since we assume there
is a non-zero indirect treatment effect (θ00 6= θ01), the LHS consists of a mixture of two
normals with means α00 and α01. Following the generic identifiability of normal mixtures,
the RHS must consist of two normals with the same means. In order for the RHS to have
two mixture components regardless of observed degree
(
d˜t, d˜nt
)
, we must have β′00 = 0 and
β′01 = 0 as well as non-zero mismeasurement in both p
′ and q′. For q′ = 0, d˜t > 0 would yield
just one mixture component, and similarly with d˜t = 0 for p
′ = 0. Thus, either α′00 = α00
and α′01 = α01 or α
′
00 = α01 and α
′
01 = α00. If the latter is the case, the weight of the
α00 component is the probability of no indirect treatment
∑
d τi(c00, d; p, q) on the LHS and
the probability of indirect treatment
∑
d τi(c01, d; p
′, q′) on the RHS. These weights must be
the same for any pair of
(
d˜t, d˜nt
)
. However, when holding d˜t + d˜nt fixed and increasing the
number of observed connections to treated individuals d˜t, the weight of the LHS decreases
while the weight of the RHS increase. Thus, we must have α′00 = α00 and α
′
01 = α01.
Case 3: p > 0 and q = 0
First, consider an observation i with at least one observed connection to a treated subject
d˜t > 0. The mixture on the LHS consists of components with means α01+β01d corresponding
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to τi(c01, d; p, q) for any d satisfying d ≥ d˜t + d˜nt. If β01 = 0, the LHS will just be one
component, while if β01 6= 0, the LHS will have N − (d˜t + d˜nt) distinct components.
Suppose for now the latter is true. Then increasing total observed degree d˜t+d˜nt decreases
the number of components on the LHS. Changing total observed degree has no effect on the
number of distinct components when p, q > 0 or p = q = 0, while the case p = 0 and
q > 0 would imply an increase in the number of distinct components. Thus, to match
the behavior on the RHS, we must have p′ > 0 and q′ = 0. For the components on both
sides to have the same set of means, we must have either α′01 = α01 and β
′
01 = β01 or
α′01 = α01 + (N − 1 + d˜t + d˜nt)β01) and β′01 = −β01. We can again invalidate the second
case by examining would-be inconsistencies in the weights τi, but in this case we can also
simply note that the latter scenario cannot be simultaneously valid across multiple choices
of d˜t + d˜nt. Having established α
′
01 = α01 and β
′
01 = β01, we can consider observations with
d˜t = 0 and isolate the remaining τi(c00, d; p, q) components on the LHS, of which there would
be either 1 (if β00 = 0) or Nnt,i− d˜nt+1 (if β00 6= 0) components. Matching these components
on the RHS across multiples values of d˜nt will avoid the potential case where β
′
00 = −β00 and
yield α′00 = α00 and β
′
00 = β00.
Let us now return to the case where β01 = 0. While we could still find β
′
01 = 0 and
α′01 = α01, examining the number of components when d˜t > 0 is not sufficient to imply
p′ > 0 and q′ = 0. However, we can attempt to ascertain whether or not this must be the
scenario by examining observations with d˜t = 0. If β00 6= 0, there would be Nnt,i − d˜nt + 1
distinct components on the LHS. A decreasing number of components for these observations
as d˜nt increase is only consistent with p
′ > 0 and q′ = 0. From here, we can use the
equal spacing of these components as well as the structure imposed by the weights to show
α′00 = α00 and β
′
00 = β00.
Lastly, when both β00 = 0 and β01 = 0, we observe one mixture component with mean α01
when d˜t > 0 and two mixture components with means α00 and α01 when d˜t = 0. Returning
to the logic used in the counterpart scenario in case 2, the LHS can only be matched when
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p′ > 0 and q′ = 0. Then the RHS will have one mixture component when d˜t > 0 and two
components when d˜t == 0, and we will have {θ00, θ01} = {θ′00, θ′01}.
Case 4: p = 0 and q > 0
This case follows identical logic as case 3 but switching the roles of the c00 and c01
components. Namely, observations with d˜t = 0 will isolate the c00 components, which in
turn can be used to inform observations with d˜t > 0 to match the c01 components.
Case 5: p = 0 and q = 0
For any pair of
(
d˜t, d˜nt
)
, the LHS will consist of consist of a single normal distribution.
If p′ > 0 or q′ > 0, this behavior could only arise if β00 = β01 = 0 and α00 = α01. However,
we require θ′00 6= θ′11, so we must have p′ = 0 and q′ = 0. Observations from two distinct
values of d˜t + d˜nt for each of d˜t = 0 and d˜t > 0 will uniquely identify the model parameters
θ00 and θ01 respectively.
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C Results as tables
Network measure Intensive Session Network Intensive Interaction
No mismeasurement
General measure 0.205 (0.016) 0.198 (0.016) -0.241 (0.023)
Strong measure 0.100 (0.012) 0.120 (0.036) -0.188 (0.054)
Weak measure 0.157 (0.061) 0.072 (0.044) -0.095 (0.063)
EM method
General measure 0.177 (0.025) 0.229 (0.028) -0.224 (0.040)
Strong measure 0.299 (0.037) 0.279 (0.040) -0.577 (0.052)
Weak measure 0.160 (0.032) 0.259 (0.032) -0.171 (0.048)
EM + covariates
General measure 0.158 (0.035) 0.295 (0.039) -0.322 (0.055)
Strong measure 0.177 (0.081) 0.305 (0.070) -0.479 (0.116)
Weak measure 0.175 (0.095) 0.293 (0.067) -0.155 (0.117)
Table 1: Differences in insurance knowledge for farmers assigned to second round sessions based
on (1) whether they attended an intensive session, (2) whether they had a friend attend
a first round intensive session, and (3) the interaction of these two terms. We compare
our method to results if we assume there is no mismeasurement in the network for three
network measures.
Network measure p q
General measure 0.185 0.00016
Strong measure 0.872 1.23e-06
Weak measure 0.097 0.00201
Table 2: Differences in insurance knowledge for farmers assigned to second round sessions based
on (1) whether they attended an intensive session, (2) whether they had a friend attend
a first round intensive session, and (3) the interaction of these two terms. We compare
our method to results if we assume there is no mismeasurement in the network for three
network measures.
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