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Abstract 
A new approach is shown that mechanically proves various theorems in plane geometry by recasting 
them in terms of constraint satisfaction. A Python 3 implementation called GEOPAR affords 
transparent proofs of well-known theorems as well as new ones, including a generalization of 
Morley’s Theorem.   
1 Introduction, Terminology, and Notation 
 
This paper introduces a new way to produce and mechanically prove various theorems in plane 
geometry. The approach shares some of the objectives, but not the methods, of Wu ([13] and [14]) for 
automation in plane geometry proofs. The latter translate plane figures into polynomial equations via 
Cartesian coordinates.  The automated approach in the present work, on the other hand, is based on a 
coordinate-free theorem about angles in plane figures, described in Section 2, and a particularly 
useful corollary concerning the matching of angles surrounding interior vertices.  
The area method is a well-known means for proving geometry theorems, originally formulated by 
Chou, Gao, and Zhang [1] (Janičić, Narboux, and Quaresma summarize it in [9]). The method 
automates reasoning steps. The approach of this paper, however, concerns constraint satisfaction 
rather than reasoning steps. In [2] Chou, Gao, and Zhang employ the interesting concept of “full 
angles,” based on fourteen rules, producing readable proofs. The approach in this paper is a simple 
and different one. The proofs are inherently transparent. 
 
The essence of our approach is to ask whether or not a mapping from the interval [0, 180] onto the 
angles of a given triangulated plane figure constitutes a solution—or the solution—to the figure. For 
example, given the premises which uniquely determine Figure 1(a) (i.e., up to similarity), is the 
complete set of angles precisely those of the mapping in (b)? Of course, the angle values in each 
triangle must sum to 180 and those surrounding each interior vertex to 360. The “Pairing” corollary 
of Section 2.3 provides an additional condition that makes these sufficient, and implies that (b) is 
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indeed the solution to (a). (The parenthetical reference is to an automated theorem prover, which is 
explained in Section 3.) 
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Figure 1: Example introducing the approach (pdfs/shape-01-3-in-one Triangle case 4.pdf at [15]) 
 
The automated approach described in this paper proves a generalization of Morley’s Theorem. 
Morley’s Theorem has been called “one of the most surprising and attractive twentieth century results 
in plane geometry” (Stonebridge [12]). It has interested numerous researchers, including Connes, 
Conway, Dijkstra, and Lebesgue. Connes [3] proved the theorem as “a group theoretic property of the 
action of the affine group on the line.” Conway ([4] and [5]) called his proof “undisputedly simplest.” 
Dijkstra gave a short “simple” proof in [6], a critique of this proof in [7], and a note on a tacit 
assumption in his proof [8].  Oakley and Baker [10] published an extensive bibliography in 1978. 
New proofs continue to appear. Morley’s theorem is significant for the proof methods that it inspires. 
The approach of the present work is based on real-valued mappings from the angles of plane figures. 
To this end, we standardize the figures under consideration: we define a simple triangulated plane 
figure (STPF) as a connected plane figure consisting of a finite set S of non-degenerate triangles such 
that for every vertex v and triangle T in S, v is either a vertex of T or else external to T. This disallows 
vertices of one triangle impinging on another except at one of the latter’s vertices. We distinguish 
between an “angle”—a component of a triangle—and its size; but when there is no ambiguity, we 
may conflate these. 
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Let AS be the set of angles in the triangles of an STPF S (i.e., not simply the values of the angles). A 
mapping m from AS into the positive reals will be said to realize S if a plane figure exists for which 
the relationships among its triangles are the same as those for S, and whose angles have sizes equal to 
the corresponding values of m(). We will restrict our attention, without significant compromise, to 
convex STPF (“CSTPF’s”). Figure 2 shows a non-realizing but otherwise well-behaved mapping on a 
CSTPF. (The figure is symmetrical on the straight line through AB, and so the 40/20 angles must be 
incorrect). When discussing Morley’s theorem, it has been common to express angle values in 
degrees, and this paper follows suit in its discussion of geometry. 
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Figure 2: Example of a non-realizing mapping on a CSTPF (convex simply triangulated plane figure) 
The vertices of a triangle T will be denoted T(1), T(2), and T(3). The set of triangles in an STPF S 
containing vertex v will be denoted TS(v)—or, when unambiguous, T(v). For vertices v and w of a 
triangle in a concrete instance of a CSTPF, l(v, w) will denote the length of the corresponding line.   
This paper establishes theorems on CSTF’s, and systematically validates their proofs. 
2 Realizability Theorem 
 
The key theorem of this paper is as follows: 
Theorem 1 (“Realization”): A mapping from a convex simple triangulated plane figure S to the reals 
realizes S iff it satisfies the “” condition, the “2” condition, and the “alternating sine” condition, as 
defined in Section 2.1 below. 
The idea for this theorem suggested itself to the first author from Dijkstra’s proof of Morley’s 
Theorem [6], as well as a similar result on Delaunay triangulations [11]. The latter concerns 
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tessellation and the motivation there is different from that of this work (see, for example, [11]). The 
proof of the realization theorem is established in Sections 2.1 and 2.2 below. 
 
2.1 Necessary Conditions for Realization 
If m realizes CSTF S, we can conclude the following three conditions: 
1.  condition: For every triangle T in S, m(T(1)) + m(T(2)) + m((3)) = 180. 
2. 2 condition: For every vertex v in S, either A(v)  180 or A(v) = 360, where A(v) is defined as 
{m(T(j)): T  S and T(j) = v}.  
Because S is convex, the 2 condition follows by considering vertices v on the perimeter of S (where 
A(v)  180, v referred to as “exterior”) separately from those not (A(v) = 360, v “interior”). 
3. Sine rotation condition: 
For every interior vertex v with T(v) = {T1, T2, …, Tn}, v = T1(3) = T2(3) = … = Tn(3), T1(2) = T2(1), 
T2(2) = T3(1),  …, and Tn(2) = T1(1) (as illustrated in Figure 3), we have: 
sin m(T1(1)) sin m(T2(1)) … sin m(Tn(1)) = sin m(T1(2)) sin m(T2(2)) … sin m(Tn(2))  
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Figure 3: Configuration for sine rotation condition 
Using the sine rule, we have 
𝑙(𝑣, 𝑇1(2)) 
sin 𝑚(𝑇2(2))
=  
𝑙(𝑣, 𝑇2(2)) 
sin 𝑚(𝑇2(1))
 
and 
𝑙(𝑣, 𝑇2(2)) 
sin 𝑚(𝑇3(2))
=  
𝑙(𝑣, 𝑇3(2)) 
sin 𝑚(𝑇3(1))
 
… and 
𝑙(𝑣, 𝑇n(2)) 
sin 𝑚(𝑇1(2))
=  
𝑙(𝑣, 𝑇1(2)) 
sin 𝑚(𝑇1(1))
 
From these we can conclude:  
𝑙(𝑣, 𝑇1(2)) =
𝑙(𝑣, 𝑇2(2)) sin𝑚(𝑇2(2)) 
sin 𝑚(𝑇2(1))
= 
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𝑙(𝑣, 𝑇3(2)) sin𝑚(𝑇2(2)) sin𝑚(𝑇3(2)) 
sin 𝑚(𝑇2(1)) sin𝑚(𝑇3(1))
= ⋯ = 
𝑙(𝑣, 𝑇1(2)) sin𝑚(𝑇2(2)) sin𝑚(𝑇3(2))… sin𝑚(𝑇𝑛(2)) sin𝑚(𝑇1(2)) 
sin 𝑚(𝑇2(1)) sin𝑚(𝑇3(1))… sin𝑚(𝑇𝑛(1)) sin𝑚(𝑇1(1))
 
—and the sine rotation condition follows. 
The sine rotation formula itself has been observed in various other contexts (see, for example, [11] 
p110). 
 
2.2 Sufficient Conditions for Realization 
To demonstrate the sufficiency of the -, 2-, and sine rotation conditions in the Realization theorem, 
we produce a procedure for constructing a plane figure consistent with S and m. The procedure 
consists of realizing T(v) for every internal vertex v, and then doing this for every non-internal vertex. 
The procedure maintains the convexity of the figure realized at the completion of each of these 
vertex-wise steps.  
For each internal vertex v, let R be the already-realized subset of T(v), and T an unrealized triangle in 
T(v) that shares side (v, r) with a triangle in R. Let x denote the vertex of T not on (v, r). Because 
{m(U(j)): U R and U(j) = v} < 360, this can be done if x is not already on a triangle in R. 
Otherwise, we must show that the triangle with vertices v, r, and T1(1) is precisely T. For example, in 
the mapping shown in the CSTF in Figure 4, it is simple to realize T1 and T2 but there is no freedom 
in realizing triangle T3 because x must be T1(1). 
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Figure 4: Example of "last triangle" realization 
Figure 5 shows this “last triangle” problem in general, where triangle Tn-1 can be readily realized but 
Tn can be constructed only by joining already-realized vertices p and q= T1(1).  
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Figure 5: The triangles at an interior vertex v 
From Figure 5 and the argument Section 2.1, we can infer that 
sin a1 sin a3 … sin a2n-3 sin r = sin a2 sin a4 … sin a2n-2 sin s   (1) 
From the sine rotation condition, we have 
sin a1 sin a3 … sin a2n-3 sin a2n-1 = sin a2 sin a4 … sin a2n-2 sin a2n  (2) 
Thus,  
sin 𝑟
sin 𝑠
=
sin𝑎2𝑛−1 
sin𝑎2𝑛
                                                                          (3) 
We also know 
r + s = a2n-1 +a2n                                                              (4)  
Assuming that a2n-1  r, and defining  as a2n-1 – r (otherwise as a2n – s), equation (3) becomes  
sin r sin(s - )  = sin s sin(r + )       (5)  
Using a modification of a calculation used by Dijkstra and Ambuj Singh in [7], we obtain  
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sin r [sin s cos  – cos s sin ]  = sin s [sin r cos  + cos r sin ]    
thus  
sin r cos s sin   + sin s cos r sin  = 0  
sin(r + s) sin  = 0         (6)  
Since 0 < r + s < 180, it follows that sin  = 0. Since 0    < 180, we can conclude  = 0, r = a2n-1, 
and s = a2n. Thus, joining p and q does indeed realize Tn. 
The realization obtained after performing this process on all internal vertices, is convex. Otherwise, a 
straight line would exist that does not intersect the triangles of S except at distinct external vertices v1 
and v2. A sequence v1 = w1, w2, w3, …, wn-1, wn = v2 of external vertices would exist where (w1, w2), 
(w2, w3), …, (wn-1, wn) are sides in S, and the  condition would be violated by at least one element of 
{w1, w2, w3, …, wn-1, wn}.   
It remains to realize the unrealized triangles at the external vertices. For each such vertex v, we 
realize each unrealized triangle in T(v) by selecting one—T, say—which shares a side with a realized 
triangle. Suppose that this side has vertices T(0) = v, and T(1). Because the triangulated figure is 
convex, the -condition, in effect, applies at T(0) and T(1), and we infer that T(2) must lie in the 
shaded region shown in Figure 6. The latter cannot impinge on any realized triangle, otherwise the 
figure realized so far would be concave. Thus, T can be realized, and thus all remaining triangles in 
T(v). 
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Figure 6: Construction of triangle at external vertices 
The proof given at this point establishes that, given a mapping m on a CSTF satisfying the -, 2-, 
and sine rotation conditions, a figure can be constructed that is consistent with m. We are also 
assuming that m determines a unique plane figure (i.e., up to similarity). As proved in an essay on 
reasoning written by Dijkstra [8], it follows that the unique plane figure is precisely the constructed 
one. Dijkstra wrote [8] to explicate the reasoning for his proof of Morley’s theorem. He did not point 
out the realization theorem (Theorem 1), or the pairing corollary given below, however. 
 
2.3 Pairing corollary 
A simple, but very useful corollary follows immediately from the realization theorem. For an internal 
vertex v in CSTF S, suppose that T1, T2, … , Tn, is the sequence of triangles in S containing v, where 
Ti and Ti+1 share a side, and the angles of Ti not at v, in clockwise order, are a2i+1 and a2i+2, as is 
shown in Figure 7. We define sets odd(v) and even(v) as {a1, a3, …, a2n-1 } and { a2, a4, …, a2n } 
respectively. 
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Figure 7: Definition of odd(v) and even(v) 
“Pairing” Corollary: A mapping from a CSTF to the reals is realizable if it satisfies the  condition, 
the 2 condition, and if, for every internal vertex v, odd(v) and even(v) are identical multisets. 
We will use the realization theorem or pairing corollary in the following theorem-proving process, 
which we will refer to as a “realization argument.” 
1. A set P of properties of a CSTF S, typically, relationships among the angles, are given which 
uniquely determine S, (i.e., up to similarity). 
2. Using the realization theorem or, more commonly, the pairing corollary, a realizable mapping 
m from S to the reals is determined that satisfies P. 
3. It is concluded that the angle values of S are precisely those specified by m.  
Given a machine representation of a CSTF, the conditions of the pairing corollary can be machine-
checked and thus the theorem “If P then …” proved if the check is successful. Several examples of 
realization arguments, many automated, are given below. 
In figures, we may use underlining to denote the assumed properties (“P” in the above). When two 
equal angles belong to odd(v) and even(v) respectively, we will refer to them as paired. 
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Besides being generalized by the pairing corollary (in Section 4), Morley’s Theorem is also suggested 
by it, as follows. If we assume that the pairing corollary were to be applicable, it would require 
{AUW, UVW} = {WUV, WVB} in Figure 8. Symmetry suggests that AUW does not pair 
with WUV. Thus, the pairings AUW = WVB and UVW = WUV suggest themselves, which 
implies that the triangle is equilateral. We return to this kind of hypothesizing at the end of the paper. 



U
W



C


A B

V
 
Figure 8: Assumptions for Morley's Theorem 
The realization theorem and pairing corollary concern angles only; however, plane geometry can 
often be translated into angle-only statements on CSTFs. Examples are equality of lengths in a 
triangle, points lying on circles (by forming triangles at the center), and alternating angles for 
parallelism. Various examples of such translations appear throughout this paper. 
3 Proof Automation with GEOPAR 
 
In the context of the realization theorem and pairing corollary, we have identified six levels of 
mechanical theorem-proving with increasing capability, each one of which includes the capabilities of 
the previous ones. Level 1, described in Section 3.3, is a pure proof checker. Level 2, described in 
Section 3.4, makes valid inferences and then applies proof checking, but forms no hypotheses. Level 
3, described in Section 3.5, makes one type of hypothesis throughout and then attempts to prove the 
resulting mapping. Level 4 and higher are envisaged as making additional hypotheses. Levels 1 
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through 3 are described in this paper, and have been implemented, mostly by the second author, as a 
Python 3 application called GEOPAR (“Geometric Proofs by Angle Pairing” [15]). Levels 1-3 
demonstrate, we believe, the viability of the realization approach to proving plain geometry theorems, 
including all of those mentioned in this paper. The GEOPAR implementation at [15], is at level 3 
(which incorporates the capabilities of levels 1 and 2). Levels 4 through 6 are described in Section 6.2 
on future work. They deserve investigation separate from this already-lengthy paper. 
GEOPAR source code is at [15]. Executables for various platforms, applied to examples described in 
this paper (and the pdf directory at [15]), are at https://github.com/ebraude/Executables. 
3.1 Input to GEOPAR 
The expression of angles in GEOPAR is limited to linear combinations of symbols with rational 
coefficients. Typically, the symbols are particular angles in the CSTF. An example is Figure 8, where 
two symbols suffice (replacing γ with 60 – α – β). The restriction to rational coefficients does not 
inhibit the proof of numerous theorems: in fact, what usually makes for a statement of interest about a 
given geometric figure is regularity (typically, equality) among angles.  
 
An input to GEOPAR begins with the number of symbols required for expressing angles (actually, 
incremented by 1 because GEOPAR counts the constant term), followed by a count of the triangles 
involved. The angles of a triangle are specified clockwise. As an example of the specification syntax, 
in Figure 1(a) the angle value at point 2 in triangle 4, 2, 1 is β. The symbol ‘x’ denotes an unspecified. 
The angles in triangle 4, 1, 3 are, respectively, “unspecified”, α, and β, which is coded as: 
4, 1, 3; x, α, β  
The triangulated figure in Figure 1(a) is specified by the following input: 
3 3 
4, 2, 1; x, β, x 
4, 1, 3; x, α, β 
4, 3, 2; x, x, α 
GEOPAR allows the use of a, b, c, d, e and \alpha, \beta, \gamma, \delta, \epsilon instead of α, β, γ, δ, 
ε. Formally, GEOPAR input must have the following form: 
 
<input> ::= <triangleCount> “ ” <symbolCountPlus1> <newLine> <triangles> 
<triangleCount> is a natural number 
<symbolCountPlus1> is 1 more than the number symbols required to express angles 
<newLine> is a carriage return 
<triangles> ::= (<triangle> | <triangle> <newLine> <triangles>) 
<triangle> ::= <vertex> “ ” <vertex> “ ” <vertex> “;” <anglesOfATriange> 
<vertex> is a natural number 
<anglesOfATriange> ::= <angleInGreek> “,” <angleInGreek> “,” <angleInGreek> 
|<angleInRoman> “,” <angleInRoman> “,” <angleInRoman> 
|<angleInLatex> “,” <angleInLatex> “,” <angleInLatex> 
<angleInGreek> ::= <unspecifiedAngle> | <linearGreekExpression> “+” <constant> 
<unspecifiedAngle> ::= “x”  
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<linearGreekExpression>  
::= “” | <coefficient><greekLetter> “+” <linearGreekExpression> 
<coefficient> ::= “” | <fraction> 
<fraction> is a rational number in [-360, 360] expressed as integer/integer or decimal 
<greekLetter> ::= “α”, “β”, “γ”, “δ”, “ε”  
<constant> ::= “” | <fraction>  
<angleInRoman> ::= <unspecifiedAngle> | <linearRomanExpression> “+” <constant> 
<linearRomanExpression>  
::= “” | <coefficient><romanLetter> “+” <linearRomanExpression> 
<romanLetter> ::= “a”, “b”, “c”, “d”, “e”  
<angleInLatex> ::= <unspecifiedAngle> | <linearLatexExpression> “+” <constant> 
<linearLatexExpression>  
::= “” | <coefficient><LatexLetter> “+” <linearLatexExpression>  
<LatexLetter> ::= “\alpha” | “\beta” | “\gamma” | “\delta” | “\epsilon”  
 
The output comprises: (1) values of angles in the CSTF, including those input, and (2) whether or not 
these angles constitute a realization of the given CSTF. The set of angles depends on a user choice 
described in Section 3.5. For example, the following is the (positive) output for the input described 
above for Figure 1(a). 
 
A CONSEQUENCE OF THE PREMISES. 
Here is your triangulated figure: 
Triangle: Vertices 1, 2, 4; Angles -α - β + 90, β, α + 90 
Triangle: Vertices 4, 2, 3; Angles -α - β + 180, β, α 
Triangle: Vertices 1, 4, 3; Angles -α - β + 90, β + 90, α 
 
3.2 GEOPAR Activity Diagram / Flowchart 
Figure 9 accompanies the description of levels 1-3 in Sections 3.3, 3.4, and 3.5 below. To “apply” a 
π- or 2π-rule means to supply, when possible, a missing angle value based on the values of the 
specified angles in a triangle or at an internal point respectively. The labels “2a” and “2b” in the 
figure refer to two kinds of outputs for level 2 that are referred to in the GEOPAR code. 
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Figure 9: GEOPAR theorem-proving activity diagram, as implemented 
 
3.3 Level 1: Complete Mappings 
Level 1 GEOPAR capability takes as input a mapping of all the angles in a CSTF to the reals. It 
reports whether or not the mapping can be proven with the pairing corollary to be a proper realization. 
If the mapping fails to satisfy the conditions of the pairing corollary, the result is inconclusive—
nothing of note has been proved. 
3.4 Level 2: Extrapolation without Pairing 
Level 2 attempts to obtain initially unspecified angles by iteratively using the - and 2-conditions to 
deduce the values of angles wherever possible, until no additional angles can be determined in this 
way. This is a forward chaining process. If all of the angles are thereby specified, this process is 
followed by an attempted verification via the pairing corollary, as in level 1. 
3.5 Level 3: Applying Pairing 
Suppose that the angles surrounding an interior point are paired, as defined in Section 2.3, except for 
two—u and v, say. In that case, by the sine rotation theorem (Section 2.2), sin u = sin v, and so there 
are two alternatives: u = v or u + v = 180. To “apply pairing” means to postulate u = v whenever this 
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situation occurs. This angle value would be 90(n – 2) – p/2 where n is the number of surrounding 
triangles and p is e sum of the specified (paired) angles. For example, if an interior vertex is 
surrounded by four triangles with alternating angle values , , ,, , , then the remaining two 
angles are postulated to be 180 – /2 – /2 – /2. In other words, “applying pairing” hypothesizes the 
first of the two alternatives mentioned above.  
 
Level 3 first tries to prove the realizability of the given CSTF information using level 1, and then 
level 2 if level 1 does not succeed. If level 2 does not produce a proof, and if permitted by the user, 
level 3 iteratively applies the π-rule, applies the 2π-rule, and postulates pairing, until no new angle 
values are deduced. A choice is provided to the user to apply pairing because the result of pairing 
could be sufficient but pairing is not logically necessary.  
 
The complementary (i.e., non-paired) alternative to pairing is worth pursuing but will be considered 
separately from this paper. This is discussed in Section 6.2 on future work. The automated GEOPAR 
proofs listed in this paper were run at level 3. 
 
If the  condition, the 2 condition, and pairing are applied repeatedly, a full angle mapping of the 
CSTF may or may not result. In the latter case, no conclusion is made. In the former case, if the three 
conditions of the pairing corollary are true, a theorem (or theorems) with proofs will have been 
generated. This is illustrated in Figure 3. 
4 A Generalization of Morley’s Theorem 
 
The proof technique described in this paper facilitates a generalization of Morley’s Theorem as 
follows. We define a semi-regular hexagon as a convex hexagon of the form AD1BD2CD3, where 
D1 = D2 = D3. We will refer to D1, D2 , and D3 as the constrained vertices (or angles).  
Theorem 2 (Morley generalization): Let , , and  be angles in (0, 60) with  +  +   ≥ 60. There is 
a semi-regular hexagon with alternating angles 3, 3, 3, whose trisectors form an equilateral 
triangle. 
 
More specifically, let  = 240 –  – –. A hexagon exists with angles 3, , 3, , 3, and  in 
which the alternating trisectors form an equilateral triangle. Moreover, the latter’s vertices lie on the 
bisectors of the constrained vertices.  
The theorem is illustrated in Figure 10.    
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Figure 10: Generalization of Morley's theorem  
Morley’s theorem follows from this when  +  +   = 60 because in that case  = 180 and the 
hexagon reduces to a triangle. Each of 3, 3, 3, and  does not exceed 180 and so the hexagon is 
convex. We use GEOPAR to prove Theorem 2 by numbering the vertices, forming it as a triangulated 
figure, and hypothesizing that the angles at the constrained vertices are bisectors, as in Figure 11. 
Actually, not all this information is needed by GEOPAR, as shown Figure 11. This, denoted with 
underscoring, constitutes sufficient input. 
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

 


1


6 9

/2
/2
/2
/2
*  stands for 
240 -  -  - 
60
60
5 2
8
4
3
7
/2
 
Figure 11: Input to prove generalization of Morley's Theorem 
 
The input to GEOPAR for Figure 11 is as follows: 
10 4 
1, 2, 3; γ,              -1/2α - 1/2β - 1/2γ + 120,  x 
2, 9, 3; -1/2α - 1/2β - 1/2γ + 120,  β,              x 
3, 9, 7; x,      β,              x 
7, 9, 8; x,                   β,              x 
7, 8, 6; x,                   -1/2α - 1/2β - 1/2γ + 120,  α 
4, 7, 6; x,                   x,    α 
5, 4, 6; -1/2α - 1/2β - 1/2γ + 120,  x,                   α 
1, 4, 5; γ,              x,                   -1/2α - 1/2β - 1/2γ + 120 
1, 3, 4; γ,              x,                   x 
3, 7, 4; 60,             60,             x 
 
GEOPAR produces the realization of Figure 12, where  represents 240 –  –  – , thereby proving 
the theorem. Specifically, with this input, GEOPAR reports the following to the console: 
Before pairing: 
------------------------- 
TRIANGLE -> Vertices: 1, 2, 3; Angles: γ, -1/2α - 1/2β - 1/2γ + 120, 1/ 2α + 1/2β - 1/2γ + 60 
TRIANGLE -> Vertices: 2, 9, 3; Angles: -1/2α - 1/2β - 1/2γ + 120, β, 1/2α - 1/2β + 1/2γ + 60 
TRIANGLE -> Vertices: 3, 9, 7; Angles: x, β, x 
TRIANGLE -> Vertices: 7, 9, 8; Angles: x, β, x 
TRIANGLE -> Vertices: 7, 8, 6; Angles: -1/2α + 1/2β + 1/2γ + 60, -1/2α - 1/2β - 1/2γ + 120, α 
TRIANGLE -> Vertices: 4, 7, 6; Angles: x, x, α 
TRIANGLE -> Vertices: 5, 4, 6; Angles: -1/2α - 1/2β - 1/2γ + 120, -1/2α + 1/2β + 1/2γ + 60, α 
TRIANGLE -> Vertices: 1, 4, 5; Angles: γ, 1/2α + 1/2β - 1/2γ + 60, -1/2α - 1/2β - 1/2γ + 120 
TRIANGLE -> Vertices: 1, 3, 4; Angles: γ, x, x 
TRIANGLE -> Vertices: 3, 7, 4; Angles: 60, 60, 60 
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Do you want angle pairing to be applied? (y/n): y 
 
------------------------- 
Pre-process complete. 
------------------------- 
2. A CONSEQUENCE OF THE PREMISES. 
Here is your triangulated figure: 
TRIANGLE -> Vertices: 1, 2, 3; Angles: γ, -1/2α - 1/2β - 1/2γ + 120, 1/2α + 1/2β - 1/2γ + 60 
TRIANGLE -> Vertices: 2, 9, 3; Angles: -1/2α - 1/2β - 1/2γ + 120, β, 1/2α - 1/2β + 1/2γ + 60 
TRIANGLE -> Vertices: 3, 9, 7; Angles: -1/2α - 1/2β + 1/2γ + 90, β, 1/2α - 1/2β - 1/2γ + 90 
TRIANGLE -> Vertices: 7, 9, 8; Angles: 1/2α - 1/2β + 1/2γ + 60, β, -1/2α - 1/2β - 1/2γ + 120 
TRIANGLE -> Vertices: 7, 8, 6; Angles: -1/2α + 1/2β + 1/2γ + 60, -1/2α - 1/2β - 1/2γ + 120, α 
TRIANGLE -> Vertices: 4, 7, 6; Angles: -1/2α - 1/2β + 1/2γ + 90, -1/2α + 1/2β - 1/2γ + 90, α 
TRIANGLE -> Vertices: 5, 4, 6; Angles: -1/2α - 1/2β - 1/2γ + 120, -1/2α + 1/2β + 1/2γ + 60, α 
TRIANGLE -> Vertices: 1, 4, 5; Angles: γ, 1/2α + 1/2β - 1/2γ + 60, -1/2α - 1/2β - 1/2γ + 120 
TRIANGLE -> Vertices: 1, 3, 4; Angles: γ, -1/2α + 1/2β - 1/2γ + 90, 1/2α - 1/2β - 1/2γ + 90 
TRIANGLE -> Vertices: 3, 7, 4; Angles: 60, 60, 60  
 
Figure 12 shows this output graphically using an extension of Conway’s notation [5]. 


 




/2
/2
/2
/2
/2
/2
 ‡
 *
 ‡
 *
60
 denotes 240 -  -  - 
x* denotes x + /2 – 30
y‡ denotes - y - /2 + 180
60
60
 *
 *
 ‡
 ‡
 ‡
 ‡
 *
1
6 9
5 2
8
4 3
7
 *
 
Figure 12: Output and proof of generalization of Morley's Theorem 
5 Theorem Families 
 
In this section, we show how the realization argument can be used to prove generalizations of well-
known theorems, together with new ones. Solutions for all of the angles are provided.  
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5.1 Categorization of Triangle Concurrency 
The pairing corollary suggests a categorization of various plane figures—CSTF’s whose internal 
vertices conform to the corollary’s premises. The simplest nontrivial case is a CSTF consisting of 
three triangles with a common vertex, as shown in Figure 13.  
x6 x5
x4
x3x2
x1
Pαttern 3 Pαttern 4
Pαttern 2
γ
β
γ
Pαttern 1
α
β
β
γ
γ
α
β
γ
α
β
α
γ
α
γ
γ
α
β
α α
β β
In general
 
Figure 13: Simplest nontrivial CSTF 
 
The four patterns for pairing among angles x1 through x6 are listed in Table 1, where the primary 
organization is binary, where s denotes “same angles in the triangle” and d  “different …” up to 1-1 
mappings from {α, β, γ} to itself. 
Table 1: Patterns for internal vertices with 3 triangles 
s  s  s s  d   d d  d  d 
1. αα ββ γγ 2. xx yz zy 3. αβ βγ γα 
  4. αβ γα βγ 
 
Pattern 1 describes the triangle’s incenter. Pattern 2 expresses a concurrency from an angle bisector in 
an isosceles triangle. Pattern 3 expresses and proves the concurrency of angle bisectors. In Pattern 4, 
the concurrent lines are perpendiculars since α + β + γ = 90.   
GEOPAR can complete and check these using input of only two pairs of angles, as in Figure 14. 
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Pαttern 3 Pαttern 4
Pαttern 2
β
Pαttern 1
α
β
β
α
β
α
β
α
α
α
β
α α
β β
 
Figure 14: Sufficient information; pattern 4 checked with GEOPAR (pdfs/shape-01-3-in-one Triangle case 4 at [15]) 
 
5.2 Bisector Concurrency, Generalized 
We return to semi-regular hexagons to generalize the classical elementary bisector concurrency 
theorem. 
Theorem 3: The bisectors in every semi-regular hexagon are concurrent.  
GEOPAR proves this, using independent parameters , , and  as in Figure 15. 
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





1
3
5





2
7
4
6
 = -/3 -/3 – /3 +120
 
Figure 15: Concurrence of bisectors; checked with GEOPAR (pdfs/shape-03-Bisectors.pdf at [15]) 
5.3 Median Concurrency, Generalized 
In this section we provide a theorem proved with the realization theorem, but not the pairing 
corollary. It generalizes the concurrency theorem for a triangle’s medians. The (manual) process used 
suggests future capabilities for GEOPAR. This is done, for a triangle with angles , , and , by 
considering line segments of the form BB0 as shown in Figure 16, where 0 <  < min(/2, /2, /2). 
Segment BB0, which we will refer to as a semi-median, and which is determined by 1 and 2, 
becomes a conventional median as  tends to zero. 


 

1
2
B
B0
 
Figure 16: Semi-medians 
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From the realization theorem (Theorem 1), sin 1 sin( - ) sin  = sin 2 sin  sin( - ) 
and so  
sin
1
= 
sin
2
sin (− )
sin (− )
 
Similar equations hold for  and . Note that: 
sin 1 sin 1 sin 1 = 
sin2 sin (− )
sin (− )
∙
sin
2
sin (− )
sin (− )
∙
sin 
2
sin (− )
sin (− )
 
= sin 2 sin 2 sin 2. 
Hence, the mapping shown in Figure 17 realizes the solid-line CSTF shown within. But this extends 
as shown in the figure as a whole, and the concurrency is proved. 





1
2
1 2
1
2


 
Figure 17: Realization for Semi-medians 
The above proof of a generalization of the median–concurrency theorem can be contrasted with the 
traditional proof, which relies on Ceva’s theorem. 
 
5.4 Morley- Type Theorems 
The realization theorem, and especially its pairing corollary, can be used to generate new theorems by 
starting with CSTF’s of interest, generating realizations for them, and selecting conditions sufficient 
to characterize such realizations. The conditions become the premises for a theorem. For example, we 
can use the Morley CSTF to determine a point V by means of four trisectors and an equilateral 
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triangle, and conclude, using Figure 18 and a realization argument, that V is the intersection of the 
trisectors of B and C. 
A/3
 A/3  B/3
C/3
V
60
60
A
C
B
 
Figure 18: A Morley-type theorem 
 
The following is a non-Morley equilateral theorem 
Theorem 4: Let ABC be a triangle with incenter I, point P on AC satisfying AIP = 
B
2
 + 60, and Q 
on BC satisfying BIQ = 
A
2
 + 60. Then IPQ is equilateral. 
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



 + 60  + 60
I
A B
Q
P
Underlining denotes assumptions
C
.             . denotes collinearity
 
Figure 19: Premises of Theorem 4  
It is straightforward to assign a mapping to the angles and deduce the theorem’s conclusions using the 
pairing corollary. The current version of GEOPAR verifies a realization proposal supplied by the 
human but does not generate a proof from only the input shown in Figure 19. 
We can use GEOPAR to continue a line of exploration, such as the “quadriceptors” of triangles, as in 
Figure 20 below.  

1 3
2







45 - - 
4
5 6
7
 
Figure 20: Quadriceptors of a triangle--sufficient premises for GEOPAR to solve the entire figure (pdfs/ shape-04-
Quadriceptors.pdf at [15]) 
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GEOPAR computes the unspecified angles, hypothesizing pairing, and verifies the correctness of the 
result (see pdfs/ shape-04-Quadriceptors.pdf at [15]) as follows:  
TRIANGLE -> Vertices: 2, 3, 6; Angles: -α - β + 45, β, α + 135 
TRIANGLE -> Vertices: 6, 3, 7; Angles: -α - β + 135, β, α + 45 
TRIANGLE -> Vertices: 2, 6, 7; Angles: -α - β + 45, β + 90, α + 45 
TRIANGLE -> Vertices: 7, 3, 4; Angles: -α - β + 90, β, α + 90 
TRIANGLE -> Vertices: 4, 3, 1; Angles: -α - β + 180, β, α 
TRIANGLE -> Vertices: 7, 4, 1; Angles: -α - β + 90, β + 90, α 
TRIANGLE -> Vertices: 2, 7, 5; Angles: -α - β + 45, β + 45, α + 90 
TRIANGLE -> Vertices: 5, 7, 1; Angles: -α - β + 135, β + 45, α 
TRIANGLE -> Vertices: 2, 5, 1; Angles: -α - β + 45, β + 135, α 
5.5 Interaction with GEOPAR 
In this section we give an example of how GEOPAR can be used interactively. The theorem 
illustrated in Figure 21 (a) (and used as an example in [2]) states that segments joining vertex #1 to 
vertex #4, and 6 to 7 are parallel. The user would supply information to GEOPAR, such as specifying 
that points lie on particular circles, and that particular segments form straight lines. This would 
typically be the information shown in part (b) of Figure 21. 
1
2
 
 
 
 
(a)
1
 
 
  
 
(b)








180 -  -  - 
180 -  − - 
2
 
1
 
 
  
 
(c)








180 -  -  - 
180 - − - 
 +  - 


 
Figure 21: Do concurrent chords create parallel chords? (GEOPAR reference pdfs/shape-05-Two Circles I.pdf at [15]) 
GEOPAR is able to build a realization consistent with this input, shown in Figure 21(c). To prove the 
theorem, the user wants the sum of angles 2-6-7 and 2-1-4 to be 180o but GEOPAR produces 180 +  
-  for this sum. This suggests trying  = , so the user would try running GEOPAR with the input 
shown in Figure 22(d), using the following input: 
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8 4 
1, 2, 5; α, α, x 
2, 3, 5; β, β, x  
3, 4, 5; - α - β - γ + 180, - α - β - γ + 180, x 
4, 1, 5; x, x, x 
2, 6, 8; - α - β - γ + 180, - α - β - γ + 180, x 
6, 7, 8; x, x, x 
7, 3, 8; α, α, x 
3, 2, 8; γ, γ, x 
GEOPAR verifies that these do indeed provide a realization of the figure as follows (illustrated in 
Figure 22(e)): 
------------------------- 
Before pairing: 
------------------------- 
TRIANGLE -> Vertices: 1, 2, 5; Angles: α, α, -2α + 180 
TRIANGLE -> Vertices: 2, 3, 5; Angles: β, β, -2β + 180 
TRIANGLE -> Vertices: 3, 4, 5; Angles: -α - β - γ + 180, -α - β - γ + 180, 2α + 2β + 2γ - 180 
TRIANGLE -> Vertices: 4, 1, 5; Angles: x, x, -2γ + 180 
TRIANGLE -> Vertices: 2, 6, 8; Angles: -α - β - γ + 180, -α - β - γ + 180, 2α + 2β + 2γ - 180 
TRIANGLE -> Vertices: 6, 7, 8; Angles: x, x, -2β + 180 
TRIANGLE -> Vertices: 7, 3, 8; Angles: α, α, -2α + 180 
TRIANGLE -> Vertices: 3, 2, 8; Angles: γ, γ, -2γ + 180 
 
Do you want angle pairing to be applied? (y/n): y 
 
------------------------- 
Pre-process complete. 
------------------------- 
2. A CONSEQUENCE OF THE PREMISES. 
Here is your triangulated figure: 
TRIANGLE -> Vertices: 1, 2, 5; Angles: α, α, -2α + 180 
TRIANGLE -> Vertices: 2, 3, 5; Angles: β, β, -2β + 180 
TRIANGLE -> Vertices: 3, 4, 5; Angles: -α - β - γ + 180, -α - β - γ + 180, 2α + 2β + 2γ - 180 
TRIANGLE -> Vertices: 4, 1, 5; Angles: γ, γ, -2γ + 180 
TRIANGLE -> Vertices: 2, 6, 8; Angles: -α - β - γ + 180, -α - β - γ + 180, 2α + 2β + 2γ - 180 
TRIANGLE -> Vertices: 6, 7, 8; Angles: β, β, -2β + 180 
TRIANGLE -> Vertices: 7, 3, 8; Angles: α, α, -2α + 180 
TRIANGLE -> Vertices: 3, 2, 8; Angles: γ, γ, -2γ + 180 
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(d)




 


 
180 -  -  - 
180 - − -  
2
 
1
 
 
  
 
(e)








180 -  -  -
180 -  - −



 
Figure 22: Concurrent chords (GEOPAR reference pdfs/shape-06-Two Circles II.pdf at [15]) 
 
From this we see that the sum of angles 267 and 214 is indeed 180o, and parallelism is proved. The 
symmetry of the whole is also revealed. 
6 Future Work and Conclusion 
 
Besides the machine check-ability of proposed proofs using this paper’s approach, a categorization of 
various plane figures suggests itself, which we discuss in this section.  
6.1 Categorizing Plane Figures 
A systematic, automated categorization is possible of the CSTF’s which satisfy the conditions of the 
pairing corollary. The categorization of the relevant three-triangle CSTF’s shown in Figure 13 
suggests what this categorization would be like.  
Consider a categorization four-triangle CSTF’s surrounding one internal vertex. What differentiates 
them are the patterns of the adjacent angles surrounding the interior vertex. For example, αα ββ γγ δδ 
and γγ αα δδ ββ are equivalent. Using s (“same”) to denote the fact that the indicated pair of angles in 
a triangle are equal, and d (“different”) not necessarily equal, the categorization can be described as 
follows: one ssss-type element (i.e., of the form αα ββ γγ δδ), one sdsd-type element (αα βγ δδ γβ), 
two sddd-type elements (αα βγ γδ δβ and αα βγ δβ γδ), and the six dddd-type elements illustrated in 
29 
 
Figure 23. The latter can be distinguished by the clockwise rotational spacing of α, say (α’s one 
element apart are covered above). 
α
β
α
α
α
α’s 3 elements apart α’s 5 elements apart
α
α
β
β
α
α β
β
α
α
β
β
α
α
β
β
β
β
β
 
Figure 23: Representative figures for dddd configurations 
These eight configurations apply to such a figure standing alone. Considered within more complex 
CSTF’s, however, they are not enough: more individual configurations must be considered. (For 
example, we obtain a different CSTF depending on which side of “AABBCCDD” we add a triangle 
with angle A.)  
It is apparent that a categorization can be mechanically generated for increasingly complex figures. 
 
6.2 Continued Mechanization 
Level 3 of GEOPAR, used to prove the theorems in this paper, hypothesizes the equality of 
unspecified alternating angles when they are the only unmatched angles surrounding an internal 
vertex. We envision Level 4 and higher as making additional hypotheses, which GEOPAR can then 
elaborate on and attempt to prove completed angle mappings, as in level 2. They introduce interesting 
yet-to-be answered questions, and are described next. 
6.2.1 Level 4: Extrapolation with complementary angles 
Because sin(x) = sin(180 – x) for all x, a corollary more general than the pairing corollary can be 
inferred from the realizability theorem (odd() and even() are defined in Section 2.3): 
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“Pairing/Complementary” Corollary: A mapping from a CSTF to the reals is realizable if it satisfies 
the  condition, the 2 condition, and if, for every internal vertex v, there is a 1-1 mapping m from 
odd(v) to even(v) such that m(a) = a or 180 – a for every a in odd(v). 
In Figure 24(c), for example, we conclude x = y because x + y < 180 for a nontrivial convex 
quadrilateral. Given Figure 24(a), and using the pairing corollary to hypothesize possible theorems 
yields one in which x = y = 90, whereas the pairing/complementary corollary above yields Figure 
24(b), a more general theorem.  
The pairing corollary is sufficient to prove the theorems cited in this paper, including the 
generalization of Morley’s Theorem. This, we hope, establishes the use of the proof approach 
described in this already lengthy paper. The inclusion of the m(a) = 180 – a option in an interesting 
avenue of inquiry but seems best handled in separate follow-on work. In particular, when m(a) = 180 
– a, the remaining angles surrounding v are constrained. One of the symbols should thus be removed, 
and a regarded as a new parameter. The inclusion of the m(a) = 180 – a hypotheses is the raison 
d’etre for what we are calling level 4. In particular, if a CSTF contains m interior vertices, and every 
one (v, say) has exactly one unspecified alternate pair (i.e., intersecting both even(v) and odd(v)), 
level 4 would create 2m hypotheses for the CSTF. Levels 5 and 6 build on level 4. 
 
20 
40 
30 
30 
20 
40 
x y

180 - (a) 
(b) 


x 
y 


(c) 
20 
40 
30 
30 
20 
40 

180 - 
 
Figure 24: Level 4 example--additional solution 
 
6.2.2 Level 5: Extrapolation by pairing with different angles 
GEOPAR level 5 would create hypotheses when all but two angles surrounding an interior vertex are 
specified and the two angles are in the same rotation as in Figure 25, i.e., both among odd(v) or both 
among even(v). It would be interesting to hypothesize equalities in this event that result in pairings. 
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For example, in Figure 25, sin x sin y = sin a sin c, and the technique would hypothesize (x, y) = (a, 
b), as well as (x, y) = (b, a). This kind of hypothesis was not needed to prove the various theorems 
described in this paper but it would be appropriate for a separate investigation. 
 
ba 
c
b
x 
y 
 
Figure 25: Level 5--Two angles unspecified; rest not all paired 
 
6.2.3 Level 6: Pairing / Complementary Theorems for a Given Triangulated Figure 
We identify level 6 as including the capability of answering the question “For a given CSTF, some 
(possibly none) of whose angles are specified, how many different theorems are there that are 
provable by the Pair/Complement corollary?” For example, given the CSTF of Morley’s Theorem 
(seven triangles within a single triangle) with no specified angles, is Morley’s theorem the only one 
provable by the pairing corollary? This very question needs a precise formulation. In particular, 
spcializations of Morley’s theorem would be disqualified; and what qualifies as a “theorem” in this 
context needs to be specified—presumably including at least one relationship among the angles. 
In addition to the levels described above, other capabilities can be added to GEOPAR. One is to have 
GEOPAR accept as input co-linearity at a vertex.  For example, co-linearity is specified in Figure 
21(b) by the user explicitly ensuring that the angles sum to 180 whereas, in principle, GEOPAR could 
have been given more of the work to do.  
32 
 
6.3 Conclusion and Acknowledgements 
An apparently new computational means is shown for proving various theorems of plane geometry. It 
recasts them as constrained mappings. An implementation, called GEOPAR, written in Python 3, 
affords transparent proofs of well-known theorems as well as new ones, including a proof of a new 
generalization of Morley’s. It facilitates the establishment of families of theorems in plane geometry 
consisting of complete angle solutions.   
We are grateful to the referees for providing many useful suggestions. We are also grateful to Boston 
University Metropolitan College for its support. 
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