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Abstract
Let A be a commutative algebra over a field F of characteristic = 2,3. In [M. Gerstenhaber, On
nilalgebras and linear varieties of nilpotent matrices II, Duke Math. J. 27 (1960) 21–31], M. Ger-
stenhaber proved that if A is a nilalgebra of bounded index t and the characteristic of F is zero (or
greater than 2t − 3), then the right multiplication Rx is nilpotent and R2t−3x = 0 for all x ∈ A. In this
work, we prove that this result is also valid for commutative power-associative algebras of charac-
teristic  t . In Section 3, we prove that when A is a power-associative nilalgebra of dimension  6,
then A is nilpotent or (A2)2 = 0. In Section 4, we prove that every power-associative nilalgebra A
of dimension n and nilindex t  n − 1 is either nilpotent of index t or isomorphic to the Suttles’
example.
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Let A be an algebra (not necessarily finite-dimensional or associative) over a field F .
An element a ∈ A is nil of index  t if all possible products of at least t factors, each of
them equal to a, vanish. We will use notations and definitions from [3]. Thus, P is the free
commutative non-associative polynomial ring in two generators x and y over a field F . For
every α1, . . . , αr ∈ P , the operator linearization δ(α1, . . . , αr) can be defined as follows:
if p(x, y) is a monomial in P , then p(x, y)δ(α1, . . . , αr) is obtained by making all the
possible replacements of r of the k identical arguments x by α1, . . . , αr and summing the
resulting terms if x-degree of p(x, y) is  r , and is equal to zero in other case. We will
denote by ∆ the vector space over F of all linear combinations of operators of the form
δ(α1, . . . , αr ). From [3, Lemma 3] we have the following.
Lemma 1. For all α ∈ P , and for all non-negative integers k and n,
δ
(
αRnx , x
2 : k)= δ(x2 : k)δ(αRnx )− 2kδ(αRn+1x , x2 : k − 1).
If the characteristic of F is greater than k, then Lemma 1 reads
δ
(
αRn+1x , x2 : k − 1
)= 1
2k
[
δ
(
x2 : k)δ(αRnx )− δ(αRnx , x2 : k)].
We remark that, although M. Gerstenhaber considered in [3, Lemma 4] algebras over a
field with characteristic zero, the proof of the lemma is also valid for algebras over fields
with characteristic greater than n.
Lemma 2. Let n and k be non-negative integers with k  n, F a field with characteristic
zero or greater than n, and α an element in P . Then there exist homogeneous elements Dr ,
r = 0,1, . . . , n + k in ∆ of degree r in x and 0 in y such that
δ
(
αRn+kx
)=
k−1∑
i=0
Diδ
(
αRk−ix , x2 : n
)+
n+k∑
j=k
Dj δ
(
α,x2 : n + k − j).
Proof. By [3, Lemma 4] the case k = 0 holds. Now, we proceed by induction and we
assume the lemma for all the pairs (k, n), with 0 k min{s − 1, n}, where s is a positive
integer. Considering αx in place of α the inductive assumption implies, for n s:
δ
(
αRn+sx
)=
s−2∑
i=0
Eiδ
(
αRs−ix , x2 : n
)+
n+s−1∑
j=s−1
Ejδ
(
αx,x2 : n + s − j − 1)
=
s−2∑
Eiδ
(
αRs−i , x2 : n)+ Es−1δ(αx,x2 : n)i=0
x
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n+s−1∑
j=s
Ej δ
(
αx,x2 : n + s − j − 1),
and by Lemma 1, this is equal to
s−1∑
i=0
Eiδ
(
αRs−ix , x2 : n
)
+
n+s−1∑
j=s
1
2(n + s − j)Ej
[
δ
(
x2 : n + s − j)δ(α) − δ(α,x2 : n + s − j)].
Setting
Di = Ei, Dj = − 12(n + s − j)Ej ,
for i = 0,1, . . . , s − 1 and j = s, . . . , n + s − 1, and
Dn+s =
n+s−1∑
r=s
1
2(n + s − r)Erδ
(
x2 : n + s − r),
the lemma is proved. 
Let F [X] be the free commutative power-associative algebra over F with countable set
of generators X = {x, y, . . .}. If B is a subalgebra of a commutative power-associative
algebra A, then a polynomial f (x, y, . . . , z) ∈ F [X] is called a B-identity of A, if
f (a1, a2, . . . , an) ∈ B for all ai ∈ A. We denote by T (A,B) the set of all B-identities
of A. Observe that T (A,B) is a subalgebra of F [X] closed under the following operation:
(∗) if f (x, y, . . . , z) ∈ T (A,B) and α ∈ F [X], then f (α, y, . . . , z), f (x,α, . . . , z),
f (x, y, . . . , α) ∈ T (A,B).
Every subalgebra of F [X] closed under the operation (∗) is called T -subalgebra of F [X].
A subset I of a T -subalgebra U is called a generator if U is the smallest T -subalgebra
containing I . The following lemma is analogous to a result given in [7, p. 13] for T -ideals.
Lemma 3. If a T -subalgebra U is defined by a system I of homogeneous polynomials of
degree  t in each of the variables and F is a field of characteristic zero or  t , then the
T -subalgebra U is homogeneous and hence U is invariant with respect to linearization
operators.
Theorem 1. Let B be a subalgebra of a commutative power-associative algebra A over
a field F of characteristic zero or greater than t , such that for every a ∈ A, at ∈ B . Then
cR2t−3a ∈ B for all a, c ∈ A.
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r  t . By Lemma 2, we have that
yR2t−3x = xδ
(
yR2t−3x
)=
t−4∑
i=0
xDiδ
(
yRt−i−3x , x2 : t
)+
2t−3∑
j=t−3
xDjδ
(
y, x2 : 2t − j − 3).
Since the degree of xDi in x is i + 1 and δ(yRt−i−3x , x2 : t) has t + 1 arguments,
xDiδ(yR
t−i−3
x , x
2 : t) will vanish if i = 0,1, . . . , t − 4. Analogously, we can see that
xDjδ(α, x
2 : 2t − j − 3) = 0 for j = t − 3, t − 2. Now, if j  t − 1, then xDj ∈ U
and therefore, by Lemma 3, xDjδ(y, x2 : 2t − j − 3) ∈ U . This proves the lemma. 
Theorem 2. Let A be a commutative nilalgebra of a bounded index t over a field F of
characteristic zero or  t . Then R2t−3a = 0 for all a ∈ A in the following cases:
(i) A is power-associative algebra,
(ii) t  6,
(iii) A has at least 2t − 2 elements.
Proof. Let U be the T -ideal generated for the set of all monomials in F [x] of degree t . It is
easy to prove that in the cases (i) and (ii) every monomial in F [x] of degree  t belongs to
U and from [7, Corollary, p. 13] the T -ideal U is homogeneous. Now, the theorem follows
as in the above theorem, but using Lemma 2 with n = t − 1 and k = t − 2. 
We remark that according to Albert program we have the following conjecture: there
exists a commutative nilalgebra A of characteristic zero such that each monomial in F [x]
of degree 7 is an identity in A and a4a4 = 0 for some element a ∈ A. Thus, we see that the
proof of the above theorem fails for commutative nilalgebras of nilindex 7 over the finite
field Z7.
2. Power-associative nilalgebras
In the following, A will be a commutative power-associative algebra over a field F
with characteristic = 2,3. We define inductively B1 = B and Bk+1 = BkB + Bk−1B2 +
· · · + BBk for all k  1. If there exists an integer n  2 such that Bn = 0 and Bn−1 = 0,
then B is nilpotent of index n. The algebra A is called solvable in case A(k) = 0 for some
integer k, where A(1) = A and A(k+1) = (A(k))2 for all k  1. If a1, . . . , at ∈ A, we will
denote by 〈a1, . . . , at 〉 the subspace generated by the elements a1, . . . , at in A. Since the
identities x4 = (x2)2 and (x2x2)x = x2x3 are valid in A, then by linearization we get that
the following identities are also valid in A:
2
(
(yx)x
)
x + (yx2)x + yx3 = 4(yx)x2, (1)
2
(
(yz)x
)
x + 2((yx)z)x + 2((yx)x)z + 2((zx)y)x + (yx2)z + 2((zx)x)y + (zx2)y
= 4(yz)x2 + 8(yx)(zx), (2)(
y2x
)
x + 2((yx)y)x + 2((yx)x)y + (yx2)y = 4(yx)2 + 2y2x2, (3)( ) ( ) ( )4 (yx)x2 x + yx4 = 2(yx)x3 + yx2 x2 + 2 (yx)x x2. (4)
496 L. Elgueta et al. / Journal of Algebra 291 (2005) 492–504Taking z = xk in (2) for k  1, we can prove the following well-known result.
Lemma 4. In a commutative power-associative algebra, the algebra generated by all Rxk
is in fact generated by Rx and Rx2 .
The following two theorems are proved in [1] and [5], respectively:
Theorem 3. Let A be a nilalgebra of nilindex n and dimension n. If b is an element in
A such that bn−1 = 0 and B = 〈b, . . . , bn−1〉, then Ak = Bk for all k  2. Hence An =
Bn = 0.
Theorem 4. If A is a nilalgebra of nilindex 3 and dimension 4, then A3 = 0.
If B is a subalgebra of A, then A is called B-nilalgebra of B-nilindex t if xr ∈ B for all
x ∈ A and r  t , and there exists a ∈ A such that at−1 /∈ B . The following lemma is clear.
Lemma 5. Let B be a subalgebra of A such that xt ∈ B for all x ∈ A. If the characteristic
of F is zero or greater than t , then A has B-nilindex  t .
Lemma 6. Let A be a nilalgebra and B a subalgebra of codimension m. Then the B-nil-
index of A is  2m.
Proof. If the B-nilindex of A is greater than 2m, then there exists a ∈ A such that a2m /∈ B .
We can see that a2i /∈ B for i = 0,1, . . . ,m since B is a power-associative subalgebra
of A. Now, we will prove that a, a2, a4, . . . , a2m are linearly independent modulo B . Let
b :=∑mi=0 λia2i ∈ B , with λi ∈ F . Because A is a nilalgebra, we have a positive integer r
such that ar /∈ B and ak ∈ B for all k > r . Then br = λr0ar + c, with c ∈ 〈ak: k > r〉 ⊂ B
so that λr0a
r = br − c ∈ B and this implies λ0 = 0. Analogously, let i be a positive integer
with 1 i m such that λ0 = λ1 = · · · = λi−1 = 0. There exists s, a positive integer, such
that as2i /∈ B and ak2i ∈ B for all k > s. Then bs = λsi as2
i +d , with d ∈ 〈ak2i : k > s〉 ⊂ B .
Thus, λsi a
s2i = bs − d ∈ B . This forces λi = 0. 
We have the following table:
B-nilindex = 2 3 4 5 6 7 8 9 10 11 12
codim(B) 1 2 2 3 3 4 3 4 4 4 4
From Theorem 3 we have
Lemma 7. Let A be a nilalgebra of nilindex t and b ∈ A such that bt−1 = 0. If A2 ⊂ B :=
〈b, b2, . . . , bt−1〉, then Ak = Bk for all k  2. Hence At = Bt = 0.
Lemma 8. Let A be a nilalgebra of dimension n and nilindex t , and B the subalgebra of
A generated by b, where b is an element in A such that bt−1 = 0. If A is a B-nilalgebra of
B-nilindex  4, then we have the following properties for all x, y ∈ A:
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(II) if wB ⊂ B , then wBk ⊂ Bk+1, for each positive integer k and
yRn−t+1w ∈ B,
(
(yw)w
)
w3, (yw)w3,
(
yw2
)
w2 ∈ B3.
Proof. Because the nilpotent index of x is  t , we have that x4 ∈ B3 for all x ∈ A, and
then Theorem 1 forces the relation yR5x ∈ B3. Thus, the operator (x + B)Rw := xw + B
defined over the vector space A/B is nilpotent. Therefore, Rwn−t+1 ≡ 0 and this means
that yRn−t+1w ∈ B for all y ∈ A. Since x4 = (x2)2 ∈ B3 for all x ∈ A, then by linearization
we obtain that for all x, y, z ∈ A:
2
(
(yx)x
)
x + (yx2)x + yx3, (yx)x2 ∈ B3, (5)
y2x2 + 2(yx)2, (zy)x2 + 2(zx)(yx) ∈ B3. (6)
Now replacing y by yx in the first relation of (5), and z by x2 in the second relation
of (6) we obtain
2
((
(yx)x
)
x
)
x + ((yx)x2)x + (yx)x3, (yx2)x2 + 2(yx)x3 ∈ B3. (7)
Now, we shall prove that wBk ⊂ Bk+1. In view of Lemma 4, it suffices to show that
wb ∈ B2 and wb2 ∈ B3. Since wb ∈ B we have that wb = λ1b + λ2b2 + · · · + λt−1bt−1,
for scalars λi ∈ F . The element w′ = w − (λ2b + · · · + λt−1bt−2) satisfies w′B ⊂ B and
w′b = λ1b, and hence λ1 = 0, since we have proved that bR5w′ ∈ B3. This shows that
wb ∈ B2 and using Lemma 4 we see that wbk+1 ∈ Bk for each positive integer k. From (6)
we have
(
wb2
)2 ≡ −1
2
w2b4 ≡ (wb)(wb3)≡ 0 mod B3.
This forces wb2 ∈ B2 and now it is easy to verify that wb2 ∈ B3.
Replacing y by yw and x by w in the first relation of (7) we can see that ((yw)w)w3 ∈
B3. Finally, setting x = w in (7) and multiplying with w we have that ((yw)w3)w and
((yw2)w2)w belong to B3. 
3. Nilalgebras of nilindex 4
In this section, A will be a commutative algebra over a field F with characteristic = 2,3
such that the identities x4 = 0 and x2x2 = 0 are valid in A. Linearizing these identities, we
obtain for all x, y, z in A :
(yx)x2 = 0, 2((yx)x)x + (yx2)x + yx3 = 0, (8)
(zy)x2 + 2(zx)(yx) = 0, y2x2 + 2(yx)2 = 0, (9)(( ) ) ( )4 (yx)x x x = yx2 x2 = −2(yx)x3. (10)
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that R5x ≡ 0 for all x ∈ A. Now it is easy to prove the following two results.
Lemma 9. If y, x are elements in A and yx = αy, then xy = 0.
Lemma 10. The relation (· · · ((yxm1)xm2) · · ·)xmt = 0 holds for all x, y ∈ A and positive
integers mi with m1 + m2 + · · · + mt  5.
Proof. By Lemma 4 we can assume that mi ∈ {1,2} for all i and from Theorem 2 and the
first identity of (8) we only need to consider elements of the form yRs
x2
Rrx with s  1 and
r + 2s  5. Multiplying Eq. (10) with x we have
((
yx2
)
x2
)
x = 0.
Replacing z by x and x by x2 in the first identity of (9) and using (8) we get
0 = (yx2)x3 = −((yx2)x2)x − 2(((yx2)x)x)x = −2(((yx2)x)x)x.
Finally, we may use (10) replacing y by yx2 to obtain a relation which may be combined
with (((yx2)x)x)x = 0 to yield ((yx2)x2)x2 = 0. This proves the lemma. 
Lemma 11. If there exist a, b ∈ A such that aR4b = 0, then dim(A) 9.
Proof. Suppose that there exist elements a, b in A such that aR4b = 0. By (10) we have
that (ab2)b2 = 0 and b3 = 0. Let B = 〈b, b2, b3〉. The elements (ab2)b2 and b3 are linearly
independent. In fact, if (ab2)b2 = λb3, then by (10) we get that (ab)b3 = −(λ/2)b3. Using
Lemma 9, we obtain that λ = 0, which is a contradiction. Now, we will prove that aR0b ,
aRb, aR
2
b , aR
3
b , aR
4
b , b, b
2
, b3 and ab2 are linearly independent. Let
4∑
i=0
αiaR
i
b +
3∑
j=1
βjb
j + γ ab2 = 0.
Multiplying by b2 and using (8), we get that
α0ab
2 + β1b3 + γ
(
ab2
)
b2 = 0.
Now, using Lemma 10, we have
0 = [α0ab2 + β0b3 + γ (ab2)b2]b2 = α0(ab2)b2
and this implies α0 = 0. Since b3 and (ab2)b2 are linearly independent, we get also that
β1 = γ = 0. Hence we have that
4∑
αiaR
i + β2b2 + β3b3 = 0.
i=1
b
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by b we have that
0 = α3aR4b + β2b3 =
1
4
α3
(
ab2
)
b2 + β2b3,
which gives α3 = β2 = 0. Now
0 = α4aR4b + β3b3 =
1
4
α4
(
ab2
)
b2 + β3b3
implies α4 = β3 = 0. This proves the lemma. 
By constructing examples, it is not difficult to show that the relation given in the above
lemma cannot be improved. Let A be a commutative algebra of dimension 9 with a ba-
sis {v1, v2, v3, v4, v5, v6, v7, v8, v9} and a non-zero multiplication given by: v1v6 = v2,
v1v7 = v9, v1v8 = −(2 + β)v4 − γ v5, v2v6 = v3, v2v8 = −2v5, v3v6 = v4, v4v6 = v5,
v26 = v7, v6v7 = v8, v6v9 = βv4 + γ v5, v7v9 = 4v5. It is easy to prove that A is a power-
associative nilalgebra of nilindex 4, where (((v1v6)v6)v6)v6 = v5.
Lemma 12. If R4x ≡ 0 is an identity in A, then (yx2)2 = 0 and (yx)3 = 0, for all x, y ∈ A.
Proof. In view of (9) we have that (xy2)2 = 0. We know that the relation (yx2)x2 = 0 is
valid in A, so that linearizing this identity we get the new identity
(
(zx)y
)
x2 + (zx)(yx2)= 0. (11)
Replacing z by y and y by y2 in the above identity and using (8), we see that 0 =
((xy)y2)x2 + (yx)(y2x2) = (yx)(y2x2) = −2(yx)3. This proves the lemma. 
Theorem 5. If (A2)2 = 0, then dim(A) 6.
Proof. By Lemma 11 we can assume that R4x ≡ 0 is an identity in A. Since (A2)2 = 0,
there exist elements a, b in A such that a2b2 = 0. We will prove that a, b, a2, b2, ab, a2b2
are linearly independent. Let α1a +β1b+α2a2 +β2b2 + γ1ab+ γ2a2b2 = 0. Then, using
(8), (9) and the above lemma, we see that
(α1a + β1b)2 =
(
α2a
2 + β2b2 + γ1ab + γ2a2b2
)2 =
(
2α2β2 − γ
2
1
2
)
a2b2.
Multiplying by b2, we get that α1 = 0 and similarly we prove that β1 = 0. Now it is easy
to prove that α2a2 + β2b2 + γ1ab + γ2a2b2 = 0 implies α2 = β2 = γ1 = γ2 = 0, and thus
a, b, a2, b2, ab, a2b2 are linearly independent. 
Theorem 6. If A is of dimension 6 and (A2)2 = 0, then A is a Jordan algebra.
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b2, ab, a2b2} is a basis of A. We will consider the subspace D = 〈a2, b2, ab, a2b2〉.
We observe that D2 = 〈a2b2〉 and D3 = 0, so that D is a nilpotent subalgebra of A with
index 3. We will prove that A2 = D and that A3 = D2 = 〈a2b2〉 = ann(A).
Let a3 = α1a +α2b+α3a2 +α4b2 +α5ab+α6a2b2. Then α21a2 + 2α1α2ab+α22b2 −
2α2a3b = (a3 − α1a − α2b)2 ∈ D2 = 〈a2b2〉. Multiplying by b2, we get that α1 = 0.
Clearly also α2 = 0. Therefore a3 = α3a2 + α4b2 + α5ab + α6a2b2 ∈ D. Multiplying by
a2 we get α4 = 0 and by ab that α5 = 0. Now, we have that (a − α6b2)a2 = α3a2 and
hence α3 = 0. Thus, we prove that a3 ∈ 〈a2b2〉 and similarly we obtain that b3 ∈ 〈a2b2〉.
Let ab2 = β1a + β2b + β3a2 + β4b2 + β5ab + β6a2b2. Now, 0 = (ab2)b2 ∈ β1ab2 +
D = (β21a + β1β2b) + D and hence β1 = 0. We observe that using (9) we have that
(ab2)(ab) = −(1/2)a2b3 ∈ a2D2 = 0 and (ab2)(a2b2) = −(1/2)a3b4 = 0. Now, β22b2 =
(ab2 − β3a2 − β4b2 − β5ab − β6a2b2)2 ∈ D2 and hence β2 = 0. Thus, 0 = (ab2)b2 =
β3a2b2 and 0 = a2(ab2) = β4a2b2 force β3 = 0 and β4 = 0, respectively. Next the relation
0 = (ab2)2 = β25 (ab)2 implies β5 = 0 so ab2 ∈ D2. The relation ba2 ∈ D2 can be proved
similarly.
Let (ab)b = γ1a + γ2b+ γ3a2 + γ4b2 + γ5ab+ γ6a2b2. Replacing y and z by b, and x
by a in (11), we get that ((ab)b)a2 = −(ab)(ba2) ∈ (ab)D2 = 0. In a similar way we can
prove that ((ba)a)b2 = 0. Now, using (9) we see that ((ab)b)(ab) = −(1/2)((ba)a)b2 = 0
and also ((ab)b)(a2b2) = −2((ab)b)(ab)2 = 0. Using above relations we see that (γ1a +
γ2b)2 = ((ab)b − γ3a2 − γ4b2 − γ5ab − γ6a2b2)2 belongs to D2 so that γ1 = γ2 = 0.
Now, the relations ((ab)b)b2 = 0 and ((ab)b)(ab) = 0 force γ3 = 0 and γ5 = 0. Next,
because ((ab)b)a2 = −2((ab)a)(ab) = 0, we have that γ4 = 0. Therefore (ab)b ∈ D2,
and similarly we can prove that (ab)a ∈ D2.
It remains to verify the products aD2 and bD2. To prove aD2 = 0 we use the re-
lations a3, ab2 ∈ D2 and the second identity of (8) with x = a and y = b2 to obtain
a(a2b2) = −a3b2 − 2a(a(ab2)) = −2a(a(ab2)) = λa(a(a2b2)), for some λ ∈ F . This
yields a(a2b2) = 0. Analogously, we can prove that b(a2b2) = 0.
Therefore, we have proved that A3 = A4 = A2A2 = 〈a2b2〉, Aj = 0, for all j  5, and
clearly A is a Jordan algebra. 
Corollary 1. If A is of dimension 6 and A is not nilpotent, then (A2)2 = 0.
4. The main theorem
In this section, A will be a commutative power-associative nilalgebra of nilindex n − 1
and dimension n over a field F with characteristic = 2, 3. Moreover, b is an element in A
such that bn−2 = 0 and B := 〈b, . . . , bn−2〉. We will assume that A2 ⊂ B , because in the
other case, Ak = Bk for all k  2 and hence A is nilpotent of index n− 1. Then x4 ∈ B for
all x ∈ A. Because the nilpotent index of x is less than n, we have that x4 ∈ B3 for all x ∈ A.
We can define for every x ∈ A, with xB ⊂ B , a linear transformation Rx in the quotient
vector space A = A/B as follows: (y+B)Rx = xy+B . Every endomorphism in the linear
space M := {Rx : x ∈ A, xB ⊂ B} is nilpotent. In view of [4], the dimension of M is either
0 or 1. Since we are assuming that A2 ⊂ B , it follows that dimM = 1. Thus, there is a
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f (a+B) = 0+B for all f ∈ M and y+B ∈ A/B . This implies that aB ⊂ B and therefore
Ra ∈ M , so that a2 ∈ B since Ra is nilpotent. This makes C := 〈a〉 + B a subalgebra of
codimension 1. From Lemmas 6 and 8 it follows that each subalgebra of codimension 1
is an ideal and contains A2 so that A2 ⊂ C. This forces C = A2 + B since we have that
A2 ⊂ B . Now, from Theorem 3 we have
Lemma 13. We have that A2 ⊂ C and Ck = Bk for every k  2.
Because, in a commutative power-associative algebra, the algebra generated by all Rak
is in fact generated by Ra and Ra2 , we obtain the following.
Corollary 2. We have that A2Bk,ACk+2 ∈ Bk+1, for every positive integer k.
Lemma 14. If a2 /∈ B , then {a, a2, b, . . . , bn−2} is a basis of A and
A2 = 〈a2, b2, b3, . . . , bn−2〉.
Proof. Let a be an element in A such that a2 /∈ B . We will prove that a, a2, b, . . . , bn−2
are linearly independent. Let αa + βa2 ∈ B . If k is a positive integer, 2 k  3, such that
ak /∈ B and ar ∈ B for all r > k, then the relation (αa+βa2)k ∈ Bk ⊂ B implies αkak ∈ B,
and so α = 0. This yields β = 0, and hence {a, a2, b, . . . , bn−2} is a basis of A. Now we
will prove that A2 = 〈a2, b2, . . . , bn−2〉. Because C = 〈a2, b, b2, . . . , bn−2〉, it is sufficient
to show that a3 and abm, for every integer m  1, are elements in 〈a2, b2, . . . , bn−2〉. If
a3 = βa2 +α1b+· · ·+αn−2bn−2, then 0 = (a3 −βa2)n−2 = (α1b+· · ·+αn−2bn−2)n−2 =
αn−21 bn−2 so that α1 = 0. This implies a3 ∈ 〈a2, b2, . . . , bn−2〉. We now consider the el-
ement abm with m  1. Since abm ∈ C, we have a decomposition of the form abm =
λa2 + εb + u with u ∈ B2. By (5) and (6) we have that (εb + u)2 = (abm − λa2)2 =
(abm)2 − 2λ(abm)a2 + λ2a4 ∈ B3, since a2(bm)2 ∈ CB2m = B2m+1. Therefore, ε = 0.
This proves the lemma. 
Lemma 15. If B2 is an ideal of A, then Bk is an ideal of A for all k  2. If B2 is not an
ideal of A, then there exist elements u, v in A such that {u,uv2, v, . . . , vn−2} is a basis of
A with uv = 0 and B = 〈v, . . . , vn−2〉. Moreover,
uv3 = −(uv2)v, uv4 = (uv2)v2, ((uv2)v3)v = 0, (12)(
uv2
)
v3 + (uv4)v = −2(uv3)v2, (13)
3uv5 + (uv4)v = 4(uv3)v2, uv5 + (uv4)v = (uv2)v3, (14)
uv6 = (uv2)v4 = (uv4)v2 = −(uv5)v = −2(uv3)v3; (15)
furthermore, if F has more than 5 elements, then
( 2) 3 ( 6)uv v = 0, uv v = 0.
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x = b, we obtain inductively that ybk ∈ Bk ⊂ B2 for k = 3, . . . , n− 2. Therefore, B2 is an
ideal of A if and only if Bk is an ideal, for all k  2; and if B2 is not an ideal, then there
exists a ∈ A such that ab2 /∈ B2.
Now, we will assume that B2 is not an ideal of A and let a be an element of A such that
ab2 /∈ B2. By Lemma 14, we know that A2 = 〈ab2, b2, . . . , bn−2〉. Thus, there exist scalars
αi ∈ F such that ab = α1ab2 + α2b2 + · · · + αn−2bn−2. We note that, if v = b − α1b2,
then av ∈ B2. It is clear that B = 〈v, . . . , vn−2〉, and thus av = β2v2 + · · · + βn−2vn−2.
Now if u = a − (β2v + · · · + βn−2vn−3), then uv = 0. Using Corollary 2, we see that
uv2 − ab2 ∈ B2, which implies that uv2 /∈ B2. This shows that {u,uv2, v, . . . , vn−2} is a
basis of A with uv = 0 and B = 〈v, v2, . . . , vn−2〉. Now, setting x = v and y = u,uv2 in (1)
and (4) immediately yield relations (uv2)v = −uv3, uv4 = (uv2)v2, (uv2)v4 = (uv4)v2
and (13). From (13), taking y = u, x = v and z = v3 in (2), we have the first identity of (14),
and taking y = u and x = v+λv2, with λ ∈ F , in (4), we see that uv5 + (uv4)v = (uv2)v3.
Replacing y = u and x = v2 in (1) gives uv6 = (uv4)v2. Next, Eq. (2) for x = v, y = u and
z = v4 gives uv6 = −(uv5)v. Multiplying (14) and (13) with v, we get uv6 = −2(uv3)v3
and ((uv2)v3)v = 0. Finally, if A has at least 7 elements, then linearizing x3x3 = (x2x2)x2,
we get the identity 2(yx2)x3 + 4((yx)x)x3 = 4((yx)x2)x2 + 2(yx)x4, and taking y =
u,uv2 and x = v we obtain (uv2)v3 = 0 and (uv6)v = 0. 
Corollary 3. If B3 is an ideal of A, then ABk ⊂ Bk+1 for all k  3.
Proof. Assume that B3 is an ideal of A. First we will prove that Bk is an ideal of A
for all k  3. From the above lemma, we can assume that B2 is not an ideal of A and
there exist u,v ∈ A such that {u,uv2, v, v2, . . . , vn−2} is a basis of A with uv = 0 and
B = 〈v, v2, . . . , vn−2〉. Now, multiplying (13) by v we get uv4 ∈ B4. This shows that
(uv2)v = −uv3 ∈ B3, (uv2)v2 = uv4 ∈ B4 and hence, from Lemma 4, we have that
(uv2)vk, uvk+2 ∈ Bk+2 for all k  1. Therefore Bk is an ideal of A for all k  3.
Finally, taking y = vk in (1) gives xvk ∈ Bk+1 for all x ∈ A and k  3. 
Theorem 7. If n = 5, then B3 is an ideal of A.
Proof. By Theorem 4, if n 4, then B3 ⊂ A3 = 0 and hence B3 is trivially an ideal of A.
Let now n be greater than 4 and suppose that B3 is not an ideal of A. By the above lemma,
we know that there exists a basis {u,uv2, v, . . . , vn−2} of A such that uv = 0. More-
over, A2 = 〈uv2, v2, . . . , vn−2〉, B = 〈v, . . . , vn−2〉 and C = 〈uv2, v, . . . , vn−2〉. Since
(uv2)B3 ⊂ CB3 ⊂ C4 = B4, and B3 is not an ideal of A, then by Corollary 2, we have
that there exists λ = 0 such that uv3 − λv2 ∈ B3. We can assume that λ = 1. Since
uv4 = (uv2)v2 ∈ CB2 ⊂ B3, there exists β ∈ F such that (uv2)v2 − βv3 ∈ B4. Replac-
ing x by v2 and y by u in (3) we obtain that 4(uv2)2 − 3βv2 ∈ B3. But relation (6) implies
(uv2)2 ∈ B3, hence β = 0, and so uv4, (uv2)v2 ∈ B4. Multiplying (13) by v we get that
−2v5 ∈ B6 and hence v5 = 0. Finally, the first equation of (14) implies that 4v4 ∈ B5, so
that v4 = 0. This proves the theorem. 
Theorem 8. If B3 is an ideal of A, then A is nilpotent of index n − 1.
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Aj = Bj for all j  2 and hence A is nilpotent with index n − 1. Also, by Theorem 4 we
can assume that n 5.
If B2 is an ideal of A, then ABk ⊂ Bk+1 for all k  2. Let a ∈ A. If a2 ∈ B2, then
a3 ∈ B3. In the other case, {a, a2, b, b2} is a basis of A/B3, where a = a + B3 and b =
b +B3. Since a3 ∈ (A/B3)2 = 〈a2, b2〉, we get that a3 = αa2 + βb2, with α,β ∈ F . Now,
a4 = αa3 + βab2 = αa3, and hence α = 0 and a3 = βb2 + w with w ∈ B3. If r is a
positive integer such that 2r < n−1 3r , then the identity 0 = (a3)r = (βb2 +w)r implies
β = 0. Consequently, A/B3 is a nilalgebra of nilindex 3, and by Theorem 4, A3 ⊂ B3. On
the other hand, A/B4 is a nilalgebra of nilindex 4 and hence, by Theorem 5, we have
((A/B4)2)2 = 0 so that A2A2 ⊂ B4. Now, it is easy to establish inductively, first that
A2Bk ⊂ Bk+2, and next that A2Ak,Ak+2 ⊂ Bk+2, for all k  2. Consequently, we have
that An−1 = 0 if B2 is an ideal of A.
We will now assume that B2 is not an ideal of A. By Lemma 15 there exist u,v ∈
A such that {u,uv2, v, v2, . . . , vn−2} is a basis of A, with uv = 0. Since B3 is an ideal
of A, Corollary 3 implies (uv2)v = −uv3 ∈ B4 and (uv2)v2 = uv4 ∈ B5 and hence, from
Lemma 4, (uv2)vk ∈ Bk+3 for all positive integers k. This forces that (A2v)v and A2v2 are
subsets of B4. Now, relation (3) for x = v, v2 and y = u implies that (uv2)u = 2u2v2 −
(u2v)v ∈ B4 and (uv2)2 ∈ B6. Finally, we get that
A3 = AA2 = A〈uv2, v2, . . . , vn−2〉= 〈uv2, v3, . . . , vn−2〉,
A4 = A3A + (A2)2 = 〈v4, . . . , vn−2〉= B4,
A5 = A4A + A3A2 = 〈(uv2)2, v5, . . . , vn−2〉⊂ B5,
A6 = A5A + A4A2 + A3A3 = 〈(uv2)2, (uv2)2v, (uv2)2u,v6, . . . , vn−2〉⊂ B6,
and Aj ⊂ Bj for all j  6. Thus, we have that An−1 = 0. 
Corollary 4. If n = 5, then A is nilpotent of index n − 1.
Finally using the above results it is possible to establish the following.
Corollary 5. Let A be a commutative power-associative nilalgebra over a field F with
characteristic = 2,3. If dim(A) 6, then A is nilpotent or (A2)2 = 0.
Remark 1. We observe that Corollary 4 is not valid for n = 5. Let A be a commutative
algebra of dimension 5 with a basis {u1, u2, u3, u4, u5} and a non-zero multiplication given
by u1u4 = u3, u1u5 = u4, u22 = u4, u2u3 = −u4, u2u4 = u5. We remark that A is a power-
associative nilalgebra of nilindex 4 such that Ak = 〈u3, u4, u5〉 for all k  2. This example
is given by D. Suttles in [6]. In [2, Theorem 3.3], we prove that this algebra is the unique
commutative power-associative nilalgebra of nilindex 4 and dimension 5 which is not a
Jordan algebra. Finally, we shall prove that every commutative Jordan nilalgebra A of
dimension 5 and nilindex 4 is nilpotent of index 4. In view of Lemma 15 and Theorem 8,
we can assume that A has a basis of the form {u,uv2, v, v2, v3}, where uv = 0 and the
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from relation (12) we see that (uv2)v2 = uv4 = 0 so that (uv2)v3 = 0. Now, using (12)
we obtain uv3 = −(uv2)v = 0. Consequently, we have proved that v3 ∈ ann(A) and hence
Theorem 8 gives that A4 = 0.
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