Abstract. Kuhn-Tucker necessary conditions for local Henig efficient and superefficient solutions of vector equilibrium problems involving equality, inequality and set constraints with locally Lipschitz functions are derived under the constraint qualification of Abadie type via the Michel-Penot subdifferentials. Under assumptions on the generalized convexity, Kuhn-Tucker necessary conditions for Henig efficiency and superefficiency become sufficient optimality conditions. Some applications to vector variational inequality and vector optimization problems are also given.
INTRODUCTION
The vector equilibrium problem provides an unified mathematical model which includes many other problems as special cases such as vector variational inequalities, vector optimization problems, vector saddle point problems, fixed point problems, vector complementarity problems, vector Nash equilibrium problems. It can be seen that the applied fields of vector equilibrium problems are greatly extensive. Optimality conditions for weakly efficient solutions, efficient solutions, Henig efficient solutions, globally efficient solutions and superefficient solutions of vector equilibrium problems have been studied by many authors; see, e.g., [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13] and references therein. There are a lot of works to dealt with the existence and optimality conditions for Henig efficient solutions and superefficient solutions of vector equilibrium problems. Gong [3] derived optimality conditions for Henig efficient solutions and superefficient solutions of vector equilibrium problems with a set constraint. Long-HuangPeng [8] established optimality conditions for Henig efficient solutions and superefficient solutions of vector equilibrium problems involving a cone-constraint and a set constraint with subconvexlike functions. Khanh-Tung [7] derived optimality conditions for various efficient solutions of constrained vector equilibrium problems using approximations. Ha [6] established optimality conditions for various efficient solutions of set-valued equilibrium problems via coderivatives. Recently, Luu-Hang [11] derived optimality conditions for efficient solutions of vector equilibrium problems involving equality and inequality constraints with locally Lipschitz functions in terms of the Clarke subdifferentials on using the notion of quasirelative interior of a convex set in an infinite dimensional space, but not for Henig efficient and superefficient solutions. Luu-Hang [12] established necessary conditions of Fritz John and Kuhn-Tucker types for weak efficient solutions of a nonsmooth vector equilibrium problem with equilibrium constraints via the Clarke subdifferentials. Making use of results on optimality conditions for nonsmooth optimization problems in terms of the Michel-Penot subdifferentials, we can derive optimality conditions for local Henig efficient solutions and local superefficient solutions of constrained vector equilibrium problems.
Motivated by the works [3, 8, 11] , in this paper we establish Kuhn-Tucker necessary conditions for local Henig efficient solutions and local superefficient solutions of vector equilibrium problems involving equality, inequality and set constraints with locally Lipschitz functions under the constraint qualification of Abadie type via the Michel-Penot subdifferentials. Under assumptions on generalized convexity, Kuhn-Tucker necessary conditions for Henig efficiency and superefficiency become sufficient optimality conditions.
The rest of the paper is organized as follows. In Section 2, some preliminaries are presented. In Section 3, based on a Kuhn-Tucker necessary condition by Luu [14] and a scalarization result by Gong [3] , we derive Kuhn-Tucker necessary conditions for local Henig efficient solutions and local superefficient solutions of vector equilibrium problems involving equality, inequality and set constraints with locally Lipschitz functions under the constraint qualification of Abadie type via the Michel-Penot subdifferentials. The Kuhn-Tucker necessary conditions via the Michel-Penot subdifferentials can be sharper than those expressed in terms of the Clarke subdifferentials. This is shown in Examples 2.1 and 2.2 below. In Section 4, under assumptions on ∂ MP -pseudoconvexity and ∂ MP -quasiconvexity, Kuhn-Tucker necessary conditions for Henig efficiency and superefficiency become sufficient optimality conditions. Section 5 is devoted to discussion of applications to vector variational inequalities and vector optimization problems. Observe that the results obtained in this paper are more general than those obtained by Gong [3] for vector equilibrium problems with only a set constraint, and those obtained by Long-Huang-Peng [8] for vector equilibrium problems with subconvexlike functions.
PRELIMINARIES
Let X be a Banach space and let X * be the topological dual of X. Let x ∈ X and let f be a real-valued function defined on X. Following [15] , the Michel-Penot directional derivative of f at x in a direction v ∈ X is defined as follows
where ., . denotes the coupling between X * and X. Note that in case f is Gâteaux differentiable at x, one has (see [15] 
For a function f which is locally Lipschitz at x with constant L, the function f ♦ (x; .) is positively homogeneous, subadditive on X, Lipschitz with constant L on X, ∂ MP f (x) is a nonempty, convex, weak* compact subsets of X * and ξ L for all ξ ∈ ∂ MP f (x). Moreover, for all v ∈ X,
Following [16] , the Clarke generalized directional derivative of f at x, with respect to a direction v, is defined as
The Clarke subdifferential of f at x is
It is obvious that for a function f which is locally Lipschitz at x,
(see [17] , Proposition 7.3.7). If f : R n → R p is a locally Lipschitz mapping at x, the Clarke generalized Jacobian of f at x is defined as (see [16] ):
where ∇ f (x i ) denotes the Jacobian of f at x i , co indicates the convex hull, and S stands for the set of points for which f is differentiable. In case n = 1, the Clarke generalized Jacobian of f at x coincides with the Clarke subfifferential of f at x.
The following examples show that the subdifferentials ∂ MP f (x) and ∂ C f (x) may be greatly different.
Example 2.1. The function f be defined on R as
Example 2.2. The function f be defined on R as
If f is a convex function on X, then the subdifferential of f at x is defined as
Proposition 7.3.9 [17] was pointed that if f is convex on X and locally Lipschitz at x ∈ X, then
Let f be a mapping from X into another Banach space Y . The mapping f is called strictly diifferentiable at x ∈ X if there is a continuous linear mapping
holds, and the convergence is uniform with respect to v in compact sets.
Recall [16] that the Clarke tangent cone to a nonempty closed set C ⊆ X at a point x ∈ C is defined as
The Clarke normal cone to C at x is
Thus N(C; x) = −T (C; x) * , where T (C; x) * is the dual cone of T (C; x). Note that the cones T (C; x) and N(C; x) are nonempty convex, T (C; x) is closed and N(C; x) is weakly * closed.
KUHN-TUCKER NECESSARY CONDITIONS FOR LOCAL HENIG EFFICIENT AND SUPEREFFICIENT

SOLUTIONS
This section deals with Kuhn-Tucker necessary conditions for local Henig efficient and superefficient solutions of vector equilibrium problems via the Michel-Penot subdifferentials. The Kuhn-Tucker necessary conditions obtained here via the Michel-Penot subdifferentials may be sharper than those expressed in terms of the Clarke subdifferentials. This has been shown in Examples 2.1 and 2.2.
Let X be a real Banach space and let X * be the topological dual of X. Let K be a nonempty closed subset of X. Let F be a mapping from K × K to another Banach space Y and Q a pointed closed convex cone in Y . Let us consider the following vector equilibrium problem (VEP): Finding a point x ∈ K such that
A vector x solved (3.1) will be called an efficient solution of (VEP).
Denote the dual cone of Q by Q * := {y * ∈ Y * : y * , y 0, ∀y ∈ Q}. A nonempty convex subset B of Q is called a base of Q, if Q = coneB and 0 / ∈ clB, where cl stands for the closure, coneB denotes the cone hull of B : coneB = {tb : t 0, b ∈ B}. Denote the quasi-interior of Q * by Q # := {y * ∈ Y * : y * , y > 0, ∀y ∈ Q \ {0}}. We set Q ∆ (B) := {y * ∈ Q # : ∃t > 0 such that y * , b t, ∀b ∈ B}. If B is a base of the cone Q, by the separation theorem 3.6 [5] , there exists y * ∈ Y * \ {0} such that
Then the set V B := {y ∈ Y : | y * , y |< α 2 } is an absolutely convex open neighborhood of 0 ∈ Y (see [4] ), and inf{ y * , y : y ∈ B +V B } α 2 . For each convex neighborhood U of 0, U ⊆ V B , one has 0 / ∈ cl(B +U). Hence, the set Q U (B) := cone(U + B) is a pointed convex cone, and
The following result is needed in the sequel. 
(b) If B is bounded and closed, then intQ * = Q ∆ (B), where intQ * is the interior of Q * in Y * with respect to the strong topology of Y * .
where
is a pointed convex cone, x is a Henig solution if and only if
Note that x ∈ K is a Henig efficient solution of (VEP) if and only if there is an absolutely convex neighborhood U of 0, U ⊆ V B such that (see [3] )
In Definitions 3.1, 3.3 and 3.4, replacing K by K ∩ W for some neighborhood W of x, we obtain the notions of local efficient solution, local Henig efficient solution and local superefficient solution for (VEP), respectively. Remark 3.5. It follows from (3.2) and (3.3) that a Henig efficient (local Henig efficient) solution is also an efficient (resp. local efficient) solution.
We recall the following result which provides a relationship between Henig efficient solutions and superfficient solutions. Let g and h be mappings from X into R m and R , respectively, and let C be nonempty closed subsets of X. Then g and h can be expressed as follows: g = (g 1 , . . . , g m ), h = (h 1 , . . . , h ). This paper deals with the vector equilibrium problem (VEP) in which K is described by
This constrained vector equilibrium problem is denoted by (CVEP). For the sake of simplicity, we set I := {1, . . . , m} and L := {1, . . . , }. For x ∈ K, we denote
The following assumption is posed on Problem (CVEP):
are Fréchet differentiable at x and Q has a base B.
Let us consider the following sets:
To derive Kuhn-Tucker necessary conditions for Problem (CVEP), we introduce the following constraint qualification (CQ):
The constraint qualification of this type was studied in [10, 14] .
We shall begin with establishing a necessary optimality condition for local Henig efficient solution of (CVEP).
Theorem 3.8. Let x be a local Henig efficient solution of (CVEP). Assume that F x (x) = 0, H(x) is weakly * closed, Assumption 3.7 and Constraint qualification (CQ) hold. Then there exist µ i 0 (i ∈ I(x)), ν j ∈ R ( j ∈ J), and a continuous positively homogeneous function Λ on Y satisfying
Proof. Since x is a local Henig efficient solution of (CVEP), we see that there are a neighborhood W of x and an absolutely convex neighborhood
Applying Theorem 3.2 [3] yields the existence a continuous positively homogeneous subadditive function Λ on Y such that (α), (β ) hold, and
Since F x (x) = 0 and Λ is positively homogeneous, we have (Λ • F x )(x) = 0. In view of (3.7), we deduce that x is a minimum of the following scalar optimization problem:
Since the function Λ is continuous and convex, we can apply Proposition 2.2.6 [16] to deduce that it is locally Lipschitz. Moreover, it follows from (CQ) that
Thus the constraint qualification (CQ) holds for Problem (P). Taking account of Theorem 3.1 [14] to the scalar problem (P) yields the existence of
On the other hand,
Hence, (3.8) implies (3.7) . This completes the proof.
From Theorem 3.8, we obtain a necessary optimality condition for local superefficient solution of (CVEP).
Corollary 3.9. Let x be a local superefficient solution of (CVEP). Assume that F x (x) = 0, H(x) is weakly * closed, Assumption 3.7 and Constraint qualification (CQ) hold. Then there exist µ i 0 (i ∈ I(x)), ν j ∈ R ( j ∈ J), and a continuous positively homogeneous function Λ on Y satisfying (α), (β ) such that
Proof. Taking account of Proposition 3.6, we deduce that x is a local Henig efficient solution of (CVEP). By virtue of Theorem 3.8, we obtain the desired conclusion.
In case that X and Y are finite-dimensional, a Kuhn-Tucker necessary condition can be stated as follows.
Theorem 3.10. Let X = R n ,Y = R p and let x be a local Henig efficient solution of (CVEP). Assume that all the hypotheses of Theorem 3.8 hold.
(3.9)
(ii) Moreover, if the base B of Q is bounded and closed, then λ ∈ intQ * .
Proof. (i) We invoke Theorem 3.8 to deduce that there exist µ i 0 (i ∈ I(x)), ν j ∈ R ( j ∈ J), and a continuous positively homogeneous function Λ on Y satisfying (α), (β ) such that
Since the function Λ is continuous and convex, we can apply Proposition 2.2.6 [16] to deduce that it is locally Lipschitz, and so is the function Λ • F x . Hence,
Taking account of Theorem 2.6.6 [16] on a Jacobian chain rule, we get
Combining (3.10), (3.11) and (3.12) yields that there exist On the other hand, in view of the convexity of ∂ C Λ(F x (x)), one gets λ := ∑ r i=1 λ i ξ i ∈ ∂ C Λ(F x (x)). Hence, it follows from (3.13) that
(3.14)
Let us see that λ ∈ Q ∆ (B). In fact, since the function Λ is locally Lipschitz convex and λ ∈ ∂ C Λ(F x (x)), it follows from Theorem 3.2 [3] that there exists β 0 > 0 such that for every y ∈ B,
Hence, λ , y > β 0 (∀y ∈ B), and so, λ ∈ Q ∆ (B). The conclusion (3.9) follows.
(ii) Taking account of Proposition 3.2, we get
Combining (3.14) and (3.15), we get the desired conclusion.
Corollary 3.11. Let X = R n ,Y = R p and x be a local superefficient solution of (CVEP). Assume that all the hypotheses of Theorem 3.8 hold.
Proof. Since x is a local superefficient solution of (CVEP), by Proposition 3.6, it is a local Henig efficient solution of (CVEP). Hence, all the hypotheses of Theorem 3.2 are fulfilled. Applying Theorem 3.10 yields the existence of λ ∈ Q ∆ (B), µ i 0 (i ∈ I(x)), ν j ∈ R ( j ∈ J), such that (3.16) holds. If the base B of Q is a bounded closed set, then by Proposition 3.2, we have Q ∆ (B) = intQ * . Hence, λ ∈ intQ * , which completes the proof.
In case X and Y may be infinite-dimensional and the mapping F x is strictly differentiable at x we get the following Kuhn-Tucker necessary condition for Henig efficiency.
Theorem 3.12. Let x be a local Henig efficient solution of (CVEP). Assume that all the hypotheses of Theorem 3.8 hold. Suppose, in addition, that F x is strictly differentiable with the strict derivative D s F x (x).
(3.17)
(ii) Moreover, if the base B of Q is bounded and closed, then λ ∈ intQ * , where intQ * is the interior of Q * with respect to the strong topology on Y * .
Proof. As also in the proof of Theorem 3.10, we invoke Theorem 3.8 to deduce that there exist 
It follows that there exists λ ∈ ∂ C Λ(F x (x)) such that (3.17) holds. The remainder is analogously proved as Theorem 3.10.
From Theorem 3.12, we obtain the following Kuhn-Tucker necessary condition for superefficiency.
Corollary 3.13. Let x be a local superefficient efficient solution of (CVEP). Assume that all the hypotheses of Theorem 3.8 hold. Suppose, in addition, that F x is strictly differentiable with the strict derivative
(ii) If, moreover, the base B of Q is bounded and closed, then λ ∈ intQ * , where intQ * is the interior of Q * with respect to the strong topology on Y * .
Proof. Applying Proposition 3.6 and Theorem 3.12, we get the desired conclusion.
Theorem 3.8 can be illustrated by the following example.
Example 3.14.
g 1 (y) = e y 1 − 4,
.
and N(C; x) = R 2 − , where
The pointed closed cone Q has the following bounded closed convex base
It is easy to check that dist(0, B) = Hence, x = 0 is a Henig efficient solution of the following vector equilibrium problem: Finding x ∈ K such that F(x, y) / ∈ −Q \ {0} (∀y ∈ K).
It can be seen that ∂ MP g 1 (x) = {(1, 0)}. By Example 2.1 [18] ,
where co indicates the convex hull. Hence, g
x; (u, v)) = |u| + |v|, and so, C(K; x) = {(0, 0)}. Therefore, C(K; x) ⊆ T (K; x). It can be seen that H(x) is closed. Thus all the hypotheses of Theorem 3.8 are fulfilled. Taking account of Proposition 3.2, we get Q ∆ (B) = intQ * , as Q * = R 3 + . Taking Λ = (1, 1, 1) ∈ intQ * , it has the properties in Proposition 3.2. Then
where the superscript T denotes transposition. For µ = (1, 1), the optimality condition (3.6) in Theorem 3.8 holds at x = (0, 0):
SUFFICIENT CONDITIONS FOR HENIG EFFICIENT AND SUPEREFFICIENT SOLUTIONS
In order to derive sufficient conditions for Henig efficient and superefficient solutions of (CVEP) via Michel-Penot subdifferentials, we recall some notions of generalized convexity. A real-valued function f is called quasiconvex at x on C if, ∀x ∈ C, ∀λ ∈ (0, 1) ).
f is said to be quasiconvex on C if it is quasiconvex at each point of C. In case f is Fréchet differentiable at x, if f is quasiconvex at x on C, then
The Fréchet differentiable function f is said to be quasilinear at x on C if ± f are quasiconvex at x on C.
Adapting the definition by Reiland [19] , a locally Lipschitz real-valued function f defined on X is said to be ∂ MP -pseudoconvex at x on a subset C of X if
In case f is Fréchet differentiable at x, f is pseudoconvex at x on C, we have
Replacing ∂ MP by ∂ C , we obtain the notions of ∂ C -quasiconvex and ∂ C -pseudoconvex functions. Note that for a locally Lipschitz real-valued function f defined on X, one has ∂ MP f (x) ⊆ ∂ C f (x). Hence, if f is ∂ MP -pseudoconvex at x on a subset C, then it is ∂ C -pseudoconvex at x on C, and if f is ∂ C -quasiconvex at x on C, then it is ∂ MP -quasiconvex at x on C. A sufficient condition for Heig efficient solutions of (CVEP) can be stated as follows.
Theorem 4.1. Let x ∈ K. Assume that Assumption 3.7 is fulfilled. Suppose that there exist Λ ∈ Q ∆ (B),
Assume that the set C is convex, the mapping Λ • F x is ∂ MP -pseudoconvex at x on C, the mappings g i (i ∈ I(x)) are ∂ MP -quasiconvex at x on C, and the mappings h 1 , . . . , h are quasilinear at x on C. Then x is a Henig efficient solution of (CVEP).
Proof. It follows from (4.1) that there exist
Hence, for any x ∈ C,
). Due to the ∂ MP -quasiconvexity of g i at x, it holds that
. In view of the quasilinearity of ±h j at x ( j ∈ L), it results that
Moreover, since C is convex, it follows that T (K; x) = R + (C − x). Hence,
Substituting (4.3), (4.4) and (4.5) into (4.2) yields that
By virtue of the ∂ MP -pseudoconvexity of Λ • F x , one gets
Next, we show that x is a Henig efficient solution of (CVEP). Assume the contrary, that x is not a Henig efficient solution of (CVEP). Then, it follows from (3.3) that for every absolutely convex neighborhood U of 0 with U ⊆ V B ,
Consequently, for every absolutely convex neighborhood U of 0 with U ⊆ V B , there exists x 1 ∈ K such that
On the other hand, taking account of Proposition 3.2, there exists an absolutely convex neighborhood U 1 of 0 with
which contradicts (4.6). Hence, we obtain the desired conclusion.
On using Theorem 4.1, we get the following sufficient optimality condition for superefficient solutions of (CVEP). Proof. We invoke Theorem 4.1 to deduce that x is a Henig efficient solution of (CVEP). Since the base B of Q is bounded close, in view of Proposition 3.6, we deduce that x is a superefficient solution of (CVEP).
By an argument analogous to that used for the proof of Theorem 4.1, we get the following sufficient conditions for Henig solutions of (CVEP). Theorem 4.3. Let X = R n ,Y = R p and x ∈ K. Assume that Assumption 3.7 is fulfilled. Suppose that (i) There exist λ ∈ Q ∆ (B),
(ii) The set C is convex, the mapping λ • F x is ∂ C -pseudoconvex at x on C, the mappings g i (i ∈ I(x)) are ∂ MP -quasiconvex at x on C, and the mappings h 1 , . . . , h are quasilinear at x on C. Then x is a Henig efficient solution of (CVEP).
From Theorem 4.3, one gets the following sufficient condition for superefficient solutions of (CVEP).
Corollary 4.4. Let X = R n ,Y = R p and x ∈ K. Assume that the base B of Q is bounded and closed, and Assumption 3.7 is fulfilled. Suppose that
(ii) The set C is convex, the mapping λ • F x is ∂ C -pseudoconvex at x on C, the mappings g i (i ∈ I(x)) are ∂ MP -quasiconvex at x on C, and the mappings h 1 , . . . , h are quasilinear at x on C. Then x is a superefficient solution of (CVEP).
Proof. The conclusion follows from Theorem 4.3 and Proposition 3.6.
In case that F x is strictly differentiable, we obtain the following sufficient condition for Henig efficient solutions of (CVEP).
Theorem 4.5. Let x ∈ K. Assume that F x is strictly differentiable at x, g i (i ∈ I(x)) are locally Lipschitz at x, h j ( j ∈ L) are Fréchet differentiable at x. Suppose also that there exist λ ∈ Q ∆ (B), µ i 0 (i ∈ I(x)),
Suppose, in addition, that the set C is convex, the mapping λ • F x is pseudoconvex at x on C, the mappings g i (i ∈ I(x)) are ∂ MP -quasiconvex at x on C, and the mappings h 1 , . . . , h are quasilinear at x on C. Then x is a Henig efficient solution of (CVEP).
From Theorem 4.5, we get the following sufficient condition for superefficient solutions of (CVEP). Corollary 4.6. Let x ∈ K. Assume that F x is strictly differentiable at x, the base B of Q is bounded and closed, and all the hypotheses of Theorem 4.5 are fulfilled. Then x is a superefficient solution of (CVEP).
Proof. The conclusion follows from Theorem 4.5 and Proposition 3.6. 
APPLICATIONS TO VECTOR VARIATIONAL INEQUALITY AND OPTIMIZATION PROBLEMS
This section will be devoted to describing some applications of the results obtained in Sections 3 and 4 to vector variational inequalities and vector optimization problems.
Let L(X;Y ) be the space of all continuous linear mappings from X to Y , and let T be a mapping from X to L(X;Y ). The vector equilibrium problem (CVEP) includes as a special case the constrained vector variational inequality (CVVI) with F(x, y) = T (x)(y − x), where X,Y, F, K are as in Section 3. A vector x ∈ K is a local Henig solution or a local superefficient solution of (CVEP) with F(x, y) = T (x)(y − x) will be called a local Henig efficient solution or local superefficient solution of (CVVI), respectively. If F(x, y) = f (y) − f (x) (x, y ∈ X), where f : X → Y , then the vector equilibrium problem (CVEP) becomes the following constrained vector optimization problem (CVOP):
A vector x ∈ K is a local Henig solution or a local superefficient solution of (CVEP) with F(x, y) = f (y) − f (x) will be called a local Henig efficient solution or local superefficient solution of (CVOP), respectively.
A necessary optimality condition for local Henig efficient solution and local superefficient solution of the constrained vector variational inequality (CVVI) can be stated as follows.
Theorem 5.1. Let x be a local Henig efficient solution or local superefficient solution of (CVVI). Assume that H(x) is weakly * closed, Assumption 3.7 and Constraint qualification (CQ) hold. Then there exist
Moreover, if the base B of Q is bounded closed, then λ ∈ intQ * , where intQ * is the interior of Q * with respect to the strong topology on Y * .
Proof. (a) x is a local Henig efficient solution: It can be seen that F x (x) = 0. Since T (x) is a continuous linear mapping from X to Y , it is strictly differentiable. Taking account of Theorem 3.12, we obtain the derised conclusion. (b) x is a local superefficient solution: Making use of Proposition 3.6 and Part (a), one gets the required conclusion immediately.
A Kuhn-Tucker necessary condition for Henig efficiency and superefficiency of (CVOP) can be formulated as follows.
Theorem 5.2. Let x be a local Henig efficient solution or local superefficient solution of (CVOP). Assume that H(x) is weakly * closed, Constraint qualification (CQ) and Assumption 3.7, in which F x is replaced by f , hold. Then (i) There exist λ ∈ Q ∆ (B), µ i 0 (i ∈ I(x)), ν j ∈ R ( j ∈ J), and a continuous positively homogeneous function Λ on Y satisfying (α),(β ) such that
(ii) If, in addition, f is strictly differentiable at x, then there exist λ ∈ Q ∆ (B),
(iii) Let X = R n ,Y = R p . Assume that all the hypotheses of Theorem 3.8 hold. Then there exist λ ∈ Q ∆ (B),
Moreover, if the base B of Q is bounded closed, then λ ∈ intQ * .
Proof. (i) If x is a local Henig efficient solution of (CVOP), invoking Theorem 3.8 and observing that
we then arrive the conclusion (i). If x is a local superefficient solution of (CVOP), taking account of Proposition 3.6, we also arrive the desired conclusion.
(ii) If x is a local Henig efficient solution of (CVOP), on using Theorem 3.12, we then obtain the required conclusion. If x is a local superefficient solution of (CVOP), in view of Proposition 3.6, we arrive the desired conclusion.
(iii) Making use of Theorem 3.10 and Proposition 3.6 we also get the desired conclusion immediately.
A sufficient optimality condition for (CVVI) can be stated as follows.
Theorem 5.3. Let x ∈ K, and Q have a base B. Assume that there exist λ ∈ Q ∆ (B), µ i 0 (i ∈ I(x)),
Suppose, in addition, that the set C is convex, the mappings g i (i ∈ I(x)) are ∂ MP -quasiconvex at x on C, and the mappings h 1 , . . . , h are quasilinear at x on C. Then x is a Henig efficient solution of (CVVI).
Proof. Since T (x) is a continuous linear mapping from X to Y , it is strictly differentiable. For F x (y) = T (x)(y − x), one has D s F x (x) = T (x). For λ ∈ Q ∆ (B), the mapping λ • T (x) is linear, and hence, pseudoconvex. Consequently, we can invoke Theorem 4.5 for (CVVI) to deduce the desired conclusion.
A sufficient condition for superefficiency of (CVVI) can be formulated as follows.
Corollary 5.4. Let x ∈ K. Assume the base B of Q is bounded closed, and all the hypotheses of Theorem 5.3 are fulfilled in which λ ∈ Q ∆ (B) is replaced by λ ∈ intQ * , where intQ * is the interior of Q * with respect to the strong topology on Y * . Then x is a superefficient solution of (CVVI).
Proof. Applying Theorem 5.3 yields that x is a Henig efficient solution of (CVVI). Taking account of Proposition 3.6, we obtain the required conclusion.
The following sufficient condition is a direct consequence of Theorem 4.1 to (CVOP).
Theorem 5.5. Let x ∈ K, and Q have a base B. Suppose that there exist Λ ∈ Q ∆ (B), µ i 0 (i ∈ I(x)),
Assume that the set C is convex, the mapping Λ • f is ∂ MP -pseudoconvex at x on C, the mappings g j ( j ∈ I(x) are ∂ MP -quasiconvex at x on C, and the mappings h 1 , . . . , h are quasilinear at x on C. Then x is a Henig efficient solution of (CVOP).
Proof. Applying Theorem 4.1, we get that x is a Henig efficient solution of (CVEP) with F(x, y) = f (y) − f (x). Hence, the desired conclusion follows.
In case f is strictly differentiable, we obtain the following sufficient condition for Henig efficient solutions.
Theorem 5.6. Let x ∈ K, and Q have a base B. Assume that f is strictly differentiable at x. Suppose, in addition, that there exist λ ∈ Q ∆ (B), µ i 0 (i ∈ I(x)), ν j ∈ R ( j ∈ J) such that
Suppose that the set C is convex, the function λ • f is pseudoconvex at x on C, the mappings g j ( j ∈ I(x) are ∂ MP -quasiconvex at x on C, and the mappings h 1 , . . . , h are quasilinear at x on C. Then x is a Henig efficient solution of (CVOP).
Proof. Applying Theorem 4.5 to function F(x, y) = f (y) − f (x), we get the desired conclusion immediately.
In case the base B is bounded closed, we can state the following sufficient condition for superefficiency of (CVOP).
Corollary 5.7. Let x ∈ K. Assume the base B of Q is bounded closed, and all the hypotheses of Theorem 5.6 are fulfilled in which λ ∈ Q ∆ (B) is replaced by λ ∈ intQ * , where intQ * is the interior of Q * with respect to the strong topology on Y * . Then x is a superefficient solution of (CVOP).
Proof. Making use of Theorem 5.6, we get that x is a Henig solution of (CVOP). Due to Proposition 3.6, x is a superefficient solution for (CVOP).
Theorem 5.8. Let X = R n ,Y = R p and x ∈ K. Assume that the base B of Q is bounded closed, and Assumption 3.7 is fulfilled. Suppose that (i) There exist λ ∈ Q ∆ (B), µ i 0 (i ∈ I(x)), ν j ∈ R ( j ∈ J), such that 0 ∈ λ ∂ J f (x) + ∑ i∈I(x) µ i ∂ MP g i (x) + ∑ j∈L ν j ∇h j (x) + N C (x).
(ii) The set C is convex, the mapping λ • f is ∂ C -pseudoconvex at x on C, the mappings g i (i ∈ I(x)) are ∂ MP -quasiconvex at x on C, and the mappings h 1 , . . . , h are quasilinear at x on C. Then x is a Henig efficient solution of (CVOP). Moreover, if the base B of Q is bounded and closed, then x is a superefficient solution of (CVOP).
Proof. Using Theorem 4.3 and Proposition 3.6, we find the desired conclusion immediately.
CONCLUSIONS
Based on a Kuhn-Tucker necessary condition due to Luu [14] and a scalarization result by Gong [3] , we derive Kuhn-Tucker necessary conditions for local Henig efficient solutions and local superefficient solutions of vector equilibrium problems involving equality, inequality and set constraints with locally Lipschitz functions under the constraint qualification of Abadie type via the Michel-Penot subdifferentials. Sufficient optimality conditions for Henig efficiency and superefficiency can be established under some assumptions on generalized convexity. It can be seen that making use of results on necessary optimality conditions for nonsmooth multiobjective optimization problems in terms of the Michel-Penot subdifferentials, we can derive necessary optimality conditions for efficiency of nonsmooth constrained vector equilibrium problems. The Kuhn-Tucker necessary conditions obtained here via the MichelPenot subdifferentials can be sharper than those expressed in terms of the Clarke subdifferentials. The results obtained in this paper are more general than those obtained by Gong [3] for vector equilibrium problems with only a set constraint, and those obtained by Long-Huang-Peng [8] for vector equilibrium problems with subconvexlike functions.
