Abstract: The ground states and low temperature states of the FalicovKimball model are studied in the plane of chemical potentials of the two sort of particles involved, for large values of the coupling constant, near the half lled band. For this study, a cluster expansion is introduced which can be used to investigate the e ective interaction energy between the static particles.
Introduction
The Falicov-Kimball model 1] is one of the simplest lattice systems of interacting fermions. It consists of spinless Fermi particles, which we refer to as electrons, and classical particles, which we refer to as nuclei. The electrons can hop between nearest neighbour sites and there is an on-site interaction between electrons and nuclei. At most one nucleus is allowed at each lattice site. Let the system be in a nite box of a d-dimensional regular lattice. The hamiltonian is where c + (x), c(x) are the creation and annihilation operators for electrons at site x. The rst sum runs over ordered pairs of nearest neighbour sites and k > 0 is the hopping coe cient (the usual notation t for the hopping coe cient will be reserved here to indicate the \time" variable in the path integral representation of the system). The variable w(x) is 1 or 0 according to whether the site x is occupied or non-occupied by a nucleus. It will be convenient to introduce, also, the spin variables s(x) = 2w(x) ? 1 (s(x) = 1), to describe the nuclei con gurations. The total number of electrons and nuclei are N e = The above description, in which the system is considered as a very simpli ed model for mater, is only one of the possible interpretations. This interpretation was used in Ref. 2 to study the crystallization e ect. Falicov and Kimball introduced this model to study semiconductor-metal transitions in solids. The model can also be interpreted as a simpli ed version of the Hubbard model, in which one of the particles is in nitely massive and cannot hop. In the last two contexts one takes U > 0. Although we are following the rst interpretation, for which U < 0 would be more appropriate, we shall consider also that U > 0. Due to the symmetries of the model, both cases, U > 0 and U < 0, are mathematically equivalent. Notice, however, that the half lled condition, which plays a particular role in the case U > 0 and says that e + n = 1 where e and n are, respectively, the densities of the electrons and the nuclei, corresponds to the neutrality condition e = n in the case U < 0. We remark that, as a consequence of the exclusion principle, 0 e + n 2.
In a rst rigorous study of the model, Kennedy and Lieb 2] proved that the ground state occurs in the half lled band and that the nuclei are antiferromagnetically ordered.
It is assumed that L is a bipartite lattice, that is, that the lattice L may be broken up into two sublattices L 1 and L 2 with the property that all nearest neighbours of a site on the sublattice L 1 belong to the sublattice L 2 and viceversa. They proved also that the antiferromagnetic long range order continues to exist at low temperatures. These results are valid for any U > 0.
In the present work we study the Falicov-Kimball model for U su ciently large, at low temperatures. We consider the grand canonical ensemble, speci ed by the density matrix = Z( ) ? Here is the inverse temperature and e , n are the electron and nucleus chemical potentials. The sum is over all nuclei con gurations, with appropriate boundary conditions, and the trace is over the electron Fock space. We shall concentrate on the nuclei subsystem. We observe that since the only interaction is on-site, neither the potential energy nor the kinetic energy alone can produce long range order in the system. If the nuclei exhibit long range order it must come about because the interplay between both terms of the hamiltonian produce an e ective interaction between the nuclei. We shall rigorously determine the e ective interaction energy G (s) with the help of a cluster expansion. This expansion follows from the Feynman-Kac or path integral representation of the system. Provided that the electron chemical potential is such that j e ?Uj is bounded, we prove that the cluster expansion, in powers of 1=U, is absolutely convergent for large U. Namely, under the condition U ? j e ? Uj > 2d(1 + C 0 )k where C 0 > 0 is a given number (not a large constant). There is no restriction on the chemical potential n . The e ective interaction properly describes the nuclei subsystem if the temperature is low enough (i. e., if > 0 , where 0 is some constant). All these constants are independent of j j, the size of the system. where A = fx 1 ; : : : ; x n g are nite sets of sites, and s A = fs(x 1 ); : : :; s(x n )g is the restriction to A of the con guration s. The interaction potentials are translation invariant. The main contributions to the A are independent of the temperature and the chemical potentials. The small contributions, which depend on and e , can be grouped in a term~ A of order e ? U .
The cluster expansion allows us (in principle) to compute the potentials A (s A ) at all orders. We remark that A 6 = 0 only if A is a connected set of sites (by paths going along nearest neighbours). Moreover, A (s A ) is of order U ?n , where n is the minimum number of bonds visited by a closed path which passes through all sites of A. The correlation functions between the nuclei can be expressed as the associated classical correlations with respect to the hamiltonian G (s) This will be clear from the discussion in Section 2 (an expression in terms of the objects considered in the cluster expansion can also be found for the quantum correlations, or reduced density matrices). Therefore, if the convergence conditions of the cluster expansion are satis ed, the study of the nuclei subsystem in the Falicov-Kimball model, is reduced to a classical lattice system problem. Moreover, when a given approximation is considered, one has, by means of the cluster expansion, a full control on the terms neglected in the interaction, at any order.
For example, let us consider the rst terms of the e ective interaction energy. One nds G (1) Besides the chess board con gurations of density n = 1=2, three other kinds of periodic ground con gurations, which correspond to the densities n = 1=3, 1=4 and 1=5, are found, for di erent speci ed values of the chemical potentials. We notice that Kennedy 6] has rigorously justi ed the existence of these periodic ground con gurations, when U is su ciently large, in a recent study of the ground states of this model at xed densities. This study includes also several results concerning the system outside the half lled band. We prove that the ground state con gurations of the nuclei subsystem, in the Falicov-Kimball model, coincide with the above periodic con gurations (for U suciently large and suitable values of e ). We describe, also, the corresponding phase diagram in terms of the variable h = (1=2)( n ? e ). The di erent domains where the con gurations of densities n = 1=3, 1=4 and 1=5 are proved to be the periodic ground states, have lengths of order U ?3 and are situated around the point h = ?k 2 U ?1 . These domains are separated, between them and from the domain where the chess board congurations are the ground states, by small intervals whose length is of order U ?5 . In order to investigate the gound state phase diagram inside these small intervals the next order terms in the nuceli e ective interaction have to be considered.
On the other side, we expect that Gibbs states exist, at su ciently low temperatures, that are near, in some sense, to the periodic ground states described above, for every h in the corresponding domain of the ground state phase diagram (see the discussion at the end of Section 3). We nally remark that extensions of the present study to other kinds of lattices are possible along the same lines.
A cluster expansion
In this Section we analyse the Feynman-Kac or path integral representation of the model. This representation is discussed in Appendix 1 in a more general context. As a consequence of this analysis we shall see that, under appropriate conditions, the model admits a convergent cluster expansion which can be related to the e ective interaction energy between the nuclei. We consider the model to be de ned on a nite d-dimensional cubic lattice ZZ d . Nevertheless, the discussion below can be applied in a similar way to other kinds of regular lattices. Let us denote by Q( ) = f?1; 1g the set of nuclei con gurations. Given s 2 Q( ), the sites where s(x) = 1 correspond to the sites occupied by a nucleus.
Including the inverse temperature factor in the coupling constants of the hamiltonian, the partition function is de ned as follows
In Appendix 1, an expression is given of this partition function in terms of oriented circuits. >From the discussion it may be seen that, also, the correlation functions associated to the nuclei subsystem admit a representation in terms of the same objects. The oriented circuits, whose precise de nition is given in Appendix 1, belong, as geometric objects, to a nite cubic lattice per of d + 1 dimensions. A site 2 per , is a couple (x; t), where x 2 and t 2 f0; 1; : : :; Tg. The lines in the direction of the t variable (the \time") are called vertical lines. The two horizontal faces of per , corresponding to t = 0 and t = T, are identi ed (periodic boundary conditions in time). In all this study, the discrete time Feynman-Kac representation is used in order to simplify the notations. In this formula the sum is over all compatible families of oriented dashed circuits f! 1 ; :::; ! r g, r = 0; 1; : : :, which, moreover, are compatible with the con guration s 2 Q( ). The factor (! q ), equal to +1 or ?1, is a sign associated with the circuit (coming from the anticommutation relations), j(!) is the number of jumps of the circuit !, and (!) is a function of ! related to the potential energy. In order to show a di erent point of view, the analysis in Appendix 1 is developed in the canonical ensemble for the half lled band, i. e., in the canonical ensemble where the total number of particles is N = j j. In this case (!) = Uj!j, where j!j is the length of the circuit. This expression has to be modi ed in order to include the chemical potentials n and e .
Consider a vertical bond b = (x; t); (x; t + 1)] 2 per and a given circuit con guration in per , compatible with the given classical con guration s 2 . As explained in Appendix 1 four situations, called there cases (1) to (4), can occur.
According with the compatibility conditions between the circuits con guration and the classical con guration s 2 Q( ), we have: s(x) = 1 in cases (1) and (3) exp
If ! is a circuit which does not wind around the cylinder per , the number of vertical unit segments with up arrows, case (3), coincides with the number of vertical unit segments with down arrows, case (4). For such a circuit, we have (!) = Uj!j where j!j is the length of ! (i. e., the number of vertical unit segments of !). If ! is a circuit which goes around the cylinder per (i. e., has a winding number 6 = 0), then ! can be decomposed into connected paths which can be said to belong to two di erent classes. For the paths of the rst class, the above property still holds. For the paths of the second class, either, all vertical unit segments of the path have up arrows (for circuits which wind around the cylinder in the positive sense), or, all of them have down arrows (for circuits which wind around the cylinder in the negative sense). Let`1(!) and`2(!) be the total lengths of the paths belonging to the rst and to the second class, respectively. Then, This expression shows that the system of dashed circuits is equivalent to a polymer system, i.e., to a gas of several \species of particles" (all dashed circuits), interacting only through hard-core exclusion and having the (non translation invariant) activity ' s (!). The properties of polymer systems at low activities may, under appropriate conditions, be studied with the help of convergent expansions. We shall use the theory of these expansions presented in Refs. 8 and 9.
For this purpose, consider also non-admissible families of oriented dashed circuits, including families in which a circuit occurs several times. They are identi ed with the non-negative integer valued functions on the set of oriented dashed circuits such that P ! (!) < 1, where (!) is the multiplicity of the circuit ! in the family. Let M be the set of all these multiplicity functions, and de ne ( 1 + 2 )(!) = 1 (!) + 2 (!). We shall also use the notation , for ! 1 ::: ! r , considered as a set in IR d , where ! 1 ; :::; ! r are all the circuits for which (! i ) 6 = 0. Moreover, the length of a cluster is de ned by j j = j! 1 j + : : : + j! r j, and the total number of jumps in by j( ) = j(! 1 ) + : : :+ j(! r ).
One extends the Boltzmann factor to M by putting ' s ( ) = Q !2 ' s (!), if is admissible, and ' s ( ) = 0, otherwise. One de nes on M the truncated functions, ' C s ,
where the sum P 0 is over all 1 ; :::; n such that i 6 = ; for all i = 1; : : :; n and P i = .
A rst consequence of this de nition is that if ' C s ( ) 6 = 0 then is connected as a set in IR d . A second consequence is that Z( ; s) = lim
The connected will be called clusters (of oriented dashed circuits). The expansions in terms of the functions ' C s ( ) are the cluster expansions.
It is convenient to de ne the functions ' C s ( ) for clusters and circuits of any size. For this purpose we shall now consider the lattice per , in nitely extended in the spatial directions, ! ZZ d , but with unchanged dimension in the time direction, and the classical nuclei con gurations, as given con gurations s 2 Q( ZZ d ) on the in nite lattice
For any cluster , let ( ) ZZ d be the set of sites which belong to the horizontal projections of all vertical lines of (i.e., all vertical lines of the circuits ! for which (!) 6 = 0). The set ( ) is nite. Since the vertical lines in are connected by jumps, it follows that ( ) is connected (in the sense that the sites in ( ) are connected by the bonds which join nearest neighbour sites).
Let a site x 2 be given, and consider the series
It will be shown that the series F x (s) is absolutely convergent, provided that U is su ciently large and that e varies in some speci ed interval. The precise conditions will be given below.
We rst prove that, for any 2 per , and under the appropriate conditions, the
is absolutely convergent. We begin by considering the restriction of this sum to nonwinding circuits. As explained in Appendix 1, such a circuit is described by the set of its vertices 0 ; 1 ; : : : ; 2l = 0 , satisfying some conditions, with q = (x q ; t q ) 2 per . Let it follows that the sum converges if U > 2dk. More precisely, if Uk ?1 2d(1 + a 1 ), where a 1 > 0 is any chosen constant, then the sum converges for all T > T 0 , where T 0 (U; a 1 ) is some constant (which depends on U and a 1 ).
Let us now discuss the case in which the circuits winding around the cylinder per are included in the sum. Except for the circuit with zero jumps (which can be treated apart), the argument above can be extended to the winding circuits, provided that one takes into account that some of the vertical segments of length m q will get, instead of the weight exp(?(U=T)m q ), either the weight exp(( e ?2U)=T)m q , when ! goes around per in the positive sense, or the weight exp(?( e =T)m q ), when ! goes around per in the negative sense. By writing e ? 2U = ?U + ( e ? U) and ? e = ?U ? ( e ? U), we see that the sum converges if the inequality U ? j e ? Uj > 2dk is satis ed. Or, more precisely, if U ? j e ? Uj 2d(1 + a 1 )k, for some a 1 > 0, then, the sum converges for all T > T 0 (U; a 1 ). As a consequence of these facts and of the general theory of cluster expansions, whose application to the present case is explained in Appendix 2, the following result follows. We notice that C 0 is a number which can be computed from the theory (it is not a large constant). We notice, also, that the convergence condition is independent of the number T of time intervals. The stated results hold uniformly for all T > T 0 (U; a 1 ).
This allows us to pass to the limit T ! 1 and recover the continuous time expressions in terms of path integrals. On the other side the absolute convergence of the series F x (s), as well as all the estimates which have been used, hold uniformly for all con gurations s 2 Q( ).
We, nally, comment on the convergence condition. Clearly, it is needed that U > j e ? Uj. Let be de ned by U = e ? U. Then the inequalities j j < 1 and U(1 ? j j) 2d(1 + C 0 )k are required. If one takes = 0, or equivalently e = U, then the best value for U is obtained. This choice gives the same weight to both kinds of winding circuits, those going around per in the positive sense, and those going in the negative sense. The system described by the grand canonical ensemble is, with probability near to one, in the half lled band. If 6 = 0 the two kinds of winding circuits have di erent weights, and the half lled condition is not exactly satis ed. However, it may be seen, though this fact was not used in the above estimates, that the winding circuits, whose length is always at least equal to the number T of time intervals, have a very small weight (provided, naturally, that the convergence condition is satis ed). The density of the clusters with winding circuits tends exponentially to zero when U (or ) becomes large, and the system comes near to the half lled band. 3 . The e ective interaction energy. Properties and consequences.
In Section 2 an expression has been found for the e ective interaction energy which describes the nuclei subsystem in the Falicov-Kimball model. The validity of this description, with appropriate assumptions, has been justi ed by means of the cluster expansion discussed in that Section. In the present Section we want to investigate further properties of the e ective interaction. As a consequence of this analysis, a number of results concerning the low temperature states of the system will be derived.
Let where, the e ective interaction energy is given by >From the discussion in Section 2, it follows that A 6 = 0, only if A is a connected set of sites (in the sense that A with the bonds joining the nearest neighbours is a connected graph). Since the number of jumps j( ), is always even (in a cubic lattice), their contribution to (n)
A is 6 = 0, only if n is an even number. Moreover, (n) A 6 = 0, only if n is larger or equal than the smallest length (number of bonds) which can have a closed path, along the bonds of A, which passes through all sites of A. It is also convenient to distinguish the contributions to (n) A which come from clusters made only with non-winding circuits, from the contributions of clusters in which at least one of its circuits is winding around the cylinder per . We denote by~ (n) A the last mentioned contributions to (n) A . Next, we examine a rst example. The simplest cluster is the cluster which reduces to one non-winding circuit with two jumps (see Fig. 1 ). Such a circuit, say !, is a rectangle with horizontal sides of length 1, and vertical sides of length m (1 m T), in which some orientation is given. It projects on a pair of nearest neighbour sites, (i. with (!) = 1. Therefore, if s(x) = ?s(y), we get (2) fx;yg (s(x); s(y)) = lim That is, one obtains the hamiltonian of the Ising model with nearest neighbour antiferromagnetic interactions and an external magnetic eld. We are going to show that, in fact, this model is not so far from the system under consideration. Provided that the appropriated conditions (which will be made precise below) are satis ed, the nuclei, in the Falicov-Kimball model, present a long range order of antiferromagnetic type at low temperatures. For this purpose let us rst consider the class of circuits winding around the cylinder per and having zero or two jumps. In order to simplify the exposition, we choose e = U. There is no di culty, however, in treating the general case, considered in the convergence condition of Theorem 1 (see the remarks in the last paragraph of Section 2).
There is a cluster which consists only of a circuit with zero jumps, it is just the oriented vertical line from t = 0 to T, which may lie above any site x 2 . The contribution of this cluster is~ The terms of order U ?3 are included in R (s).
Consider the case of a square lattice L = ZZ 2 . The lattice may be broken up in two sublattices L 1 and L 2 with the property that all nearest neighbours of a site on sublattice L 1 belong to the sublattice L 2 and viceversa. For R (s) = 0 the hamiltonian above is that of the Ising antiferromagnet. In the region (1=2)j n ? e j < k 2 U ?1 , there are two ground con gurations: (1) s(x) = 1 if x is on the L 1 sublattice and s(x) = ?1 if x is on the L 2 sublattice, and (2) s(x) = ?1 if x is on the L 1 sublattice and s(x) = 1 if x is on the L 2 sublattice. The nuclei are placed like the black squares on a chess board.
The e ect of the terms in R (s) can be controlled by using the estimates discussed above. This leads to the proof of the following proposition for the Falicov-Kimball model. As we have already mentioned, the convergence condition of Theorem 1, instead of (H1), would be su cient for obtaining this result.
Theorem 2. Assume that conditions (H1) and (H2) are satis ed. Then, for n and e in the region (1=2)j n ? e j < k 2 U ?1 (1 ? 4k 2 U ?2 B 0 ) the ground state con gurations for the nuclei subsystem are the two chess board con gurations just described. Moreover, under the same conditions and in the same region, we have that, given , with 0 < < 1=2, one can nd a positive constant 0 , independent of the size of the box , such that for any inverse temperature > 0 , there are two Gibbs states 1 and 2 , which satisfy 1 (s(x)) ?1+ for x 2 L 1 and 1 (s(x)) 1 ? for x 2 L 2 , the symmetric relations being satis ed by 2 .
This result says that in the in nite volume limit there will be two phases, in which the long range order of the chess board type continues to exist, if the temperature is low enough. We recover the result in Ref. We can now apply the standard Peierls argument to derive the stated result, provided that is large enough and that conditions (H1), (H2) and (H3) are satis ed. The value of 0 can also be obtained from the above formulas. The Theorem is proved. Of course similar arguments can be carried out for the three dimensional cubic lattice, or more generally, for other regular bipartite lattices which can be decomposed in a similar way into two sublattices.
Having studied the e ective interaction energy to the rst order in U ?1 , we next examine the following terms of order U ?3 . The study will be carried out for the cubic lattice L = ZZ d in dimension d 2. These terms are obtained by taking into account the clusters with four jumps (see Fig. 2 ). We shall rst consider only non-winding circuits.
Let A = fx; yg be a set of two adjacent sites. If s(x) = ?s(y) a cluster , with j( ) = 4 and ( ) = fx; yg, can be constructed with two intersecting circuits ! 1 and ! 2 such that j(! 1 ) = j(! 2 ) = 2. Such clusters contribute to (4) fx;yg .
If A = fx; y; zg is a set of three sites such that y is adjacent to x and to z, the clusters such that j( ) = 4 and ( ) = fx; y; zg, can be made either with only one circuit ! such that j(!) = 4, or with two intersecting circuits ! 1 and ! 2 such that j(! 1 ) = j(! 2 ) = 2 and (! 1 ) = fx; yg, (! 2 ) = fy; zg. Taking the orientations into account, one sees that the rst case applies when s(x) = s(y) = ?s(z) or ?s(x) = s(y) = s(z), the second when s(x) = ?s(y) = s(z). Such clusters contribute to (4) fx;y;zg .
Finally, if A = P = fx; y; z; wg is the set of the four sites on a unit square of the lattice, clusters such that j( ) = 4 and ( ) = P exist, except in the case in which s(x) = s(y) = s(z) = s(w). They consist of only one circuit ! with j(!) = 4. If s(x)s(y)s(z)s(w) = 1, we have, for such circuits, (!) = ?1. Such clusters contribute to (4) P .
The components of the interaction potentials are given by (4) A (s A ) = lim For ?h 1 < h < h 1 , the two chess board con gurations, S cb , are the ground con gurations. For h 1 < h < h 2 , h 2 < h < h 3 and h 3 < h < h 4 , respectively, the con gurations of S 1 , S 2 and S 3 , with densities n = 2=3, 3=4 and 4=5, are the only periodic ground con gurations. All these intervals have length of order U ?3 . For h > h 4 , the only periodic ground con guration is S + , with s(x) = 1 for all x 2 , and density n = 1.
A proof of these facts will be given below, in Appendix 3. Actually, the ground state diagram has not been completely proved in Ref. 5 . Proofs are given for h outside a certain interval (h 0 2 ; h 0 3 ), where h 0 2 < h 2 and h 0 3 > h 3 , while for h inside this interval the ground states, and in particular the states S 2 , are only conjectured.
As we have mentioned in the Introduction, Kennedy 6] , in a recent study of the ground states of the Falicov-Kimball model at xed densities. has rigorously justi ed the existence of these same ground con gurations, when U is su ciently large,
The following Theorem extends to the Falicov-Kimball model on the square lattice the analysis of the ground state diagram given in Appendix 3, Proposition 1. We notice that such a result can also be obtained by assuming, instead of condition (H1), the convergence condition of Theorem 1. We shall prove the Theorem for h in the interval h 1 < h < h 2 . This corresponds to the case of the ground con gurations S 1 . The analogous results for the ground con gurations S cb , S 2 , S 3 and S + follow by the same arguments.
It is shown, in the proof of Proposition 1, Appendix 3, that, for these values of h, the con gurations denoted by s 2 , s 3 , s 0 2 and s 0 4 , are the con gurations (on the bonds P and B), for which a strict minimum of the interaction potentials is attained. We call them the good bond con gurations. Any other con guration on P or B is wrong, in the sense that it increases the energy by a positive quantity. This quantity is larger than D 0 k 4 U ?3 ; with = k ?4 U 3 minfh ? h 1 ; h 2 ? hg where D 0 > 0 is a uniform constant. >From the de nition, we have 0 < < 9=8.
Consider now on the nite lattice ZZ 2 the subset of all squares of side L = 3 (to be called large squares). Given a con guration s in , we classify the large squares into two classes E 1 (s) and E 2 (s). Either, the con guration s, restricted to the square, coincides with the restriction of one of the ground con gurations, and then we say that the square belongs to E 1 (s), or, the con guration s, restricted to the square, does not coincide with any ground con guration, and then we say that the square belongs to E 2 (s). Connected sets of squares of the second class are considered as contours. In fact, if two adjacent large squares of class E 1 (s), correspond to two di erent ground con gurations, then, all other large squares, that contain their common side, belong to E 2 (s).
All squares in E 2 (s) contain some wrong bond con guration (or part of it in the case of B-bonds) and, since any given bond is shared at most by 12 large squares, each square in E 2 (s) contributes to increase the energy by at least (1=12)D 0 k 4 U ?3 (with respect to the ground state energy).
To continue the proof one has to take into account and to estimate the e ect of the higher order terms appearing in R . This can be done, if the appropriate conditions are assumed, with the help of the cluster expansion properties. We have the following bound (P3) X A;n: x2A n 6 j n A (s A )j < B 3 k 6 U ?5 on the contributions of all clusters with number of jumps n 6, where the constant B 3 > 0 is independent of s and x. We assume that B 3 is chosen such that the bound B 3 k 6 U ?5 accommodates also the contribution of winding clusters with n 4 jumps and the other exponential corrections due to the nite size of the considered clusters.
These properties hold if condition (H1), the convergence condition (in the case e ? U = 0 being considered), is satis ed. Then, given any con guration s 2 Q( ), the correction to G (3) The ground states, in the intervals of h that have been analysed, are periodic and have nuclei densities n = 0, 1=5, 1=4, 1=3, 1=2, 2=3, 3=4, 4=5, 1. These domains are separated by small intervals with length of order U ?5 . By considering higher order approximations in the nuclei e ective interaction, new periodic ground states may be expected inside these small intervals. This led to conjecture, in Ref. 5 , that the exact ground state phase diagram has a kind of devil's staircase structure, which divides the values of h into domains where the nuclei con gurations are periodic, with increasing densities as h is increased.
We may expect that if the temperature is low enough (i. e., if > 0 , where 0 is some constant) then, several Gibbs states coexist, which could be analysed for h inside the intervals considered in Theorem 3. Each state being associated to one of the ground con gurations, corresponding to the considered value of h, and having long range order properties near to those of the ground con guration. The analysis of the low temperature states, which can be regarded as a particular case in the Pirogov-Sinai theory, will not be discussed here. The possibility of extending this theory to the present case, which includes long range potentials, along the lines of Refs. 12, 13 and 14, appears very plausible using the strong decay properties of these potentials.
Let us nally remark that the possible applications of the cluster expansion method developed in the present work go beyond the particular cases that have been discussed in this Section. The fact that it permits to compute the e ective interaction energy of the nuclei subsystem at di erent orders, having at the same time a full control on the corrections coming from the higher order terms, explains why this method can be useful to yield rigorous information on other problems concerning the Falicov-Kimball model or other related models.
Appendix 1
In this Appendix we study the path integral representation of the model. We shall, in fact, study a system more general than the Falicov-Kimball model, de ned as follows. Let be a nite box on the cubic lattice ZZ d . Consider on two kinds of where k 1 and k 2 are the hopping coe cients (we assume that the two kinds of particles may have di erent masses), U gives the interaction when two particles are at the same point, and n (x) = c + (x)c (x), = 1; 2, are the number operators. The Hubbard model corresponds to the case k 1 = k 2 , = 1; 2 representing the two spin states of the electrons (in this case the creation and annihilation operators with di erent indices anticommute).
In the expression of H, the rst two terms represent the kinetic energy H 0 and the last term is the potential energy. In the canonical ensemble the system is restricted to the subspaces F m;n ( ) of F( ) where the numbers of each kind of particles are xed, or, to the subspace F N ( ) in which the total number of particles, N = m + n, is xed. The integer N may vary from 0 to 2j j. The particular case in which N = j j plays an important role and corresponds the half lled band.
We are going to develop the Feynman-Kac or path integral representation of the model. For this purpose it will be convenient to introduce the set C( ) of classical con gurations associated to the system. A classical con guration X 2 C( ) is speci ed by a pair X = (X 1 ; X 2 ), where X 1 = (x 1 ; : : :; x m ) and X 2 = (x 0 1 ; : : :; x 0 n ) are two nite sequences of distinct points in . If the sequences have lengths respectively equal to m and n we say that the con guration belongs to the subset C m;n ( ). We also introduce the vacuum vector j;i 2 F( ) and the vector states jXi 2 F( ), associated to X 2 C( ), as follows jXi = c + 1 (x 1 ) : : :c + 1 (x m )c + 2 (x 0 1 ) : : :c + 2 (x 0 n )j;i
We remark that
where v(X) is 2U times the number of common points in the sequences X 1 and X 2 .
We introduce the notion of trajectories. Let t be an integer variable, 0 t T, which will be called the time. A trajectory x = x(t) is a sequence x(0); x(1); : : :; x(T) of sites in , such that, for all t = 0; 1; :::; T ? 1, either x(t + 1) = x(t) or x(t + 1) is a neighbour of x(t). This last case we describe as a jump. A con guration of trajectories is a sequence X(t) = (X 1 (t); X 2 (t)) = (x 1 (t); :::; x m (t); x 0 1 (t); :::; x 0 n (t)) of classical con gurations, such that, for all i = 1; :::; m and j = 1; :::; n, the sequences x i (t) and x 0 j (t), indexed by t, are trajectories.
Let T ( ) be the set of con gurations of trajectories, or a subset of the set of such con gurations with speci ed number of particles. For a con guration of trajectories , let j 1 ( ) and j 2 ( ) be the total number of jumps in the trajectories of X 1 and X 2 , , respectively.
Then, from Troter's formula, which applied to the operator exp(?H), asserts
In order to simplify the notations we include the inverse temperature factor in the coupling constants of the hamiltonian H
The set T ( ) may be interpreted as the set of con gurations of the quantum system. The reduced density matrices, describing the equilibrium states, can also be expressed as classical expectation values by means of the con gurations of trajectories considered above.
Let us now discuss a geometric representation of these facts a . A trajectory x(0); x(1); : : : ; x(T) corresponds to a continuous line on per , starting at the point (x(0); 0) and ending at the point (x(T); T). It consists of the vertical bonds (x(t); t); (x(t); t + 1)], for t = 0; :::; T ? 1, and the horizontal bonds (x(t ? 1); t); (x(t); t)] if x(t ? 1) 6 = x(t), i.e., when there is a jump. A con guration 2 T ( ) is represented as the set of the corresponding trajectories. We distinguish the two kinds of particles by placing up-arrows on the trajectories of X 1 (t) and down-arrows on the trajectories of X 2 (t). For a later use, also the horizontal segments of a trajectory get an arrow, which follows the orientation of the trajectory. Each bond never belongs to more than one trajectory of each kind, but can belong to two trajectories with opposite arrows.
For each t = 0; 1; :::; T ? 1, one of the following cases occurs: (1) If x 2 suppX 1 (t)nsuppX 2 (t), a trajectory with up-arrows goes along the vertical bond b = (x; t); (x; t+1)]. We may say that x is occupied by a particle with index = 1 at time t.
(2) If x 2 suppX 2 (t)nsuppX 1 (t), a trajectory with down-arrows goes along b, and x is occupied by a particle with index = 2.
(3) If x 2 suppX 1 (t) \ suppX 2 (t), two trajectories with opposite orientations intersect along b, and x is occupied by two di erent particles.
(4) If x 2 n(suppX 1 (t) suppX 2 (t)), there is no trajectory on b, and x is empty.
We may represent these situations as follows (see Fig. 4 ). In case (1) we draw on the vertical bond b 2 per a continuous segment with an up-arrow, in case (2) we draw a continuous segment with a down-arrow, in case (3) we draw a dashed segment with an up-arrow, and in case (4) we draw a dashed segment with a down-arrow. We complete the representation with some additional horizontal segments. On the horizontal bonds at which a jump takes place we draw a continuous segment, with the same arrow as the trajectory going along this bond, and a dashed segment, with an arrow in the direction of the jump.
We denote by f! 1 ; :::; ! r g, the set of maximally connected components of dashed segments, and by f! 0 1 ; :::; ! 0 s g, the set of maximally connected components of continuous segments. It is not di cult to see that all the components ! and ! 0 are closed selfavoiding paths, and that in each of them all arrows follow a common direction. We shall call these objects oriented circuits.
Notice that all vertical bonds on per have a segment of some circuit and that two circuits of di erent kind (dashed and continuous) always meet along the horizontal segments of the circuits. Some of the circuits may close by winding around the cylinder per . On the other hand there is a one-to-one correspondence between the quantum con gurations and such families of circuits. Moreover, any orientation can be given to any circuit since this leads to a new admissible con guration.
We also remark that the symmetries of the model are easy to see in this circuit representation. For instance, the change of sign of the constant U, which physically means to change the on-site repulsion between particles of di erent kind, into an attraction, is geometrically equivalent to interchange the role between the continuous and the dashed circuits.
A circuit ! is determined by the set of its vertices 0 = (x 0 ; t 0 ); 1 = (x 1 ; t 1 ); :::; l = (x l ; t l )
where l is an even number and 0 = l . Alternatively, we have t i 6 = t i+1 with x i = x i+1 , and t j = t j+1 together with the fact that x j and x j+1 are neibouring points. The number of jumps is equal to the number of horizontal segments and, we de ne the length of a circuit j!j, as the number of its vertical segments. If ! is a dashed circuit we denote by J 1 (!) the set of its horizontal segments whose orientation coincides with the orientation of the continuous segment which lies on the same bond, and by J 2 (!) the set of its horizontal segments for which the corresponding orientations are opposed. We denote by j 1 (!) and j 2 (!) the number of elements in J 1 (!) and in J 2 (!), respectively. Assume, now, that the half lled band condition holds. That is, consider the canonical formalism with xed total number of particles N = j j. In this case, for any quantum con guration and at any t 2 0; T], the total numbers of vertical dashed segments with down arrows and with up arrows, coincide. Recall that the term v(X(t)) is equal to the total number of vertical dashed segments with up arrows, that the con guration have between t and t + 1, multiplied by 2U. Then, the contribution of a given circuit con guration to the operator exp(?H) is
where the product is over all oriented dashed circuits of this con guration, and
The symbol T means that the product is chronologically ordered. That is, it is assumed that the time variable implicit in the indicates that, in product giving exp(?H), the operator factors, coming from the A(!), have to be ordered from right to left according to the sequence of increasing times. It can be observed that the weight of the dashed circuits decreases exponentially with U (this is better seen once the limit T ! 1 has been performed) and with their length. This means that, under the half lled condition, the dashed circuits have small probability for large U. On the other side, if we specify the con guration of the dashed circuits, then, the con guration of the continuous circuits, which can be associated to this con guration of dashed circuits, is geometrically determined, only the orientation of each continuous circuit has to be given. This means that we have 2 M possible con gurations, where M is the number of di erent continuous circuits (without orientations) that appear in the con guration. However, this number M (i. e., the number of maximally connected components in the set of continuous unit segments) is a rather complicated function of the con guration of dashed circuits. Another di culty comes from the sign of the Boltzmann factor associated to this con guration. In the particular case in which the hopping coe cient k 1 equals 0, which corresponds to the Falicov-Kimball model, the situation is much more simple. In this case all the horizontal segments of a dashed circuit belong to the set J 2 (!), and the set J 1 (!) is empty. A con guration of dashed circuits is possible (i. e., gives a non zero contribu- where the second sum runs over all compatible families of oriented dashed circuits, f! 1 ; :::; ! r g, which, moreover, are compatible with the con guration s 2 Q( ). The factor (! q ) associated to each oriented dashed circuit is +1 or ?1. It has the value of hX 1 (0)jX 1 (T)i, where X 1 (0) and X 1 (T) are the initial and nal classical con gurations in C( ), associated with the quantum con guration in T ( ) which contains only the oriented dashed circuit ! q . The proof that the sign of each term, in the sum which de nes the partition function, is the product of the signs (! q ), attached to each circuit follows in a natural way from the de nitions. These observations, for the case k 1 = 0, led us to the analysis developed in Section 2.
Appendix 2
In this Appendix we give a more detailed description of the cluster expansion considered in Section 2. We follow, as mentioned, the formalism of Ref. 8 . For simplicity in the exposition we take e = U. 
Appendix 3
In this Appendix we study the ground states of the approximate hamiltonian G (3) , giving the e ective energy at the order U ?3 . Besides the two chess board con gurations S cb , and the con guration S + , with s(x) = 1 (for all x 2 ), three other kinds of periodic con gurations, S 1 , S 2 and S 3 , with densities n = 2=3, 3=4 and 4=5, were introduced in Ref. 5 , for the dimension d = 2. They are represented in Fig. 3 respectively, the con gurations of S 1 , S 2 and S 3 , with densities n = 2=3, 3=4 and 4=5, are the only periodic ground con gurations. For h > h 4 , the only periodic ground con guration is S + , with s(x) = 1 for all x 2 , and density n = 1. For the opposite negative values of h, the associated periodic ground state con gurations (obtained by changing s(x) into ?s(x)) have densities n = 1=3, 1=4, 1=5 and 0. For h = h`, with`= 1; 2; 3; 4 (the values which separate the above intervals), the number of ground con gurations is in nite.
We write G (3) as a sum of a four body potential P , where the P = fx; y; z; wg are, as before, the sets of the four sites of a unit square, and a ve body potential B , where B = fx 0 ; x; y; z; wg are the sets, associated to a lattice site x 0 and build up with x 0 and its four adjacent sites. We introduce the variable = U 3 In order to simplify the notations we take k = 1. We shall consider, on the bonds P, the following con gurations by a symmetry of the lattice, are characterized by the condition that on each pair of adjacent sites the con guration ( ) is forbiden. Since the later con gurations would increase the energy by terms of order U ?1 , they do not appear in the ground states for U su ciently large.
It will be shown that, according to the values of h being considered, some of these con gurations (and those related to them by symmetry), are the con gurations, on P and B, for which a strict minimum of the interaction potentials P and B is attained. We call them the good bond con gurations associated to the considered value of h. Any other con guration on P or B (to be called a wrong bond con guration) increases the energy by a positive quantity. This implies that the ground state is made only with good bond con gurations, and determines the structure of the periodic ground con gurations.
We write e`= P ( s`); `= B ( s 0`) Since 16 + c = u = 36, we have that e 2 < e 3 , if > ?3, and that e 2 < e 1 , if < ?1. Thus, for ?3 < < ?1, S 2 are the only ground state con gurations.
Finally, let c = 52 (and r = 0). Then, e 1 = e 2 = 21 < e 3 = 37. On the other hand, we have 6 < 2 = 4 = 5 < 3 , provided that 4 ? 1 3 u < ?2 ? 1 6 u. That is, for u > 36, or, equivalently (since c = 52), for > ?1. Furthermore, 2 < 1 for u < 48, that is, for < ? 1 4 . Therefore, for ?1 < < ? 1 4 , S 3 are the only ground state con gurations. Next, we rely on the results of Ref. 5 , where it has been proved that for ? 5 8 < < 1 4 , S 3 are the only ground state con gurations, and that for > 1 4 , S + is the only ground state con guration. The later statement determines the region associated to S + , the former, together with the previous result, allows us to assert that for ?1 < < 1 4 , S 3 are the only ground state con gurations. The last statement in the Proposition follows from the fact that, at the values h = h`, there is a larger number of good bond con gurations. The Proposition is proved. The properties of the e ective interaction used in the above proof show that the hamiltonian G (3) 
