We present an extension of our GPGCD method, proposed by the present author ([5], [6] ), an iterative method for calculating approximate greatest common divisor (GCD) of univariate polynomials, to multiple polynomial inputs. For a given tuple of polynomials and a degree, our algorithm finds a tuple of polynomials which has a GCD of the given degree and whose coefficients are perturbed from those in the original inputs, making the perturbations as small as possible, along with the GCD. The problem of approximate GCD is transferred to a constrained minimization problem, then solved with the so-called modified Newton method [4] , which is a generalization of the gradient-projection method [2] , by searching the solution iteratively. While our previous methods accept a pair of two polynomials with the real or the complex coefficients as inputs and outputs, respectively, here we extend it to handle more than two polynomial inputs with the real coefficients.
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Let P 1 (x), . . . , P n (x) be real univariate polynomials of degree d 1 , . . . , d n , respectively, given as
We permit P i and P j be relatively prime for any i = j in general. For a given integer d satisfying min{d 1 
, where ∆P i (x) is a real polynomial whose degrees do not exceed d i , respectively, H(x) is a polynomial of degree d, andP i (x) andP j (x) are pairwise relatively prime for any i = j. In this situation, H(x) is an approximate GCD of P 1 (x), . . . , P n (x). For a given d, we try to minimize
2 , the norm of the deformations. For a real univariate polynomial P (x) represented as
and let p be the coefficient vector of P (x) defined as p = (p n , . . . , p 0 ).
For a generalized Sylvester matrix, we use a formulation by Rupprecht [3, Sect. 3] such that the k-th subresultant matrix (with min{d 1 , . . . , d n } > k ≥ 0) for P 1 , . . . , P n is defined as
Calculation of GCD is based on the following fact. 
for i = 2, . . . , n. In such a case, if U i and U j are pairwise relatively prime for any i = j, then H =P
Un becomes the expected GCD. Therefore, for given polynomials P 1 , . . . , P n and a degree d, our problem is to find perturbations ∆P 1 , . . . , ∆P n along with cofactors U 1 , . . . , U n satisfying (1) with making ∆P 1 (x) 
we express the objective function and the constraint as follows. For the objective function, ∆P 1 (x)
For the constraint, by putting
. . , u n ) = 0, which has been derived from (1) , where u i is the coefficient vector of U i (x), along with U 1 2 2 + · · · + U n 2 2 = 1, we have
Note that, in (4), we have total ofd
equations in the coefficients of polynomials in (2) as a constraint, with the j-th row of which is expressed as g j = 0. Now, we substitute the variables (p (3) and (4) become as
respectively, whered in (6) is defined as in the above. Therefore, the problem of finding an approximate GCD can be formulated as a constrained minimization problem of finding a minimizer of the objective function f (x) in (5), subject to g(x) = 0 in (6). The detail of the algorithm and the result of experiments comparing the GPGCD method with the method based on the Structured Total Least Norm (STLN) [1] are presented in the author's forthcoming paper [7] .
