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ABSTRACT 
 
This dissertation focuses on experimental studies of thermal transport between solid and 
liquid, especially between Pt(or CFx)-coated Si and water droplet, using an ultrafast pump-probe 
method, time-domain thermoreflectance (TDTR), combined with two-photon absorption (TPA) 
thermometry.  I developed the technique to measure both i) the heat transfer (the amount of 
thermal energy transferred from hot surface to the water droplet) and ii) the residence time using 
the same apparatus when water droplet was in contact with a hot Si surface.  
I achieved a sub-msec time resolution for simultaneous measurements of the near-surface 
temperature (using TPA) and the effective thermal conductance (using TDTR) of the solid-liquid 
interface.  I studied the droplet impact on both hydrophilic (Pt-coated Si) and hydrophobic (CFx-
coated Si) surfaces.  For the smooth hydrophilic surfaces, the amount of thermal energy 
transferred decreased beyond 150 
o
C due to droplet shattering while the residence time 
monotonically decreased as temperature increased.  The heat flux calculated from the heat 
transfer and the residence time approached ~500 W cm
-2
 at 210 
o
C, which was comparable or 
exceeded the reported values of the critical heat flux in typical water boiling experiment.  
However, it only existed for a short time, on the order of 10 msec. 
For the patterned hydrophobic surface, I also studied the heat transfer and the kinetics of 
liquid-to-vapor phase transformation when the water droplet bounced off the hot surface.  I 
found that the residence time from TDTR measurements was up to 40 times shorter than that 
from high-speed camera imaging; the trapped vapor at the ridge quickly moved to the center of 
the pattern.  I also found that the contribution to heat transfer by evaporation was non-negligible 
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at T>130 
o
C while the contribution to heat transfer by conduction decreased with temperature 
due to the short residence time. 
In addition, I extended the pump-probe system to the measurement of true contact area.  I 
studied adhesion between Pt-coated Si and PDMS with pyramids array according to humidity; 
the humidity affects the capillary portion between Si and PDMS.  Assuming that the contact area 
between surfaces was proportional to the effective thermal conductance of PDMS, I measured 
the effective thermal conductance with varying the distance between surfaces at dry (<2% RH) 
and humid (>50%) environments; the difference between two conditions was reported without 
further quantitative analysis.  
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CHAPTER 1                                                                         
INTRODUCTION 
 
1.1 Motivation 
The impingement of droplets on solid surfaces has received a considerable attention 
throughout the decades, especially in the aspect of engineering applications: electronics cooling 
[1], quenching [2], and thermal management for high heat flux equipment [3].  However, many 
studies have been focused on the droplet dynamics rather than the heat transfer between solid 
and liquid droplet.  And fundamental processes governing heat transfer between liquid droplet 
and hot surface is still not well understood either; complex droplet behavior even makes the 
accurate measurement of heat transfer difficult. 
The motivation of this dissertation is to improve the research on the interactions between 
liquid droplet(s) and hot surfaces by developing a new experimental tool for simultaneous 
measurements of i) the heat transfer (the amount of thermal energy transferred from hot surface 
to the water droplet) and ii) the residence time, while the impinged droplet is in contact with the 
hot surface.  I use a modulated pump-probe optical technique, time-domain thermoreflectance 
(TDTR), to measure the residence time with a time resolution of <1 msec.  In addition, with the 
same apparatus, I use the temperature dependence of two-photon absorption for the noncontact 
thermometry with micron-scale lateral spatial resolution and fast time resolution, and 
characterize the cooling produced by the same droplet impacts. The time resolution of the 
thermometry is also <1 msec. 
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The aim behind this study is to attempt to estimate the contribution of bouncing droplet in 
the removal of heat from the hot surface, by the measurement of the heat extracted by the single, 
non-wetting droplet.  The water droplet can bounce off the (super-)hydrophobic surface because 
the vapor layer exists beneath the water droplet.  I investigated the rapid formation of vapor layer 
and heat transfer at 110<T<210 
o
C when water droplet bounced off the surface.  Studying droplet 
dynamics, heat transfer, and the kinetics of liquid-to-vapor phase transformation at the micro-
scale through novel non-invasive tools will guide the enhancement of heat transfer through 
modifications of surface topography and surface chemistry. 
In the present dissertation, I describe the experimental techniques developed for this 
purpose and present the results of measurements.  This dissertation is organized as follows.  
Background on conventional techniques to measure the temperature of the hot surface and 
residence time when the impinged water droplet is in contact with the surface, is described in the 
rest of Chapter 1.  Chapter 2 introduces the main techniques I have used including how to 
measure the temperature of Si using TPA and how to measure the residence time using TDTR.  
Chapter 3 describes a study of the multiple droplets impinging on hot hydrophilic surface.  
Chapter 4 reports a study of the single droplet on hot hydrophobic surface.  Chapter 5 presents a 
study of the adhesion between PDMS and Pt-coated Si surface using pump-probe apparatus.  
Finally, Chapter 6 presents my conclusions. 
 
1.2 Conventional techniques to measure the temperature of the hot surface 
When liquid droplets impinge on a hot surface, the amount of energy transferred can be 
measured by monitoring the temperature.  Recorded temperature according to time can be simply 
converted to so-called boiling curve, i.e. heat flux as a function of temperature assuming that the 
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sample behaves as a lumped mass.  In previous studies [4,5], the temperature was measured 
using a thermocouple mounted on the back of the sample.  The thermocouple was located several 
millimeters away from the surface where the droplet hit, which limited the time resolution of this 
type of thermometry due to the lateral heat diffusion time in the sample; the time resolution of 
the thermometry was also affected by the thermal time constant of the thermocouple itself.   
Another method introduced by Klassen et al. [6] was the infrared thermography which 
was non-intrusive.  However, the water droplet substantially absorbed infrared and only the 
temperature along the contact line between the water and surface could be monitored.  The 
temperature beneath the water droplet can be measured by infrared thermography when the 
sample is transparent in the infrared spectral band.  Tarozzi et al. [7] directly measured the 
transient contact temperature between impinging droplets and hot solid surfaces slightly above 
the boiling point.  Droplet impingement at temperatures above the Leidenfrost temperature as 
well as in the evaporation regime was investigated using infrared thermometry.  In the past year, 
Chatzikyriakou et al.
 
[8] reported measurements of the temperature change of the sample when 
droplets bounced from a high temperature (~400
o
C) surface; the spatial and temporal resolutions 
were 100 µm and 4 msec respectively. 
Chen et al. [9] used a 5 mW HeNe laser and a silicone photodiode to monitor the real-
time reflectivity of the interface between liquid and substrate.  Thermoreflectance was used to 
monitor changes in the liquid (water and glycerol) and substrate (glass) refractive indices at the 
interface; the temperature variation can be determined from the change in the refractive indices 
at interface.  Substrate remained at room temperature and the liquid was heated up to ~65 
o
C, 
which was lower than the boiling point of liquid.   They achieved a temporal resolution of 8.8 
msec and spatial resolution of 180 µm.  However, a measurement uncertainty of the technique 
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was about 5 K with water and about 0.5 K with glycerol because the resolution of this technique 
depended most strongly on the rate of change of the refractive index with temperature.  
Afterwards, using the same technique (thermoreflectance), the impact and evaporation of 
isopropanol drops were experimentally investigated by Bhardwaj et al. [10].  Unlike Chen et al. 
[9], they heated up the substrate, but still below the boiling point of isopropanol.  The time and 
space resolutions were improved to 100 µsec and 20 µm. 
Paik et al. [11] used a gold micro-heater element which served as both temperature 
sensor and heater.  The temperature of the gold heater could be calculated from the resistance 
measured.  They investigated the slow (>100 sec) temporal evolution of water droplet during 
evaporation below the boiling point and found two temperature drops: a maximum drop at the 
moment of droplet impact and another drop when the water droplet evaporated by the difference 
in local surface tension.   
Furthermore, there was an attempt to measure the temperature of falling droplets [12] 
rather than the interface between solid and liquid.  The droplets were doped with small 
concentrations of a natural ﬂuorescence dye.  A surfactant was also added to improve the 
ﬂuorescence emission.  The ratio of its two band emission intensities at two different wavelength 
range, excimer and monomer, was used to determine the temperature. 
 
1.3 Conventional techniques to measure the residence time during the droplet impingement 
At high temperatures above Leidenfrost temperature, the vapor layer rapidly forms and 
thermally insulates the liquid from the hot solid surface when the water droplet impinges on a hot 
surface [13-15].  The duration of intimate contact between the liquid drop and solid surface, 
which is called “residence time”, is a critical parameter, but is hard to measure from experiment.  
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In most prior works [14,16,17], the residence time of the droplet was measured using a video 
camera synchronized with stroboscopic lighting.  Using high speed photography (frame rate>10
4
 
Hz), residence time of bouncing droplets was investigated when a droplet hit a super-
hydrophobic solid [18] and it was found that the residence time depended on not the impact 
velocity but the droplet diameter.  However, the spatial resolution of the high-speed photography 
is limited by the imaging system: lens, illuminating light and the resolution of the detector.  
Moreover, some portions of the liquid-solid interface can be seen as blocked by other portions of 
the liquid because the captured images are two-dimensional. 
Makino et al. [19] used the electric probe method to measure the voltage variations of an 
electric probe which was held about 0.1 mm above the heated surface.  When a droplet bridged 
the gap between the surface and the probe, a closed circuit was formed and voltage in the 
external resistance changed.  The residence time was acquired from the time interval of these 
changes.  They derived an empirical relationship for the residence time using many different 
conditions: drop size, surface temperature, and sample. 
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CHAPTER 2                                                              
EXPERIMENTAL 
 
Parts of this chapter were published in J. Heat Transfer 134, 101503 (2012) by Ji Yong 
Park, Chang-Ki Min, Steve Granick, and David G. Cahill. 
 
2.1 Metal transducers for TDTR at 1550 nm 
Choosing an optical transducer is crucial in the design of a TDTR experiment.  Many 
experiments for TDTR have been conducted with the combination of Al and Ti:sapphire laser 
(λ~800 nm) [1,2].  However, in the present experiment, 1550 nm wavelength (Er:fiber laser) was 
used instead.  Therefore, it is crucial to find a proper metal transducer for TDTR experiment at 
1550 nm wavelength.  Among many physical and chemical properties of the transducer, optical 
absorbance (1-R) and the temperature dependence of the reflectivity (dR/dT) are two important 
parameters; the strength of the TDTR signal is proportional to the product of the optical 
absorbance of the metal and the thermoreflectance.  In previous study [3], the temperature 
dependence of the optical reflectivity of 17 metallic elements was measured.  And it was 
reported that 1-R and dR/dT were ~0.35 and ~4x10
-5
 respectively for Ti element; Ti was not a 
thin film but a bulk material (see Figure 2.1.)   
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Figure 2.1 Absolute value of thermoreflectance (dR/dT) of 17 high-purity bulk metals and 2 thin 
films at 1.55 µm wavelength [3].  dR/dT of each element is plotted along with its optical 
absorbance (1-R).  
 
2.2 Sample configuration 
Sample was prepared as illustrated in Figure 2.2.  190 nm thick film of TiO2 was 
deposited by e-beam evaporation on 1 mm thick double-side polished Si wafer; TiO2 layer 
served as an antireflection optical coating at 1550 nm and enhanced the transmission from 50% 
to ~70%.  And 100 nm thick film of TiO2 was also deposited using the e-beam evaporation on 
the opposite side of Si wafer; TiO2 layer acted as a thermal insulating layer for the adjacent Ti 
layer.  100 nm Ti for thermal transducer was then deposited on the thermal insulating TiO2 films  
 
Figure 2.2 Sample configuration. 
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by sputtering.  Finally, 10nm Pt layer was deposited on the top of Ti film; Pt layer was used to 
prevent the sample from reacting chemically with hot water droplets and to suppress the 
formation of oxides.  For hydrophobic surface, CFx layer was deposited on the top of Ti film 
instead of Pt layer.   
The thickness of each film can be determined using several techniques: ellipsometry, x-
ray reflectivity, and acoustic echo.  The thickness (h) of the Ti film is calculated based on the 
travel time for round-trip (ta) of acoustic echoes from the Ti/TiO2 interface, and the bulk 
longitudinal speed of sound (v):   
2
aTi
Ti
tv
h


,             
( 2.1 ) 
where vTi = 6.07 nm ps
-1
 [4].  Actually, the thickness of the Ti film was measured before Pt or 
CFx deposition with Ti:sapphire laser in the laser facility in Materials Research Laboratory.  Ti  
 
 
Figure 2.3 Picosecond acoustics measurements for Ti film deposited on TiO2/Si substrate. 
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layer thickness was estimated to be 100 nm using Equation 2.1.  In Figure 2.3, the y-intercept 
when t = 0 (where the pump and probe beams coincide) was not shown but it was supposed to be 
the half point between the minimum and the maximum of the peak. 
 
2.3 Time domain thermoreflectance (TDTR) 
To measure the heat transfer and the resident time, an optical pump-probe apparatus was 
used.  The system used in the present experiment was similar to the design described previously 
[5,6] (see Figure 2.4(a) and (b)).  Major difference in the current system was to use an Er:fiber 
laser operating at a wavelength of 1.55 m because intrinsic Si is opaque to 800 nm wavelength 
light generated by a Ti:sapphire laser but is transparent to 1.55 m wavelength [7].  The Er:fiber 
laser produced 100 fs duration optical pulses at a 100 MHz rate and 120 mW of average power.  
The laser output was split into a pump beam and a probe beam using polarizing beam splitter 
(PBS).  The pump and probe beams were separated spatially and cross-polarized; the probe beam 
(p-polarization) was transmitted and the pump beam (s-polarization) was reflected.  The pump 
beam was modulated at 12 MHz by an electro-optic modulator.  The pump and probe beams 
were focused on the Ti film transducer from the back side of the Si sample using a 10× near-
infrared microscope objective; the 1/e
2
 radii of the pump and probe beams were ≈12 μm.  The 
probe beam reflected from the Ti film, was re-collimated by the microscope objective and 
focused on an InGaAs photo-detector by a 300 mm lens.  The iris diaphragm was placed in front 
of the photo-detector to suppress the diffuse scattering.  Ideally, the reflected pump scattering 
from sample could not penetrate through the PBS behind the objective lens.  However, the 
significant amount of pump beam leaked due to the finite extinction ratio (~1000:1) of the PBS.  
To block the leaking pump beam, one-laser/two-color approach could be used [8].  However, the  
11 
 
 
 
 
 
 
Figure 2.4 (a) Optical layout of the pump-probe system.  Thickness of the pump and probe 
beams approximately scaled the beam power. (b) Picture of pump-probe system.  (c) Schematic 
of the sample region.  Pump and probe beams were irradiated from the opposite side of water 
droplet due to the hindrance.  Sample was attached to Al block which was connected to heater to 
vary the static temperature of sample. 
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two-tint approach could not be applied to the current system due to the small power of Er:fiber 
laser (~120 mW).  Small changes in the intensity of the probe beam that were created by the 
pump were enhanced by a preamplifier with a voltage gain of 5 and measured using an rf lock-in 
amplifier.  
I also put 500 mm lens in front of the laser output as shown in Figure 2.4(a) to collimate 
the beam because the laser beam spreads transversely as it propagates.  To find the proper 
location of the 500 mm lens, I calculated the beam waist location.  The beam waist is defined as 
the point where the beam wave front is last flat while it is spherical at other locations; the beam 
waist is roughly located at the output mirror.  The spot size (w) can be represented in terms of the 
spot size at the beam waist to the transverse plane (wo) [9]: 

















2
2
0
2
0
2 1)(
w
z
wzw


,           
( 2.2 ) 
where λ is the laser wavelength and z is the position.  To find out the exact position of the beam 
waist, I measured the beam radius using knife edge method [10,11] at two different positions: 
beam radius was 2.4 mm at z1=25 cm away and 3.6 mm at z2=65 cm away from the laser port.  
Adding distance between beam waist and laser port (d) to two different positions (z1,z2) would 
result proper z.  Plugging proper parameters (z1, z2, w1, w2) into Equation 2.2, wo and d were 
acquired.  Using wo and d, I could properly place the lens to collimate the laser beam. 
Here, I used 12 MHz as a modulation frequency instead of 9.8 MHz; we have used 9.8 MHz for 
Ti:sapphire laser with 80 MHz repetition rate in the laser facility in Materials Research 
Laboratory.  9.8 MHz modulation frequency was chosen to minimize the real part of the changes 
in the optical reflectivity at negative delay times [6].  Instead, I measured 
22~ outin VVR  to find 
out the proper modulation frequency and quality factor, Q in two cases: with both resonance  
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Figure 2.5 (a) Gaussian spherical beam propagating in the z-direction.  Light wave spreads 
transversely as they propagate. (b) Parameters used for the calculation of proper lens position are 
defined.  d is the distance from beam waist to the laser output port. 
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band-pass filter and 30 MHz low-pass filter (Rband+LPF) and with 30 MHz low-pass filter only 
(RLPF).  12 MHz was chosen where R was maximum and the dip was avoided.  The ratio of two 
values (Rband+LPF/RLPF) would be Q factor, which was ~4 in the system (see Figure 2.6). 
As shown in Figure 2.4(c), the sample was attached into the aluminum block which acted 
as a heater.  And a circular hole was drilled in the center of the aluminum plate so that laser 
could be irradiated from the opposite side of the water droplets.  Unlike conventional TDTR we 
have used, 45 degree mirror was installed in front of the objective lens which faced upward, so 
 
 
Figure 2.6 
22~ outin VVR   measured with the combination of resonance filter and low pass filter 
and with only 30 MHz low pass filter (LPF).  Quality factor, Q was decided to be 4(=13.6/3.4). 
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that the beam could be reflected up and be focused in the same direction.  This arrangement 
allowed the sample to sit horizontally and neglected the gravity effect of water droplets. 
In the previous TDTR system, the dark-filed microscope images were facilitated to focus 
the sample position and align the pump and probe beams.  However, in the present experiment, I 
adjusted the sample position and the pump beam simultaneously for focus and alignment without 
using CCD camera; the TDTR signal showed maximum value when the pump and probe beams 
overlapped and focused on the sample.  After both pump and probe beams were focused on the 
sample from the opposite side of water droplets, the water droplet would be aligned to the laser 
beams.  For an initial alignment, the sample was removed and the 0.5 mm diameter pin-hole was 
used.  Adjusting the position of pin-hole allowed both beams to pass through the pin-hole.  Then, 
the water droplet generator was slightly moved; water stream would be deviated if it was 
interrupted by the pin-hole.  For the better alignment, the sample is placed again and the TDTR 
signal was maximized by changing the position of sample.  Then, the water droplet was 
impinged on the sample.  When the water droplet properly aligned with the laser beam, the 
TDTR signal increased. 
 
2.4 Two photon absorption (TPA) 
The transient absorption of Si near zero delay time (at the spot where the pump and probe 
beams overlap within the Si substrate), which arises from TPA, displays temperature dependence 
and therefore enables non-contact, fast, and spatially-resolved thermometer with a temperature 
calibration.  The two-photon energy at 1.55 µm wavelength, 1.6 eV, is greater than the indirect 
band gap energy but less than the direct band gap energy of Si.  Therefore, two-photon 
absorption requires the participation of a phonon and the cross-section for two-photon absorption 
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increases with increasing temperature and phonon population [12] (Figure 2.7).  To calibrate this 
response, I measured the zero delay time t=0 signal (TPA signal) as a function of temperature at 
six different temperatures (110, 130, 150, 170, 190 and 210 °C) and fitted these data to the 
function  ln ( , 0)inT V T t    where T is the absolute temperature, α and β are fitting 
parameters, and Vin(T,t=0) is in-phase signal at temperature T and t=0 ps delay time; the 
temperature of the Si sample was measured by the calibrated 100-ohm Pt resistor that was 
attached to the Si sample using silver paste.  This functional form showed a good approximation 
to a more rigorous description of the dependence of two-photon absorption in Si on the 
occupations of various phonon modes.  The discrepancies between measured values and fits 
based on this function form were less than 2%; the r-squared values for each experimental set 
were >0.97 (see Figure 2.8).  R-squared value is calculated from the total sum of squares 
(proportional to the sample variance) and the sum of squares of residuals: 




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i
i
i
ii
yy
fy
R
2
2
2
)(
)(
1
,
              ( 2.3 ) 
where yi, fi, ӯ are the observed values, the modeled values, and the mean of the observed data 
respectively.  Raw data (Vin) near zero delay time at two different temperatures (25 
o
C and 200 
o
C) were also plotted for comparison in Figure 2.9 to show the temperature dependence of TPA 
signal. 
 
2.5 Conversion of temperature into energy 
The experiments proceeded by first heating the sample to the desired temperature in the 
range 110 < T < 210°C.  The local temperature adjacent to the sample surface—i.e., the volume 
of overlap of the pump and probe beams within the Si substrate—was measured by setting the 
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pump-probe delay time to t=0 and by recording the changes in the strength of the two-photon 
absorption as a function of time.  The time-constant of the output channel of the r.f. lock-in was 
set to 1 msec and the in-phase signals (Vin) were recorded at 1 kHz rate by an analog-to-digital 
converter that was synchronized to the trigger of the droplet generator.  To improve the signal-to- 
 
Figure 2.7 Energy band diagram for Silicon [12].  Silicon has direct band gap energy of 3.2 eV 
and indirect band gap energy of 1.1 eV.  Two photon energy at 1.55 µm wavelength (1.6 eV) lies 
between indirect band gap energy and direct band gap energy of Si.  Electrons can undergo 
indirect transition with the creation or annihilation of phonons. 
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Figure 2.8 Temperatures as a function of the in-phase signal at t=0 ps delay time.  The data 
points are fitted well into the empirical equation  ln ( , 0)inT V T t   . 
 
 
Figure 2.9 Vin according to delay time t at two different temperatures: 25 
o
C and 200 
o
C.  Vin 
arising from two-photon absorption at t=0 ps delay time showed temperature dependence. 
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noise, I averaged the signal over 64 events.   Data for the evolution of Vin at t=0 were easily 
converted to data for the evolution of temperature using the calibration equation:
 
 ln ( , 0)inT V T t   .  The results of this procedure for a water volume of 0.19 mm
3
 at 
sample temperatures of 130 
o
C and 210 
o
C were shown in Figure 2.10. 
The time evolution of the temperature excursions, (see Figure 2.10 (c) and (d)), provided 
insights about how the water droplets cooled the sample.  However, instead of using the details 
of these curves, I extracted the total thermal energy transferred (E) during the cooling process.  
The total energy is the integral of the unknown function P(t) that describes the rate of thermal 
energy transfer,  
0
( )E P t dt

  .                                                         ( 2.4 )                                                                            
If P(t) were known, I could also calculate the temperature evolution from the convolution 
of a Green’s function g(t) with P(t). 
0
( ) ( ) ( )T t g t P d  

   .                                        ( 2.5 ) 
The Green’s function describes the temperature response to a delta function of heat.  
Integrating both sides of Equation 2.5 over time, I wrote 
0 0 0
( ) ( ) ( )T t dt g t dt P t dt
  
    .                                             ( 2.6 ) 
Combining this result with Equation 2.4 and defining ( )g t dt   gives 
1
0
( )E T t dt

   .                                                      ( 2.7 ) 
The energy transferred E can be easily derived from the integral of the temperature 
evolution as long as  is known.   
20 
 
 
 
 
Figure 2.10 Vin at t=0 ps delay time according to the time at (a) T=130 
o
C and (b) T=210 
o
C and 
the converted temperature according to the time at (c) T=130 
o
C and (d) T=210 
o
C. 
 
I calculated the Green’s function g(t) from the same thermal model [6] that we have used 
to analyze time-domain thermoreflectance experiments.  The inputs to this model were the 
thermal conductivity, heat capacity, and thickness of each layer in the sample and the spatial 
extent of the heat source (w0) and the spatial extent of the temperature measurement (w1).  Since 
the radius of the probe beam (w1) was much smaller than the diameter of the water droplet (w0), 
the spatial extent of the temperature measurement was unimportant.  In the thermal model we 
have used, we assumed that w0=w1 in Equation 9 in Ref. 6 and used 1/e
2
 radius for pump or 
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probe beam for the calculation.  However, I used 
0
2
1
w  for input parameters because w0>>w1.  
Because the model assumed a fixed radius and Gaussian-shaped heat source, I approximated this 
single value by an average over the evolving size of the water droplet.  At relatively low 
temperatures where the water droplet did not boil violently, I could use data of the type shown in 
Figure 2.11(b) to calculate an average radius r of the water drop weighted by the instantaneous 
power P. 
02
3
2
4
3
r
drr
drr
r
dt
dr
r
dt
dV
P
dtP
dtrP
r







,                                                                              ( 2.8 ) 
where r0 is the initial radius of the water drop.  The Green’s function depends on r and also on 
temperature through the temperature dependence of the thermal conductivity and heat capacity of 
Si.  When Green’s function was calculated, all I need to do in the calculation were to rescale the 
thermal conductivities by the factor by which I would like to rescale the time-scale; the only 
place where the units of time appeared was in the thermal conductivity.  So, for example, if I 
wanted the calculation to extend from 0 to 0.4 seconds instead of 0 to 4 nsec, all thermal 
conductivities in the thermal model were multiplied by 10
8
 and the time values were also 
multiplied by a factor of 10
8
 after the calculation.  To remove the artifact from the calculation 
over the huge range of time scales involved, I calculated over two time scales and then knitted 
the data together before doing the integral.  For example, I did a calculation from 0 to 0.04 
seconds and then another calculation from 0 to 4 seconds.  The first calculation gave the short 
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time behavior and the second calculation gave the long time behavior.  Then I integrated the both 
results for integral of g(t).  Example of g(t) was shown in Figure 2.12. 
 
2.6 Conversion of TDTR signal into residence time 
Examples of TDTR data acquired as a function of delay time for a bare and water 
covered surface (Pt/Ti/TiO2/Si/TiO2) were shown in Figure 2.13.  At intermediate delay time, -
Vin/Vout is proportional to the thermal effusivity of the adjacent layers of Ti film.  Because the 
thermal effusivity of air is much smaller than that of water or sample, -Vin/Vout is mainly affected 
by the sample when water is not in contact with the sample.  On the contrary, when water has a 
contact with the surface, -Vin/Vout shows an increment originated from water layer.  Therefore, 
TDTR signal with water covered surface has a large value than that with bare surface.  
I used the TDTR signal acquired at a delay time of t≈0.5 nsec to measure the thermal 
conductance of the layer of water that lay within the thermal penetration depth of the Pt surface, 
/ ( )L D f , where D is the thermal diffusivity and f is the modulation frequency of the 
pump beam.  For liquid water and f=12 MHz, L~60 nm.  This type of thermal conductance 
measurement is highly sensitive to the presence of liquid water.  As soon as a low density vapor 
layer appears, the thermal conductance -Vin/Vout turns nearly constant; I do not attempt to resolve 
the small contribution of the interface between Pt and liquid-water to the overall thermal 
conductance [13,14].  In other words, -Vin/Vout has two distinct values: one for water and the 
other for vapor (independent of the vapor layer thickness.).  These calculations are based on the 
assumption that the thermal conductivity of the vapor layer is proportional to the mean free path 
in the vapor layer.  And the mean free path in the vapor layer is defined in Equation 2.9. 
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Figure 2.11 (a) Captured high speed camera image at t=200 and 2000 ms at T=110 
o
C with 1.0 
mm
3
 volume of water and (b) time evolution of drop diameter change for two different volumes: 
0.19 mm
3
 and 1.0 mm
3
. 
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Figure 2.12 Example of calculation of Green’s function coefficient using the input parameters: 
thermal conductivity, heat capacity, and thickness of each layer in the sample and the spatial 
extent of the pump beam (water diameter) at 130 
o
C with 0.19 mm
3
 water volume. 
 
 
Figure 2.13 TDTR data of Pt-coated sample (Pt/Ti/TiO2/Si/TiO2) acquired at large delay times, 
0.1 < t < 3 ns.  -Vin/Vout at t=0.5 ns (marked by an arrow) is used to measure the effective thermal 
conductance of the Pt/water interface. 
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layerbulklayer tll
111

,
            ( 2.9 ) 
where llayer, lbulk, tlayer are mean free path in the vapor layer, mean free path in bulk vapor and the 
thickness of vapor layer respectively.  Using the thermal model, -Vin/Vout was acquired as a 
function of the vapor layer thickness.  The parameters used for this calculation were shown in 
Table 2.1. 
To investigate the residence time of water droplets, the TDTR signal at t=500 ps was 
measured as a function of time with a time resolution of 1 msec and 1 kHz rate of data 
acquisition.  The measurements of the TDTR signal were synchronized to the trigger of the 
micro-dispenser.  For each sample temperature and dispensed water volume, the experiment was 
repeated for 5 sets of 64 repetitions to improve the signal-to-noise and provide a measurement of 
the variations in the data. 
The thickness, thermal conductivity and heat capacity of each layer were needed to 
accurately model the time-domain thermoreflectance data that I used to extract the thermal 
conductance of the sample/water interface.  The thickness of the Ti film was measured using 
picosecond acoustics and a longitudinal speed of sound vl = 6.07 nm ps
-1
. The thermal 
conductivity of the Ti film was estimated from the measurements of the in-plane electrical 
conductivity using the Wiedemann-Franz law [15]; ΛTi=12 W m
-1
 K
-1, ≈60% of the bulk 
conductivity value.  I measured the thermal conductivity of the TiO2 layer by time domain 
thermoreflectance (TDTR): ΛTiO2 ≈ 1.0 W m
-1
 K
-1
 [16,17].  The TiO2 layer was needed to 
improve the sensitivity of the TDTR measurements of effective thermal conductance but the 
thermal resistance of the TiO2 layer had essentially no effect on heat transfer on msec time scales.  
The thermal diffusion time across the TiO2 film was ~10 nsec and the temperature drop across 
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Figure 2.14 -Vin/Vout vs. vapor layer thickness at various modulation frequencies.  As soon as the 
nanometer thick of vapor layer forms under the liquid water layer, -Vin/Vout turns to be constant.  
 
 
Table 2.1 Parameters used for the calculation of the ratio change according to the vapor layer 
thickness. 
 Λ (W cm
-1
 K
-1
) Cp (J cm
-3
 K
-1
) t (cm) 
water at 100 
o
C 6.7897e-3 4.0410e+0 1.0000e-1 
vapor at 100 
o
C Variable 1.2250e-3 
1.0000e-7 
~1.0000e-5 
Ti 1.2300e-1 2.3500e+0 1.0000e-5 
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the TiO2 film was only ~0.5 K at the maximum average heat flux in our experiment, 500 W/cm
2
. 
For a homogeneous layer, I expected the effective thermal conductance (average thermal 
conductance of water within a thermal penetration depth of the surface) to equal:  
2eff pG C f  ,                                              
( 2.10 ) 
where   = 0.68 W m-1 K-1 is the thermal conductivity  and Cp=4.0 J cm
-3
 K
-1
  is the volumetric 
heat capacity of water at 100 
o
C;   Geff≈1500 W cm
-2
 K
-1
 at f=12 MHz modulation frequency.  I 
used a thermal model [6] to calculate how -Vin/Vout varies with Geff.  I then inverted these data to 
produce a calibration that related measured changes in -Vin/Vout to changes in Geff  (see Figure 
2.15).  The results of this procedure for sample temperatures of 130
o
C and 210
o
C and a 
dispensed water volume of 0.19 mm
3
 were illustrated in Figure 2.16.  In both cases, Geff initially 
approached the expected value for liquid water and then dropped to near zero when liquid water 
was no longer in contact with the surface.  Thus, the average residence time was ≈500 ms at 
130
o
C and only a few ms at 210
o
C. 
I defined the residence time , i.e., the average length of time that liquid water was in 
contact with the sample, using 
0
( )eff
liquid
eff
G t dt
G




  ,                                                                             
( 2.11 ) 
where ( )effG t  is the measured value of the effective thermal conductance and 
liquid
effG is the 
calculated value for liquid water.  Because of the integral in the numerator in Equation 2.10, this 
definition of  was independent of timing jitter in the experiment. 
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Figure 2.15 Effective thermal conductance can be converted from -Vin/Vout.  Open circle is 
calculated value from the thermal model with varying the thermal conductivity and heat capacity 
of water layer.  Red solid line is the fitting curve.   
 
 
2.7 Droplet generator 
Water was delivered to the sample using an electronically-actuated micro-dispenser (TechElan 
SMLD 300).  Micro-dispenser was connected with the driver board (DRV-4) which had 
terminals for interconnecting TTL signal, 12-24 V power supply and common ground (see 
Figure 2.17 (a).).  The driver was activated by TTL level positive voltage (5 V) applied for the 
required duration of valve opening; the dispensed water volumes were 0.040, 0.19, and 1.0 mm
3
 
respectively for pulse durations of 1, 6.5, and 30 msec, and a driving pressure of 27 kPa.  I varied 
the repetition rate of the micro-dispenser between 0.1 to 1.0 Hz to provide the time needed for 
the sample temperature to return to its baseline value. 
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Figure 2.16 Time evolution of -Vin/Vout at t=500 ps delay time according to the time at (a) T=130 
o
C and (b) T=210 
o
C and converted effective thermal conductance at (c) T=130 
o
C and (d) T=210 
o
C. 
 
The cylindrical water stream that exited the nozzle of the micro-dispenser broke into a 
series of small water droplets due to the Rayleigh instability [18] (see Figure 2.18).  The 
morphology of a cylinder of a liquid is unstable against small fluctuations in diameter on a 
sufficiently long wavelength; fluctuations of a characteristic wavelength grow and cause the 
cylinder of water to break-up into a series of spherical droplets.  
I assumed that the initial temperature of the water stream was the same as the temperature 
of the micro-dispenser nozzle; evaporative cooling of the water stream during the short transit 
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time might decrease the temperature somewhat but I had not attempted to quantify this effect. 
The nozzle was not intentionally heated but the temperature of the nozzle increased with 
increasing temperature of the sample due to heat transfer by the hot layer of air above the 
sample.  The distance between the sample and the nozzle was ~3 cm. For a Si sample 
temperature of 100 °C, the temperature rise of the nozzle was 8 °C and for a Si sample 
temperature of 200 °C, the temperature rise of the nozzle was 25 °C.  As the temperature of  
water increased from 25
o
C to 50
o
C, the surface tension decreased slightly (≈5%) and the Weber 
number of the droplet impact increased by a small amount ≈5%. The heat content of the water 
droplets changed by ≈0.1 J mm-3, a small fraction of the latent heat of evaporation, ≈2.3 J mm-3.  
The nozzle of the micro-dispenser was not protected from dust particles or air currents.  
However, I verified using high-speed imaging that any air currents near the micro-dispenser 
nozzle did not strongly alter the path that water droplet take between the nozzle and the surface.   
 
2.8 Photography & high speed camera 
I used a high-speed camera (Vision Research, Phantom v7.3, 300 x 600 pixels at 5104 
fps) (see Figure 2.19) to acquire the velocity of the impinging droplet (see Figure 2.20) and to 
visualize the fast dynamics of the droplet impacts at higher temperatures (see Figure 3.1).  Two 
different delay generators were used; one was used for the trigger of droplet generator at 0.2-1 
Hz and the other was used for control of the illumination at ~50 kHz.  Illumination was provided 
by a pulsed LED (λ~630 nm and pulse duration of 500 nsec) synchronized to the camera.   
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Figure 2.17 (a) Schematic of droplet generator set-up.  (b) Picture of droplet generator 
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Figure 2.18 (a) Water stream was released from the nozzle with ~100 µm diameter orifice; the 
nozzle was shown as black at the top portion of the picture. (b) After released from the nozzle, 
the water stream broke into a series of small droplets due to Rayleigh instability. 
 
 
Figure 2.19 Schematic of high speed camera setup setting 
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Figure 2.20 Snapshot images of droplet impinged with the velocity of ~3.5 m s
-1
 at (a) t=-1 msec 
(b) t=-0.8 msec (c) t=-0.6 msec (d) t=-0.4 msec (e) t=-0.2 msec (f) t=0 msec.  At t=0 msec, water 
droplet arrived at the surface of the sample.  Impinging velocity is equal to the travel distance of 
the droplet divided by the elapsed time. 
 
2.9 References 
[1] A. J. Schmidt, X. Chen and G. Chen, Rev. Sci. Instr. 79, 114902 (2008). 
[2] C. Chiritescu, D. G. Cahill, N. Nguyen, D. Johnson, A. Bodapati, P. Keblinski, P. Zschack, 
Science 315, 351 (2007). 
[3] Y. Wang, J. Y. Park, Y. K. Koh and D. G. Cahill, J. Appl. Phys. 108, 043507 (2010). 
[4] G. Simmons and H. Wang, 1971, Single crystal elastic constants and calculated aggregate 
properties: a handbook (M.I.T press). 
34 
 
[5] D. G. Cahill, W. K. Ford, K. E. Goodson, G. D. Mahan, A. Majumdar, H. J. Maris, R. Merlin 
and S. R. Phillpot, J. Appl. Phys. 93, 793 (2003). 
[6] D. G. Cahill, Rev. Sci. Instr. 75, 5119 (2004). 
[7] C.-K. Min, J. Y. Park, D. G. Cahill and S. Granick, J. Appl. Phys. 106, 013102 (2009). 
[8] K. Kang, Y. K. Koh, C. Chiritescu, X. Zheng and D. G. Cahill, Rev. Sci. Instr. 79, 114901 
(2008). 
[9] F. L. Pedrotti and L. S. Pedrotti, 1993, Introduction to Optics 2
nd
 edtion (Prentice Hall New 
Jersey) pp. 464. 
[10] J. A. Arnaud, W. M. Hubbard, G. D. Mandeville, B. delaClavière, E. A. Franke and J. M. 
Franke, Appl. Opt. 10, 2775 (1971).  
[11] J. M. Khosrofian and B. A. Garetz, Appl. Opt. 22, 3406 (1983). 
[12] J. I. Pankove, 2010, Optical Processes in Semiconductors (Courier Dover Publications). 
[13] O. M. Wilson, X. Hu, D. G. Cahill and P. V. Braun, Phys. Rev. B 66, 224301 (2002). 
[14] Z. Ge, D. G. Cahill and P. V. Braun, Phys. Rev. Lett. 96, 186101 (2006). 
[15] F. M. Smits, The Bell Sys. Tech. J. 37, 711 (1958). 
[16] D. G. Cahill and T. H. Allen, Appl. Phys. Lett. 65 309 (1994). 
[17] S.-M. Lee, D. G. Cahill and T. H. Allen, Phys. Rev. B 52, 253 (1995). 
[18] D. B. Bogy, Ann. Rev. Fluid. Mech. 11, 207 (1979). 
 
  
35 
 
 
CHAPTER 3                                                                               
MULTIPLE DROPLETS ON HYDROPHILIC SURFACE 
 
Parts of this chapter were published in J. Heat Trans. 134, 101503 (2012) by Ji Yong 
Park, Chang-Ki Min, Steve Granick, and David G. Cahill. 
 
3.1 Introduction 
Since Leidenfrost reported the Leidenfrost phenomena [1,2], in which liquid drop 
levitates above its own vapor beyond Leidenfrost temperature, many researchers have 
investigated the interactions between liquid droplets and hot surface in diverse areas of 
engineering applications: cooling, coating, catalysis, and so on [3-6].  Even though the collision 
dynamics was well studied [7-11] along with the engineering applications, the physics under the 
heat transfer during the impact was still not well understood.  Even with additional complication 
of droplet dynamics, heat transfer became more complex.  Nearly 15 years ago, Bernadin et al. 
[12,13] studied droplet impacts and heat trasnfer thoroughly with polished Cu surface.  In their 
experiment, they found a maximum heat transfer rate of 40 W cm
-2
 at surface temperatures near 
120 
o
C.  In addition, Xiong et al. [14] studied the evaporation of a small liquid droplet impinging 
on a hot stainless steel plate and found the 500 W cm
-2
 around 160 
o
C irrespective of the droplet 
diameter which ranges from 250 μm to 1.8 mm. 
To quantify the heat flux, I extended time domain thermo-reflectance (TDTR) system to 
measurement of the transient temperature change using TPA thermometry and residence time 
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using interfacial thermal conductance when water droplet hit a scalding surface.  With this newly 
developed technique, the heat transfer during the droplet impact would be investigated.  
 
3.2 Experimental 
Basically, the measurement technique was the same as explained in Chapter 2.5 and 
Chapter 2.6.  The same micro-dispenser (TechElan SMLD 300) shown in Chapter 2.7 was used 
to dispense the multiple droplets of water; the typical diameter of each droplet is d≈300 μm (see 
Figure 2.18) and number of droplets was 3, 20, and 100 respectively for the dispensed water 
volumes of 0.040, 0.19, and 1.0 mm
3
.  The same optical system was used to image the diameter 
of the drop of water into which the series of water droplets coalesced.  The maximum spreading 
diameters were 1.0 mm, 1.6 mm, and 3.0 mm respectively for the dispensed water volumes of 
0.040, 0.19, and 1.0 mm
3
.  The time evolution of the diameter of the water drop (0.19, and 1.0 
mm
3
) on the surface was shown in Figure 2.11(b) for a relatively low sample temperature of 110 
C.  For an isolated spherical drop in a quiescent environment [15], the rate of change of the 
volume is expected to scale linearly with the diameter, dV dt d .  This dependence is not 
expected to hold for a drop supported by a surface [16-18], but nevertheless, this dependence, or 
equivalently )( 0 ttd  , describes the evolution reasonably well.  The Weber number, the 
ratio of inertia to surface tension forces of an individual droplet is represented as 
2We v d   
(ρ is the mass density, v is the droplet velocity, d is the diameter of the water droplet, and γ is the 
surface tension).  The Weber number was approximately the same for each of the dispensed 
water volumes, We≈100.  This was larger than the We number of heptane droplet impacts that 
were previously imaged by Chandra et al. (We=43) [19] but was within the range of Weber 
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numbers of water droplet impacts studied by Bernardin et al.
 
(We=20, 60 and 220) [12].  The 
impact Reynolds number was Re≈1500. 
 
3.3 Results and discussions 
Images when the droplets impinged on hot surface were shown in Figure 3.1.  At T<150 
o
C, droplets evaporated uniformly without the nucleation of vapor bubbles.  At T>190 
o
C, 
droplets shattered violently upon impact, leaving little water on the surface.  The transition 
between these two regimes was relatively broad.  At intermediate temperatures, droplets 
shattered but also left residual water on the surface. 
Before measuring the actual temperature at the solid/liquid interface, I could assume the 
interfacial temperature with a simple one-dimensional theory.  According to the one-dimensional 
transient heat conduction theory for interfacial contact between two semi-infinite solids with 
different temperatures [20], the interfacial temperature, Ti, was given by  
ls
llss
i
TT
T





,
                       ( 3.1 ) 
where ε is the thermal effusivity ( pC ) with thermal conductivity (Λ) and volumetric heat 
capacity (Cp) of the solid (s) and liquid (l).  The parameters and the calculated Ti were shown in 
Table 3.1.  In the calculation, the temperature of water was assumed as same as the nozzle 
temperature of the dispenser.  The calculated Ti was comparable with the observed temperature 
at peak; for example, when the temperatures of the sample were 130 
o
C and 210 
o
C, the peak 
temperatures were ~115 
o
C and ~175 
o
C respectively (see Figure 2.10(c) and Figure 2.10(d)).  
The measured value was slightly lower than the expected value, Ti due to the inhomogeneous 
temperature distribution in the sample at short time scale.  
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Figure 3.1 High speed camera images (a) at 110 
o
C, (b) at 130 
o
C, (c) at 150 
o
C, (d) at 170 
o
C, (e) 
at 190 
o
C and (f) at 210 
o
C with 0.19 mm
3
 water volume.  Images are captured after all the 
droplets arrived.  At T>190 
o
C, droplets shatter violently upon impact. 
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Table 3.1 Interfacial temperature, Ti, between hot surface (Ts) and water (Tl) was calculated 
based on Equation 3.1.  Tl was assumed as same as the nozzle temperature. 
Ts (
o
C) Tl (
o
C) ΛSi (W m
-1
 K
-1
) CpSi (J m
-3
 K
-1
) Ti (
o
C) 
110 34.7 101.765 1791220 101.98 
130 38.1 95.376 1822850 119.97 
150 41.5 89.695 1851090 137.89 
170 44.9 84.628 1876230 155.72 
190 48.3 80.099 1898490 173.47 
210 51.7 76.045 1918080 191.15 
 
I calculated total energy transferred during the cooling process, E, from the TPA 
measurements at six different temperatures (110, 130, 150, 170, 190 and 210 
o
C) with three 
different water volumes (0.04, 0.19 and 1.0 mm
3
).  Figure 3.2 summarized a large number of 
experimental measurements of E at different sample temperatures and water volume.  E was 
normalized by the water volume dispensed, Ω, for comparison.  In addition, each data point was 
the average of N=5 separate sets of experiments with each set of experiments being the average 
of 64 repetitions.  At sufficiently low temperatures where water evaporated without boiling, I 
could validate the reliability of this approach.  It was known that E should approximately equal 
the enthalpy to transform 25 
o
C liquid water into water vapor at 100 
o
C.  This change in enthalpy 
was 2.6 J mm
-3
 of liquid water, which was represented as a dashed line in Figure 3.2.  
Experimentally, I found a good agreement with this expectation, as shown, at temperatures 
below 130
o
C.   
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Figure 3.2 Heat transfer (the amount of thermal energy transferred from the sample to the water) 
normalized by the water volume according to temperature at three different water volumes 
dispensed: 0.04 (filled diamond), 0.19 (open square), and 1.0 mm
3
 (filled circle).  E/Ω decreased 
precipitously at T>180 
o
C.  The error bars on the data points were the standard deviation in N 
sets of experiments. 
 
In Figure 3.2, E/Ω decreased modestly with increasing sample temperature and decreased 
strongly at T>180
 o
C.  Our high speed imaging (see Figure 3.1) showed that the decrease of E/Ω 
was caused by the onset of droplet shattering [11] at T>150
 o
C.  At high temperatures, an incident 
droplet interacted with previous shattered droplets in a complex manner.  In addition, the 
deviations from the mean were most significant at intermediate temperatures, presumably due to 
the stochastic nature of the shattering dynamics at those temperatures. 
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The residence time  decreased monotonically with increasing sample temperature (see 
Figure 3.3).  The scaling of  with water volume V did not agree with prior work [21] that 
reported τ∝√V.  At low temperatures where the present data showed least scatter, the data 
suggested τ∝V2/3 instead.  At the highest temperatures investigated,  became comparable to the 
duration of the water stream created by the micro-dispenser but had no intrinsic significance. 
If I assumed that most of the thermal energy transfer E between the surface and the 
droplet stream occurred during residence time , the ratio 
2
( )E r   provided a measurement 
of the average heat flux.  If significant heat transfer occurred over a longer time-scale than , 
then our measurement overestimated the true average heat flux.  Alternatively, if the surface area 
involved in the heat transfer was smaller than r , then our measurement underestimated the true 
average heat flux. (This approach did not depend on any assumptions about the homogeneity of 
the temperature field within the water drop but did suppose a constant drop radius.).   This 
quantity
2
( )E r   was summarized in Figure 3.4.  At relatively low temperatures, T<130°C, 
the heat flux was in reasonably good agreement with the work of Bernardin et al. [12,13].  As the 
surface temperature increased, however, the average heat flux continued to increase, and reached 
a magnitude on the order of 500 W cm
-2
 at surface temperatures near 200°C.  This magnitude of 
the maximum heat flux was comparable [14] or several times larger than the critical heat flux 
observed in typical water boiling experiments [22] or in the transient boiling heat transfer of 
droplet streams and sprays [23] (Much higher heat fluxes have been reported using high mass 
flow velocities in short, small diameter tubes but experiments of the type conducted by Mudawar 
et al. [24] were not directly comparable to our experiments.).  The large heat flux observed at 
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high temperatures was, of course, transient, and only existed for a time period on the order of 10 
msec. 
 
 
Figure 3.3 Residence time (τ) according to the temperature with three different volumes of water 
used: 0.04 (filled diamond), 0.19 (open square), and 1.0 mm
3
 (filled circle).  τ decreased 
monotonically with increasing sample temperature.  The error bars on the data points were the 
standard deviation in N sets of experiments. 
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Figure 3.4 Average heat flux plotted as a function of sample temperature. Symbols were labeled 
by the dispensed water volumes: 0.04 (filled diamond), 0.19 (open square), and 1.0 mm
3
 (filled 
circle).  Heat flux at low temperature had a good agreement with Refs. 12, 13.  And Heat flux at 
high temperature approached ~500 W cm
-2
. 
 
Although this large number for the heat flux must be treated with caution as it depended 
on the assumptions emphasized in the previous paragraph, it had evident implications for 
understanding and modeling of heat transfer during droplet impacts, as this maximum heat flux 
exceeded by nearly an order of magnitude the results of prior work [12,13].  
Because I could not just use the standard deviation of the heat flux calculated based on E 
and τ for error bar, error bar (σh) of heat flux (h) was calculated based on the standard deviation 
(σ) of each E and τ using the following equation: 
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                          ( 3.2 ) 
 In the limit of short residence times, heat transfer by thermal conduction would 
eventually dominate over heat transfer by convection and phase change.  Because the thermal 
conductivity of Si was much greater than the thermal conductivity of liquid water, I could 
estimate the average heat transfer rate due to conduction by considering the solution of the heat 
diffusion equation for a semi-infinite solid with a constant temperature boundary condition.  The 
heat flux F at time t after the contact of the cold liquid and the hot surface was 
pC
F T
t

 
,          
( 3.3 ) 
and the average heat flux during the residence time  was therefore 

pC
TF

 2
.
                                      ( 3.4 ) 
With ΔT=150°C and τ= 3 ms, Equation 3.4 predicted F  480 W cm
-2
, comparable to 
the high temperature limit of our measurements, see Figure 3.4. 
 
3.4 Conclusion 
In this chapter, I showed that the combination of TPA and TDTR was a powerful tool to 
study the behavior of droplets when the liquid droplet hit a hot surface (T>100 
o
C).  Due to the 
droplet shattering, the energy transferred during the cooling process, E, decreased precipitously 
at T>150 
o
C.  Residence time, τ, also decreased and approached the pulse duration used for 
dispensing water at high temperature.  The average heat flux calculated from the measured 
values of the energy transferred and residence time approached ~500 W cm
-2
, as expected based 
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on the conduction of heat in water on msec time scales.  The high value observed here was 
comparable to or larger than typical reported values.  However, it only existed for a time period 
on the order of 10 msec.  I anticipated that measurements of the energy transferred during 
contact and residence time at shorter time scale would provide significant information to 
examine the heat transfer between liquid and solid. 
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CHAPTER 4                                                                                       
SINGLE DROPLET ON HYDROPHOBIC SURFACE 
 
Parts of this chapter will be published in “Droplet impingement and vapor layer 
formation on hot hydrophobic surfaces” by Ji Yong Park, Andrew Gardner, William P. King and 
David G. Cahill, submitted for publication. 
 
4.1 Introduction 
4.1.1 Droplet bouncing from hydrophobic surface 
The wettability of surface is an important property which depends on surface energy and 
surface roughness.  Especially, superhydrophobic surface which was inspired by the lotus leaf 
[1-3] has attracted lots of attention; it was considered in many practical applications and has been 
numerously studied [4-6].  Superhydrophobic surface is typified by i) high contact angle (>150 
o
) 
and ii) a low contact angle hysteresis. 
Water droplets can bounce from the surface in two different ways: i) when the surface is 
(super-)hydrophobic and ii) when the surface is heated up above the Leidenfrost temperature.  
Droplet impinged on superhydrophobic surface can rebound off the surface.  Droplet can bounce 
off the surface because the air film formed in the interface reduces the surface energy.  
Comparison of wetting pressure (water hammer pressure (PWH) and dynamic pressure (PD)) with 
anti-wetting pressure (capillary pressure (PC)) allows three different wetting states: total wetting 
state, partial wetting state, and total nonwetting state [7].  Bigger pattern surrounded by ridges 
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will allow more air inside and will make high contact angle.  However, if the pattern size is too 
large, the pattern cannot sustain the water droplet, which will fall on the bottom surface [8].  
Droplet can even bounce off the hydrophobic surface with a certain range of impact velocity; 
droplet is non-superhydrophobic statically but superhydrophobic dynamically [9,10].  Richard et 
al. [11] used high-speed photography to measure the residence time of a droplet bouncing from a 
superhydrophobic surface.  The residence time showed a linear dependence on the droplet 
diameter and was independent of velocity.  Residence time was predicted to be equivalent to the 
vibrational period of a freely oscillating drop [12].  Okumura et al. [13] studied water drop 
impacts on a super-hydrophobic surface and found that the residence time at low velocity, <0.1 
m sec
-1
, increased by a factor of 2 due to gravity.  The residence time at high velocity (>1 m sec
-1
 
for a mm-sized drop) was controlled by de-wetting.  Karl and Frohn [14] investigated the 
interaction between a liquid droplet and hot wall at temperatures above the Leidenfrost 
temperature and observed the droplet not to wet the wall.  The behavior of the liquid droplet was 
divided into four regimes with increasing impact velocity: perfect reflection, regular reflection, 
secondary droplet formation, and splashing.  Most of the studies for the rebounding droplets 
were investigated above Leidenfrost temperature or on (super-)hydrophobic surface.  However, 
in this study, I studied the transition between these two regimes and investigated the droplet on 
hot hydrophobic surface (below Leidenfrost temperature). 
Heat transfer during droplet impacts on heated surfaces was studied by Zhang et al. [15] 
in the temperature range from 20 
o
C to 200 
o
C.  Superhydrophilic, hydrophilic, hydrophobic, and 
superhydrophobic surfaces were fabricated using micropillars, nanowire arrays, and fluoro-
alkylsilane layers.  The temperature at which the droplet starts to bounce from the surface varied 
with the size of micropillars and the contact angle.  Watchers and Westerling [16] studied heat 
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transfer when a water droplet impinged on a hot surface at T > 200 
o
C.  The rate of heat transfer 
decreased at high temperatures due to the decrease of residence time between liquid water and 
the hot surface.  Recently, Chatzikyriakou et al. [17] estimated the amount of heat transfer using 
the equation derived by Wachters and Westerling [16,18] for an evaporation from the bottom of 
the droplet during the impact.  The heat transferred by a 2.3 mm diameter droplet normalized by 
the droplet value was estimated to be ~0.0078 J mm
-3
 during ~10 msec residence time at 600-700 
K.  The same group [19] subsequently used infrared microscopy with spatial and temporal 
resolution of ≈100 µm and ≈4 msec to measure the temperature change of a sample when water 
droplets bounced from a ≈400oC surface.  Heat transfer of 0.11 J mm-3 was observed for a 1.5 
mm diameter droplet with a residence time of ≈40 msec. 
 
4.1.2 Vapor bubble growth velocity 
The growth velocity of vapor bubbles has also been the subject of numerous studies.  In 
pool boiling, the bubble radius is typically observed to increase linearly with time during the 
inertia-controlled growth regime and to increase with the square root of time in the heat-transfer-
controlled regime [20].  Bubble nucleation and growth at an interface induced by pulsed laser 
heating has been studied by optical reflectance [21], optical interference [22], and shifts in the 
surface plasmon resonance [23].  The bubble diameter in these studies was small, <1 μm, and the 
time-scale of the experiments was short, <1 μsec; the bubble growth velocity was typically 
observed to be 1-3.6 m s
-1 
in pool boiling.  Biance et al. [24] studied the growth of a hole in a 
thin water layer at temperatures above the Leidenfrost temperature; the dewetting velocity was 
also on the order of ~1 m s
-1
. 
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4.1.3 Wenzel state vs. Cassie state 
There are two different models to explain the hydrophobic surface: Wenzel model and 
Cassie model.  The former explains the hydrophobic behavior due to the increase of surface area 
of the solid from roughness while the latter originates from the air trapped below the water drop. 
[25].  Either state can be predicted by the simple equation.  For Wenzel model, 
 coscos * rW  ,            
( 4.1 ) 
where θW
*
 is the apparent contact angle for Wenzel model, θ is the contact angle on a flat surface 
of the same nature, and r is the ratio of the actual surface area over the apparent surface area of 
the substrate.  For Cassie model, 
)cos1(1cos *   sC ,           
( 4.2 ) 
where θC
*
 is the apparent contact angle for Cassie model and ϕs is the fraction of solid in contact 
with the liquid. 
 
Figure 4.1 (a) Wenzel and (b) Cassie state.  In (a) Wenzel state, there is no gap between the 
droplet and the surface (homogeneous wetting).  However, in (b) Cassie state, there is a thin air-
filled gap between the droplet and the surface (heterogeneous wetting). 
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4.2 Experimental 
4.2.1 Fabrication of hydrophobic surface 
The schematic illustration of the sample was shown in Figure 2.2.  The microstructures 
were fabricated using standard micro-fabrication techniques on silicon wafers.  The silicon 
wafers were cleaned and baked at 110 °C to dehydrate the surfaces.  An adhesion promoter, Dow 
AP 8000, was spin-coated onto each wafer followed by either Shipley 1813 positive tone 
photoresist or Futurrex NR71-1500P negative tone photoresist.  The photoresist was then soft-
baked to remove the solvents and exposed with an Electronic Visions double-sided mask aligner.  
Development was performed with Microposit MF-319 developer (Futurrex RD6 developer) for 
the 1813 resist (NR71-1500P).  After development, the remained photoresist was hard-baked to 
protect the wafer during the subsequent etching steps.  After one minute descumming with 100 
watt O2 plasma, the brief five second dip in hydrofluoric acid was followed to remove surface 
oxides which would inhibit etching.  The features were then etched using a Plasma-Therm 
inductively coupled plasma (ICP) etching.  This etching resulted in nearly vertical sidewalls (~1 
µm) with shallow scallops (See Figure 4.2). The remained photoresist was removed from the 
silicon structures by a five minute acetone dip followed by five minutes in piranha etchant. 
After the feature geometry has been defined by photolithography, a surface coating was 
added to reduce the surface energy of the samples.  The silicon wafer with a pattern was returned 
to the Plasma-Therm ICP with 10 seconds of C4F8 plasma to deposit a ~10 nm thick amorphous 
fluorocarbon (CFx) coating similar to polytetrafluoroethylene (PTFE).  CFx had low surface 
energy because of low polarizability of fluorine atom [26] and could endure at relatively high 
temperature and corrosive environment due to strong C-F bond.  About 10 nm thickness of CFx  
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Figure 4.2 (a) Scanning electron microscope image of the patterned surface.  The square pattern 
was 40 µm long and the ridge width was 3 µm.  (b) Magnified image near the ridge showed 
nearly vertical sidewalls whose height was ~1 µm. 
  
was chosen for this experiment based on the calculation using the same model I have used [27]; 
in the model, I varied the thickness of CFx layer and compared the ratio on bare surface with the 
ratio on water covered surface.  As shown in Figure 4.3, thick CFx layer (>30 nm) hindered 
distinction between bare surface and water covered surface while thin CFx layer did not enhance 
the hydrophobicity of the surface.   
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Figure 4.3 Calculated –Vin/Vout at t=500 ps with varying CFx layer thickness.  Parameters used in 
the calculation were shown in Table 4.1. 
 
 
Table 4.1 Parameters used in the calculation of the ratio (–Vin/Vout) according to the CFx layer 
thickness 
 Λ (W cm
-1
 K
-1
) Cp (J cm
-3
 K
-1
) t (cm) 
water at 100 
o
C 6.7897e-3 4.0410e+0 1.0000e-1 
CFx 1.0000e-3 1.5690e+0 
1.0000e-7 
~1.0000e-5 
Ti 1.2300e-1 2.3500e+0 1.0000e-5 
TiO2 1.5000e-2 2.0000e+0 1.0000e-5 
Si at 25 
o
C 1.0526e+0 1.7740e+0 2.0000e-2 
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4.2.2 Contact angle 
For the contact angle, I used the larger volume of drop (>1 uL) than the volume of single 
droplet for the actual experiment (~25 nL).  Instead of depositing the one huge drop gently, I 
impinged a lot of droplets which formed a single drop on the surface; impinging velocity was 
~3.5 m/s.  This approach described my experiment better for contact angle measurement because 
the droplet impact created a different type of contact than just placing a drop of water on the 
surface.  Measurement exhibited a contact angle of ~100 
o
 and ~141 
o
 for CFx flat surface and for 
CFx patterned surface respectively (See Figure 4.4).  In addition, CFx-coated sample was left at 
210 
o
C for 1.5 hrs on purpose and then was cooled down.  Before and after the heat treatment, no 
significant change of contact angle was observed. 
 
4.2.3 Measurement 
Basically, the measurement technique was the same as explained Chapter 2.5 and Chapter 
2.6.  The same micro-dispenser (TechElan SMLD 300) that I utilized previously [28] was used to 
dispense single droplet of water (volume: 25 nL, droplet diameter: ~360 μm).  The parameters 
used to dispense a single droplet were 3 psi and 0.5 msec for the driving pressure and the pulse 
duration respectively; the impact velocity of generated droplet was ~3.5 m/s.  And the Weber 
number and the impact Reynolds number were ~60 and ~1300 respectively.  However, there 
were two major differences from the previous technique; the time constant of r.f. lock in 
amplifier was set to 100 µsec instead of 1 msec and also another laser (He-Ne, 1 mW) was 
introduced to generate a trigger for data-acquisition.  
The shortest time constant of r.f. lock-in amplifier, 100 µsec was used to maximize the 
time resolution with 10 kS/sec sampling rate than one I used previously due to the smaller  
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Figure 4.4 Contact angle image of (a) CFx flat sample (~100 
o
) (b) CFx patterned sample (~141 
o
).  
The sample surface was represented as a solid line which divided the images into the reflection 
of the water droplet (below the line) and the direct image of the droplet (above the line). 
 
droplet volume [28].  Even though I set the time constant to 100 µsec, the actual time constant 
was longer than what I intended due to the finite time response of the lock-in amplifier and the 
jitter in the analog-to-digital converter.  In order to examine the actual time constant, the signals 
with duration of 100 to 500 μsec were input to bursts of 12 MHz square wave for amplitude 
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modulation and the modulated signal was measured by r.f. lock-in amplifier with the time 
constant of 100 μsec and the sampling rate of 10 kS/sec.  As seen in Figure 4.5(a), the peak 
height of the signal whose duration was shorter than 300 μsec was depressed because the 
effective time constant was longer than the duration of the burst signal.  However, when 
calculating the residence time, I used the integral of Geff (or -Vin/Vout) over time.  As shown in 
Figure 4.5(b), the integrated area under the curves shown in Figure 4.5(a) was proportional to the 
duration of the burst signal.  Therefore, the burst which was not fully resolved did not matter and 
the approach to measure the residence time used before was still valid regardless of the finite 
time resolution. 
In addition, 1 mW He-Ne laser (λ=632 nm) and Si photodetector were used to determine 
the time that the droplet arrived 1 mm above the surface and to trigger the data acquisition.  A 
schematic illustration of the experimental geometry was shown in Figure 4.6.  A He-Ne laser 
was aligned directly into Si photodetector.  The detected signal at photodetector decreased when 
water droplet blocked the laser path.  Using this signal change (falling edge), I could trigger the 
data acquisition card. 
 
4.3 Results and discussions 
A 360 μm diameter of water droplet was dosed into Pt-coated (hydrophilic) or CFx-coated 
(hydrophobic) surfaces.  And the behavior of water droplet was investigated using high-speed 
camera.  For example, individual frames from high-speed imaging with the sample temperature 
at 110 
o
C were represented in Figure 4.7(a) and Figure 4.7(b); the elapsed time were included in 
each frame and 0.0 msec was assumed as the moment when water droplet hit the surface.  In 
Figure 4.7(a), water droplet sat on the Pt-coated surface, and remained attached to the surface.  A 
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Figure 4.5 (a) The time-dependence of the burst signals were not fully resolved when the 
duration of the burst was shorter than 300 µsec.  (b) However, the integrated areas under the 
curves shown in panel (a) scaled linearly with the duration of the square wave used to modulate 
the signal. 
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Figure 4.6 1 mW He-Ne laser (λ=632 nm) and Si photodetector were used to determine the time 
that the droplet arrived 1 mm above the surface and to generate a trigger for the analog-to-digital 
converter. 
 
nd it vibrated violently until the droplet kinetic energy was fully converted into vibration energy.  
After a significant amount of time (> 300 msec), the droplet finally evaporated.  On the contrary, 
the droplet bounced off the CFx-coated surface; the droplet first deformed and flattened, then 
retracted, and finally rebounded off the surface.  The droplet remained completely intact during 
the collision and did not splash.  Sometimes, it fragmented into two smaller droplets and the 
bounced droplets went far away (>1 mm) from the initial contact region; the bounced droplets 
did not affect the cooling in the investigated region.  The droplet also bounced off the CFx-coated 
surface at higher temperature (images at 190 
o
C were shown in Figure 4.7(c)).  However, the 
droplet contacted the surface for a shorter time period and seemed to split into smaller droplets 
after contact although the droplets coalesced again. 
59 
 
As described in Chapter 2.6, the TDTR signal was monitored when liquid water was in 
contact with CFx-coated surface.  I analyzed the TDTR signal to derive an effective thermal 
conductance, Geff, through comparison between the data and the predictions of a thermal model 
[28].  Example measurements of Geff as a function of elapsed time following the droplet impact 
were given in Figure 4.8(a) for two temperatures, T=110 °C and 170 °C.  At 110 °C, Geff 
followed the expected behavior for a water droplet bouncing from a hydrophobic surface without 
phase change: it rose to a value close to the expected value of water, ~1500 W cm
-2
 K
-1
 and then 
dropped to zero when the droplet bounced off the surface.  The duration of the excursion in Geff 
was approximately equal to the residence time measured by high speed imaging and the 
prediction of theory [13].  At higher temperatures, both the height and duration of the excursion 
of Geff decreased due to the finite time resolution of the r.f. lock-in amplifier.  I explained that 
this suppression originated from the rapid formation of a vapor layer that thermally insulated the 
liquid water from the hot surface. 
Using Geff, I summarized the measurements of residence time for CFx-coated surface over 
a wide temperature range, 110 < T < 210 
o
C, that connected the low temperature regime where 
water droplets bounced from the hydrophobic surface without significant evaporation, to the high 
temperature regime where the rapid formation of a vapor layer was important (see Figure 4.8(b)).  
Each data point was the average of N=3 separate sets of experiments with each set of 
experiments being the average of 320 repetitions.  For comparison, I included data for 
hydrophilic Pt-coated surfaces where τ was >100 msec at T < 150 °C because water attached to 
the surface and evaporated relatively slowly [28].   
The residence time for bouncing droplets was expected to be on the order of 
1/2
3R

 
 
  ,
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Figure 4.7 Individual frames from the high-speed imaging of droplet.  (a) Pt-coated surface 
(hydrophilic) and (b) CFx-coated surface (hydrophobic) with 25 nL water droplet at 110 
o
C were 
shown.  (c) CFx-coated surface (hydrophobic) with 25 nL water droplet at 190 
o
C were shown. 
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by balancing inertia with capillarity [11].  Richard et al. measured the residence time using a 
high speed camera for various sizes of droplets (0.1-4.0 mm radius) and found the empirical 
equation: 
1/2
3
(2.6 0.1)
R


 
   
 
.  For R=180 μm (the radius in my experiment), this 
relationship gave τ=0.74 msec, which was reasonable value with my experiment (τ≈1 msec).  
The residence time observed by high-speed imaging remained in the same order of magnitude 
over the temperature; it slightly decreased from 1.09 msec at 110 
o
C to 0.66 msec at 210 
o
C.  
However, for the hydrophobic surface in the high temperature regime (T > 130 
o
C), τ measured 
by the TDTR signal decreased by two orders of magnitude: ≈0.025 msec at 210 oC.  Based on τ 
measured by TDTR, a vapor layer rapidly formed at the interface between liquid water and the 
surface.  The time-scale of vapor layer formation was ~40 times shorter than the time required 
for the droplet to bounce from the surface. 
I did not believe that the residence time was controlled by conduction of heat into liquid 
water and the nucleation of vapor bubbles.  For a liquid of thermal conductivity Λ and 
volumetric heat capacity Cp, heat diffuses a distance 
2
p
l
C

  during the residence time τ.  
This length scale varied from l≈20 μm for τ=1 msec to l≈3 μm for τ=0.025 msec (see Figure 4.9). 
The radius of the critical nucleus (rc) [20] for a contact angle of 141
o
 was much smaller than the 
thermal diffusion length: rc =0.30 μm at 150 
o
C and rc =0.04 μm at 210 
o
C (see Figure 4.9).  
Furthermore, the heterogeneous nucleation rate became significant on the time-scales of our 
measurements only at T>265 
o
C (See Figure 4.10).  The heterogeneous nucleation rate, J, can be 
determined using the following equations [20]: 
 
 
62 
 
 
 
Figure 4.8 (a) Time evolution of the effective thermal conductance for the hydrophobic CFx-
coated surface at 110 
o
C (solid circles) and 170 
o
C (open circles).  Geff at T>170 
o
C was 
suppressed due to the finite time resolution of r.f. lock-in amplifier and the jitter in DAQ board. 
(b) Residence time plotted as a function of surface temperature with two different types of 
surfaces: Pt-coated surface (filled triangle) and CFx-coated surface (filled circle).  The error bars 
on the data points were the standard deviation in N sets of experiments.  The residence time 
acquired from high-speed imaging for CFx-coated (open circles) was included for comparison.  
The residence time for Pt-coated surface was also compared to the correlation of Makino et al. 
[29] (solid line). 
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where ρN,l is the number density of liquid molecules per unit volume, θ is the contact angle, m is 
the molecular weight of the liquid, σlv is the surface tension and vl is the specific volume.   
While the observed droplet behavior did not clearly indicate the mechanism that controlled the 
residence time, I speculated that vapor trapped at the ridges of the sample during the droplet 
impact initiated the rapid formation of a vapor bubble.  To roughly estimate the area covered by 
vapor after droplet impact, I used Equation 4.2 with known parameters from measurements (θ 
and θC
*
).  I back-calculated the fraction of solid in contact with the liquid, ϕs=0.27.  This meant 
significant amount of region was covered by vapor inside the pattern, which might be visible 
with optical microscope.  Furthermore, study of wetting condition by Deng et al., [7] introduced 
non-wetting condition (PC>PWH>PD) and partial wetting condition (PWH>PC>PD) where PC is the 
capillary pressure caused by the air trapped by the surface roughness, PWH is the water hammer 
pressure, and PD is the dynamic pressure.  When I compared the pressures at room temperature, 
PWH>PD~PC and it seemed that the wetting condition was partial-wetting condition.   
I used the optical microscope to see the evidence of the vapor layer along the ridge.  I 
used PDMS piece with an opening in the center to store the water inside.  After de-ionized water 
was injected, a glass cover slip was placed on top of the PDMS.  To imitate the impact pressure, 
a pressure of ~10 kPa was applied; if it was assumed that Young's modulus of PDMS was ~1 
MPa and the strain was ~1%, a pressure of ~10 kPa was acquired by Hooke’s law and it was co- 
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Figure 4.9 Thermal penetration depth (l) and critical radius (rc) according to the temperature 
change.  rc is much smaller than l(τ) over the temperature range investigated.  
 
 
Figure 4.10 Heterogeneous nucleation rate according to the contact angle.  For the contact angle 
of 141 
o
, heterogeneous nucleation would be significant at T>265 
o
C.  Exact threshold of 
nucleation rate was not known but 10
10
 m
-2
 s
-1
 which was represented as a solid line, was about 
right. 
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mparable to the impact pressure (PD=
2
2
1
v ~6 kPa).  In Figure 4.11, the optical images with 50x 
magnification were shown before and after applying pressure.  While the fringes could be seen 
before applying pressure because of the different thickness of the water layer, fringes could not 
be found after applying pressure because all the patterns were wet.  However, I was unable to 
conclusively rule-out the existence of trapped vapor.  Furthermore, even if I could confirm that 
vapor was completely eliminated in equilibrium, I could not exclude the possibility that some 
vapor might be trapped near the ridges on the short time-scales, <1 msec, of the droplet impact.  
In addition, in the case of large distances between ridges, the liquid-air interface could easily de-
stabilized due to dynamic effects. [30] 
I also used Raman microscope and confocal microscope to see the existence of the vapor trapped 
near the ridges.  However, Raman microscope and confocal microscope did not have enough 
resolution.  Especially for confocal microscope, higher magnification could be used, but the 
working distance was too short with oil immersion microscope (<200 µm) and water stored 
inside the PDMS elastomer quickly dried out. 
If I assumed that vapor was indeed trapped adjacent to the ridges during the droplet 
impact, then a likely interpretation of the residence time was the time required for the 
vapor/liquid/solid contact line to propagate from the ridge to the center of the pattern; i.e., the 
velocity of the contact line was 20 µm divided by the residence time.  At the highest 
temperatures, this reasoning gave a velocity on the order of 1 m s
-1
, in agreement with previous 
studies of closely-related phenomena [21-24]. 
Meanwhile, air bubble dissolved in the D.I. water could be a possible source for vapor.  
In the current experiment, the D.I water was not degassed.  The degassed D.I water was also tri-  
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Figure 4.11 Optical microscopy images at 50x magnification (a) before applying pressure (b) 
after applying pressure.  Fringes disappeared due to the wetting of the patterns.  I was not sure if 
the dark square in panel (a) indicated non-wetting region or complete wetting region. 
 
ed to eliminate the possibility of the vapor from the D.I. water.  To degas the D.I. water, I cooled 
it down inside the vacuum oven overnight after boiling.  The result using degassed D.I. water did 
not show any significant difference. 
I also noted that changes in the residence time scaled approximately with the reciprocal 
of forces created by the vapor pressure of superheated water. The value of 1/(Pv - P∞) decreased 
by a factor of 5 between 150 °C and 210 °C, in rough agreement with the changes in the 
residence time that I observed (See Figure 4.12). 
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Figure 4.12 Changes in the residence time for CFx-coated hydrophobic surface scale with the 
reciprocal of forces created by the vapor pressure of superheated water 1/(Pv - P∞). 
I now turned my attention to quantity of heat transferred during the impact.  Figure 4.13 
summarized a large number of experimental measurements of the thermal energy E transferred 
between the hot surface and the water droplet for different surface temperatures.  The behavior of 
the Pt-coated surface at low temperatures helped validate our approach for measuring E as shown 
in Chapter 3.3.  For the CFx-coated surface, the experimental data ranged from 0.028 to 0.048 J 
mm
-3
, comparable to the results of Chatzikyriakou et al. [17,19].  They measured an accumulated 
heat loss of 0.11 J mm
-3 
at a surface temperature of 400 
o
C for much larger droplet diameters of 
1.5 mm [19] and also estimated a value of 0.013 J mm
-3
 from the mass of vapor generated for a 
droplet velocity of 3.5 m s
-1
 and droplet radius of 1.15 mm [17]. 
In contrast to the case in Pt-coated surfaces, the measurements of the CFx-coated surface 
suggested that liquid-vapor phase change did not play a significant role at T<130 
o
C and it was 
expected that most of the heat was transferred between the sample and liquid water by 
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conduction. Interestingly, the transition between droplet bouncing without phase change at low 
temperatures, and the formation of a vapor layer at high temperatures, showed only a small 
increase in the amount of heat transferred during the bounce near 150 
o
C; heat transfer remained 
approximately constant at higher temperatures. 
Following the previous work [28], I estimated the heat transfer by conduction as follows.  
The average heat flux during the residence time, , was shown in Equation 3.3 and Equation 3.4. 
The thermal energy transferred by conduction (Ec) can be represented as: 
pc CTrFrE  
22 2
,            
( 4.6 ) 
where r  is an average radius of contact weighted by the heat transfer rate. 
 
Figure 4.13 Normalized energy according to temperature for CFx-coated surface and Pt-coated 
surface.  Estimate of the thermal energy transfer due to conduction calculated from Equation 4.6 
and residence times (CFx-coated in Figure 4.8(b)) was shown as dashed line. 
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In Equation 4.7, t1 is the time when the water droplet detaches from the surface.  I measured r(t), 
the radius of contact between the droplet and the surface using high-speed imaging.  r showed an 
asymmetric behavior with a rapid rise and relatively slow fall to zero [17].  Empirically, I found 
that the functional form   ( ) exp cr t at bt   fitted the data well using a=5.5 m sec-1, b=6220 
sec
-1
, and c=0.85 (see Figure 4.14). 
At T<130
 o
C, the measured heat transfer was in good agreement with the prediction of 
Equation 4. 6 but at T>130 
o
C, the data significantly exceeded the prediction of Equation 4.6.  
This could be explained by the phase transformation; part of the energy transfer originated from 
liquid-to-vapor phase transformation.  The surprising result was that the contribution of the  
 
Figure 4.14 Drop radius changes with time.  Functional form   ( ) exp cr t at bt 
 
has a good 
fitting with the drop radius change at 110 
o
C. 
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liquid-to-vapor phase-change to heat transfer appeared to be nearly constant at ≈0.020 J mm-3, 
≈1% of the enthalpy change from 25 oC liquid water to 100 oC water vapor. 
In previous studies [16-18], the volume of vapor evaporated from the bottom surface of 
the droplet during the droplet-wall contact was calculated assuming that all of the heat extracted 
from the solid surface created vapor.  Using Eq. (4) in Ref. 16, and r(t) described above, I 
estimated a heat transfer of ≈70 mJ mm-3, within a factor of 3 of our observations.  
 
4.4 Conclusion 
Experiments using pump-probe optical methods and high speed imaging were performed 
to characterize the droplet dynamics, heat transfer, and the kinetics of liquid-to-vapor phase 
transformation when water droplet impinged on a hot hydrophobic surface.  With the presented  
work, the understanding of the interaction between droplets and hot surface has been advanced; I 
found that the vapor layer rapidly formed to interfere the liquid/solid contact and that the liquid-
vapor phase transformation could be a heat transfer mechanism in addition to the conduction at 
T>130 
o
C.  This study on the hydrophobic surfaces could help to quantify the efficiency of the 
interaction of bouncing droplets and also be applied for practical applications where liquid 
droplets were bounced. 
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CHAPTER 5                                                                                      
CONTACT AREA BETWEEN PDMS AND PT-COATED 
SURFACE 
 
5.1 Introduction 
Recently, Oh et al. [1] studied the interfacial thermal conductance between transfer-
printed films and substrates.  The thermal conductance of a transfer-printed interface is lower 
than that of a physical-vapor-deposited interface but has a similar order of magnitude.  However, 
it is many orders of magnitude greater than the thermal conductance of pressed contact between 
two macroscopic polished surfaces [2,3].  As heat transfer between a transfer-printed film and a 
substrate originates from the intimate contact area, the relatively large thermal conductance 
indicates a significant true contact area. Oh et al. suggested that the relatively large thermal 
conductance did not originate from van der Waals attraction, but from the capillary pressure 
created by adsorbed water. However, their study did not provide direct evidence that the true 
contact area actually changed according to the humidity. The present study was performed to 
investigate the effects of humidity on the true contact area using a modulated pump-probe optical 
technique. To provide a well-defined environment, polydimethylsiloxane (PDMS) with a 
controlled shape and Pt-coated Si were used as the surfaces. In this study, the true contact area 
was assumed to be related to the thermal conductance. 
In previous studies [4], the evolution of the capillary bridge was monitored with video 
cameras for top and profile views, and a capillary bridge was formed between the liquid and 
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glass with a curved shape.  However, the actual contact area is difficult to determine in a sub-
microscale setting.  Yang et al. [5] studied the capillary force between a nanoscale atomic force 
microscope (AFM) tip and a silicon wafer. They compared the pull-off forces in air and in an 
ultrahigh vacuum (UHV).  The capillary bridge force can be defined as the difference between 
these two values.  DelRio et al. [6] investigated the adhesion energy according to relative 
humidity.  The adhesion energy between two polysilicones was measured from the cantilever 
deflection for various values of the relative humidity and surface roughness. They found that 
below a threshold relative humidity (RH), the adhesion was mainly due to van der Waals forces 
across the extensive non-contact areas, whereas above the threshold RH, the adhesion jumped 
due to capillary condensation.  Persson [7] obtained numerical results on the contact area 
according to the Kelvin capillary width (dK), which is related to the RH. The contact area 
between a soft flat surface (E < 100 MPa) and a hard rough surface (hrms ~6 µm) was found to be 
a maximum when the dK was small (very low humidity).  
 
5.2 Experimental 
5.2.1 Sample preparation 
A coating of SiNx 100 nm in thickness was deposited on a Si (100) wafer (N-type, 1 ~ 10 Ω-cm 
resistivity, single-side polished, and 500 µm thick) by plasma-enhanced chemical vapor 
deposition (PECVD).  ZEP (e-beam lithography resist) was spin-coated on top of the SiNx layer. 
The e-beam lithography was carried out by the staff at the Micro and Nanotechnology 
Laboratory, and squares of ZEP measuring 2 µm × 2 µm (~200 × ~200 array) were removed 
during the process (see Figure 5.1).  The SiNx layer was first etched by reactive ion etching 
(RIE) under the following conditions: CHF3 (36) + O2 (4) at 40 mTorr atmospheric pressure, 175  
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Figure 5.1  Squares of ZEP measuring 2 µm × 2 µm (~200 × ~200 array) were removed during 
the e-beam lithography process.  The spacing between squares was 1 µm. 
 
W of power, and base pressure < 2×10
-4 
Torr.  The etching time was chosen by trial and error, 
and ~75 s was found to be long enough to etch the SiNx layer thoroughly.  The ZEP was also 
etched during this process, but only to a depth of ~40 nm of 300 nm.  The remaining ZEP was 
etched by March RIE.  The ZEP etching conditions were also chosen by trial and error (pressure: 
165 mTorr, O2: 20 mTorr, power: 150 W, time: 60 s).  After removing the ZEP layer, many open 
squares appeared in the SiNx barrier on the Si.  Pyramidal pits were then etched by selective  
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Figure 5.2 (a) AFM image of PDMS elastomer with pyramids array, (b) height profile along the 
center of the pyramids (red line in (a)) and (c) three-dimensional image of the height profile  
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KOH etching of the Si (100) wafer.  It was found that a SiNx layer can be used as a mask during 
KOH etching, as KOH etching of silicon nitride was not observed in the study.  The KOH 
solution was prepared by mixing 70 g of KOH with 190 mL of deionized water and 40 mL of 
isopropyl alcohol at 90°C.  A magnetic stirrer was inserted into the KOH solution for thorough 
mixing during the etching reaction.  The Si wafer with SiNx barrier was propped against the wall 
of the beaker to facilitate removal of the etching debris.  Occasionally, the Si wafer was removed 
to check the etching progress under an optical microscope.  After the etching was completed, the 
features inside the pattern were darker than the outside.  After the KOH etching step, RCA 
cleaning [8] was carried out to remove organic contaminants, oxide layers, and ionic 
contamination.  As PDMS is very sticky and the Si mold can be broken during PDMS peel-off, a 
salinization process is required.  The Si wafer was placed in a vacuum desiccator, and a few 
drops of (tridecafluoro-1,1,2,2-tetrahydrooctyl)trichlorosilane were added.  After 1 hr, a thin 
layer of silane formed on top of the Si mold.  For PDMS fabrication, the curing agent and 
Sylgard 184 (Dow Corning) base were thoroughly mixed in a 1:5 ratio with gentle stirring, and 
the mixture was placed in a vacuum oven to remove any bubbles.  The mixture was then gently 
poured onto the Si mold with an array of pyramidal pits.  The PDMS elastomer was cured at 90 
°C for 4 hrs.  An AFM image of the fabricated PDMS elastomer is shown in Figure 5.2.  The Pt-
coated surface was prepared using the same procedure: 10 nm Pt/100 nm Ti/100 nm TiO2/1 mm 
Si/19 nm TiO2. 
I chose 2 µm for the base length of each pyramid.  Even at zero pre-load, pyramidal 
microtip contacting to rigid surface can be deformed to maintain the equilibrium between surface 
adhesion and elastic repulsion [9].  This deformation leads to significant change of contact area.  
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For the pyramidal micro-tip whose radius was smaller than 100 nm, the minimum contact radius 
was known as follows [9]: 
2
tan
32
2
min 


E
Rcontact  ,                        ( 5.1 ) 
where γ is the adhesion energy, Ē=E/(1-ν2) with Young’s modulus E and Poisson’s ratio ν, and θ 
is the angle between two opposite edges of pyramid.  When E=1.8 MPa, and γ=155 mJ m-2, 
min
contactR ~ 680 nm.  To investigate the change of the contact area as the load increases, the base 
length of pyramid needs to be larger than min
contactR . 
 
5.2.2 Measurement system 
The measurement system was essentially the same as a time-domain thermoreflectance 
(TDTR) system except for the sample stage area.  A small chamber made of acrylic board was 
used to control the humidity near the sample.  Humidity is typically controlled using a glycerol-
water solution [10] or a salt solution [11], but in this experiment, dry nitrogen was injected into 
the chamber to keep the relative humidity below 2%.  The hygrometer used to measure the 
humidity (Picolog RH-02) has an accuracy of ±2.5%, with a measurement range of 0% – 90%.  
A motorized actuator (Z825B; Thorlabs) was connected to the stage to control vertical 
movement of the sample.  The stage was also equipped with tilt knobs to make the PDMS 
sample and the Pt-coated surface parallel (See Figure 5.3(b)). 
To align the laser beam and the featured PDMS, a flat PDMS was used to roughly 
determine the correct location, as the size of the featured PDMS was < 1 mm
2
. Then, the flat 
PDMS was replaced with a PDMS with pyramidal features, and the search for an appropriate  
 
79 
 
 
Figure 5.3 (a) Acrylic box was placed in the sample area to control the humidity of the sample.  
Pump and probe beams passed through the viewport on the side and dry nitrogen gas was 
injected from the other side.  (b) Close-up view of sample area.  Tilt knobs were used to make 
the PDMS and Pt-coated Si parallel. 
 
position was continued.  The 1/e
2
 radius with 10× magnification was ~12 µm, which was much 
smaller than the feature size of ~600 µm. 
 
5.3 Results and discussions 
5.3.1 Between the flat (Pt-coated) – flat (PDMS) surfaces 
As the effects of humidity on the TDTR signal are unknown, the other parameters that 
can affect the signal (tilt angle, elasticity of the PDMS, etc.) should be constrained.  In addition, 
reproducible experimental conditions are required for further experiments.  First, two tilt knobs 
were used to make the PDMS and Pt-coated Si wafer parallel.  A flat PDMS surface was used in 
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this experiment instead of the PDMS with pyramid array.  To determine the effects of tilt on the 
TDTR signal, one of the tilt knobs was gradually rotated in both counterclockwise and clockwise 
directions.  For each tilt angle, the PDMS was moved upward and downward in 0.1 µm 
increments, while the Pt-coated Si was fixed on the sample stage.  The adhesion between the 
PDMS and Pt surface took the form of a hysteresis curve.  As indicated in Figure 5.4(c), when 
the PDMS approached the Pt-coated Si, –Vin/Vout increased markedly after contact (black curve).  
Similarly, –Vin/Vout decreased suddenly when the PDMS was separated from the Pt-coated Si (red 
curve).  The tilt affected the slope of the hysteresis curve, as shown in Figure 5.4(a)-(e): the 
greater the tilt angle, the more gradual the slope of the hysteresis curve (Figure 5.5).  It is evident 
that a tilted surface requires more displacement than a parallel surface to make intimate contact. 
In the subsequent experiment, the slope of the hysteresis curve was kept as sharp as possible. 
The elasticity of the PDMS was also considered.  A 1:5 mixing ratio of curing agent to base is 
generally used for the fabrication of PDMS.  To investigate the effects of elasticity on the TDTR 
signal, a 1:20 mixing ratio was used, as the stiffness can be controlled by varying the cross-
linking density (i.e., the mixing ratio of curing agent to base) [12].  As shown in Figure 5.6, the 
hysteresis curve was affected by the stiffness of the PDMS.  The hysteresis curve obtained with 
the soft (1:20) structures exhibited about three times the width of that obtained with the hard (1:5) 
structures: 8.2 µm and 23.6 µm.  In the present experiment, the displacement in z-direction (∆z) 
could be converted to the applied pressure using Young’s modulus and the thickness of PDMS (5 
mm).  Although I did not characterize the elastic property of PDMS elastomers fabricated, its 
dependence on the cross-linker concentration is known in the literature [13]; Young’s moduli of  
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Figure 5.4  After making hard PDMS (1:5) and Pt-coated Si parallel each other, PDMS was tilted 
by (a) 5 
o
 counter-clockwise (CCW) (b) 2.5 
o
 CCW (c) 0 
o
 (d) 2.5 
o
 clockwise (CW) (e) 5
 o
 CW.  
After tilt, PDMS approached to the Pt-coated Si (black curve, positive z-direction) and then 
PDMS was separated from Pt-coated Si (red curve, negative z-direction) after contact.  Approach 
with an angle did not affect the width of the hysteresis curve but the slope of the curve; the 
greater the tilt angle, the more gradual the slope of the hysteresis curve. 
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Figure 5.5 Slope of the rise and fall in the ratio signal as a function of the tilt angle.  The slope is 
the sharpest when PDMS and Pt-coated Si surfaces are parallel. 
 
 
Figure 5.6 –Vin/Vout according to the displacement in z-direction when soft PDMS (1:20) is used.  
The width of the hysteresis curve is about three times bigger than that shown in Figure 5.4 (note 
that the x-axis width is almost twice bigger than Figure 5.4). 
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Figure 5.7 The width of hysteresis curve according to Young’s modulus.  Hysteresis width 
decreases according to the increase of Young’s modulus.  
  
PDMS with 1:5 and 1:20 mixing ratios were ~3.6 and ~1.1 MPa even though the accurate value 
depended on process details.  1 µm displacement corresponded to 0.72 (0.22) kPa pressure and 
the resulting adhesion was 5.9 (5.2) kPa for 1:5 (1:20) mixing ratio.  I could not tell the exact 
correlation of the pull-off force with elastic modulus because I had only two data points (see 
Figure 5.7).   
 
5.3.2 Searching for the micro-pyramid array in the PDMS 
To investigate the effects of humidity on the adhesion between the PDMS and Pt surfaces, 
the PDMS with a micro-pyramid array was used.  The base length of each pyramid was 2 µm 
and the spacing between the pyramids was 1 µm (see Figure 5.2).  The pyramid array was 
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located at the center of the PDMS sample, with an area of less than 1 mm
2
.  Due to the small area 
of the pyramid array, it was necessary to search for it before each TDTR measurement.  To 
compare the ratio inside with that outside the array, the delay time was fixed at t = 500 ps and –
Vin/Vout was measured while moving the PDMS upward and downward (Figure 5.8).  The 
behavior of the TDTR signal inside the array was different from that outside the array.  The 
value of –Vin/Vout changed gradually inside the pyramid array, while suddenly jumping to the 
value for close contact outside the array.  In particular, inside the array, –Vin/Vout exhibited much 
smaller values than that for close contact; i.e., only partial contact was made during movement 
after contact.  The PDMS was easily detached from the Pt surface after contact representing 
additional evidence in favor of this partial contact.  As the top surface of the PDMS was flat and 
the bottom surface had many pyramids, the PDMS was in intimate contact with the holder.  The 
adhesion between the top surface of the PDMS (flat) and the holder was stronger than the force 
between the bottom surface of the PDMS (pyramids) and the Pt surface.  This behavioral 
difference of the TDTR signal was used to determine the proper location of the array in the 
PDMS. 
At the intermediate delay time t,  
p
out
in C
V
V
 ,             ( 5.2 ) 
where Λ is the thermal conductivity of the sample, and Cp is the volumetric heat capacity of the 
sample.  Before contact, –Vin/Vout was related only to the sample because the effusivity of air is 
several orders of magnitude smaller than that effusivity of the sample.  After contact, however, 
the ratio was influenced by both the sample and the PDMS.  Therefore, the increase in ratio after 
contact was due to the PDMS.  This simple relationship provides insight into the contact area 
between the PDMS and Pt surface.  Although Figure 5.8(a) was not analyzed quantitatively, a 
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slight change in the slope of the curve was seen.  Thus, the contact area increased more rapidly in 
the beginning. 
 
5.3.3 Effects of humidity on the contact area 
As mentioned in Chapter 5.2.2, dry nitrogen was injected into the sealed acrylic box that 
enclosed the sample (see Figure 5.3).  The sample was irradiated by pump and probe beams 
through a view port in the side of the box.  Dry nitrogen decreases the relative humidity, which 
eventually converges to < 2%.  The nitrogen gas flow was on continuously throughout the 
experiment.  The TDTR signal at t = 500 ps delay time was measured while the PDMS with 
pyramid array approached the Pt surface (see Figure 5.9).  The far end of the curve, which is 
related to mechanical deformation, is outside the scope of this study.  This study focused on the 
beginning of contact, which may be related to capillary pressure.  It is well known that geckos 
can adhere to both hydrophilic and hydrophobic surfaces via van der Waals and capillary forces 
[14,15].  A gecko spatula exhibits a stronger adhesive force in a humid atmosphere than in a dry 
atmosphere, which is due to the capillary force.  Huber et al. [15] reported that the pull-off force 
of a spatula increases linearly up to ~50% in the 0% – 50% RH range.   
I used the effective thermal conductance introduced in Chapter 2.6; effective thermal 
conductance (Geff) is defined as pCf2 , where f is the modulation frequency, and Λ and Cp 
are the thermal conductivity and volumetric heat capacity of PDMS.  I used a thermal model [16] 
to calculate how -Vin/Vout varied with Geff.  I then inverted these data to produce a calibration that 
related measured changes in -Vin/Vout to changes in Geff (see Figure 5.10).  Also, the z-
displacement was converted to the applied pressure using Young’s modulus.  Finally, the raw 
data shown in Figure 5.8(a) and Figure 5.9 were too noisy to be compared each other.  Therefore,  
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Figure 5.8 -Vin/Vout according to z-position (a) at the center of pyramids array and (b) outside the 
pyramids array at RH~50%.  Whether the beam is irradiated inside or not is determined from -
Vin/Vout behavior; -Vin/Vout slowly changes inside the array. 
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Figure 5.9 -Vin/Vout according to z-position at center of the pyramidal region at RH<2%.   
 
Figure 5.10 The relationship of measured changes in -Vin/Vout to changes in Geff. 
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the functional form b
eff
P
P
aG )(
0
  is used for fitting where a and b are fitting constants, and P0 is 
an atmospheric pressure (see Figure 5.11).  The exponent b in the functional form in the dry 
condition was ~0.7.  Kucharski et al. [17] conducted the finite-element analysis of contact 
between elastoplastic sphere and a rigid plane and showed the power law which had a form 
Ar~P
0.735
, where Ar is the real contact area and P is the load.  At the beginning of the contact, the 
comparison of wet atmosphere with dry atmosphere showed the similar result expected in the 
literature [15]; the larger contact area in wet atmosphere due to the capillary adhesion. 
 
 
Figure 5.11 The curves in Figure 5.8(a) and Figure 5.9 were converted using pressure and 
effective thermal conductance for both x- and y-axis.  In the left y-axis, effective thermal 
conductance is used while area of contact is shown in the right axis; area of contact is the ratio of 
Geff at partial contact to Geff at full contact.  Curves here are fitted to the functional form
b
eff
P
P
aG )(
0
  where a and b are fitting constants, and P0 is an atmospheric pressure.   
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To enhance the result of this experiment, the surface property can be manipulated.  A 
combination of hydrophobic (PDMS) and hydrophilic (Pt) surfaces was used in the experiment 
for both humid and dry environments.  To maximize the effect of humidity, the surface property 
of both the PDMS and sample could be adjusted, i.e., hydrophobic surfaces under dry conditions 
and hydrophilic surfaces under humid conditions.  PDMS is originally hydrophobic, but it can be 
made hydrophilic by oxygen plasma treatment [18-20].  In addition, the sample could be made 
more hydrophobic with a CFx coating [21]. 
 
5.4 Conclusion 
TDTR was used to examine the effects of humidity on the adhesion between PDMS and 
Pt surface.  A pyramid array was fabricated on the PDMS to provide a well-defined structure.  
The TDTR measurements indicated that the angle between the PDMS and Pt surface affected the 
slope rather than the width of the hysteresis curve.  On the other hand, the mixing ratio for 
PDMS fabrication (i.e., the stiffness of the PDMS) contributed to the width of the hysteresis 
curve.  In addition, attempts were made to determine the capillary pressure by measuring the 
contact area according to humidity:  –Vin/Vout was roughly proportional to the contact area.  
There were noticeable differences between the humid environment (RH ~50%) and the dry 
environment (RH < 2%) for the current system and sample combination.  It could be enhanced 
by choosing proper system and sample combination. 
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CHAPTER 6                                                                                   
SUMMARY 
 
Combination of two-photon absorption (TPA) thermometry and time-domain 
thermoreflectance (TDTR) are capable of measurement of i) the energy transferred during the 
cooling process and ii) the residence time of water droplet when the water droplet impinges.  Its 
sub-millisecond time resolution enables accurate measurements of heat transfer between the 
water droplet and hot surface and the fast kinetics of liquid-to-vapor phase transformation.  The 
droplet dynamics is also investigated using high-speed imaging. 
For the multiple droplets on hydrophilic surface, the water drop slowly evaporates 
without boiling at low temperature.  Therefore, I can validate the measurement technique by 
comparison of the amount of energy transferred (E) at low temperature to latent heat of 
evaporation.  At T>150 
o
C, the droplet shatters and E also decreases along with the residence 
time (τ).  The heat flux from E and τ, approaches to ~500 W cm-2 at 210 oC, which is comparable 
or several times larger than the reported values. 
For the single droplet on hydrophobic surface, droplet bounces off the hot hydrophobic 
surface.  Unlike the high-speed imaging, the measurement of thermal transport shows that a 
vapor layer forms rapidly and suppresses the time of liquid/solid contact at T>130 
o
C.  I used the 
concept of the contact line velocity to explain the shorter residence time.  I could not provide the 
direct evidence of the origin of vapor for this phenomenon.  However, if I vary the size of the 
pattern and show that the residence time is proportional to the pattern size, I may give the 
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indirect evidence to prove the shorter residence time.  I aligned both pump and probe beams to 
the center of the pattern to avoid the scattering.  For this reason, I think that it is hard to decrease 
the pattern size from 40 µm; 1/e
2
 beam diameter is ~12 µm with 20x magnification in the current 
set-up.  The energy via conduction decreases with increasing temperature because the residence 
time decreases while the energy via liquid-vapor phase transformation appears at T>130 
o
C.  I 
hope that this experimental result in the well-defined system can be helpful to the study of the 
computational simulation. 
In addition, I applied pump-probe apparatus to contact area measurement with the 
assumption that the interfacial thermal conductance is proportional to the contact area.  I studied 
the effect of humidity on capillary adhesion between PDMS with pyramids array and Pt-coated 
surface.  And I could find the significant difference at the beginning of contact.  To enhance the 
experimental result, the experiment using hydrophilic-hydrophilic surfaces in humid 
environment (or hydrophobic-hydrophobic surface in dry environment) by changing the surface 
property can be conducted.  
