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We take as our framework for discussing ﬁxed point equations and their solu-
tion the (one-sorted) categories known as Lawvere algebraic theories [28].
A system of ﬁxed point equations (with parameters) has the form
x1= t1(x1, . . . , xn, y1, . . . yp)
... (1)
xn= tn(x1, . . . , xn, y1, . . . yp),
where, typically, for each i ∈ [n], ti denotes a function ti : An+p → A, for some
structure A. Sometimes, the structure A is equipped with a partial order,
and the functions ti are order-preserving or continuous. In such a case, for a
given p-tuple of elements y1, . . . , yp in A, one might ask for the least x1, . . . , xn
satisfying all of these equations, if such exist.
There are other possible interpretations. In one example, each ti denotes a
row matrix with n+ p entries in a semiring S. As an example from language
theory, let S be the idempotent semiring of all subsets of a free monoid G∗,
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with union as sum and complex concatenation as product. In yet another
setting, each ti is a pair (a, v), consisting of a 1 by n + p row matrix a with
entries in a semiring S, and an element v in an S-module. When S is the
semiring consisting of the power set of G∗, the module might be the collection
of all subsets of inﬁnite words on G. As a ﬁnal class of examples, each ti
denotes a functor Dn+p → D, where D is some category.
All of these possibilities and more may be treated uniformly in the framework
of algebraic theories (see [6,7]). In such theories, the objects are the nonnega-
tive integers, and n ≥ 0 is the copower of 1 with itself n-times. The integer n
represents either a copower A× [n], or dually, a power An, for a structure A.
We denote the coproduct injections by in : 1→ n, i ∈ [n]. In any theory T , a
“base morphism” n→ p is a tupling of the coproduct injections ip : 1→ p. In
the example of order preserving functions on a poset A, a function Ap → An
is a morphism n→ p (note the reversal of direction to translate from products
to coproducts). In the matrix example, an n × p matrix over S becomes a
morphism n→ p.
Now, in an algebraic theory, we interpret the entire right side of the system of
ﬁxed point equations (1) as a morphism t : n→ n+p, since each ti determines
a morphism 1→ n+ p and the coproduct property produces a corresponding
morphism t = 〈t1, . . . , tn〉 : n→ n+ p. Thus, a solution of the system is itself
a morphism ξ : n→ p which satisﬁes the “ﬁxed point equation”
ξ= t · 〈ξ, 1p〉.
Composition is written in diagrammatic order, so that the last equation means
ξ=n
t→ n + p 〈ξ,1p〉→ p.
If we write a solution ξ as 〈ξ1, . . . , ξn〉, then, for a theory of functions on powers
of a set A, each ξi is a function A
p → A and
ξ1(y)= t1(ξ1(y), ξ2(y), . . . , ξn(y), y)
...
ξn(y)= tn(ξ1(y), ξ2(y), . . . , ξn(y), y),
where we write y for y1, . . . , yp.
Algebraic theories T in which every system of ﬁxed point equations has a
canonical solution are modeled as theories enriched by a function
† : T (n, n+ p)→ T (n, p),
for each n, p ≥ 0, such that, for each morphism t : n→ n+ p,
t†= t · 〈t†, 1p〉.
Thus, the operation t 
→ t† produces a canonical ﬁxed point solution to the
system determined by the morphism t.
There has been a good deal of eﬀort by both mathematicians and computer
scientists devoted to the question of whether ﬁxed points to certain systems
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exist at all. The names Brouwer [10], Banach [1], Tarski [39], Kleene [21],
and Scott [35] come to mind. The properties of the ﬁxed point operation
in theories which occur naturally in the theory of computation have been
studied in several settings: partial order semantics (for example, see [2,12,31]),
categorical semantics ([32,29,22,36,38]), and in language theory and formal
power series
One example of an equational property (other than the ﬁxed point property
itself) of the ﬁxed point operation is the “composition identity”:
(f · 〈g, 0n ⊕ 1p〉)†= f · 〈(g · 〈f, 0m ⊕ 1p〉)†, 1p〉,
all f : n→ m+ p, g : m→ n+ p. As a result of a long series of papers, there
seems to be agreement that there is essentially one equational theory which
captures all of the equations valid in every computationally interesting theory.
(See [7] for a summary and [38] for an explanation of this phenomenon.) These
equations may be described in any of several equivalent ways:
• all equations valid in theories of complete partially ordered sets and contin-
uous (or monotonic) functions;
• all equations valid in theories of continuous functors on ω- complete cate-
gories, or over algebraically complete categories;
• all equations valid in theories of labeled trees;
• all models of a certain set of axioms.
The models for this theory are called iteration theories. The reason for the
qualiﬁcation “essentially one” above is that certain iteration theories, such as
a theory of matrices over the semiring of binary relations on some set, are
special only in that they have a unique morphism 1 → 0. Thus, in addition
to the axioms mentioned, they also satisfy x = y, all x, y : 1→ 0.
The best set of axioms known for iteration theories is due to E´sik, [19]. These
axioms are divided into two parts: the “Conway identities”, which contain only
two axiom schemes, the parameter and double dagger identities, in addition to
the composition identity above, and an identity for each ﬁnite (simple) group.
Each of the axioms is readily seen to hold in any particular setting. However,
the completeness of these axioms is not at all obvious.
The parameter identity is
(f · (1n ⊕ g))†= f † · g,
for all f : n→ n + p, g : p→ q. The double dagger identity is
f ††=(f · (〈1n, 1n〉 ⊕ 1p))†,
all f : n→ n + n+ p.
There is a class of iteration theories in which the “nontrivial” systems of
ﬁxed point equations have unique solutions: these theories were introduced
by Elgot in [16] under the term “(ideal) iterative theories”. In such a theory,
a morphism 1→ n is either one of the coproduct injections in : 1→ n, i ∈ [n],
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or is ideal ; if f : 1 → n is ideal, so is f · g, for any g : n → p. A morphism
f : n → p is ideal if each component in · f is. For each ideal morphism
f : n→ n+ p in an iterative theory, there is a unique ξ = f † such that
ξ= f · 〈ξ, 1p〉.
One class of examples of ideal iterative theories are the “contraction theo-
ries”. If A is a complete metric space, the least theory containing all proper
contractions An → A is an iterative theory.
What about morphisms n→ n+p in iterative theories which are not ideal? For
example, consider the case n = 1, p = 0 and f = 11, the identity morphism.
The corresponding ﬁxed point equation is the trivial equation in the variable
ξ : 1→ 0,
ξ=11 · ξ,
which has all morphisms 1 → 0 as solutions. In [4,5] it is shown that for
each choice of a solution to this one ﬁxed point equation, there is a unique
extension of the ﬁxed point operation to all morphisms such that the resulting
theory is an iteration theory.
One might legitimately consider ﬁxed point equations for ideal morphisms as
equations in which the variables to solve for occur only in “guarded positions”.
Thus, iterative theories might be described roughly as theories in which sys-
tems of guarded equations have unique ﬁxed points. In iterative theories, the
nonideal morphisms are somehow trivial, and can be dealt with as in [4,5].
Models in which “guarded statements” of the required form have unique ﬁxed
points have been featured in many places, for example in the metric semantics
of de Bakker and his collaborators, see, e.g., [13,14,15], in the work of Milner,
e.g., [30], and in the classical paper axiomatizing the regular sets, by Salomaa,
[33].
1.1 New results
In the theories considered in the current paper, the “grove theories”, each
hom-set has an additive structure: it is a commutative monoid
(T (n, p),+, 0n,p)
and composition on the right preserves the monoid structure: (f + g) · h =
f · h+ g · h. (The name derives from the fact that synchronization trees have
these properties, and a “grove” is a small group of trees.)
In the grove theories considered here, each morphism n → p can be written
uniquely as a sum f = a+ t, where a belongs to a subtheory M of T which is
a matrix theory, and t belongs to an “M-ideal”, T0. The morphisms in T0 are
analogues of the ideal or guarded morphisms in iterative theories, and have
unique solutions for the corresponding ﬁxed point equations. In this paper,
50
Bloom and E´sik
(i) we prove a grove extension theorem, to the eﬀect that if the matrix
subtheoryM is already an iteration theory, then the ﬁxed point operation
on M may be extended in a unique way to all of T such that T becomes
an iteration theory.
(ii) We provide two applications of this theorem: to theories of synchroniza-
tion trees, and to theories of formal tree series.
(iii) We prove aKleene-type theorem. Given a grove iteration theory T , and
a matrix subtheory M which is an iteration theory, for any collection Σ
of morphisms with source 1, the least subiteration grove theory of T
containing M and Σ is described as containing the “behaviors” of certain
“normal descriptions”, which are analogues of ﬁnite automata.
We now proceed to a precise account of these results. A version of this paper





A pointed theory is one with a distinguished morphism 01,0 : 1 → 0. Then
01,p : n → p is deﬁned as 01,0 composed with the unique morphism 0 → p;
0n,p : n→ p is deﬁned as the tupling of 01,p with itself, n-times.
A grove theory T is a pointed theory such that each hom-set T (n, p) =
(T (n, p),+, 0n,p) is a commutative monoid with neutral element 0n,p such that
(f + g) · h= f · h+ g · h
0r,n · f =0r,p
in · (f + g)= in · f + in · g, i ∈ [n]
in · 0n,p=01,p, i ∈ [n],
for all r ≥ 0, all f, g : n → p, h : p → q in T . (The last two equations say
that sums of vector morphisms are deﬁned componentwise, as are the neutral
elements.) If T, T ′ are grove theories, a morphism ϕ : T → T ′ is a theory
morphism that is a monoid morphism T (n, p)→ T ′(n, p), for each n, p ≥ 0. T
is a sub grove theory of T ′ if T is a subtheory of T ′, and the monoid T (n, p)
is a submonoid of T ′(n, p), for each n, p ≥ 0.
Amatrix theory is a grove theory in which composition also distributes over
sums on the other side:
h · (f + g)= h · f + h · g,
where this is meaningful; and also each zero morphism 0n,p is a two sided an-
nihilator. Any matrix theory T is isomorphic to the theory of matricesMatS,
where S is the semiring T (1, 1), and we make this identiﬁcation without fur-
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ther comment. If a matrix theory is a Conway theory, the dagger operation
determines a unary star operation on each hom-set T (n, n) by
a∗ := [a , 1p]†,
satisfying the star-sum and star-product identities given below.
(a+ b)∗= (a∗b)∗a∗
(ab)∗= 1n + a(ba)∗b.
Conversely, given a star operation satisfying these identities, we may deﬁne a
dagger operation † : T (n, n+ p)→ T (n, p) by
[a b]† := a∗b,
where a is n×n and b is n×p. This dagger operation satisﬁes the parameter,
composition and double dagger identities. Thus, T is a Conway theory. See
[6].
If a matrix theoryM is a Conway theory, its underlying semiringM(1, 1) has a
unary star operation satisfying the star-sum and product identities above. We
call these semirings “Conway semirings”, [11,6]. Similarly, ifM is an iteration
theory, we call the semiring S an “iteration semiring”.
Theorem 2.1 (Grove extension theorem) Suppose that T is a grove the-
ory and S ⊆ T (1, 1) is a Conway semiring. Let M = MatS. Suppose that I0
is a collection of scalar morphisms of T (i.e., morphisms with source 1) with
the following properties:
(i) s ∈ S, f : 1→ p ∈ I0, g : p→ q ∈ T =⇒ s · f · g ∈ I0.
(ii) f, g : 1→ p ∈ I0 =⇒ f + g ∈ I0.
(iii) 01,p ∈ I0, all p ≥ 0.
(iv) For any g : 1→ p in T there is a unique a : 1→ p ∈M and f : 1→ p ∈
I0 such that g = f + a.
(v) For any f, g : 1→ p ∈ T and any s ∈ S, s · (f + g) = s · f + s · g.
(vi) For any b : 1 → p ∈ M and any f : 1 → 1 + p in I0, there is a unique
ξ : 1→ p ∈ T such that
ξ=((01 ⊕ b) + f) · 〈ξ,1p〉.
Then there is a unique way to extend the star operation on S to a dagger
operation on T such that T is a Conway theory. If S is an iteration semiring,
then T is an iteration theory.
The proof of this theorem is in the full version. The collection T0 of all
morphisms f0 : n → p such that in · f0 ∈ I0, for each i ∈ [n], forms an “M-
ideal”: i.e., T0 is closed under addition, right composition with any morphism
and left composition with morphisms inM . We prove that when f : n→ n+p
is written as
f = [a, b] + f0,
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where [a, b] : n→ n+ p is in M , and f0 : n→ n+ p is in the ideal T0, if there
is an extension of † to all of T , then f † is the unique solution of the equation
in the variable ξ : n→ p
ξ=((0n ⊕ a∗b) + f0) · 〈ξ, 1p〉.
Then we show that if we deﬁne † by this equation, the operation satisﬁes the
Conway and group identities. ✷
We now discuss two applications of the theorem.
3 The theory of synchronization trees
Let A be a nonempty set. The theory ST (A) of synchronization trees over
A has been studied in [6]. We recall that a morphism 1→ p in this theory is
a tree t = (V, v0, E, ), where
(i) V is a ﬁnite or countable set;
(ii) (V, v0, E) is a rooted tree - i.e., E ⊆ V × V , v0 ∈ V and, for each v ∈ V
there is a unique path v0, v1, . . . , vk = v from v0 to v.
(iii)  : E → A ∪ [p] is a “labeling function”.
(iv) if (u, v) ∈ [p], then v is a leaf, and (u, v) is an exit edge.
A morphism s : p → q is a p-tuple of trees 1 → q. If t : 1 → p and
s = (s1, . . . , sp) are synchronization trees, the composite t · s is the tree
obtained from t by deleting any exit edge (u, v) labeled i ∈ [p] and making
u the root of a copy of the tree si; if t, s : 1 → p are synchronization trees,
t + s : 1 → p is the tree obtained from the disjoint union of the two sets
of vertices and edges by identifying the roots of s, t and otherwise making no
further identiﬁcations. Composition and sum are extended to n-tuples of trees
pointwise. (See [6] for all details.)
The tree 01,p : 1→ p is the unique tree with only one vertex, the root, and no
edges. The morphism 0n,p is the n-tuple of the trees 01,p.
In [6], it was shown that ST (A) is a grove theory.
The following fact is well-known.
Proposition 3.1 Each hom-set in ST (A) is a complete metric space, where
the distance between two trees n→ p is the maximum of the distances between
their components in · t, in · t′. For trees t, t′ : 1→ p, deﬁne the distance d(t, t′)
to be 0 if t = t′, or 1/2n, where n is the minimum depth for which the trees t|n
and t′|n are distinct. The tree t|n is t “cut oﬀ” at level n; prune all vertices
and edges at distance more than n from the root.
Let Ex be the subtheory of ST (A) determined by the trees 1 → p all of
whose edges are exit edges; thus, for each i in [p], there are either ﬁnitely
many exit edges labeled i or countably many such edges. Let N∞ denote the
semiring of the nonnegative integers with a point at inﬁnity adjoined. For any
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synchronization tree t : 1→ p in Ex, let mi denote the number of edges in the
tree labeled i whose source is the root, for i ∈ [p]. We may thus identify such a
tree t with the 1× p matrix m(t) = [m1, . . . , mp] over N∞. This identiﬁcation
respects both the theory sum and composition operations, as is easy to show.
Thus, Ex is isomorphic to the theory of all matrices over the semiring N∞,
MatN∞ . In fact, Ex is an iteration theory. (See [6].)
Proposition 3.2 Ex is the initial in the following classes of theories:
• Conway grove theories satisfying 1∗∗ = 1∗.
• Conway matrix theories satisfying 1∗∗ = 1∗.
• Iteration grove theories satisfying 1∗∗ = 1∗.
• Iteration matrix theories satisfying 1∗∗ = 1∗.
(Of course, N∞ is the initial Conway and the initial iteration semiring sat-
isfying 1∗∗ = 1∗.) Now let I0 be the collection of all morphisms f : 1 → p,
p ≥ 0, in ST (A) such that no edge whose source is the root is labeled by an
integer in [p]. These trees have been called “guarded” in [6]. Guarded trees
have unique solutions of their ﬁxed point equation.
It is straightforward to check that the hypotheses listed in Theorem 2.1 hold.
In particular, if f : 1→ 1 + p is in I0, (so that f is “guarded”) and b : 1→ p
is in Ex, then there is a unique tree which is a solution of the ﬁxed point
equation for (01 ⊕ b) + f : 1→ 1 + p, namely the equation
ξ=((01 ⊕ b) + f) · 〈ξ, 1p〉.
Indeed, the tree (01 ⊕ b) + f induces a proper contraction map C on the set
of trees t : 1→ p in ST (A), where
C(t) := ((01 ⊕ b) + f) · 〈t, 1p〉.
The distance between C(t) and C(t′) is at most 1/2 the distance between t
and t′. Thus, by the Banach ﬁxed point theorem [1], C has a unique ﬁxed
point, which can be computed as the limit of the sequence t0, t1, . . ., where t0
is any tree 1→ p, and ti+1 = C(ti).
For example, if p = 1 b = 11, f = a · 11, the morphism g = ((01 ⊕ b) + f) is
the tree
*






If ξ = g · 〈ξ, 11〉, then ξ is
*







As a corollary to the grove extension theorem, we obtain
Theorem 3.3 There is a unique way to deﬁne † on ST (A) extending the
corresponding operation on Ex, so that ST (A) is a Conway theory. And since
Ex is in fact an iteration theory, so is ST (A).
The fact that ST (A) is an iteration theory was proved in a totally diﬀerent
way in [6], using 2-categorical notions, initiality and continuity arguments.
By the results in [20], the continuity arguments may be replaced by initiality
arguments.
The fact that synchronization trees modulo (strong) bisimulation form itera-
tion theories may be established in at least two diﬀerent ways: showing they
are quotients of an iteration theory, or directly, using the grove extension
theorem.
4 Theories of formal tree series
Let Σ be a signature, i.e., a family of pairwise disjoint sets Σn, n ≥ 0. We let
X = {x1, x2, . . .} denote a countable set of “variables”, and Xn denotes the
set of the ﬁrst n-variables x1, . . . , xn. We let TΣ(Xn) denote the set of ﬁnite
trees whose leaves are labeled by letters in Xn ∪ Σ0 and whose interior nodes
with k successors are labeled by letters in Σk. The height, ht(t), of a tree t in
TΣ(Xn) is deﬁned as usual. Assume S is a commutative semiring.
Deﬁnition 4.1 A formal Σ-tree series s : 1→ p over S is a function
s : TΣ(Xp)→ S.
We let S〈〈 Σp 〉〉 denote the set of all formal Σ-tree series 1 → p over S. We
write the value of s ∈ S〈〈 Σp 〉〉 on the tree t as (s, t).
Formal tree series have been studied in several places, e.g., [3,9,27].
The following fact is well-known.
Proposition 4.2 The set S〈〈 Σp 〉〉 is a complete metric space, where for





0 s = s′
1/2n n = min{ht(t) : (s, t) = (s′, t)}.
Each set S〈〈 Σp 〉〉 may be enriched with a commutative addition operation,
deﬁned by:
(s1 + s2, t) := (s1, t) + (s2, t), t ∈ TΣ(Xp).
Proposition 4.3 (S〈〈 Σp 〉〉,+, 0p) is a commutative monoid, where 0p is the
constant function with value 0 ∈ S. ✷
For any tree t ∈ TΣ(Xp), let η(t) ∈ S〈〈 Σp 〉〉 be the series deﬁned by:
(η(t), u) :=
{
1 u = t
0 otherwise.
We need the following construction.
Deﬁnition 4.4 Suppose that t ∈ TΣ(Xn) has exactly k leaves labeled by
variables in Xn. (There may be other leaves labeled by letters in Σ0.) Say
these leaves are labeled, from left to right, by xi1 , . . . , xik . Let t
′ in TΣ(Xk)
be the tree obtained from t by relabeling these leaves x1, . . . , xk, respectively,
and let f denote both the function f : [k]→ [n] which maps j ∈ [k] to ij ∈ [n],
(and the corresponding base morphism k → n). Then
t=1
t′→ k f→ n.
When k = 0, t′ is the same tree as t, and f = 0n.
Deﬁnition 4.5 For any tree u ∈ TΣ(Xp), let Dn(u) denote the set of all trees
t ∈ TΣ(Xn) such that
u= t′ · 〈u1, . . . , uk〉
for some trees u1, . . . , uk ∈ TΣ(Xp), where t′ is constructed from t as in Deﬁ-
nition 4.4.
We note that Dn(u) is a ﬁnite set, which is nonempty when n > 0. In partic-
ular, for i ∈ [p],
Dn(xi)= {x1, . . . , xn}, (2)
since if xi = t
′ · 〈u1, . . . , uk〉, we have k = 1, t′ = x1 and u1 = xi. Thus, if
t = xj , f(1) = j. Further, for a ﬁxed u ∈ TΣ(Xp) and t ∈ Dn(u), there is a
unique set of trees u1, . . . , uk such that u = t
′ · 〈u1, . . . , uk〉.
We deﬁne next the theory S〈〈 Σ 〉〉 of formal Σ-tree series over S.
Deﬁnition 4.6 A morphism 1 → p in S〈〈 Σ 〉〉 is a function in S〈〈 Σp 〉〉;
a morphism n → p is an n-tuple 〈s1, . . . , sn〉 of morphisms 1 → p. For
s ∈ S〈〈 Σn 〉〉, si ∈ S〈〈 Σp 〉〉, i ∈ [n], and u ∈ TΣ(Xp), we deﬁne
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(s · 〈s1, . . . , sn〉, u) :=
∑
t∈Dn(u)
(s, t) · (sf(1), u1) · · · (sf(k), uk), (3)
where t = t′ ·f , as in Deﬁnition 4.4, and Dn(u) is deﬁned in Deﬁnition 4.5, and
u, t′, u1, . . . , uk are related as in that Deﬁnition. The composite of 〈s1, . . . , sn〉
with r : n→ q is deﬁned by:
〈s1, . . . , sn〉 · r := 〈s1 · r, . . . , sn · r〉.
For i ∈ [n], the coproduct injection in : 1→ n is the series η(xi) in S〈〈 Σn 〉〉.
When the semiring is the Boolean semiring, this composition is known as
the “OI” substitution, [18]. In order to make S〈〈 Σ 〉〉 into a grove theory,
we extend the addition operation to all hom-sets pointwise: for morphisms
s, r : n→ p in S〈〈 Σ 〉〉, with s = 〈s1, . . . , sn〉 and r = 〈r1, . . . , rn〉, we deﬁne
s+ r := 〈s1 + r1, . . . , sn + rn〉
0n,p := 〈0p, . . . , 0p〉.
Proposition 4.7 S〈〈 Σ 〉〉 is a grove theory. ✷
Now let M(n, p) consist of all morphisms 〈s1, . . . , sn〉 : n→ p in S〈〈 Σ 〉〉 such
that, for each i ∈ [n], if (si, t) = 0, then t ∈ Xp.
Proposition 4.8 M is a sub grove theory of S〈〈 Σ 〉〉, so that if g1, g2 ∈
M(n, p), then g1 + g2 ∈ M(n, p), and if h ∈ M(p, q), g1 · h ∈ M(n, q). Also,
η(xi) ∈ M(1, p), for each i ∈ [p]. In fact, M is isomorphic to the matrix
theory MatS.
Proposition 4.9 If a : n→ p in M and s, s′ : p→ q in S〈〈 Σ 〉〉, then
a · (s+ s′)= a · s+ a · s′.
Let I0(1, p) denote the set of morphisms f0 : 1→ p in S〈〈 Σ 〉〉 such that
i ∈ [p] =⇒ (s, xi) = 0.
Let T0(n, p) be those morphisms n→ p such that each component is in I0(1, p).
We note the following obvious fact.
Proposition 4.10 Any f : n → p in S〈〈 Σ 〉〉 can be written uniquely as
f = a+ g, where a : n→ p in M and g : n→ p in T0. ✷
Proposition 4.11 Suppose that f, g ∈ T0(n, p). Then f + g ∈ T0(n, p). If
a ∈ M(k, n), then a·f ∈ T0(k, p). If h : p→ q in S〈〈 Σ 〉〉, then f ·h ∈ T0(n, q).
Each constant function in S〈〈 Σp 〉〉 with value 0 belongs to T0(1, p).
Proposition 4.12 If g ∈ T0(1, 1 + p) and b : 1 → p in M , then there is a
unique ξ : 1→ p ∈ S〈〈 Σ 〉〉 such that
ξ=((01 ⊕ b) + g) · 〈ξ, 1p〉.
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Indeed, recall that S〈〈 Σp 〉〉 is a complete metric space. We can prove that
the function C : S〈〈 Σp 〉〉 → S〈〈 Σp 〉〉 deﬁned by
C(s) := ((01 ⊕ b) + g) · 〈s, 1p〉
is a proper contraction on the complete metric space S〈〈 Σp 〉〉. It then follows
from the Banach ﬁxed point theorem that C has a unique ﬁxed point, which
is the statement of the proposition.
Since we have veriﬁed the hypotheses of the Theorem 2.1, we obtain the fol-
lowing result.
Corollary 4.13 If S is a Conway or iteration semiring, there is a unique
extension of the ﬁxed point operation on M to all of S〈〈 Σ 〉〉 so that S〈〈 Σ 〉〉
is a Conway or iteration theory.
Two examples of iteration semirings are N∞ and the boolean semiring {0, 1},
with 0∗ = 1∗ = 1.
5 A Kleene Theorem
Assume that T is a Conway grove theory, i.e., T is both a Conway theory and a
grove theory, and that M is a sub Conway grove theory of T which is a matrix
theory. For a given collection Σ of scalar morphisms in T we will describe
the smallest sub Conway grove theory of T containing all the morphisms in
M ∪ Σ.
In more detail, we are assuming that
(i) T is a Conway grove theory and M is a sub Conway theory of T that is
a matrix theory. Thus, S = M(1, 1) is a semiring and M is isomorphic
to the matrices over S; M has a ∗-operation on the p × p matrices, for
each p ≥ 1, satisfying
(a+ b)∗= (a∗b)∗a∗
(ab)∗= 1p + a(ba)∗b.
(ii) If a ∈M and f, g ∈ T have appropriate sources and targets, then
a · (f + g)= a · f + a · g.
Let Σ be a collection of scalar morphisms in T .
Deﬁnition 5.1 A morphism f : 1→ n+ p is primitive of weight n if f is a
ﬁnite sum of morphisms of the sort
s · σ · ρ (type 1)
0n ⊕ (s · τ) (type 2),
where s ∈ S, σ : 1 → k ∈ Σ, and both ρ : k → n + p and τ : 1 → p are
base. A morphism f = 〈f1, . . . , fq〉 : q → p is primitive of weight n if each
component is primitive of weight n.
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Note that any 1× p matrix in M is primitive of type 2, (when n = 0), so, in
eﬀect, all morphisms in M are primitive (of type 2).
Deﬁnition 5.2 A normal description k → p of weight n is a pair
D=(α, f),
where f : n → n + p is primitive of weight n, and α : k → n is base. The
behavior of the normal description D : k → p is the morphism
|D| :=α · f †.
A normal description D = (α, f) : k → p of weight n might be viewed as an
“automaton” with n internal states, and p exit states; the values of α pick
out the k start states among the internal states, and the behavior of D is the
morphism in T determined by this automaton.
The full paper contains a proof of the following “Kleene-type” theorem.
Theorem 5.3 The smallest sub Conway grove theory of T containing M and
Σ consists of the behaviors of normal descriptions.
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