For sampling values along spherical Lissajous curves we establish a spectral interpolation and quadrature scheme on the sphere. We provide a mathematical analysis of spherical Lissajous curves and study the characteristic properties of their intersection points. Based on a discrete orthogonality structure we are able to prove the unisolvence of the interpolation problem. As basis functions for the interpolation space we use a parity-modified double Fourier basis on the sphere which allows us to implement the interpolation scheme in an efficient way. We further show that the numerical condition number of the interpolation scheme displays a logarithmic growth. As an application, we use the developed interpolation algorithm to estimate the rotation of an object based on measurements at the spherical Lissajous nodes.
Introduction
In Magnetic Resonance Imaging, motions of the scanned subject during the imaging process cause artifacts in the reconstruction. One concept to detect and correct subject motions in 3D is based on the additional measurements of spherical navigator echoes [6, 23] . These measurements are performed along sampling trajectories on a spherical shell and used to estimate rotations and translations of the scanned subject. Particular promising trajectories for such navigator measurements are spherical Lissajous curves [22] .
A spherical Lissajous curve is given in parametric form as α (t) = sin(m 2 t) cos(m 1 t − απ), sin(m 2 t) sin(m 1 t − απ), cos(m 2 t) , t ∈ R,
with a frequency vector m = (m 1 , m 2 ) ∈ N 2 and a rotation parameter α ∈ R. The curve space R 3 . Similar as for bivariate Lissajous curves [7, 8, 11, 12] , the curve (m) α describes a superposition of a latitudinal and a longitudinal harmonic motion determined by the frequencies m 1 and m 2 .
The goal of this article is to provide a mathematical analysis of spherical Lissajous curves and to study their role as generating curves for spherical interpolation. Of particular interest for our analysis are the intersection points LS (m) of one or more spherical Lissajous curves. These Lissajous nodes provide a good measure of how densely the curves cover the sphere. Further, these nodes are relevant for applications. In [22] , the intersection points of spherical Lissajous curves are used to correct spin-spin relaxation effects for the navigator measurements.
In the upcoming sections, we will give two different characterizations of the Lissajous nodes LS (m) . Particularly interesting for us and for applications is the case when the two frequencies m 1 and m 2 are relatively prime and m 2 is even. In this case, the nodes LS (m) can be described as time equidistant samples along a single spherical Lissajous curve. The restriction to even numbers m 2 guarantees that the two poles of S 2 are included in LS (m) . The second characterization in Section 3 is based on particularly defined index sets I (m) and allows an explicit description of the nodes LS (m) . It includes also the case when m 1 and m 2 are not relatively prime and when more than one Lissajous curve is needed to generate the nodes LS (m) .
The main task of this manuscript is to use the spherical Lissajous nodes LS
(m) to derive a novel scheme for interpolation and quadrature on the sphere. To this end, we transfer concepts and techniques developed in [7, 8] for multivariate polynomial interpolation on Lissajous-Chebyshev nodes in the hypercube [−1 , 1] d to a corresponding setting in spherical coordinates. As for the multivariate Lissajous-Chebyshev points, a main step in the proof of the spherical interpolation scheme is a discrete orthogonality structure linked to the spherical Lissajous nodes. This discrete orthogonality structure will be derived in Section 4.
As a basis system for the interpolation on the Lissajous nodes we will use a paritymodified double Fourier basis in spherical coordinates. These basis functions were introduced in the 70's [16, 18] as a stable alternative to the spherical harmonics and the Robert functions. Since then, they were used in a series of applications on the sphere as for instance described in [4, Section 18 .27] and [1, 3, 13, 14, 20] . As these functions are directly built on a Fourier series they are very well suited for computational purposes. Compared to spherical harmonics there are however some issues at the poles of the sphere which have to be treated properly. For a more detailed discussion on different aspects of this basis system we refer to the treatises given in [3, 4] .
For the actual work the concrete form of the parity-modified Fourier basis plays a crucial role. We will establish a close link between interpolation on the nodes of the spherical Lissajous curves and this basis system. This discussion will lead to Theorem 8 in which we prove the uniqueness of the interpolation in spaces spanned by the double Fourier basis. In Section 6, we will discover that the mentioned structure of the basis functions leads to an efficient implementation of the interpolation scheme in terms of a double Fourier transform. In Section 7 we will further give a short description of the numerical condition number and the convergence of the interpolation scheme. We will see that, similar to spectral methods on the hypercube [−1 , 1] d , the numerical condition displays a slow logarithmic growth and that the interpolant converges fast if the data values are derived from smooth functions.
Finally, we will provide some numerical experiments and present an idea on how this novel interpolation scheme on the sphere can be applied to estimate rotations of a threedimensional object based on measurements along spherical Lissajous curves.
Spherical Lissajous curves
The curve (7, 6 ) 0 and the nodes LS (7, 6 ) 0
The curve (6, 5 ) 0
and its intersection points. In a first step, we want to derive some fundamental properties of the spherical Lissajous curve (m) α defined in (1) . In particular, we are interested in its minimum period and in the number and type of its self-intersection points. Two examples of spherical Lissajous curves with their intersection points are illustrated in Figure 1 .
If the frequencies m 1 and m 2 of (m) α are relatively prime, Proposition 1 below implies that the minimum period of 
(gt) and the minimum period of (m) α is 2π/g. For the description of spherical Lissajous curves it is therefore enough to restrict ourselves for the moment to tuples m of relatively prime numbers.
To extract the self-intersection points of the curve
we consider for t ∈ [0, 2π) the sets A (m) (t) = {s ∈ [0, 2π) :
α (t)} and the sampling points
Proposition 1 Let gcd(m) = 1. If m 2 is even, then
If m 2 is odd, then α (t) with #A (m) (t) = 2 correspond to non-polar double points of the curve on the sphere, i.e., they are traversed twice by the curve as t varies from 0 to 2π. Depending on whether m 1 is odd or even, we get a different number of self-intersection points for
α . These numbers are summarized in Table 1 . Proof. We use the equivalence relation s t to denote that t − s ∈ 2πZ. We consider first all t ∈ [0, 2π) such that We consider now the case that 
In the first formula we get equality precisely if m 2 s vm 2 t for some v ∈ {−1, 1}. Plugging this relation into the second formula, we see that sin(m 2 s) = v sin(m 2 t) and, thus, that we get equality in the second formula exactly if m 1 s m 1 t +
1−v 2
π. In total, we can conclude that s ∈ A(t) if and only if
is satisfied . Since m 1 and m 2 are relatively prime, Bézout's lemma gives two integers a, b ∈ Z such that am 1 + bm 2 = 1. The two conditions in (4) imply
and, thus, s t for v = 1. For v = −1, the two conditions in (4) imply
Thus, if m 2 is even, we have s = t (4), s t. Note that the particular choice of the numbers a and b from Bézout's lemma does not influence equation (5) so that if m is fixed and v = −1, then s is uniquely determined by t. Since t = t (m) l , the so constructed s can also be written as s = t (m) l with some l ∈ {0, . . . , 2m 1 m 2 − 1}, l ≡ 0 mod m 1 and l = l. In total, we can conclude that A (m) (t) = {s, t} and, thus, the statement (ii) of the proposition. If m 2 is odd, we obtain statements (ii)' and (iii)' in an analogous way.
From the findings in Proposition 1 we see that an even frequency number m 2 leads to a slightly different setup of intersection points than an odd m 2 . In this article, we will focus on the case that m 2 is an even number. In this case the nodes
contain the two poles of the sphere and give a simple characterization of all self-intersection points of the Lissajous curve α (t) as t varies from 0 to 2π.
Characterizing spherical Lissajous nodes
In addition to the description given in Corollary 2, we can characterize the intersection points of the Lissajous curves also as the union of two interlacing rectangular grids in spherical coordinates. The construction for this second characterization can be performed for general frequencies m = (m 1 , m 2 ) ∈ N 2 where m 2 is even. If m 1 and m 2 are not relatively prime the so obtained nodes can also be interpreted in terms of Lissajous curves. This relation will be discussed at the end of this section. (a) The index sets I (7, 6) , I as defined in (7), (8), and (10) To describe the spherical Lissajous nodes we introduce the index set
The set
of the two sets
For i = (i 1 , i 2 ) ∈ I (m) we obtain a relation to spherical coordinates by introducing the latitudinal and longitudinal angles
The set of nodes on the sphere S 2 corresponding to these spherical coordinates is given by
with the points x
) .
The cardinality of the set I (m) in (7) can be determined from the simple structure of the sets I in (8) (see also Figure 2 ). We have
and thus
All points x 
Clearly I can now be described in a unique way by an index i ∈ I
S . In particular, we have
As a basis for the interpolation on the sphere, we will use a double Fourier basis that is not continuous at the poles of the sphere. It makes therefore sense to formulate the interpolation theory first in terms of the larger index set I (m) . In a second step, we will then reduce the problem to the subset I (m) S and the corresponding Lissajous node points LS (m) . The reason for the halved number of elements at the left and right boundary in I (m) is a glide reflection symmetry of the used Fourier basis. This symmetry will play an important role when we discuss the implementation of the interpolation scheme.
The following more technical result provides an identification of the index set I (m) with a class decomposition of the product set H (m) × R (m) , where the sets H (m) and R (m) are given as
Here, g = gcd(m) denotes again the greatest common divisor of the integers m 1 and m 2 . This result will provide us the link between the nodes LS (m) and the involved generating Lissajous curves.
Proposition 3 Let m ∈ N
2 and m 2 be even.
, there exists an i ∈ I (m) and a v ∈ {−1, 1} such that
The number v ∈ {−1, 1} and the element i ∈ I (m) are uniquely determined by (11) and (12) . In this way, a function i (m) :
if and only if l is even, and
if and only if l is odd.
Proof. We start with statement a). For l ∈ H (m) we can find an integer 0 ≤ i 1 ≤ m 1 and a v ∈ {−1, 1} such that (11) is satisfied. Clearly, the number i 1 is uniquely determined by this condition whereas v ∈ {−1, 1} is only uniquely determined if l ≡ 0 mod 2m 1 and l ≡ m 1 mod 2m 1 . Further, for (l, ρ) and v ∈ {−1, 1} given by (11), equation (12) gives a uniquely determined integer 0 ≤ i 2 < 2m 2 in the case that l is not divisible by m 1 or 2m 1 . In the case that l ≡ 0 mod 2m 1 or l ≡ m 1 mod 2m 1 , condition (12) provides a unique integer 0 ≤ i 2 < m 2 by determining at the same time the value of v ∈ {−1, 1}. Since m 2 is even, we have i 1 ≡ l ≡ i 2 mod 2. This implies i ∈ I (m) and, therefore, statement a). Statement b) follows also directly from (11), (12) and the definition in (8) .
We finally turn to statement c). If i ∈ I (m) and v ∈ {−1, 1}, then the integers a 1 = vi 1 and a 2 = i 2 + m 2 (1 − v)/2 are uniquely determined by i ∈ I (m) , v ∈ {−1, 1} and satisfy a 1 ≡ a 2 mod 2. Since m 1 and m 2 /g are relatively prime the Chinese remainder theorem yields a unique number l ∈ {0, . . . , 2m 1 m 2 /g − 1} such that
Now, we can find also a uniquely determined ρ ∈ R (m) such that (12) holds. Thus, since both choices of v give distinct elements (l, ρ), statement c) is shown.
A simple consequence of this proposition is the following description of the nodes LS (m) .
Corollary 4
Let m ∈ N 2 and m 2 even. Then
where t given in (6). Proof. By definition of the Lissajous curve and the sampling points t . Now applying Proposition 3 we can find i ∈ I (m) and v ∈ {−1, 1} such that the relations (11) and (12) are satisfied. In particular, this implies
Going these steps back, we get the reverse implication: if
is given, we can fix v ∈ {−1, 1} and obtain by Proposition 3 a unique pair (l, ρ) such that x
If m 1 and the even m 2 are relatively prime, Corollary 4 provides the second attempt to characterize the self-intersection points of the spherical Lissajous curves mentioned at the beginning of this section. If m 1 and m 2 are not relatively prime, it states that LS (m) can be generated by time equidistant samples of at most g different Lissajous curves. Two examples of node sets LS (m) in which m 1 and m 2 are not relatively prime are illustrated in Figure 3 .
Discrete orthogonality structure on I (m)
We denote by L(I (m) ) the space of all discrete functions on I (m) . For γ ∈ Z 2 , we consider the functions χ
The functions χ (m) γ are a discretization of the parity-modified Fourier basis that we will discuss in the next section. The goal of this section is to establish a discrete orthogonality of the functions χ (m) γ on I (m) similar to the discrete orthogonality structure developed for the Lissajous-Chebyshev points in [7, 8] . This will be our main technical prerequisite for the proofs of the upcoming interpolation results.
We denote the normalized uniform discrete measure on the power set of
The vector space L(I (m) ) endowed with the inner product
is a Hilbert space. The corresponding norm is denoted by · ω (m) . 
If ( In the proof, we use for N ∈ N 0 the well-known trigonometric identity
Proof. We start with the case γ 2 ≡ 0 mod 2. Then, using Proposition 3, we obtain
In view of (15), this integral is only different from zero if γ 1 /m 1 +γ 2 /m 2 ∈ 2Z and γ 2 /m 2 ∈ Z are satisfied. Thus, if we assume that the integral χ (m) γ dω (m) = 0 then γ 2 = h 2 m 2 with some integer h 2 ∈ Z and γ 1 /m 1 + γ 2 /m 2 ∈ 2Z. Thus, also γ 1 is of the form γ 1 = h 1 m 1 with an integer h 1 ∈ Z and we further have h 1 + h 2 ∈ 2Z. This proves (14) . On the other hand if (14) is satisfied then (15) gives
In the case γ 2 ≡ 1 mod 2, we obtain with Proposition 3
Now, with the same argumentation as above the fact that this integral does not vanish implies the conditions γ 1 = h 1 m 1 , γ 2 = h 2 m 2 for some integers h 1 and h 2 , as well as
Furthermore, if (14) is satisfied also in this case we get χ (a) The spectral index set Γ (7,6) = Γ (7, 6) . Using the discrete functions χ (m) γ and Proposition 5, we are now going to construct two orthogonal basis systems in the space L(I (m) ). For this, we introduce the spectral index set
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For odd γ 2 , we have χ (m) (0,γ 2 ) (i) = 0 for all i ∈ I (m) . Hence, these indices are excluded in (16) .
The index set Γ (m) is in general still too large for our purpose. Some of the functions χ
). This linear dependence in Γ (m) is related to the two sets
In particular, the set given by
will soon turn out to be the right spectral index set for our considerations. Note that the choice of (17) is arbitrary and can be also switched for the subsequent results. Also note that if m 1 and m 2 are relatively prime then Γ (m),U = Γ (m),D = ∅ and
. A simple counting argument gives the following complexities:
For the proof of the subsequent theorem, we will use the following product formulas:
These identities are satisfied for all γ, γ ∈ Z 2 and can be derived directly from the definition (13) of the functions χ 
Proof. We will continuously use the product formula (18) in this proof. Therefore, we denote the index vectors on the right hand side of (18) by
We assume first that γ, γ ∈ Γ (m) and γ = γ . We differentiate between two subcases. 0) . Without restriction, we assume that γ = (m 1 , 0). Then, we have
This implies that both γ + and γ − don't satisfy the condition (14) and therefore, by (18),
Case 2: γ = (m 1 , 0) and γ = (m 1 , 0). Then, based on our assumptions on γ and γ , we obtain the inequalities
For γ − , the condition (14) can only be satisfied if γ = γ , which is excluded by the given assumptions. For γ + , the condition (14) is satisfied if γ = γ = (0, 0) or if γ 1 + γ 1 = m 1 and |γ 2 − γ 2 | = m 2 holds true. The first instance can be excluded by the assumption γ = γ . Also, the second instance can be excluded, since by
Thus, by Proposition 5 and (18) we obtain also for the second case χ
In total, we can conclude that the functions χ
, are pairwise orthogonal with respect to the inner product ·, · ω (m) .
We now have a look at the norms of the functions χ For practical issues it is convenient to have also a real basis for the vector space L(I (m) ). For this, we introduce a second set of basis functions as
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for all other γ ∈ Γ (m) .
Proof. The functions χ 
γ ). Now, based on the formulas (18), (19) and (20) as well as Proposition 5, the statements about the orthogonality and the norms of the basis functions can be derived similarly as in Theorem 6. As a template for the entire procedure, we calculate the norm χ 
where we used the product formulas (18), (19) and (20) to manipulate the function terms in the integral. Next, we check in which cases the condition (14) given in Proposition 5 is satisfied and determine in this way the value of the norm. If γ ∈ {(0, 0), (m 1 , 0)}, then condition (14) is satisfied for all six spectral functions in the integral and we therefore obtain χ . The same holds true if γ = (m 1 /2, −m 2 /2). In the remaining case γ 1 > 0, γ 2 > 0, the condition (14) is only satisfied for χ 
Interpolation on spherical Lissajous points
We are now ready to set up an interpolation scheme for the Lissajous nodes LS (m) on the sphere S 2 . We consider general frequencies m ∈ N 2 where m 2 is even. For simplicity, we will formulate the interpolation problem in the domain [0, π] × [0, 2π) of the spherical coordinates (θ, ϕ). By (9), the corresponding nodes in spherical coordinates are given as (θ
. In case we need a one to one correspondence for the poles of S 2 , we will restrict ourselves to the index set I 
This Fourier type basis for functions on the unit sphere is exactly the basis introduced in [16, 18] and mentioned in the introduction. In the literature [4] , it is referred to as paritymodified Fourier basis. By Π, we denote the space spanned by all linear combinations of the functions X γ , γ ∈ Z 2 . The interpolation problem we want to solve can be stated as follows: for given data values f ∈ L(I (m) ) we want to find a function P
In order that (24) is uniquely solvable, we have to specify an appropriate subspace of Π for the interpolant P (m) f . For this, the relation
between the double Fourier basis X γ and the discrete orthogonal basis χ
for L(I (m) ) plays a crucial role. This relation (25) and the results of the previous section motivate the introduction of the interpolation space
Example 1. For even m ∈ N, consider the frequencies m = (m − 1, m). Then, Π (m) is exactly the space of all parity-modified basis functions X γ of total degree |γ 1 | + |γ 2 | ≤ m − 1. Thus, in this case the points LS (m) can be considered as a spherical analogue of the Padua points studied in [2, 5] . For m = (m, m), they are a spherical version of the bivariate Morrow-Patterson-Xu points introduced and studied in [17, 24] . For general m ∈ N 2 , m 2 even, the theory presented in this paper is a spherical analog of the bivariate interpolation theory based on the nodes of two-dimensional Lissajous curves studied in [7, 8, 11, 12] .
In contrast to the actual work, in the literature usually a tensor-product grid in spherical coordinates is used to construct a spectral interpolation scheme on S 2 based on the paritymodified double Fourier basis X γ , see [3, 14, 18, 20] . The corresponding interpolation spaces are defined as span{X γ | 0 ≤ γ 1 ≤ m 1 , |γ 2 | ≤ m 2 } by using a rectangular spectral index set. Respective variants are also established for bivariate polynomial interpolation and are sometimes referred to as maximal degree spaces. A comparison between different bivariate interpolation spaces related to total degree and maximal degree spaces can be found in the treatise [21] .
In order to have a one to one correspondence between data values on LS (m) and I (m) , we additionally consider the subspaces 
Note that, although P ∈ Π (m) S satisfies this discrete pole condition, the function P ∈ Π (m) S is in general not constant on the entire lines θ = 0 and θ = π describing the poles.
As a fundamental basis for the interpolation problem (24), we introduce for i ∈ I (m) the Lagrange functions
For the subset I (m) S defined in (10) we use the related variant
We can now state our main result.
Theorem 8
Let m ∈ N 2 , m 2 be even and f ∈ L(I (m) ). The interpolation problem (24) has a unique solution in the polynomial space Π (m) given by
, form a basis of the vector space Π (m) . For f ∈ L S (I (m) ), the interpolation problem (24) has a solution of the form
This solution is unique in the subspace Π
Proof. For j ∈ I (m) , let δ j (i) = δ ij be the Dirac function on I (m) . We consider the system δ j , j ∈ I (m) , as an orthogonal basis of the space L(I (m) ). By Theorem 6, χ
, is a second orthogonal basis of L(I (m) ) and we can expand the functions δ j , j ∈ I (m) , as
.
Evaluating the Lagrange function
(m) , and using the identity (25), we obtain
satisfies the interpolation condition (24) . Furthermore, the mapping f → P S . Since the dimensions of the two subspaces coincide, we get also uniqueness here.
As in the discrete case, we want to establish the same result also for a real valued basis. To this end we define for γ ∈ Γ (m) the functions ) and comparing it with the definition given in (22), we obtain the identity
for γ ∈ Γ (m) and i ∈ I (m) .
Based on our experience with the complex valued basis, it makes sense to introduce the interpolation spaces as Π 
Implementation of the interpolation scheme
The interpolating function P 
In this way, once the coefficients c γ (f ) are calculated, it only remains to evaluate the sum in (29). By Theorem 8 and definition (27) we have the following decomposition:
Since the functions X γ form a basis of Π (m) , we immediately obtain Corollary 10 For f ∈ L(I (m) ), the uniquely determined coefficients c γ (f ) in the expansion (29) are given by c γ (f ) =
