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Abstract
We obtain a new lower bound on the information-based complexity of first-order
minimization of smooth and convex functions. We show that the bound matches
the worst-case performance of the recently introduced Optimized Gradient Method,
thereby establishing that the bound is tight and can be realized by an efficient algo-
rithm. The proof is based on a novel construction technique of smooth and convex
functions.
Keywords Convex optimization; Complexity; Rate of convergence; Information-
based complexity
1 Introduction
The problem of smooth and convex minimization plays a key role in a various range of
applications, including signal and image processing, communications, machine learning,
and many more. Some of the most successful approaches for solving these problems are first-
order methods, i.e., algorithms that are only allowed to gain information on the objective
by evaluating its value and gradient. The benefit of limiting the amount of accessible
information is that these algorithms generally involve very cheap and simple computational
iterations, making them suitable for tackling large scale problems. This benefit, however,
comes with a price: first-order methods, in general, require considerable computational
effort in order reach highly accurate solutions, making them practical when only moderate
accuracy is sufficient.
As the scale of modern problems grows and finding efficient algorithms becomes in-
creasingly important, a natural question that arises, and will be the main focus of this
paper, is finding the level of accuracy that can be attained by first-order methods using a
bounded computational effort. Note that there is some difficulty in answering this question
∗Google Inc. (e-mail: dyoel@google.com)
1
that originates from the fact that the computational effort of a first-order method consists
of two parts: the effort in choosing the points where the objective is to be evaluated (called
the search points) and the effort in calculating the objective value and gradient at these
points. Observing that the evaluation of the objective and its gradient often dominates
the computational effort of the computation and following the theory of information-based
complexity introduced in [8], we resolve this issue by measuring the computational effort of
an algorithm by the number of times it evaluated the objective and its gradient, neglecting
the effort required for choosing the search points.
To put these concepts in more precise terms, consider the following unconstrained
problem
(P ) f ∗ = min
x∈Rd
f(x),
where f is a smooth and convex function. A first-order optimization method is an iterative
algorithm that approximates the solution of (P ), where it is only allowed to gain informa-
tion on the objective f via a first-order oracle, Of , that is, a subroutine which given a point
in Rd, returns the value of the objective and its gradient at that point. In addition, since
the problem of unconstrained minimization is invariant under translations, we also assume
that the algorithm is provided with a reference (or starting) point x0 ∈ dom(f) that is
often assumed to be “not too far” from an optimal solution. We call the pair (Of , x0)
a problem instance, and for a first-order method A we denote the approximate solution
generated by algorithm when applied on this problem instance by A(Of , x0)1.
Within the setting considered above, a commonly used criterion for measuring the
accuracy of an approximate solution is the absolute inaccuracy criterion, which quantifies
the accuracy of an approximate solution ξ for a problem instance (Of , x0) by the value
of f(ξ) − f ∗ (for alternative criteria see e.g., [7, Section 3.3]). Under this criterion, the
efficiency estimate of a first-order method A over some given set of problem instances I is
defined as the worst-case absolute inaccuracy of A, i.e.,
ε(A; I) := sup
(Of ,x0)∈I
f(A(Of , x0))− f ∗.
We can now put the main concept addressed in this paper in formal terms: denoting by
AN the set of all first-order methods that perform at most N ∈ N calls to their first-order
oracle, the minimax risk function [5] associated with I is defined as the infimal efficiency
estimate that a first-order method can attain over I as a function of the computational
effort N :
RI(N) := inf
A∈AN
ε(A; I).
Note that the classical notion of information-based complexity of the set I can be
identified as the inverse to the risk function,
CI(ε) := min{N : RI(N) ≤ ε},
1In order to simplify the presentation, we assume A has a built-in stopping criterion that does not
depend on external input.
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i.e., the minimal computational effort needed by a first-order method in order to reach a
given worst-case accuracy level, however, in the following we express our results using the
minimax risk function as it proves to be more convenient.
Clearly, in order to establish an upper bound on the minimax risk of a class it is
sufficient to find an upper bound on the efficiency estimate of a single first-order method
(the main problem here being the identification of a good algorithm). On the other hand,
establishing lower bounds on the minimax risk requires a more involved analysis, as the
bound needs to hold for any first-order method. Several approaches appear in the literature
for establishing lower-bounds, including resisting oracles [9], construction of a “worst-case”
function [5, 10], and reduction to statistical problems [1, 11, 13].
Note that existing works on information-based complexity focus mainly on establishing
order of magnitude bounds, where less attention is paid to absolute constants. Nevertheless,
the exact minimax risk was established for several important classes of problem, some of
which are detailed below.
Exact minimax risk results Consider the problem of convex quadratic minimization:
Pρ,R(Rd) := {(Of , x0) :f(x) ≡ 1
2
xTAx+ bTx+ c, for x ∈ Rd, A  0, ‖A‖ ≤ ρ,
‖x0 − x∗‖ ≤ R for some x∗ ∈ X∗(f)}.
It was established by Nemirovsky in [8, §2.3.B] that for d ≥ 2N + 3 exact minimax risk
associated with this class is given by
RPρ,R(Rd)(N) =
ρR2
2(2N + 1)2
. (1.1)
Nemirovsky also shows in [8] that this bound is attained by the Tschebyshev Methods,
and in a later work, that this bound is attained by the well-known and efficient Conjugate
Gradient method (this is a somewhat forgotten result, see (5.4.22) in [7], where unlike clas-
sical bounds on the Conjugate Gradient method, this bound does not depend on nontrivial
spectral properties of A).
Another fundamental class of problems for which the exact minimax risk result is known
is the class of non-smooth convex functions,
CM,R(Rd) := {(Of , x0) : f is a convex function in C0,0M (Rd),
‖x0 − x∗‖ ≤ R for some x∗ ∈ X∗(f)}.
For this class, the exact minimax risk was recently established in [4], where it was shown
that for d ≥ 2N + 12
RCM,R(Rd)(N) =
MR√
N + 1
. (1.2)
2This bound can be improved to cover the case d ≥ N + 1, see Remark 4.1.
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Note that this bound is obtained by several efficient methods, including the subgradient
method [10, §3.2.3] and also a family of methods recently studied in [4], which are similar
to Kelley’s well-known Cutting-Plane Method.
In this paper we focus on the class of smooth convex functions with Lipschitz-continuous
gradient:
FL,R(Rd) := {(Of , x0) :f is a convex function in C1,1L (Rd),
‖x∗ − x0‖ ≤ R, for some x∗ ∈ X∗(f)}.
Since any convex quadratic function is also a smooth function with Lipschitz-continuous
gradient with constant L = ‖A‖, we have PL,R(Rd) ⊂ FL,R(Rd) and thus we get that the
bound (1.1) also forms a lower bound on the minimax risk of the more general class of
convex functions with Lipschitz-continuous gradients. To the best of our knowledge, this
bound is currently the best known lower bound on this class of problems.
Concerning an upper bound on RFL,R(Rd)(N), a new method, called the Optimized
Gradient Method, was recently introduced in [3, 6]. It was shown (first numerically in [3],
then analytically [6]) that a sequence x0, . . . , xN generated by this method for some N ∈ N,
satisfies [6, Theorem 2]:
f(xN)− f(x∗) ≤ L‖x0 − x∗‖
2
2θ2N
, ∀x∗ ∈ X∗(f),
where
θ0 = 1,
θi =
1 +
√
1 + 4θ2i−1
2
, i = 1, . . . , N − 1,
θN =
1 +
√
1 + 8θ2N−1
2
,
(1.3)
which establishes the following upper bound on the minimax risk of smooth minimization:
RFL,R(Rd)(N) ≤
LR2
2θ2N
. (1.4)
Note that since
√
1 + 4θ2i−1 = 2θi−1 + o(1), then for i < N we have θi = i/2 + o(i) and
θN =
√
2
2
N + o(N),
hence there exists a gap of about a factor of eight between the lower bound (1.1) and the
upper bound (1.4). The main goal of this paper is to close this gap by showing that the
bound (1.4) is in fact tight, i.e., the inequality (1.4) can be turned into an equality.
The approach taken by this paper is motivated by the “worst-case function” proof
technique introduced in [10] and the construction of smooth and convex functions developed
in [14].
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Overview of the paper The rest of this paper is organized as follows. We begin, in
Section 2, by introducing a novel construction of smooth and convex functions that satisfy
a given set of requirements on their value and gradient. We then use this construction, in
Section 3, to define a function that possesses properties making it suitable for constructing
lower bounds on the minimax risk function. Building on these results, in Section 4, we
establish the minimax risk associated with FL,R(Rd). Finally, in Section 5 give some
concluding remarks.
Notations We denote by ui := ei+1 the canonical unit vectors with a zero-based index
(e.g., the canonical basis vectors for Rn are denoted by u0, . . . ,un−1). For a convex function
f , we denote by X∗(f) its set minimizers, which we assume to be nonempty.
2 A smooth convex interpolation scheme
In this section, we describe a general construction of smooth and convex functions that
satisfy a set of first-order requirements. This construction can be viewed as a generalized
primal form of the interpolation scheme developed in [14].
More precisely, given a finite index set I and a set of triples T = {(xi, gi, fi)}i∈I with
xi ∈ Rd, gi ∈ Rd, and fi ∈ R for some d ∈ N, we proceed to define a convex function
that has a Lipschitz-continuous gradient with constant L > 0 and, under certain natural
conditions, is interpolating through the set T , i.e., for all i ∈ I the value of the function
at xi is fi and its gradient at this point is gi.
Definition 2.1. Let L > 0, let T be as defined above, and denote by wT : Rd×Rd×RI → R
the following convex quadratic function:
wT (y, ν, α) :=
L
2
‖y + ν −
∑
i∈I
αi(xi − 1
L
gi)‖2 +
∑
i∈I
αi(fi − 1
2L
‖gi‖2). (2.1)
Then for any closed convex set C ⊂ Rd such that 0 ∈ C, we define the primal interpolating
function of T with kernel C, WCT (y) : Rd → R, by
WCT (y) := min
ν∈C, α∈∆I
{wT (y, ν, α)}, (2.2)
where ∆I := {α ∈ RI :
∑
i∈I αi = 1, αi ≥ 0, ∀i ∈ I} is an |I|-dimensional unit simplex.
Note that the extra degree of freedom granted by the inclusion of the set C, although not
necessary for the purpose of finding an interpolating function, will be crucial for establishing
the properties of the worst-case function in the next section.
For later reference, we now state some immediate necessary and sufficient optimality
conditions for the minimization problem WCT (y).
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Lemma 1. Fix any y ∈ Rd and suppose (ν∗, α∗) is feasible for the convex optimization
problem WCT (y). Then (ν
∗, α∗) is optimal for WCT (y) if and only if the following conditions
hold:
ν∗ = PC(−y +
∑
i∈I
α∗i (xi −
1
L
gi)), (2.3)
and for any j, k ∈ I such that α∗j > 0
− L〈xj − 1
L
gj, y + ν
∗ −
∑
i∈I
α∗i (xi −
1
L
gi)〉+ (fj − 1
2L
‖gj‖2)
≤ −L〈xk − 1
L
gk, y + ν
∗ −
∑
i∈I
α∗i (xi −
1
L
gi)〉+ (fk − 1
2L
‖gk‖2).
(2.4)
Here PC denotes the projection onto the set C.
Proof. Condition (2.3) follows directly from the definition of the projection function, and
condition (2.4) is the first-order optimality condition for α. See for example [2].
The main property of WCT (y) is summarized by the following theorem.
Theorem 1. The function WCT (y) is convex and in C
1,1
L . Furthermore, W
C
T (xi) = fi and
∇WCT (xi) = gi for any i ∈ I that satisfies
PC(− 1Lgi) = 0, (2.5)
and
1
2L
‖gi − gj‖2 ≤ fj − fi − 〈gi, xj − xi〉, ∀j ∈ I. (2.6)
Proof. Convexity. This follows from a well-known property of the infimum operator. See
e.g., [12, Proposition 2.22].
Lipschitz-continuity. We first show that WCT is differentiable. Let y0 ∈ Rd and suppose
(ν(0), α(0)) is an optimal solution to the optimization problem WCT (y0), then it follows
directly from the definition of the subdifferential and the definition of WCT that
∂WCT (y) ⊆ ∂ywT (y, ν(0), α(0)) = {∇ywT (y, ν(0), α(0))}.
Since WCT (y) is convex and defined over its entire domain, ∂W
C
T (y) is nonempty and we
get that ∂WCT (y) = {∇ywT (y, ν(0), α(0))}, i.e., WCT (y) is differentiable.
In order to show that WCT a has Lipschitz-continuous gradient, suppose y1, y2 ∈ Rd
and let (ν(1), α(1)) be an optimal solution to the optimization problem WCT (y1). Since
wT (y, ν
(1), α(1)) has a Lipschitz-continuous gradient with constant L with respect to the
variable y, we get
WCT (y2) ≤ wT (y2, ν(1), α(1))
≤ wT (y1, ν(1), α(1)) + 〈∇ywT (y1, ν(1), α(1)), y2 − y1〉+ L
2
‖y1 − y2‖2
= WCT (y1) + 〈∇WCT (y1), y2 − y1〉+
L
2
‖y1 − y2‖2,
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which is desired inequality.
Interpolation property. In order to establish this part of the claim, we first show that
when (2.5) and (2.6) hold, then for all i ∈ I an optimal solution to the optimization
problem WCT (xi) is given by
ν∗ = 0,
α∗j =
{
1, j = i,
0, otherwise,
∀j ∈ I.
Indeed, substituting these values in the optimality conditions, we get that (2.3) follows
from (2.5), since
PC(−xi +
∑
i∈I
α∗i (xi −
1
L
gi)) = PC(−xi + (xi − 1
L
gi)) = PC(− 1
L
gi) = 0,
and (2.4) becomes
− L〈xi − 1
L
gi, xi − (xi − 1
L
gi)〉+ fi − 1
2L
‖gi‖2 ≤
− L〈xj − 1
L
gj, xi − (xi − 1
L
gi)〉+ fj − 1
2L
‖gj‖2,
which reduces exactly to (2.6).
The value and gradient of WCT (xi) can now be determined from
WCT (xi) = wT (xi, ν
∗, α∗) =
L
2
‖xi − (xi − 1
L
gi)‖2 + fi − 1
2L
‖gi‖2 = fi
and
∇WCT (xi) = ∇ywT (xi, ν∗, α∗) = L(xi − (xi −
1
L
gi)) = gi.
Remark 2.1. In this paper we do not consider the strongly-convex case, however, note
that the construction above can be used to generate strongly-convex functions using the
well-known property of strongly convex functions which states that a function f is strongly
convex with a constant µ and a has Lipschitz-continuous gradient with constant L if and
only if f(x)− µ
2
‖x‖2 is convex and a has Lipschitz-continuous gradient with constant L−µ.
3 A worst-case function
In this section, we construct a smooth and convex function and investigate its properties.
This function will form the basis to the lower complexity proof in the next section.
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Definition 3.1. Let N ∈ N and L > 0 be fixed and let ζ = (ζ0, . . . , ζN+2) ∈ RN+3 be a
given vector such that
ζ0 > · · · > ζN+1 > ζN+2 = 0. (3.1)
We define xζi ∈ RN+1, gζi ∈ RN+1, f ζi ∈ R for i ∈ {0, . . . , N + 1} as follows:
xζi := −
i−1∑
j=0
ζj − ζi+1√
ζj − ζj+1
uj, i = 0, . . . , N + 1,
gζi := L
√
ζi − ζi+1ui, i = 0, . . . , N,
gζN+1 := 0,
f ζi :=
L
2
(ζi + ζi+1), i = 0, . . . , N,
f ζN+1 := 0.
(3.2)
In addition, taking T ζ := {(xζi , gζi , f ζi )}i∈{0,...,N+1}, we set
wζ(y, ν, α) := wT ζ (y, ν, α),
and
Wζ(y) :=W
R
N+1
+
T ζ
(y)
(
≡ min
ν∈RN+1
+
,α∈∆N+2
wζ(y, ν, α)
)
.
We intentionally leave the values of ζ undefined at this point, as most properties of
the function Wζ can be established without introducing additional requirements on ζ . The
specific values used in the lower complexity proof will be defined towards the end of this
section.
The rest of this section is dedicated to the investigation of the special properties of
Wζ(y). We start with a few technical properties.
Proposition 1. The following identities hold:
f ζi −
1
2L
‖gζi ‖2 = Lζi+1, i = 0, . . . , N + 1, (3.3)
− xζi +
1
L
gζi =
i∑
j=0
ζj − ζi+1
ζj − ζj+1g
ζ
j ∈ RN+1+ , i = 0, . . . , N + 1, (3.4)
〈gζi ,−xζj +
1
L
gζj 〉 = Lmax(ζi − ζj+1, 0), i, j = 0, . . . , N + 1. (3.5)
Proof. (3.3)–(3.5) follow directly from the definitions of xζi , g
ζ
i and f
ζ
i .
The following corollary establishes the convexity, smoothness and interpolating prop-
erties of Wζ . In particular, it implies that ∇Wζ(xζN+1) = gζN+1 = 0, hence xζN+1 is a
minimizer for Wζ , and thus Wζ
∗ = f ζN+1 = 0.
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Corollary 1. The function Wζ is convex and has a Lipschitz-continuous gradient with
constant L. In addition, Wζ is interpolating through T ζ , i.e., Wζ(xζi ) = f ζi and ∇Wζ(xζi ) =
gζi for all i ∈ {0, . . . , N + 1}.
Proof. By Theorem 1, it is enough to verify that xζi , f
ζ
i , and g
ζ
i satisfy conditions (2.5) and
(2.6) for all i ∈ {0, . . . , N + 1}.
Condition (2.5) follows immediately from the properties of the projection operator on
the nonnegative orthant. In order to establish (2.6), from the definitions (3.2) it remains
to show that for any i 6= j ∈ {0, . . . , N + 1},
L
2
((ζi − ζi+1) + (ζj − ζj+1)) ≤ L
2
(ζj + ζj+1)− L
2
(ζi + ζi+1)− 〈gζi , xζj − xζi 〉
which, by 〈gζi , xζi 〉 = 〈gζi , 1Lgζj 〉 = 0 for i 6= j reduces to
L(ζi − ζj+1) ≤ 〈gζi ,−xζj +
1
L
gζj 〉
and follows from (3.5).
The next lemma identifies an important family of optimal solutions to the convex
optimization problem Wζ .
Lemma 2. For any y ∈ RN+1, there exists an optimal solution (ν∗, α∗) to the optimization
problem Wζ(y) where α
∗ ∈ ∆N+2 is of the form
α∗ = (0, . . . , 0︸ ︷︷ ︸
m times
, α∗m, 1− α∗m, 0, . . . , 0︸ ︷︷ ︸
N−m times
) (3.6)
for some m ∈ {0, . . . , N}.
Proof. We proceed by showing that for any (ν, α) ∈ RN+1+ ×∆N+2 that is feasible for the
optimization problem Wζ(y), if αi1 > 0 and αi3 > 0 for some 0 ≤ i1 < i2 < i3 ≤ N +1 then
it is possible to decrease either αi1 or αi3 to zero while increasing αi2 without affecting the
objective or violating the constraints.
Let δ ∈ RN+2 be defined by
δi1 = (f
ζ
i2
− 1
2L
‖f ζi2‖2)− (f ζi3 −
1
2L
‖f ζi3‖2) = L(ζi2+1 − ζi3+1),
δi2 = (f
ζ
i3
− 1
2L
‖f ζi3‖2)− (f ζi1 −
1
2L
‖f ζi1‖2) = L(ζi3+1 − ζi1+1),
δi3 = (f
ζ
i1
− 1
2L
‖f ζi1‖2)− (f ζi2 −
1
2L
‖f ζi2‖2) = L(ζi1+1 − ζi2+1),
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with δi = 0 for i /∈ {i1, i2, i3}, and, in addition, set
t := min
(
αi1
δi1
,
αi3
δi3
)
,
ν ′ := ν − t
N+1∑
i=0
δi(x
ζ
i −
1
L
gζi ),
α′ := α− tδ,
then clearly either α′i1 = 0 or α
′
i3
= 0 and it remains to show that (ν ′, α′) is feasible
for Wζ and attains same objective value, i.e., (i) ν
′ ∈ RN+1+ , (ii) α′ ∈ ∆N+2, and (iii)
wζ(y, ν
′, α′) = wζ(y, ν, α).
(i) In order to establish that ν ′ ∈ RN+1+ , since ν ∈ RN+1+ and t > 0, it is enough to show
that
−
N+1∑
i=0
δi(x
ζ
i −
1
L
gζi ) ∈ RN+1+ .
From (3.4) and the definition of δ, we have
−
N+1∑
i=0
δi(x
ζ
i −
1
L
gζi ) =
∑
k=1,2,3
δik
ik∑
j=0
ζj − ζik+1
ζj − ζj+1 g
ζ
j
=
i1∑
j=0
δi1(ζj − ζi1+1) + δi2(ζj − ζi2+1) + δi3(ζj − ζi3+1)
ζj − ζj+1 g
ζ
j
+
i2∑
j=i1+1
δi2(ζj − ζi2+1) + δi3(ζj − ζi3+1)
ζj − ζj+1 g
ζ
j +
i3∑
j=i2+1
δi3(ζj − ζi3+1)
ζj − ζj+1 g
ζ
j ,
then since the vectors gj are in R
N+1
+ , it is sufficient to verify that for all j the coefficient
of gj is nonnegative. We consider three cases: first, suppose j ≤ i1, then the coefficient of
gζj is:
L(ζi2+1 − ζi3+1)
ζj − ζi1+1
ζj − ζj+1 + L(ζi3+1 − ζi1+1)
ζj − ζi2+1
ζj − ζj+1 + L(ζi1+1 − ζi2+1)
ζj − ζi3+1
ζj − ζj+1 = 0.
Next, suppose i1 < j ≤ i2, then the coefficient of gζj is
L(ζi3+1 − ζi1+1)
ζj − ζi2+1
ζj − ζj+1 + L(ζi1+1 − ζi2+1)
ζj − ζi3+1
ζj − ζj+1 = −L(ζi2+1 − ζi3+1)
ζj − ζi1+1
ζj − ζj+1 ,
which is positive since {ζi} is strictly decreasing. Lastly, for the case i2 < j ≤ i3, the
coefficient of gζj is
L(ζi1+1 − ζi2+1)
ζj − ζi3+1
ζj − ζj+1 ,
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which is again positive from the monotonicity of ζ .
(ii) α′ ∈ ∆N+2. Firstly, the nonnegativity of α′ follows from the choice of t and since
δi1 , δi3 > 0 while δi2 < 0. Secondly, from the definition of α
′ and
N+1∑
i=0
δi = δi1 + δi2 + δi3 = 0,
and we get that
∑N+1
i=0 α
′
i = 1,
(iii) wζ(y, ν
′, α′) = wζ(y, ν, α). By the definition of wζ it is enough to show that
y + ν −
N+1∑
i=0
αi(x
ζ
i −
1
L
gζi ) = y + ν
′ −
N+1∑
i=0
α′i(x
ζ
i −
1
L
gζi )
and
N+1∑
i=0
αi(f
ζ
i −
1
2L
‖gζi ‖2) =
N+1∑
i=0
α′i(f
ζ
i −
1
2L
‖gζi ‖2).
Indeed, the first equality follows from
ν − ν ′ = t
N+1∑
i=0
δi(x
ζ
i −
1
L
gζi ) =
N+1∑
i=0
(αi − α′i)(xζi −
1
L
gζi ),
and the second equality follows from
N+1∑
i=0
(αi − α′i)(f ζi −
1
2L
‖gζi ‖2) =
N+1∑
i=0
tδi(f
ζ
i −
1
2L
‖gζi ‖2)
=t
(
(f ζi2 −
1
2L
‖f ζi2‖2)− (fi3 −
1
2L
‖f ζi3‖2)
)
(f ζi1 −
1
2L
‖f ζi1‖2)
+ t
(
(f ζi3 −
1
2L
‖f ζi3‖2)− (fi1 −
1
2L
‖f ζi1‖2)
)
(f ζi2 −
1
2L
‖f ζi2‖2)
+ t
(
(f ζi1 −
1
2L
‖f ζi1‖2)− (fi2 −
1
2L
‖f ζi2‖2)
)
(f ζi3 −
1
2L
‖f ζi3‖2) = 0.
Repeatedly applying the procedure described above on an optimal solution of Wζ ,
(ν∗, α∗), we get that the distance between the first and last positive elements of α∗ can
always be decreased as long as it is greater than one, which completes the proof.
Note that the previous result allows for an efficient numerical solution of Wζ(y) via
N +1 independent one-dimensional convex problems instead of a single N +1-dimensional
problem. The following theorem shows that in some cases it is possible to further reduce
the number of subproblems that need to be solved in order to find a solution to Wζ(y).
More importantly, the following property turns out to be fundamental and will be later
used to establish the main properties of Wζ.
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Theorem 2. Let y¯ = (y¯0, . . . , y¯N) be a vector in R
N+1. If y¯k ≥ 0 for some k ∈ {0, . . . , N},
then Wζ(y¯) has an optimal solution (ν
∗, α∗), where α∗ is of the form (3.6) and, in addition,
satisfies α∗k+1 = · · · = α∗N+1 = 0.
Proof. Let (ν∗, α∗) be an optimal solution to Wζ(y¯) where α
∗ is of the form (3.6) for some
0 ≤ m ≤ N . Further assume that α∗ is chosen so that the value of m is minimal among
all such optimal solutions to Wζ(y¯).
In order to simplify the notations in the following, we denote
v := α∗m(−xζm +
1
L
gζm) + (1− α∗m)(−xζm+1 +
1
L
gζm+1).
Now, suppose that α∗ is of the form (3.6) with m ≥ k and α∗m < 1, then from α∗m < 1,
(3.5), and (3.1) we have
〈gζk, v〉 > L(ζk − ζk+1). (3.7)
In addition, the closed-form solution for ν∗ (2.3) implies that
∇νwζ(y¯, ν∗, α∗) = y¯ + ν∗ + v ∈ RN+1+ , (3.8)
and, from the condition on y¯k, we have
〈gζk, y¯ + ν∗〉 = L
√
ζk − ζk+1(y¯k + ν∗k) ≥ 0. (3.9)
Combining these results we get
∂wζ(y¯, ν
∗, α∗)
∂αk
= 〈−xζk +
1
L
gζk, y¯ + ν
∗ + v〉+ f ζk −
1
2L
‖gζk‖2
= 〈
k−1∑
j=0
ζj − ζk+1
ζj − ζj+1 g
ζ
j , y¯ + ν
∗ + v〉+ 〈gζk, y¯ + ν∗ + v〉+ Lζk+1
= 〈
k−1∑
j=0
ζj − ζk+1
ζj − ζj+1 g
ζ
j , y¯ + ν
∗ + v〉+ 〈gζk, y¯ + ν∗ + v〉+ L
ζk+1 − ζm+2
ζk − ζk+1 (ζk − ζk+1) + Lζm+2
< 〈
k−1∑
j=0
ζj − ζk+1
ζj − ζj+1 g
ζ
j , y¯ + ν
∗ + v〉+ 〈gζk, y¯ + ν∗ + v〉+
ζk+1 − ζm+2
ζk − ζk+1 〈g
ζ
k, v〉+ Lζm+2
≤ 〈
k−1∑
j=0
ζj − ζk+1
ζj − ζj+1 g
ζ
j , y¯ + ν
∗ + v〉+ ζk − ζm+2
ζk − ζk+1 〈g
ζ
k, y¯ + ν
∗〉+ ζk − ζm+2
ζk − ζk+1 〈g
ζ
k, v〉+ Lζm+2
≤ 〈
k∑
j=0
ζj − ζm+2
ζj − ζj+1 g
ζ
j , y¯ + ν
∗ + v〉+ Lζm+2
≤ 〈
m+1∑
j=0
ζj − ζm+2
ζj − ζj+1 g
ζ
j , y¯ + ν
∗ + v〉+ f ζm+1 −
1
2L
‖gζm+1‖2
=
∂wζ(y¯, ν
∗, α∗)
∂αm+1
,
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where the strict inequality follows from (3.7) and the following inequalities follow from
(3.9), (3.1), and (3.8), respectively. By the first-order optimality conditions (2.4) it then
follows that α∗m+1 = 0, i.e., αm = 1, reaching a contradiction. We therefore conclude that
either m < k or α∗m = 1.
We are left with the following three cases:
• m < k: Here α∗ is in the claimed form.
• m = k = 0 and α∗0 = 1: Again, α∗ is in the required form.
• m > 0, m ≥ k , and α∗m = 1: This case is not consistent with the minimality of m
since it is possible to represent α∗ using a smaller value of m by taking m′ = m− 1
with α∗m−1 = 0.
We conclude that for all valid cases α∗ is in the desired form.
The following two corollaries will be the main building blocks of the proof in the next
section.
Corollary 2. Suppose y¯ = (y¯0, . . . , y¯N) is a vector in R
N+1 such that y¯k ≥ 0 for some
k ∈ {0, . . . , N}, then
Wζ(y¯)−Wζ∗ ≥ f ζk
Proof. Denote
R
k,N+1 := {(y0, . . . , yN) ∈ RN+1 : yk = · · · = yN = 0},
and consider the case y¯ ∈ Rk,N+1. Since for all v ∈ Rk,N+1 we have 〈∇Wζ(xζk), v〉 =
〈gζk, v〉 = L
√
ζi − ζi+1〈ek+1, v〉 = 0, then clearly xζk minimizes Wζ(y¯) over Rk,N+1, and we
get that Wζ(y¯)−Wζ∗ = Wζ(y¯) ≥Wζ(xζk) = f ζk .
For the general case y¯ ∈ RN+1, let (ν∗, α∗) be an optimal solution to Wζ(y¯) such
that α∗k+1 = · · · = α∗N+1 = 0 (by Theorem 2 such a solution exsits), and denote yˆ =
(y¯0, . . . , y¯k−1, 0, . . . , 0), νˆ
∗ = (ν∗0 , . . . , ν
∗
k−1, 0, . . . , 0). We get
Wζ(y¯)−Wζ∗ =Wζ(y¯) = wζ(y¯, ν∗, α∗)
=
L
2
‖y¯ + ν∗ −
k∑
i=0
α∗i (x
ζ
i −
1
L
gζi )‖2 +
k∑
i=0
α∗i (f
ζ
i −
1
2L
‖gζi ‖2)
=
L
2
‖yˆ + νˆ∗ +
N∑
i=k
(y¯i + ν
∗
i )ui −
k∑
i=0
α∗i (x
ζ
i −
1
L
gζi )‖2 +
k∑
i=0
α∗i (f
ζ
i −
1
2L
‖gζi ‖2)
=
L
2
‖yˆ + νˆ∗ + (y¯k + ν∗k)uk −
k∑
i=0
α∗i (x
ζ
i −
1
L
gζi )‖2 +
N∑
i=k+1
(y¯i + ν
∗
i )
2 +
k∑
i=0
α∗i (f
ζ
i −
1
2L
‖gζi ‖2)
≥ L
2
‖yˆ + νˆ∗ −
k∑
i=0
α∗i (x
ζ
i −
1
L
gζi )‖2 +
N∑
i=k+1
(y¯i + ν
∗
i )
2 +
k∑
i=0
α∗i (f
ζ
i −
1
2L
‖gζi ‖2)
≥ wζ(yˆ, νˆ∗, α∗) ≥ Wζ(yˆ) ≥ f ζk ,
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where the first inequality follows from y¯k + ν
∗
k ≥ 0 and (3.4).
Corollary 3. Suppose y¯ = (y¯0, . . . , y¯N) is a vector such that y¯k ≥ 0 and y¯n = 0 for some
0 ≤ k < n ≤ N , then
∂
∂yn
Wζ(y¯) = 0.
Proof. Let (ν∗, α∗) be an optimal solution of Wζ(y¯) in the form guaranteed by Theorem 2,
then
∇Wζ(y¯) = L
(
y¯ + ν∗ −
k∑
i=0
α∗i (x
ζ
i −
1
L
gζi )
)
,
and we get
∂
∂yn
Wζ(y¯) = L〈y¯ + ν∗ −
k∑
i=0
α∗i (x
ζ
i −
1
L
gζi ),un〉 = 0,
where the last equality follows from y¯n = 0, (2.3), and since 〈xζi − 1Lgζi ,un〉 = 0 for any
i < n,
Remark 3.1. As an immediate result of Corollary 3, it follows that
y ∈ Rk,N+1 ⇒ ∇Wζ(y) ∈ Rk+1,N+1, k = 0, . . . , N.
Using a simple inductive argument, we get that for any sequence x0, . . . , xN ∈ RN+1 starting
at x0 = 0 and satisfying (c.f., [10, Assumption 2.1.4])
xk ∈ span{∇Wζ(x0), . . . ,∇Wζ(xk−1)}, k = 1, . . . , N, (3.10)
we have xk ∈ Rk,N+1, k = 0, . . . , N , and therefore, by Corollary 2, we get that the inequality
Wζ(xk)−Wζ∗ ≥ f ζk , k = 0, . . . , N (3.11)
holds for any such sequence. We conclude that the worst-case absolute inaccuracy of any
first-order method which generates sequences that satisfy (3.10) cannot be lower than the
RHS of (3.11), i.e., this inequality forms a lower-bound on the efficiency estimate of such
methods. As noted by Nesterov [10, Page 59], this limitation on the structure of the
first-order methods for which this bound is applicable can avoided by some additional
reasoning, however, this requires introducing some additional assumptions, e.g., that the
function Wζ can be embedded in a vector space whose dimension, d, is at least d ≥ 2N+1.
By taking advantage of the properties derived above, we show in the next section that the
lower bound (3.11) applies for sequences generated by any first-order method for the case
d ≥ N + 1.
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At this stage, the exact value of ζ has not yet been defined. In order to find an
instance of ζ which yields the best lower complexity bounds on first-order methods, one
needs to maximize f ζN while keeping ‖xζN+1‖ bounded. Solving this problem, we obtain the
following solution instance (we skip the optimality proof, as it follows from the tightness
of the resulting bound):
Definition 3.2. Suppose R > 0 and N ∈ N are given. We define ζ∗ = (ζ∗0 , . . . , ζ∗N+2) by
ζ∗i =
2θi
2θi − 1ζ
∗
i+1, i = 0, . . . , N − 1,
ζ∗N =
θN
θN − 1ζ
∗
N+1,
ζ∗N+1 =
θN − 1
θ2N (2θN − 1)
R2,
ζ∗N+2 = 0,
(3.12)
where θi is defined as in (1.3).
Lemma 3. Consider (3.2), taking ζ = ζ∗, then
‖xζ∗N+1‖ = R and f ζ
∗
N =
LR2
2θ2N
.
Proof. Using the definition of ζ∗j and the relation
θ2i−1 = θi(θi − 1), i = 1, . . . , N − 1,
for j = 0, . . . , N − 1 we have
ζ∗j θj = ζ
∗
Nθj
N−1∏
i=j
2θi
2θi − 1
= ζ∗N
2θ2j
2θj − 1
N−1∏
i=j+1
2θi
2θi − 1 = ζ
∗
N
2θj+1 − 2
2θj − 1 θj+1
N−1∏
i=j+1
2θi
2θi − 1
= ζ∗N
2θj+1 − 2
2θj − 1
2θ2j+1
2θj+1 − 1
N−1∏
i=j+2
2θi
2θi − 1 = ζ
∗
N
2θj+1 − 2
2θj − 1
2θj+2 − 2
2θj+1 − 1θj+2
N−1∏
i=j+2
2θi
2θi − 1
= · · · = ζ∗N
N−2∏
i=j
2θi+1 − 2
2θi − 1 · θN−1
2θN−1
2θN−1 − 1 ,
then, using θ2N−1 =
1
2
θN (θN − 1), we reach
ζ∗j θj =
ζ∗NθN
2
N−1∏
i=j
2θi+1 − 2
2θi − 1 , j = 0, . . . , N − 1. (3.13)
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Next, from the definition of xζ
∗
N+1, (3.12), and (3.13) we get
‖xζ∗N+1‖2 =
N∑
j=0
(ζ∗j )
2
ζ∗j − ζ∗j+1
=
N−1∑
j=0
ζ∗j
1− 2θi−1
2θi
+
ζ∗N
1− θN−1
θN
=
N−1∑
j=0
2ζ∗j θj + ζ
∗
NθN
=
N−1∑
j=0
ζ∗NθN
N−1∏
i=j
2θi+1 − 2
2θi − 1 + ζ
∗
NθN
= θNζ
∗
N
(
2θN − 2
2θN−1 − 1
(
2θN−1 − 2
2θN−2 − 1
(
. . .
(
2θ2 − 2
2θ1 − 1
(
2θ1 − 2
2θ0 − 1 + 1
)
+ 1
)
. . .
)
+ 1
)
+ 1
)
,
which from 2θ0 − 1 = 1 turns out to be a telescopic product and reduces to
‖xζ∗N+1‖2 = θNζ∗N(2θN − 2) =
θ2N (2θN − 1)
θN − 1 ζ
∗
N+1 = R
2.
For the second part of the claim, we have
f ζ
∗
N =
L
2
(ζ∗N + ζ
∗
N+1)
=
L
2
(
θN
θN − 1
θN − 1
θ2N (2θN − 1)
R2 +
θN − 1
θ2N (2θN − 1)
R2
)
=
LR2
2
(
θN
θ2N (2θN − 1)
+
θN − 1
θ2N (2θN − 1)
)
=
LR2
2θ2N
,
which establishes the claim.
4 The main result
We now build upon the results of the previous sections to derive the exact minimax risk
associated with smooth and convex minimization.
We start by introducing a family of functions that will be used as a basis for proving
the main result.
Definition 4.1. Let N, d ∈ N be such that N ≤ d. For an orthonormal set {v0, . . . , vN} ⊂
R
d, let Wv0,...,vN : R
d → R be defined by
Wv0,...,vN (z) := Wζ∗(〈z, v0〉, . . . , 〈z, vN〉).
Lemma 4. Let N ≤ d and suppose {v0, . . . , vN} and {u0, . . . , uN} are two orthonormal
sets of vectors in Rd with v0 = u0, . . . , vk = uk for some k ≤ N , then for any z ∈ Rd such
that z ∈ span{v0, . . . , vk} and 〈z, vk〉 ≥ 0 we have
Wv0,...,vN (z) =Wu0,...,uN (z) and ∇Wv0,...,vN (z) = ∇Wu0,...,uN (z).
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Proof. Since 〈z, uk+1〉 = 〈z, vk+1〉 = · · · = 〈z, uN〉 = 〈z, vN 〉 = 0, we get
Wv0,...,vN (z) = Wζ∗(〈z, v0〉, . . . , 〈z, vk〉, 0, . . . , 0)
= Wζ∗(〈z, u0〉, . . . , 〈z, uk〉, 0, . . . , 0) =Wu0,...,uN (z),
which establishes the first part of the claim. For the second part of the claim, we have
∂
∂vn
Wv0,...,vN (z) =
∂
∂un
Wu0,...,uN (z),
which is immediate for n ≤ k and follows from Corollary 3 for n > k.
We are now ready to state the main result of this paper: a lower bound on the minimax
risk associated with FL,R(Rd).
Theorem 3. Let L,R > 0 and N ∈ N, then for any first-order method A that performs
at most N calls to its first-order oracle and any d ≥ N + 1 there exists a convex function
wA ∈ C1,1L (Rd) and x0 ∈ Rd such that
‖x∗ − x0‖ ≤ R, for some x∗ ∈ X∗(wA),
and wA(A(OwA, x0))− w∗A ≥
LR2
2θ2N
,
(4.1)
where θN is as defined in (1.3).
Proof. Since a first-order method can only gain information on the objective through the
first-order information at the selected search points, it cannot distinguish between functions
that have identical first-order information at these points, and will execute precisely in the
same way on such functions. We can therefore maintain during the run of the method
a set of functions that have identical first-order information at the points selected so far,
postponing the choice of a specific objective until the method has completed its run.
We set x0 = 0 as the reference point given to algorithm A. Now, suppose ξk ∈ Rd is
the (k + 1)th search point chosen by algorithm A, 0 ≤ k ≤ N − 1. At this stage, we take
a vector v¯k ∈ Rd that satisfies the following conditions:
• v¯k is a unit vector orthogonal to {v¯0, . . . , v¯k−1},
• ξk ∈ span{v¯0, . . . , v¯k},
• 〈ξk, v¯k〉 ≥ 0,
and set
Ωk := {Wv0,...,vN : v0, . . . , vN are orthonormal, v0 = v¯0, . . . , vk = v¯k}.
By Lemma 4, all functions in Ωk share the same first-order information at ξk (and also at
ξ0, . . . , ξk−1, since Ωk ⊂ Ωk−1 ⊂ · · · ⊂ Ω0), consequently, algorithm A cannot differentiate
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between these functions, and we can postpone the specific choice of function for a later
stage.
After invoking the oracle N times, suppose algorithm A has selected ξN ∈ Rd as its
approximate solution. Let v¯N be a unit vector orthogonal to {v¯0, . . . , v¯N−1} such that
〈ξN , v¯N〉 ≥ 0, and set
wA := Wv¯0,...,v¯N ,
then by the construction above, algorithm A, when applied on wA with the reference point
x0, will generate the search points ξ0, . . . , ξN−1 and it return as its output the vector ξN .
To complete the proof, note that wA is of the formWζ∗(Qy) for some matrixQ ∈ RN+1×d
with orthonormal rows, hence wA shares the convexity, smoothness, and Lipschitz constant
of Wζ∗. In addition, since x
ζ∗
N+1 is a minimizer of Wζ∗ , we get that Q
Txζ
∗
N+1 ∈ X∗(wA).
Finally, from Lemma 3 and Corollary 2 we have
‖QTxζ∗N+1 − x0‖ = ‖xζ
∗
N+1‖ = R,
and wA(ξN)− w∗A = wA(ξN) ≥ f ζ
∗
N =
LR2
2θ2N
,
hence wA satisfies the required properties.
Combining the previous theorem and the worst-case performance of the Optimized
Gradient Method (1.4), we obtain the exact minimax risk associated with the minimization
of smooth and convex functions:
Corollary 4. Let L > 0, R > 0, and N ∈ N, then for any d ≥ N + 1,
RFL,R(Rd)(N) =
LR2
2θ2N
,
where θN is as defined in (1.3).
Remark 4.1. Note that the proof of Theorem 3 can be readily applied on any function
satisfying Corollaries 2 and 3 (with the obvious adjustments). One important such function
is the function f¯N defined in [4, Appendix A] for establishing the minimax risk for the non-
smooth case: since this function clearly satisfies the required properties, it then follows by
Theorem 3 that the identity (1.2) holds for d ≥ N + 1 (compared to d ≥ 2N + 1 which
follows by the current proof).
5 Discussion an future work
We presented a novel interpolation scheme for constructing smooth and convex functions
and used it to define a function that is in some sense the worst possible for first-order
methods. Taking advantage of the special properties of the resulting function, we estab-
lished the exact minimax risk associated with the class of smooth and convex minimization
problems.
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A similar approach might be applicable for establishing bounds on additional problem
classes, such as classes of problems where the approximation accuracy is measured by an
alternative criteria (e.g., ‖∇f(xN)‖) and cases where the relation between x0 and x∗ is
determined in an alternative way (e.g., when ‖x0 − x∗‖p ≤ R for some p 6= 2). We leave
the investigation of these problems for future work.
We conclude with the observation that, as in the cases of non-smooth minimization
and convex quadratic minimization, an optimal method for smooth minimization might
not be unique. Finding optimal methods with additional properties might prove to be an
interesting research direction.
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