We prove some cases of a conjecture of Lewis, Reiner and Stanton regarding Hilbert series corresponding to the action of Gl n (F q ) on a polynomial ring modulo Frobenius powers. We also give a few conjectures about the invariant ring for certain cases that we don't prove completely.
Introduction
The subject of this paper is a conjecture inspired by the following celebrated result by L.E. Dickson [2] : Theorem 1.1 (Dickson) . When G = Gl n (F q ) acts via invertible linear substitution of variables on the polynomial ring S = F q [x 1 , x 2 , · · · , x n ], the G-invariant ring is given as:
Here, the D n,i 's are the Dickson polynomials defined via the identity: The layout of the paper is as follows. Section 2 deals with the fairly easy case of the problem when m = 1. Although this case has already been dealt with in [3] , it will set the stage for the following sections to flow more naturally. Section 3 tackles the case m = 2 in 2 stages, first assuming that n = 2, and then, generalising for an arbitrary n. Section 4 uses the ideas developed in Section 3 to talk about the 'k = 1' case of the Hilbert series. Section 5 is about the action of Steenrod operations on the invariant polynomials when m = 2. Section 6 develops certain ideas that approach a solution for the case n = k = m − 1. Section 7 records certain simplifications that arise when we take F 2 as the underlying field. Finally, Section 8 deals with the parabolic generalization of the conjecture with focus on the case m = 2.
Preliminaries
Before starting off, we state a few results which will be used multiple times throughout the paper. Lemma 1.3. A polynomial is invariant under the action of Gl n (F q ) if it is invariant under diagonal matrices, permutations of the variables, and the substitution x 1 → x 1 + x 2 .
Proof. First, we note that the group Gl n (F q ) is generated by diagonal matrices, permutation matrices and elementary matrices. Hence, by symmetry, checking that a given polynomial is invariant amounts to checking its invariance under the former two and the substitution x 1 → x 1 + x 2 . Lemma 1.4. Q has a basis of monomials of the form x i 1 1 · · · x in n where 0 ≤ i j ≤ q n − 1 as an F q -vector space. Furthermore, if y ∈ Q G , then y is a linear combination of monomials where each i j is divisible by q − 1.
Proof. The first claim of the lemma is rather obvious. For the second claim, we note that for y to be invariant, it must be invariant under the action of the diagonal matrices.
Finally, we state a well known result from number theory. For proof, see [5, Page 126] . 2 · · · x jn n be a monomial occurring in y where b ∈ F q \ {0}.
I claim that j 1 = j 2 = · · · = j n . Suppose not. Without loss of generality, let j 1 = j 2 = · · · = j r = q − 1 and j r+1 = · · · = j n = 0 where 0 < r < n. Hence, the monomial is bx
If we perform the substitution x r → x r + x r+1 in y, the coefficient of
r x r+1 in y becomes non-zero. But this isn't possible as y does not contain any such monomial except possibly when q = 2. In that particular case, the coefficient of x q−1
in y either changes from 1 to 0 or from 0 to 1, which isn't allowed in the invariant y. Hence, we have a contradiction.
Therefore, y is of the form c 0 + c 1 x
n . It is trivial to see that such a y is invariant under the action of G. Hence, the Hilbert series is 1 + t n(q−1) , which agrees with what has been conjectured. Remark 3.5. Up till now, we've only described the invariant ring Q G in terms of a linear basis as an F q -vector space. Some multiplicative properties can be easily observed. Recall that
It is a matter of simple computations to check that y 2 0 = y q , y 0 y 2 = −x
and y 2 2 = 0. All the products y i y j , apart from these 3, are zero because of degree arguments. For example, y 0 y 1 has degree 2q 2 − q − 1, but we know that there aren't any invariant polynomials of this degree, and so, y 0 y 1 = 0.
With this, we have now proven Theorem 3.1 and have a complete description of the structure of the invariant ring.
m = 2, arbitrary n
Now, we work towards solving the problem for a general n when m = 2. We have that
n ). The aim of this section will be to gener-alise the ideas from the case n = 2. We define the polynomials:
In fact, y n,k can be defined for k > q using the same definition. But in those cases, the bounds on the i j 's would imply that the sum is an empty sum, and so, y n,k = 0 for k > q.
Lemma 3.6. z n and y n,k remain invariant under the action of G.
Proof. The proof is by induction. The case when n = 1 is easily verified and the case n = 2 has already been solved and acts as base case of the induction. z n can be trivially seen to be invariant under the action of Gl n (F q ) on Q. Now, fixing k, we consider y n,k . As this expression is symmetric in the x i 's, it remains invariant under the action of the permutation matrices. Also, as all the exponents are divisible by q − 1, diagonal matrices too act trivially on y n,k . Therefore, by Lemma 1.3, we only need to check the action of the substitution x 1 → x 1 + x 2 on y n,k . Here, we make the observation that y n,k can be written as:
where, in the last step, we have discarded some of the initial terms of the sum, because y n−1,q+k−in is non-zero only when q + k − i n ≤ q. When we apply the transformation x 1 → x 1 + x 2 to the final expression obtained above, y n−1,q+k−i remains invariant by the induction hypothesis and x n remains invariant as n > 2. Hence, y n,k remains invariant under the action of G. Now, we state the main result of this section:
Theorem 3.7. The Hilbert series for Q G is given as:
when n ≥ 2. For n = 1, the Hilbert series is 1−t q 2 +q−2 1−t q−1 . A basis for the invariant ring Q G as an F q -vector space is given as 1, y n,k and z n for 0 ≤ k ≤ q.
As the case when n = 1 is trivially true, we'll assume n ≥ 2 here onwards. By Lemma 3.6 we only need to check that these are the only invariants in Q up to scalar multiples. The proof will be done in 2 steps. Firstly, we'll try to find the possible degrees for an invariant polynomial. Next, for those degrees, we'll prove that there exist unique invariant polynomials up to scalar multiples. As we have already proven the existence of at least one such polynomial for each degree, we'll be done.
Step 1: Let y ∈ Q G be a homogeneous polynomial of degree r. Express y as:
for some k where
n−1 ) for all i and c k = 0. If y is to be invariant under the action of G, each of the c i 's must also be invariants. By the induction hypothesis, any such non-scalar c i must have degree greater than or equal to (n − 2)(q 2 − q). Therefore, degree of y is greater than or equal to (n − 2)(q 2 − q). We claim that r = n(q 2 − 1) or (n − 1)(q 2 − q) ≤ r ≤ n(q 2 − q). The following lemmas prove this by showing that r can not take any other values.
Lemma 3.8. For an invariant polynomial y, the degree r can not be less that (n − 1)(q 2 − q).
Proof. As we have already shown that r ≥ (n−2)(q 2 −q), suppose (n−2)(q 2 −q) ≤ r < (n−1)(q 2 −q). We can assume that none of the c i 's is a scalar multiple of z n−1 , because due to symmetry, we would need to multiply it by x q 2 −1 n which would exceed the assumed bound on degrees. Also, we must have that at least one of the c i 's is non-scalar, otherwise, y won't be symmetric. In any such c i , the maximum degree of any x j for j ≤ n − 1 is q 2 − q. So, the maximum degree of x n in y, which is k(q − 1), should also be equal to q 2 − q, and thus, k = q.
Next, c k = c q can not be scalar, because that would imply that the degree of y is equal to q 2 − q < (n − 2)(q 2 − q) except when n = 3 (in which case, we would need to have an invariant of degree q 2 − q which is not possible), and thus, give a contradiction. So, c q is not scalar, and so, the degree of c q x q 2 −q n is greater than or equal to (n − 2)(q 2 − q) + (q 2 − q) = (n − 1)(q 2 − q) which exceeds the bound on the degree of y, and so, such a y can't exist. Lemma 3.9. For an invariant polynomial y, if r is the degree, we can't have n(q 2 − q) < r < n(q 2 − 1).
Proof. Let us assume the contrary. Again writing y in the form as in Equation (1), we get the following similar observations: k = q, at least one of the c i 's must be non-scalar and none of the c i 's is a scalar multiple of z n−1 . This implies that deg(y) = r = degree of c q x
which is again a contradiction. Hence, an invariant polynomial can't have its degree in the given range.
Step 2:
Step 1 makes it clear that the degree of y is either 0, n(q 2 − 1) or a multiple of q − 1 between (n − 1)(q 2 − q) and n(q 2 − q) (both included). Now, we verify the uniqueness. The fact is trivially true for an invariant of degree 0 or n(q 2 − 1). Now, suppose we have an invariant y of degree ((n−1)q+k)(q−1) for some k such that 0 ≤ k ≤ q. First, we express y as in Equation (1) . In this sum, each c i must be some scalar multiple of y n−1,q+k−i . Without loss of generality, let c q = y n−1,k . Now, each of the c i 's contain some monomial (say M i ) having x q 2 −q 1 as a factor. As y is assumed to be invariant, applying the transformation
. All such monomials have scalar coefficient equal to 1 by induction. Hence, the scalar coefficient of M i must be 1 too. This implies that for each i, c i = y n−1,q+k−i , and thus, given its degree, y is determined uniquely up to scalar multiples. This completes the proof of the theorem.
The case k = 1
After having dealt with the case m = 2, it becomes easier to make some predictions for the invariant ring in the general case. Recalling the conjectured Hilbert series for the invariant ring:
When k = 1, the summand in the above expression is equal to t (n−1)(q m −q) m 1 . Inspired by our discussion above, we claim that we can find invariant polynomials whose degrees correspond to this 'k = 1' term of the Hilbert series. For simplicity, first we assume that n = 2.
, where:
Proof. In order to prove this, we need to check that each y k ′ remains invariant under the transformation x 1 → x 1 + x 2 . First, let k ′ = 0. Then, after the above substitution, y 0 becomes:
The coefficient of
in the substituted expression is
where those binomial coefficients which do not make sense are assumed to be zero. This sum is also the coefficient of x t in:
And so, the coefficient of
in the substituted expression is 1 if and only if q − 1|t and is 0 otherwise. Thus, the substituted expression is equal to y 0 , and thus, y 0 remains invariant under the action of G. For any other k ′ , the transformation x 1 → x 1 + x 2 turns y k ′ to:
Here, we need to check the coefficient of
This is because, for smaller t, the exponent of x 2 exceeds q m − 1, and so, the term becomes zero. For t > (k ′ − 1)(q − 1), the coefficient is equal to
In fact, we can continue the above sum up to 1 as the addition of these terms won't contribute to a coefficient of x t . Hence, working similarly as when k ′ = 0, we get the desired coefficients. For t = (k ′ − 1)(q − 1), we get coefficient equal to 1 because of the addition of the term (1 + x) (k ′ −1)(q−1) to the above sum. Subtracting this, we get its coefficient to be zero, and so, we conclude that y ′ k remains invariant under the given transformation.
This proposition also provides us the proof of the invariance of the polynomials we talked about in Section 3.1. Now, for a general n, mimicking the strategy followed by us in Section 3.2, we have an easy corollary to the above proposition.
q−1 are invariant polynomials in the ring Q for any n, m. The proof of this corollary uses exactly the same idea as used in Lemma 3.6 after the following observation:
Hence, the proven proposition and corollary provide us a set of invariant polynomials in the ring
n ) which correspond to the the case 'k = 1' as for given values of m and n, we have homogeneous invariant polynomials a m,n,k ′ for 0 ≤ k ′ ≤ q m −q q−1 , where the degree of a m,n,k ′ is equal to (n − 1)(q m − q) + k ′ (q − 1). The Hilbert series for the polynomials is thus given as t (n−1)(q m −q) + t (n−1)(q m −q)+q−1 + · · · + t n(q m −q) = t (n−1)(q m −q) 1−t q m −1 1−t q−1 = t (n−1)(q−1) m 1 , which is exactly the conjectured value.
Action of Steenrod operators
Now that we are done with the analysis of the 'k = 1' case of the Hilbert series, before moving on to further cases, we study the dependencies of the invariants we have talked about, viewed from the perspective of Steenrod operations. Throughout this section, we'll assume that n = 2.
Recall (see [4] ) that for a polynomial f (
, we define the action of Steenrod operators P i on f as follows:
It is easy to see that for any f , P 0 (f ) = f . Before moving towards the results of this section, we prove a lemma that motivates the study of these operators in the context of our problem. Proof. For any polynomial f and g ∈ m [q m ] , by the definition of the operators, we have
for any d. Thus, we only need to verify our claim for the generators of the ring:
Remark 5.2. The action of the Steenrod operators on the Dickson invariants D n,i can be found (when q = p) in [6, §II] .
In this section, we try to find a minimal additive basis for Q G with respect to the action of the Steenrod operators (For a connection to the 'hit problem' for Steenrod algebra, see [1] )
m = 2
When m = 2, we had found the invariants in Section 3.1 and they were named y k ′ where 0 ≤ k ′ ≤ q. Using the same notation, and taking k = k ′ + q, we check the action of the first Steenrod operation on each y k ′ . For compactness, we write
. Then, we have:
The action of the first Steenrod operator on y k equals the coefficient of ξ in the above expression. Hence,
Thus, we have proved the following proposition:
, and hence, when (1 − k) ≡ 0 (mod p), we can use P 1 to obtain y k ′ +1 from y k ′ .
Next, we prove a proposition that essentially will demonstrate that the action of the Steenrod operators on just 2 of the invariant polynomials is sufficient for generating all the other invariants.
Proposition 5.4. By applying the Steenrod operations P 1 , P 2 , · · · , P q−2 on y 2 , we get non-zero scalar multiples of y 3 , y 4 , · · · , y q respectively.
Using the same notation as defined earlier:
For 1 ≤ r ≤ q − 2, P r (y 2 ) is the coefficient of ξ r in P (y 2 ) which is
Then, the following lemma proves the above proposition.
Now, as we are in F q , we have
by Lucas's Theorem. Finally, putting k = i − j and suitably modifying the limits for summation, we get:
Next, we notice that for k > i and for k < i − r, the summand on the LHS becomes 0. So, we can sum over k from 0 to q − 2. Then, the coefficient of z k on the LHS becomes equal to 
The coefficient of a k b q−2−r−k in the above expression is exactly q−1 q−r−1 which is exactly the coefficient of z k in the RHS of the identity we are trying to prove. Hence the two expressions are equal in F q .
An important observation here is that q−1 q−r−1 = q−1 r = 0 for the given values of r (again by Lucas' Theorem). This signifies that given y 0 and y 2 , we can generate all the other y k 's (up to scalar multiples) by the action of the Steenrod operations on these.
m ≥ 2
Now, we look at the case when n is still 2 and m is arbitrary. Then, corresponding to the 'k = 1' case, from Section 4, we have the invariants a m,2,k ′ where 0 ≤ k ′ ≤ q m −q q−1 . Then, we make the following conjecture about the relationships between these invariants by means of the Steenrod operations. 
What we have already proven agrees with this conjecture for the case m = 2. The proof in the general case should involve the verification of identities involving binomial coefficients just like the case m = 2. If we proceed in the same manner as above, it all boils down to proving that the expression
is independent of j when 0 ≤ j ≤ r.
6 The case n = k = m − 1
Recall that the conjectured Hilbert series is given as:
In this section, we'll investigate the case n = k = m − 1 = 2 first, and then try to tackle the problem for arbitrary n. The reason for treating different values of k separately stems from our belief that the invariants can be systematically categorised on the basis of the value of k to which they correspond. For n = 2 and m = 3, the conjectured series is:
The first two terms in the above sum are easy to account for: the first one corresponds to the invariant polynomial x q 3 −1 1
whereas the second one was dealt with in Section 4. Let the third term be referred to as f (t) which is a polynomial of degree 2(q 3 − q 2 ). An important observation is that f (1/t) = t −2(q 3 −q 2 ) f (t). This implies that the coefficient of t a equals the coefficient of t 2(q 3 −q 2 )−a in f (t) where 0 ≤ a ≤ 2(q 3 −q 2 ). Now, we try to see how the coefficients of f (t) look like. Now,
Lemma 6.1. For any a between 0 and q 3 − q 2 , the coefficient of t a in f (t) is exactly 1 if a is a non-negative integer linear combination of q 2 − 1 and q 2 − q, and 0 otherwise.
Proof. For 0 ≤ a ≤ q 3 − q 2 , let us look at the coefficient of t a in the above product. Now, the first 2 terms of the product will have to contribute 1 (as q 3 − 1 and q 3 − q are greater than a). Hence, a must be of the form m(q 2 − 1) + n(q 2 − q) for some m, n ∈ N 0 . In fact, for a given a, such a representation is unique. This is because if we have 2 pairs (m 1 , n 1 ) and (m 2 , n 2 ) such that
And so q|(m 1 − m 2 ). If m 1 = m 2 , one of them will have to be ≥ q and that would imply a ≥ q(q 2 − 1) which as a contradiction as a ≤ q 3 − q 2 . Hence, m 1 = m 2 and n 1 = n 2 .
For q 3 − q 2 ≤ a ≤ 2(q 3 − q 2 ), the coefficient of t a equals the coefficient of t 2(q 3 −q 2 )−a , and as, 0 ≤ 2(q 3 − q 2 ) − a ≤ q 3 − q 2 , we have already determined this coefficient. Hence, all the coefficients in f (t) are either 0 or 1. Now, recall that S = F q [x 1 , x 2 ] and Q = S/(x
2 ). Proposition 6.2. Corresponding to the term f (t) in the Hilbert series, we can find invariant polynomials in Q which are images of Dickson invariant polynomials in S.
Proof. The invariant ring S G is generated by the polynomials D 2,0 and D 2,1 having degrees q 2 − 1 and q 2 − q respectively. Let their images in Q be denoted by S 0 and S 1 respectively. Now, by manual computation, one sees that f (t) = 1 + t q 2 −q + t q 2 −1 + higher degree terms. As degree(S 0 ) = q 2 − q and degree(S 1 ) = q 2 − 1, these 2 polynomials correspond to the 2 nd and 3 rd monomials of f (t) respectively. For any other a such that 0 ≤ a ≤ q 3 − q 2 , the coefficient of t a in f (t) is 1 iff a = m(q 2 − 1) + n(q 2 − q) for some m, n ∈ N 0 . Then, for such an a, the polynomial S m 1 S n 0 is an invariant polynomial in Q of degree a, and as a < q 3 −1, we can be sure that S m 1 S n 0 = 0. An easy observation that will be used later is that, if 0 ≤ a < q 3 − q 2 , then m ≤ q and n ≤ q − 1. Next, we talk about a when q 3 − q 2 < a ≤ 2(q 3 − q 2 ).
As will be proved in Lemma 6.3, S Proof. For this proof, we need the explicit form of S 0 and S 1 . S 1 is easy to determine from the definition of D 2,1 whereas for S 0 , we use Remark 4.2. So, we have:
Easy to see that S 0 =
. Then, the coefficient of x
= the coefficient of t q 2 +q in
Thus, as the coefficient is non-zero, S
We also believe that none of the invariant polynomials talked about in the above proposition are scalar multiples of the invariant polynomials corresponding to the 'k = 1' term of the Hilbert series. If that is true, then we have computed invariants corresponding to every term of the Hilbert series and would not expect any other invariant polynomials to exist. Conjecture 6.4. None of the polynomials described by us in Proposition 6.2 are scalar multiples of the invariant polynomials corresponding to the 'k = 1' case. Now, we make a brief comment in the case when n = k = m − 1 for an arbitrary n. Then, the corresponding term of the Hilbert series is:
In the denominator, we see terms having degrees q n − q i for 0 ≤ i ≤ n − 1. This is exactly the set of degrees of the Dickson invariant polynomials
is again a polynomial all of whose coefficients are 0 or 1. Thus, inspired by our work in the case n = 2, we make the following conjecture.
Conjecture 6.5. For arbitrary n and m = n + 1, if we consider the k = n term of the conjectured Hilbert series of Q G , then one can find invariant polynomials corresponding to this term of the series that are images of invariant polynomials in S.
Remark 6.6. The ideas developed above for the case n = k = m − 1 = 2 can be used to work further on the case n = 2 for an arbitrary m. In such a case, the k = 2 term of the Hilbert series is m 2 q,t
. Once again, we can talk about non-negative integer linear combinations of q 2 − 1 and q 2 − q. However, complications start to arise because the coefficients of t a in this series are not necessarily just 0 or 1.
The case q = 2
Now, we record some results about the structure of the invariant ring when q = 2. We assume that n = 2 and consider the conjectured Hilbert series given as (taking m ≥ 3):
The 3 rd term in the above sum has been discussed comprehensively in the previous section. Another conjecture that could be coupled with Conjecture 6.5 is that this term corresponds to the images of invariant polynomials in S. Throughout this section, we refer to polynomials of the ring S G as Dickson invariant polynomials.
Conjecture 7.1. For q = n = 2 and arbitrary m, the 'k = 3' term of the conjectured Hilbert series corresponds to invariant polynomials of Q that are images of Dickson invariant polynomials in S.
However, in this section, we are more concerned about the 2 nd term of the Hilbert series. The 2 nd term is equal to t 2 m −2 + t 2 m −1 + t 2 m + · · · + t 2 m+1 −4 . From Proposition 4.1, we have that the invariant polynomials corresponding to this are given by y k ′ where 0 ≤ k ′ ≤ 2 m − 2 and:
The degrees of y 0 and y 1 are 2 m − 2 and 2 m − 1 respectively. As these are less than 2 m , the polynomials are actually invariant in S itself. Hence, they are Dickson polynomials. We claim that each y ′ k is the image of a Dickson polynomial. To show this, we first note that D 2,0 = x 2 1 +x 1 x 2 +x 2 2 . Thus,
Thus, D 2,0 y k ′ = y k ′ +2 , and so, as y 0 and y 1 are images of Dickson invariant polynomials, we can conclude the same for y k ′ for all k ′ . Also, the polynomial x
is an invariant polynomial in S G (as a corollary of Remark 4.2). Its image in Q is x 2 m −1 1
which is the invariant polynomial corresponding to the first term of the Hilbert series. Hence, that too is an image of a Dickson invariant polynomial. We conclude with the following theorem:
Theorem 7.2. Assuming Conjecture 7.1, all the polynomials in the invariant ring Q G are images of Dickson invariant polynomials, i.e. images of polynomials in S G , when the underlying field is F 2 and n = 2.
8 The parabolic conjecture: m = 2
In this section, we discuss a generalisation of Conjecture 1.2 to parabolic subgroups (see [3] ). A parabolic subgroup P α of G specified by a composition α = (α 1 , α 2 , · · · , α l ) of n, so that |α| := α 1 + α 2 + · · · + α l = n, is defined to be the subgroup consisting of block upper-triangular matrices of the form:
where each diagonal block g i is an α i × α i matrix. For such subgroups of G, we wish to study the structure of Q Pα where
Denoting partial sums of the components of α by A i := α 1 + α 2 + · · · + α i , we define:
For two compositions α and β both of length l, we define a partial order such that β ≤ α iff β i ≤ α i for all i. With this definition, we are ready to state the conjecture for the Hilbert series for Q Pα as mentioned in [3] . Define
Conjecture 8.1. Fixing m, n and a composition α of n, we have
where, e(m, α, β) :
The n = 1 case of Conjectures 1.2 and 8.1 coincide, and so, we assume n ≥ 2 here onwards.
The m = 1 case of this conjecture has already been dealt with in [3] . In this section, we analyse the m = 2 case.
Our aim is to show that for arbitrary n and α, we can find invariant polynomials corresponding to each term in the conjectured Hilbert series. In the summation over β in the conjecture, the condition that |β| ≤ m = 2 implies that we have 4 cases:
• β = e r = (0, 0, · · · , 0, 1, 0, · · · , 0) where 1 is in the rth position, 1 ≤ r ≤ l
• β = e r + e s where 1 ≤ r, s ≤ l and r = s
• β = 2e r where 1 ≤ r ≤ l (provided α r ≥ 2 as β ≤ α)
We'll deal with each case separately and show that invariant polynomials can be found corresponding to each term in the summation. The idea will be to fiddle with the polynomials already constructed in Section 3. Before we start, we state an easily proved counterpart of Lemma 1.3 for parabolic subgroups.
Lemma 8.2. A polynomial is invariant under the action of P α if it is invariant under diagonal matrices, permutations of variables within a block, and the substitutions x i → x i + x j whenever 1 ≤ j < i ≤ n.
Here, by a permutation within a block, we mean any permutation of the variables x A i−1 +1 , x A i−1 +2 , . . . , x A i for a fixed i between 1 and l. We already know that a n is invariant under the action of G. In particular, it is invariant under the action of P α . As its degree is n(q 2 − 1), it corresponds to the t n(q 2 −1) term of the Hilbert series.
Case 2: Suppose β = e r for some r. Then, e(m, α, β) = A r−1 (q 2 − 1) + (n − A r−1 − 1)(q 2 − q) and
where 0 ≤ k ≤ q. Let the 2 multiplicands in the above product be F r,k and G r,k respectively. Then, degree of F r,k is A r−1 (q 2 − 1) and degree of G r,k is {(n − A r−1 − 1)q + k}(q − 1). Thus, if it is invariant, the polynomial b r,k corresponds to the t A r−1 (q 2 −1) t {(n−A r−1 −1)q+k}(q−1) = t A r−1 (q 2 −1) t (n−A r−1 −1)(q 2 −q) t k(q−1) term of the series. Hence, if we let k vary from 0 to q, we can account for all the terms in t e(m,α,β) m β,m−|β| . Now, we check the invariance of b r,k . As, all exponents are multiples of q − 1, diagonal matrices leave b r,k invariant. Any permutation of the block i when 1 ≤ i ≤ r − 1 affects only F r,k and leaves it invariant, and r ≤ i ≤ n affects only G r,k and leaves it invariant (both due to symmetry). Now, we check the action of substitutions. For x i → x i + x j where j < i ≤ r − 1, the substitution affects only F r,k and invariance is trivial as powers greater than or equal to q 2 become 0. Next, for x i → x i + x j where r ≤ j < i, the substitution affects only G r,k and we know from Section 3.2 that this substitution leaves it invariant. Finally, consider the substitution x i → x i + x j where j < r ≤ i. This again leaves b r,k invariant because the exponent of x j is already q 2 − 1 and any higher powers would become zero. Thus, we conclude that b r,k is an invariant polynomial.
Case 3: Suppose β = e r + e s where 1 ≤ r < s ≤ l. Then, e(m, α, β) = A r−1 (q 2 − 1) + (A s−1 −
A r−1 − 1)(q 2 − q) and
. For each such r and s, consider the polynomials c r,s,k :=
where 0 ≤ k ≤ q. Let the 2 multiplicands in the above product be S r,s,k and T r,s,k respectively. Then, degree of S r,s,k is A r−1 (q 2 − 1) and degree of T r,s,k is {(A s−1 − A r−1 − 1)q + k}(q − 1). Thus, if it is invariant, the polynomial c r,s,k corresponds to the
term of the series. Hence, if we let k vary from 0 to q, we can account for all the terms in t e(m,α,β) m β,m−|β| . The proof that c r,s,k is invariant is exactly the same as in the previous case. We claim that each d r is invariant under P α , and thus, corresponds to the t A r−1 (q 2 −1) term of the Hilbert series. d r is trivially invariant under diagonal matrices. Also, as we are taking product for all variables corresponding to the first r − 1 blocks, d r is invariant under the permutation of variables within a block. Finally, for any j, if we substitute x j → x j + x k where k < j, we end up with d r again as exponents greater than or equal to q 2 become zero. Thus, our claim is true.
The following example helps illustrate the above cases: Example 8.3. Consider the case when q = 3, n = 6 and m = 2 and the composition α = (2, 1, 3) of 6. In Case 1, we take β = (0, 0, 0). The corresponding term of the Hilbert series is t 48 and the associated invariant polynomial is a 6 = x 8 1 x 8 2 x 8 3 x 8 4 x 8 5 x 8 6 . In Case 2, β = (1, 0, 0) corresponds to the term t 30 (1 + t 2 + t 4 + t 6 ). The associated invariant polynomials are the polynomials 4 polynomials that are invariant under the action of Gl 6 (F 3 ) (i.e., the y 6,k 's for 0 ≤ k ≤ 3 in the notation of Section 3.2). Next, taking β = (0, 1, 0) the corresponding term of the Hilbert series is t 16 t 18 (1 + t 2 + t 4 + t 6 ). The associated invariant polynomials are obtained by taking the product of the monomial x 8 1 x 8 2 with polynomials in x 3 , x 4 , x 5 , and x 6 that are invariant under the action of Gl 4 (F 3 ) (i.e., the y 4,k 's for 0 ≤ k ≤ 4). Next, take β = (0, 0, 1). The corresponding term in the series is t 24 t 12 (1 + t 2 + t 4 + t 6 ). The associated invariant polynomials will be products of the monomial x 8 1 x 8 2 x 8 3 with polynomials in x 4 , x 5 , and x 6 that are invariant under the action of Gl 3 (F 3 ) (i.e., the y 3,k 's for 0 ≤ k ≤ 4). For example, Now we move on to Case 3. β = (1, 1, 0) corresponds to the term t 6 (1 + t 2 + t 4 + t 6 ). The associated invariant polynomials, the c 1,2,k 's are the polynomials in x 1 and x 2 that are invariant under the action of Gl 2 (F 3 ) (i.e., the y 2,k 's for 0 ≤ k ≤ 3). Next, taking β = (1, 0, 1), the corresponding term of the Hilbert series is t 24 (1 + t 2 + t 4 + t 6 ) and the associated invariant polynomials are the polynomials in x 1 , x 2 , x 3 that are invariant under the action of Gl 3 (F 3 ) (i.e., the y 3,k 's for 0 ≤ k ≤ 3). Finally, when β = (0, 1, 1), the term of the series is t 16 (1 + t 2 + t 4 + t 6 ). The associated invariant polynomials are
Finally, we look at Case 4. When β = (2, 0, 0), the corresponding term of the Hilbert series is 1 and the associated polynomial is d 1 = 1. For β = (0, 0, 2), the corresponding term is t 24 and the associated invariant polynomial is d 3 = x 8 1 x 8 2 x 8 3 . This finishes our analysis of all the cases.
We conclude with the following conjecture:
Conjecture 8.4. Given m = 2 and arbitrary n and fixing a composition α of n, the polynomials a n , b r,k 's, c r,s,k 's and d r 's provide an additive basis for the invariant ring Q Pα , thus proving Conjecture 8.1 when m = 2.
As we have already checked the invariance of the above polynomials, the proof of the above conjecture hinges on showing that, up to scalar multiples, these are the only homogeneous invariant polynomials in Q.
Remark 8.5. Among the polynomials defined above, the polynomials a n and b 1,k for 0 ≤ k ≤ q are the ones that are invariant under the action of the entire group G. In the notation of Section 3.2, a n is equal to z n and b 1,k is equal to y n,k for all k.
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