Abstract. We explore how fixed-point operators can be designed to interact and be composed to form autonomic control mechanisms. We depart from the idea that an operator is idempotent only for the states that it assures, and define a more general concept in which acceptable states are a superset of assurable states. This modified definition permits operators to make arbitrary choices that are later changed by other operators, easing their composition and allowing them to maintain aspects of a configuration. The result is that operators can be used to implement closures, which can in turn be used to build self-managing systems.
Introduction
Cfengine [1] [2] [3] [4] [5] is a widely used tool for managing computing systems. Cfengine's basic building block is the "convergent operator", an operation that enforces a policy by modifying any non-conforming system state. Operators affect a broad range of system entities, including configuration and dynamic runtime state. Convergent operators immunize a system against potential deterioration, by repeatedly repairing any state found to be non-conforming. They are also idempotent on properly conforming systems, in the sense that they will do nothing unless nonconformity is discovered. Thus, each operator comprises a tiny autonomic "control-loop" that checks for policy conformity and implements changes if they are needed.
Primitive operators in the current Cfengine-II (and the upcoming Cfengine-III [6] ) are simple in structure. It is best to think of Cfengine as an "assembly language" for building convergent operators. Statements in Cfengine's policies affect files, processes, and other entities in straightforward ways, and can be composed to accomplish high-level tasks such as "implementing services". These statements are implemented by local agents running on each managed system. This paper is about the "next level". While Cfengine embodies Burgess' theories, it does not implement Burgess' more general theoretical definition of convergent operators [7, 8] . In that definition, a convergent operator assures that a system attribute has a value in some set of acceptable values, while most Cfengine operators assure that a system attribute has one value.
The effect of this limitation is that it is difficult for Cfengine to collaborate with other entities in assuring a goal 1 . Cfengine policies are centered around creating some specific state, not an acceptable one. Thus, if some other entity creates another acceptable state, Cfengine will often detect and revert that state to the one and only state that it considers acceptable. For example, suppose we set up a web server with Cfengine and then decide to tune its performance (either manually, or via some other software mechanism). Cfengine will -when invoked -revoke the changes we make to tune the server according to its own definition of "health," which is defined in terms of the contents and positions of specific files. To make the tuning "permanent", we have to inform Cfengine itself about the changes we want, and let it enforce these rules. This is an extra and potentially costly step if the changes are widespread.
In this paper, we ask the question, "how can convergent operators collaborate?" We explore collaboration as a composition of operators that does not require the step of coding knowledge from one operator (e.g., tuning) into another (e.g., setup). We define a new concept of operator that conforms to Burgess' theoretical definition but is broader than Cfengine's definition, and we explore the effects of composing such operators. We seek a situation in which two operators -one which sets up a web server and another that tunes it -can be composed and efficiently collaborate without knowledge of one another. This includes the human kind of operator as well. We explore a concept of convergent operator that encodes intelligence without requiring rigid conformity to a policy, so that the configuration agent becomes a "partner" rather than a controller. The desirable end result of this work is an autonomic control model that involves a partnership between humans and agents rather than a master-slave relationship in either direction.
How does one construct a well-designed convergent operator for network management? So far, the Cfengine model provides the only answer to this question. In this paper, we look beyond Cfengine's capabilities to a more general definition of convergent operators inspired by the theory of closures. All Cfengine operators comply with this definition, but the definition allows new kinds of operators to be created with desirable properties. Our conclusion is that this broader definition provides kinds of behavior that are otherwise difficult to describe or codify. In particular, while one can translate a policy to an operator, the converse seems intractable for some of the operators in this new class.
In the pages that follow, please keep in mind that fixed-point operators do not abandon the autonomic computing mechanism of closed-loop control; instead, they encapsulate control loops into smaller packages called operators. An operator includes a precondition-checking step that decides what control to apply, followed by an implementation step that makes appropriate changes. This can be viewed as a control loop operating inside the operator.
For example, consider two approaches to performance tuning of a web server, one based upon fixed-point operators and one based upon traditional control loops. The fixed-point version still contains a control loop, inside the operator, which is implemented through multiple invocations of the operator. This includes data collection, planning, and execution phases, but in the context of a single operator, rather than in the context of managing a whole system. All the ideas in this paper presume the existence of a set of convergent operators O operating on a system that possesses a set of potential states S. Definition 1. A convergent operator O over a set of potential states S (that can be present in a network) is a function from S to S that, when applied repeatedly, eventually assures that a subset S a of assurable states of S is present in the network, where O is idempotent over S a , i.e., for s ∈ S a , O(s) = s.
In other words, there exists some k > 0 such that for n > k and any state s ∈ S, O n (s) ∈ S a , or, equivalently, O n (S) = S a (and O(S a ) = S a ). This is fairly close to the Cfengine definition of a convergent operator, but is more limited than Burgess' general definition of convergence, in which k might be infinite. Also, note that the existence of k in a static environment does not assume that there is a k for an environment that is dynamically changing, perhaps in opposition to the goals of the operator. For example, an operator that seeks to limit the number of user processes would never converge if a user attempted consciously to circumvent the operator by creating a steady supply of processes.
We broaden this definition in one fundamental way, inspired by the theory of closures, to admit a new kind of idempotence. A closure [9] [10] [11] is a domain of semantic predictability in a larger system that may exhibit unpredictability in other ways. Creating a closure requires separating behavior from configuration, so that configuration data can be classed as either crucial to behavior or incidental. An incidental configuration parameter's value does not affect behavior, while a crucial parameter changes observable behavior. This classification of parameters determines which configuration parameters should be part of the interface to the closure, and which should be internal and unexposed.
In particular, the first definition does not account for the fact that an operator may accept (that is, be idempotent over) more states than it assures. The assurable states of an operator are those that it has the power to create, while the acceptable states of an operator are those that it finds acceptable, but might not be able to create itself. More formally, Definition 2. A closure operator O over a set S is defined by two sets of states, S a ⊆ S i ⊆ S, so that O is idempotent over S i but assures a perhaps smaller subset S a .
For most Cfengine operators, S i = S a , though there are some advanced operators (e.g., file editing) for which S i is a proper superset of S a . The fact that assurance is different than acceptance is a core idea in the theory of closures. Many states are "acceptable" simply because they embody arbitrary (or "incidental") choices that do not affect the outcome of the goal. Other choices might be crucial.
For example, the actual location of the web server document tree has little to do with the basic behavior of a web server, so an operator O 1 that sets up a web server might well make an arbitrary choice [10] about those details. But one operator's "arbitrary" might be another operator's "crucial"; consider an operator O 2 whose goal is to tune the performance of the web server. Then the choice of document root -unimportant to the basic act of setting up the web server -changes from incidental to crucial and is no longer so flexible. However, the first operator O 1 does not care about the location, so it should not override the operator O 2 's changes to its original design.
The difference between what an operator accepts and what it assures can lead to fixed points that are not readily apparent. If O 1 assures that the web service is located on the mounted filesystem, but accepts that it could be located anywhere, then the set of operators {O 1 , O 2 } has a fixed point. If O 1 does not accept anything except what it assures, then operators in the set share no fixed point and are not consistent. These two situations are described in Fig. 1 . In one case, O 1 accepts states set up by O 2 ; in the other, it does not. Thus, the concept of incidental complexity in closures -conceived within a theory based upon syntactic consistency -is reflected in the theory of operators as an acceptance set that allows greater flexibility for incidental choices than those in an assurance set. A third operator O 3 might set up and assure the operation of a particular virtual server, without conflicting with O 1 or O 2 .
Strategy and Tactics
One way of understanding this new distinction is that the acceptance set reflects a general strategy for accomplishing an aim or goal, while the assurance set reflects specific tactics for achieving that goal. A strategy is declarative knowledge, in the sense that it is about describing acceptable states, while a tactic represents procedural knowledge about how to achieve one or more assurable states.
In the above example, the strategy of O 1 is to "create a working web server," while the strategy of O 2 is to "create a fast web server." O 1 has a tactic for creating at least one version of a "working web server" in which it makes a number of choices that might be incidental to the web server's function. To O 2 , though, some choices (e.g., the locations of particular content) are no longer incidental, because O 2 's strategy differs from O 1 's strategy. However, a "fast web server" is indeed some subclass of a "working web server", so there is strategy overlap between O 1 and O 2 . O 1 and O 2 can "collaborate" if O 2 's tactic for creating a "fast web server" is also consonant with O 1 's definition of a "working web server." In this case, we can compose O 1 and O 2 to get "a working and fast web server".
The concept of closure operators may seem abstract and unrealistic at first glance, but it is a more direct mimicry of what humans do in administering systems than the actions performed by current configuration tools. We break down installation of a service into multiple steps, each of which requires prerequisites. We tune each step separately, making sure we do not break the function of any prior step. One person might set up a web server, another might populate its content, and a third might tune it. This is exactly what a set of closure operators are meant to do, and one might thus characterize closure operators as "what humans do" to create and then continue to assure a functioning system.
The 
Operator Consistency
One important question for a set of convergent operators (each of which has a set of fixed points) is whether the set shares a fixed point or not.
Definition 3.
A set of convergent operators O is consistent if the set shares a set of fixed points F that is a subset of all states S in the domain of the set of operators.
Note that this is a set intersection problem: the set of fixed points F for a set of operators O, if it exists, is the intersection of the sets of fixed points A = {A i } that each individual operator O i assures. O is consistent exactly when A is non-empty 2 . The above definition applies to operators with preconditions in a perhaps unexpected way. Such an operator does nothing until its preconditions are met. For example, one cannot tune a web server (O 2 ) until it has been installed (O 1 ). Thus O 2 is idempotent both when its preconditions are not met and after its acceptable states have been achieved. In other words, the trivial fixed point for operators that have not become active does not count as a fixed point for the set of operators.
It is often important to know whether consistency is a concrete or abstract property of a set of operators. It is only concrete if it can actually arise in practice:
Definition (Figure 2) . Fig. 2 . Operators O1 and O2 can never reach a fixed point without O3, which joins their acceptable states with a common assurable state. An 'i' (idempotent) superscript denotes an operator's set of acceptable states, while an 'a' denotes its assurance set.
Reachable consistency depends upon the possible initial states B of a system before operators are applied. This is a rather trivial assertion in the sense that if the baseline states are fixed points of all operators, then the set of operators is consistent even though they might not be able to assure that particular state themselves. If, for example, the set of operators never moves the system outside a baseline state, then for all practical purposes, the set of all states is the baseline set.
In the above example, the result of the three operators is an emergent fixed point that is fixed for all three operators, but fixed in different ways for each operator. Thus each operator can be thought of as acting on an aspect of the network, and the composition of operators into a set can be viewed as similar to aspect composition as defined in [12] [13] [14] . An aspect is one facet of coordination within a configuration; any configuration management tool must compose aspects to create a valid configuration.
Implementing Closure Operators
One reason that closure operators have not been explored so far is that they are more difficult to implement than simple convergent operators. But there are things that simply cannot be done without them, including management operations that exploit aspect composition. Further, the extra machinery required to implement a closure operator is necessary anyway, for other reasons.
Closure operators are more difficult to construct than, e.g., automation scripts that accomplish similar goals. The closure operator, unlike a simple script, must be aware of its surroundings and have knowledge of its preconditions and postconditions. An ideal closure operator is safe under all conditions, in the sense that it is safe to invoke the operator with the network in any conceivable state, and as a result, the operator will not damage the network through lack of knowledge (though it might not be capable of improving the network either).
Note first that the acceptance set of a closure operator can only be determined by use of a validation model that determines what is acceptable. This model is different from the assurance model that determines which settings will be changed if the current configuration is not valid. Both of these models could be specified as rulesets.
Consider, for example, how one would implement the operators O 1 and O 2 above. O 1 is straightforward enough; installing the RPM for Apache might do nicely as a first approximation. But O 2 is a much more sophisticated operator than has ever been written before. O 2 must validate the install of O 1 and then operate in such a way that this validation is not lost by its changes. This is a matter of coordinating settings in files with positions on disk, so that everything one moves is matched with a parameter change in a file. Further, for O 1 to accept this change, it must share with O 2 an underlying validation model that accepts more states than what it can assure. Thus the key to implementing O 1 and O 2 is that both must agree (at some level) on what constitutes a valid web server, invariant of how that validity was reached 3 . With this validation model in hand (ostensibly, modeled as a set of "valid web server configurations"), O 1 checks whether this model is satisfied, and takes steps to satisfy it if not. O 2 , by contrast, does nothing if the web server configuration is invalid, but if it is valid, changes it to perhaps another valid state that responds more quickly.
Why would we want to structure operators in this way? One answer is that the monolithic construction of an operator that both installs and tunes a web server is more complex than two operators, each of which handles one aspect, and that there may in fact be different concepts and models of tuning that one might wish to apply. Further, the added complexity of a validation model is desirable whether we implement the tuning as one operator or two, because the alternative is that the web server may be unintentionally rebuilt for no particularly good reason, simply because "incidental" (and meaningless) changes in configuration have occurred out of band. In order to satisfy the spirit of Cfengine, that "if it isn't broken, don't fix it", one must have a model of what it means to be functional or broken.
Validation Models
What is a "valid" web server? This is a complex question that has been studied in some detail. First, inside the server, there are a set of data relationships that must be preserved. But there is another validation model that depicts how certain data must be present outside the web server. These are related via a closure model of web service [10] that expresses external behavior as a set of exterior maps. But in constructing this mapping, many incidental choices are made that have nothing to do with the mapping, though they may affect performance. These incidental choices must be coordinated so that the result is a functional web server. Thus there are two kinds of validation models: an interior model that depicts data (static) relationships, and an exterior model that depicts behavioral (dynamic) relationships.
An example of an interior model (reprinted from [10] ) is given in Fig. 3 . A web server configuration contains many parameters that must agree in order for the webserver to function properly. The directory in which content appears must both be accessible as a directory and mapped to an appropriate virtual server. Likewise, the name of each file must correspond to the appropriate MIME type, etc. Many of these parameters are "incidental" in the sense that choices for internal location of a set of files seldom affects the externally observable behavior of a web server.
The good news is that the internal model of a valid web server is a purely declarative description of data relationships, similar to database integrity con- Fig. 3 . A relational model of a specific web server's data dependencies (reprinted from [10] ).
straints, and that it is both package-specific and policy-neutral, in the sense that any policy can be enforced while obeying the model. The bad news is that no such model has yet been constructed for many configurable packages in current use. This is a bad thing, because such models are necessary in order to know whether configuration management operators are working properly or not. An instance that does not conform to the basic model for behavior cannot possibly function properly.
Note that a model of validity is not an information model (e.g. CIM), but rather a relational model, similar to a set of database constraints or an XML schema. An overall model of a valid web server is (at some level) a version of the server's user manual, while a model of a "fast web server" is an embodiment of best practices for increasing service speed while obeying the user manual.
It might be best to think of each of these models as an XML document conforming to a particular XSchema; this seems to describe the models in the web server example, among others. The O 1 XSchema simply defines what is valid as a configuration according to the user manual, while the O 2 XSchema (which might change over time) eliminates some valid configurations that exhibit poor performance. In the manner of BCFG2 or LCFG, information in an XML configuration file (conforming to the XSchema) corresponds with information stored in package configuration files, wherever they might be located. We do not endorse the use of XML and XSchema for this purpose; we merely remark that they seem powerful enough to serve as a modeling language for this purpose.
To make closure operators practical, we need some form of "strategic schema" for each managed package or unit. This schema serves as a trigger for "tactics" that enforce one way to obey the schema. The true purpose of the schema, however, is to allow an operator to leave "well enough" alone. By defining a notion of "health" that is independent of the mechanism of assurance, one admits other potentially clever assurance mechanisms that arise from outside the operator in question.
Properties of Closure Operators
Creating schemas for common packages (or perhaps one might say, "frequently encountered intents") seems a daunting task. Why would one want to do this? In this section, we discuss some of the properties of closure operators as motivation for the work ahead. Proof. View the set of operators as one operator that randomly chooses which sub-operator to call. The acceptance set of this operator is O i , while the assurance set is the union of the individual assurance sets O a j . 2 This is just tactic composition in the presence of shared strategy. The most important property of closure operators -as compared to regular Cfengine operators -is flexibility of response. Most current operators correspond to "one tactic" for assuring a behavior. "Multiple tactics" can be tried by one closure operator to achieve a coherent aim.
Moreover, Proof. If a set of operators is reachably consistent, then it shares an acceptance set that is the intersection of all operators' acceptance sets, and for any initial state, the operators achieve some element of that subset, so that at least one operator in the set must have each state in the intersection in its assurance set. 2
We have shown, thus, that under a variety of conditions, closure operators compose to make a single closure operator. What, then, is inconsistency? We take the approach of [15] , that inconsistency indicates that the operators in a set represent two or more distinct strategies, so that sets of operators can be factored into strategic groups.
Two operators O 1 and O 2 are inconsistent if there is some state in O 1 's assurance set that is not in O 2 's acceptance set, and vice-versa. It is necessary for lack of acceptance to be symmetric, or the operators would settle among themselves upon the more stringent acceptance set and become consistent. Thus inconsistency is a "flip-flop" situation in which two operators feel compelled to undo each other's tactics.
Detecting inconsistency is difficult if not impossible for distributed operators that do not necessarily have knowledge of each others' strategies and/or goals. We study this problem in [16] and conclude that consistency is best considered to be a statistical rather than logical property. We demonstrate methods for evaluating the hypothesis that a set of operators is consistent, and relate probability of consistency to time of observation. So far, autonomic computing has been asserted by hierarchical means, in which more limited control loops are part of a larger hierarchy of control. In this paper, we propose a boldly different strategy, of composing control loops as peers in a control strategy. In this paper, we have explored the structure of such a set of operators, from a practical and an algebraic standpoint. In a second paper [16] , we explore notions of operator consistency that are meaningful and useful in this context.
Closure operators are difficult to build, but have some really nice properties. The most significant of these is that they can be composed with other closure operators without tactical agreement, and the results can emerge as a new control strategy that is the composition of several less-general control strategies. It can be extremely difficult to extend a given operator to create a new function, while that function may be added by another consistent operator with less effort, provided that the two operators share the same basic behavioral model. The behavioral model is thus the pivot upon which effective composition is based, and is needed whether composition is desired or not. The result is a compositional model of autonomics in which operators compose simply because they agree on strategy, but not necessarily on tactics.
There are several directions for future work. First, the theory suggests an extension to Cfengine that allows assurance sets to be smaller than acceptance sets. This is a task of significant complexity, however, because Cfengine currently lacks the modeling machinery required to define acceptance as a concept separate from assurance. Using this extension, we can develop practical examples of cooperative management, such as performance tuning. Aside from inspiring new capabilities for Cfengine, this theory allows other autonomic control loops to be composed in like manner -as peers in an operator calculus. It remains to be seen whether this is better, worse, or just different than composing control loops via hierarchy.
But the theory is most powerful in that it offers a method for dealing with open management situations in which there is no way to establish sufficient closed control loops. By expressing management tools and user actions (including intrusions) as operators, we have one coherent theoretical model for everything that can happen in a network. The future promise of closure operators is that we can express mitigating influences for network problems in terms of closure operator activations and deactivations, rather than in terms of selecting features in a monolithic management tool. This enables highly dynamic management strategies, including intelligent operators whose nature evolves with changing conditions, and that can be deployed, erased, recompiled, and redeployed in a live environment. We believe this high level of dynamism will be required to deal with the ubiquitous computing networks of tomorrow.
