Abstract. We propose and analyse a numerical scheme for a class of advection dominated advection{diusion{reaction equations. The scheme is essentially based on combining a front tracking method for conservation laws, which tracks shock curves dened by a v arying velocity eld, with a suitable operator splitting. The splitting is formulated for an equation in non-conservative form and consists of a nonlinear conservation law m o delling advection, a heat equation modelling diusion, and nally an ordinary dierential equation modelling lower order processes. Since no CFL condition is associated with the front tracking scheme, our numerical scheme is unconditionally stable in the sense that the splitting time step is not restricted by the spatial discretization parameter. Nevertheless, it is observed that when the splitting time step is notably larger than the diusion scale, the scheme can become too diusive. This can be inferred with the fact that the entropy condition forces the hyperbolic solver to throw a w a y information regarding the structure of shock fronts. We will demonstrate that it is possible to identify what is thrown away a s a residual ux term. Moreover, if this residual ux is taken into account via, for example, a separate correction step, the shock fronts can be given the correct amount of self sharpening. Two n umerical examples are presented and discussed. The rst is an academic test case while the second is drawn from glacier modelling.
Introduction
Mathematical models that involve a combination of advective, diusive, and reactive processes are among the most widespread in all of sciences, engineering, and other elds where mathematical modelling is important. Applications range from models of turbulence [4] , via trac ow [35] and modelling of share options on the nancial market [3] , to multiphase ow in porous media [42] . Other applications include, to mention a few, polymer chemistry [6] , combustion modelling [37] , modelling of semi-conductor devices [36] , and contaminant transport in groundwater and surface water [2] .
We consider a class of nonlinear advection{diusion{reaction equations of the form @ @t u+ @ @x F(x; t; u) = " @ 2 @x 2 u+G(x; t; u); (x; t) 2 Q T R h 0 ; T ] ;
with initial data u 0 imposed at t = 0 . Here the ux function F and the reaction/source/sink term G are bounded, smooth functions of all their arguments; and the initial data u 0 is of bounded total variation. When (1) is advection dominated, conventional numerical methods exhibit some combination of diculties, from non-physical oscillations (central dierence/Galerkin schemes) to excessive numerical diusion (upwind schemes) at the trailing end of moving shock fronts. In the last two decades we have seen a tremendous activity on developing sophisticated numerical schemes (e.g., nite dierence, nite element, nite volume, Godunov, and front tracking methods) that are designed to accurately capture discontinuous solutions of hyperbolic conservation laws [22, 27, 3 3 ] . It may therefore seem reasonable to employ some of these methods as \building blocks" in numerical schemes for advection{diusion{reaction problems, at least for those that are of advection dominated nature.
A natural strategy is to split the equation into a hyperbolic conservation law modelling advection, a parabolic equation modelling diusion, and nally an ordinary dierential equation modelling \lower order terms", and then try to reproduce the solution using these simpler equations as building blocks. Variations on this operator splitting approach have indeed been taken several authors, we mention Demkowitz and Oden [15] , Douglas and Russell [16] , Espedal and Ewing [17] , Dahle [11] , Arbogast and Wheeler [1] . A more general approach is the Eulerian{Lagrangian localized adjoint methods of Celia et al. [5] and Wang et al. [44] . We also refer to [14, 19, 20, 23, 40, 41, 47] , and the references therein, for more details on this type of methods, which are all based on some kind of time stepping along the characteristics to realize the hyperbolic part of (1) . Dawson [12, 13, 4 8 ] employs Godunov/upwind methods to realize the hyperbolic part of (1), giving an approach closer to the one we advocate here. We also mention the recent work of Cockburn and Shu [7] on the (unsplit) local discontinuous Galerkin method, which is an extension of the RungeKutta Discontinuous Galerkin method for hyperbolic conservation laws.
The purpose of our paper is to continue and improve the work initiated recently by Karlsen, Risebro, Lie, and coworkers on the corrected operator splitting (COS) approach [31, 3 0 , 28, 29] . This approach is based on a front tracking method for conservation laws and a dynamical splitting of the partial dierential equation (1) in the case F f(u), G 0.
An ultimate goal is to accurately and eectively solve the partial dierential equations describing multi-phase ow in porous media, including the strongly heterogeneous case where the coecients in (1) vary discontinuously with the space variable. Although we will use a simple linear diusion term "u xx here, a nonlinear and possibly strongly degenerate diusion term "(d(x; t; u)u x ) x could have been considered. But in the degenerate case, weak solutions must be sought and they are, in general, not uniquely determined by their data. Consequently, an entropy condition must beimposed to pick out the physical weak solution. The use of entropy conditions (inequalities) are outside the scope of this paper, and we refer instead to Evje and Karlsen [18] for details in the case F f(u) and G 0.
We restrict ourselves to a (physically reasonable) class of equations in which the ux function F has the form F(x; t; u) = V ( x; t)f(u). This will enable us to write the parabolic equation (1) in the non-conservative form @ @t u+V(x; t) @ @x f(u) = " @ 2 @x 2 u+Q(x; t; u); (2) where Q(x; t; u) = G(x; t; u) f(u)V x (x; t). This equation will be our starting point for constructing approximate solutions. Let S(t), H(t), and R(t) denote the solution operators associated with the hyperbolic equation v t + V (x; t)f(v) x = 0, the parabolic equation w t = "w xx , and the ordinary dierential equation z t = Q(x; t; z), respectively. Then the basic splitting takes the form u(x; nt) R(t) H (t) S (t) n u 0 : (3) Later we will replace S(t) with a front tracking method, H(t) with an explicit dierence scheme, and R(t) with the forward{Euler method. Note, that the main emphasis in this paper will be on front tracking and the corrected operator splitting. Consequently, our choice of numerical schemes for H(t) and R(t) will be very simple to allow u s to focus on the main ideas of our solution strategy as well as keeping the details in the convergence analysis at a minimum.
The front tracking method we will use was rst introduced by Dafermos [10] , then suggested as a numerical method by Holden, Holden, and Hegh-Krohn [25] , and later extended to systems by Risebro [39] . Our method deviates slightly from the original [25] in that we track shock curves in a piecewise linear velocity eld, yielding curves that vary piecewise exponentially in time as opposed to piecewise linearly. Applying front tracking for the advective step has some striking advantages. First, there is no CFL condition associated with this method. Hence the resulting splitting scheme is unconditionally stable in the sense that the time step t is not restricted by the spatial discretization parameter. Second, as we shall see later, the method easily allows for a dynamical splitting of the equation (2) , which contrasts the xed splitting (3) that is usually employed [12, 13, 31] . Although unconditionally stable, the method contains splitting errors. This means that a reasonable choice of t is highly dictated by the degree of interplay between advective, diusive, and reactive forces. Here we will focus on the interaction between advection and diusion. A thorough discussion of the inuence from reactive terms is left to a separate report. Instead, we refer to some papers [9, 26, 32, 45, 46] concerned with splitting o lower order terms in hyperbolic and parabolic conservation laws.
Let us for the moment assume that Q 0 so that (2) is of advection{diusion type.
When t is larger than the diusion scale ", the splitting (3) is too diusive near selfsharpening shock fronts [28, 31] . This happens because the entropy condition forces the hyperbolic solver S(t) to throw away the information controlling the structure of the (self-sharpening) fronts. We will show how to compensate for this \loss of information", which manifests itself in the form of a residual ux term f res . For instance, assume that the solution of (2) is simply a moving shock front. Applying S(t) gives a discontinuity, with left and right limits u l and u r , respectively. Then we can identify the residual term as f res = f f c , where f c denotes the correct envelope (dictated by the entropy condition) of f in the interval bounded by u l and u r . There are several ways to take the residual ux term f res into account. We can, for instance, perform a separate correction step after the diusion step. Correction is then realized by solving the \residual" conservation law v t + V (x; t)f res (v) x = 0 over a time interval h0; ], where > 0 is some parameter that has to bechosen. Another approach is to include the residual term in the equation modelling diusion, that is, instead of solving (only) the heat equation w t = "w xx , we solve w t + V (x; t)f res (v) x = "w xx . The point is that this equation contains the necessary information needed to produce the correct structure of the shock front, but contains a less severe nonlinearity than (2). We will later discuss and apply both approaches.
A simpler form of the techniques developed here has been implemented in a two-dimensional prototype black oil simulator [29] . The idea is to treat multi-dimensional equations by means of dimensional splitting. To be more precise, let us consider the following multidimensional analogue of (1 (4) Letting E x (t) denote our approximate one-dimensional solution (evolution) operator associated with (1), we can then realize the solution of (4) using the product formula u(x 1 ; : : : ; x d ; n t )
For scalar hyperbolic equations, combining front tracking and dimensional splitting gives not only a simple, but also an ecient and reliable method [34] . This approach is also attractive for (5) since each E x i (t) represents an unconditionally stable scheme, which implies that a large time step t is feasible. In [29] , a Petrov-Galerkin nite element method is employed to solve the diusion equation instead of the simple nite dierence scheme used here. Compared with a standard approach, the results are very promising. By combining the analysis found in x3 with the analysis found in [31] , it is possible to prove convergence of the multi-dimensional splitting formula (5); we omit the details.
Our paper is organized as follows. In x2 w e describe in detail the front tracking method and the construction of the (corrected) operator splitting solutions. In x3 we establish convergence of these approximate solutions by making use of a L 1 compactness argument.
Finally, i n x 4 w e present and discuss some numerical applications of our solution strategy.
Construction of Approximate Solutions
The splitting approach results in three dierent equations that each must be solved numerically. Therefore, before we describe the operator splitting in more detail, we introduce numerical schemes for solving these three equations. But as mentioned earlier, the schemes for the diusive and the reactive part are deliberately chosen as simple as possible in order to focus on the main ideas of our front tracking/corrected splitting strategy. For less academic purposes, these simple methods obviously can and will be replaced by other schemes. Each of these Riemann problems can besolved analytically, and since the ux function f is piecewise linear, the solution will be a step function. Rarefaction waves are replaced by sequences of small shocks. Recall that a discontinuity ( v l ; v r ) with associated shock speed
is satised for all v between v l and v r . This condition, which is due to Oleinik [38] , ensures that the solution is physically correct. 
where each (11) with f i = f c ( v i ;v l ; v r ). The shock paths x i (t) can be computed explicitly if the function V (x; t) has a simple form. For instance, if V = V (x) = ( ax + b), the path of a shock with speed s starting from x 0 at time t 0 is given by x(t) = ( x 0 + b=a) exp[as(t t 0 )] b=a, where a is nonzero. Connecting the solutions of the local Riemann problems gives the global solution of (6) up to the rst time when two waves from neighbouring Riemann problems interact. This interaction denes a new Riemann problem with left and right states given by the values immediately to the left and right of the collision point. The new Riemann problem is then solved as outlined above, thereby, giving the global solution until the next interaction occurs, and so on. Summing up, the front tracking algorithm goes as follows:
Solve the Riemann problems dened by the piecewise constant initial data. Keep track of shock collisions and solve Riemann problems at the collision points.
However, note that special care has to be taken when the sign of the velocity c hanges with time. Since the entropy condition is dependent upon sgn(V (x; t)), all Riemann problems then have to be solved again if we wish to advance correctly past a point for which V (x; ) = 0. The front tracking method for a general conservation law (arbitrary V , f, and v 0 ) consists in replacing f with a piecewise linear approximation, v 0 with a piecewise constant approximation, and V by a function on a form such that (11) can be solved explicitly; typically piecewise linear in space and time, which is assumed from now on. Then an approximate solution is found by solving the resulting (perturbed) problem exactly according to the procedure described above. For a more detailed treatment of the front tracking method in the constant coecient case we refer to [25] .
Diusion Equation.
As pointed out earlier, diusion is modelled by realizing an equation of the form @ @t w=" @ 2 @x 2 w; w(x; 0) = w 0 (x); (12) where we assume that the data w 0 (x) is of bounded variation. When integrating a parabolic equation like (12) , one can choose from a diversity of numerical schemes. We will here simply employ an explicit nite dierence scheme. Let h and k be the spatial and temporal increments, that is, x i = ih and t m = mk for i 2 Z and m 2 Z + . We assume that the stability condition "k=h 2 1=2 is satised. The approximation to w(x i ; t m ) will be denoted by w m i . To start the scheme we set w 0 i = ( w 0 )(x i ), where denotes the usual grid cell averaging operator on fx i ; hg. We compute w m+1 Splitting Algorithm. From now on, let h > 0 and t > 0 denote the spatial and temporal discretization parameters, i.e., x i = ih for i 2 Z and t n = nt where n N and Nt = T. Dene V (x; t) and f (u) to be proper piecewise linear approximations to V (x; t) and f(u), respectively ( and > 0 denote polygonal approximation parameters). Assume that we know the approximate solution u n at time t = t n , for some xed n < N . Next, we describe how to construct u n+1 from u n .
Step 1 (advection): Let v(x; t) = S (t)u n bethe front tracking solution to the conservation law @ @t v+V ( x; t) @ @x f ( v) = 0 ;v ( x; 0) = u n (x); (x; t) 2 R h 0 ; t ] ; (15) and introduce the intermediate solution u n+1=3 = S (t)u n .
Step 2 (diusion): Choose a local time step k d such that k d N d = t and d = "k d =h 2 1=2. Let w (x; t) = H ( t ) u n +1=3 bethe nite dierence solution of the parabolic problem @ @t w=" @ 2 @x 2 w; w(x; 0) = u n+1=3 (x); (x; t) 2 R h 0 ; t ] : (16) Then introduce the intermediate solution u n+2=3 = H (t)u n+1=3 .
As pointed out earlier, it can be necessary to do a correction step to get the structure of the shock fronts right. To this end, recall that the function u n+1=3 (x) is piecewise constant on a nite number of intervals given by fy i g. Let 
Introduce a small positive parameter , later referred to as the correction time, and let v i (x; t) denote the front tracking solution to the (local) residual conservation law @ @t v i +V ( x; t) @ @x f res (
with data v i j t=0 = u n+2=3 restricted to [ x i ; x i +1 i. Connect the solutions of (18) for all i and let v(x; t) denote this solution, which is dened for all x 2 R. If P ; (t) denotes the operator that maps u n+1=3 to v(x; ), we dene u n+2=3 = P ; (t)u n+1=3 .
Step 3 (reaction/source/sink): Let z (x; t) = R ( t ) u n +2=3 bethe solution of @ @t z=Q(x; z); z(x; 0) = u n+2=3 (x); (x; t) 2 R h 0 ; t ]
computed by the forward{Euler scheme using N r time steps of length k r , i.e, N r k r = t .
Finally, dene the splitting solution at time t = t n+1 by u n+1 = R (t)u n+2=3 .
The splitting solution fu n g N n=0 is constructed inductively. First, set u 0 = u 0 and then compute u n+1 from u n for all 0 n < N using the product formula u n+1 = R (t) P ; (t) S (t) u n : (20) Step 2 (diusion revisited): Instead of having a separate correction step, the residual ux term can beincluded in the equation modelling diusion. We then get the following parabolic equation @ @t w+V ( x; t) @ @x f res (x; w) = " @ 2 @x 2 w; (x; t) 2 R h 0 ; t ] ; (21) that must besolved with data wj t=0 = u n+1=3 . It is not dicult to modify the dierence scheme (13) (22) for all j such that x j 2 h (22) is stable provided d 1=2 and h 2"kg 0 k 1 . Consult, for example, [24] for a discussion of this scheme when V = 1. In applications a more sophisticated scheme should of course be used; we h a v e successfully applied a Petrov{Galerkin nite element method [29] instead of (22) . The advantage with (21) is that we avoid choosing the parameter , but at the expense of solving a more complicated diusion equation. If P (t) denotes the dierence operator associated with (21) , w e hence introduce the alternative corrected splitting scheme u n+1 = R (t) P (t) S (t) u n : (23) 3. Convergence It is well known that there exists a unique classical solution u(x; t) to the initial-value problem (1). For t > 0 the solution has all the continuous derivatives occurring in the equation. Furthermore, the initial data is in general assumed in the weak sense, i.e., (24) for all test functions 2 C 1 0 (Q T ) with j t=T 0. Moreover, the weak solution u(x; t) is unique and possesses for t > 0 all the continuous derivatives occurring in (1) and satises this equation. Consequently, the notion of classical and weak solutions coincide. All these claims are rigorously proved by Oleinik [38] .
We will now show that a sequence of splitting solutions is compact in the L 1 topology. For simplicity w e rst assume that the residual term f res is zero, and then towards the end of this section discuss the case with a nonzero residual ux term. The splitting scheme in our analysis then takes the form u n+1 = R (t) H (t) S (t) u n : (25) By making appropriate assumptions (see Theorem 3.1) on V (x; t), f(u), and G(x; t; u), we obtain the following bounds on the source term Q(x; t; u) = G ( x; t; u) f(u)V x (x; t):
jQ(x; t; u)j Q 1 ;T V ( Q ( ; t ; u ) ) Q V ; k Q ( x; t; )k Lip Q L ; (26) where Q 1 , Q v , and Q L are nite constants independent of x, t, and u. We shall in what follows assume (for convenience) that h = O(1)t. Lemma 3.1. The splitting solution u n is bounded; that is, ku n k 1 M 1 (T ) for some constant M 1 (T ) independent of h, t, , and n.
Proof. Fix an integer l < n . By construction we know that the solution operator S (t) d o e s not introduce new extrema and neither does H (t). The latter is true due to the convex nature of the nite dierence scheme (13) and because is the simple grid cell averaging operator. Furthermore, the form of R (t) gives that kz m+1 k 1 k z m k 1 + k r Q 1 , for each m N r . Induction on m and l implies that ku n k 1 k u 0 k 1 + n tQ 1 M 1 (T ). Lemma 3.2. The total variation of the splitting solution u n is nite; that is, T V ( u n ) M 2 ( T ) for some constant M 2 (T ) independent of h, t, , and n.
Proof. Fix an integer l < n. Let us rst consider the front tracking operator S (t). The variation only changes when shock fronts (discontinuity lines) from neighbouring Riemann problems collide. Suppose that two or more fronts collide and let u 1 ; : : : ; u K be the values that meet in the collision. After the collision, there will beat least one new shock front, unless the values u 1 and u K are equal. When u 1 = u K , all the intermediate values disappear and the total variation decreases in the collision. If the collision produces new shocks, u 1 will be the value to the left of the leftmost shock and u K the value to the right of the rightmost shock, and the values in between will form a monotone sequence. Accordingly, all of the values u 2 ; : : : ; u K 1 that are not between u 1 and u K disappear and the total variation decreases. Consequently, we can conclude that T V S (t)u l T V u l . The operator does not increase the total variation. By using the convex nature of (13) , it easily follows that T V H (t)u l+1=3 T V u l +1=3
. Let us nally look at the reaction operator R (t). Fix an integer m < N r . W e then readily get Proof. Fix an integer l between q and p, q < p. Since all waves in the front tracking solution have nite speed of propagation and the total variation is nite, it follows that kS (t)u l u l k 1 = O(1)t. Moreover, using (26) it is easy to see that the reaction operator R (t) obeys the bound kR (t)u l+2=3 u l+2=3 k 1 = O(1)t. It is well known that the solution of the dierence equation (13) [31] . This concludes our proof of the lemma.
Now we need to consider functions dened in the interval h0; T ], and not merely on the time-strips t = t n . To accomplish this, dene the sequence fu (x; t)g >0 by u (x; t) = 8 > < > : S 2(t t n ) u n ; t 2 h t n ; t n +1=2 i; H 2(t t n+1=2 ) u n+1=3 ; t 2 [t n+1=2 ; t n +1 i; R (t)u n+2=3 ; t = t n+1 ; (27) where u n+1=3 and u n+2=3 are as dened above and = ( h; t; ). Note that u (x; t n ) = u n for all n. This method of extending u n to a function dened for all t > 0 is motivated by [8] and [31] . In view of the previous lemmas, we conclude that there exists a nite constant M = M(T) ( Now a standard application of Helly's theorem (see e.g. [38] ) yields the desired L loc 1 (Q T ) convergence of a subsequence, still denoted by fu g, to a function u. We nally justify the term \approximate solution" by proving that u(x; t) i s t h e (classical) solution of (1).
Lemma 3.4. The limit u(x; t) is the classical solution of the Cauchy problem (1). Proof. Let L (u) denote the left-hand side of (24) . It then suces to prove that L (u) = 0 for all proper test functions with j t=T = 0 . T o this end, let v n (t) = S ( t ) u n , t 2 h 0 ; t ], and dene a new test function ' by '(x; t) = (x; t=2). Then, since v n (t) is an exact solution to the (perturbed) conservation law (15) Having in mind (14) and (26) dx: (29) Here S N (t) and T N (t) denote the characteristic functions
Note that S N (t) and T N (t) both tend weakly in L 2 to 1=2. We assume that f and V are chosen such that kf f k W 1;1 ! 0 and kV V k W 1;1 ! 0 as ! 0. Furthermore, the global projection error (the right-hand side of the equality (29)) tends to zero as ! 0 (see e.g. [31] ). In view of the dominated convergence theorem, we can thus pass to the limit as ! 0 in (29) , obtaining (remember that
where u = lim !0 u . This concludes the proof of the lemma. Consequently, we have the following main theorem.
Theorem 3.1. Let F(x; t; u) = V (x; t)f(u) be the ux term and G(x; t; u) the reaction term. Suppose that V , f, and G are bounded and smooth functions of all their arguments. In addition, suppose that G(; t ; u ) and V x (; t ) have bounded variation and that the initial data u 0 is a function of bounded variation. Then the operator splitting solutions (25) converge to the unique classical solution of the Cauchy problem @ @t u+ @ @x F(x; t; u) = " @ 2 @x 2 u+G(x; t; u); u(x; 0) = u 0 (x); (x; t) 2 Q T :
Let us now consider the corrected splitting formulas (20) and (23), starting with (20) . Assume for simplicity that there is only one residual ux term and name it g. Let v(x; t) denote the solution of the corresponding residual conservation law (18) , which is to be understood, of course, in the sense of measures and dened on R h 0 ; ], assuming that = O(1)t. Recall that v(x; t) depends on the discretization parameters = (h; t; ).
Lemmas 3.1, 3.2, and 3.3 are still valid and thus the corrected splitting solutions (20) are compact in L loc 1 (Q T ). In view of Lemma 3.4, it is sucient to show that the measure g(v) x is \small" (in a proper sense) to conclude that the limit u(x; t) is the desired solution. The next lemma says that this term can in fact be viewed as an allowable error term.
Lemma 3.5. Let 2 C 1 0 (R) and let (x; t) = ( x ) V ( x; t) (consult (18)). Then we have
Observe rst that the measure g(v) x has nite variation because of Lemma 3.2, and that x is uniformly bounded independently of . Now a classical BVargument (consult e.g., [43] ) allows us to calculate as follows
where we h a v e used the key property g(u n+1=3 ) 0 for all n, the Lipschitz continuity o f g , and Lemma 3.3. This concludes the proof.
It is not dicult, by mimicking the proofs of Lemmas 3.1, 3.2, and 3.3, to also get compactness of the corrected splitting solutions given by (23) . Again, to conclude that the limit u(x; t) is the solution of our problem, it suces to show that the term in the dierence scheme (21) associated with the residual ux g is within an allowable error. where w (x; t) is the piecewise constant interpolation of the dierence solution (22) . Consequently, we have our second and nal main theorem.
Theorem 3.2. Under the same assumptions, the conclusion of Theorem 3.1 is also valid for the corrected operator splitting formulas (20) and (23).
Of course, the above convergence theorems are also true for equations that are in nonconservative form to begin with, i.e., equations of the form @ @t u+V(x; t) @ @x f(u) = " @ 2 @x 2 u+G(x; t; u): 4. Numerical Examples We present and discuss two n umerical examples which each will focus on an aspect of the method. The rst example is a purely academic case, but is chosen to clearly demonstrate the eect of correction. The next is drawn from modelling of glacier movement and growth.
First, a few words on the implementation of the correction step. Although the residual term is dened for every discontinuity in the advection solution, it is zero for all steps of size (i.e., rarefaction waves). Similarly, it has little eect for \small" discontinuities. To increase code eciency, one should therefore introduce a threshold which a shock in the advection solution must exceed before the corresponding residual ux term is computed. 4.1. Academic Case. In our rst example we consider (2) with f(u) = 4u 2 (1 u 2 ), V (x) = 1 + sin(x), and G 0. This example serves the purpose of showing the schemes ability to resolve the balance of advection and diusion correctly. Source terms will beconsidered in the next example. Note that the ux function is nonconvex, which represents no additional challenge due to the ability of the front tracker to solve Riemann problems for any ux function.
We will consider two dierent initial data, rst a Riemann problem and then a highly non-monotone initial function. The Riemann problem is given by u 0 (x) = sgn(x). We put Q 0 and use = 0 : 75, " = 0 : 05. The computational domain is [ 2; 2] .
In the computations we used a grid with 100 uniform grid cells. Figure 1 shows the solution computed by OS and the two formulations (20) and (23) of COS using one time step (i.e., a CFL number of 100). Note that the solutions are plotted as step functions, and thus do not appear as smooth as if we had used a linear interpolation. We see that both formulations of COS give notable improvement over OS, with a slight preference to COS with a modied diusion equation. We observed that OS needed approximately 10 time steps to gain the same resolution of the shock front. In Figure 2 (left) we have given the residual ux used by COS. Figure 2 In the second test we use initial data u 0 (x) = sin(x), = 0:1, " = 0:02, and G = V 0 (x)f(u). The computational domain is now [ 5; 5] . Figure 3 (left) shows a section of the solution at time t = 0 : 3 computed on a grid with 200 uniform cells using three time steps (i.e., a CFL number of 17). Here COS uses = 0 : 2t and gives an improved resolution of shock fronts compared to OS. The corresponding results of COS with a modied diusion equation (23) are similar. In Figure 3 (right) we have plotted the intermediate solutions for COS during the last time step, similarly as in Figure 2 . Observe that only a few shocks in the advection solution have sucient strength to introduce a nonzero residual ux.
The conclusion of the rst example is that the correction step implies that the accuracy in shock regions is largely independent of the size of the time step, which contrasts strongly with standard splitting. The eect is even more pronounced for a larger time step (t "). 4 .2. Glacier Growth. In our second example we look at a simple one-dimensional model for glacier growth. Although the equations are realistic for describing a glacier, the computations are carried out for two simple examples. However, we wish to point out that our methodology is applicable for actual computations and it is currently being used in a study of Briksdalsbreen, which is a part of Jostedalsbreen (Norway), the largest glacier in continental Europe.
A glacier with height h(x; t) rests upon a at mountain, making an angle with the horizontal direction, see Figure 4 . Following Fowler [21] , the ow is described by the conservation of mass and momentum in an incompressible ow. The stress tensor is proportional to the deformation velocity; that is, ij = O(1)_ ij . The deformation velocity is given by Figure 5 . Snapshots of a moving glacier at times t = 2 : 0, t = 4 : 0 computed with CFL=10. Note that the dierence between OS and COS is not so pronounced as in the previous example. The reason is that t is not signicantly larger than ". _ ij = 1 2 ( @u i @x j + @u j @x i ). The glacier is a viscoplastic uid, and the deformation is described approximately by an experimental relation called Glen's law, ij = 1 2 A n 1 ij . The factor A generally depends upon the temperature, but here we assume that it is a constant. The exponent n is measured to be typically in the range 3{4.
We now make the approximation of a shallow ice; that is, the typical length scale l of the glacier is much larger than the typical depth d. Scaling variables and neglecting terms of lower order, Fowler derives the relation @u @y =A 1 "h x n (h y) n ;
where " = d l cot is a small parameter. Letting u b denote the sliding velocity at the bottom of the glacier, the volume ux becomes u b h + A 1 "h x n h n+2 n + 2 : The accumulation and ablation (melting) can bemodelled by a source term a(x; t; h). If we make the approximation that (1 "h x ) n 1 n"h x , w e arrive at the following equation @h @t + @ @x u b h+A h n +2 n + 2 @ @x n"A h n+2 n + 2 @h @x =a ( x; t; h): (30) Here the diusion term is nonlinear and of the form "((h)h x ) x , where the function (h) has a one point degeneracy; that is, (0) = 0. Since nonlinear diusion terms are not treated in this paper, we replace "((h)h x ) x by "h xx and refer instead to [18] for a treatment of the nonlinear, possibly degenerate case. This replacement does not eect the solution to a large extent, except at the foot of the front, where we now gain more regularity.
First we look at a Riemann problem with h(x; 0) = ( 1;0] . (A very simple model of an outlet into a valley). We are not interested in the glacier upstream and therefore use only a short interval of positive accumulation above zero (x < 0) and increasing ablation further downstream, We assume that the rate of accumulation and ablation (depending on the sign of the source term) is only dependent upon the altitude, i.e., on x. To model this, we use the source a(x; t; h) = a 0 (x) if h(x; t) > 0 and max(a 0 (x); 0) if h(x; t) = 0, thus disregarding any seasonal variation in the accumulation, a 0 (x) = Figure 5 shows two snapshots of the movement of the glacier front (snout). At time t = 2:0 (left) the snout is advancing, while at t = 4 : 0 (right) it has reached a stationary state where the ablation balances the forward movement. In both plots the grid is uniform with 64 grid blocks and we used 64 time steps to advance the solution up to time t = 4 : 0 (corresponding to a CFL numberof approximately 10). The reference solutions computed on a 1024 grid are shown as dotted lines. In both plots a small splitting error (due to the source term) is evident, giving a too low height of the glacier. At time t = 2:0 the corrected operator splitting (solid line) resolves the shock front slightly sharper than the operator splitting (dashed line) due to the presence of strong shocks in the advection step. However, at time t = 4:0 the glacier front is now longer sharp, and the two solutions coincide. We stress that the dierence between OS and COS is not supposed to benotable in this example, since t is not signicantly larger than the diusion scale ".
Second, we look at the growth of a new glacier. The glacier is to berestricted approximately to the interval [ 5; 5] , and hence we use the source term, a(x; t) = ( 0 : 01x + 0 : 05 sin(2t); x > 5 : 0 ; 0 ;
x < 5 : 0 : Here the second term models seasonal variations; zero accumulation at the top in the middle of summer and no ablation at the bottom in the middle of winter. Figure 6 shows snapshots of a very accurate simulation of the glacier growth. The solution is computed by OS on a grid with 960 nodes using 8.000 time steps to reach time t = 100:0. This corresponds to a CFL number 5 and t ". In Figure 7 we compare this accurate solution with COS using 80 time steps on a grid with 240 cells; that is a CFL number 132! Even for this extreme case COS seems able to resolve the solution fairly well. Note however, that the solution is best resolved in the beginning when the process is dominated by the accumulation. Running OS with the same parameters gave a more diused snout during the advancing phase, but otherwise comparable results. at the University of Minnesota. This author would like to thank IMA for nancial support and great hospitality.
