Abstract In the last decades the theoretical development of more and more refined direct methods, together with a new generation of CPUs, led to a significant improvement of numerical approaches for solving optimal-control problems. One of the most promising class of methods is based on Pseudospectral Optimal Control. These methods not only provide an efficient algorithm to solve optimal-control problems, but also define a theoretical framework for linking the discrete numerical solution to the analytical one in virtue of the covector-mapping theorem. However, several aspects in their implementation can be refined. In this framework SPARTAN, the first European tool based on flipped Radau pseudospectral methods, has been developed. The tool, and the method behind it include two novel aspects. First, the discretized problem is automatically scaled with a novel technique, called ProjectedRows Jacobian Normalization. This avoids ill-conditioned problems, which could lead to non-reliable solutions. Second, the structure of the Jacobian matrix is exploited, and the dual-number theory is used for its computation. This yields faster and more accurate solutions, since the associated Jacobian matrix computed in this way is exact. Two concrete examples show the validity of the proposed approach, and the quality of the results obtained with SPARTAN.
Introduction
In the last decades the theoretical development of more refined direct methods, together with a new generation of CPUs, led to a significant improvement of numerical approaches for solving optimal-control problems. One of the most promising class of methods is based on Pseudospectral (PS) Optimal Control, originally formulated by Ross et al. [13] . These methods transform the original infinite-dimensional problem, that is, the continuous Bolza problem, into a finite-dimensional, discrete Nonlinear Programming (NLP) problem, which can be solved with one of the wellknown off-the-shelf solvers, like Snopt [7] and Ipopt [17] . The discrete solution can be later converted into a continuous form by using Lagrange polynomials. Several tools implementing PS methods, have been developed, among others DIDO [4] . However, even if performing excellent, this tool requires ad-hoc manual scaling for the problems analyzed, which turns into a large time-consuming process when done by hand, and to the risk of numerical issues if ignored. Alternatively, Rao et al. [12] proposed a self-scaling method, based on the so-called Jacobian Rows Normalization (JRN) scheme. However, one can see that this scaling method, although properly working, is not optimal, as requires multiple computations of the Jacobian matrix associated with the problem, and at the same time does not offer the largest reduction of the condition number, here taken as measure of the numerical conditioning of the problem to be solved. In SPARTAN (Shefex-3 Pseudospectral Algorithm for Reentry Trajectory ANalysis) a second self-scaling method, based on the so-called Projected-Jacobian Rows Normalization (PJRN) [14] is implemented.
Another important aspect, related with the solution of the finite NLP problem, is the computation of the Jacobian. In fact, one can see that the exploitation of the Jacobian structure leads to a sum of three contributions, which can be computed exactly, and provides computational advantages. The overall result is a state-ofthe-art pseudospectral method, which is a valid choice for performing preliminary analyses of entry, descent, and landing scenarios, and that can be easily used to rapidly prototype a solution for complex, nonlinear problems, as it will be shown in this paper. This work is structured as follows: in Sec. 2 the general optimalcontrol problem we deal with is briefly introduced, while pseudspectral methods, and specifically the flipped-radau PS method, are described in Sec. 3. The proposed improvements on PS methods are fully described in Secs. 4 and 5. Specifically, in Sec. 4 the projected jacobian rows normalization (PJRN) is introduced, while the systematic hybrid Jacobian computation, together with the dual number theory, is explained in Sec. 5 . Numerical results obtained for the Space Shuttle entry guidance problem, and the JAXA's Trojan mission-based asteroid descent and landing are shown in Sec. 6. Finally, in Sec. 7 some conclusions are drawn.
Optimal Control Problem
There are several approaches for the generation of reference trajectories. Some methods exploit the structure of the specific problems we deal with. Often, they require simplifications to make the problem mathematically tractable, and therefore generate solutions valid under given hypotheses. A different approach, which is gaining popularity, and is helped by the development of the computational capabilities of modern CPUs is the representation of the trajectory generation problem as an optimal-control problem. This means we are looking for solutions minimizing (or maximizing) a given criterion, and satisfying at the same time several constraints, which can be differential (e.g., the equations of motion of a spacecraft) and / or al-gebraic (e.g., the maximum heat-flux that a vehicle can tolerate). The standard form for representing optimal-control problems is the so-called Bolza problem. Given a state vector x(t) ∈ R n s , a control vector u(t) ∈ R n c , the scalar functions Φ(t, x, u) and Ψ (x, u), and the vector g(t, x, u) ∈ R n p we can formulate the problem as follows.
Minimize (maximize) the cost function J
subject to the differential equationsẋ
and to the path constraints
The first term in the cost function (1) takes the name of Mayer term, and represents punctual constraints (e.g., the minimization of a distance according to a given metric), while the argument of the integral is called the Lagrange term and is used to maximize or minimize variables over the entire mission (e.g., the heat load obtained by integrating the heat-flux over time). Moreover, since we deal with physical systems, the problem has usually bounded states and controls, that is, x(t) and u(t) are compact in R n s and R n c , respectively.
Equations (1)-(5) represent a generic continuous optimal control problem. In the next section we will see how this type of OCP can be transcribed by using Pseudospectral methods.
Pseudospectral Methods
Numerical methods for solving OCPs are divided in two major classes, namely, indirect methods and direct methods. Indirect methods are based on the Pontryagin Maximum Principle, which leads to a multiple-point boundary-value problem. Direct methods, instead, consist in the proper discretization of the OCP, (or transcription), having as a result a finite-dimensional, nonlinear programming (NLP) problem. PS Methods represent a particular area of interest in the frame of the wider class of direct methods. In detail, SPARTAN, an optimal-control package developed by the German Aerospace Center [16, 14, 9, 3] uses the global flipped Radau Pseudospectral Method (fRPM), based on the flipped Legendre-Radau polynomials [6, 15] . This choice allows for a straightforward definition of the initial conditions of the problem. Moreover, the following properties are valid:
• "Spectral" (i.e., quasi-exponential) convergence in the case of a smooth problem • Runge phenomenon is avoided • Straightforward implementation • Sparse structure of the associated NLP problem • Mapping between the discrete costates of the associated NLP and the continuous costates of the Optimal Control Problem (except for LPM) in virtue of the Pseudospectral Covector Mapping Theorem [8] .
In addition, the fRPM shows a smooth convergence of the costates. This is not always the case when other PS methods are employed [6] . Therefore, it is useful to have a look at the fRPM and how it can be conveniently employed to solve OCPs, focusing on the transcription process which defines the corresponding NLP. This does not only involve the choice of the discrete nodes, but also determines the discrete differential and integral operators needed to solve the differential and integral parts of the associated OCP. Therefore, the transcription is a more general process than the discretization. The minimum fundamental steps of a transcription are the following:
• domain discretization • discrete to continuous conversion of states and / or controls • characterization of differential and integral operators
The first step is the domain discretization. In the frame of the fRPM, the time domain discretization in n nodes uses the roots of the flipped Legendre-Radau polynomial, defined as the combination of the Legendre polynomial of order n and n − 1 with coefficient equal to 1 and -1 respectively.
An example of roots associated with the Legendre-Radau polynomial of order 10 is depicted in Fig. 1(a) , together with the corresponding polynomial. 1 This discrete representation of the domain is useful to reconstruct continuous representations of the functions x(t) as:
An example of this approximation is depicted in Fig. 1(b) , where the function 1/(1+ 25τ 2 ) is reconstructed by using 25 fRPM nodes 2 .
1 Note that the R n (−1) is not a root of the underlying polynomial, therefore it is not a collocation point, although it is required for the evaluation of the polynomial. This choice is motivated by the fact that over the left-open, right-closed interval (−1, +1] these polynomials are orthogonal. 2 Note that the approximation becomes more accurate when the number of nodes is increased. This is the opposite behavior observed when uniform distributions of nodes, which suffer from the aforementioned Runge Phenomenon, are employed. Once that the domain has been discretized, and the discrete-to-continuous conversion of states has been defined, the corresponding differential operator needs to be derived. This is required for the proper representation of the left-hand side of Eq. (2). The differential operator will be in the forṁ
and the dynamics defined in Eq. (2) will be replaced by
where t 0 and t f are the initial and final time, and the term
is a scale factor related to the transformation between the physical time domain t, and the pseudospectral time domain τ ∈ (−1, 1], given by the following affine transformations.
U and the derivatives of the states f(t, X, U) are defined in the n collocation points. This means that the initial state X 0 is an input and not an output of the optimization, and it is thus assumed to be known. If we look at Eq. (7), and taking the derivative w.r.t. time, we getẋ
as the nodal points are time-independent. The derivatives in Eq. (11) can be efficiently computed with the Barycentric Lagrange Interpolation [10] . An example of the differential operator is depicted in Fig. 1(c) , where D is used to approximate the derivative of a continuous function F(τ) = Ae −τ sin(ωτ) sampled in 25 collocation nodes. It can be seen that the polynomial approximation fits the analytical derivative very well. In addition to the differential operator, we need an integral operator. This operator is required as the cost function in Eq. (1) may contain the Lagrange term, which needs a proper discretization. In that case the Gauss quadrature formula is used [1] . This approach consists of replacing the continuous integral with the discrete sum given by:
It can be shown that Eq. (12) yields exact results for polynomials of order at most equal to 2n − 1. Once again, the presence of the term
is a consequence of the mapping between pseudospectral and physical time domains described in the relationships (10) . For the fRPM the weights w i can be computed as
where the operator flip simply multiplies the input by a factor equal to −1, and sorts the results in increasing order. To give a practical example the integral of the test function F(τ) = 2τ + 2 − τ 2 has been computed. Results are then compared with the analytical integral, and with the trapezoidal rule ( Fig. 1(d) ). Numerically, we get exactly the analytical result, that is 3.3333, while the application of the trapezoidal rule by using the same number of nodes gives 3.3298. Once that a good approximation of the differential and integral operators have been described, we are ready to formulate the NLP problem which approximates the original OCP as follows: Minimize (maximize) the cost function J, for n nodes, i = 1, . . . , n:
subject to the nonlinear algebraic constraints
The discrete states and the controls are bounded, as in the continuous formulation.
This is the formal definition of the Nonlinear Programming Problem to solve. However, even if theoretically the problem could be solved, in practice further issues arise. In particular, the numerical conditioning of the problem, the exploitation of the Jacobian Matrix, and its computation play a major role in the quality of the results and the speed of the computation.
Hybridization of Jacobian matrix
Let us now consider the general structure of the Jacobian matrix associated with the NLP problem deriving from the application of fRPM, defined as follows.
The operator ∇ represents the vector of derivative w.r.t. the discrete state X NLP , that needs to be defined. An inspection of the NLP problem represented by Eqs.
(15)-(19) suggests that this Jacobian matrix has a structure that can be exploited by looking at its parts. This is the subject of this section. In the most general case, considering n s states, n c controls, n g constraints, n collocation points and unknown final time t f , the Jacobian Jac associated with the transcription of an autonomous system of equations will be expressed as a matrix having the following dimensions
To maintain a consistency between the states and the controls associated with each node, the following discrete state vector X NLP is proposed 3 .
We can observe how the initial control U 0 does not appear in Eq. (22). This is due to the choice of the fRPM as transcription method instead of the traditional RPM. The initial control indeed can be extrapolated once the NLP is solved. The Jacobian is by definition the matrix representing the partial derivatives of a given set of functions C(X NLP ) (i.e., our NLP constraints), which include the cost function J, the dynamics F = {f 1 , f 2 , ..., f n }, and, when defined, the constraints G = {g 1 , g 2 , ..., g n }, so we can write
and the corresponding Jacobian matrix is
This matrix can be computed numerically in different ways (e.g., analytically or with the classical finite-differences schemes). However, these are not the best approaches since they do not consider the theoretical knowledge contained in the definition of the discrete operator D, nor do they take full advantage of the intrinsic sparsity associated with the use of PSMs. Instead, we propose to express the Jacobian matrix as sum of three different contributions.
We can now analyze each of these terms and describe how to compute them.
Pseudospectral Jacobian
This part of the Jacobian matrix is intrinsically related to the use of the fRPM. More specifically, it can be seen as the contribution to the Jacobian and to the constraints represented in Eq. (24) given by the use of the discrete differential matrix D. In the frame of the discretization of the dynamics, it represents the term
From a pure algebraic point of view, the differential operator can be seen as a set of linear combinations of the nodal values of each of the states. The Pseudospectral Jacobian is entirely defined once the matrix D is computed and expanded. More explicitly, it can be defined as follows
where
and I n s is the identity matrix of dimension n s . The elements D i, j are the time derivative of the polynomials defined in Eq. (7), evaluated in the collocation nodes. The Pseudospectral Jacobian can then be entirely computed just once, before the beginning of the real optimization process. Moreover, the accuracy of its computation is a consequence of how good the estimate of the roots of the Legendre-Radau Polynomials is, and not of the errors given by the approximation due to the use of numerical differentiation techniques.
Dual Jacobian
The Dual Jacobian refers to the cost function of Eq. (15), the right-hand side of the differential equations of Eq. (16) , and the path constraints of Eq. (17) . This contribution is computed by using the dual number theory, which will be briefly described in the next section.
Dual Numbers
In linear algebra, the dual numbers extend the real numbers by adjoining one new element ε with the property ε 2 = 0 (ε is nilpotent). The collection of dual numbers forms a particular two-dimensional commutative associative algebra over the real numbers [5] . Every dual number has the form
with a and b uniquely determined real numbers and, in particular,
Dual numbers extend the real numbers in a similar way to the complex numbers. Indeed, as the dual numbers, the complex numbers adjoin a new element i, for which i 2 = −1, and every complex number has the form z = a + bi where a and b are real numbers. The definition given in Eq. (29) relies on the idea that ε 2 = 0 with ε = 0.
To implement the dual numbers, algebraic operations on these numbers should be properly defined. It is important to underline that the dual number algebra is a nondivision algebra; given two dual numbers, division is possible only if the real part of the divisor is different from zero. The dual numbers have been implemented in MAT-LAB as a new class of numbers [3] , using operator overloading. The class includes definitions for standard algebraic operations, logical comparison operations, and other more general functions such as the exponential or the trigonometric functions. This class definition file allows a real-valued analysis code to be easily converted to operate on dual numbers by just changing the variable type declarations, while the structure of the code remains unchanged. The use of the dual numbers allows us to compute exact first derivatives, as it will be explained in the next section.
Dual-Step Differentiation Method
The dual-step differentiation method uses the dual numbers to provide exact first order derivatives. Consider the Taylor series of a function f (x) for x ∈ R for a given perturbation value a.
If we assume that the perturbation a is the dual number a = a 1 ε with ε 2 = 0 and
we can expand in Taylor series around the center x the function f (x) by using a dual step, so that a 2 = 0, a 3 = 0, . . . , and the Taylor series in Eq. (30) truncates exactly at the first-derivative term, yielding the properties of the approximation that we are seeking:
So, to get f (x) it is necessary to simply read off the ε component and divide by a 1 , yielding the dual-step first derivative formula 4 .
This formula clearly shows the advantages of the use of the dual-step differentiation method over the central difference and the complex-step approximations. Indeed, since the dual-step derivative approximation does not involve a difference operation and no terms of the Taylor series are ignored, this formula is subject neither to truncation error, nor to round-off error. There is no need to make the step size small and the simplest choice is a 1 = 1, which eliminates the need to divide by the step size. Therefore, using the dual-step method, the error between numerical and analytical derivative (η = | f − f re f |/| f re f |) is machine zero regardless of the selected step size, as illustrated in Fig. 2 , where the derivative of the function 2e −t 4 sin(t) is computed by using central difference schemes with 3, 5 and 7 points (CD3, CD5, CD7), complex-step (CS), and dual-step (DS). It is clear that the dual-step approach provides exact results, even in presence of highly nonlinear functions. Indeed, con- sidering the central difference (CD) and the complex-step approximations, instead, Fig. 2 shows that, as the stepsize decreases, the error decreases according to the order of the truncation error of the method. However, after a certain value the error for the central difference approximations tends to grow, while the error for the complexstep approximation continuously decreases. This shows the effect of the round-off error, which affects the central differences but not the first derivative complex-step approximation. While central differences and complex-step provide approximated derivatives for these terms, the use of Dual Number Theory permits permits the computation of zero-epsilon derivatives. The only limit for the use of this technique is the same associated with the use of the complex-step, that is, the need to have analytical functions, i.e., no look-up tables are allowed.
Dual-number based Jacobian
In case we are dealing with analytical functions, it is possible to compute their contribution to the Jacobian matrix (i.e., considering the matrix D equal to 0), excluding the last column,
where k t is equal to the time scale factor defined as t f −t 0 2 for the elements related to the functions f, and equal to 1 for all the other terms of Jac Du . Each of the elements of Jac Du can be rewritten in dual form. We can therefore write
The differentiation operation becomes then an evaluation of the single elements of C(X NLP ) in dual sense, and the extraction of the dual part.
Theoretical Jacobian
Finally, a third contribution, the Theoretical Jacobian, arises in case we deal with problems having an open final time. In this case the NLP state vector X NLP will have a further variable, that is t f . The Jacobian associated with this term is simply proportional to the output of the continuous functions by a factor t f −t 0 2 introduced in virtue of the mapping between physical and pseudospectral time of Eq. (10), the Jacobian associated with this term is proportional to the output of the continuous functions in virtue of the time factor t f −t 0 2 .
The hybridization of the Jacobian matrix makes the computation of the NLP problems solution more accurate, as no approximations are taken, except those associated with the transcription process. Hence, significant CPU time is saved when solving the NLP problem, as we will see.
Automatic scaling: Projected Jacobian Rows Normalization
Let us reformulate the NLP of Eqs. (15)-(19) . If we group the differential constraints f i , and the algebraic constraints g i , i = 1, . . . , n as
the core of the NLP can be rewritten in the following compact form as function of the vector
A measure of the quality of a scaling method is the condition number (C.N.) of the Jacobian of the NLP (38), which in the general case is a rectangular matrix given by Eq.(20). Since the Jacobian matrix is involved in the KKT conditions required to solve the NLP, a well-conditioned Jacobian is essential for solving the problem defined in Eq. (38) without excessive rounding errors. This implies that the scaling is not a secondary aspect in the transcription of the optimal control problems. Note that the effective scaling involves two steps: the scaling of the states X, which will be transformed into scaled statesX, and the scaling of the constraints F, transformed into the correspondingF. Their combination will result in the scaling of the Jacobian matrix.
Scaling of NLP States
The states X of the NLP problem are scaled using the standard linear transformation given in [2] , regardless of the NLP scaling method that we use. Specifically, the scaled stateX is given byX
where K x is a diagonal matrix, and b x is a vector having the same dimensions as X.
Since we always deal with bounded states and control, the diagonal elements of the matrices K x and b x are defined as:
Note that the transformation (40) yields scaled statesX which always lie in the interval [0, 1]. In case of unbounded states, artificial upper and lower boundaries are usually introduced [2] .
Constraints scaling -state of the art
Linear scaling techniques use a scaling of the form (41).
K f and K g are diagonal matrices. The isoscaling (IS) method is one such technique whereby the constraints F are scaled exactly like the states, that is,
where K x is given by Eq. (40), see [2] - [11] . Note that isoscaling does not help in scaling the constraints G. A possible refinement of this approach has been suggested by Rao [12] , who uses randomly sampled points around the vector X, and computes the mean of the norms of the Jacobian rows of F and G instead of the norm of the Jacobian rows. Unfortunately, this technique significantly increases the CPU time needed to compute the scaling coefficients, since the Jacobian matrix must be evaluated many more times. Next, we introduce a simple linear scaling technique which does not require additional Jacobian matrix evaluations, and hence is less computationally expensive.
Projected Jacobian Rows Normalization
Isoscaling bases the scaling of the constraints solely on the scaling of the states. In other words, it does not take into account the relationship between the states and the constraints, which is represented in linearized form by the Jacobian matrix. Conversely, Jacobian rows normalization (JRN) only considers this relationship, without involving the states' normalization in the process. Specifically, in the JRN technique, the diagonal elements of K f and K g are given by
where k represents the number of random samples generated to compute the scaling factors. The projected Jacobian rows normalization (PJRN) technique which we propose considers both the states and the constraints' magnitude. Specifically, in the PJRN, the diagonal elements of K f and K g are given by
and this scaling generally leads to a better-conditioned Jacobian matrix, and to more uniformly distributed singular values. The Jacobian of the PJRN-scaled NLP can be therefore computed asJ
where K J is a parameter which normalizes the cost function J. K x is given by using Eq. (40), while K f and K g are computed by using Eq. (42). Note that K J can be either manually selected, or automatically computed by means of the PJRN, which is the choice adopted in this work. This completes the self-scaling procedure. We can observe the effects of the hybridization of the Jacobian matrix, and the self-scaling procedure in two significant examples, illustrated in the next section.
Numerical Examples
Two examples are proposed to show the application of the proposed improved pseudospectral method for EDL applications, specifically. In the first example the optimal Space Shuttle entry guidance problem is solved. In the second example the asteroid descent and landing problem for a soft touchdown on an asteroid is shown 6 .
Entry: Space Shuttle Guidance
This problem deals with the maximization of the crossrange (corresponding in this case to the latitude) of the Space Shuttle during the atmospheric entry phase, while satisfying the maximum heat-rate limit, and final conditions on altitude, velocity and flight-path angle. A full description of the problem can be found in [2] . Results are depicted in Figs. 3(a)-3(c) .
It can be observed that the results are fully consistent with the ones generated by Betts. The combined use of the hybrid jacobian and scaling techniques leads to accurate and faster results with respect to the standard methods. Indeed, the solution is generated in 8.81 s and 9.72 s when JRN and PJRN techniques are used in comparison to 51 s and 54 s respectively, when the non-hybrid Jacobian is employed. The differences becomes larger when IPOPT is used (73 s and 155 s when the JRN and PJRN with the hybrid jacobian are used, respectively), versus 817 s and 570 s when no knowledge of the Jacobian matrix is exploited. The use of scaling techniques improves the initial conditioning of the problem by several orders of magnitude (the C.N. goes from 7.468 · 10 9 to 418 for the PJRN and 24813 when the JRN is adopted).
Descent and Landing: JAXA-DLR Trojan Mission
This problem deals with the descent and landing of a small lander, in the frame of a JAXA-DLR joint-study for the design of a mission targeting Jupiter's Trojan asteroids. The objective is the maximization of the final mass, while having a synchronized, soft touchdown of the lander on the asteroid surface's nadir point at the beginning of the descent phase. To guarantee the synchronization, together with radial position r, radial and tangential components of velocity V r and V t , the motion is described by using the relative angle θ ast w.r.t. the landing point, fixed on the surface of the asteroid. The in-plane dynamics is therefore described aṡ
with the asteroid having a gravitational parameter µ ast equal to 3.774 10 6 m 3 / 2 , and a radius of 15 km. The initial altitude w.r.t. the surface is 1 km. The final desired altitude is 5 m, without side-velocity w.r.t. the landing point. The lander initial mass is 100 kg with a specific impulse of 68 s. Limits equal to 3 N for the radial component of the thrust and 1.5 for the tangential one are also taken into account. One can see that the solution follows a bang-bang structure, as expected. At the end of the mission the relative angle θ ast is equal to 0, and the tangential velocity V t becomes exactly equal to the one of the landing point on the asteroid surface. Radially, the gravity is initially exploited to accelerate the lander towards the asteroid. The thrusters are only used to decelerate the lander during the second-half of the descent, to guarantee a soft touchdown. This solution maximizes the remaining propellant at the cost of larger time, equal to 521 s. The trajectory confirms that the lander smoothly reaches the prescribed final point. In terms of numerical performance, if we look at the solution having 50 nodes the use of the PJRN permits to reduce the condition number to 170.5 (while the unscaled condition number is equal to 19400.1 and the JRN generates a condition number equal to 2564.1. Therefore, the condition number is improved by more than one order of magnitude with respect to standard literature methods. The CPU time required to compute a valid solution by using the hybrid Jacobian structure is equal to 43.3 s (PJRN) and 34.7 s (JRN). If we do not exploit the Jacobian structure the required time to compute an optimal solution is equal to 331.4 s (PJRN) and 179.1 s (JRN), respectively. In this case the PJRN does not make so much difference with respect to the JRN, while the hybrid Jacobian computation is highly effective in reducing the required CPU time. Note that when the Jacobian structure is exploited the time is dramatically reduced even if the dual-number class, involving more operations, is invoked.
Conclusions
In this paper we have given an overview on pseudospectral methods, together with some key-improvements with respect to the standard transcription described in literature, which include an exploitation of the Jacobian matrix, exactly computed by using the dual-number theory, and a self-scaling approach, which ensures a better numerical conditioning of the problem we want to solve. The proposed techniques have been implemented in SPARTAN, the first European tool implementing the flipped-Radau pseudospectral method. The method, and the tool can be used for preliminary analysis of complex, nonlinear problems involving entry, descent, and landing applications. As examples an entry mission, based on the Space Shuttle entry guidance, and a descent and landing mission for a soft-touchdown on a Trojan asteroid, have been implemented. Results show the validity of SPARTAN as state-of-the-art tool for entry, descent, and landing guidance analysis, leading to reduced CPU time with respect to standard methods, and a significant improvement of the numerical conditioning of the problems, here measured by the condition number. Its generic structure encourages the use for further scenarios and problems involving complex dynamics and multiple constraints, where no analytical solutions are available, e.g., lunar landing missions or mars descent phases. Future work will include the extension of the method to deal with uncertainties to compute stochastic optimal trajectories, and the implementation of new cases (e.g., low-thrust interplanetary maneuvers) to explore the use of the tool in different scenarios.
