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Abstract
In this paper, we explore natural connections among trigonometric Lie algebras,
(general) affine Lie algebras, and vertex algebras. Among the main results, we
obtain a realization of trigonometric Lie algebras as what were called the covariant
algebras of the affine Lie algebra Â of Lie algebra A = gl∞ ⊕ gl∞ with respect to
certain automorphism groups. We then prove that restricted modules of level ℓ for
trigonometric Lie algebras naturally correspond to equivariant quasi modules for the
affine vertex algebras VÂ(ℓ, 0) (or VÂ(2ℓ, 0)). Furthermore, we determine irreducible
modules and equivariant quasi modules for simple vertex algebra LÂ(ℓ, 0) with ℓ a
positive integer. In particular, we prove that every quasi-finite unitary highest
weight (irreducible) module of level ℓ for type A trigonometric Lie algebra gives rise
to an irreducible equivariant quasi LÂ(ℓ, 0)-module.
1 Introduction
Trigonometric Lie algebras, of types A, B, C, and D, are a family of infinite-dimensional
Lie algebras (see [FFZ], [F], [G-KL1], [G-KL2]). For example, the rank 2 trigonometric
(sine) Lie algebra Â~ (of type A) with a real parameter ~ is the Lie algebra with generators
Aα,m for (α,m) ∈ Z2 and c, a central element, subject to relations
[Aα,m, Aβ,n] = 2i sin ~(mβ − nα)Aα+β,m+n +mδα+β,0δm+n,0c
for α, β,m, n ∈ Z. In literature, the rank 2 sine Lie algebra is also known as the quantum
2-torus Lie algebra. It was known (see [H], [F], [G-KL1, G-KL2], [KR]) that the sine Lie
algebra has a canonical relation with gl∞ (the formal completion with a central extension).
Especially, quasi-finite unitary highest weight (irreducible) modules were classified in [KR]
and an explicit vertex operator realization was obtained in [F] and [G-KL2]. In this
current paper, we study trigonometric Lie algebras with a different perspective, to explore
potential natural connections with vertex algebras.
It has been known that (untwisted) affine Lie algebras have a natural association with
vertex algebras and modules (cf. [FZ], [Li1]), whereas twisted affine Lie algebras are natu-
rally associated with twisted modules for vertex algebras (see [FLM], [Li2]). Let g be any
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(possibly infinite-dimensional) Lie algebra, equipped with a non-degenerate symmetric
invariant bilinear form 〈·, ·〉. Then we have an affine Lie algebra ĝ = g ⊗ C[t, t−1] ⊕ Ck.
For any complex number ℓ, we have a vertex algebra Vĝ(ℓ, 0) and its simple quotient
vertex algebra Lĝ(ℓ, 0). It is known that the category of Vĝ(ℓ, 0)-modules is canonically
isomorphic to the category of restricted ĝ-modules of level ℓ. An important problem is to
classify irreducible Lĝ(ℓ, 0)-modules. Every irreducible Lĝ(ℓ, 0)-module is necessarily an
irreducible restricted ĝ-module of level ℓ, but that is not all in general.
Suppose that g is a finite-dimensional simple Lie algebra with 〈·, ·〉 the killing form
normalized such that the squared length of long roots equals 2. (In this case, the affine
Lie algebra ĝ is an affine Kac-Moody algebra.) Let ℓ be a positive integer. It was known
(see [FZ], [DL], [Li1]) that irreducible Lĝ(ℓ, 0)-modules are exactly the integrable highest
weight ĝ-modules of level ℓ, which are also the unitary highest weight ĝ-modules of level
ℓ.
Note that the particular way to associate vertex algebras and their modules to affine
Lie algebras works for a wide variety of infinite-dimensional Lie algebras. However, it
no longer works for trigonometric Lie algebras, including quantum 2-torus Lie algebra.
With this as the main driving force, a theory of what were called quasi modules for vertex
algebras was developed in [Li3]. The notion of quasi module generalizes that of module
for a vertex algebra in a certain natural way. Indeed, by using this theory a much wider
variety of Lie algebras can be associated with vertex algebras. In order to study quasi
modules more efficiently, the notion of vertex algebra was enhanced to a notion of Γ-
vertex algebra. Later, a notion of equivariant quasi module was introduced for a vertex
G-algebra in [Li4]. It was proved in [Li5] that for a vertex operator algebra V with a finite
order automorphism σ, the category of σ-twisted V -modules is canonically isomorphic to
the category of equivariant quasi V -modules with G = 〈σ〉. In view of this, the notion of
quasi module can be viewed as a generalization of the notion of twisted module.
In this current paper, we first prove that trigonometric Lie algebras are isomorphic to
what were called the covariant algebras of the affine Lie algebra Â with respect to certain
infinite order automorphism groups, where A is a Lie algebra isomorphic to gl∞ ⊕ gl∞.
Then we give an isomorphism between the category of restricted modules for trigonometric
Lie algebras of level ℓ and the category of equivariant quasi modules for VÂ(ℓ, 0) for type
A and for VÂ(2ℓ, 0) for types B and D. Furthermore, we determine LÂ(ℓ, 0)-modules and
equivariant quasi LÂ(ℓ, 0)-modules with ℓ a positive integer. In the establishment of the
isomorphism between trigonometric Lie algebras and the covariant Lie algebras of affine
Lie algebras, the theory of equivariant quasi modules for vertex Γ-algebras plays a vital
role.
Now, we mention some key ingredients in this paper. Recall that associated to any
Lie algebra g with a non-degenerate symmetric invariant bilinear form 〈·, ·〉, we have an
affine Lie algebra ĝ = g ⊗ C[t, t−1] ⊕ Ck. Let G be an automorphism group of g, which
preserves the bilinear form 〈·, ·〉, satisfying the condition that for a, b ∈ g,
[ga, b] = 0 and 〈ga, b〉 = 0
for all but finitely many g ∈ G. On the other hand, let χ be a linear character of G. Let
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G act on ĝ by
g(a⊗ tm) = χ(g)m(ga⊗ tm) for g ∈ G, a ∈ g, m ∈ Z.
The covariant algebra of affine Lie algebra ĝ with respect to (G, χ) is defined (see [G-KK],
[Li4]) to be the Lie algebra with ĝ as the generating space and with defining relations
g(a⊗ tm) = a⊗ tm for g ∈ G, a ∈ g, m ∈ Z
and
[a⊗ tm + µk, b⊗ tn + νk] =
∑
g∈G
χ(g)m
(
[ga, b]⊗ tm+n +m〈ga, b〉δm+n,0k
)
for a, b ∈ g, m, n ∈ Z, µ, ν ∈ C. In case that G is finite, the above covariant Lie algebra is
isomorphic to the subalgebra of G-fixed points in ĝ. In view of this, covariant Lie algebras
of affine Lie algebras can be viewed as generalizations of twisted affine Lie algebras.
We here need a particular Lie algebra g. Let gl∞ denote the associative algebra of
doubly infinite complex matrices with finitely many nonzero entries. Fix a symmetric
invariant bilinear form 〈·, ·〉 by
〈Em,n, Ep,q〉 = tr(Em,nEp,q) = δm,qδn,p for m,n, p, q ∈ Z.
Set A = span{Em,n | m+ n ∈ 2Z} ⊂ gl∞, a subalgebra which is isomorphic to gl∞ ⊕ gl∞.
We then have an affine Lie algebra Â = A⊗ C[t, t−1] ⊕ Ck. Let σ be the automorphism
of gl∞ and A defined by σ(Em,n) = Em+1,n+1 for m,n ∈ Z. It is proved in this paper that
Â~ is isomorphic to the covariant Lie algebra of the affine Lie algebra Â with respect to
automorphism group G = 〈σ〉 with linear character χ given by χ(σk) = eik~ for k ∈ Z.
Let τ be the linear endomorphism of gl∞ defined by τ(Em,n) = −En,m for m,n ∈ Z.
Then τ is an order-2 automorphism of gl∞ and A viewed as Lie algebras. We prove that
B̂~ and D̂~ are isomorphic to the covariant Lie algebras of the affine Lie algebra Â with
respect to automorphism group 〈τ〉×〈σ〉 with suitably defined linear characters. It is also
proved that Lie algebras B̂~ and Ĉ~ are actually isomorphic. Furthermore, we determine
irreducible equivariant quasi modules for simple vertex algebra LÂ(ℓ, 0).
For highest weight modules over an affine Kac-Moody algebra ĝ, it was known (see [K])
that integrability amounts to unitarity. On the other hand, integrability is equivalent to
the condition that eθ(x)
ℓ+1 = 0 (cf. [LP]), where eθ is a nonzero root vector of the highest
positive long root θ. This equivalent condition plays a very important role in the study
of affine vertex operator algebras (cf. [DL], [Li1], [MP1], [MP2]). Here, as a key result we
establish an analogous condition that is necessary and sufficient for a restricted Â~-module
of level ℓ to be an equivariant quasi LÂ(ℓ, 0)-module. (This condition is similar to the
quantum integrability condition studied in [DM], [DF].) Then, by using a result of Kac
and Radul (see [KR]), we prove that every quasi-finite unitary highest weight (irreducible)
Â~-module of level ℓ gives rise to an irreducible equivariant quasi LÂ(ℓ, 0)-module. We
conjecture that these are all irreducible equivariant quasi LÂ(ℓ, 0)-modules.
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This paper is organized as follows: In Section 2, we give a realization of trigonometric
Lie algebras in terms of the covariant algebras of affine Lie algebras of certain infinite-
dimensional Lie algebras. In Section 3, we establish an equivalence between the category
of restricted Â~-modules of a level ℓ and that of equivariant quasi modules for vertex
algebra VÂ(ℓ, 0). In Section 4, we study modules for simple vertex algebra LÂ(ℓ, 0) with
ℓ a positive integer. In Section 5, we study equivariant quasi modules for LÂ(ℓ, 0).
2 Interplay between trigonometric Lie algebras and
affine Lie algebras
In this section, we first recall the trigonometric Lie algebras Â~, B̂~, Ĉ~, D̂~, and then
give an intrinsic connection of them with the affine Lie algebra Â of a subalgebra A of
the doubly infinite matrix Lie algebra gl∞.
We begin by recalling the rank 2 sine Lie algebra (see [FFZ], [G-KL1]).
Definition 2.1. The rank 2 sine Lie algebra Â~ with a real parameter ~ is generated by
Aα,m for (α,m) ∈ Z2,
and by c, a distinguished central element, subject to relations
[Aα,m, Aβ,n] = 2i sin ~(mβ − nα)Aα+β,m+n +mδα+β,0δm+n,0c (2.1)
for α, β,m, n ∈ Z, where i = √−1.
Remark 2.2. Note that A0,0 was excluded in the original definition. The currently defined
Â~ is a (split) direct sum of the originally defined Â~ and CA0,0. This slight modification
is needed from a vertex-operator point of view, just as with affine Heisenberg Lie algebras.
It can be readily seen that Â~ is a Z-graded Lie algebra with
deg c = 0 and degAα,m = m for α,m ∈ Z. (2.2)
We shall mainly use this Z-grading in this paper. (Note that Â~ is also a Z
2-graded Lie
algebra with degAα,m = (α,m) for α,m ∈ Z.) The degree-zero subspace, which is linearly
spanned by c and Aα,0 with α ∈ Z, is an abelian subalgebra. Set
H = span{Aα,0 | α ∈ Z}. (2.3)
The notion of Z-graded Â~-module is defined in the obvious way. A Z-graded Â~-module
is said to be quasifinite (see [KR]) if every homogeneous subspace is finite-dimensional.
An Â~-module W is said to be of level ℓ ∈ C if c acts on W as scalar ℓ. An Â~-module
W of level ℓ is called a highest weight module of highest weight λ ∈ H∗ if there exists a
vector v ∈ W such that
Aα,nv = 0 for all α, n ∈ Z with n > 0,
hv = λ(h)v for h ∈ H,
W = U(Â~)v.
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For ℓ ∈ C, λ ∈ H∗, denote by M(ℓ, λ) the generalized Verma module. By definition,
M(ℓ, λ) is the Â~-module induced from the 1-dimensional module C for Â
≥0
~ , on which h
acts as λ(h) for h ∈ H , c acts as scalar ℓ, and Â+~ acts trivially. Furthermore, denote by
L(ℓ, λ) the irreducible quotient module of M(ℓ, λ) by its (unique) maximal submodule.
Set
q = ei~
(
= e~
√−1
)
∈ C×.
For α ∈ Z, form a generating function
Aα(z) =
∑
n∈Z
Aα,nz
−n−1. (2.4)
Then the defining relations (2.1) can be written as
[Aα(x), Aβ(z)] = q
αAα+β(q
αz)x−1δ
(
qα+βz
x
)
−q−αAα+β(q−αz)x−1δ
(
q−(α+β)z
x
)
+ δα+β,0
∂
∂z
x−1δ
(z
x
)
c (2.5)
for α, β ∈ Z.
Next, we relate Â~ to an affine Lie algebra. Let g be a (possibly infinite-dimensional)
Lie algebra equipped with a non-degenerate symmetric invariant bilinear form 〈·, ·〉. Then
one has an (untwisted) affine Lie algebra
gˆ = g⊗ C[t, t−1]⊕ Ck,
where k is a nonzero central element and
[a⊗ tm, b⊗ tn] = [a, b]⊗ tm+n +mδm+n,0〈a, b〉k (2.6)
for a, b ∈ g, m, n ∈ Z.
The following was proved in [Li4] (cf. [G-KK]):
Proposition 2.3. Let g be a Lie algebra equipped with a symmetric invariant bilinear
form 〈·, ·〉, let Γ be a subgroup of Aut(g, 〈·, ·〉), and let φ : Γ → C× be a linear character
(group homomorphism). Assume that for a, b ∈ g,
[ga, b] = 0 and 〈ga, b〉 = 0 for all but finitely many g ∈ Γ. (2.7)
Define a bilinear operation [·, ·]Γ on the vector space g⊗ C[t, t−1]⊕ Ck by
[a⊗ tm + µk, b⊗ tn + νk]Γ =
∑
g∈Γ
φ(g)m
(
[ga, b]⊗ tm+n +m〈ga, b〉δm+n,0k
)
(2.8)
for a, b ∈ g, m, n ∈ Z, µ, ν ∈ C. Then the subspace linearly spanned by elements
φ(g)m(ga⊗ tm)− (a⊗ tm) for g ∈ Γ, a ∈ g, m ∈ Z (2.9)
is a two-sided ideal of the nonassociative algebra (g⊗C[t, t−1]+Ck, [·, ·]Γ), and the quotient
algebra, which is denoted by gˆ[Γ], is a Lie algebra.
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The Lie algebra gˆ[Γ] obtained in Proposition 2.3 is called the (Γ, φ)-covariant algebra
of the affine Lie algebra gˆ, or simply the Γ-covariant algebra of gˆ whenever the context is
clear. For a ∈ g, m ∈ Z, we denote by a⊗ tm the image of a⊗ tm under the natural map
from gˆ onto gˆ[Γ]. We shall still use k for its image.
Let gl∞ be the associative algebra of all doubly infinite complex matrices with only
finitely many nonzero entries. Naturally, gl∞ is a Lie algebra under the commutator
bracket. For m,n ∈ Z, let Em,n denote the unit matrix whose only nonzero entry is the
(m,n)-entry which is 1. Then Em,n (m,n ∈ Z) form a basis of gl∞, where
Em,n · Ep,q = δn,pEm,q, [Em,n, Ep,q] = δn,pEm,q − δq,mEp,n (2.10)
for m,n, p, q ∈ Z. Equip gl∞ with the bilinear form 〈·, ·〉 defined by
〈Em,n, Er,s〉 = tr(Em,nEr,s) = δm,sδn,r (2.11)
for m,n, r, s ∈ Z. This bilinear form is non-degenerate, symmetric, and associative.
Definition 2.4. For r ∈ Z, define a linear operator σr on gl∞ by
σr(Em,n) = Em+r,n+r for m,n ∈ Z. (2.12)
The following is straightforward to prove (cf. [G-KK]):
Lemma 2.5. The map Z ∋ n 7→ σn defines a group action of Z on gl∞ by automorphisms
which preserve the bilinear form 〈·, ·〉. Furthermore, for any a, b ∈ gl∞, we have
[σr(a), b] = 0 and 〈σr(a), b〉 = 0 (2.13)
for all but finitely many r ∈ Z.
Remark 2.6. As a key ingredient, we here introduce an associative algebra. Set
A = span{Em,n | m,n ∈ Z with m+ n ∈ 2Z}, (2.14)
which is an associative subalgebra of gl∞. For α,m ∈ Z, set
Gα,m = Eα+m,m−α ∈ A. (2.15)
Then Gα,m (α,m ∈ Z) form a basis of A and we have
Gα,m ·Gβ,n = δm−α,n+βGα+β,α+n,
〈Gα,m, Gβ,n〉 = δα+β,0δm,n. (2.16)
Furthermore, it can be readily seen that A is stable under the action of Z, where
σr(Gα,m) = Gα,m+r for r, α,m ∈ Z. (2.17)
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View A as a Lie algebra and equip A with the symmetric invariant bilinear form 〈·, ·〉
defined above, which is still non-degenerate. Then we have an affine Lie algebra
Â = A⊗ C[t, t−1]⊕ Ck, (2.18)
on which Z acts as an automorphism group.
Define a linear character χq : Z→ C× by
χq(n) = q
n for n ∈ Z, (2.19)
recalling that q = ei~ where ~ is the same one as for Â~. Then we have (cf. [G-KK]):
Proposition 2.7. The sine Lie algebra Â~ is isomorphic to the (Z, χq)-covariant algebra
Â[Z] of the affine Lie algebra Â with c = k and with
Aα,m = Gα,0 ⊗ tm for α,m ∈ Z. (2.20)
Proof. From the definition, Â~ has a basis {Aα,m | α,m ∈ Z}∪{c} with the given bracket
relations. On the other hand, from Proposition 2.3, Â[Z] as a vector space is the quotient
space of Â, modulo the subspace linearly spanned by
σn(a)⊗ tm − q−mn(a⊗ tm)
for a ∈ A, m, n ∈ Z, and its bracket relation is given by
[a⊗ tm, b⊗ tn] =
∑
r∈Z
qmr
(
[σr(a), b]⊗ tm+n +m〈σr(a), b〉δm+n,0k
)
, (2.21)
where u⊗ tp denotes the image of u⊗ tp in Â[Z] for u ∈ A, p ∈ Z, and k is identified with
its image. We see that k and Gα,0 ⊗ tm (α,m ∈ Z) form a basis of Â[Z]. Let α, β,m, n ∈ Z.
We have
[σr(Gα,0), Gβ,0] = [Gα,r, Gβ,0] = δr,α+βGα+β,α − δr,−α−βGα+β,−α,
〈σr(Gα,0), Gβ,0〉 = 〈Gα,r, Gβ,0〉 = δα+β,0δr,0 (2.22)
for r ∈ Z. Applying this to (2.21) we get
[Gα,0 ⊗ tm, Gβ,0 ⊗ tn]
= qm(α+β)Gα+β,α ⊗ tm+n − q−m(α+β)Gα+β,−α ⊗ tm+n +mδα+β,0δm+n,0k
= qmβ−nαGα+β,0 ⊗ tm+n − qnα−mβGα+β,0 ⊗ tm+n +mδα+β,0δm+n,0k
=
(
qmβ−nα − qnα−mβ)Gα+β,0 ⊗ tm+n +mδα+β,0δm+n,0k, (2.23)
noticing that
Gα+β,α ⊗ tm+n = σαGα+β,0 ⊗ tm+n = q−(m+n)αGα+β,0 ⊗ tm+n,
Gα+β,−α ⊗ tm+n = σ−αGα+β,0 ⊗ tm+n = q(m+n)αGα+β,0 ⊗ tm+n.
Now it follows that Â~ is isomorphic to Â[Z] with Aα,m corresponding to Gα,0 ⊗ tm for
α,m ∈ Z and with c corresponding to k.
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Next, we discuss Lie algebra B̂~. Define a second order automorphism τB of Â~ by
τB(Aα,m) = −(−1)mA−α,m for α,m ∈ Z. (2.24)
Lie algebra B̂~ is defined to be the subalgebra (Â~)
τB of τB-fixed points in Â~, which is
linearly spanned by elements
Bα,m := Aα,m − (−1)mA−α,m (2.25)
for α,m ∈ Z. The commutation relations are
[Bα,m, Bβ,n] = 2i sin ~(mβ − nα)Bα+β,m+n + (−1)n2i sin ~(mβ + nα)Bα−β,m+n
+2m (δα+β,0 − (−1)mδα−β,0) δm+n,0c. (2.26)
For α ∈ Z, form a generating function
Bα(z) =
∑
m∈Z
Bα,mz
−m−1. (2.27)
That is,
Bα(z) = Aα(z) + A−α(−z). (2.28)
We have
B−α(z) = Bα(−z) (2.29)
for α ∈ Z, while (2.26) in terms of generating functions becomes
[Bα(x), Bβ(z)] = q
αBα+β(q
αz)x−1δ
(
qα+βz
x
)
− q−αBα+β(q−αz)x−1δ
(
q−(α+β)z
x
)
+qαBα−β(−qαz)x−1δ
(−qα−βz
x
)
− q−αBα−β(−q−αz)x−1δ
(−q−(α−β)z
x
)
+2δα+β,0¯
∂
∂z
x−1δ
(z
x
)
c− 2δα−β,0 ∂
∂z
x−1δ
(
z
−x
)
c. (2.30)
Definition 2.8. Let τ be the order-2 automorphism of Lie algebra gl∞ defined by
τ(Em,n) = −En,m for m,n ∈ Z. (2.31)
We summarize some straightforward facts as follows:
Lemma 2.9. The automorphism τ commutes with the action of Z on gl∞ and also pre-
serves the bilinear form 〈·, ·〉. The group Z2 × Z acts on gl∞, extending the action of Z
defined in Lemma 2.5, such that
τ(Em,n) = −En,m, σr(Em,n) = Em+r,n+r for m,n, r ∈ Z.
Furthermore, the subalgebra A is stable under the action of Z2 × Z and we have
τ(Gα,m) = −G−α,m, σr(Gα,m) = Gα,m+r for α,m, r ∈ Z. (2.32)
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Define a linear character χBq : Z2 × Z→ C× by
χBq (τ) = −1 and χBq (σr) = qr for r ∈ Z, (2.33)
where it is understood that Z2 = 〈τ〉 and Z = {σr | r ∈ Z}. Then we have:
Proposition 2.10. Lie algebra B̂~ is isomorphic to the (Z2 × Z, χBq )-covariant algebra
Â[Z2 × Z] of the affine Lie algebra Â with c = 12k and with
Bα,m = Gα,0 ⊗ tm for α,m ∈ Z. (2.34)
Proof. From the definition, B̂~ is the Lie algebra with generators Bα,m for α,m ∈ Z,
subject to relations
B−α,m = −(−1)mBα,m, (2.35)
[Bα,m, Bβ,n] =
(
qmβ−nα − qnα−mβ)Bα+β,m+n
+(−1)n (qmβ+nα − q−mβ−nα)Bα−β,m+n + 2m(δα+β,0 − (−1)mδα−β,0)δm+n,0c
for α, β,m, n ∈ Z. On the other hand, consider the covariant algebra Â[Z2 × Z] with
respect to the linear character χBq . Let α, β,m, n ∈ Z. From the definition, we have
[Gα,0 ⊗ tm, Gβ,0 ⊗ tn]
=
∑
r∈Z
qmr
(
[σr(Gα,0), Gβ,0]⊗ tm+n +m〈σr(Gα,0), Gβ,0〉δm+n,0k
)
+
∑
r∈Z
(−qr)m
(
[τσr(Gα,0), Gβ,0]⊗ tm+n +m〈τσr(Gα,0), Gβ,0〉δm+n,0k
)
=
∑
r∈Z
qmr
(
[Gα,r, Gβ,0]⊗ tm+n +m〈Gα,r, Gβ,0〉δm+n,0k
)
−
∑
r∈Z
(−qr)m
(
[G−α,r, Gβ,0]⊗ tm+n +m〈G−α,r, Gβ,0〉δm+n,0k
)
=
∑
r∈Z
qmr[Gα,r, Gβ,0]⊗ tm+n −
∑
r∈Z
(−qr)m[G−α,r, Gβ,0]⊗ tm+n
+
∑
r∈Z
m (qmrδα+β,0δr,0 − (−qr)mδβ−α,0δr,0) δm+n,0k
=
∑
r∈Z
qmr[Gα,r, Gβ,0]⊗ tm+n −
∑
r∈Z
(−qr)m[G−α,r, Gβ,0]⊗ tm+n
+m (δα+β,0 − (−1)mδα−β,0) δm+n,0k.
Just as with Â~ we have∑
r∈Z
qmr[Gα,r, Gβ,0]⊗ tm+n =
(
qmβ−nα − qnα−mβ)Gα+β,0 ⊗ tm+n,
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and we also have∑
r∈Z
(−qr)m[G−α,r, Gβ,0]⊗ tm+n
=
∑
r∈Z
(−qr)m (δr,β−αGβ−α,−α ⊗ tm+n − δr,α−βGβ−α,α ⊗ tm+n)
=
∑
r∈Z
(−qr)m (δr,α−βτσαGα−β,0 ⊗ tm+n − δr,β−ατσ−αGα−β,0 ⊗ tm+n)
=
∑
r∈Z
δr,α−β(−qr)m(−qα)−m−nGα−β,0 ⊗ tm+n
−
∑
r∈Z
δr,β−α(−qr)m(−q−α)−m−nGα−β,0 ⊗ tm+n
= (−1)n (q−mβ−nα − qmβ+nα)Gα−β,0 ⊗ tm+n.
Therefore
[Gα,0 ⊗ tm, Gβ,0 ⊗ tn]
=
(
qmβ−nα − qnα−mβ)Gα+β,0 ⊗ tm+n + (−1)n (qmβ+nα − q−mβ−nα)Gα−β,0 ⊗ tm+n
+m (δα+β,0 − (−1)mδα−β,0) δm+n,0k. (2.36)
On the other hand, for α,m ∈ Z we have
G−α,0 ⊗ tm = −τGα,0 ⊗ tm = −χ(τ)−mGα,0 ⊗ tm = −(−1)mGα,0 ⊗ tm.
Therefore, B̂~ is isomorphic to Â[Z2×Z] with Bα,m corresponding to Gα,0 ⊗ tm for α,m ∈ Z
and with c corresponding to 1
2
k.
The Lie algebra Ĉ~ is the subalgebra of τC-fixed points in Â~, where τC is the second
order automorphism of Â~, defined by
τC(Aα,m) = −(−1)mq2αA−α,m for α,m ∈ Z. (2.37)
As a subspace, Ĉ~ is linearly spanned by
Cα,m := Aα,m − (−1)mq2αA−α,m for α,m ∈ Z, (2.38)
where the commutation relations are
[Cα,m, Cβ,n] = 2i sin ~(mβ − nα)Cα+β,m+n
+(−1)n2iq2β sin ~(mβ + nα)Cα−β,m+n
+2m
(
δα+β,0 − (−1)mq2αδα−β,0
)
δm+n,0c. (2.39)
In terms of generating functions we have
Cα(x) = Aα(x) + q
2αA−α(−x). (2.40)
Note that
C−α(x) = A−α(x) + q−2αAα(−x) = q−2αCα(−x).
We have:
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Proposition 2.11. Lie algebra Ĉ~ is isomorphic to B̂~, which is isomorphic to the (Z2×
Z, χBq )-covariant algebra Â[Z2 × Z].
Proof. For α ∈ Z, set
C ′α(x) = q
−αCα(x) = q−αAα(x) + qαA−α(−x). (2.41)
Then we have
C ′−α(x) = C
′
α(−x)
and
[C ′α,m, C
′
β,n] = 2i sin ~(mβ − nα)C ′α+β,m+n
+(−1)n2i sin ~(mβ + nα)C ′α−β,m+n
+2m (δα+β,0 − (−1)mδα−β,0) δm+n,0c. (2.42)
Comparing these with (2.29) and (2.30), we conclude that Ĉ~ is isomorphic to B̂~ with
C ′α(x) corresponding to Bα(x) for α ∈ Z and with c corresponding to c.
Last, we discuss the Lie algebra D̂~. Let τD be the linear endomorphism of Â~ defined
by
τD(c) = c, τD(Aα,m) = −q2αA−α,m for α,m ∈ Z. (2.43)
It is straightforward to show that τD is an order-2 automorphism of Â~. Lie algebra D̂~
is defined to be the τD-fixed points subalgebra of A~.
For α,m ∈ Z, set
Dα,m = Aα,m − q2αA−α,m. (2.44)
Then D̂~ is linearly spanned by Dα,m for α,m ∈ Z. We have
D−α,m = −q−2αDα,m for α,m ∈ Z
and
[Dα,m, Dβ,n] = 2i sin ~(mβ − nα)Dα+β,m+n
+2iq2β sin ~(mβ + nα)Dα−β,m+n + 2m(δα+β,0 − q2αδα−β,0)δm+n,0 · c. (2.45)
For α,m ∈ Z, set
Dα(x) =
∑
m∈Z
Dα,mx
−m−1. (2.46)
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In terms of generating functions, we have
[Dα(x), Dβ(z)] = q
αDα+β(q
αz)x−1δ
(
qα+βz
x
)
− q−αDα+β(q−αz)x−1δ
(
q−(α+β)z
x
)
+q2β−αDα−β(q
−αz)x−1δ
(
q−(α−β)z
x
)
− qα+2βDα−β(qαz)x−1δ
(
qα−βz
x
)
+2
(
δα+β,0 − q2αδα−β,0
) ∂
∂z
x−1δ
(z
x
)
· c. (2.47)
Define a linear character χDq : Z2 × Z→ C× by
χDq (τ) = 1 and χ
D
q (σr) = q
r for r ∈ Z. (2.48)
Now, we have:
Proposition 2.12. Lie algebra D̂~ is isomorphic to the (Z2× Z, χDq )-covariant algebra of
affine Lie algebra Â with c = 1
2
k and
Dα,m = q
αGα,0 ⊗ tm for α,m ∈ Z. (2.49)
Proof. For α,m ∈ Z, set D′α,m = q−αDα,m. Then we have
D′−α,m = −D′α,m (2.50)
and
[D′α,m, D
′
β,n] =
(
qmβ−nα − qnα−mβ)D′α+β,m+n
+
(
qmβ+nα − q−mβ−nα)D′α−β,m+n + 2m(δα+β,0 − δα−β,0)δm+n,0 · c (2.51)
for α, β,m, n ∈ Z. We see that D̂~ can be defined alternatively as the Lie algebra with
generators D′α,m for α,m ∈ Z, subject to these relations.
On the other hand, consider the covariant algebra Â[Z2×Z] with respect to the linear
character χDq . Let α, β, r,m, n ∈ Z. Just as with Aˆ~, we have∑
r∈Z
χDq (σr)
m[σrGα,0, Gβ,0]⊗ tm+n =
(
qmβ−nα − qnα−mβ)Gα+β,0 ⊗ tm+n.
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As χDq (τσr) = q
r for r ∈ Z, we have∑
r∈Z
χDq (τσr)
m[τσrGα,0, Gβ,0]⊗ tm+n
= −
∑
r∈Z
qrm[G−α,r, Gβ,0]⊗ tm+n
= −
∑
r∈Z
qrm
(
δr,β−αGβ−α,−α ⊗ tm+n − δr,α−βGβ−α,α ⊗ tm+n
)
=
∑
r∈Z
qrm
(
δr,β−ατσ−αGα−β,0 ⊗ tm+n − δr,α−βτσαGα−β,0 ⊗ tm+n
)
=
∑
r∈Z
(
δr,β−αqrmqα(m+n)Gα−β,0 ⊗ tm+n − δr,α−βqrmq−α(m+n)Gα−β,0 ⊗ tm+n
)
=
(
qmβ+nα − q−mβ−nα)Gα−β,0 ⊗ tm+n.
We also have
χDq (σr)
m〈σrGα,0, Gβ,0〉 = qrm〈Gα,r, Gβ,0〉 = qrmδα+β,0δr,0 = δα+β,0δr,0,
χDq (τσr)
m〈τσrGα,0, Gβ,0〉 = −qrm〈G−α,r, Gβ,0〉 = −qrmδβ−α,0δr,0 = −δα−β,0δr,0.
Using all these relations we get
[Gα,0 ⊗ tm, Gβ,0 ⊗ tn] =
(
qmβ−nα − qnα−mβ)Gα+β,0 ⊗ tm+n
+
(
qmβ+nα − q−mβ−nα)Gα−β,0 ⊗ tm+n +m (δα+β,0 − δα−β,0) δm+n,0k. (2.52)
Furthermore, for α,m ∈ Z we have
G−α,0 ⊗ tm = −τGα,0 ⊗ tm = −χDq (τ)−nGα,0 ⊗ tm = −Gα,0 ⊗ tm.
Now, the assertion follows.
Recall from Definition 2.8 the order-2 automorphism τ of gl∞, which preserves A.
Denote by Aτ the Lie subalgebra of τ -fixed points in A:
Aτ = {a ∈ A | τ(a) = a}. (2.53)
For α,m ∈ Z, set
Gτα,m = Gα,m −G−α,m ∈ Aτ . (2.54)
Note that Gτα,m for α ≥ 1, m ∈ Z form a basis of Aτ . Using (2.16) we get
[Gτα,m, G
τ
β,n] = δm−α,n+βG
τ
α+β,n+α − δm+α,n−βGτα+β,β+m
+δm+α,n+βG
τ
α−β,m−β − δm−α,n−βGτα−β,α+n, (2.55)
〈Gτα,m, Gτβ,n〉 = 2 (δα+β,0 − δα−β,0) δm,n (2.56)
for α, β,m, n ∈ Z. We have the following variation of Proposition 2.12:
13
Proposition 2.13. Lie algebra D̂~ is isomorphic to the covariant algebra Âτ [Z] with
Dα,m = q
αGτα,0 ⊗ tm for α,m ∈ Z
and with c = k.
Proof. It is similar to the proof of Proposition 2.12. Notice that c andD′α,m for α ≥ 1, m ∈
Z form a basis of D̂~, where D
′
α,m = q
−αDα,m. On the other hand, k and Gτα,0 ⊗ tm for
α ≥ 1, m ∈ Z form a basis of Âτ [Z]. Then we have a linear isomorphism θ : D̂~ → Âτ [Z]
such that θ(c) = k and
θ(Dα,m) = q
α
(
Gτα,0 ⊗ tm
)
for α,m ∈ Z,
noticing thatD′−α,m = −D′α,m in D̂~ andGτ−α,0 ⊗ tn = −Gτα,0 ⊗ tn in Âτ [Z]. Let α, β,m, n ∈
Z. As σr(G
τ
α,0) = G
τ
α,r and χq(σr) = q
r for r ∈ Z, from Proposition 2.3 we have[
Gτα,0 ⊗ tm, Gτβ,0 ⊗ tn
]
Z
=
∑
r∈Z
qrm
(
[Gτα,r, G
τ
β,0]⊗ tm+n +mδm+n,0〈Gτα,r, Gτβ,0〉k
)
. (2.57)
Furthermore, we have∑
r∈Z
qrm[Gτα,r, G
τ
β,0]⊗ tm+n
=
∑
r∈Z
qrm
(
δr,α+βGτα+β,α − δr,−α−βGτα+β,−α + δr,β−αGτα−β,−α − δr,α−βGτα−β,α
)⊗ tm+n
=
(
qm(α+β)Gτα+β,α − q−m(α+β)Gτα+β,−α + qm(β−α)Gτα−β,−α − qm(α−β)Gτα−β,α
)⊗ tm+n
=
(
qm(α+β)σαGτα+β,0 − q−m(α+β)σ−αGτα+β,0
)⊗ tm+n
+
(
qm(β−α)σ−αGτα−β,0 − qm(α−β)σαGτα−β,0
)⊗ tm+n
=
(
qmβ−nα − qnα−mβ)Gτα+β,0 ⊗ tm+n + (qmβ+nα − q−mβ−nα)Gα−β,0 ⊗ tm+n
and ∑
r∈Z
〈Gτα,r, Gτβ,0〉 =
∑
r∈Z
2(δα+β,0 − δα−β,0)δr,0 = 2(δα+β,0 − δα−β,0).
Then we obtain[
Gτα,0 ⊗ tm, Gτβ,0 ⊗ tn
]
=
(
qmβ−nα − qnα−mβ)Gτα+β,0 ⊗ tm+n + (qmβ+nα − q−mβ−nα)Gα−β,0 ⊗ tm+n
+2mδm+n,0(δα+β,0 − δα−β,0)k.
It now follows from this and (2.51) that θ is a Lie algebra isomorphism.
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3 Interplay between modules for trigonometric Lie
algebras and quasi modules for vertex algebras
In this section, we first recall from [Li3] (cf. [Li4]) the notion of vertex Γ-algebra and the
notion of equivariant quasi module for a vertex Γ-algebra, and then as the main results,
we show that restricted modules of level ℓ for trigonometric Lie algebras are equivariant
quasi modules for the vertex algebra VÂ(ℓ, 0) with Γ equal to the automorphism group Z
or Z2 × Z.
We begin by recalling from [Li3] the notion of quasi module for a vertex algebra.
Definition 3.1. Let V be a vertex algebra. A quasi V -module is a vector space W
equipped with a linear map
YW (·, x) : V → Hom(W,W ((x))) ⊂ (EndW )[[x, x−1]]
v 7→ YW (v, x),
satisfying the conditions that YW (1, x) = 1W (the identity operator on W ) and that for
u, v ∈ V , there exists a nonzero polynomial p(x1, x2) such that
x−10 δ
(
x1 − x2
x0
)
p(x1, x2)YW (u, x1)YW (v, x2)
−x−10 δ
(
x2 − x1
−x0
)
p(x1, x2)YW (v, x2)YW (u, x1)
= x−12 δ
(
x1 − x0
x2
)
p(x1, x2)YW (Y (u, x0)v, x2) (3.1)
(the quasi Jacobi identity).
It is clear that the notion of quasi module generalizes that of module. In the definition
of a module, the Jacobi identity can be replaced by weak associativity (cf. [Li1], [LL]).
The following is an analog for quasi modules, whose proof is straightforward (cf. [LTW]):
Lemma 3.2. Let V be a vertex algebra. In the definition of a quasi V -module, the quasi
Jacobi identity can be equivalently replaced with the property that for u, v ∈ V , there exists
a nonzero polynomial q(x1, x2) such that
q(x1, x2)YW (u, x1)YW (v, x2) ∈ Hom(W,W ((x1, x2))) (3.2)
and
q(x2 + x0, x2)YW (Y (u, x0)v, x2) = (q(x1, x2)YW (u, x1)YW (v, x2)) |x1=x2+x0. (3.3)
The following is a simple fact that we frequently use:
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Lemma 3.3. Let V be a vertex algebra and (W,YW ) a quasi V -module. For u, v ∈ V , if
h(x1, x2)YW (u, x1)YW (v, x2) ∈ Hom(W,W ((x1, x2)))
for some series h(x1, x2) ∈ C((x1, x2)), then
h(x2 + x0, x2)YW (Y (u, x0)v, x2) = (h(x1, x2)YW (u, x1)YW (v, x2)) |x1=x2+x0. (3.4)
Proof. Let q(x1, x2) be a nonzero polynomial such that (3.2) and (3.3) hold. Then
h(x2 + x0, x2)q(x2 + x0, x2)YW (Y (u, x0)v, x2)
= (h(x1, x2)q(x1, x2)YW (u, x1)YW (v, x2)) |x1=x2+x0
= q(x2 + x0, x2) (h(x1, x2)YW (u, x1)YW (v, x2)) |x1=x2+x0.
Notice that we are allowed to cancel the factor q(x2 + x0, x0) (a nonzero element of
C((x2))((x0))), and by doing so we obtain (3.4).
The following notion of vertex Γ-algebra was introduced in [Li3]:
Definition 3.4. Let Γ be a group. A vertex Γ-algebra is a vertex algebra V equipped
with two group homomorphisms
R : Γ→ GL(V ); g 7→ Rg
φ : Γ→ C×,
satisfying the condition that Rg(1) = 1,
RgY (v, x) = Y (Rg(v), φ(g)
−1x)Rg for g ∈ Γ, v ∈ V. (3.5)
Remark 3.5. Let V be a Z-graded vertex algebra in the sense that V is a vertex algebra
equipped with a Z-grading V = ⊕n∈ZV(n) such that 1 ∈ V(0) and
umV(n) ⊂ V(n+k−m−1) for u ∈ V(k), m, n, k ∈ Z. (3.6)
Define a linear operator L(0) on V by L(0)v = nv for v ∈ V(n) with n ∈ Z. Suppose that
Γ is a group of automorphisms of V that preserve the Z-grading. Let φ : Γ→ C× be any
linear character. For g ∈ Γ, set Rg = φ(g)−L(0)g. Then V becomes a vertex Γ-algebra
(see [Li3]).
Definition 3.6. Let V be a vertex Γ-algebra. An equivariant quasi V -module is a quasi
module (W,YW ) for V viewed as a vertex algebra, satisfying the conditions that
YW (Rgv, x) = YW (v, φ(g)x) for g ∈ Γ, v ∈ V (3.7)
and that for u, v ∈ V , (3.1) holds with some polynomial p(x1, x2) of the form
p(x1, x2) = (x1 − φ(g1)x2) · · · (x1 − φ(gk)x2) (3.8)
for some (not necessarily distinct) g1, . . . , gk ∈ Γ.
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To emphasize the dependence on the group Γ and the linear character χ, we shall also
use the term (Γ, χ)-equivariant quasi V -module.
The following result was obtained in [Li4] (Proposition 2.13):
Proposition 3.7. Let V be a vertex Γ-algebra, let ψ : φ(Γ)→ Γ be a section of the linear
character φ : Γ → C×, and let (W,YW ) be an equivariant quasi V -module. For u, v ∈ V ,
we have
[YW (u, x1), YW (v, x2)]
=
∑
α∈φ(Γ)
Resx0x
−1
1 δ
(
αx2 + x0
x1
)
YW (Y (Rψ(α)u, α
−1x0)v, x2), (3.9)
which is a finite sum.
As an immediate consequence we have:
Corollary 3.8. Under all the assumptions in Proposition 3.7, let u, v ∈ V . Set
Su,v = {g ∈ Im(ψ) ⊂ Γ | (gu)nv 6= 0 for some n ≥ 0}.
For g ∈ Su,v, let kg ∈ N be such that (gu)mv = 0 for m ≥ kg. Then there are finitely many
g1, . . . , gr ∈ Su,v such that(
r∏
i=1
(x1 − φ(gi)x2)kgi
)
[YW (u, x1), YW (v, x2)] = 0. (3.10)
Now, consider a (general) affine Lie algebra gˆ. For a ∈ g, form a generating function
a(x) =
∑
n∈Z
a(n)x−n−1 ∈ gˆ[[x, x−1]],
where a(n) stands for a⊗ tn. The defining relations (2.6) can be written as
[a(x1), b(x2)] = [a, b](x2)x
−1
1 δ
(
x2
x1
)
+ 〈a, b〉 ∂
∂x2
x−11 δ
(
x2
x1
)
k (3.11)
for a, b ∈ g. Let ℓ be a complex number. View C as a module for subalgebra g⊗C[t] +Ck
with g⊗C[t] acting trivially and with k acting as scalar ℓ. Then form an induced module
Vgˆ(ℓ, 0) = U(gˆ)⊗U(g⊗C[t]+Ck) C. (3.12)
Set 1 = 1⊗ 1 ∈ Vgˆ(ℓ, 0) and identify g as a subspace of Vgˆ(ℓ, 0) through linear map
g ∋ a 7→ a(−1)1 ∈ Vgˆ(ℓ, 0).
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Then there exists a vertex algebra structure on Vgˆ(ℓ, 0), which is uniquely determined by
the condition that 1 is the vacuum vector and Y (a, x) = a(x) for a ∈ g. Furthermore,
Vgˆ(ℓ, 0) is a Z-graded vertex algebra such that
Vgˆ(ℓ, 0)(n) = 0 for n < 0, Vgˆ(ℓ, 0)(0) = C1, and Vgˆ(ℓ, 0)(1) = g.
Let Γ be an automorphism group of (g, 〈·, ·〉). A simple fact is that every automorphism
of g, which reserves 〈·, ·〉, extends uniquely to an automorphism of vertex algebra Vgˆ(ℓ, 0).
In view of this, we can and we should view Γ as an automorphism group of Vgˆ(ℓ, 0) as a
Z-graded vertex algebra. From Remark 3.5, for any given linear character φ of Γ, Vgˆ(ℓ, 0)
has a canonical vertex Γ-algebra structure.
Recall from Section 2 the affine Lie algebra Â, where A is a subalgebra of gl∞ with a
basis {Em,n | m+ n ∈ 2Z}. We also recall that
Gα,m = Em+α,m−α for α,m ∈ Z.
For any complex number ℓ, we have a Z-graded vertex algebra VÂ(ℓ, 0) whose degree-1
subspace is canonically identified with A. In particular, we have
Gα,m ∈ VÂ(ℓ, 0)(1) for α,m ∈ Z.
Every automorphism of A viewed as a Lie algebra, which preserves 〈·, ·〉, extends canon-
ically to an automorphism of Â and furthermore to an automorphism of vertex algebra
VÂ(ℓ, 0), preserving the Z-grading. In view of this, the automorphisms σn of A, which
was defined in Definition 2.4, and τ extend to automorphisms of VÂ(ℓ, 0). Then we view
Z2 × Z as an automorphism group of VÂ(ℓ, 0), preserving the Z-grading. For n ∈ Z, set
Rn = q
−nL(0)σn ∈ GL(VÂ(ℓ, 0)), (3.13)
recalling that L(0) denotes the degree operator of VÂ(ℓ, 0). Equipped with these struc-
tures, VÂ(ℓ, 0) becomes a vertex Z-algebra.
We formulate the following routine notions:
Definition 3.9. An Â~-module W is said to be of level ℓ ∈ C if c acts on W as scalar ℓ,
and it is said to be restricted if for any w ∈ W, α ∈ Z, Aα,nw = 0 for n sufficiently large.
As the main result of this section we have:
Theorem 3.10. Assume that q is not a root of unity and let ℓ ∈ C. Then for any re-
stricted Â~-moduleW of level ℓ, there exists an equivariant quasi VÂ(ℓ, 0)-module structure
YW (·, x) on W , which is uniquely determined by
YW (Gα,m, x) = q
mAα(q
mx) for α,m ∈ Z. (3.14)
On the other hand, for any equivariant quasi VÂ(ℓ, 0)-module (W,YW ), W becomes a
restricted Â~-module of level ℓ with
Aα(z) = YW (Gα,0, z) for α ∈ Z.
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Proof. Let W be a restricted Â~-module of level ℓ. In view of Proposition 2.7, W is a
restricted Â[Z]-module of level ℓ with
Gα,0 ⊗ tm = Aα,m for α,m ∈ Z.
Note that as q is not a root of unity, χq : Z → C× is one-to-one. By Theorem 4.9 of
[Li4], there exists an equivariant quasi VÂ(ℓ, 0)-module structure YW (·, x) on W , which is
uniquely determined by
YW (Gα,m, x) = Gα,m(x) for α,m ∈ Z.
For α,m ∈ Z, we have
YW (Gα,m, x) = Gα,m(x) = σmGα,0(x) = q
mGα,0(qmx) = q
mAα(q
mx).
Consequently, there exists an equivariant quasi VÂ(ℓ, 0)-module structure YW (·, x) on W
such that
YW (Gα,m, x) = q
mAα(q
mx) for α,m ∈ Z. (3.15)
The other direction follows from Proposition 2.7 and Theorem 4.9 of [Li4].
Recall the linear character χBq : Z2 × Z→ C× which was defined in Section 2 by
χBq (τ) = −1 and χBq (σn) = qn for n ∈ Z.
Note that if q is not a root of unity, then χq is one-to-one. View VÂ(2ℓ, 0) as a vertex
(Z2 × Z)-algebra. Combining Proposition 2.10 with Theorem 4.9 of [Li4] we immediately
have:
Theorem 3.11. Assume that q is not a root of unity and let ℓ ∈ C. Then for any
restricted B̂~-module W of level ℓ, there exists a (Z2 × Z, χBq )-equivariant quasi VÂ(2ℓ, 0)-
module structure YW (·, x) on W , which is uniquely determined by
YW (Gα,m, x) = q
mBα(q
mx) for α,m ∈ Z. (3.16)
On the other hand, every (Z2×Z, χBq )-equivariant quasi VÂ(2ℓ, 0)-moduleW is a restricted
B̂~-module of level ℓ with
Bα(z) = YW (Gα,0, z) for α ∈ Z.
Recall that τ(Em,n) = −En,m for m,n ∈ Z, where τ is an order 2 automorphism
of the Lie algebra gl∞, which preserves the bilinear form. Furthermore, τ preserves A;
τ(Gα,m) = −G−α,m for α,m ∈ Z. Recall that Aτ denotes the Lie subalgebra of τ -fixed
points in A. Fix a linear character χDq : Z→ C× defined by
χDq (σn) = q
n for n ∈ Z.
We have:
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Theorem 3.12. Assume that q is not a root of unity and let ℓ ∈ C. Then for any restricted
D̂~-moduleW of level ℓ, there exists a (Z, χ
D
q )-equivariant quasi VÂτ (ℓ, 0)-module structure
YW (·, x) on W , which is uniquely determined by
YW (G
τ
α,m, x) = q
−α+mDα(qmx) for α,m ∈ Z, (3.17)
where Gτα,m = Gα,m −G−α,m ∈ Aτ . On the other hand, given a (Z, χDq )-equivariant quasi
VÂτ (ℓ, 0)-module (W,YW ), one has a restricted D̂~-module structure of level ℓ on W such
that Dα(x) = q
αYW (G
τ
α,0, x) for α ∈ Z.
4 Vertex algebra LÂ(ℓ, 0) and its modules
In this section, we study the vertex algebra LÂ(ℓ, 0) with ℓ a positive integer and give a
characterization of LÂ(ℓ, 0)-modules.
We start with the Z-graded vertex algebra Vgˆ(ℓ, 0) associated to an affine Lie algebra
gˆ of a (possibly infinite dimensional) Lie algebra g, where
Vgˆ(ℓ, 0)(n) = 0 for n < 0, Vgˆ(ℓ, 0)(0) = C1, and Vgˆ(ℓ, 0)(1) = g.
Define a linear operator D on Vgˆ(ℓ, 0) by Dv = v−21 for v ∈ Vgˆ(ℓ, 0). We have
DVgˆ(ℓ, 0)(n) ⊂ Vgˆ(ℓ, 0)(n+1) for n ∈ Z. (4.1)
Lemma 4.1. Let Jgˆ(ℓ, 0) be the (unique) maximal graded gˆ-submodule of Vgˆ(ℓ, 0). Then
Jgˆ(ℓ, 0) is a two-sided ideal of Vgˆ(ℓ, 0).
Proof. Since g generates Vgˆ(ℓ, 0) as a vertex algebra, it follows that Jgˆ(ℓ, 0) is a left ideal.
To prove Jgˆ(ℓ, 0) is also a right ideal, from [LL] we must prove DJgˆ(ℓ, 0) ⊂ Jgˆ(ℓ, 0). Since
[D, an] = −nan−1 for a ∈ g, n ∈ Z, it can be readily seen that Jgˆ(ℓ, 0) + D(Jgˆ(ℓ, 0))
is a graded gˆ-submodule of Vgˆ(ℓ, 0). From (4.1) the degree-zero homogeneous subspace
of Jgˆ(ℓ, 0) + D(Jgˆ(ℓ, 0)) is trivial. Thus we have Jgˆ(ℓ, 0) + DJgˆ(ℓ, 0) ⊂ Jgˆ(ℓ, 0), proving
DJgˆ(ℓ, 0) ⊂ Jgˆ(ℓ, 0). Therefore, Jgˆ(ℓ, 0) is an ideal of Vgˆ(ℓ, 0).
Definition 4.2. Denote by Lgˆ(ℓ, 0) the quotient vertex algebra of Vgˆ(ℓ, 0) modulo Jgˆ(ℓ, 0),
which is a graded simple vertex algebra.
Let U be a g-module. We make U a (g ⊗ C[t] + Ck)-module by letting g ⊗ tC[t] act
trivially and k act as scalar ℓ. Then form a generalized Verma gˆ-module
Mgˆ(ℓ, U) = U(gˆ)⊗U(g⊗C[t]+Ck) U,
which is naturally N-graded. Define Lgˆ(ℓ, U) to be the quotient module ofMgˆ(ℓ, U) modulo
the maximal graded submodule with trivial degree-zero subspace.
Now, specifying g to A, where
A = span{Em,n | m+ n ∈ 2Z} ⊂ gl∞,
we have Z-graded vertex algebras VÂ(ℓ, 0) and LÂ(ℓ, 0). If ℓ = 0, we see that A generates
a proper graded ideal of VÂ(0, 0). Consequently, LÂ(0, 0) = C. If ℓ 6= 0, from [LL] we
have LÂ(ℓ, 0)(1) = A.
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Remark 4.3. It is straightforward to show that JÂ(ℓ, 0) is stable under every auto-
morphism of VÂ(ℓ, 0), which preserves the Z-grading. Thus, JÂ(ℓ, 0) is stable under the
action of group Z2 × Z as defined in Section 3. Consequently, Z2 × Z acts on LÂ(ℓ, 0) by
automorphisms that preserve the Z-grading.
Notice that
A = span{Em,n | m,n ∈ 2Z} ⊕ span{Ep,q | p, q ∈ 1 + 2Z}, (4.2)
which is isomorphic to gl∞ ⊕ gl∞ as an associative algebra. As a Lie algebra, A has a
Cartan subalgebra
H = span{Em,m | m ∈ Z}. (4.3)
Recall
Gα,m = Em+α,m−α ∈ A for α,m ∈ Z.
Then H = span{G0,m | m ∈ Z} and for any α,m ∈ Z with α 6= 0, Gα,m is a root vector of
A viewed as a Lie algebra.
First, we have:
Lemma 4.4. For any complex number ℓ, LÂ(ℓ, 0) is an irreducible Â-module and a simple
vertex algebra.
Proof. Notice that the second assertion follows from the first one. For the first assertion,
we need to show that every Â-submodule of VÂ(ℓ, 0) is graded. If ℓ = 0, we have LÂ(ℓ, 0) =
C, which is irreducible. We now assume ℓ 6= 0. Let W be an Â-submodule of VÂ(ℓ, 0)
and let v ∈ W . Then there exists a finite interval I of Z such that v ∈ U(ÂI)1. where
AI = span{Em,n | m,n ∈ I, m + n ∈ 2Z}. We assume that |I| is even. Then AI
is a Lie subalgebra isomorphic to the direct sum of sl 1
2
|I| ⊕ sl 1
2
|I| and a two-dimensional
abelian algebra. We choose I such that ℓ 6= −1
2
|I|. It is clear that U(ÂI)1 is a graded
vertex subalgebra of VÂ(ℓ, 0), generated by AI . In view of the P-B-W theorem, we have
U(ÂI)1 ≃ VÂI (ℓ, 0) as a Z-graded ÂI-module. As ℓ 6= 0 and ℓ 6= −12 |I| (the negative
dual Coxeter number of sl 1
2
|I|), VÂI (ℓ, 0) is a vertex operator algebra with the standard
Segal-Sugawara conformal vector ωI . Furthermore, the Z-grading of VÂI (ℓ, 0) by the LI(0)-
weight coincides with the Z-grading of VÂ(ℓ, 0). As an ÂI-submodule, W is stable under
the action of LI(0). It follows that every homogeneous component of v lies in W . This
proves that W is a graded subspace. Therefore, LÂ(ℓ, 0) is an irreducible Â-module.
Definition 4.5. An Â-module W is said to be integrable if H is semisimple on W and if
for any α,m, k ∈ Z with α 6= 0, Gα,m(k) is locally nilpotent on W .
Lemma 4.6. Let ℓ be a complex number and let W be a nonzero restricted Â-module of
level ℓ, on which H is semisimple. Then W is integrable if and only if ℓ is a nonnegative
integer and for any α,m ∈ Z with α 6= 0,
Gα,m(x)
ℓ+1 = 0 on W.
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Proof. Assume that W is integrable. Let m,n ∈ Z with m + n ∈ 2Z, m 6= n. We have a
Lie algebra embedding of ̂sl(2,C) into Â:
k 7→ k, e⊗ tr 7→ Em,n ⊗ tr, f ⊗ tr 7→ En,m ⊗ tr, h⊗ tr 7→ (Em,m − En,n)⊗ tr
for r ∈ Z. Then W is necessarily a restricted and integrable ̂sl(2,C)-module of level ℓ
which must be a nonnegative integer. From [DLM], W is a direct sum of irreducible
integrable highest weight ̂sl(2,C)-modules. It then follows from [LP] that
Em,n(x)
ℓ+1 = En,m(x)
ℓ+1 = 0 on W.
The other direction essentially follows from [DLM]: Assume that Gα,m(x)
ℓ+1 = 0 onW
for α,m ∈ Z with α 6= 0. Let w ∈ W . We need to show that for n ∈ Z, Gα,m(n)qw = 0 for
some positive integer q. This will follow from deduction on n as follows. First, there exists
an integer k such that Gα,m(p)w = 0 for p > k. Let A be the commutative subalgebra of
U(Â), generated by Gα,m(n) for n ∈ Z, and set E = Aw ⊂ W . We see that Gα,m(n) = 0
on E for n > k. Assume that Gα,m(n) for n > k − r are all nilpotent on E for some
nonnegative integer r. By extracting the coefficient of x−(ℓ+1)(k−r+1) from Gα,m(x)ℓ+1 = 0
on E, we get
Gα,m(k − r)ℓ+1 = Gα,m(k − r)X on E,
where X is some polynomial of Gα,m(k−p) with p < r. It follows that Gα,m(k− r) is also
nilpotent on E. This proves that W is an integrable Â-module.
For the vertex algebras VÂ(ℓ, 0) and LÂ(ℓ, 0), we have:
Proposition 4.7. Let ℓ be a nonnegative integer. Then the maximal graded Â-submodule
JÂ(ℓ, 0) of VÂ(ℓ, 0) is generated by Gα,m(−1)ℓ+11 for α,m ∈ Z with α 6= 0. Furthermore,
LÂ(ℓ, 0) is an integrable Â-module.
Proof. Let m,n ∈ Z with m+ n ∈ 2Z and m 6= n. Note that Em,n(−1)ℓ+11 is a homoge-
neous vector of degree ℓ+ 1 in VÂ(ℓ, 0). We claim
Ep,q(1)Em,n(−1)ℓ+11 = 0 for any p, q ∈ Z with p+ q ∈ 2Z, p 6= q. (4.4)
If p 6= n and q 6= m, we have [Ep,q(1), Em,n(−1)] = 0, so that
Ep,q(1)Em,n(−1)ℓ+11 = Em,n(−1)ℓ+1Ep,q(1)1 = 0.
Assume (p, q) = (n,m). Notice that En,m(1), Em,n(−1), En,n(0) − Em,m(0) + ℓ linearly
span a Lie subalgebra isomorphic to sl(2,C) with
e = Em,n(1), f = En,m(−1), h = En,n(0)−Em,m(0) + ℓ.
Since
En,m(1)1 = 0, (En,n(0)−Em,m(0) + ℓ)1 = ℓ1,
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we have En,m(1)Em,n(−1)ℓ+11 = 0.
Consider the case where q = m and p 6= n. We have [Ep,q(1), Em,n(−1)] = Ep,n(0). As
[Ep,n(0), Em,n(−1)] = 0, we have
Ep,n(0)Em,n(−1)k1 = Em,n(−1)kEp,n(0)1 = 0
for any nonnegative integer k. It follows from induction that
Ep,q(1)Em,n(−1)k+11 = 0 for all nonnegative integers k.
For the case p = n and q 6= m, the proof is similar. This proves our claim. It then
follows (from the P-B-W theorem) that U(Â)Em,n(−1)ℓ+11 is a proper graded submodule.
Therefore
Em,n(−1)ℓ+11 ∈ JÂ(ℓ, 0).
Denote by J ′ the Â-submodule of VÂ(ℓ, 0), generated by Em,n(−1)ℓ+11 for m,n ∈ Z
with m + n ∈ 2Z, m 6= n. Set V = VÂ(ℓ, 0)/J ′. It follows that for m,n ∈ Z with
m + n ∈ 2Z, m 6= n, Em,n(−1) is locally nilpotent on V . For k ≥ 0, it is clear that
Em,n(k) is locally nilpotent on V . Let I be any finite interval of Z and let AI be the
corresponding subalgebra of A. From [K], V is an integrable ÂI-module. As I is arbitrary,
it follows that V is an integrable Â-module. On the other hand, as a submodule of the
integrable ÂI-module V , U(ÂI)1 must be an irreducible ÂI-module. It follows that V
is an irreducible Â-module. Consequently, we have V = LÂ(ℓ, 0), proving J ′ = JÂ(ℓ, 0).
Then the two assertions hold.
An an immediate consequence of Lemma 4.6 and Proposition 4.7, we have:
Corollary 4.8. Let ℓ be a complex number. Then LÂ(ℓ, 0) is an integrable Â-module if
and only if ℓ is a nonnegative integer.
For the rest of this section, we assume that ℓ is a nonnegative integer. Note that each
LÂ(ℓ, 0)-module is naturally a restricted Â-module of level ℓ. Furthermore, we have:
Proposition 4.9. All LÂ(ℓ, 0)-modules are exactly those restricted Â-modules W of level
ℓ such that
Gα,m(x)
ℓ+1 = 0 on W
for α,m ∈ Z with α 6= 0.
Proof. Let (W,YW ) be an LÂ(ℓ, 0)-module. Then W is a restricted Â-module of level ℓ
with Gα,m(x) = YW (Gα,m, x) for α,m ∈ Z with α 6= 0. From Proposition 4.7 we have
Gα,m(−1)ℓ+11 = 0 in LÂ(ℓ, 0). By a result of Dong-Lepowsky in [DL] we have
Gα,m(x)
ℓ+1 = YW (Gα,m, x)
ℓ+1 = YW (Gα,m(−1)ℓ+11, x) = 0 on W.
Conversely, let W be a restricted Â-module level ℓ, satisfying the very property. First, W
is naturally a VÂ(ℓ, 0)-module such that YW (Gα,m, x) = Gα,m(x) for α,m ∈ Z. Further-
more, for α 6= 0 we have
YW
(
Gα,m(−1)ℓ+11, x
)
= YW (Gα,m, x)
ℓ+1 = Gα,m(x)
ℓ+1 = 0.
Then it follows from Proposition 4.7 that W is naturally an LÂ(ℓ, 0)-module.
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As an immediate consequence of Lemma 4.6 and Proposition 4.9, we have:
Corollary 4.10. Let W be a restricted Â-module on which H is semisimple. Then W is
an LÂ(ℓ, 0)-module if and only if W is an integrable Â-module of level ℓ.
Remark 4.11. Let g be a finite-dimensional simple Lie algebra and let ℓ be a positive
integer. It was known (see [FZ], [DL], [Li1]) that irreducible modules for Lgˆ(ℓ, 0) viewed
as a vertex operator algebra are exactly integrable highest weight gˆ-modules of level ℓ.
Furthermore, it was proved in [DLM] that every module for Lgˆ(ℓ, 0) viewed as a vertex
algebra, is a direct sum of integrable highest weight gˆ-modules of level ℓ.
5 Quasi modules for simple vertex algebra LÂ(ℓ, 0)
In this section, we determine irreducible Γq-equivariant quasi LÂ(ℓ, 0)-modules and we
show that every unitary quasifinite highest weight A¯~-module of level ℓ is an irreducible
Γq-equivariant quasi LÂ(ℓ, 0)-module.
First, we establish a technical result.
Lemma 5.1. Let Γ be a group equipped with a linear character φ : Γ → C×. Let V
be a vertex Γ-algebra, let a, b ∈ V such that anb = 0 for n ≥ 0, and let (W,YW ) be a
Γ-equivariant quasi V -module. Then there exists a polynomial q(z) with q(1) = 1 such
that
q(x1/x)[YW (a, x1), YW (b, x)] = 0. (5.1)
Furthermore, for any such polynomial q(z) we have
YW (a−1b, x) = (q(x1/x)YW (a, x1)YW (b, x)) |x1=x. (5.2)
Proof. Since anb = 0 for n ≥ 0, from Corollary 3.8 there exist some (possibly the same)
nonzero and nonunit complex numbers α1, . . . , αk such that
(x1 − α1x2) · · · (x1 − αkx2)[YW (a, x1), YW (b, x2)] = 0.
Set q(z) =
∏k
i=1
(
z−αi
1−αi
)
. Then q(1) = 1 and (5.1) holds. Note that (5.1) implies
q(x1/x)YW (a, x1)YW (b, x) ∈ Hom(W,W ((x1, x))).
In view of Lemma 3.3, we have
q((x+ x0)/x)YW (Y (a, x0)b, x) = (q(x1/x)YW (a, x1)YW (b, x)) |x1=x+x0.
As Y (a, x0)b ∈ V [[x0]], we can set x0 = 0, and by doing so we obtain (5.2).
Furthermore, we have:
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Proposition 5.2. Let V be a vertex Γ-algebra, let a ∈ V such that ana = 0 for n ≥ 0,
and let (W,YW ) be any Γ-equivariant quasi V -module. Then there exists a polynomial
q(z) with q(1) = 1 such that
q(x1/x)YW (a, x1)YW (a, x) = q(x1/x)YW (a, x)YW (a, x1). (5.3)
Furthermore, for any such polynomial q(z), we have
YW
(
(a−1)ℓ+11, x
)
= (P (x1, . . . , xℓ, x)YW (a, x1) · · ·YW (a, xℓ)YW (a, x)) |x1=x2=···=xℓ=x, (5.4)
where ℓ is a positive integer and P (x1, . . . , xℓ+1) =
∏
1≤i<j≤ℓ+1 q(xi/xj).
Proof. Note that the first assertion and the second assertion with ℓ = 1 follow from
Lemma 5.1. We now prove the second assertion by induction on ℓ. For r ≥ 2, set
Pr(x1, . . . , xr) =
∏
1≤i<j≤r
q(xi/xj).
Then
Pr(x1, . . . , xr)YW (a, xσ(1))YW (a, xσ(2)) · · ·YW (a, xσ(r))
= Pr(x1, . . . , xr)YW (a, x1)YW (a, x2) · · ·YW (a, xr) (5.5)
for any permutation σ on {1, 2, . . . , r}. From this we have
Pr(x1, . . . , xr)YW (a, x1)YW (a, x2) · · ·YW (a, xr) ∈ Hom(W,W ((x1, . . . , xr))).
In view of this, the substitution
(Pr(x1, . . . , xr)YW (a, x1)YW (a, x2) · · ·YW (a, xr)) |x1=···=xr=x
exists in Hom(W,W ((x))).
Now assume ℓ ≥ 2 and set b = (a−1)ℓ1. Note that the assumption aja = 0 for j ≥ 0
is equivalent to that [am, an] = 0 for m,n ∈ Z. Then we have anb = 0 for all n ≥ 0 as
[an, a−1] = 0 and an1 = 0. By induction hypothesis, we have
YW (b, x) = (Pℓ(x2, . . . , xℓ, x)YW (a, x2) · · ·YW (a, xℓ)YW (a, x)) |x2=···=xℓ=x. (5.6)
Noticing that
Pℓ+1(x1, . . . , xℓ, x) = Pℓ(x2, . . . , xℓ, x)q(x1/x)
ℓ∏
j=2
q(x1/xj),
using (5.6) and (5.3) we get
q(x1/x)
ℓYW (a, x1)YW (b, x) = q(x1/x)
ℓYW (b, x)YW (a, x1). (5.7)
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By Lemma 5.1 we have
YW (a−1b, x) =
(
q(x1/x)
ℓYW (a, x1)YW (b, x)
) |x1=x.
Then we obtain
(Pℓ+1(x1, . . . , xℓ, x)YW (a, x1) · · ·YW (a, xℓ)YW (a, x)) |x1=···=xℓ=x
=
(
q(x1/x)
ℓYW (a, x1)Pℓ(x2, . . . , xℓ, x)YW (a, x2) · · ·YW (a, xℓ)YW (a, x)
) |x1=···=xℓ=x
=
(
q(x1/x)
ℓYW (a, x1)YW (b, x)
) |x1=x
= YW (a−1b, x)
= YW
(
(a−1)ℓ+11, x
)
,
as desired.
As an immediate consequence, we have (cf. [DL], [LL], [DM]):
Corollary 5.3. Let V be a vertex Γ-algebra, let a ∈ V such that ana = 0 for n ≥ 0, and
let ℓ be a positive integer. Let (W,YW ) be a Γ-equivariant quasi V -module and let q(z) be
a polynomial as in Proposition 5.2. If (a−1)ℓ+11 = 0 in V , then( ∏
1≤i<j≤ℓ+1
q(xi/xj)
)
YW (a, x1) · · ·YW (a, xℓ)YW (a, xℓ+1)
∈ Hom(W,W ((x1, x2, . . . , xℓ+1)))
and(( ∏
1≤i<j≤ℓ+1
q(xi/xj)
)
YW (a, x1) · · ·YW (a, xℓ)YW (a, xℓ+1)
)
|x1=···=xℓ=xℓ+1 = 0. (5.8)
On the other hand, if (5.8) holds and if (W,YW ) is faithful, then (a−1)ℓ+11 = 0.
Now, we consider the vertex Γq-algebra LÂ(ℓ, 0), recalling that Γq = {qn | n ∈ Z}.
Proposition 5.4. For any restricted Aˆ~-module W and for any α ∈ Z,( ∏
1≤i<j≤k+1
(xi/xj − q2α)(xi/xj − q−2α)
)
Aα(x1) · · ·Aα(xk+1)
lies in Hom(W,W ((x1, x2, . . . , xk+1))) for any positive integer k. Furthermore, for a
positive integer ℓ, Γq-equivariant quasi LÂ(ℓ, 0)-modules are exactly those restricted Aˆ~-
modules W of level ℓ such that for every nonzero α ∈ Z,( ∏
1≤i<j≤ℓ+1
(xi/xj − q2α)(xi/xj − q−2α)
)
Aα(x1) · · ·Aα(xℓ+1)
vanishes at xi/xj = 1 for 1 ≤ i < j ≤ ℓ+ 1.
26
Proof. From (2.5) we have
(x− qα+βz)(x − q−(α+β)z)[Aα(x), Aβ(z)] = 0 (5.9)
for α, β ∈ Z (regardless whether α + β = 0). In particular, we have
(x/z − q2α)(x/z − q−2α)[Aα(x), Aα(z)] = 0.
Then the first assertion follows. As for the second assertion, in view of Proposition 4.7, Γq-
equivariant quasi LÂ(ℓ, 0)-modules are exactly those Γq-equivariant quasi VÂ(ℓ, 0)-modules
W on which YW (Gα,m(−1)ℓ+11, x) = 0 for all α,m ∈ Z with α 6= 0. On the other hand, by
Theorem 3.10, Γq-equivariant quasi VÂ(ℓ, 0)-modules are restricted Â~-modules of level ℓ.
For α,m ∈ Z with α 6= 0, we have
(Gα,m)jGα,m = 0 in VÂ(ℓ, 0) for j ≥ 0.
Then the second assertion follows immediately from Corollary 5.3.
Define an anti-involution ω of Â~ by
ω(c) = c, ω(Aα,m) = Aα,−m for α,m ∈ Z. (5.10)
From [KR], a quasifinite module L(ℓ, λ) is unitary if and only if there are finitely many
positive integers ni and real numbers µi such that ℓ =
∑
i ni and
λ(An,0) =
qn
qn − q−n
∑
i
nie
nµi
for every nonzero integer n. In particular, unitarity implies that ℓ is a nonnegative integer.
If L(ℓ, λ) is a unitary quasifinite module of level 1, then
λ(An,0) = e
nµ · q
n
qn − q−n
for n ∈ Z\{0}, where µ is a real number.
Remark 5.5. Recall from [KR] the Lie algebra D̂q, which has a basis consisting of C (a
central element) and Tm,n (m,n ∈ Z), with commutator relations
[Tm,n, Tm′,n′] = 2 sinh(h(m
′n−mn′))Tm+m′,n+n′ +mδm+m′,0δn+n′,0C
for m,n,m′, n′ ∈ Z, where q = e2h. Lie algebras D̂q and Â~ are isomorphic, where an
isomorphism from D̂q to Â~ is given by
C 7→ c, Tm,n 7→ −An,m for m,n ∈ Z,
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and by identifying eh with ei~. For a weight λ ∈ H∗, set
∆λ(x) =
∑
n 6=0
∆n(λ)x
−n,
where for n 6= 0,
∆n(λ) = λ(T0,n) = −λ(An,0).
It was proved in [KR] that an irreducible highest weight D̂q-module L(c, λ) is quasifinite
if and only if there exists a nonzero polynomial b(x) such that
b(x)(∆λ(x)−∆λ(q−1x) + c) = 0.
Furthermore, it was proved that L(c, λ) is unitary if and only if there exist finitely many
positive integers ni and real numbers ai such that c =
∑
i ni and
λ(T0,n) =
∑
i
niq
nai
1− qn for all n ∈ Z\{0}.
Correspondingly, for Â~ we have
λ(An,0) = −
∑
i
niq
2nai
1− q2n =
∑
i
niq
2n(ai−1) q
n
qn − q−n ,
(noticing that q = e2h for D̂q whereas q = ei~ for Â~).
As the main result of this section we have:
Theorem 5.6. Let ℓ be a positive integer. Then every unitary quasifinite highest weight
irreducible Â~-module of level ℓ is an irreducible Γq-equivariant quasi LÂ(ℓ, 0)-module.
Proof. We here shall apply Proposition 5.4. First we consider the case ℓ = 1. Set
M(1) = C[x1, x2, x3, . . . ],
the algebra of polynomials in variables x1, x2, . . . . Let µ ∈ R. For α ∈ Z\{0}, set
X̂α(z) = aα exp
(∑
m≥1
zm(qmα − q−mα)xm
)
exp
(∑
m≥1
z−m
m
(qmα − q−mα) ∂
∂xm
)
,
where q = ei~ as before and aα = e
iµα q
α
qα−q−α ∈ C. It was proved in [G-KL2] that M(1)
becomes an irreducible highest weight Â~-module of level 1 with
A0,m =
∂
∂xm
, A0,−m = mxm for m ≥ 1,
Aα(z) = X̂α(z) for α ∈ Z\{0}, (5.11)
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where the highest weight λ is determined by λ0 = 0 and λα = aα for α ∈ Z\{0}. Denote
this Â~-module by M(1)
[µ]. From [G-KL2], for α, β ∈ Z\{0} we have
X̂α(z)X̂β(w) =
(z − qα−βw)(z − qβ−αw)
(z − qα+βw)(z − q−(α+β)w)
◦
◦ X̂α(z)X̂β(w)
◦
◦ . (5.12)
That is, ( z
w
− qα+β
)( z
w
− q−(α+β)
)
X̂α(z)X̂β(w)
=
( z
w
− qα−β
)( z
w
− qβ−α
)
◦
◦ X̂α(z)X̂β(w)
◦
◦ .
From this we have(
1− q
2αw
z
)(
1− q
−2αw
z
)
X̂α(z)X̂α(w) ∈ Hom(W,W ((z, w))) (5.13)
and ((
1− q
2αw
z
)(
1− q
−2αw
z
)
X̂α(z)X̂α(w)
)
|z=w = 0. (5.14)
Furthermore, for m ∈ Z, we have(
1− q2αw
z
)(
1− q−2αw
z
)
X̂α(q
mz)X̂α(q
mw) ∈ Hom(W,W ((z, w))) (5.15)
and it vanishes at z = w. It follows from Proposition 5.4 that M(1)[µ] is an irreducible
Γq-equivariant quasi LÂ(1, 0)-module. On the other hand, it was proved in [KR] that
every unitary quasifinite highest weight irreducible Â~-module of level 1 is of this form.
This proves the theorem for ℓ = 1.
As for the high level case (with ℓ > 1), we apply the common trick—to use tensor
products. Let L(ℓ, λ) be a unitary quasifinite irreducible highest weight Â~-module of
level ℓ. Then from Remark 5.5 there exist finitely many positive integers nj and real
numbers µj such that ℓ =
∑
j nj and
λ(An,0) =
qn
qn − q−n
∑
j
nje
inµj
for all n ∈ Z\{0}. Consider the tensor product Â~-module
M = ⊗j
(
M(1)[µj ]
)⊗nj
,
which is a restricted Â~-module of level ℓ. For every nonzero α ∈ Z,( ∏
1≤i<j≤ℓ+1
(xi/xj − q2α)(xi/xj − q−2α)
)
Aα(x1) · · ·Aα(xℓ+1)
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vanishes on M at xi/xj = 1 for 1 ≤ i < j ≤ ℓ + 1. Then it follows from Proposition 5.4
that M is a Γq-equivariant quasi LÂ(ℓ, 0)-module. Set v = ⊗j1⊗nj ∈M . We see that v is
a highest weight vector of weight λ. It follows from unitarity that the submodule U(Â~)v
generated by v is an irreducible module. Consequently, U(Â~)v is isomorphic to L(ℓ, λ).
Thus L(ℓ, λ) is a Γq-equivariant quasi LÂ(ℓ, 0)-module.
We end up this paper with the following:
Conjecture 5.7. Every N-graded irreducible Γq-equivariant quasi LÂ(ℓ, 0)-module is a
unitary quasifinite highest weight irreducible Â~-module of level ℓ.
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