We demonstrate that counterfactuals prime a mental simulation mind-set in which relevant but potentially converse alternatives are considered and that this mind-set activation has behavioral consequences. This mind-set is closely related to the simulation heuristic (Kahneman & Tversky, 1982) . Participants primed with a counterfactual were more likely to solve the Duncker candle problem (Experiment 1), suggesting that they noticed an alternative function for one of the objects, an awareness that is critical to solving the problem. Participants primed with a counterfactual were more likely to simultaneously affirm the consequent and select the potentially falsifying card, but without selecting the irrelevant card, in the Wason card selection task, suggesting that they were testing both the stated conditional and its reverse (Experiment 2). The increased affirmations of the consequent decreased correct solutions on the task-thus, the primed mind-set can bias or debias thought and action. Finally, Experiment 3 provides further evidence that counterfactual primes increase the accessibility of relevant alternatives. Counterfactual primes attenuated the confirmation bias in a trait hypothesis testing context by increasing the selection of questions designed to elicit hypothesis-disconfirming answers, but without increasing the selection of neutral questions. The nature of priming effects and the role of counterfactual thinking in biasing and debiasing thought and action are discussed.
The person who misses winning the lottery by one number, who gets into an accident after going home by way of a different route than the one usually taken, or who holds the door for a family and then wins a trip to Hawaii for being the one-millionth customer will likely be plagued or comforted by thoughts of what might have been. Emotional reactions and judgments of causality are often driven by not only what actually happened, but also what almost happened or what normally happens. Attention to and consideration of alternatives to reality play a central role in our understanding of events.
Over the past 15 years, research on counterfactual thinking has demonstrated a wide variety of judgmental consequences of exposure to counterfactual events. Previous research, however, has focused almost exclusively on judgments related to the counterfactual events themselves, with particular attention to emotional reactions and causal judgments. Little research has investigated if and how counterfactual thoughts affect future, unrelated tasks. The literature on priming effects has shown that both social judgments of others (Higgins, Rholes, & Jones, 1977 ) and one's own behavior (Bargh, Chen, & Burrow, 1996; Dijksterhuis et al., 1998) can be influenced by unrelated, yet applicable, constructs incidentally activated during a preceding event.
In each of the examples described at the outset of this article, the person becomes cognizant of both the actual outcome (e.g., getting into an accident; winning a lottery) and the converse counterfactual outcome (e.g., avoiding the accident; losing the lottery), with both perched in the realm of possibility. In this article, we propose that this awareness of alternative and converse realities that result from exposure to counterfactual scenarios can exert an influence on subsequent behavior and judgment by priming a mental simulation mind-set in which alternatives are considered. We present evidence that counterfactual primes can affect a wide variety of problem-solving tasks. Specifically, counterfactual primes facilitated performance on the Duncker candle task by making participants aware of an alternative function (and one that was in opposition to the typical function) of one of the objects, an awareness that is critical to solving the problem. Counterfactual primes also attenuated the confirmation bias in a trait hypothesis-testing context where participants were testing whether an individual was an extrovert; participants primed with a counterfactual asked more hypothesis disconfirming questions, suggesting that they were aware of the alternative (and converse) possibility that the individual was not an extrovert, but rather was an introvert. But counterfactual primes did not always facilitate performanceexposure to a counterfactual event decreased performance on the Wason cardselection task by increasing the tendency to simultaneously affirm the consequent and correctly falsify (Byrne & Tasso, 1994) . This pattern suggests that participants were aware of the reverse possibility, that the hypothesis flowed both forward and backward, erroneously seeing the conditional as bidirectional and as such two hypotheses (Johnson-Laird, 1983 ). Kahneman and Tversky (1982) discussed a class of mental operations that bring things to mind through the mental construction of scenarios or examples. They named this type of mental operation the "simulation heuristic" because complex questions are answered about both future and past events, including prediction, assessments of probabilities, and assessments of causality, through running a simulation model. Unlike the other heuristics, the simulation heuristic is less automatic (Wegner & Bargh, 1998) and needs some prodding to be activated. Although individuals do not tend to spontaneously generate alternatives (Glucksberg & Weisberg, 1966; Snyder & Swann, 1978; Hirt & Markman, 1995) , instructions to generate one alternative possibility leads to the spontaneous generation of additional alternative possibilities (Hirt & Markman, 1995) . Once activated, the simulation heuristic increases the propensity to simulate, attend to, and consider alternative possibilities.
COUNTERFACTUAL THINKING AND THE SIMULATION HEURISTIC
The simulation heuristic is closely related to counterfactual assessment. The commencement of a particular simulation is often initiated when an event nearly occurred (e.g., missing one's flight by 5 min as opposed to 50 min) or when antecedents to that event are exceptional in some way (missing one's flight after taking a new route to the airport) (Kahneman & Miller, 1986; Roese, 1997) . The relative ease of altering some feature of reality determines the strength and psychological closeness of counterfactual alternatives. In addition, surprising outcomes (e.g., ones that violate expectancies) and negative events spontaneously activate a simulated search for alternative realities (Roese & Hur, 1997; Roese & Olson, 1997; Sanna & Turley, 1996) . The ease of imagining alternative possibilities determines whether the converse of reality is simultaneously accessible along with the actual outcome.
Counterfactual thinking produces a number of well-replicated judgmental consequences: (a) amplification of emotion (Kahneman & Miller, 1986; Macrae & Milne, 1992) , (b) altered judgments of causality (Wells & Gavanski, 1989 , but see Mandel & Lehman, 1996 , for a distinction between causal attribution and counterfactual thinking), (c) increased victim compensation awards (Miller & McFarland, 1986) , (d) increased suspiciousness (Miller, Turnbull, & McFarland, 1989) , and (e) exacerbation of the hindsight bias (Roese & Olson, 1996) . Kahneman and Tversky (1982) demonstrated that an event with easily imagined alternative outcomes amplifies emotional reactions. Participants read about two people who missed their scheduled flights when their taxis, having been delayed in traffic, arrived at the airport 30 min after the scheduled departure times. One man's flight left on time, and the other man's flight was delayed and had left 5 min before he arrived at the airport. Participants rated the latter man as being more upset. For him, catching his flight was more possible; that is, it is easier for him to imagine and to simulate making up the necessary 5 min than it is for the other man to simulate having made up 30 min. Kahneman and Tversky point out that although both the expectations and the objective situation of each men is identical (both men expect to and do miss their flights), the intensity of each man's emotional reaction is presumed to be different. Highly mutable events can also increase the intensity of positive emotions. Miller (1984 , reported in Miller, Turnbull, & McFarland, 1989 , found that buying a lottery ticket closer to the time of the draw increased the presumed joy of winning.
These examples highlight the distinction between upward and downward counterfactual events. In the literature, counterfactuals are classified according to the direction of comparison. Mental simulation following a negative event (e.g., the taxi example) produces a positive alternative to the current reality (upward counterfactual); this intensifies emotional reactions such as regret and disappointment because one evaluates the factual outcome against the greater positivity of the alternative reality. On the other hand, downward counterfactual thoughts (e.g., the lottery example) focus on more negative alternatives to the current reality (downward counterfactual); this produces emotions ranging from increased joy to a sense of relief because one avoided the negativity of the alternative reality.
THE EFFECTS OF CONSTRUCT AND MIND-SET PRIMING ON JUDGMENT AND BEHAVIOR
In addition to affecting judgments of causality and emotional reactions, counterfactual exposure might increase the likelihood that simulation and awareness of alternatives would affect judgments in a subsequent, unrelated task. Exposure to a counterfactual scenario could serve as a prime by making the process of considering relevant alternatives more accessible. That is, consideration and simulation of alternatives, activated by exposure to a counterfactual event (i.e., an event with easily imagined alternatives), might be utilized when people are confronted with another unrelated, but applicable, judgment. A wide range of constructs can be activated by the situational context: traits (i.e., semantic priming; e.g., Higgins, Rholes, & Jones, 1977) , attitudes (e.g., Bargh, Chaiken, Govender, & Pratto, 1992) , stereotypes (e.g., Lepore & Brown, 1997) , goals (e.g., Moskowitz, Gollwitzer, Wasel, & Schaal, 1999) , and the self-concept (e.g., Bargh & Tota, 1988) ; all have been shown to be activated in the mere presence of a relevant object or symbol in the environment.
Recent research has suggested that mind-sets, or cognitive orientations, and not just semantic constructs, can serve as primes. Gollwitzer, Heckhausen, and Steller (1990) found that establishing deliberative (evaluating and selecting a goal from among many alternatives) and implementation (specific planning on how to pursue a chosen goal) mind-sets in a prior context affected narrative construction and information recall in later, unrelated tasks. In their experiment, after participants were given either instructions to weigh the pros and cons of initiating action with regard to an unresolved personal problem (a deliberative mind-set) or to plan the implementation of a chosen personal project (an implementation mind-set), they participated in a "second experiment" in which they completed half-finished fairy tales. Deliberative mind-set participants tended to ascribe deliberative actions to the main character, from contemplating courses of action to seeking advice. Implementation mind-set participants, on the other, had their characters plunge headfirst into action.
Similarly, Chen, Shechter, and Chaiken (1996) also demonstrated the effects of cognitive orientations on subsequent processing. Priming an accuracy motivation mind-set led participants to engage in an unbiased form of systematic processing of subsequently encountered persuasive arguments relative to participants primed with an impression management mind-set. These experiments suggest that mind-sets tune information processing, attention, and thought production.
Recent research has explored the consequences of activating the simulation heuristic. Koehler (1991) and Hirt and Markman (1995) discussed the role of the simulation heuristic in debiasing the explanation bias. The explanation bias occurs when participants are asked to generate an explanation for hypothetical outcomes-they come to see that event as more likely to occur relative to participants not encouraged to construct explanations (Anderson, Lepper, & Ross, 1980; Ross, Lepper, Strack, & Steinmetz, 1977) . Koehler suggests that constructing an explanation draws attention to a single focal hypothesis and this leads individuals to adopt a conditional reference frame in which the focal hypothesis is assumed to be true. Being asked to generate any other explanation for an outcome, even when the new explanation explicates the same outcome, is enough to eliminate bias because participants generate additional alternatives spontaneously (Hirt & Markman, 1995) . Hirt and Markman suggested that generating one additional alternative serves as a catalyst, breaking the singlemindedness that occurs when the focal hypothesis is assumed to be true. In addition, they provided evidence that it is the activation of the simulation heuristic mind-set that is responsible for the debiasing effects of counterexplanation-participants who were asked to construct multiple explanations were more likely to construct multiple alternative outcomes and this generation was dependent on the simulational possibilities of the initial alternatives. Thus, considering a second explanation put participants into a mind-set in which additional, relevant alternatives were constructed, simulated, and assessed. These experiments, however, do not address whether contemplation of alternatives in one context can lead to generation of alternatives in a later, unrelated context. The activation of the simulation heuristic, by exposure to counterfactual events or by generating multiple explanations, might carry through to a later context and affect behavior and action. Galinsky, Moskowitz, and Skurnik (in press ) presented evidence consistent with the hypothesis that counterfactual primes can affect judgments. Counterfactual primes reliably affected person perception judgments by increasing attention to potential alternative outcomes of the target's behavior. They utilized the standard "Donald paragraph" from Higgins, Rholes, and Jones (1977) , in which Donald is ambiguous along the dimension reckless-adventurous. Pretesting found that in the original Donald paragraph constructed by Higgins et al., the negative consequences of Donald's actions were more salient-thus mentally simulating potential outcomes to Donald's actions should produce judgments of increased recklessness. That is what Galinsky et al. found-participants primed with a counterfactual, regardless of direction of the counterfactual, judged Donald to be more reckless than participants not primed with a counterfactual. This effect was dependent on whether negative alternatives were explicitly mentioned as a possibility in the Donald paragraph ("he had risked injury, and even death, a number of times"). When the salient negative alternatives were removed from the Donald paragraph, counterfactual primes tended to increase judgments of Donald's adventurousness. Counterfactual primes lead participants to overweigh the salient potential outcomes of Donald's actions in their person perception judgments regardless of whether they were positive or negative.
Not only does construct activation affect a wide range of judgments, but it also leads to behaviors assimilated to (Bargh et al., 1996) or contrasted away from (Dijksterhuis et al., 1998 ) the activated constructs. In Bargh et al. (Experiment 1) , incidental activation of the construct "rude" through a sentence-completion task led participants to interrupt an experimenter more quickly, despite no mention of concepts related to speed or slowness during the priming task. There is suggestive evidence that primed goals and mind-sets also can have behavioral consequences. Recent work by Bargh, Gollwitzer, Lee-Chai, and Barndollar (1998) showed that priming achievement goals lead to greater persistence in a task when confronted with a major obstacle.
The present research was designed to present evidence that counterfactual events can serve as primes, that they exert their priming effect through the activation of a mental simulation mind-set in which alternatives are considered and contemplated, and that this mind-set activation can have behavioral consequences. That is, the simulation heuristic will be activated by the simultaneous accessibility of both reality and its converse that occur during counterfactual comprehension. This activated mind-set will lead participants to consider alternatives that are the converse, reverse, or inverse of the typical function of an object or of a focal hypothesis. A pretest was conducted to establish that the counterfactual scenarios to be used as the primes led to the spontaneous activation of counterfactual thoughts.
PRETEST
Previous research (Roese & Oleson, 1996 has found that events that almost did not occur, regardless of the whether the actual outcome was positive or negative, produce spontaneous counterfactual musings. In order to create counterfactual and noncounterfactual scenarios to serve as our primes, we adapted an upward counterfactual scenario from Johnson (1986) in which a woman almost wins a trip to Hawaii. In all of the scenarios a woman (Jane) was at a rock concert of her favorite band. At the concert it was announced that a fan would win a trip to Hawaii and that the winner would be determined by the seat number currently occupied. Half of these scenarios described "counterfactual" events. In the downward counterfactual scenario, Jane wins the trip to Hawaii when the new seat she had just switched to was chosen (she switched in order to get a better view of the stage). In the upward counterfactual scenario, Jane loses the trip to Hawaii, when the seat that she had just switched from wins. The other half of the scenarios did not contain outcomes that almost did not occur. Jane either wins or loses a trip to Hawaii, but there is no mention of switching seats.
Forty-four participants were shown one of the four scenarios and asked to write down some examples of the thoughts that might run through the target woman Jane's head after the rock concert. Two independent coders rated the number of upward and downward counterfactual thoughts. The reliability for upward counterfactual thoughts was high, r(44) ϭ .91, p Ͻ .001, and the reliability for downward counterfactual thoughts was high, r(44) ϭ .83, p Ͻ .001; therefore the ratings of the two coders were averaged. Because the two scenarios with positive outcomes (Jane wins the trip to Hawaii) did not produce any upward counterfactual thoughts and the two scenarios with negative outcomes did not produce any downward counterfactual thoughts, separate t tests were conducted between the counterfactual and noncounterfactual scenarios for the scenarios with positive and negative outcomes. For the positive outcomes, the counterfactual scenario (M ϭ .60) produced significantly more downward counterfactual thoughts than the no-counterfactual scenario (M ϭ .08), t(20) ϭ 3.2, p Ͻ .01. For the negative outcomes, the counterfactual scenario (M ϭ 1.05) produced significantly more upward counterfactual thoughts than the no-counterfactual scenario (M ϭ .45), t(20) ϭ 2.5, p Ͻ .03.
These results replicate those of Oleson (1996, 1997) in which events that almost occurred otherwise lead to the spontaneous generation of counterfactual thoughts in which alternative realities are contemplated. Having established that our prime scenarios produce spontaneous counterfactual thoughts, Experiment 1 was designed to test whether these scenarios could serve as primes and affect performance on a problem-solving task.
EXPERIMENT 1
To demonstrate that counterfactuals prime a mental simulation mind-set in which relevant alternatives are considered, and to extend the effects of these primes to the behavioral domain, a problem-solving, behavioral task (the Duncker candle problem) was used in which solutions would be facilitated by awareness of alternatives. Higgins and Chaires (1980) demonstrated that the activation of interrelational constructs can affect performance on the Duncker candle task. In the Duncker candle problem, participants are shown three objects-a small candle, a full book of matches, and a box filled with thumbtacks. They are told to affix the candle to a cardboard wall in such a way that the candle burns properly and does not drip wax on the table or the floor. The correct solution requires participants to realize that a box can be used not just as a container, but also used as a flat surface that can be tacked to the wall and support the candle. Prior to completing the candle task, participants in the Higgins and Chaires experiment were presented with a list of objects and their containers as part of a memory task (e.g., cherries, jar; vegetables, bag). The experimenter described the object and its container with either the conjunction "and" (differentiated linguistic construction) or the preposition "of" (undifferentiated linguistic construction); half of the participants saw a list with such phrases as "carton of eggs" and the other half saw such phrases as "carton and eggs." Participants primed with a differentiated linguistic construction (and) were more likely to solve the Duncker candle problem than participants primed with an undifferentiated linguistic construction (of). The priming of differentiated linguistic constructions facilitates performance on the task by promoting one's ability to see the tacks and box as separate entities. Higgins and Chaires also extended the concept of applicability by showing that, as with semantic primes, the prime needed to be closely related to the subsequent stimulus to exert an influence. Priming with "and" as a general grammatical connective (e.g., "seashells and rocks glistened in the sunshine") rather than "and" as a device of differentiation had no effect on performance.
The Duncker candle problem seemed to be an ideal mechanism to investigate whether counterfactual primes could affect behavior because solutions to the problem can be facilitated through the simulation and awareness of alternatives (Glucksberg & Weisberg, 1966) . The critical factor in solving this problem is the encoding of the box (Glucksberg & Weisberg, 1966) . Most participants focus on the usual function of the box, as a repository for tacks; they fail to realize that the box has multiple functions and can be used as a stand for the candle. This inhibition to insight has been called a problem of functional fixedness. In addition to the priming manipulation used by Higgins and Chaires (1980) , solutions have been facilitated through blindfolding participants (Glucksberg, 1964) and providing a verbal label to the box (Glucksberg & Weisberg, 1966) . Blindfolding apparently facilitates solution because manual contact with the box occurs under a novel sensory situation. In addition to functional fixedness, participants fixate on initial strategies, finding it difficult to begin a new strategy even when they realize that their initial one is apparently failing. For example, when participants' initial strategy involves use of melted wax as an adhesive, they tend to ignore the box of tacks and other possible solutions (Glucksberg & Weisberg, 1966) . Counterfactual primes, if they prime a mental simulation mind-set, could enhance performance by increasing the awareness of alternative functions for the box and facilitating the consideration of alternative solutions. Counterfactual primes could therefore improve performance by reducing both types of fixedness. Although the upward and downward counterfactual pretest scenarios produced different types of counterfactual thoughts (upward and downward, respectively), we predicted that engaging in counterfactual thoughts in which alternatives were considered, regardless of the direction of those thoughts, would facilitate performance on the Duncker candle task. Galinsky et al. (in press ) demonstrated that both upward and downward counterfactual scenarios produced equivalent priming effects in a person-perception task. Consistent with this research, we pre-dicted that the process of simulating and considering alternatives to reality and not the content of those alternatives would be the critical factor in increasing rates of solution; therefore direction of the scenarios was not expected to moderate the effects.
Method
Participants and design. Participants were 33 undergraduates who received credit as part of a course requirement. The experiment was a 2 (counterfactual/ no-counterfactual) ϫ 2 (positive/negative event) between-participants design.
Procedure. Participants, who were run individually, were informed that they were going to participate in a number of different experiments. They were told the first experiment involved reading comprehension. They were given one of the four prime scenarios from the pretest and told to read the paragraph carefully because they would be asked questions about it later. After spending a couple of minutes reading the scenario, participants were told that they were going to participate in a different, unrelated experiment that involved solving logic problems. Participants were taken to a room in which there was a table and a large poster board pressed between the table and a wall. On the table was a Turkish blanket that covered the Duncker candle materials (a small candle, a full book of matches, and a box of thumbtacks). Participants were given the same instructions that Higgins and Chaires (1980) gave to their participants. Before removing the cloth, the experimenter told the participants:
Under the Turkish blanket there is a candle and some other household objects. When the cover is removed your task is to affix the candle to the wall so that the candle burns properly and does not drip wax on the table or floor. You will be timed and you should try to solve the problem as quickly as possible. I [the experimenter] cannot answer any questions while you are working. Keep working until I announce that you have achieved the correct solution. You have a maximum of ten minutes to work on the problem.
The experimenter was blind to the prime scenario. In addition, the experimenter sat out of sight behind the subject in order to avoid influencing the participants while they attempted to solve the problem. As in the Higgins and Chaires (1980) study, the problem was considered solved when participants tacked the box to the wall.
Results and Discussion
In order to normalize the distributions, a 2(arcsin(sqrt)) transformation was performed on the proportion of correct solutions within each experimental cell. 1 A 2 (counterfactual/no-counterfactual) ϫ 2 (positive/negative event) betweenparticipants ANOVA was run on the transformed proportions. Only the predicted main effect for counterfactual emerged significant, F(1, ϱ) ϭ 15.3, p Ͻ .001.
The solution rate for the Duncker candle task was significantly facilitated for participants primed with a counterfactual (56%) relative to those not primed with a counterfactual (6%). The solution rate for those participants who did not receive the counterfactual scenario was comparable to the solution rate of the control condition in Higgins and Chaires (1980) , suggesting that the counterfactual prime facilitated performance rather than the noncounterfactual prime condition inhibiting performance. The higher order interaction testing for whether the direction of the counterfactual prime mattered did not approach significance, F Ͻ 1.
A 2 (counterfactual/no-counterfactual) ϫ 2 (positive/negative event) betweenparticipants ANOVA was also conducted on the time to complete the Duncker candle task. A significant main effect for counterfactual F(1, 29) ϭ 14.02, p Ͻ .01 showed that participants primed with a counterfactual were quicker to solve the Duncker candle problem (M ϭ 6.89 min) than participants not primed by a counterfactual (M ϭ 9.65 min). These numbers include participants who did not solve the Duncker candle problem but were given a score of 10 min-the time limit placed on the task. Looking at only those participants who solved the Duncker candle problem, participants primed with a counterfactual were faster (M ϭ 3.5 min) than participants primed with a noncounterfactual (M ϭ 7.4 min). In addition, 25% of the participants primed with a counterfactual, and only 6% of the participants exposed to noncounterfactual scenario, altered an initially unsuccessful strategy and were able to solve the problem. This suggests that the counterfactual primes served to make the alternative functions of the tack box accessible and appeared to decrease the likelihood that participants would perseverate on their initial strategy-the primed mental set of considering alternatives reduced both types of fixedness. This reduction of fixedness did not depend on the direction of the counterfactual prime, providing evidence that the process of thinking about counterfactual alternatives and not the content those alternatives was responsible for the facilitation of performance.
The counterfactual primes and the Duncker candle problem have no contentspecific connection. Winning or losing trips to Hawaii after switching seats and seeing alternative functions of the box are not logically related. We contend that in seeing Jane switch seats and lose, one becomes aware of both the actual outcome and its converse alternative. It is the process of recognizing both reality and its divergent possibilities that leads participants to see both the usual function and the less typical function of the box. Although the activation of counterfactual alternatives is often confined to specific type of scenarios (i.e., near-misses and norm violations), the process of attending to alternatives endures and extends to functionally irrelevant domains. Just as deliberating about the pros and cons of potential courses of action leads people to consider pros and cons in an unrelated, and functionally irrelevant, context (Gollwitzer et al., 1990) , constructing alternative realities in one context leads one to see and simulate alternatives in another context. Hirt and Markman (1995) found that generating multiple explanations for an event activated the simulation heuristic and increased the spontaneous generation of alternative outcomes. The present results extend that work by demonstrating that the activation of the simulation heuristic has consequences beyond the particular context in which it was activated. Just as generating counterexamples break the inertia of a focal hypothesis (Koehler, 1991) , counterfactual primes fractures the fixating hold of fixedness.
EXPERIMENT 2
Having demonstrated that counterfactual primes could facilitate performance by increasing the accessibility of alternatives, we turned to whether the activated mind-set could decrease performance. In order to test this notion, we selected a task in which the rate of solution could decrease if too many hypotheses were entertained and too many alternatives were selected. We hypothesized that participants' rate of solution would not be facilitated, but hindered, by counterfactual primes for a problem-solving task such as the Wason card-selection task (Wason & Johnson-Laird, 1972) . In this task participants are shown four cards, each bearing a symbol: E, K, 4, and 7. Participants are given the statement concerning the cards, "if a card has a vowel on one side then it has an even number on the other side." Participants are instructed to select only those cards that need to be turned over to find out whether the statement is true or false. The only two cards needed to test the veracity of the conditional are the E and 7 cards because they each could contain potentially falsifying information. In its abstract form, participants have great difficulty solving this problem. Participants make errors both of commission and omission. An error of commission occurs when one turns over the 4 card, which provides no relevant information because the conditional is not bidirectional; this error has also been termed affirming the consequent. Many participants fail to select the 7 card, an error of omission. This card is crucial because it provides potentially falsifying information. Thus, participants fail to take on a falsifying mental-set. A number of different experimental manipulations have increased the rate of solution. The majority of these have altered the content, using more familiar and realistic information. Simulation and consideration of alternatives might hinder performance on this task because it could increase the probability of affirming the consequent. Participants primed with a counterfactual might be more likely to misinterpret the conditional as bidirectional, which would lead to affirming the consequent. Affirming the consequent would suggest that participants were entertaining two reversible hypotheses-that vowels imply even numbers and that even numbers imply vowels (Johnson-Laird, 1983 ). They would not be affirming the consequent to prove that the conditional is true, but affirming the consequent because of a misguided attempt at disproving the constructed hypothesis that even numbers imply vowels. In becoming aware that although Jane did win the lottery after switching seats, the converse was also possible-factuals and counterfactuals are now psychologically connected. Winning suggests the possibility of losing and vice versa; the antecedent implies the consequent and vice versa. Byrne and Tasso (1994) presented research consistent with this notion. Building off of the work on mental models (Johnson-Laird, 1983) , they suggest that counterfactual conditionals lead to the heightened accessibility of the alternatives necessary to correctly falsify. They also point out that this heightened accessibility of alternatives that result from counterfactual conditionals also leads to fallacious conditional reasoning (e.g., affirmations of the consequent). Counterfactual conditionals increase the accessibility of alternatives that lead to correct selections and of alternatives that lead to incorrect selections. They found that almost twice as many participants affirmed the consequent and twice as many participants correctly falsified when solving a syllogism with a counterfactual premise, compared to a syllogism with a factual premise. In their example, given the counterfactual conditional, "If Linda were in Dublin, then Cathy would be in Galway" participants correctly try to discern Cathy's location by determining Linda's location but they also incorrectly try to discern Linda's location from knowledge of Cathy's location. They concluded that counterfactual conditionals allow participants to more easily falsify, but such conditionals also make participants vulnerable to logical fallacies. Note that in the Byrne and Tasso study the counterfactual premise, affirmations of the consequent, and correct falsifications were embedded in the same task. We predict that counterfactual primes will increase the simultaneous selection of both the card that affirms the consequent and the card that can provide potentially falsifying information for the specific conditional that was specified, a pattern suggesting that counterfactual primes are leading participants to entertain two hypotheses.
If participants are more likely to affirm the consequent following counterfactual primes, it would suggest that a consideration of alternatives mental set does not uniformly increase performance on problem-solving tasks and may decrease performance when selection of relevant alternatives is in conflict with the correct solution (Tetlock, 1992) . We adapted a version of this paradigm from Cheng, Holyoak, Nisbett, and Oliver (1986) in which participants were asked which health visa forms must be turned over in order to test whether a traveler has been inoculated against cholera. We chose to use a more enriched version of the Wason card task, rather than the original abstract version, because inhibited or facilitated performance by counterfactuals might only emerge when the selection task contains content amenable to counterfactual simulations. Galinsky et al.
(in press) presented some evidence that scenarios lacking in simulation possibilities are unaffected by counterfactual primes.
Method
Participants and design. Participants were 98 undergraduates who received credit as part of a course requirement. The experiment a 2 (counterfactual/nocounterfactual) ϫ 2 (positive/negative event) between-participants design.
Procedure. Participants, who were run individually, were given the same initial instructions that participants received in Experiment 1-these instructions described the priming task and the Wason card task as separate. Participants were then given a booklet after reading the prime scenarios. On the first page of the booklet participants saw instructions that they were going to play the role of a public health official at an international airport in Manila. They were told that because the airport was highly congested and busy, it was necessary to perform the job effectively and efficiently. They were told that their job was "to check that every arriving passenger who wishes to enter the country (rather than just change planes at the airport) has had an inoculation against cholera. Every passenger carries a health form. One side of the form indicates whether the passenger is entering or in transit, and the other side of the form lists the inoculations he/she has had in the past six months. Which of the following forms would you need to turn over to check? Your task is to name those forms, and only those forms, which need to be turned over." On the second page of the booklet, participants saw four health forms. Form A had the heading "Transit" (irrelevant card); Form B had the heading "Entering" (potentially falsifying card); Form C had the heading "Inoculated against: hepatitis, cholera" (affirming the consequent card); Form D had the heading "Inoculated against: typhoid" (potentially falsifying card). Participants' responses were coded as correct only if the selected both Forms B and D and no other forms. After participants had finished their tasks, they were debriefed. No participants mentioned a connection between the priming scenario and the subsequent task.
Results and Discussion
In order to normalize the distributions, a 2(arcsin(sqrt)) transformation was performed on the proportion of correct solutions within each experimental cell.
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A 2 (counterfactual/no-counterfactual) ϫ 2 (positive/negative event) betweenparticipants ANOVA was run on the transformed proportions. Only the predicted main effect for counterfactual emerged significant, F(1, ϱ) ϭ 3.93, p Ͻ .05. Participants primed with a noncounterfactual scenario (60% solution rate) had a significantly higher solution rate than their counterfactual primed counterparts (40% solution rate). As in Experiment 1, the direction of the counterfactual prime did not moderate the effect, F Ͻ 1 (see Table 1 for a summary of the pattern of cards selected by participants).
In addition, there was evidence to support our hypothesis that counterfactual primes would not facilitate performance on the Wason card-selection task be-cause the activated mind-set would lead participants to affirm the consequent. A 2 (counterfactual/no-counterfactual) ϫ 2 (positive/negative event) between-participants ANOVA was conducted on whether participants affirmed the consequent. A significant effect for counterfactual emerged, F(1, ϱ) ϭ 9.8, p Ͻ .01. The interaction testing for whether direction of the counterfactual prime had a differential effect on affirming the consequent showed an F Ͻ 1. Thirty-six percent of participants primed with a counterfactual incorrectly affirmed the consequent, whereas only 11% of participants exposed to noncounterfactual scenario incorrectly affirmed the consequent. Decreased rates of solution after exposure to a counterfactual prime were the result of an error of commission, affirming the consequent, rather than an error of omission, failing to select the potentially falsifying card.
Providing support for the notion that affirming the consequent was a misguided attempt at falsification, 13 participants (25%) who were primed with a counterfactual correctly selected both of the potentially falsifying cards and incorrectly affirmed the consequent (without selecting the irrelevant card), whereas none of the participants not primed with a counterfactual selected this pattern of cards, F(1, ϱ) ϭ 26.0, p Ͻ .001. Importantly, participants primed with a counterfactual were not more likely to select the irrelevant card overall, F Ͻ 1. 4 Affirming the consequent without decrements in falsification or increments in selecting the irrelevant card suggest that counterfactual primes were leading participants to entertain two hypotheses, the to-be-tested one and its reverse. As in Experiment 1, the direction of the counterfactual thoughts during the priming episode did not moderate any of the effects. Previous research has also found a relationship between counterfactuals, affirmations of the consequent, and correct falsifications (Byrne & Tasso, 1994) . Byrne and Tasso (p. 128) conclude that "our account does not propose that reasoners construct a logically more prudent representation of hypothetical conditionals; the more explicit representation enables them to make the valid modus tollens inference more readily, but it also renders them more vulnerable to logical fallacies." Increased accessibility of alternatives does not uniformly lead to better performance on a creative task, but only when the consideration of alternatives facilitates achieving the correct solution.
EXPERIMENT 3
The final experiment was designed to bolster our claims that counterfactual primes serve to make simulations and awareness of relevant alternatives more accessible. We chose the trait hypothesis-testing paradigm for the next experiment because consideration of alternatives is a clear part of the task and because previous studies have found that encouraging participants to consider alternatives decreases the tendency to selectively seek hypothesis-confirming evidence. Many studies have found that trait hypothesis testers tend to display a confirmation bias, the tendency to seek evidence that confirms one's hypothesis, and to neglect evidence that disconfirms it (Snyder & Swann, 1978; Pyszczynski & Greenberg, 1987) . Trope and Liberman (1996, p. 242 ) noted that often hypothesis-testers rely on a variety of simple heuristics (Sherman & Corty, 1984) and that in doing so they "pay little or no attention to alternative hypotheses."
In one of the earliest demonstrations of the confirmation bias with regard to traits, Snyder and Swann (1978) asked participants to test the hypothesis that a student in the next room was an extrovert (after being given a short profile of the typical extrovert). They were given a list of questions that were designed to elicit evidence of extroversion (e.g., "what do you like about parties?") or introversion (e.g., "what factors make it hard for you to open up to people?") and asked to select 12 they would like to use in testing the hypothesis. Participants tended to choose questions that would find evidence in support of their hypothesis rather than those that would contradict it. And, answers to these leading questions generally provided evidence in support of the hypothesis regardless of whether the person who answered the questions was an extrovert or introvert.
A variety of experimental manipulations, including cash prizes for the most diagnostic questions, have had no corrective effect on the bias. Lord, Lepper, and Preston (1984, p. 1238) were able to eliminate the bias, however, by providing participants with a profile of an introvert rather than an extrovert and the instructions, "introverts are the opposite of extroverts, so reading this profile should be just as helpful to you." When participants were given these instructions, they chose more balanced questions to ask. These instructions were significantly more effective than the instructions: "we want you to be as accurate as possible in providing a fair and unbiased test of the person's true character." Therefore, access to information in direct opposition to the hypothesis under consideration opened up previously buried routes of data gathering. Reddy (1995) found that when interviewers experienced the constraining nature of the questions by having to answer a few of the questions typical of those they would be selecting, these hypothesis testers chose fewer hypothesis-confirming questions. Recently, Galinsky (1999) followed up these results by showing that the confirmation bias could be reduced in an interview setting by having the interviewer take the perspective of the interviewee, the person about whom the hypothesis was to be tested. In both of these experiments the shifting of roles, both actual and psychological, from the interviewer to interviewee, allowed access to alternatives to the hypothesis and thereby increased exposure to potentially disconfirming information.
One might notice similarities between the Wason card-selection task and the trait hypothesis-testing paradigm-they both appear to be about a bias toward confirmation and away from falsifying information. However, they differ in a number of important respects. Most importantly, in the Wason card task participants are explicitly asked to test whether a statement represented as a conditional is true. In conditional reasoning, the second term is dependent on the first term, but the first term is not dependent on the second term-conditionals flow in only one direction and interpreting them as bidirectional leads to errors in judgments. In the Wason card task as it is classically constructed, attention to multiple hypotheses and possibilities decreases the probability of getting the correct solution. In the trait hypothesis-testing paradigm, participants are instructed to test whether the individual possesses a certain trait or does not possess that trait. Participants focus on the focal hypothesis that the person does possess the trait, ignoring the converse possibility that the person lacks that trait and thus possesses the trait in direct opposition to the tested trait. Becoming aware of this converse potentiality decreases the bias toward confirming that the person possesses the trait because participants consider the opposite as a viable possibility. In the trait hypothesis-testing paradigm as it is classically constructed, attention to multiple hypotheses increases the probability of getting the correct solution.
The key difference between the two tasks is that the hypothesis in the Wason card task is represented as a conditional, whereas the hypothesis in trait hypothesis-testing task is free of conditional language. The highly restrictive nature of testing conditional propositions means that consideration of alternatives to the stated conditional will lead to the erroneous selection of cards.
Given that explicit and implicit exposure to the alternative hypothesis in the hypothesis-testing context reduces the confirmation bias and that the trait hypothesis-testing paradigm is free of conditional language and premises, counterfactual primes, if they serve to increase the probability of considering relevant alternatives, should also decrease the tendency toward hypothesis confirmation. Becoming aware of and simulating alternative, converse outcomes to the actions of Jane should lead people to become aware of the alternative, opposing hypothesis-that the person may not be an extrovert but an introvert. If counterfactual primes increase sensitivity to relevant alternatives, then hypothesis testers primed with a counterfactual should select more hypothesis-disconfirming questions to ask, but without selecting greater numbers of neutral questions which are irrelevant to the stated hypothesis or its converse.
Method
Participants and design. Participants were 56 undergraduates who received credit for participation as part of a course requirement. The experiment had a 2 (counterfactual/no-counterfactual) ϫ 2 (positive/negative event) between-participants design.
Procedure. Participants received the stimulus materials in groups of four to six. Upon encountering the Jane paragraph, participants were instructed to read the story carefully because they would be asked questions about it later. Following a brief filler task, participants encountered the hypothesis-testing task.
At this point, participants were told that they would be participating in an experiment that is studying how individuals come to know each other. They were given similar instructions to those that Reddy (1995) gave her participants:
One way to learn about other people is by asking them questions about their likes and dislikes, their favorite activities, their life experiences, and their feelings about themselves. In the few minutes, another person is going to join us. What you will do is ask the person questions and then give us your impression of the person afterward.
Participants were told that the individual they were going to interview completed a number of personality tests last semester and, from these tests, there is reason to believe that the individual is an extrovert. Participants were then shown a card that contained a personality profile of an extrovert in order to ensure that all participants had a common working definition of extroversion. Participants were asked to investigate how well the personality profile describes the interviewee. Participants were told that in order to help them structure their interview, they would be given a list of 25 questions designed to help them investigate their hypothesis. Ten of the questions were designed to elicit hypothesis-confirming answers (e.g., "What do you like about parties?") and 10 of the questions were designed to elicit hypothesis-disconfirming answers (e.g., "What factors make it hard for you to open up to people?"), and for 5 of the questions a typical answer would neither confirm or disconfirm their hypothesis. The style of questions were designed to elicit either a confirming or disconfirming answer rather than simply a "yes" or "no" response that could both confirm or disconfirm the hypothesis; thus, the questions allowed us to look at a confirmation bias rather than a positive test strategy (Klayman & Ha, 1987) . Participants were told that, because of time constraints, they would only have an opportunity to ask about 12 questions and so they would be given a couple of minutes to choose from the list the 12 questions they wanted to ask the interviewee. Participants were instructed to read all of the questions thoroughly before beginning the choosing process and that they should mark a check by those questions they were going to ask. When they were done choosing their 12 questions, participants were instructed to let the experimenter know that he/she was ready for the interview. After participants selected the questions they sought to ask, they were informed that the experiment was over and they were debriefed.
Results and Discussion
Number of extroverted and introverted questions selected. The questions participants chose to ask in their interviews were coded as to whether a typical answer would elicit a hypothesis-confirming answer (an extroverted question), a hypothesis-disconfirming answer (an introverted question), or a neither answer (a neutral question). Separate 2 (counterfactual/no-counterfactual) ϫ 2 (positive/ negative event) between-participants ANOVAs were conducted on the number of introverted questions, the number of extroverted questions, and the number neutral questions chosen. The two-way ANOVA conducted on the number of introverted questions asked revealed a significant main effect for counterfactual, F(1, 52) ϭ 4.1, p Ͻ .05. Participants primed with a counterfactual scenario asked significantly more questions designed to elicit hypothesis-disconfirming answers (i.e., introverted questions) (M ϭ 3.46) than did participants primed with a noncounterfactual scenario (M ϭ 2.19). The two-way ANOVA conducted on the number of extroverted questions asked revealed a significant main effect for counterfactual, F(1, 52) ϭ 4.7, p Ͻ .04. Participants primed with a counterfactual scenario asked significantly fewer questions directed toward hypothesis confirmation (i.e., extroverted questions) (M ϭ 6.7) than did participants primed with a noncounterfactual scenario (M ϭ 8.0) (see Fig. 1 ). For both introverted and extroverted questions the interaction effect testing for whether direction of the counterfactual prime mattered showed F's Ͻ 1. Importantly, no significant differences (all F's Ͻ 1) were found on the neutral questions, suggesting that it was awareness of the alternative and competing hypothesis that reduced the number of hypothesis-confirming questions selected.
Exposure to a counterfactual scenario in a previous task increased the accessibility of the alternative and converse hypothesis. Whereas previous studies had found that exposing perceivers to the alternative hypothesis in the context of hypothesis testing decreased the confirmation bias (Lord et al., 1984) , this experiment showed that sensitivity to relevant alternatives can be increased by exposure to information from a previous task. Hirt and Markman (1995) found that generating multiple explanations for an event increased the spontaneous generation of multiple conclusions. Koehler (1991) described the generation of counterexamples as "breaking the inertia" of a frame of reference in which the focal hypothesis is assumed to be true. The inertia was broken in our experiment, not by generating counterexamples during the hypothesis-testing task, but by simulating alternative and converse realities in the previous task. These findings lend additional support to our overarching hypothesis that the processes inherent in counterfactual comprehension (simulation and awareness of alternative realities) can carry through to subsequent tasks. Again, direction of the counterfactual prime did not moderate any of the effects. Recognizing the potential alternatives to Jane's reality in the prior task, regardless of the specifics and valence of those alternatives, led participants to subsequently exhibit sensitivity to relevant alternative hypotheses and potentially disconfirming information.
GENERAL DISCUSSION
The experiments presented here shed light on the nature and consequences of both priming effects and counterfactuals. Typically, priming effects in the literature reflect how incidental exposure to information affects what we think, but rarely addresses the question of whether such exposure affects how we think. These studies provide converging evidence that thinking about counterfactual alternatives to reality can activate a mind-set in which relevant alternatives are considered and can affect subsequent behaviors. Counterfactual events, with their accessible alternatives to reality, had been shown to affect judgments about the mutable event itself, whether they are real-world judgments, such as victim compensation, emotional reactions, or judgments of causality. We have demonstrated that a counterfactual mind-set goes beyond judgments (Galinsky et al., in press) and extends to future unrelated behaviors for which the consideration of relevant alternatives are applicable.
The pattern of results across all three experiments support our overall contention that counterfactual primes lead participants to simulate and focus on alternative possibilities that are relevant to the task at hand-that a mental simulation mind-set, akin to the simulation heuristic (Hirt & Markman, 1995; Kahneman & Tversky, 1982) , was activated. Affirming the consequent while simultaneously falsifying in the Wason card-selection task and selecting disconfirming questions in Experiment 3 suggest that participants were aware of the reverse and converse hypotheses embedded in each task. In both Experiments 2 and 3 participants did not select alternatives irrelevant to latent hypotheses in the task-counterfactual primes did not increase the selection of irrelevant cards (Experiment 2) or of neutral questions (Experiment 3). Thus, participants were only more likely to pick alternatives that were relevant, even if in a contradictory way, to the original hypothesis or function. In the counterfactual scenarios, winning and losing are related to, but inconsistent with, each other. In the subsequent tasks, the box of tacks as repository is related to, but in conflict with, its function as a stand; the reverse of the conditional is related to but, in conflict with, the specific, narrow conditional to be tested; introverts are related to, but the opposite, of extroverts. Hirt and Markman (1995) found that generating alternatives increased subsequent, spontaneous construction of alternative outcomes, but, in support of their theory that the simulation heuristic was activated, this generation was dependent on the simulational possibilities of the initial alternatives (Galinsky et al., in press ). The pattern of data also suggests that counterfactual primes crack open the door to possibilities, "breaking the inertia" of the suffocating hold of focal hypotheses, typical functions, and blind linearity (Koehler, 1991) .
The activation of a mental-simulation mind-set that is analogous to the simulation heuristic is presumed to have led participants to consider relevant, albeit contradictory, possibilities. Future research should employ process measures (e.g., talking-aloud tasks or written reports of problem-solving strategies) that might more precisely demonstrate the simulation and consideration of alternatives in later, unrelated contexts following counterfactual primes.
THE NATURE OF PRIMING EFFECTS
These experiments extend recent research suggesting that mind-sets and cognitive orientations, and not just semantic constructs, can be primed and utilized in subsequent situations. Both Gollwitzer et al. (1990) and Chen et al. (1996) demonstrated that the activation of a particular cognitive orientation in a prior context drove subsequent information processing and memorial strategies. It should be noted that activation of counterfactual alternatives is scenario specific in that they are triggered by near-misses and norm violations. Why would attending to alternatives endure and extend to domains as diverse as the Duncker candle problem and the trait hypothesis-testing paradigm? The experiments and theorizing by Gollwitzer et al. (1990) are particularly instructive on this pointdeliberating about one's goals in one task leads to deliberative tendencies in other unrelated contexts because deliberation is a functional, well-learned strategy for approaching the world. Roese (1994) points out that counterfactual thinking, like deliberative thinking, is a pervasive feature of mental life and its ubiquity stems from its functionality and assistance in performing goal-directed behavior-once activated the mind-set persists because it is a well-learned functional strategy for comprehending the world. Although only specific types of scenarios activate counterfactual thoughts, the content and direction of those thoughts do not appear to moderate the effect of counterfactual primes. The research on deliberative mind-sets is similar in that the priming effects do not depend on the content of what participants deliberate about in the first task.
These results raise a number of questions concerning the relationship between types of primes (semantic construct and mind-set primes) and types of effects (judgmental and behavioral). The activation of counterfactual thinking in particular, and mind-set activation more generally, differs in a number of ways from typical priming paradigms that involve the subliminal or even supraliminal presentation of trait words. First, counterfactual thinking is a more conscious process, with individuals able to articulate such thoughts, as participants did in the pretest. Second, there is no direct and apparent mapping of the content of the counterfactuals and the subsequent judgmental and behavioral effects-the effects of both counterfactual and deliberative mind-set primes are not moderated by the content of the knowledge expressed during the priming episode. Bargh (1992) points out that controlling the effects of priming stimuli requires not only awareness of the presented stimuli, but also awareness of what the stimuli will activate, the direction in which that activation will exert an influence, and the motivation to counteract that influence (Bargh, 1992) . Mind-set activation may produce even more pervasive influences than construct activation because it might be harder for participants to delineate the nature and direction of influence. Whereas being conscious of trait prime words can lead participants to try to prevent that construct from coloring their perceptions (i.e., "If I saw hostile words then I might see this person as hostile and I should correct for that influence"; Strack, Schwarz, Bless, Kü bler, & Wänke, 1993) , it may be more difficult to know what to do when one is aware that one has produced counterfactual thoughts. Bargh (1997) has suggested that the behavioral and perceptual systems are not redundant and therefore behavioral effects can diverge from judgmental effects. In addition, behavioral effects may be less controllable than judgmental effects because the direction of influence may be more difficult to pinpoint (i.e., "How will seeing words related to hostility affect my own behavior?"). Future research should explore both the differentiation of mind-set primes and semantic construct primes and the differentiation of judgmental and behavioral effects by investigating whether awareness of a priming influence leads to contrast effects following mind-set primes as it does with construct primes (Martin, 1986; Moskowitz & Roman, 1992; Strack et al., 1993; Wegener & Petty, 1997) .
The effects of counterfactual primes further the preparative function of counterfactual thought and mental simulation, in which past reconstructions lead to future consideration of alternatives. Roese (1994) found that directing participants to consider alternatives to reality led to specific increases in preparedness and ultimately performance by specifying the necessary conditions to avoid replication of previous errors. The work presented here has extended this work by demonstrating that the process of reconstructing the past can lead to future consideration of alternatives on unrelated tasks, increasing or decreasing performance depending on the task.
BIASING AND DEBIASING
Depending on the judgmental and behavioral context, counterfactual primes can bias or debias thought and action. Counterfactual primes increased performance (i.e., debiased action) on the Duncker candle task, but decreased performance (i.e., biased action) on the Wason card task. For the Duncker candle problem, consideration of alternatives facilitated performance because participants were more likely to become aware of the multiple functions for the box of tacks. In the Wason card task, in which a narrowly defined conditional is tested, consideration of multiple hypotheses can reduce the rate of solutions. Primed mental sets can reveal hidden alternatives, but it can also lead people to logical errors and down blind alleys. Similarly, the priming effect of counterfactuals on impressions of Donald from Galinsky et al. (in press) can also be construed as a bias. Because unprimed participants recognize the ambiguity of Donald's behavior, more extreme impression-based judgments following counterfactual primes implicate counterfactuals in coloring and distorting those impressions.
Counterfactual primes, however, promoted a less biased approach to trait hypothesis testing. Consideration of alternatives exposed the oft-ignored countervailing hypothesis. The greater selection of hypothesis-disconfirming questions in the solicitation of hypothesis-relevant trait information has important implications for social relations, such as reducing self-fulfilling prophecies. Previous studies in hypothesis testing have found that the tendency to select hypothesis-confirming questions not only leads the interviewer to walk away with his/her expectancy confirmed, but guides the interviewee into feeling more like the person the interviewer expected to meet (Snyder & Swann, 1978; Reddy, 1995) . Not only does the interviewee tend to evaluate the self more in line with the interviewer's expectancy, but he or she also comes to play the part (Fazio, Effrein, & Falender, 1981) . Exposure to counterfactuals may also facilitate intergroup relations by leading individuals to engage in perspective taking (Galinsky, 1999) .
The ability of counterfactual primes to both bias and debias social thought is similar to Tetlock's (1992) analysis of the effects of accountability manipulations. Often people contend with accountability by thinking in flexible, multidimensional ways. This flexibility of thought reduces a number of different robust biases including primacy effects (Tetlock, 1983) , the correspondence bias (Tetlock, 1985) , and stereotyping (Neuberg & Fiske, 1987) . When individuals are made accountable before a decision is made, accountability promotes preemptive self-criticism that facilitates effective decision making, but when individuals are made accountable after a decision is made, they rigidly defend their position, seeking any justification for their actions (Tetlock, Skitka, & Boettger, 1989 ). Accountability has also been shown to exacerbate bias by leading participants to rely on nondiagnostic information when making predictions, thereby magnifying the dilution effect (Tetlock & Boettger, 1989) . The inappropriate use of nondiagnostic information under accountability conditions is similar to the inappropriate selection of the consequent in the Wason card task following counterfactual primes. Both accountability and counterfactuals can bias or debias depending on the judgmental context.
CONCLUSION
Research on counterfactual thinking has been an explosive industry over the past 15 years, examining how events that possess mutable features and close alternative outcomes affect our understanding of and reactions to the social environment. Counterfactual thought is typically examined with the emphasis placed upon affective states (such as sympathy, regret, and relief) and causal judgments that arise from considering alternatives to the existing reality. The current research moves beyond examining the impact of mental simulation on evaluations of the counterfactual event itself. Instead it examines the lingering influence of counterfactual thinking on subsequent decisions and behaviors. Counterfactual thoughts are contextualized within social thought, influencing and being influenced by the myriad internal and external stimuli that we are confronted with every day.
