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RESULTS OF THE 2007 FEPT 
 
Josef Messerklinger, Asia University 
 
This article reviews and explains the results of the Freshman English Placement Test 
(FEPT), administered at Asia University in April 2007 and again later in the academic 
year.  
 
Background 
This year, 1,426 students sat the FEPT, which is used to place students into Freshman 
English classes. They were also given an Oral Proficiency Interview (OPI), but this test is 
largely a formality since none of the teachers has been given official training in ACTFL 
interview procedures. Moreover, the interview schedule does not allow for a proper 
assessment of students’ speaking ability. 
 
It should be emphasized that the FEPT is a placement test and not an achievement test; it 
is not based on the various curricula found in the Freshman English program and 
therefore is not representative of student performance or teaching practices whatsoever. 
Nor is the test a proficiency test; it lacks the rigor of such tests and therefore cannot shed 
any light on students’ English ability. Hence, these results should be read with a great 
deal of caution. Nonetheless, for undisclosed administrative reasons the same paper exam 
was given to the students after they completed the FE course. 
 
This was the first year students took the new revised FEPT. It differs from the previous 
version in length, 50 minutes as opposed to 45 minutes, and in the number of test items, 
98 as opposed to 75, each test item having a mark value of 1. The format of the FEPT 
remains the same, listening, grammar, and reading. 
 
Results of the 2007/2008 FEPT 
Mean test scores were tabulated for the April 2007 FEPT (incoming freshmen) and for 
the second sitting of the test. However, because a different number of students took the 
test at the beginning and end of the course, adjustments were made to account for 
students who did not participate in both test sessions. Therefore, the average for the exam 
as reported below in the statistical evaluation of the test differs from the average used in 
the comparison made here. 
 
The mean score for the second sitting of the test was slightly higher than the mean score 
for the April administration of the exam; however, not all students improved. In the 
faculty studied here, a quarter of the students had scores that were the same or lower than 
their April scores. Looking at the 150 students who did not improve by more than the 
average for this faculty, the mean score actually drops one tenth of a point. Moreover, a 
visual comparison of the pretest and posttest distribution of scores for this group shows 
that the number of students who scored one and two standard deviations below the mean 
actually increased in the posttest! 
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At the same time, there was a slight increase in the number of students who scored at or 
near the mean while there were slight decreases in the number of students who scored 
one and two standard deviations above the mean and only a slight increase in the number 
of students who scored higher than three standard deviations above average. 
 
The graph also suggests that statistically there was no real change in scores: the two 
distributions overlap considerably. The results of a t-test for this group, summarized in 
the table below, confirm that indeed there was no significant change in scores. 
 
t-Test for weakest 150 students Pretest Posttest 
Mean 56.40667 56.3 
Variance 160.1624 174.896 
Observations 150 150 
Pearson Correlation 0.934517  
Hypothesized Mean Difference 0  
Df 149  
t Stat 0.276995  
P(T<=t) one-tail 0.391084  
T Critical one-tail 1.655144  
 
On the other hand, the graph of scores for the 100 students who improved most reveals a 
clear shift to the right; their posttest scores improved quite noticeably.  
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The number of students in the standard deviations at and below the average all decreased 
while the number of students in the first and especially the second standard deviations 
above average increased and a number of students manage to score three standard 
deviations above average in the posttest. 
 
Obviously, the improvement was not random; these students were chosen because their 
scores had risen more than the average and this is reflected in the numbers. The table 
below shows that on average, these students improved by more than 10 points. Moreover, 
the t-value demonstrates the effects of choosing which students to include and which to 
exclude from the statistical analysis. 
 
t-Test: 100 Most Improved Students Pretest Posttest 
Mean 48.35 58.99 
Variance 148.4924 147.808 
Observations 100 100 
Pearson Correlation 0.95974  
Hypothesized Mean Difference 0  
Df 99  
t Stat 3.08054  
P(T<=t) one-tail 7.94E-53  
t Critical one-tail 1.660392  
 
Nonetheless, although the statistics verify that the improvement was not random, it does 
not explain the change in scores. 
 
One possible explanation for these results is that the second group of students learned 
more, however, on closer examination of the tables, a more likely explanation soon 
comes to mind. Students in the first group scored higher to begin with; the average pretest 
score was 56 points for the group that did not improve while 48 points for the group that 
improved most, and in the end both groups scored nearly the same, 56 and 58 points 
respectively. There was probably not that much difference between the two groups of 
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students to begin with, and the students in the most improved group may simply have 
done poorly on the test the first time because of nervousness, fatigue, bad luck or some 
other non-language related reason. 
 
Combing the two groups and including the few other students who improved by only 
slightly more than the average, the mean score for this faculty increased by about four 
points. If this does not seem like a lot, that is because it isn’t. In fact, a t-test for the entire 
faculty shows that there was no significant change in scores. 
 
t-Test: Total Pretest Posttest 
Mean 53.05224 57.3694 
Variance 167.016 161.6495 
Observations 268 268 
Pearson Correlation 0.869249  
Hypothesized Mean Difference 0  
Df 267  
t Stat 0.62158  
P(T<=t) one-tail 5.07E-23  
t Critical one-tail 1.650581  
 
In other words, differences in average scores can be attributed to chance. One possible 
explanation for this is that it is unreasonable to expect that all students enrolled in a 
required English class will show significant improvements in their language abilities 
especially in so short a time. Another explanation is that since the test is not based on the 
curriculums of the FE program it does not reflect what was taught and learned. Finally, 
the test itself is not sensitive enough to measure changes in language proficiency; it is far 
too general for that. 
 
On the other hand, the gains and loses of individual students can most easily be attributed 
to changes in testing conditions, e.g. students are now familiar with the test, the test was 
administered in a more comfortable environment (their classroom) the students are now 
comfortable being in university, and the students are not pressured as they are during 
freshman orientation. Some teachers gave the test in two sittings rather than one, which 
must certainly have reduced test-fatigue a great deal but also, introduced differences in 
scores. Some students may have taken the test more seriously the first time while others 
may have realized that since the test does not count towards their semester grade they do 
not need to worry about doing well on the second sitting. 
 
This is not to say that students did not learn English in their FE classes. Certainly most 
did. However, this test cannot tell whether they learned or how much, nor can it give an 
idea of what they learned. Although the average scores are higher, the difference is 
statistically insignificant and not much can be said one way or the other regarding student 
or teacher performance based on this test. To more accurately determine student 
achievement, tests should be given that are based on the textbooks and other learning 
activities used in each class, which individual teachers most likely did in order to assign 
grades to their students. On the other hand, the value of giving the exam again is really in 
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evaluating the test itself. 
 
Evaluation of the Test 
The April 2007 sitting of the exam was the first time this version of the test was used 
officially; it is therefore important to evaluate the test in order to spot any problems with 
its construction. Understanding the limits of the exam also helps explain why this test 
should not and cannot be used as either an achievement test or a proficiency test. 
 
Distribution of Scores The distribution curve of the new revised FEPT is a bit broader 
than the previous version with a slightly improved standard deviation, 11.9 for the April 
2007 sitting of the test versus 8.3 for the April 2006 administration of the previous 
version of the test. In other words, because the scores are more spread out, the revised 
test should show differences between students a little more clearly, which is what a 
placement test should do. 
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This greater standard deviation however is largely due to the greater number of items on 
the test compared to the previous version and not necessarily the result of better questions. 
 
Reliability One of the most important statistics for a test is its reliability. Both the Kuder 
Richardson 20 and 21 were calculated for the exam, KR-20 = 0.86 and KR 21 = 0.84. 
The reliability is confirmed by the Pearson Correlation between the pre-test/post-test 
results reported above, r = 0.87, indicating that the test is fairly reliable and students score 
consistently on it relative to each other. 
 
The test results were also compared in other ways to determine how well it works as a 
placement tool. The chart below shows how the various parts of the FEPT correlate with 
each other and how the FEPT correlates with the ACTFL scores from the oral placement 
interviews. 
 
 ACTFL Reading Listening Total 
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ACTFL 1 r = 0.55 r = 0.82 r = 0.76 
Reading  1 r = 0.65 r =  0.90 
Listening   1 r = 0.92 
Total    1 
 
As mentioned above, OPIs are largely a formality. Nonetheless, as might be expected, the 
OPI scores correlate best with listening scores, especially since teacher/interviewers did 
not have the time or the training to make an accurate assessment of student ability and 
therefore most likely tended to rely on the exam.  
 
On the other hand, OPI scores do not correlate well with the reading scores. This is 
actually encouraging since it indicates that the exam is really testing two separate skills 
and not just reading. An effort was made, in fact, to reduce the reading burden for 
students on the listening questions. Still, the correlation between FEPT reading and 
listening scores is high enough to suggest that reading is nonetheless an important part of 
the listening test. 
 
Item Analysis The item analysis statistics are another important measure of how well the 
test is working. Average item difficulty was 0.48 while the mean score was 46.4, about 
three points short of the desired 49 points, or 50 percent. Indeed, a glance at the 
distribution curve above, which seems to lean to the left, suggests that most students who 
sat this exam found that in general the test was difficult. 
 
To determine which items on the test were problematic, the difficulty of each item on the 
test was calculated. This is simply the number of students who answered a question 
correctly divided by the number of students who took the test. The results are shown in 
the graph below. 
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The graph shows that some items are obviously too difficult for this particular group of 
students and should be removed from the exam and substituted by better items. Certain 
other items are too easy and therefore will not discriminate between students, thereby not 
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contributing to the placement process. These questions should also be replaced. In 
general, because of the test’s difficulty, it does not discriminate among students as well as 
it should. 
 
In addition to item difficulty, the item discrimination index for each question was also 
calculated. These results are summed up in the next graph. 
Item Discrimination
-0.2
0
0.2
0.4
0.6
1 7 13 19 25 31 37 43 49 55 61 67 73 79 85 91 97
Item Number
D
is
cr
im
in
at
io
n
 I
n
 
Average item discrimination is a mediocre 0.26, and some of the discrimination indexes, 
while for a number of questions very good, point to serious problems with a number of 
other questions. The item discrimination of several questions is zero and one even has a 
negative discrimination index. These items should of course be removed from the exam 
and replaced by better ones. When these items were removed, the average item 
discrimination improved to 0.29, a more acceptable figure. 
 
Discrimination by Sex As even a casual observer of language classes may have noticed, 
most students at the lowest levels tend to be boys and in general girls tend to do better 
with language than boys. The students here are no exception. FEPT scores for boys were 
compared with those for the girls along with their respective grades. The solid lines in the 
graph below show the difference in test score distributions between boys and girls. This 
difference is statistically significant as measured by a t-test (t = -11.4) and there is a 
noticeable gap at either end with more boys at the lower end and more girls at the top end 
despite that there were twice as many boys as girls. 
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In fact, for the 5 girls in the lowest class, there were 17 boys, while at the highest levels 
there were 46 girls to 18 boys. The mean score for girls was 49 points and for boys 44 
points, suggesting that the test is perhaps better at discriminating between girls than it is 
at discriminating between boys. 
 
These analyses show up the test’s weaknesses and point out areas where improvements 
need to me made. Although it works adequately as a means of sorting students into 
classes—certainly better than placing them at random—it is nowhere near sensitive or 
reliable enough to be used as a test of language proficiency. Nor can the test be used as an 
achievement test. For that, teachers are in a much better position themselves to determine 
how well their students performed. 
 
Differences between test scores and grades 
One way to demonstrate that the FEPT has nothing more to do with the FE curriculum 
than as a method of drawing up class lists is to compare students' FEPT scores with the 
grades they received from their FE teachers. 
 
As with test scores, which were converted to Z scores by subtracting the average from 
each student’s score and then dividing by the standard deviation, grades were first given a 
numerical value 5, 4, 3, 2, 1 for AA, A, B, C, and D and then converted to fit the FEPT Z-
score scale by subtracting each grade from the median grade, 3. These numbers were then 
graphed against FEPT Z-scores and are shown as dashed lines in the graph above. 
 
In the graph above, while 0 is the average FEPT score, it represents the median letter 
grade making –2 a failing grade of D and 2 the top grade of AA. The distributions of FE 
grades illustrate the differences between grades and pretest scores. Grades are not 
distributed normally; rather, they are clearly skewed to the right. In fact, the distribution 
of grades resembles nothing more than the distribution of scores for an achievement test. 
Surely, teachers who spend a few hours each week with their students are in a better 
position to judge achievement than a 98-item exam that has no apparent relationship to 
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what is studied in class. 
 
Because only the distribution of FEPT scores for boys’ approaches a normal curve and 
the distribution of grades, especially for girls, is decidedly skewed, calculations for 
correlation between FEPT scores and grades is problematic. Nonetheless, these numbers 
were computed between test scores and grades. As might be expected, strength of 
association between grades and FEPT scores for boys was non-existent r = 0.068, and 
very weak for girls, r = 0.24 while overall correlation between test scores and grades was 
0.17, which supports what can be seen in the graphs: the test does not predict how well 
students will do in their Freshman English classes. 
 
That the FEPT has little to do with Freshman English classes other than roughly dividing 
students into levels can be seen from this comparison since there seems to be no link 
between grades and FEPT scores, and even if factors other than language ability are taken 
into account when assigning grades, test scores do not reflect this. 
 
Conclusion 
The FEPT does a reasonable job of placing students into English classes, but it cannot be 
used as an achievement test nor as a test of language proficiency. The fact that there is no 
connection between test scores and grades shows very clearly that the test has little to do 
with the curriculum, and the test’s weaknesses demonstrate that it is not a valid 
assessment of language ability. On the other hand, giving the exam a second time 
sometime later in the term is a valuable diagnostic for the test itself and should be used as 
an opportunity to try out new questions for future versions of the test. 
 
Appendix 
 
Results of the 2007-2008 FEPT 
Faculty Test Averages Post Test Averages 
Business 45.4 55.0 
Economics 44.9 47.0 
Law 43.5 47.1 
International Relations 53.3 57.6 
Business Hospitality 43.6 39.5 
Total 46.5 49.5 
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