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High Dynamic Range Video Merging, Tone Mapping, and
Real-time Implementation
by
Willie C Kiser
B.S.E.E University Nevada Las Vegas
M.S.E.E. University of New Mexico
Ph.D. University of New Mexico

ABSTRACT
Although High Dynamic Range (High Dynamic Range (HDR)) imaging has been
the subject of significant research over the past fifteen years, the goal of cinemaquality HDR video has not yet been achieved. This work references an optical method
patented by Contrast Optical which is used to capture sequences of Low Dynamic
Range (LDR) images that can be used to form HDR images as the basis for HDR
video. Because of the large difference in exposure spacing of the LDR images captured
by this camera, present methods of merging LDR images are insufficient to produce
cinema quality HDR images and video without significant visible artifacts. Thus the
focus of the research presented is two fold. The first contribution is a new method of
combining LDR images with exposure differences of greater than 3 stops into an HDR
image. The second contribution is a method of tone mapping HDR video which solves
potential problems of HDR video flicker and automated parameter control of the tone
mapping operator. A prototype of this HDR video capture technique along with the
combining and tone mapping algorithms have been implemented in a high-definition
HDR-video system. Additionally, Field Programmable Gate Array (FPGA) hardware
implementation details are given to support real time HDR video. Still frames from
the acquired HDR video system which have been merged used the merging and tone
mapping techniques will be presented.
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CHAPTER I

Introduction

The extension of the dynamic range of digital images as well as tone mapping
of these images has been the subject of significant research in both academia and
industry. This research has been in many areas HDR imaging such as methods to
capture HDR images using temporal exposure adjustment Ginosar et al. (1992), Kang
et al. (2003), Liu and Gamal (2003), Unger and Gustavson (2007), and Krymski
(2008), spatial exposure adjustment Nayar and Mitsunaga (2000) and Nayar and
Mitsunaga (2006), custom imaging sensors Brajovic and Kanade (1996) and Seger
et al. (1999), and various flavors of beam splitters Wang et al. (2005), Aggarwal and
Ahuja (2001), Aggarwal and Ahuja (2004), and Harvey (1998). Chapter IV provides
a review of much of the current literature involved with capturing HDR images.
Despite all this previous work, however, there are currently no readily implemented
solutions for capturing high-quality HDR video of fast-moving scenes at the time of
this writing. As a result, many problems which arise from HDR video have not been
investigated. This work will reference a system for capturing HDR video with high
pixel fidelity, using a light efficient optical architecture that fits into a single handheld unit. The HDR video system uses multiple sensors to simultaneously capture
optically-aligned, multiple exposure images. This video system extends the dynamic
range of the sensors by over 7 stops, while at the same time the differential exposure

1

from sensor to sensor is over 3.5 stops (One photographic stop is defined as a doubling
of light level). This large exposure range from sensor to sensor presents a unique
problem of merging the images into a single HDR image or video frame.
Most of the current methods of image merging primarily work on the principle
of using a weighted average of pixels from each exposed image such as Mann and
Picard (1995), Debevec and Malik (1997), Robertson et al. (1999), and Mitsunaga
and Nayar (1999). The weighted average forms an estimate of the HDR pixel value.
This concept produces undesirable artifacts when large exposure differences exist
between sensors due to quantization artifacts when pixels from each sensor are used
to form the output image. Additionally, current methods do not take advantage of any
information contained within adjacent pixels which may contribute to a more accurate
estimation of the HDR pixel value. Therefore, the need arose to develop a merging
method which can handle large exposure differences greater than 3 stops between
LDR images and produce HDR images with fewer artifacts over existing methods.
Part of the contribution of this work is a the method to merge LDR images separated
by more than 3 photographic stops and spatially blends pre-demosaiced pixel data
to reduce unwanted artifacts that weighted averages produce. These HDR images
are radiometrically correct and use the highest-fidelity (lowest quantized-noise) pixel
data available.
Because the HDR video camera of Tocci et al. (2011) captures video with a much
broader dynamic range than can currently be displayed, HDR cameras present a
unique challenge. In order to maintain backward-compatibility with legacy broadcast,
recording, and display equipment, HDR video cameras need to provide a real-time
tone mapped LDR video stream without the benefit of post-processing steps. The
simple application of a well vetted tone mapping operator such as Reinhard et al.
(2002) and then using the automatic parameter settings of Reinhard (2003) should
be sufficient to tone map HDR video data since these operators produce exceptional

2

results on an image by image basis. However, through extensive research with a wide
variety of real-world HDR video data captured using the camera system described by
Tocci et al. (2011), two problematic areas have been identified as serious obstacles
to such a simple solution: sub-optimal utilization of the output (display) dynamic
range, and flickering of nearly-static-scenes overall brightness level.
Ideally, the output LDR video stream would utilize as much of the displays LDR
bit depth as possible, in order to reduce quantization effects. But real-world camera
data anomalies can cause the Tone Mapping Operator (TMO) to limit its output
dynamic range so that it sometimes under utilizes the displays dynamic range and
potentially changes the contrast distribution of the output image. This can cause
implementations of the otherwise robust TMOs to look sub-optimal. The flickering
intensity problem is caused by internal TMO parameters, which can change significantly with very minor changes in the imaged scene. Although these changing TMO
parameters might be insignificant when tone mapping a single still image, the implication for video is that the brightness of each tone mapped frame can change quite
noticeably from one video frame to the next, which causes a flickering of the output
video.
The second part of the contribution of this work will present a tone mapping
system Kiser et al. (2012) to resolve these two challenges while building on the photographic operator Reinhard et al. (2002). This complete system comprises a method
to clamp the black and white levels of the HDR image prior to tone mapping, the
photographic operator Reinhard et al. (2002), Reinhard (2003), and a leaky integrator
Yates and Lyons (2008) to give internal TMO parameters temporal memory to reduce
intensity flicker.
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CHAPTER II

Active Pixel Senors

2.1

Introduction

Digital photography and imaging have become ubiquitous in modern research,
industry, military, entertainment and almost every area of life. Digital photographic
images can be created not only with cameras in the traditional sense but also with
almost every cell phone, web cam, spy cam and every other means of converting
light energy to electrical signals available. Commonly, silicon based sensors are at
the heart of most digital imaging devices used for converting optical energy from
the visible light spectrum with wavelengths between 400nm and 800nm to electrical
signals. However, many other types of digital sensors exist. For example, sensors made
from indium gallium arsenide (InGaAs) are considered to be sensitive to shortwave
infrared (SWIR) bands of optical energy with wavelengths from around 0.9 to 1.7
microns.
With the proliferation of digital imaging, the means of displaying the images has
become nearly as prolific. Until recently, display technology has kept pace with advances in digital imaging. Common display devices used to display digital images
include modern Plasma televisions, Liquid Crystal Display (LCD), and Light Emitting Diode (LED) televisions, computer display monitors, tabular computers, and
most smart cell phones. But due to recent advances in sensor technology, the reso4

lution of display devices is beginning to lag behind the resolution of available sensor
resolutions. This means that available display technologies cannot take advantage of
the advances in sensor resolutions.
There currently is a trend toward higher and higher resolution imaging devices
which boast more pixels and arguably more resolution in the final image. For example,
the Nikon D800 boasts 36.3 million pixels. While the Nikon camera is a professional
level camera, is not uncommon to see commercially available 10-15 Megapixel digital
still cameras and 2 Megapixel video cameras readily available. There is also a trend
to push the video imaging to so-called ’4k’ or 4,000 x 2,000 pixel sensors, which is outpacing the display technology commonly available. With the digital imaging industry
pushing the resolution of sensors higher and higher, there is no reason to think this
trend will stop.

Figure 2.1: Two images showing how resolution can enhance image quality. In this
case the image on the left has over 16 times the resolution as the image
on the right.
Figure 2.1 shows how higher resolution can enhance the appearance of image
quality. While higher resolution images have many benefits in the appearance of
overall quality, one drawback is that display technology for the images and especially
video must follow or the benefits of the resolution will not be visible. A current
example is the use of 4k sensors or 4,000 x 2,000 pixel sensors in digital video cameras
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used to capture videos and movies. While this technology is being pushed into movie
and video production, home television displays are no-where near being able to display
this level of resolution. The visible benefits of higher resolution is mostly lost for the
increasingly popular home theaters, which at this time can only display 1920x1080p
resolution video.

2.1.1

Bit Depth

Another potentially more important issue with modern images is the depth of color
or the limited range of digital numbers used to store each color value of each pixel in
an image. Currently the common means for storing, transferring and displaying color
images is to use an Red Green Blue (RGB) data format or some derivative of this
format. The RGB format stores a single color pixel as a triplet of 8 bits or 256 values
allocated for each of a Red, Green, and Blue channel. This format can produce 16.7
million colors or tones.
This may seem like a very extensive range, however since there are only 256
values per color allocated there is a limited tonal range for each individual color.
Traditionally, this class of images which only uses 8 bits per color per pixel is referred
to as LDR.
To demonstrate the importance of color bit depth, an example pair of LDR images
is shown in Figure 2.2. The LDR image on the left only has twice the number of bits
per color as the image on the right. We can see that as the color depth or number
of bits per color increases various artifacts such as color banding decreases and the
overall perceived image quality greatly increases without adding to the number of
pixels in the image. The increase in perceived quality of Figure 2.2 required only
doubling the data required for the image while the increase in resolution of Figure
2.1 required 16 times the data increase.
While Figure 2.1 shows an actual increase in image resolution, Figure 2.2 shows
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Figure 2.2: Two images showing how bit depth can enhance image quality. In this
case the image on the left has only twice the bit depth as the image on
the right.
what is perceived to be an increase in resolution. The apparent resolution increase in
Figure 2.2 comes from the increase in the bit depth of the image stored and displayed
not from the increase in pixel count. This is referred to as increasing the tonal
resolution of the image Sa (2008). Since displaying images beyond 8 bits of color
depth cannot be easily done, our simple example shows how the apparent resolution
increases by increasing the bit depth from 4 bits to 8 bits. We could conceivably
continue to increase the apparent resolution of the image by increasing the bit depth
beyond 8 bits within some limits. In fact, Sa (2008) supports this claim by arguing
that tonal resolution can be more important to perceived image quality than spatial
resolution.
Increasing the bit depth of digital images captured can be directly related to
increasing the dynamic range of the light captured by the digital image. The dynamic
range is the ratio of the largest possible and smallest detectable values of a changeable
quantity. In the case of an image, increasing the dynamic range increases the range
of light levels that we are able to capture and measure. Using the example of a
linear image capture device, each doubling of light level captured increases the range
captured by a factor of 2. Each factor of 2 increase in dynamic range doubles the
7

Digital Number (DN) count and thus adds 1 bit of accuracy to the image captured.
As shown above, this in turn can affect the perceived resolution of an image. This
leads to the concept of tonal range, the tonal range of an image is the intensity interval
that can be measured by the sensor Sa (2008). The increase in dynamic range of the
image also increases the tonal range of the image.

2.1.2

Scene Dynamic Range and the Human Eye

The human eye is much more sensitive to the luminance component of a scene over
the chrominance or color component Ward et al. (1997). Additionally, visual perception of the real world is determined by the difference in luminance or contrast within
the scene. That is to say more information is perceived by the human visual system
in scenes with higher contrast over other parameters such as color and resolution.
The luminance of an image, which has been captured and displayed, is limited by
the bit depth used to capture the image. For example, if the image was captured using
8 bits, the RGB components of the image are limited to 256 possible values. We can
express the relative luminance of an image using the CIELab which is designed to
approximate human vision. CIELab encodes a representation of lightness as L and a
and b are color-opponent dimensions. The conversion to the CIELab is limited by the
input RGB accuracy of 8 bits. Therefore, the luminance of the image is also limited
by this same 8 bits of depth or 256 possible values. For a linear image, this results in
only around 8 stops of photographic range in the luminance of the image. A typical
outdoor scene illuminated by sunlight can vary as much as 17 stops Stumpfel et al.
(2004). The eight stops of illumination variation in our above example is inadequate
for capturing and displaying most scenes. Compare this to the much more sensitive
18 stops that the human eye can perceive in a single scene Ward et al. (1997).
For example, we can see in Figure 2.3 a natural scene of a couple of people and a
dog playing in a snow covered environment as taken by a video imaging camera. We
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Figure 2.3: A common outdoor scene captured by a high quality camera. Notice the
lack of detail in the light and dark areas of the photograph. These details
would be clearly present to the human eye.
can see that the dark areas around the dog and jackets of the people in the scene are
very dark and very little detail can be seen. While at the same time the light areas
of the snow are completely saturated and no visible detail can be seen in these areas
either. Even though this image is taken with a high resolution high quality camera,
the problem is that the dynamic range used to capture the scene is inadequate to
properly reproduce the detail that exists within the scene. The challenge then is to
either artificially light this scene such that it can be captured with out saturation or
increase the capturing range of the camera system.
The scene is shown using 8 bits of dynamic range and does not look at all like our
human eye would see this scene because the scene actually contains more than 16 stops
of dynamic range from the light snow to the dark jackets. Figure 2.4 shows a better
view of how the scene would look to someone who was present at the scene, since the
human eye can see around 18 stops of dynamic range in a single scene Ward et al.
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Figure 2.4: The same scene imaged with higher dynamic range and reflects a closer
view as to how the human visual system would see the scene.
(1997). This range is well beyond the capabilities of any digital sensor on the market
today. Since the human visual system can perceive a significantly larger dynamic
range than most digital image capture systems or display technologies, increasing the
dynamic range of images and displays gives the observer a more visceral experience
versus the illusion that is created with LDR images and displays Seetzen et al. (2004)
Because of the limited dynamic range of most digital image capture systems, many
times the dynamic range of the scene to be captured is adjusted through artificial
lighting to match the dynamic range of the capture devices. Significant amounts of
time and care must be exercised to ensure that all important areas of a scene have
enough light to be captured on the digital image sensor. At the same time, the scene’s
lighting must give the perception to the viewer that the scene does not have artificial
lighting. Lighting a scene to ensure it can be captured on a low dynamic range sensor
and at the same time maintaining a natural look to the scene is a specialized art form
requiring care and attention to detail. A preferred approach might be to capture the
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entire dynamic range of the scene with little or no artificial lighting to match the
scene to the capture device. Capturing this entire dynamic range requires the ready
availability of HDR video cameras.
In order to motivate the research required to produce a cinema quality HDR video
capturing system, let us now look at what is the heart and soul of the modern digital
imaging device.

2.2

Sensors

An Active Pixel Sensor (APS) is an integrated circuit used to capture intensity
levels of light. There are many types of APSs, the most common used in digital
imaging is the CMOS APS. Other technologies exist to capture light intensity levels
such as Charged Coupled Devices Charge Coupled Device (CCD), however due to
blooming effects caused by saturating light levels on the CCD device, our study is
limited to CMOS devices which exhibit little negative artifacts from saturation and
are ubiquitous in modern digital photography and video.
Capturing the intensity levels of light is the fundamental aspect of digital photography. The intensity light levels of a scene can be digitally captured using an
APS, which has discrete sensing elements called pixels. Each pixel of an APS has
an Instantaneous Field Of View (IFOV) through the camera lens, which is the solid
angle through which the detecting elements are sensitive to a scene’s radiance. The
intensity of the light hitting each element is the sum of all radiance values contained
within the IFOV. Using a simple or complex set of lenses, the light from a scene can
be focused onto the array of elements. The focal length of the camera’s lens determines the IFOV of each pixel of the APS and subsequently the Field Of View (FOV)
of the entire APS.
The CMOS APS is a silicon based integrated circuit which integrates a number of
processing and control functions directly on the sensor’s silicon substrate along with
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the array of sensing elements Gamal and Eltoukhy (2005). These features include
timing logic, analog to digital conversion, and various image processing functions.
These additional features make the CMOS APS a favorite technology in most modern
digital photography.

2.2.1

Sensors Operation

The sensing element or pixel within a CMOS APS is a light sensitive photodiode.
The photodiode is a doped p-n junction deposited on a silicon substrate and reacts
when exposed to light. The interaction of photons with the crystallized silicon photodiode results in a phenomenon called the photoelectric effect. When the sensor is
exposed to incoming light, the photodiode uses this photoelectric effect to promote
electrons from the silicon molecule’s valence band to the conduction band. The number of electrons released is proportional to the photon flux density hitting the surface
of the photodiode. This means that the number of electrons released in any given
time interval is proportional to the intensity of light hitting the photodiode. The
freed electrons from the photodiode are collected in a potential well and the charge of
electrons is then converted to a digital number through the use of an amplifier stage
and an analog to digital converter. The collection of digital numbers from all of the
photodiodes in the APS forms a digital representation of the radiance in the scene
imaged by the sensor Salama and Gamal (2003).
Each photodiode in the array captures a single DN which contributes to the resolution of the image captured by the sensor. Each of the photodiodes is commonly
called a pixel which comes from a contraction of pix (”pictures”) and el (for ”element”) originally published in 1965 by Frederic C. Billingsley of JPL but predates
this in spoken usage Lyon (2006). The resolution of a CMOS APSs is measured as
the number of pixels in the array. We have seen that these resolutions can be as high
as 36 Megapixels or 36 million photodiodes on a single silicon array.
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2.2.2

Color and Bayer Filters

The APS is sensitive to light levels with wavelengths of 400nm to 800nm covering
the visible spectrum of violet to red Gamal and Eltoukhy (2005). The APS may react
to wavelengths beyond the visible spectrum but often cut filters are used to limit the
wavelengths to this spectrum. This means that the imaging sensor is sensitive to all
light within that spectrum and can not distinguish color. The black response curve
of Figure 2.5 shows the spectral response of the Silicon Imaging SI1920 silicon APS
as given by the manufacturer. The curve shows the response to all wavelengths of
light across the visible spectrum.

Figure 2.5: Spectral Response curves of the Silicon Imaging SI1920 APS. The Black
curve shows basic sensor response. The Red, Green, and Blue curves show
the spectral response of pixels with Red, Green, and Blue Bayer filters
respectively.
To make a color APS, an additional manufacturing step is required to place a
Bayer Color Filter Mosaic Array, named after Kodak engineer Bryce E. Bayer Bayer
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(1976), over the photodiode structure. The Bayer filter array is an array of color
filters under a micro lens array placed over the APS. Figure 2.6 shows how a typical
micro lens structure and Bayer filter array looks in relation to the APS. The color
filter array is used to add color of light information to the color independent sensing
elements. The micro lens array shown in Figure 2.6 serves to concentrate incoming
light onto the sensing elements instead of areas of the array which are not part of the
sensing elements.
Each 2x2 square of the Bayer filter has 2 green pixels, 1 blue and 1 red. Each red
pixel is surrounded by 4 green and 4 blue pixels, Each blue pixel is surrounded by 4
red and 4 green. However, each green pixel is surrounded by 2 red and 2 blue pixels.
Thus, the total number of green pixels is twice that of red and blue pixels. This places
emphasis on the green color because the human visual system’s sensitivity peaks at
550nm Zhang et al. (1991), which is green in the visible spectrum.

Figure 2.6: Structure of the Bayer color filter array in relationship to the micro lens
structure and APS (http://www.diwa-labs.com).
Figure 2.5 also shows the response of the same SI1920 APS after the Bayer filter
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array has been installed. Each of the red, green, and blue lines show the spectral
response of each of the pixels with the respective color filters covering them.
The Quantum Efficiency (QE) for the SI1920 shown in Figure 2.5 is important
to express the responsiveness of the APS . Since an APS creates digital images by
converting photon energy to electrical energy, the merit of this conversion is expressed
as the quantum efficiency of the APS. The number is calculated by dividing electrons
produced by photons collected, or E/P. If each photon creates one electron the efficiency is 100. Typically, a sensor has different efficiency at different light frequencies,
so the curves of Figure 2.5 show the spectral response of each color as a function of
the quantum efficiency over the different wavelengths.
As we have seen, our color APS has captured an image which has had its light
levels filtered by the Bayer filter array. But due to the overlapping regions of the
array and single digital number representing each pixel, this raw image is not in the
RGB format we desire. Thus, several processing steps must be used to obtain the 3
color values per pixel that are required to accurately reproduce the scene imaged.

Figure 2.7: Example Bayer Pattern.
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2.3
2.3.1

Color Image Processing Pipeline
Demosaicing

The first step in a color image processing pipeline is to interpolate the raw Bayer
filter image numbers to estimate the correct value for each of the red, green, and blue
components for each pixel in the array. There are many well researched methods to
perform this task. The simplest algorithms are interpolation methods, such as those
presented by Longre et al. (2002), which estimate or interpolate the value of a pixel
based on the values of the same color pixel surrounding it. For example, in Figure 2.7
the location G34 is a green pixel on our APS. Therefore the green portion of our
pixel triplet will be the value of G34 as given in Equation 2.2. However, we need to
estimate the values for red and blue at this location to have a complete RGB triplet.
Thus to estimate the blue value at pixel location G34 we need to interpolate the blue
values from B24 and B44 by Equation 2.3. The red value is interpolated from R33
and R35 by Equation 2.1. This process continues until all three colors for each pixel
have been computed.

RedG34 = (RedR33 + RedR35 )/2,
GreenG34 = GreenB24 ,
BlueG34 = (BlueB24 + BlueB44 )/2.

(2.1)
(2.2)
(2.3)

Figure 2.5 shows there is an overlap of sensitivity of the color pixels. This overlap
means that the luminance information captured is not restricted to any single pixel
color. For example, a wavelength of 575nm captured by the Bayer filtered APS with
spectral response given in Figure 2.5, will have an equal contribution by green pixels
and red pixels. This results in a correlation between the red, green, and blue channels
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of the color filter array. More sophisticated demosaicing algorithms take advantage of
this correlation to extract more luminance information from the captured pixel data.
The first noted method is Pei and Tam (2000) which uses a series of filters to extract
some correlated information between the color channels. However, an improved yet
less complex version is present by Malvar et al. (2004)
Malvar et al. (2004) use a slightly more sophisticated method of interpolation
to improve demosaicing results. This method uses a series of 5 x 5 kernel filters
to compute missing color information. Figure 2.8 shows the kernel filter coefficients
computed by Malvar et al. (2004). This method is very attractive for use in practice
given its improved performance simply because the implementation is a 5 x 5 filter
kernel.
Even though the method by Malvar et al. (2004) is attractive for real time applications, other methods have been presented in literature that have equally impressive
results. For example, Cok (1994) and Ramanath and Bilbro (2002) both present
methods of constant hue demosaicing. These methods bi-linearly interpolate the
green channel and then the red and blue channels are interpolated to maintain a locally constant hue. This means that the ratios of red/green and blue/green are kept
constant.
Other methods of demosaicing have been presented that are gradient based. These
methods employ various techniques of gradient following to adjust filters Gunturk
et al. (2002), second order gradients to adjust filters Adams (1997), and even variable
numbers of gradients to adjust the interpolation filters Chang et al. (1999). All of
these gradient based methods also produce good results.
However due to the low complexity for real time implementation and relatively
good results all references to the demosaicing step will be specifically to the method
of Malvar et al. (2004) unless otherwise stated for consistency.
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Figure 2.8: Malvar et. al. kernel filter coefficients for demosaicing.
2.3.2

Color Correction

The demosaicing step computes the values for the missing colors in our image,
however due to the overlap (also called crosstalk) of the spectral responses of each
of the red, green, and blue color filters, the ratios between the red, green, and blue
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channels are not correct. In the image processing pipeline for an APS, the step to
correct the ratios between colors due to crosstalk in the spectral response is called
color correction Kodak (2008). The color correction is often mathematically combined
with other processing steps such as saturation and white balance, however for clarity
this step will be presented separately. The color correction matrix is often provided by
the APS manufacturer since it reflects the specific spectral response of the color filter
array. However, for the most accurate reproduction of colors, a reference color chart
is imaged with the APS. A common reference color chart is the Macbeth color chart
shown in Figure A.1. This chart has 24 patches of various colors as well as gray scale
tones. From the data collected by imaging a color chart, a color correction matrix can
be computed. This method takes into account the current lighting conditions such as
color temperature and is considered the most accurate method for color reproduction.
Appendix A details the method for computing a color correction matrix from a color
chart.
The color correction matrix is expressed as a 3x3 matrix such that an RGB triplet
can be easily manipulated. To correct an input RGB triplet pixel P , we use the
simple expression P = OA where A is the color correction matrix and P is the color
corrected RGB pixel from the uncorrected original image O.

2.3.3

White Balance

When a scene is imaged, each pixel’s value in the APS represents the integral of
all of the light hitting that pixel’s color filter multiplied by the spectral response of
that particular filter. The intensity of light passing through the color filter then is
dependent on the color of light hitting the filter. The color of light hitting the filter
is dependent on the color of the object within the IFOV of the pixel and the color of
light illuminating the object in the IFOV of the scene. For example, if a scene was
illuminated purely by incandescent light bulbs vs illuminated by fluorescent lights
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most people would be able to easily identify that the incandescent light bulbs cast a
red-orange hue on the scene while the fluorescent lights may appear to be more blue.
This change in color from the light source is referred to as the (correlated) color
temperature of the light. The color temperature references the work by William Kelvin
who correlated visible colors to match the colors produced by heating a standard black
body. Thus the temperature of the black body to produce a color of light is used
to describe that color of light. Incandescent light is considered to be 2500-2900K,
which defines the temperatures of a black body to produce the same color of light.
Figure 2.9 shows a chart of common color temperatures for various light sources.

Figure 2.9: Color temperature chart, courtesy Jeremy Birn www.3dRender.com
The color temperature of light illuminating a scene can change from outdoors to
indoors and can change with the type of light source. The Human Visual System
(HVS) is able to compensate for such changes in color temperature of the ambient
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light source using chromatic adaptation Sharma (2002). However, the digital image
captured must be corrected for this color temperature so that white objects will
appear white. A white or gray object in the scene captured must have equal values
for each RGB value such that R = G = B, which leads to the method of using a white
or gray card for white balancing. This is a common technique in digital photography
where a white or gray card is imaged with the premise that each of the color channels
should have the same DN values Sparks (2009). Typically, the color channel with the
highest mean is selected as the target mean and the other two channels are modified
with a gain term to match. Another common method is to select the green channel
as the target and the gain applied to the red and blue channels can be expressed
as G = Ra = Bb where a and b are the gain terms for the red and blue channels
respectively to satisfy the equation. In matrix form, the white balance matrix W is
given by:




 a 0 0 



W=
 0 1 0 


0 0 b

(2.4)

A common method for automatically computing white balance is called component
stretching. This method assumes that the histograms for all three of the Red, Green,
and Blue pixels should be equal in their span for any given scene Wang et al. (2011).
Based on this assumption, the histograms for each of the colors is stretched such that
the spans of all three histograms are equal. To stretch a histogram, one needs only
to multiply that color by a constant. This constant then becomes the white balance
gain term for that color.
Another method for automatically computing white balance gain terms is based
on the gray world assumption. This assumes we have an equal distribution of color
in our scene and therefore the reflected light or the light cast back to our APS should
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integrate to a shade of gray. Based on the color of the cast light, the gain terms for
white balance can be computed Gasparini and Schettini (2004).
The above methods of estimating the white balance gain terms has the problem
of relying on the image not having many saturated pixels. The saturated pixels lead
to error in the computation of the white balance terms since the actual value of the
pixel is not known. Therefore the challenge in HDR imaging is this limitation, that
is we must compute the white balance using the HDR image rather than the LDR
images used to form the HDR images.

2.3.4

Saturation

The last major step in the image processing pipeline to produce a color image is
saturation. Saturation of a color is not to be confused with the saturation of a pixel,
where a pixel’s intensity exceeds the measuring capability of the sensing element.
The saturation of a color is the amount of white color mixed with a pure color. The
most saturated color is a single wavelength of light at a high intensity level. As the
intensity level falls off the saturation of the color reduces. Saturation is one of the
components of the HSV color space. So by shifting the saturation of a color we make
the color look more vivid with more saturation and more muted with less saturation.
The matrix M for shifting the saturation of an RGB triplet is given by Presler (2005):





0.299 ∗ (1 − K)
 0.299 + 0.701 ∗ K 0.299 ∗ (1 − K)

M=
 0.587 ∗ (1 − K) 0.587 + 0.413 ∗ K 0.587 ∗ (1 − K)

0.114 ∗ (1 − K)
0.114 ∗ (1 − K) 0.114 + 0.886 ∗ K



.



(2.5)

The constant K is the saturation factor. When K = 1 there is no change in the
triplet. When K > 1, the saturation or shift away from gray increases which makes
the color appear more vivid. When 0 < K < 1, the saturation decreases or the colors
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shift more toward gray and look more muted. Figure 2.10 shows how saturation
affects a pure red color for a spectrum of values of 0 < K < 1.

Figure 2.10: Color saturation as a function of the saturation constant K
When K = 0, our color image becomes a luminance only gray scale image while
K < 0 inverts the colors of the image.

2.4

Dynamic Range

The dynamic range of an APS is the ratio between the largest and smallest detectable pixel values. It is useful to understand the dynamic range of an APS and
how we can measure this so that we later compare this to the dynamic range of an
HDR image.

Figure 2.11: Stepped neutral density filter
The stepped Neutral-Density (ND) filter is an optical tool that can be used to
measure the dynamic range of an APS Tocci et al. (2011) and comprises a series of
strips of increasing neutral density material. Each strip blocks twice the amount of
light as the preceding strip. This makes each strip 1 photographic stop apart from
its neighbor as can be seen in Figure 2.11.
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Figure 2.12: Raw image of a stepped neutral density filter captured by an Aptina
MT9M024 sensor
The stepped ND filter is typically illuminated from the rear by a uniform light
source to make sure that the same intensity of light is hitting all areas. Then using
the APS device we image the stepped ND filter to measure its dynamic range. Figure
2.12 shows a raw, undemosaiced image of the stepped ND filter captured by the
Aptina MT9M024 sensor. It is important to use this tool before the demosaicing
process since the APS has color filters over each pixel and therefore the intensity of
light measured by each color could vary.
A plot of the average values of the columns of Figure 2.12 is shown in Fig 2.13.
We expect to see the plot of the log of pixel values to be decreasing by 1 for each
step in the stepped filter. Instead we see that as the stepped ND filter becomes
increasingly darker, the response of the APS tapers off following an almost inverse
log function such that the differential values on the right side of the image are barely
detectable. This result is caused by the fact that the response of the APS is not linear
and the bottom end of the sensor’s measuring capability is then dominated by noise
components. Tocci et al. (2011) states that if we count the number of steps detectable
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Log Base 2 of Pixel Value

Column Averages

Figure 2.13: Plot of average values of columns from stepped ND filter
in the curve, we can estimate the dynamic range of this sensor to be around 9 stops.

2.5

Sensor Noise

There are many sources of noise which affects the digital image captured by an
APS. Noise in the image affects the accuracy of the measurement of the light captured
which in turn affects the quality of the image and may affect other aspects such
as dynamic range of the sensor as well as the sensitivity of the APS to low light
conditions. Since noise plays such an important part in any digital imaging system, a
brief review of the sources of noise is needed to understand how noise can affect high
dynamic range imaging and video.
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2.5.1

Photon Shot Noise

The light measured by an APS is made up of discrete elements called photons. As
the intensity of light illuminating the scene imaged increases, the number of photons
hitting the APS increases. The number of photons hitting the APS will have an
average flux or number per second, however the number of photons hitting the APS
during the integration time will fluctuate about that average. This fluctuation follows the well-known Poisson statistical process and is called photon shot noise. This
process has a zero mean and a gaussian shape. The samples of the Poisson process
are uncorrelated in spatial variation therefore photon shot noise is white noise. The
result of photon shot noise is the appearance of salt and pepper noise in the image.
The standard deviation of the Poisson process is an important characteristic in
image processing. The standard deviation in the process is equal to the square root
of the original signal strength itself. For example, if 10000 photons were collected
as our average count, then the expected fluctuation away from the average would be
100. Another example is if 100 photons were collected then the fluctuation would be
10 photons. These two examples also define the limitations of the SNR. In the first
example, the SNR is 10000/100 or 100:1. In the second example the SNR is 100/10
or 10:1. Thus the noise and SNR for collected N photons given by Hewlett-Packard
(1998).

σp = N,
√
SN R(photon) = N .

(2.6)
(2.7)

This means that the SNR increases as the illumination level increases and with
lower illumination the noise becomes a larger contributor. This sets up the difficult
problem of imaging scenes in very low light conditions.
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2.5.2

Pixel Dark Current Noise

The Pixel Dark Current Noise is a result of the leakage current from the photodiode in each of the pixels on a APS. Since leakage current in a diode is a function of
time, this noise is also dependent on the exposure time of the APS. The model for
this noise is given by Hewlett-Packard (1998):

q
σd = ×
C

s

Idark × τ
q

(2.8)

Where C is the total capacitance of the pixel, Idark is the photodiode leakage
current, τ is the integration time and q is the charge. Since this noise is a function
of the integration time, it limits the overall dynamic range of the sensor by limiting
the range of the output signal Salama and Gamal (2003).

2.5.3

Thermal noise

The Thermal Noise process is a result of an APS being a semiconductor. Thermal
agitation of the sensing area of the pixel can free electrons into the well of the pixel
due to black body thermal radiation Johnson (1928). These freed electrons contribute
to the electron count of the well since they are indistinguishable from the electrons
freed as a result of the photon interaction with the substrate. The release of thermal
electrons happens at a constant rate for a given temperature, thus the thermal noise
increases linearly with increased exposure time. A review of thermal noise can be
found in Nyquist (1928) and Johnson (1928).
This again presents problems when attempting to image in low light conditions.
It is common to increase exposure time to increase the number of photons collected
by the sensing area of the pixel, however this increase in exposure time also increases
the thermally freed electrons which contribute to the overall noise.
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2.5.4

Quantization Error.

When an APS is exposed to incoming light, the analog charge accumulated in
each photodiode is converted to a digital number via an analog to digital converter.
This digital number is contained within a finite set usually on the order of 256 to
4096 possible values. These numbers represent 8 bit and 12 bit Analog to Digital
converters respectively which are common in modern CMOS APSs. The value of the
analog signal is rounded to the nearest integer value in the digital scale. This can be
seen in Figure 2.14 where the staircase signal is the digitized version of the continuous
input signal shown by the dotted line.

Figure 2.14: Quantization transfer function showing output digitized staircase of a
continuous input signal represented by the dotted line. Quantization
error is shown as the sawtooth.
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The rounded digital output of the analog to digital converter mis-represents the
actual signal value by small amount and is often called quantization error or noise.
The small error as can be seen in Figure 2.14 is limited to 1 Least Significant Bit (LSB)
or the smallest digital number that can increment in the analog to digital converter.
The amount of error in quantizing a signal is equally likely to occur at any point
within the range of ±1/2 q where q is 1 LSB. The model of quantization error is
Benett (1948):

σq2 =

q2
12

(2.9)

The quantization error in digital imaging follows the Poisson process with a zero
mean and is often neglected since other sources of noise often have a large contribution
to the overall error. However, as we will see later, quantization error becomes a factor
in HDR video imaging.

2.5.5

Fixed Pattern Noise

In an ideal APS, the DN provided at each pixel would be directly proportional to
the number of photons collected by the photodiode at each sensing element Hoefflinger
(2007). However, manufacturing variations in the processing components on the APS
cause variations in the conversion from photon count to output DN. Since these
variations are inherent in the APS circuitry, they vary from pixel to pixel but typically
do not vary from image to image. The variations are constant or fixed for each image
therefore this noise source is aptly called Fixed Pattern Noise (FPN). The source
of FPN is due to row-wise or column-wise signal path mismatches in the read out
circuitry, so this noise often has either vertical or horizontal structure depending on
the design of an APS.
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Figure 2.15: Fixed Pattern Noise of an Aptina MT9M024 Sensor
Figure 2.15 shows the FPN for an Aptina MT9M024 sensor which clearly has
vertical structure. This sensor has 12 bits of output DN range but the FPN shown
in Figure 2.15 has a mean value µ = 197 and variance σ = 3316.
The effects of this noise can be reduced by subtracting out a template of the FPN
from each image Schneider (2005). The template can be isolated by taking a series of
black frame images. These images are captured when the APS receives no photons,
this can be done in a camera system by placing the lens cap in place to block all
incoming light. The images captured are averaged together to produce a template to
subtract from each incoming image to remove the FPN.

2.5.6

Pixel Non-Uniform Response

Non-Uniform Response in an APS is the gain mismatch between all pixels on
the array. This means that when a uniform light source is imaged by the APS, a
mismatch in gain will cause a pixel to output a lower or higher DN count than other
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pixels on the array Hoefflinger (2007).
This effect can be corrected for by applying a pre-computed gain term to each
pixel’s raw DN count. The gain terms can be computed by imaging a uniform light
source. This is commonly done by imaging a diffuse white board in a normally lit
room and keeping the camera lens out of focus. A diffuse board has the effect of
diffusing light uniformly, and the out of focus camera causes a nice Gaussian Low
pass filter effect on the image. Once this image is captured, then the average pixel
value is computed. Using the equation of a line mx + b, where b can be subtracted
out using FPN techniques, then the gain term becomes an array of gains, one for each
pixel given by mi =

P̄
.
Pi

Where mi is the gain term for the ith pixel, P̄ is the mean

pixel value, and P(i) is the ith pixel value.
Even though our treatment of noise sources is not complete, the purpose of the
discussion is to point out that noise sources severely limit the dynamic range of a
single APS. A more complete discussion about the noise limitations in a single APS
can be found in Kavusi (2004).

2.5.7

Noise and Dynamic Range

The noise present in the image captured by an APS can affect the estimated
dynamic range of the sensor. To demonstrate this, let us add zero mean Gaussian
noise with variance σ 2 = 0.001 to the image of Figure 2.12. Figure 2.16 shows a
comparison image of the results. The top half of the image shows the unmodified raw
data. The bottom half shows the added noise.
If we sum the columns of the image with the added noise in a similar manner
as in section 2.4, we get the curve shown in Figure 2.17. Counting the number of
discernable steps yields around 7 clear steps which is a reduction by 2 stops in the
dynamic range by the added noise. This exaggerated example shows how the addition
of noise can reduce the dynamic range of an image.
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Figure 2.16: Comparison image of a stepped neutral density filter. The top half is
the raw image captured by an Aptina MT9M024 Sensor. Bottom half
shows same image with added Gaussian noise σ 2 = 0.001
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Figure 2.17: Plot of average values of columns from image of stepped ND filter with
added Gaussian noise σ 2 = 0.001
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CHAPTER III

High Dynamic Range Primer

3.1

What is HDR

HDR imaging is a method to overcome the limitations from noise and dynamic
range of a single digital image to increase the dynamic range and subsequently the
tonal resolution of the captured image. The increase in dynamic range allows HDR
images to capture the range of intensity levels that is common in natural scenes that
have wide varieties of lighting conditions from moonlight to very bright direct sun
light conditions.
Standard LDR images are limited in their ability to capture the contrast range of
natural lighting conditions. This results in the loss of details in low light areas if the
system is attempting to capture detail in the brightly lit areas. Similarly details in
the bright areas can be saturated when capturing details in the dimly lit areas. HDR
techniques attempt to compensate for this by allowing the capture of dark areas and
very bright areas in the same scene.
It is commonly known that HDR techniques allow for capture of increased dynamic
ranges of intensity levels Mann and Picard (1995), Debevec and Malik (1997), and
Mann (1993). However, another area that has received little attention in HDR image
capture is the idea of accurate tonal reproduction which requires the appropriate
increase in tonal range. Since a color image starts as a combination of RGB pixels
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on an APS, a barely saturated color on the APS can cause a subtle but discernable
shift in output colors of the image after processing.

(a)

(b)

Figure 3.1: Examples of tonal shifts due to saturation of colors on the APS in (a).
Accurate tonal reproduction of an HDR image (b)
Fig 3.1 shows an example of the color shifts due to saturation on the APS. Fig 3.1a
shows an obvious saturated area due to reflections from the person’s forehead. This is
an area where an increase in the ability to capture the overall intensity would benefit
the scene. However, an example of the more subtle accurate tonal reproduction is
located in the color shifts about the right arm of the colored jacket. In some of the
jacket areas, not all the colors have saturated thus the areas are not completely white
and retain colors similar to the actual color of the jacket. However, there is a definite
color shift due to the red pixels saturating on the APS. If all the colors were to
saturate, again we would have a white set of pixels similar to the forehead area of the
person.
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Fig 3.1b shows the same scene as a tone mapped HDR image. The most obvious
increase in dynamic range can be seen in the forehead area of the person. The color
and detail is retained in this area. However, again the more subtle area is the accurate
tonal reproduction in color of the jacket across the whole scene both in shadow and
in sunlight.
This benefit of HDR imaging is less prominent in academic literature but to the
professional video and photography industry this benefit could be a driving force
behind HDR imaging.
The images shown in Fig 3.1 are tone mapped versions of an HDR image. As
explained in previous sections, most common display devices such as LCD and LED
monitors only have a dynamic range of around 6-8 stops. However the captured HDR
images used to create Fig 3.1 have a dynamic range of around 16 stops. The discrepancy between the dynamic range of display devices and the much larger dynamic
range of HDR images like Fig 3.1 presents a difficult problem. Tone mapping of HDR
images is a solution to this problem. Details of tone mapping will be presented in 6.1.

3.2

HDR History

HDR imaging dates back to beginning of photography as early as the 1850s.
Gustave Le Gray used two separate exposures to capture scenes which contained
luminance ranges beyond the capturing ability of period techniques. Le Gray used
one exposure to capture the bright areas of a scene and another longer exposure to
capture the dimmer areas of the same scene (J. Paul Getty Museum. Gustave Le
Gray, Photographer. July 9 September 29, 2002. Retrieved September 14, 2008.).
Then he combined the two negatives to form a single image. An example of Le gray’s
work is shown in Fig 3.2
Accurate reproduction of the luminance of a scene became prevalent in the movie
and film industry in the mid 20th century when film makers used dodging and burning
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Figure 3.2: Example of HDR imaging by Gustave Le Gray circa 1850
techniques to selectively increase or decrease the exposure on regions of a photograph.
Since the original negative of most film stocks used has a higher dynamic range than
most display devices, this meant that a simple form of HDR imaging was built into
film. The dodging and burning techniques constitute a manual form of tone mapping
the higher dynamic range film to the lower dynamic range display device. These
techniques are still employed to this day for manual film production and even the
terms are carried over in the film industry when digital photographs are processed.
In the 1980s Gregory Ward created the Radiance RGBE image file format still in
use today to store digital HDR images. Around this same time several advancements
in digital photography and consumer grade digital cameras made HDR imaging possible. In 1994, Mann (1993) introduced the technique for combining several LDR
37

images with different exposure levels to form a single HDR image. This technique of
averaging several LDR images has been a foundation technique in HDR imaging to
date.

3.3

HDR vs A/D bits

We know that incoming light packets free electrons on the APS substrate in the
areas called wells. The charge in the wells is converted from a charge level to a
digital number by an analog to digital converter. The output digital number is a
representation of the amount of light that was collected during the integration time
for each respective pixel. Typically in electronic circuits increasing the accuracy of
the analog to digital converter can increase the accuracy of the digital output number
within reason. This would lead one to believe that an increase in the dynamic range
of a sensor can be achieved by simply increasing the number of bits or DNs that an
analog to digital converter uses in its conversion. Thus the increase in dynamic range
would occur on the low end of the conversion. An example would be increasing the
number of bits from 8 to 10 should give an increase of 2 stops since each bit is a
doubling of DNs and each stop is a doubling of light levels.
There are limiting factors to the idea of increasing the dynamic range by increasing
the number of bits. Increasing the number of bits only serves to increase the accuracy
of the measurement when the intensity levels are high. When the intensity levels being
measured are low, the limitation is driven by the sum total of all noise present on
the APS. As we saw in the exaggerated example in Section 2.5.7, at low light levels
where the DN count is small, the noise levels from the APS can contribute to limiting
the dynamic range achievable from a single APS Gamal and Eltoukhy (2005).

38

3.4

How an HDR Image is Made

Because of the dynamic range limitations of the modern APS, it is not possible
to capture the entire dynamic range of a high dynamic range scene which spans more
than 8 - 10 stops. However, using the method of multiple exposures found in Mann
and Picard (1995), Debevec and Malik (1997), and Mitsunaga and Nayar (1999), we
can capture the entire dynamic range of most scenes and post-processing of these
images can create an HDR image which represents the scene.
The multiple exposure method consists of using a single digital camera to image
a scene using a series of still images shot with increasing exposure settings. Using
increasing exposure settings will cause the pixels in each image to have different levels
of exposure. The idea is that each pixel in the scene will be properly exposed in one
or more of the series of images. Of course, some pixels will be over exposed while
others will be under exposed based on the scene content. Post processing of the series
of images is used to sort out which pixels are to be used to form the final HDR image.
Any single pixel in the scene will have increasing values throughout the series of
images created by the increasing exposure levels, which increases the radiance levels
to the pixels. Post processing of the multiple exposure images first requires that the
radiance data for each image be converted to absolute irradiance values. This is done
by dividing the data from APS, which are the measured radiance values, in each
image by the exposure time of that image, keeping in mind that the data recorded
by the APS is spectrally weighted radiance values and not true irradiance values.
Then we can recover scene irradiance values from a series of LDR images by:
PP
ln Ei =

j=1

w(Zij )(g (Zij ) − ln ∆tj )
PP
j=1 w(Zij )

(3.1)

Where Zij represents the ith pixel from the j th image. ∆tj is exposure time of the
j th image such that optimal HDR reconstruction uses exposure spacing of 1 stop but
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spacings up to 2 stops will have satisfactory results Debevec and Malik (1997). Ei
are the recovered irradiance values. The function g() is the camera response curve
(see Section 3.4.1), which recovers the radiance from the measured pixel values and
w(Zij ) is a weighting function (see section 3.4.2) used in the averaging process.
3.4.1

The Camera Response Curve

Since the APS is a sensing device and not a measuring device Sa (2008), the output
image must be calibrated to the absolute irradiance of the scene being imaged. The
function g() from Equation 3.1 is the camera response curve, some literature may
also refer to this as the inverse camera response curve Debevec and Malik (1997). The
camera response curve converts pixel DN values to relative radiance values (absolute
irradiance values ln Ei are recovered by subtracting the log exposure time ln ∆tj from
the radiance of the j th image. Additionally, the response of an APS is not a linear
function and thus the function g() serves to linearize the data from the APS.
According to Debevec and Malik (1997), the camera response curve can easily be
recovered by a least squares method using an array of pixels from a series of images
with increasing exposure times of a static scene. He also provides the Matlab code
for computing the camera response curve using the array of pixels. Using the code
provided by Debevec and Malik (1997), the camera response curve for the Silicon
Image SI1920 APS is given in Figure 3.3 which shows the mapping of pixels Zij to
log exposure values Ei ∗ ∆tj
Computing the camera response curve starts with taking a series of images of a
static scene spaced closely together in exposure levels, usually 1 stop or less is ideal.
Then a series of pixels are selected in the image. The selection process is usually to
use pixels with a variety of DN values. Then the algorithm presented by Debevec and
Malik (1997) uses the series DN values for each pixel across the images to estimate
the response of that pixel to a fixed light source and variable exposure levels.
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Figure 3.3: Sample Camera Response Curve for SI1920
3.4.2

The Weighting Function

Equation 3.1 averages the irradiance values from each of the LDR image’s corresponding pixels by a weighting function. The weighting function allows more weight
to be given to pixels with certain DN values and lower weight given to other pixels.
An example weighting function is given by Debevec and Malik (1997) which is
based on the center portion of the APS’s exposure range is best exposed and the upper
and lower exposure ranges can suffer from saturation effects and quantization effects
respectively. Additionally, that less weight should be given to the data extremes
because the least squares fit for the camera response curve g() will be less smooth
with a poor fit on the extremes.
The weighting function given by Debevec and Malik (1997) to give the most weight
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to pixels that fall into the middle of the exposure range is a simple triangular hat
weighting function and is given by:


 z − Zmin
w(z) =

 Z
−z
max

f orz ≤

1
(Zmin
2

f orz > 21 (Zmin



+ Zmax ) 
.

+Z ) 

(3.2)

max

Equation 3.2 produces the weighting function shown in Figure 3.4.

Figure 3.4: Simple hat weighting function

3.4.3

Other Weighting Functions

The weighting function attempts to address including under exposed and over
exposed pixels in the averaging step to form the output HDR pixels. Underexposed
pixels fall into the dark regions of the image and will tend to suffer from quantization
effects as stated by Mann and Picard (1995). Similarly, over exposed pixels fall into
the very lightest regions of the image and will tend to not retain detail information
from saturation effects.
To further optimize the HDR image merging process, several researchers have
proposed a variety of weighting functions to aid in HDR image reconstruction. One
such example is using a gaussian like function proposed by Robertson et al. (1999)
and is given by:
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w(z) = exp(−4 

z − (2n−1 + 0.5)2
)
(2n−1 + 0.5)2

(3.3)

This weighting function serves to increase the weighting to the group of pixels
located around center of the APS output domain. If the APS’s DN output range is
∈ [0..2n ] where n = number of bits of the APS’s analog to digital converter, then the
center point of the function of Equation 3.3 is 2n−1 + 0.5.
Mann and Picard (1995) proposed a weighting function that assigns weights according to the derivative of the inverse of the camera response curve. This method
is proposed to assign less weight to lower DN valued pixels to reduce the effects of
quantization errors in the these lower DN values given by:

w(z) =

1
d
(log(g(z))
dv

(3.4)

Using the camera calibration curve computed for the SI1920, Figure 3.5(a) a shows
the camera calibration curve and Figure 3.5(b) shows the computed weight function
using Equation 3.4. We can see that the method does produce a weighting curve to
reduce the effects of lower DN valued pixels. However, due to the non-linearities of
most APSs on the extremes, care must be taken in the curve when the derivative
becomes very small or very large. A first or second order polynomial fit would take
care of the problems on the extremes of this curve.
Robertson et al. (2003) extended the work of Mann and Picard (1995) by proposing
a weighting function which increases quadratically with exposure time. This weighting
function takes the same form of Equation 3.4 with the addition of the quadratic
exposure term shown in Equation 3.5. The additional quadratic terms helps to apply
more weight to pixels which have the longest exposure time.

w(z) =

t2
d
(log(g(v))
dv
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(3.5)

(a)

(b)

Figure 3.5: (a) Inverse camera response curve for SI1920 (b) Weighting function proposed by Mann and Picard (1995)
An SNR optimal weighting function was proposed by Mitsunaga and Nayar (1999).
This method assumes noise sources have a constant uncertainty across the domain of
the output DN spectrum. Their formula for the weighting function is given by:

w(z) =

g(z)
g 0 (z)

(3.6)

Reinhard et al. (2005) extended the work of Mitsunaga and Nayar (1999) by
adding a hat function to help reduce the effects of the under exposed and over exposed
pixels in the weighting function. This weighting function is given by:

 z
12 
g(z)
w(z) = 0
1−
−1
g (z)
zmid

(3.7)

Tsin et al. (2001) proposed a weighting function to attempt to take advantage
of the noise model of the APS. This weighting function uses the standard deviation
estimate of the output images based on an estimate of the standard deviation of
the input images. This model assumes the noise is Gaussian. Kirk and Andersen
(2006) extended the work of Tsin et al. (2001) by using the variance of the assumed
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noise model with the addition of the quadratic exposure model of Robertson et al.
(2003). Granados et al. (2010) further extend this work by proposing a more rigorous
noise model of a compound-Gaussian source. These three noise modeled weighting
functions all require an iterative approach to estimate the noise parameters.
Granados et al. (2010) require a multi-pass iterative approach to form a weighting
function based on the probability that a pixel is saturated. First an estimate of the
first order statistics µ̂X of the photo induced noise X collected at the pixel capacitor
and the first order statistics µ̂D of the dark current induced noise D is made. Then an
2
2
estimate of the second order statistics of each can be made for σ̂X
and σ̂D
respectively.

Granados et al. (2010) provide an iterative formula to compute estimates of these
parameters until a preset convergence is met. The resultant weighting functions for
Tsin et al. (2001), Kirk and Andersen (2006), and Granados et al. (2010) are given
respectively by:

w(z) =

t

σ̂g(z)
t2
w(z) = 0 2 2
g (z) σz
w(z) =

t2 g 2 a2j
g 2 t(aj µX + 2µD ) + 2σR2

(3.8)
(3.9)
(3.10)

In Equation 3.10, g is the overall camera gain and aj is the per pixel gain factor.
Weighting functions proposed by Goshtasby (2005) and Vrkonyi-Kczy et al. (2007)
depart from standard pixel by pixel methods. These authors propose methods to
break the LDR images up into small blocks. Then respective blocks from the same
location in the scene from each of the LDR images are analyzed and the best exposed block is selected for output processing. The array of output blocks are merged
spatially using a weighting function which is described as ”a monotonically decreasing spatial function” ie a 2-D gaussian centered at the block’s center. Vrkonyi-Kczy
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et al. (2007) uses a gradient method such that the output block selected has the
largest amount of gradient detail information contained in it. Vrkonyi-Kczy et al.
(2007) uses a similar 2-D gaussian function for merging the blocks into the final
output HDR image.
Akyüz and Reinhard (2007) proposed an interesting method which uses any choice
of weighting functions to increase the overall SNR of the output image. The authors
proposed a method of clustering the images that are averaged together using the
weighting function. The cluster is formed by a weighted average of a subset of input
images. For example, if we start with 8 input LDR images, then we can cluster
images 1-4 using standard weighting techniques to form an intermediate image A,
then input LDR images 2-5 are clustered using standard weighting techniques to
form an intermediate image B and so on. From the intermediate images A through
E, the authors then apply the standard weighting techniques to form the final output
image. The method proposed is said to reduce the effects of pixel extremes by giving
lower overall weight to these extremes.

3.4.4

Other Methods of HDR Combining

A simple yet effective technique for HDR pixel merging is the so-called winner
takes all method JAI (2009), Kao et al. (2006), and Kao (2008). This method uses
the pixel with the longest exposure until the value becomes saturated. The method
mimics a weighting function but places zero weight on any pixel that is not the
longest exposed non-saturated pixel. This method is based on the argument that the
non-saturated pixels from longer exposed images have higher SNRs than pixels from
shorter exposed images Kao (2008).
Another method of HDR merging is put forth by Rvid and Hashimoto (2007). This
method uses a connected components rule to form segmented maps of intensity levels
from the input LDR images. Then the output HDR image is simply the combination
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of these segmented regions.
Rubinstein and Brook (2004) proposed a method based on Laplacian pyramids of
the LDR images. At each Laplacian level, a pixel is selected to form the final HDR
output pyramid. Then the pyramid is collapsed to form the final output HDR image.
The selection rules proposed are the winner takes all method and a weighted average;
however, the weighting function for selection is never been specifically disclosed.
LDR image histograms have also been used to not only estimate the camera
response function but they have also been used to merge LDR images to a final
output HDR image without the use of the camera response function. Grossberg and
Nayar (2003a) use histograms to estimate an image ratio function which is used to
develop an input to output radiance mapping function τ . This ratio function maps
pixels from one LDR image exposure level to a second LDR image exposure and is
called the comparagram. The image ratio function τ is given in Equation 3.11.

τ (z) = H2−1 (H1 (z))

(3.11)

Where H2−1 represents the inverse of the histogram of the shorter exposed (darker)
image while H1 represents the histogram of the longer exposed (lighter) image. The
output HDR image is formed by mapping the histograms and subsequently the pixels
of the longer exposed image to the domain of the shorter exposed image and then
using a weighting function to average the pixels together to form the output HDR
image.

3.4.5

Minimum Bracketing Sets

Minimum bracketing sets are a class of algorithms to determine what is the minimum number of exposures required to capture a scene’s entire dynamic range. For
example, Barakat et al. (2008) lays out a simple greedy algorithm that traverses a
”complete” series of LDR images with fixed exposure differences that is guaranteed
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to cover the entire dynamic range of the scene. Then the greedy algorithm simply
returns the highest and lowest exposure values required to cover the scene’s dynamic
range and thus the minimum number of exposures at the fixed exposure differences to
cover the dynamic range. The method by Stumpfel et al. (2004) uses a technique that
must be used in real time to compute the overall exposure levels, then it determines
if additional images are required to cover the entire scene’s dynamic range.
Hasinoff et al. (2010) presents a method of noise analysis to compute the minimum
bracketing set in order to minimize the effects of APS noise and maximize the SNR.
Another class of minimum bracketing sets algorithms computes the optimal exposure spacing as well as the number of exposures to cover a scene’s dynamic range.
Grossberg and Nayar (2003b) propose a method to adjust the number and spacing
of image exposures to minimize the inclusion of quantization and other noise sources.
Unfortunately, the author’s own results show optimal spacing of some test image sets
require 4 digits of precision to display. This results in some of the exposure spacings
being 0.0001 stops apart.

3.4.6

Additional merging resources

A very rigorous analysis of the noise characteristics of most of the weighting
functions provided in this text was carried out by Kirk and Andersen (2006) where
the authors used an SNR estimator to select the weighting function to minimize total
noise and to optimize the exposure spacing based on the scene content.
Other research by Jongseong and Kang (2006) uses the Gaussian based weighting
function from Robertson et al. (1999) but also seeks to estimate the camera response
curve on an image by image basis. Castro et al. (2011) build a frame work for a
mobile phone HDR camera using the weighting method from Robertson et al. (1999).
A presentation of most of the methods of weighting functions is also presented
by Sa (2008), where results from computing the camera response curve was given,
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however little HDR image merging results were shown.
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CHAPTER IV

HDR Video and Sequential Images

4.1

Sequential HDR Images and Motion in High Dynamic
Range Images

In our progression towards HDR video we must next address how motion affects
HDR still images since most HDR digital video is currently made from a series of
HDR still images. We also have seen that our HDR still images are constructed
from a series of closely spaced (1 to 2 stops) exposure images. The series of images
taken to form the HDR images are taken as a sequence of images in time Mann and
Picard (1995) and Debevec and Malik (1997). There are a few other solutions to avoid
requiring sequential images to form an HDR image which we will discuss in Sections
4.2 and 4.3. But, because the sequence of images are taken in a time sequence, there
does exist the possibility that there can be movement by either the camera or the
subjects in the scene which would cause the input images to be substantially different
from one another. This movement can be seen as either camera movement or object
movement Gro.
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4.1.1

Registration of LDR images

Camera movement can result in blurry HDR images as well as other merging
artifacts while object movement within the scene can lead to ghost images where
the object appears as a ghost of the object or person that has moved between the
sequence of LDR images taken.
Camera motion resulting in blurry HDR images has been addressed by much
research with the primary focus being on LDR image registration between the series
of LDR images. The basic idea here is to spatially align the series of LDR images
taken to form the HDR image. However, traditional techniques such as the gradient
registration method of Lucas and Kanade (1981) tend to fail because the series of LDR
images taken to form an HDR image are differently exposed. This leads to the problem
where if a single portion of an LDR image is used for registration computations, then
that same portion of the LDR image used to align to might be over-exposed or underexposed.
The first major subcategory used for registering a series of differently exposed LDR
images is stabilization methods. These methods use various techniques to compute
the offset or mis-registration of one image to another. Markowski (2009) uses a
brute force trial and error method to find mis-registrations between two images. This
is certainly a straight forward method but does require very fast processing like a
Graphics Processing Unit to perform the operations.
Other methods use more sophisticated statistical methods to find the mis-registration
of pairs of images. For example, the method by Kang et al. (2003) computes a global
registration estimation from a variant of the registration estimator by Lucas and
Kanade (1981). Then a gradient based optical flow technique is used to refine the
registration estimation. Mangiat and Gibson (2011) also proposed using optical flow
techniques for registration and Jacobs et al. (2008) uses a gradient based registration
technique for his method. Velho (2007) and Min et al. (2009) use a histogram based
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method for offset computations. While Kao et al. (2006) uses an average of a series of
translated macroblocks similar to MPEG coding to compute a global motion vector
for registering pairs of images.
Ward (2003) describes a method using a mean threshold bitmap. This method
creates an image for each of the LDR images to align based on each pixel’s DN value
falling above or below a mean value selected from a histogram of a region of the
images. Then a coherence map is generated by using an exclusive-or (XOR) operator
which gives an indication of the relative mis-alignment of the images.
Yet another method by Thevenaz et al. (1998) uses image pyramids to compare
mis-alignment on each level of the pyramid’s scaled images.
Each of the methods for registering LDR images has its own advantages such as
speed of computation Velho (2007) and Min et al. (2009), ease of implementation
Markowski (2009), and accuracy of registration such as Ward (2003). However, an
HDR architecture that could simultaneously capture all the LDR images with the
same exposure time would eliminate the need for registration.

4.1.2

Ghosting Artifacts

After all of the LDR images have been aligned, then they can be used to form
our HDR image. However, motion of objects within the scene being imaged can
cause a ghosting effects in the final HDR image due to their change in location across
the multiple images used to build the HDR image. Kang et al. (2003) proposed a
technique for this ghost removal by warping pixels within a location deemed to contain
ghosting artifacts. Another method by Jacobs attempts to build clusters of pixels by
segmentation to remove and replace pixels thought to have object motion. Pece and
Kautz (2010) and Kao et al. (2006) both compute macroblock movement similar to
MPEG coding for ghost removal. PED (2008), Moon et al. (2012), Khan et al. (2006),
and Jinno and Okuda (2008) use a variety of methods to compute a probability that
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a pixel or group of pixel belong to a motion object and then modifies the weighting
function to build the HDR image in this region to reduce ghosting artifacts. Heo
et al. (2011) use a joint probability density function to iteratively estimate ghosting
pixels.
As with the techniques of registration, ghosting artifacts are an issue when capturing a series of LDR images with moving objects in the scene. But again, a robust
method of simultaneously capturing the LDR images would eliminate any ghosting
artifacts.

4.1.3

Zoom and Focus in HDR Images

Zoom and focus variations in video are very common techniques to create a variety
of effects. Both of these create what are probably the hardest and nearly impossible
to correct effect on a series of LDR images used to construct an HDR image. If a
series of LDR images are captured during a zoom action of the camera, then each of
the LDR images will have a different FOV. Kang et al. (2003) addressed this issue by
trying to match the zoom of each image and then applying a warping to each image
to match a common scale factor.
A focus change while capturing a series of LDR images presents another significantly difficult problem to resolve. At the time of this writing, there has been no
method which has been published to attempt to compensate for focus variations.
Therefore, zoom and focus present a major challenge to HDR video and must be
addressed in order to produce Cinema quality HDR video.
Both zoom and focus issues during image capture could be eliminated again by a
simultaneous capture method.
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4.2

HDR Video Acquisition

The previous review of HDR artifacts arising from a series of LDR images serves
as a guide to show the difficult set of hurdles that must be overcome when using a
series of images temporally captured to build an HDR image as well as the research
that has gone into solving the problems. This serves as a motivator to demonstrate
the additional problems of HDR video capture. Scene object motion, camera motion,
zooming, and focus all present problems in HDR video capture. There is an extent
of research in this field as well with some advances, which can reduce these artifacts
that arise from the various sources of motion in the traditional way of building an
HDR image. These solutions are presented as methods specifically for moving towards
artifact-free HDR video.

4.2.1

Temporal Exposure Adjustment Between Frames

The method of temporal exposure adjustment between frames is arguably the most
conventional and straightforward method of capturing HDR video. This method can
use virtually any available APS that has the ability to change its integration time
on an image by image basis. That is, the APS must have the ability for its own
integration time to change in between successive frames of capture. Then the method
of temporal exposure adjustment between frames will will switch the integration time
between two values for successive frames of video. For example, Frame 1 would have
an integration time of 10 milliseconds (mS) while Frame 2 would have an integration
time of 5 mS, then frame 3 would have 10 mS and so on. This method was first
introduced by Ginosar et al. (1992). Later Kang et al. (2003) used temporal exposure
adjustment to capture HDR video to demonstrate their method of registration and
ghost removal.
Capturing alternating long and short exposed images is limited to the increase in
dynamic range defined by the exposure difference. This technique relies on the same
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principles to capture HDR video as does capturing HDR still images, namely a series
of images captured at different points in time. Therefore, alternating long and short
exposure images is still subject to all of the object and camera motion artifacts that
plague HDR still image capture.
Krymski (2008) used a rolling shutter to repeatedly capture individual rows of
data while the integration time for that row was changed. After the integration time
switched between one of two values, then the system moved to the next row to capture
data. This method does reduce some of the motion artifacts that affect HDR still
image capture but only on a row by row basis since there is minimal time disparity
between exposures. However, global motion artifacts (across the entire frame) can
still be an issue with this system; therefore, global motion must be kept to a minimum
to avoid additional artifacts where the image appears to tear apart on a line by line
basis.
The method of alternating short and long exposures on a single line was extended
by Unger and Gustavson (2007) by using up to eight different exposure values. This
technique is limited to the two image dynamic range increase of the previous techniques, however image tearing artifacts can be more pronounced with motion in the
scene.
Liu and Gamal (2003) presented a method of HDR video capture to avoid motion
artifacts. In this method, the authors proposed using a high frame rate capturing
system. Their system was able to capture 10,000 frames per second, then merged
multiple exposures to a single HDR frame and subsequently the series of frames to an
HDR movie. This method is limited to expensive high frame rate sensors, otherwise
dark areas of the frame would be dominated by noise from such short exposure times.
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4.2.2

Spatial Exposure Adjustment Between Pixels

In order to avoid many of the artifacts that arise from a series of temporally varying
exposure images, many advances in APS architecture have been made such that the
set of LDR images can be captured at the same instant in time. These advances can
minimize and in some cases eliminate the artifacts that arise from camera and object
motion. However, these architectures have created a new class of problems and side
effects in HDR video capture.
Take for example, Nayar and Mitsunaga (2000) and Nayar and Mitsunaga (2006)
who have developed methods for capturing HDR images using a single LDR APS by
placing a mask which contains an array of ND filters directly over the APS. Figure
4.1 shows the arrangement of just such an array.

Figure 4.1: Mask containing array of neutral density filters by Nayar and Mitsunaga
(2000)
Filters located in the e3 locations allow 100% of the incoming light through to
the sensing element on the APS. While filters located at e2, e1, and e0 have the
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relationship of e3 = 4e2 = 16e1 = 64e0 which simply states that filter e2 allows two
stops less light through than e3 and so on for the other filters. This filter array allows
an increase in dynamic range of 6 stops over the dynamic range of the base APS with
the added benefit that all LDR images can be captured simultaneously and with the
exact same integration time.
However, this implementation is not without its pitfalls. The array of filters
shown Figure 4.1 is placed over the existing Color Filter Array (CFA) pattern shown
in Figure 2.7. This filter array on top of filter array requires additional sophisticated
interpolation methods to interpolate now not only the colors from the CFA but also
the intensities from the neutral density array. This also means this method loses
spatial information due to this filter array.
Additionally, this method is wasteful of incoming light. In the example where the
relationship of e3 = 4e2 = 16e1 = 64e0 exists, pixels at locations e2 receive only 1/4
of the light that was destined for this location. Pixels at locations e1 and e0 receive
1/16 and 1/32 respectively. If we assume that 100% of the light was destined for any
4 pixel group such that 1/4 of that incoming light is destined for each pixel in the
group then we can write the relationship for the total amount of light sensed for a
group of pixels as 0.25 + 0.25/4 + 0.25/16 + 0.25/32. This relationship states that
only 1/3 of the incoming light that arrives on the APS is actually captured by the
APS.
An alternative to the fixed filter array is presented by Nayar and Branzoi (2003)
where each pixel modifies its sensitivity to incoming light based on the amount of
illumination. This method essentially creates a feedback mechanism which modifies
the characteristics of the underlying pixel based on the charge accumulated in the
pixel such that it can capture the incoming light level without saturation. This
method eliminates the spatial filter on top of spatial filter problem of the previous
method. However, significant delays can be introduced into the system because of
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the measurement method. This in turn limits the application to scenes with slowly
changing movement and light levels.
Other custom APS architectures include the one by Brajovic and Kanade (1996)
who developed pixel elements which measure the time to saturation as a feedback
mechanism to the pixel. Seger et al. (1999) presented a method such that the response
of the pixel is more logarithmic such that the dynamic range could be increased.
Each of the methods presented in the section are centered around custom APSs.
Each of them have benefits and drawbacks however they all require a single APS
with custom designs. This limits the sensors themselves in a world where advances
in resolution and noise characteristics come almost daily. More importantly, for the
present work, such custom APSs are not readily available for testing or research.

4.2.3

Beam Splitters to multiple sensors

Another well-researched method of simultaneously capturing multiple LDR images
uses simple beam splitting elements placed between the lens and two or more APSs.
Wang et al. (2005), Aggarwal and Ahuja (2001), Aggarwal and Ahuja (2004), and
Harvey (1998) all present methods of beam splitting. Each of these methods share
a common problem of having a parallax error. As stated by Tocci et al. (2011),
the light that forms the image is split into subsections which are spatially different
from each other. The result is that each APS is looking from a slightly different
angle at the same scene. This leads to yet another set of problems to correct the
parallax error in this type of design. These methods also retain the same problem
of losing light through each of the splitting elements much like the method of Nayar
and Mitsunaga (2000), because they require ND filters to provide different exposure
levels, thus making them not light efficient.
The other option with beam splitters is to place them in front of the lens. Soviet
Montage Productions [2010] produced a demonstration model of this method by using
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a modern 3-D rig which uses two cameras, two lenses and a single beam splitting
element in between the lenses. This method requires that the lenses on the cameras
be perfectly matched in zoom, focus, tilt, iris and many other parameters in order to
retain artifact free images Tocci et al. (2011). This system does also have the inherent
limitation of only being able to capture two distinct LDR images.
Myszkowski et al. (2008) also contains a wealth of information about all of the
above methods to capture HDR video.

4.3

Contrast Optical Video Hardware Solution

This section outlines the method presented by Tocci et al. (2011) to capture HDR
video sequences. This method uses beam splitters set between the lens and several
APSs, but this design is unique in that it is not only more compact in terms of space
required, but it is also very light efficient. The design transfers 99.95% of the incoming
light to the APS elements. To illustrate this let us designate the terms LE, ME, and
Short Exposure (SE) which correspond to the lightest, medium, and darkest images
in a three image LDR capture system.
Referring to Figure 4.2, the design is compact and light efficient comprises 2 beam
splitting elements. The quantity Q represents the radiant power entering the main
lens and is expressed in watts. We see by the design that the LE sensor receives 92%
of the incoming light transmitted by beam splitter 1. Beam splitter 1 also reflects
8% of the incoming light towards the ME sensor. After this 8% of the incoming light
is directed to the ME sensor, beam splitter 2 transmits 92% of this light to the ME
sensor while 8% of the 8% is reflected back toward the SE sensor. Subsequently,
the ME sensor receives 7.3% of the incoming light. Then beam splitter 1 in turn
transmits 92% of the 8% of 8% reflected back by beam splitter 2 such that the SE
sensor receives 0.59% of the light. This makes up the 99.95% of the light that is
transferred to the set of sensors. Only a small fraction of the light ≤ 0.02% is not
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Figure 4.2: Optical beam splitting architecture presented by Tocci et al. (2011)
used and reflected back towards the lens. The lens reflects 0.01% of this light back to
the optical elements in the form of ”veiling glare” which gets added to the scatter off
dust particles and micro-scratches. But if the scene is properly exposed such that the
darkest image is rarely in saturation, this light reflection has a negligible effect. Using
the 92% transmission number, we see that each image is separated by 3.64 stops.
Unlike some of the previous beam splitter designs and custom pixel APSs, this design allows the sensor to ”see” the exact same image such that all sensors are optically
identical except the light levels captured. Along those same lines, all image registration problems are removed after the initial sensor alignment in the manufacturing
process, which also means the design does not have any inherent parallax problems
as presented earlier. The sensors used are also gen-locked such that their start of
capture and integration times are all identical and therefore will identically capture
any camera motion and object motion. Additionally, since they are all gen-locked and
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the system only uses a single lens, the design does solve all problems related to zoom,
iris, focus and any other artistic creations imposed on standard cameras. Unlike the
previous custom APS designs, this design is also sensor agnostic and allows camera
designs to evolve with advances in sensor technologies.
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CHAPTER V

Combining Algorithms

5.1

Conventional Image Combining and quantization noise

Using the method of Tocci et al. (2011) to capture three LDR images simultaneously and subsequently repeated at 30 frames per second to obtain video, we now
turn our attention to the merging of these frames. When merging these images, we
must also keep in mind that with the method of capturing the three LDR images
of Tocci et al. (2011), it is desirable that the exposure spacing between the images
be as large as possible in order to gain the largest increase in dynamic range with
the fewest number of sensors. The large number of stops between images can pose a
problem for traditional merging methods in that they do create undesirable artifacts
with such large spacings. An example of these artifacts are color shifts in the HDR
and can be seen in Figure 5.2, which is an image merged using the image set of 5.1
using the merging technique of Debevec and Malik (1997).
These artifacts arise as a function of how traditional algorithms merge the LDR
images. Since the traditional methods primarily rely on some continuous weighting
function, they all blend pixels with some non-zero weight from each of the captured
images apart from the extreme end points of the DN scale. For a two sensor example,
a pixel from the LE image with a high value DN count which has a high SNR is
averaged with a pixel from the ME image that has a low DN count and subsequently
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Figure 5.1: Image set captured by the camera system of Tocci et al. (2011)

Figure 5.2: HDR inset image 1 showing winner take all on the left and my algorithm
on the right. The winner take all method produces noticeable artifacts
while my method reduce the quantization artifacts.
lower SNR from quantization noise. Thus the averaging process will increase the noise
contribution of the quantization process compared to just the LE image data alone.
To better illustrate this point, Figure 5.3 shows an updated quantization transfer
function for the LE image in black and the ME image in red for a case where the
exposure difference between the LE and ME images is only 1 stop or a factor of two.
From Figure 5.3 we see that with a simple 1 stop difference, the quantization
error from the LE image is still only 1 LSB however 1 LSB of quantization in the
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Figure 5.3: Quantization transfer function for the LE image in black and ME in red.
ME image is equal to a factor of two greater or 2 LE LSBs when we reference the LE
signal. The single LSB contribution of quantization error from the pixel of the ME
image spans the same illumination range as does two LSB contributions from the LE
image. These two quantization errors then average together according to the merging
process’s weighting function scheme to increase the overall quantization noise and
thus reduce the SNR of the final output image.
The averaging of the quantization errors is not a simple averaging, it does follow
the weighting method for merging LDR images into a final HDR image. The alternative to averaging the quantization noise is to use the previously mentioned winner
take all method used by JAI (2009), Kao et al. (2006), and Kao (2008). This winner
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take all method would be subject solely to the effects of quantization noise of a single
sensor. This then brings up the notion of determining the contribution of quantization noise which is present in the HDR image and the output SNR of the image as a
result of the quantization noise that is propagated through the merging process. We
can consider other noise sources beyond quantization noise such as photon shot noise
which is signal dependent, or the noise from pixel dark current which would affect all
sensors the same if we assume a constant temperature. However, we will limit our
study to the effects of quantization noise while we assume that fixed pattern noise
can be corrected before the merging process occurs.
These assumptions leave us with the quantization noise of Equation 2.9. Our
premise is that averaging images with quantization errors would cause the larger
quantization noise from the darker images to propagate through to the output HDR
image where as the winner take all method would not and therefore the winner take
all method should have a lower quantization noise contribution, and thus a higher
SNR in the output HDR image as noted by Kao (2008).
Let the terms σle and σme represent the quantization noise from the LE and ME
sensors from a two sensor example. Now we substitute these terms into the weighting
function of Equation 3.1 to obtain an expression for the total quantization noise σT :

σT =

wle σle + wme σme
.
wle + wme

(5.1)

Where wle and wme are the weighting terms for the LE and ME images respectively.
The LSB of the ME image qme has the same range as the LSB of the LE image
qle times the exposure difference ∆E between the two images. This relationship is
qme = ∆Eqle . Using the quantization noise expression σq2 =

q2
12

from Benett (1948),

we can express the noise from the ME image σme in terms of the quantization noise
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from the LE image σle by:

∆Eqle
σme = ∆Eσle = √ .
12

(5.2)

Then we can substitute Equation 5.2 back into Equation 5.1 to form:

σT =

√ le
wle √qle12 + wme ∆Eq
12

.

(5.3)

qle wle + ∆Ewme
.
σT = √
12 wle + wme

(5.4)

wle + wme

Now we group like terms to form:

We can now generate plots of how the weighting function and difference of exposure
affects the quantization noise and ultimately the SNR of the output HDR. The SNR
of a signal is defined according to Kester (2009)

SN R = 20 log10

ZRM S
.
σT

(5.5)

Where for a 12 bit APS pixel value Z ranges from [0,4095] and ZRM S is the Root
Mean Square (RMS) pixel values computed as ZRM S =

Z
√
.
2 2

Now let us examine plots of the SNR of various weighting schemes as a function
of the pixel value from the LE image. We start with Figure 5.4(a) which shows the
plots of various weighting methods previously reviewed.
Figure 5.4(b) shows how the SNR of pixel contributions from the LDR image is
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Plot of various weighting functions

SNRs of various weighting functions with E = 1.0 stop
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Figure 5.4: Various weighting functions (a). SNR due to quantization error with E
= 1 stop between images (b).
affected by increasing pixel values from various weighting functions. From a purely
quantization standpoint, most of the weighting functions have similar performance
when the exposure difference between images in a two image HDR system stays
at 1 stop. The 1 stop difference is specified by Debevec and Malik (1997) to be the
optimal spacing for minimizing noise while maximizing dynamic range covered, which
is consistent with the results here.
However, in the system used by Tocci et al. (2011) the exposure spacing is 3.64
stops. The second generation version of this HDR video camera system at the time of
this writing contains the exposure spacing values as great as 4.4 stops between pairs
of images. So now let us look at how these increased exposure spacings will affect the
SNR due to quantization errors.
Figure 5.5(a) shows the SNR curves for exposure spacings of 3.64 stops and Figure
5.5(b) shows the SNR curves for exposure spacing of 4.4 stops. From these curves,
we can see a reduction in SNR due to quantization error for the weighting functions
as the exposure differences increase.
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SNRs of various weighting functions with E = 3.64 stops

SNRs of various weighting functions with E = 4.4 stops
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Figure 5.5: SNR due to quantization error with E = 3.64 stops between images (a)
and 4.4 stops (b).
In the case where the exposure difference is 4.4 stops, the ratio of LSBs from
the LE image to the SE image is 24.4 or 21.5 times. This means that for each LSB
change in the SE image, which is 1 DN count, the LE image must change 21.5 DN
counts. So as the merging process of LDR images executes, the weighting function
will average these values according to the weighting function. Then according to the
various weighting functions, the quantization noise from the SE image will add to the
lower quantization noise of pixels that come from the LE image.
Our examples here show the SNRs from a simple two sensor system, however the
system by Tocci et al. (2011) contains three sensors. This means that the quantization
error from not only the next exposure up affects the SNR but also the third exposure
image which is even darker with additional exposure spacing. In the case of a three
sensor system, let us designate the three sensors and their image as LE, ME, SE for
the long, medium, and short exposure sensors and images. In the case of a three
sensor system and the exposure spacing ∆E between the LE to ME images is the
same as the exposure spacing from the ME to SE images, Equation 5.4 expands with
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the additional noise term becomes:

σT2

=

2
qle
(wle
12

+ wme ∆E + wse ∆E 2 )
.
wle + wme + wse

(5.6)

Equation 5.6 now has an E 2 term which will in general increase the noise depending
on the specific weighting function used.
A better approach from a quantization error point of view is to use the winner take
all methods of JAI (2009), Kao et al. (2006), and Kao (2008). We can see from the
Figures 5.4 and 5.5, that the winner take all method is most obviously unaffected by
weighting functions since the output pixels and thus the SNR only depends on pixels
and quantization error from one and only one image at a time. So in this respect,
the quantization error and SNR can remain constant independent of the exposure
spacing between images.
Since this dissertation describes the development and implementation of HDR
video for use by the camera system in Tocci et al. (2011), other methods of HDR
merging have not been analyzed due to several factors. Methods which use segmentation and sub-image blocks all require hardware implementation resources beyond
the scope of the designer’s requirements. These methods also include merging algorithms which employ image pyramids. Additionally, methods that require multiple
iterations across the LDR images to form an output HDR image are also not considered because of the additional latency and hardware requirements demanded by
these methods. Thus, simple single pass methods that include several of the weighting
function methods will be included in this discussion.
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5.2

Camera response curve vs image ratios

From our quantization noise discussion we have seen that the winner take all
method is least affected by the quantization noise of very large exposure differences.
The most cited method for merging LDR images into an HDR image by weighting
averages or by winner takes all has been to use the camera calibration curve as outlined
previously and documented by Debevec and Malik (1997). However, this method may
not be optimal for use in the camera system by Tocci et al. (2011).
It is inherently assumed by Debevec and Malik (1997) that the exposure difference
between the LDR images remains constant across the color spectrum. This can be
seen since the method assumes the exposure difference is gained by either controlling
an iris on the camera or by modifying the integration time on the APS which is
also assumed to be chromatically constant functions. However, as noted by Tocci
et al. (2011), the camera system that this discussion is moving towards uses optical
beam splitting elements comprising thin, plastic windows, which are not chromatically
constant, that is they do have a different transmission/reflectance response based on
the wavelength of light hitting them.
Take for example the pellicle beam splitter element produced by Oriel Instruments. This is only an example element but serves the purpose of this discussion.
A sample transmittance curve for the element is shown in Figure 5.6 as provided by
the manufacturer, which shows that the transmittance of the element is dependent
on the wavelength of light. The exposure difference between images is in turn defined
by the transmittance of the pellicle. This means that the exposure differences are
color dependent which does violate the inherent assumption of validity of using a
camera calibration function and can contribute to artifacts resulting from using HDR
merging methods based on color independence.
In the case of using chromatically dependent elements, computing the comparagram of Grossberg and Nayar (2003a) which is a ratio curve between the LDR images
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Figure 5.6: Typical transmittance curve for beam splitting elements used the HDR
capture system of Tocci et al. (2011).
is better suited to estimate the exposure differences between images. The ratio curve
is a plot of the ratio between the pixel value of the LE image to that of the pixel from
the same location in the ME image. A plot of the ratio curve for blue pixels in the
SI1920 APS used in the camera system of Tocci et al. (2011) is shown in Figure 5.7.
Similar curves can be measured for both the red and green pixels. Using the ratio
curve such as the one in Figure 5.7 does allow variations in the exposure ratios used in
the merging process which compensates for color dependent beam splitting elements.
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Figure 5.7: Curve showing ratio of LE image to ME image as a function of the pixel
value from the LE image for the camera system of Tocci et al. (2011)

5.3

Algorithm Overview

Now that we have reviewed available methods for merging images from the HDR
camera system of Tocci et al. (2011), there does exist the need to improve the results
of merging the LDR images.
The problem that this work describes the for is to merge LDR images into a
final HDR image with a minimum of visible artifacts where the exposure difference is
greater than 3.5 stops between LDR images, the exposure difference is chromatically
dependent, and the method must be implementable and implemented in a camera
with a minimum footprint, low power and a latency of less than one frame for use
in real time production of HDR video. The solution was published in the ACM
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Transactions on Graphics and presented at SIGGRAPH in 2011 Tocci et al. (2011).
The top level view of the algorithm uses the winner take all idea from JAI (2009),
Kao et al. (2006), and Kao (2008) to reduce the quantization effects from large exposure differences. It also uses image ratios from Grossberg and Nayar (2003a) to
compensate for the chromatically dependent beam splitting elements. Additionally,
the algorithm operates on image data after the fixed pattern noise has been corrected
but before the demosaicing step. The contribution of this work to the merging algorithm starts with computation of the image ratios, and then instead of computing
multiple histograms and their inverses, the method simply finds the sum of the ratios
of the individual pixels as shown in Equation 5.7.

RatioLE−M E =

X
i

Zi,j
.
Zi,j+1

(5.7)

Where Zi,j and Zi,j+1 are the ith pixels from the exposure images j and j + 1.
The next contribution deals with the crossover area of the winner take all algorithm. The winner take all method still contains artifacts where the transitions
between adjacent exposure images, due to the well overflow of saturated pixels. Well
overflow occurs when photo-generated electrons or so-called photo-electrons overfill
the containing well on the substrate of the APS and spill over into adjacent wells
of other pixels Presler (2005). Presler (2005) has addressed this well overflow with
lateral overflow integration techniques and lateral overflow capacitors manufactured
on the APS to reduce the effect, but Presler (2005) also states that these methods
have limited success and the problem still exist.
Well overflow occurs when a pixel saturates and the charge collected in the pixel’s
well overflows to adjacent pixel wells changing the amount of charge collected in them.
The saturated pixel sits under a red, green, or blue filter on the array and is saturated
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due to the amount of light passing through its particular color of filter. If this light
has a lower color content in the remaining other two colors, then the pixels under
these two filters may not be saturated and the charge collected can be corrupted by
the overflow from the saturated pixel’s well.
The algorithm in this work applies a correction to pixels which are physically
located near saturated pixels to help correct for the well overflow and thereby the
algorithm has fewer artifacts in the transition regions and creates HDR images which
have smooth transition regions between exposure images and retains accurate tonal
reproduction across the total dynamic range of the camera system. This correction
and the entire merging process is done prior to demosaicing because the process of
demosaicing using pixels which are corrupted by saturation or well overfill will cause
the output colors from the demosaicing step to also be corrupted as noted by Boris
et al. (2008).
The final set of contributions in the merging process from this work includes the
implementation of my merging algorithm in FPGA hardware with live video output
with less than one frame of latency. The implementation details are given later in this
document. This work also presents a method for adaptive real-time tone mapping of
HDR video Kiser et al. (2012), which will be discussed in Section VI.

5.4
5.4.1

Algorithm Description
Parameters

First we will denote some additional terms such as the image from the largest
exposure APS will be ILE or the lightest image, IM E and ISE will represent the
images with the medium and smallest exposure respectively. In order to present the
merging algorithm, we need to switch the pixel notation that has used to this point.
Previously we used the subscript i to denote the pixel at that location if the image was
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a one dimensional array. However, since this algorithm references the neighborhood
around a pixel, we now need a two-dimensional pixel reference (x, y) to denote a pixel
in an image. We can represent a neighborhood of pixels with size of (2k +1)×(2k +1)
and centered on a pixel located at position (x, y) in ILE by NLE (x, y). Equally, we
can represent the neighborhoods around a pixel from IM E and ISE as NM E (x, y) and
NSE (x, y) respectively.
The output HDR image will be denoted by IHDR .
Let U denote a binary image of size (2k + 1) × (2k + 1) of unsaturated pixels in
NLE (x, y) where |U | is the number of unsaturated pixels in NLE (x, y):

U = (NLE (x, y) 6= saturated).

(5.8)

Equation 5.8 gives us a binary map of the locations of unsaturated pixels within
the neighborhood NLE (x, y) around the current pixel ILE (x, y) and where saturation
occurs at a preselected level. I have found a reasonable saturation value to the 99%
of the maximum DN value possible from the APS.
|NLE (x, y)| denotes the total number of pixels in the neighborhood NLE (x, y).
Now we define an interpolation parameter α:

α = |U |/|NLE (x, y)|.

(5.9)

Equation 5.9 gives us the fraction of unsaturated pixels located in NLE (x, y). The
value of α gives us a measure of confidence in the pixel value ILE (x, y) such that a
value of α close to one means there are few saturated pixels in NLE (x, y) so therefore
the measured value ILE (x, y) has little corruption. However, a value of α close to
zero means the measured value ILE (x, y) has been corrupted severely by neighboring
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saturated pixels and thus our confidence in the value is low. The parameter α will be
used as weighting parameter to average the values of a pixel located near a saturated
pixel in the LE image and the corresponding pixel in the ME image.
A ratio map Ri,j is computed as a map of ratios between the pixel centered at
location IM E (x, y) and each of the pixels in the neighborhood around IM E (x, y). This
map forms a sub image of ratios of size (2k + 1) × (2k + 1). This ratio map is given
by Equation 5.10.

R(i,j) = IM E (x, y)/NM E (x, y).

(5.10)

Where (i, j) ∈ NM E (x, y). We define gM E→LE as the ratio function which maps
pixel in IM E to pixels in ILE via the ratio computed in Equation 5.7.
We also need a series of binary image maps Mx which will be defined in vector
format by the conditions at the pixel location ILE (x, y). Each map Mx will have a
value of 1 for each pixel ILE (x, y) in the image ILE where the condition is true (in
each Case number 1-4 below) and a value of zero where it is not. The binary maps
are used so that the output HDR pixel can be computed as the sum of the outputs
from each of the Cases listed below.

5.4.2

The Main Algorithm

The method is best described by a series of conditions for the pixel located at
ILE (x, y). Each of the binary maps Mx start as zero valued. The conditions we will
denote as Cases 1 through 4 and are defined as:
• Case 1: ILE (x, y) is not saturated and NLE (x, y) has no saturated pixels,
M1 (x, y) = 1,
• Case 2: ILE (x, y) is not saturated and NLE (x, y) has 1 or more saturated pixels,
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M2 (x, y) = 1,
• Case 3: ILE (x, y) is saturated and NLE (x, y) has 1 or more non-saturated
pixels, M3 (x, y) = 1,
• Case 4: ILE (x, y) is saturated and all pixels in NLE (x, y) are saturated, M4 (x, y) =
1.
We can define the output pixel as an intermediate product from each of the cases
as P1−4 .
Now I will described each case in detail.
Case 1: The pixel ILE (x, y) is not saturated with no saturated pixels in the
neighborhood NLE (x, y) and as such the pixel value is used without modification.
This follows the winner take all method, which is to use the pixels from the longest
exposure image until saturation is encountered. The binary map M1 and intermediate
pixel value P1 for this case are given by:

M1 (x, y) = (ILE < Saturation),
P1 (x, y) = ILE (x, y).

(5.11)
(5.12)

Case 2: The pixel ILE (x, y) is not saturated but due to the fact that 1 or more
of the pixels in the neighborhood NLE (x, y) are saturated, we acknowledge the fact
that due to well overfill, the actual value of the pixel ILE (x, y) could be corrupted.
Therefore, the algorithm applies a weighted sum based on the number of saturated
pixels in NLE (x, y) to estimate the true value of the pixel at location ILE (x, y). The
more saturated pixels in the neighborhood NLE (x, y), the lower our confidence in the
value ILE (x, y) so therefore we give less weight to that value and more weight to the
pixel value at IM E (x, y). The opposite is also true: the fewer saturated pixels in
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NLE (x, y) gives us more confidence in the pixel ILE (x, y) and therefore it receives a
higher weight. The binary map M2 and intermediate pixel value P2 for this case are
given by:

M2 (x, y) = (ILE 6= Saturation) ∗ (|U | ≥ 0) ∗ (|U | ≤ ((2k + 1)2 − 2)),
P2 (x, y) = αILE (x, y) + (1 − α)gM E→LE IM E (x, y).

(5.13)
(5.14)

Case 3: In this case the pixel at ILE (x, y) is saturated but instead of using the
value at IM E (x, y) outright we can reduce the quantization noise at the pixel IM E (x, y)
by using the ratio map in Equation 5.10. The ratio map tells us the ratio between the
center pixel IM E (x, y) and each of the pixels in the neighborhood NM E (x, y). We can
apply this map of ratios to the the neighborhood NLE (x, y), which has much lower
quantization noise due to the finer grain LSBs as shown in Figure 5.3. The binary
map M3 and an estimated pixel value to replace the saturated value at ILE (x, y) are
given by:

M3 (x, y) = (ILE = Saturation) ∗ (|U | ≥ 0) ∗ (|U | ≤ ((2k + 1)2 − 2)),
1 X
IˆLE (x, y) =
R(i,j) ∗ NLE (x, y),
(i,j)∈U
|U |
P3 (x, y) = αIˆLE (x, y) + (1 − α)gM E→LE IM E (x, y).

(5.15)
(5.16)
(5.17)

Using this pixel estimate serves to transition the quantization noise in this crossover
region between LE and ME images.
Case 4: In this last case the entire neighborhood is saturated so there is no
information that can be used from ILE . The intermediate output product is the pixel
IM E (x, y). The map M4 and intermediate pixel value P4 for this case are given by:
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M4 (x, y) = (ILE = Saturation) ∗ (|U | = 0),
P4 (x, y) = IM E (x, y).

(5.18)
(5.19)

Now the output pixel IHDR (x, y) can be formed as follows showing the pixel by
pixel version of my algorithm.

IHDR−LEM E (x, y) = P1 (x, y)M1 (x, y) + P2 (x, y)M2 (x, y) + P3 (x, y)M3 (x, y) + P4 (x, y)M4 (x, y).
(5.20)
Since the binary maps M1−4 are already essentially binary images, we can vectorize
the intermediate products P1−4 and simplify Equation 5.20 to form Equation 5.21

IHDR−LEM E = P1 M1 + P2 M2 + P3 M3 + P4 M4 .

(5.21)

Finally, note that any output pixel is based on one and only one intermediate
product pixel generated from one of the four outlined cases. This can be seen by
noting that the binary maps M1−4 are generated such that the value 0 10 or binary
true is in exactly one map for each pixel. We can also state that the image formed
by M1 + M2 + M3 + M4 is an image of 0 10 s.
The output image formed by Equation 5.21 is an un-demosaiced image in the raw
Bayer pattern format. The method outlined above merges two LDR images into a
single HDR image. In order to apply the algorithm to a system which contains 3 LDR
images, we simply apply a second iteration of the above algorithm. The LE input to
the second iteration is the output of the first iteration IHDR−LEM E and the ME input
is now the SE image.
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Even though the output from the algorithm is an HDR image, the standard image
processing pipeline outlined in Chapter II can now be applied to the output image.

5.5

Analysis of Quantization effects in the Merging Method

The method for merging LDR images into an HDR image was specifically developed for the case when the exposure differences between images becomes sufficiently
large, for example over 3.5 stops. Figures 5.4 and 5.5 show that the larger the exposure difference becomes between LDR images, the more noise is introduced by
quantization when using traditional weighting functions. However, the winner take
all method does not suffer from this artifact.
There does exist another source of artifacts that my algorithm does address. When
the LE image begins to saturate, then pixels are chosen from the next exposure image
which in the case for a three sensor system is the ME image. The transition region
from LE to ME can occur in an area with very shallow gradients, and therefore the
intensity of the colors in these regions are increasing or decreasing very slowly as well.
Prior to the transition regions where all pixels in NLE (x, y) are not saturated, the
quantization error is σle . After the transition region where all pixels in NLE (x, y)
are saturated, the quantization error is σme . So a shallow gradient in the transition
region means that there is a sudden transition from pixels which are chosen from
the LE image with quantization error σle to pixels from the ME image with the
larger quantization error of σme , where again σme = ∆Eσle and ∆E is the exposure
difference. A switch from using pixels in the LE image to pixels from the ME image
will result in pixels which will suddenly switch their error by a factor of ∆E, when
there is little corresponding change in the intensity of the pixels. Increasing the
quantization error suddenly can lead to additional artifacts in the smooth gradient
regions.
To demonstrate the artifacts from increasing the quantization error, we can use
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Figure 5.8: Image set captured by the camera system of Tocci et al. (2011)
the HDR image formed by using the winner take all method on the LDR image triplet
of Figure 5.8 captured by the camera system of Tocci et al. (2011). The HDR image
is shown in Figure 5.9.

Figure 5.9: HDR image of colored balls created using Tocci et al. (2011) with highlighted areas showing quantization error transition regions.
Figure 5.10 shows a zoom view of the three highlighted areas where an increase
quantization error causes the pixelized appearance where there should be shallow
gradients.
Also note that in these areas of shallow gradients, if the color of the transition
region is not a pure white (where the red, green, and blue pixels are equal) then we
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Figure 5.10: Zoom of highlighted areas showing quantization artifacts from winner
take all method.
will see one or two of the pixel colors saturate before all three RGB pixels saturate.
For example, if the color in this low gradient transition region is a shade of blue, then
blue pixels have the highest intensity and will reach saturation in the LE image prior
to the other two colors. With its use of the neighborhood of pre-demosaiced pixel
data, the merging method is perfectly adapted to handle this fact to help smooth the
transition from the low quantization error σle to the higher error σme , through the
implicit application of spatial signal averaging.
As a basis to smooth the transition of the quantization errors, Benett (1948)
points out that quantization noise is approximately Gaussian with zero mean about
the signal being sampled. Kester (2009) further claims that the quantization noise is
uncorrelated to the signal. Therefore, if the quantization noise meets these criteria
then we can reduce quantization noise using signal averaging Drongelen (2008), which
states the SNR can be improved with the square root of the number of measurements
that are averaged.
Using the rule of constant ratio of proportions of the center pixel to the neighborhood we have:
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ILE (x, y)
IM E (x, y)
=
.
NLE (x, y)
NM E (x, y)

(5.22)

Then rearranging the terms of Equation 5.22, we get:

ILE (x, y) = NLE (x, y)

IM E (x, y)
.
NM E (x, y)

(5.23)

The term ILE (x, y) in Equation 5.23 is the pixel described above where one or
two colors begin to saturate. Here ILE (x, y) is saturated so we form the estimate
of the pixel IˆLE (x, y). Case 3 for the algorithm I have developed for HDR merging
forms the pixel estimate IˆLE (x, y) from Equation 5.23 and the averaging of Equation
5.16. Equation 5.16 then becomes a signal averaging technique similar to that cited
by Drongelen (2008). Equation 5.16 uses the ratio term R(i,j) which is a map of size
(2k+1)×(2k+1) of the ratio between the center pixel IM E (x, y) and the neighborhood
NM E (x, y). Then Equation 5.16 multiplies this map of ratios by the neighborhood
NLE (x, y) and averages to form the estimate IˆLE (x, y) as in Equation 5.23, noting
that U is a map which enforces the rule that only non saturated pixels are used.
Equation 5.17 has a component of signal averaging as well. This time, since there
√
are only two terms, the reduction in noise and increase in the SNR goes by N where
N = 2 in this case. The increase from this signal averaging is very modest and can
certainly be conservatively bounded by the quantization error of the LE image, in
fact we could even argue that we do not need a lower noise than the pixels from the
LE image since the winner take all method is bounded by the quantization from the
LE image anyway.
However, Equation 5.17 does serve to blend the transition between the two noise
parameters of σle and σme depending on the term α, which also controls the weight
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given to the pixel IM E (x, y). As the intensity of the blend region increases toward
having the entire neighborhood NLE (x, y) saturated and toward the higher quantization noise pixels in the ME image, Equation 5.17 gives more weight to the individual
pixels IM E (x, y) thus creating a transition region of quantization noise.
To demonstrate how my algorithm produces a smooth transition between the
quantization errors of σle and σme , we can compare the winner take all results from
Figure 5.10 and my method.
The first inset area is shown as a pair of images in Figure 5.11, the image on the
left shows the winner take all method while the image on the right shows my method.
The winner take all method shows that the transition from σle to σme can produce
unwanted and noticeable artifacts in the merged HDR image. On the other hand,
my algorithm produces a much smoother transition of the quantization errors, which
gives the transition region a smoother appearance.

Figure 5.11: HDR inset image 1 showing winner take all on the left and my algorithm
on the right. The winner take all method produces noticeable artifacts
while my method reduces the quantization artifacts.
It is worthy to note that the quantization error smoothing from the merging algo-
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rithm is not a spatial filtering of the image noise. The algorithm produces a smooth
transition from the lower quantization error σle to the higher quantization error σme
as the intensity levels transition from using pixels from the LE image to using pixels
from the ME image. Thus, when the transition is complete to the higher intensity
levels of the ME image and associated quantization error σme , the contribution of
that error appears less because of the larger signal associated with that error from
the ME image. Because the algorithm blends the transition regions, there is minimal
loss of spatial frequencies unlike spatial filtering techniques to reduce noise, which
cause image blurring and loss of spatial detail.
Other examples of the quantization error transition smoothing of my algorithm
are given in Figures 5.12 and 5.13.

Figure 5.12: HDR inset image 2 showing winner take all on the left and my algorithm
on the right.
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Figure 5.13: HDR inset image 3 showing winner take all on the left and my algorithm
on the right.
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5.5.1

Optimal Neighborhood Size

Now if we look at the distribution of saturated pixels around a saturated pixel,
this will tell us the expected number of pixels that will be used to compute α and thus
the expected value of α. At the time of writing there was no literature to support
any claim of this distribution, so an estimate of the distribution can be computed
using a series of histograms for the frequency of the number of non saturated pixels
that occur around a saturated pixel for a neighborhood size (2k + 1) × (2k + 1) where
k = 2, 3, 4, 5, 6, 7. The distribution is only computed for the neighborhood around a
saturated pixel. The average mean of each distribution works out to be µ = 2.1k 2 with
a roughly Gaussian shape. This states that for any saturated pixel, we can expect
there to be 2.1k 2 non-saturated pixels in the neighborhood NLE (x, y) assuming the
entire neighborhood is not saturated.
Now from Equation 5.23, to make sure that the average of the ME image quantization error σme used to form the pixel estimator of the same order as the LE image
quantization error σle , we should average enough terms to cancel out the exposure
difference E in Eσle , which is E = 23.64 . So if we set 4.2k = E, then Equation 5.24
gives us the optimal neighborhood size.

k = E/4.2.

(5.24)

In the case of our exposure difference being 3.64 stops, k = 3. This means that
optimally the neighborhood size should be 7 × 7. Additionally, any neighborhood size
larger than this will not reduce quantization error from averaging ratios in Equation
5.16 and 5.17 any lower than the quantization error already introduced by the LE
image. Larger exposure ratios do require larger neighborhood sizes but this may not
be practical for a real time camera system.
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5.6

Comparison by Examples

Now that we have fully developed the algorithm that this work presents, we should
take a look at real life examples of how it performs.

Figure 5.14: Image set captured by the camera system of Tocci et al. (2011)
Figure 5.14 is a sample set of LDR images taken by the camera system of Tocci
et al. (2011). The images are separated by an exposure spacing of 3.64 stops and the
resolution of the images are 1920 by 1080 pixels. Figure 5.15 shows the HDR image
merged from the set of LDR images of Figure 5.14 along with several highlighted
areas we will use for comparison.
Figure 5.16 references the first highlighted area from each of the HDR images
merged using the merging method in this work, Mitsunaga and Nayar (1999), Robertson et al. (2003), and Debevec and Malik (1997) respectively. The output images have
been color corrected but have not undergone final white balancing so each image may
not have the same coloring. Also each image has been tone mapped using the tone
mapping method this work describes in Chapter 6.4 Kiser et al. (2012).
Figure 5.16 demonstrates that the merging methods of Mitsunga and Robertson
have similar tonal shifts on the yellow die, while the Debevec method has minimal
tonal shifts but lower SNR from quantization noise is apparent by the pixelized appearance of the image. The merging method presented shows minimal quantization
noise and maintains the tonal qualities of the dice across the intensity variations from
the front to the top of the dice.
Figure 5.17 contains the same order of merging methods. In comparison, we see
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Figure 5.15: HDR image created using Tocci et al. (2011) with highlighted areas used
for comparison.

Figure 5.16: Zoom of Region of Interest 1, left to right my algorithm, Mitsunga,
Robertson, and Debevec.
Mitsunga and Robertson have reasonably good performance but there is a noticeable
loss of hue on the face of the curio puppet. The Debevec merging method displays
considerably more artifacts primarily due to the drop in SNR in the higher DN values.
While the method presented shows the curio face with few artifacts and consistent
color across the face of the curio puppet.
Figure 5.18 again uses the same order of merging methods. Here we see Mitsunga
and Robertson have fewer artifacts from quantization noise, i.e. the pixelized appear89

Figure 5.17: Zoom of Region of Interest 2, left to right my algorithm, Mitsunga,
Robertson, and Debevec.

Figure 5.18: Zoom of Region of Interest 3, left to right my algorithm, Mitsunga,
Robertson, and Debevec.
ance but at the expense of the tonal shifts on the upper corner of the dice where
the light intensity is high. The Debevec merging method shows better tonal quality
but again at the expense of quantization noise. The method presented has consistent
colors across the bright transition region from the front to the top and also to the left
side of the dice in the very dim regions.

5.7

Using the Method for Dynamic Range Measurement

We can measure the dynamic range of the camera system of Tocci et al. (2011)
by using the method outlined in Section 2.4 by capturing an image of a stepped ND
filter. Figure 5.19 shows a stepped ND filter imaged by the camera system of Tocci
et al. (2011) that has not been color corrected. The HDR image is merged from the
series of LDR images using the method presented and tone mapped using a simple
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log2 conversion.

Figure 5.19: Stepped neutral density filter imaged by Tocci et al. (2011). Image
merged by the method I have introduced and tone mapped by log2 conversion.
If we sum the similar columns as outlined in Section 2.4 we see the stepped curve of
Figure 5.20. Again using the minimum discernable step as our indicator, we measure
the dynamic range to be around 17 stops. This shows an increase of 8 stops, compared
to a single SI1920 APS, as well as a smooth image with minimum artifacts from
quantization noise.

5.8

Additional Merged Images

The following Figures show additional example images using the merging technique presented. The images are tone mapped using the method listed under each
image and the three LDR images used to produce the HDR image are shown to the
left of each sample.
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Figure 5.20: Stepped neutral density filter imaged by Tocci et al. (2011). Image
merged by the method I have introduced and tone mapped by log2 conversion.

Figure 5.21: ’Washme’ TMO: [Photomatix::”Natural”(background layer)] + [Photomatix::”Painterly”(next layer), 60% opacity] + [FDRTools(top layer),
25% opacity]
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Figure 5.22: ’Snow dog’ TMO: [FDRTools::”Natural” (background layer)] + [Mantiuk
(top layer), 60% opacity]

Figure 5.23: ’Monkey Bucket’ TMO: [Photomatix::”Natural” (background layer)] +
[Fattal(next layer), 21% opacity] + [Mantiuk(top layer), 55% opacity]
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Figure 5.24: ’Lighting Torch’ TMO: [Mantiuk, (background layer)] + [Photomatix::Details Enhancer (top layer), 37% opacity]

Figure 5.25: ’Melting Snow’ TMO: [Photomatix::Details Enhancer::”Natural” (background layer)] + [FDRTools::”Natural”(top layer), 60% opacity]
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CHAPTER VI

Tone Mapping Operators

6.1

Tone Mapping Overview

In this chapter we now turn our attention to displaying HDR images on LDR
display devices. The process of preparing an HDR image for display is called tone
mapping and the methods used to perform this function are often referred to as Tone
Mapping Operators TMOs. The function of a TMO is to compress the dynamic range
of an image Reinhard et al. (2005).
Since HDR video has not been readily available until recently Tocci et al. (2011),
little work has been presented in literature concerning TMOs that have been developed specifically for, or even evaluated using HDR video. The simple application of
current tone mapping methods such as the photographic operator described in Reinhard et al. (2002) with the automatic parameter estimation described in Reinhard
(2003) can lead to undesirable artifacts in the final output video. Example artifacts
include overall image brightness changes from frame to frame of a near static scene,
which results in flickering in the output video playback as noted by Kang et al. (2003).
The flickering is caused by significant changes in internal TMO parameters, which
can change due to minor changes in image statistics Kiser et al. (2012).
Another noted result of tone mapping video is that the full dynamic range allocated to the output of the TMO function is often not fully utilized Kiser et al. (2012).
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Under-utilization of the output dynamic range can make a robust TMO appear to
have lower performance than expected and thus look sub-optimal as compared to the
performance of the TMO on a single image. Since the dynamic range of most display
devices is very low, it is motivating to attempt to utilize as much of this limited range
as possible.
Mangiat and Gibson (2011) references HDR video as captured by a system with
alternating long and short exposures. This system’s intention was to adaptively
change the amount of exposure of the short and long exposed images to adapt to
illumination levels of the scene being captured. The authors’ focus was using a bilateral filter for motion compensation rather than an emphasis on tone mapping HDR
video. The authors chose the TMO of Reinhard et al. (2002) and since their focus was
on motion artifacts, their output video would be susceptible to flickering and output
dynamic range utilization as well.
Kang et al. (2003) noted the appearance of video flicker when they applied the
TMO of Reinhard et al. (2002) although the focus of their research was similar to
Mangiat and Gibson (2011) in that the authors presented new methods to adaptively
adjust the exposure levels of alternating long and short exposed frames. After noting
the appearance of video flicker, their proposed solution was to modify the internal
log-luminance computation of Reinhard et al. (2002) by temporally averaging pixels
of the k th and (k − 1)th frame prior to computing the log average luminance. This
method relies on modifying the internal computations of the TMO itself and thus is
tied to that specific tone mapper.
It is to the end of flicker free tone mapped HDR video with optimal dynamic range
utilization that this section is dedicated.
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6.2

TMO Basics

The goal of most TMOs as noted is to compress the dynamic range of an HDR
image to the smaller dynamic range of a display device. This is sometimes called
re-mapping the input HDR values (referred to as the world luminance Lw (x, y)) to
the output LDR values (referred to as the display luminance Ld (x, y)) for displaying
purposes. A generalized form of re-mapping is shown by:

Ld (i, j) = f (Lw (x, y)).

(6.1)

Where the re-mapping function f () can take on many forms depending on the
category and purpose of the TMO itself.

6.3

TMO Categories

As with HDR merging techniques, there has been much research in the area of
tone mapping. Reinhard et al. (2005) notes that available techniques can be divided
into four distinct categories. These are global operators, local operators, frequency
domain operators, and gradient domain operators. This section will be dedicated to
a brief outline of these four categories of TMOs with specific examples cited. For
a more complete study of tone mapping, the reader is directed to Reinhard et al.
(2005), which presents a rigorous review of tone mapping. Another comprehensive
comparison of TMOs is presented by Ledda et al. (2005).
6.3.1

Global Operators

Global operators compute a non-linear re-mapping function f () based on the values of pixels from the entire image being tone mapped. As such, the re-mapping
function f () will be the same for each pixel, or globally constant across the image.
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Since global operators only compute a single re-mapping function for an entire image,
this category of TMOs is commonly less resource intensive to compute and implement
than local operators; however, these operators do fall short when tone mapping images
with very large contrast ratios.
The first noted example of a global operator attempted to maintain brightness
visual equivalences between pairs of pixels throughout the re-mapping function Miller
and Hoffman (1984). Then by applying this criteron, as the brightness of an image
is compressed by the TMO the relative brightness changes within the image are
maintained. The resultant re-mapping function of this TMO is to a first order a
log-based function.
Another example of a log based operator as given by Ward (1994) attempts to
preserve contrasts through out the image by calibrating the TMO such that contrasts
within the scene that are just barely noticeable by an observer would also be just
barely noticeable in the tone mapped image.
Ferwerda et al. (1996) extended the global operator work by Ward (1994) by
adding components to reduce the contrasts perceived in the dark regions of the image.
In this way, the operator better mimics the human visual system under low light
conditions where color changes and contrasts are less perceptible. Ferwerda et al.
(1996) also introduced terms that when applied reduce the frequency content of the
dark regions of an image to further mimic the loss of visual acuity in dark regions.
The global operator presented by Drago et al. (2003) is another example of logarithmic compression. This operator is one of the first global operators presented that
can be considered to adapt to the input HDR image. The TMO adjusts the base of
the logarithm between 2 and 10 to give higher compression to light areas of the image
while still preserving details in dark and medium areas of the image.
Another example of a global TMO is put forth by Ward et al. (1997); however,
this method is not logarithmic based and is unique in that it computes a re-mapping
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function based on the distribution of the histogram of the image’s luminance values.
One final example of a global operator is based on the photoreceptor response of
the human visual system Reinhard et al. (2002). This operator first computes the
log-average luminance of the HDR image by:

1
L̄w = exp
N

X

!
log(δ + Lw (x, y))
.

(6.2)

x,y

Where N is the total number of pixels in LW used in the computation, and δ is
a small value to avoid the problems of taking the log of zero if the pixel Lw (x, y) is
zero. The parameter L̄w is considered to be the geometric mean of the image. The
TMO of Reinhard et al. (2002) then maps the world luminance values of the image
to the geometric mean:

L(x, y) =

a
Lw (x, y).
L̄w

(6.3)

The parameter a is called the key value and ranges between 0.18 to 0.36. Then
if a parameter Lwhite is defined as the world luminance value that is mapped to pure
white, the final non-linear re-mapping function is given by:
L(x, y)
Ld (x, y) =



1+

L(x,y)
L2white

1 + L(x, y)


.

(6.4)

Reinhard (2003) improves on their own results of Reinhard et al. (2002) by adding
automatic parameter estimation to the key value a:
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6.3.2

a = 0.18 ∗ 22(B−A)/(A+B) ,

(6.5a)

A = Lmax − Lav ,

(6.5b)

B = Lav − Lmin .

(6.5c)

Local Operators

Local operators compute a re-mapping function f () to map Lw (x, y) to Ld (x, y)
based on the value of the pixel at location (x, y) and the values of pixels in a neighborhood around the pixel at (x, y). The computed re-mapping function f () can and often
does vary depending on the pixel’s location within the scene’s spatial content. This
means that two pixels with identical values can be re-mapped differently based on the
values of the surrounding pixels. Unlike global operators, local operators can handle
large contrast ratios within an image but at the expense of creating halos around the
areas of high contrast as well as imposing additional complexity and computational
requirements.
Two important characteristics of global operators are that (1) they are by necessity
monotonically increasing functions and (2) they are applied equally across the entire
HDR image Reinhard et al. (2005). Local operators are not limited to either of
these constraints and thus dynamic range compression effects can be created such as
contrast inversions that are simply not possible with a global operator.
The local operator as presented by Chiu et al. (1993) compresses HDR images
by dividing the world luminance image by a gaussian blurred version of the world
luminance image. This so called Retinex operator is a very simple local operator
but at the same time this method generates significant halos around areas of high
contrast. Rahman et al. (1996) attempted to improve the results of the Retinex
operator by computing the gaussian blurred image and the re-mapping function in
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the log domain with minor success. Rahman et al. (1996) also put forth the idea of
using the inverse of the geometric sum of several Gaussian blurred images, this time
using a re-mapping function with different kernel sizes.
Fairchild and Johnson (2002) seek to improve on local operators which use the
inverse of a Gaussian. They add an additional exponential compression step where
the exponent is computed from another Gaussian filtered version of the input image
using a kernel size fully one third the size of the image.
Pattanaik et al. (2000) presents a multiscale observer model in which the remapping function is built from a complex combination of several multiscaled Gaussian
blurred images and exponential functions. This local operator is often considered
one of the most complex methods of local tone mapping that has been presented.
Ashikhmin (2002) presented a re-mapping function based on the multiscale observer
model of Pattanaik et al. (2000) with reductions in overall complexity.
In some cases, existing global operators can be adapted to operate in local regions
to offer improved compression performance. One such example is given by Reinhard
et al. (2005), in which the global operator of Reinhard et al. (2002) is adapted to
become a local operator by using a difference of Gaussian blurred images to estimate
the contrast variation within a neighborhood around a center pixel. Then pixels can
be compressed more or less depending on their relative contrasts compared to pixels
within the local neighborhood.
Much like the review of global operators, this review of local operators is not
complete but serves to demonstrate the motivation and general philosophy behind
each of the TMO methods.

6.3.3

Frequency Domain Operators

Frequency domain operators use techniques based around operations in the frequency domain of an image to compress the dynamic range of an image. The first
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methods presented in literature seek to compress dynamic range by attenuating low
frequencies more than high frequencies. This type of compression is based on the idea
that scene illumination varies to a certain extent slowly whereas the reflections in the
scene may have a higher frequency component Oppenheim et al. (1968). By attenuating the illumination component, the overall scene dynamic range can be compressed
while the contrast differences between objects in the scene is retained.
Durand and Dorsey (2002) put forth a method to preserve edges while still compressing the dynamic range of an image. This method uses a bilateral filter to separate
an image into a base layer and a detail layer (a bilateral filter is a Guassian based
filter with added terms to only include pixels within the neighborhood of the center
pixel that fall below a preset difference in value). This is akin to the application of a
wavelet to the image. Then the low frequency base layer is compressed before it is recombined with the detail layer. In this practice, the details or edges in the images are
preserved while the overall dynamic range is compressed in the base layer. Choudhury and Tumblin (2003) improves on the results of the bilateral filter of Durand
and Dorsey (2002) with a trilateral filter which attempts to minimize the smoothing
across sharp changes in the gradients of the image.

6.3.4

Gradient Domain Operators

Gradient domain operators seek to compress the dynamic range of an image by
exploiting the idea that areas in an image with large changes in dynamic range will
have significant gradients. These areas are considered to be reflections from objects
in the scene and these edges should be kept while the TMOs seek to compress the illumination of the scene Horn (1974). This class of TMOs use gradients to identify the
areas of large dynamic range, and apply different levels of compression on these areas
versus areas of low dynamic range changes considered to be related to illumination.
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Horn (1974) computes a gradient field of the input image and then thresholds
the gradients of this differential image. If gradients fall below the preset threshold,
they are set to zero. Then the modified difference image is integrated to reverse the
forward differences to generate a tone mapped image. Fattal et al. (2002) improves on
the gradient method of Horn (1974) by implementing an adaptive selection process
for thresholding the gradients. This method seeks to progressively attenuate gradient
values, that is, larger gradients receive more attenuation than smaller ones.
Li et al. (2005) uses similar gradient based techniques. First, a series of subband coded images are computed similarly to those computed from wavelets, then
a photoreceptor motivated global attenuation function is applied to each of the subbands before recombination into the output tone mapped image.
Again, this review of TMOs is not complete but serves to demonstrate the motivation and general philosophy behind each of the TMO methods.

6.4

Kiser - Reinhard video TMO

This section presents the method developed by the author which specifically targets the tone mapping of HDR video. This method extends the previous work of
Reinhard et al. (2002) and Reinhard (2003) to reduce and eliminate the specific artifacts related to tone mapping video Kiser et al. (2012).
The development began with the intention to develop a tone mapping system
which is not just an experiment but a tone mapper that is implementable in a minimum hardware footprint for use as a real time tone mapper for an HDR video camera.
With this in mind, gradient domain tone mappers like Fattal et al. (2002) and Li et al.
(2005) require multiple passes across the image, which can lead to additional hardware costs and latency in processing. Similarly, frequency domain operators which
commonly create multiscale images such as Durand and Dorsey (2002) and Choudhury and Tumblin (2003) also can create hardware and latency issues. Local operators
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can eliminate the problem of multiscale image creation, but the Gaussian kernels involved can be unwieldy in their implementations especially with the large kernel size
of Fairchild and Johnson (2002). This leaves global operators as an obvious choice
for a minimum of complexity, processing required, and latency performance.
The methods of Reinhard et al. (2002) and Reinhard (2003) were chosen in specific because of the superior performance as compared to other global methods when
applied to a variety of scenes as noted by Ledda et al. (2005). Thus given the sample
space of possible scenes that a video camera would be required to capture without
user intervention to modify parameters, using the method of Reinhard et al. (2002)
and Reinhard (2003) is the obvious starting place.
While the method developed makes use of the photographic operator of Reinhard
et al. (2002) and Reinhard (2003), it is TMO independent and thus can be applied
to other operators without specifically modifying the TMOs internal computations.
Also, since Reinhard (2003) extends Reinhard et al. (2002) with automatic parameter
tuning, for clarity references to Reinhard (2003) infer the usage of Reinhard et al.
(2002).
The video TMO method developed can be broken up into two parts, each of
which solve the respective problems of display device dynamic range utilization and
parameter adaptation for flicker removal respectively. While each of these methods
is straight forward to present and implement, together they are extremely effective in
the production of real time tone mapped HDR video.

6.4.1

Clamping White and Black Levels

As noted previously, the first aspect the HDR video tone mapping method addresses is optimal utilization of the limited number of bits of LDR display devices.
The display luminance values Ld (x, y) produced from a simple automated tone mapping of HDR world luminance values Lw (x, y) may not fully utilize the dynamic range
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of the output display device due to subtle variations in the HDR image data, which
often leads to non-optimal parameter calculations.
For example, data values in the HDR image that are lower in DN value than the
black level of the image can reduce the utilization of the available display device’s
dynamic range by the tone mapped image. These lower-than-black level pixels are
sometimes referred to as cold pixels and can cause the output tone mapped image
to appear lighter such that black values of Lw (x, y) are mapped to gray values of
Ld (x, y) shifting the black level of the image. Equally important are pixels that are
anomalously high (called hot pixels) which can also adversely affect the utilization of
the output dynamic range by shifting the white level down causing the output image
to appear darker.
The source of these data outliers can vary, but commonly can occur because
of manufacturing defects on the APS itself; however, these defects are not limited
to a known set of pixels. In fact, these types of hot and cold pixels can appear
and disappear on an APS seemingly at random according to ISO 13406-2. Also,
computational variations in the workflow used to generate the images can affect the
upper and lower bound of pixels within the image.
The under utilization of the dynamic range of Ld (x, y) has not been given much
attention since most literature available assumes the luxury of user intervention to
afford fine tuning TMO parameters to meet the goals of dynamic range usage: a
perfectly valid assumption for a single HDR image. It is common for tone mapping
techniques to attempt to exclude data outliers and then manually adjust internal
parameters to compensate for dynamic range usage. However, manual tuning and
simple data exclusion does not always produce the robust results necessary for use in
a real time, fully-automated, video tone mapper.
Figure 6.1(a) shows a sample image that has been tone mapped using Reinhard
(2003). The original HDR image has 11 stops of total dynamic range where all column
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(a)
(b)

(d)

Ld(x,y)

Ld(x)

(c)

(c)

(e)

(b)

(a)
(c)
(b)

x

Lw(x,y)

Figure 6.1: (a) Example HDR Image with 11 stops of dynamic range tone mapped
with Reinhard et al. (b) HDR image with black level shift and single hot
pixel tone mapped with Reinhard et al. (c) HDR image with black level
shift and single hot pixel pre-clamped then tone mapped with Reinhard
et al. (d) Cross-sectional view of tone mapped images. Red curve shows
cross sectional view of image from standard tone mapped image (b) above.
Blue curve shows cross sectional view of image with pre-clamping step
before tone mapping from (c) above. (e) Lw (x, y) to Ld (x, y) mapping
curves for tone mapped image (a) in blue, (b) in red, and (c) in green
values are equal and row values start at 0 and increase linearly to 2047. As we would
expect from the robust operator of Reinhard (2003), the image has smooth transitions
from low to high values and retains the overall appearance of the HDR luminance
pattern, which is linearly increasing from left to right. The input Lw (x, y) to output
Ld (x, y) mapping curve for this image is shown by the green curve of 6.1(e), which is
an expected smooth log shaped mapping curve.
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Now if we include a black level offset at DN value 200 for the first 200 columns
and add a hot pixel anywhere in the image of Figure 6.1(a) then apply the TMO, we
see the resultant tone mapped image of Figure 6.1(b). Figure 6.1(b) now has black
and white level offsets making the new image appear to be nearly solid gray with
little contrast - a poor utilization of the display dynamic range. A cross sectional
curve of this image is shown by the red curve of Figure 6.1(d), which shows that
the new image uses only about one half of the available display dynamic range. The
red curve of Figure 6.1(e) shows how the mapping function has shifted down, which
indicates how the upper portion of the mapping has lost about one quarter of the
dynamic range. Similarly, the new black level has shifted to the right on the axis of
Figure 6.1(e) because the black level is no longer at zero. Ideally, we would want the
mapping curve to have adjusted to this new black level such that the black levels are
still black rather than the gray levels shown in Figure 6.1(b).
It is this problem of black level shift and white offsets that this work addresses.
The method attempts to locate the upper and lower bounds of the image via histogram
techniques and then shift the input image such that the statistical black level of the
image matches the expected black level of the TMO in what is called a pre-clamping
step.
The method begins by computing the histogram H of the HDR image. Then the
cumulative sum CS is computed by:

CS (n) =

n
X

H.

(6.6)

k=1

A percentage of the available pixels β is allocated to the available dynamic range
of the tone mapped image. An upper and lower bound is computed by Equations
6.7a and 6.7b, which sets the upper and lower limits respectively of the HDR image
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that will be re-mapped by the TMO to the output image.

Bupper = β max CS ,

(6.7a)

Blower = (1 − β) max CS .

(6.7b)

The upper and lower bounds are defined on the cumulative sum plot. To find the
pixel values that correspond to these bounds, we simply locate the pixel bin closest
to the upper and lower bound bins.
Figure 6.1(c) shows the results of using the pre-clamping method as compared to
no pre-clamping method of Figure 6.1(b). The new black level that was set at 200
DN counts is now shifted back to the black level of the output image. Additionally,
the hot pixels have no affect on the upper limits of the image since the lightest part
of the input image is mapped to the lightest white of the output image. This can
best be seen in the blue curve of Figure 6.1(d), which shows the cross sectional view
of the tone mapped image in Figure 6.1(c). Note that the black level in the first 200
columns is mapped to the black level of the output Ld (x, y), and the dynamic range
of the input spans the entire dynamic range of the output Ld (x, y).
The green curve of Figure 6.1(e) demonstrates an additional feature of the preclamping step. After the pre-clamping, the basic shape of the TMO is retained nearly
exactly thus allowing the TMO to operate as originally designed. This is in contrast
to the red curve of Figure 6.1(e) which not only has limited the use of the dynamic
range of the output, but also has changed the allocated proportions of the low and
high ranges. The red mapping curve of Figure 6.1(e) shows that high DN valued
pixels span more of the output dynamic range, and subsequently use more of the
output’s precious few bits at the expense of fewer bits allocated to the low DN valued
pixels. The shift in bit allocation then changes the overall mapping itself.
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Another example of the pre-clamping method is shown in Figure 6.2. Figure 6.2(a)
shows an image of a monkey in a bucket as tone mapped without the use of the preclamping step. Figure 6.2(b) shows the image as tone mapped using the pre-clamping
step. We can observe that the lightest portions of the image around the monkey’s
arm have been mapped back to near saturation to give a bright appearance to that
portion of the image. Meanwhile, the dark areas in front of the bucket have been
allocated more dynamic range, thus bringing out details that cannot be distinguished
in Figure 6.2(a). The very black regions such as the monkey’s feet have also been
mapped to a more pure black.
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(a)

(b)

Figure 6.2: Standard tone mapped monkey image in (a). Tone mapped monkey image
using pre-scaling in (b)
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If we look at the histograms of the two images, we can better see how the preclamping step makes use of the dynamic range. Figure 6.3a shows the histogram of
the luminance of the tone mapped monkey image. Figure 6.3b shows the histogram
of the tone mapped monkey image using my pre-clamping method. The histogram
of the image which has had the pre-clamping method applied better spans the full
dynamic range of the output.

(a)

(b)

Figure 6.3: (a) Histogram for tone mapped monkey image where the width of the
plot represents the entire display dynamic range. (b) Histogram for tone
mapped monkey image using pre-clamping method. Note the full use of
the dynamic range.
Also note that this technique of pre-clamping is not the same as merely expanding
the output histogram to use all the bins of the output image. This method is applied
prior to tone mapping such that the natural output of the TMO spans the entire
dynamic range. The differences between these two concepts is subtle but identifiable.
First, a post tone mapping histogram stretching operation merely stretches the histogram generated from the modified red mapping curve of Figure 6.1(e). In the case
of an 8 bit output image, histogram stretching would also carry a slight error due
to rounding errors when reorganizing the histogram bins. This is on top of the fact
that the histogram stretching operates on an image where the bit allocations have
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changed from the modified red mapping curve of Figure 6.1.

6.4.2

Video Flicker Removal

The main focus of our discussion has been to produce HDR video with a minimum
of artifacts. We have seen the effects that data outliers can produce in tone mapped
images in Section 6.4.1. These data outliers along with slight data variations from
image to image exist in all video data even if the scene being captured does not change
as noted by Kang et al. (2003). These variations do not cause any visible problems
in the original HDR video, however variations in overall pixel levels from image to
image do result when the HDR video stream is tone mapped. These variations in
brightness results in visible flicker in the tone mapped video. Since we cannot display
video flicker in a written report, we look instead at filmstrip shown in Figure 6.4(a).
This sequence of images was captured using the HDR video capture method of Tocci
et al. (2011) and tone mapped using the TMO of Reinhard (2003).
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17

(a)

(b)

Figure 6.4: Frames 7 - 17 of tone mapped movie. Frames 8,11,13, and 15 from (a)
cause flicker in resultant video. (b) shows results of reduced flicker
We can see that the frames 8, 11, 13, and 15 have a visible increase in overall
image level leading to flicker in the output video. This flicker results from variations
in the parameters internal to the TMO. A plot of the variations in TMO parameters
is shown in Figure 6.5.
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Parameter value

Parameter value

(a)
An

(b)
A
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0

20
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0

249
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Figure 6.5: Internal upper limit A parameter for frames 7 - 17 of HDR video sequence.
Red lines are unmodified A, Blue lines are An . Spiked values in A for
frames 8,11,13, and 15 that lead to flicker in the video sequence.
Figure 6.5 shows a plot of the upper limit A parameter. The red lines from the
figure on the left show A from the unmodified TMO for the first 20 frames of the
monkey sequence. We see that spikes in the parameter A correlate with mean pixel
value changes in the frames from Figure 6.4 (a). We can also see the variations for
the entire 250 frame sequence in the red line plot on the right side of Figure 6.5.
The tone mapping method to remove flicker is quite straightforward and requires
minimal resources. This method uses a normalized leaky integrator Yates and Lyons
(2008) to reduce the flicker from frame to frame by giving the TMO parameters
temporal memory.
The leaky integrator forms a set of update equations such that each parameter
computed instantaneously for each new frame is used to compute a filtered version
of the respective parameter. The update equations for the TMO parameters An , Bn ,
and an for the nth frame are:

113

An = (1 − αA )A(n−1) + (αA )A

(6.8a)

Bn = (1 − αB )B(n−1) + (αB )B

(6.8b)

an = (1 − αa )a(n−1) + (αa )a

(6.8c)

The normalized time constants αA , αB , and αa control the amount the currently
computed parameters affect the parameters that are actually used by the TMO.
Larger values of αA , αB , and αa put more weight on the averaged versions of the
parameters while smaller values put more weight on using the instantaneous parameters. Additionally, the time constants αA , αB , and αa are ∈ [0, 1] and therefore are
normalized since (1 − αA ) + (αA ) = 1. These update equations modify parameters
sent to the TMO on a frame by frame basis, rather than modifying the computational
methods of the TMO itself.
Equations 6.8a through 6.8c reduce the variations of internal TMO parameters
and therefore reduce the flicker in tone mapped HDR video. Using Equations 6.8a
through 6.8c along with the TMO produces the sequence of frames in Figure 6.4(b),
which shows no visible changes in brightness from image to image. Blue curves in
Figure 6.5 show the frame by frame reduction in parameter variations which serves
to remove the flicker in the video sequence.
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CHAPTER VII

Hardware Implementation

We have developed a method to merge a series of widely spaced LDR images into
a single HDR image as outlined in Chapter V to create true HDR video. We have
also developed methods to robustly tone map HDR video for optimal viewing on a
typical display in Chapter VI. Both of these methods have been developed with the
intent of real time implementation in the camera system of Tocci et al. (2011).
This chapter is describes techniques used to implement the merging and tone
mapping methods into the first commercially viable HDR video camera.
It is common that most APSs will transmit pixel data one pixel at a time, that
is to say that given a fixed digital clock the APS will output one pixel for each
clock cycle. It is also necessary that to display an image, the pixel data is output to
the display device in the same manner, one pixel per clock cycle. Therefore, image
processing techniques that manipulate image data between the APS and the display
device almost by necessity need to operate in a manner such that for each clock cycle
the image processing portion must take in, process, and output a pixel in order to
maintain the system’s data throughput. In other words, the average processing time
per pixel must be less than or equal to the arrival time between pixels, this will serve
as our definition of real time processing Stonebraker et al. (2005).
Processing HDR images in a single clock cycle would certainly prove to be difficult,
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however the definition of real time processing is the average processing time. That
means we can borrow the idea of pipelined operations from computer science to process
our images. Thus, we can break up our operations into a series of simple operations,
each of which does take a single clock cycle to complete. A very simple example of
this is shown in Table 7.1.
Pixel Num
p
p+1
p+2
p+3
p+4
p+5
p+6
Clock Cycle

Step 1

n

Step 2
Step 1

n+1

Pipeline Stage
Step 3 Step 4
Step 2 Step 3 Step
Step 1 Step 2 Step
Step 1 Step
Step

n+2

n+3

4
3
2
1

n+4

Step
Step
Step
Step

4
3
2
1

n+5

Step 4
Step 3
Step 2
Step 1
n+6

Table 7.1: Pipelining example for processing pixels
Table 7.1 shows that instead of requiring a single clock to complete operations, we
can split our problem into a series of smaller problems that each only require a single
clock cycle. Since Table 7.1 shows that we can process 1 pixel for each clock cycle, we
can now express the latency or the number of clock cycles required to process each
pixel in this case as 4 cycles.

7.1

Code Combining Algorithm Implementation

The HDR merging method described in Section 5.4 was developed specifically for
implementation in FPGA hardware for real time operation. The primary functions of
the merging technique include several binary operations performed in parallel on each
pipelined pixel, a ratio image computed on the fly, two 5x5 averaging filter kernels,
and several adders and multipliers.
The following sections give a top level view of how to compute each of the primary
functions listed above.
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7.1.1

Binary Operations

The parameter U of Equation 5.8 requires a simple saturation test of a pixel. |U |
is the two dimensional sum of U requiring one of the stated averaging filter kernels,
which contains all ’1’ s and is of size (2k + 1) × (2k + 1). The parameter |NLE (x, y)| is
a fixed constant based on the size of the neighborhood. Then the parameter α from
Equation 5.9 follows by a simple multiplication operation.
The binary map terms Mx are based on saturation tests of the LE image and
value test of the parameter |U |.
7.1.2

Ratio Image

If we substitute Equation 5.10 into Equation 5.16 we arrive at:

1 X
(IM E (x, y)/NM E (x, y)) ∗ NLE (x, y).
IˆLE (x, y) =
(i,j)∈U
|U |

(7.1)

We can rearrange the terms to get:

1 X
NLE (x, y)
IˆLE (x, y) =
IM E (x, y) ∗
.
(i,j)∈U
|U |
NM E (x, y)
The sub image term in Equation 7.2 is the term

NLE (x,y)
,
NM E (x,y)

(7.2)

which is simply the pixel

by pixel ratio of the LE and ME images. The summation term requires the other
stated simple averaging filter kernel which contains all ’1’ s and has size (2k + 1) ×
(2k + 1).
7.1.3

Final Equation

At this point in our implementation, we have produced almost all of the sub terms
required to form our output product restated here as Equation 7.3, which requires
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several multipliers and adder terms.

IHDR−LEM E (x, y) = P1 M1 + P2 M2 + P3 M3 + P4 M4 .

7.2

(7.3)

Kiser - Reinhard TMO Implementation

The tone mapping algorithm can be broken up into four distinct parts: forward
color space conversion, TMO pixel operations, TMO global parameter computations,
and reverse color space conversion.
The photographic operator of Reinhard (2003) uses a normalized version of the
XY Z Commission Internationale de l’Éclairage (CIE) 1931 color space. This tristimulus color space was developed to express a color based on human visual perception and is considered to be device independent. The Y portion of the tri-stimulus
gives an approximation to the luminance of a color Hoffmann (2003). Therefore, if
we normalize and re-map this term using our TMO, then all color information which
is carried in the X and Z terms can be retained without modification. The implementation of the forward transform requires a 3x3 matrix multiplication as well as
normalization by the sum of the XY Z terms.
The pixel operations required are given in Equations 6.2, 6.3, and 6.4. Some of
these are simple mathematical addition and multiplication operations; however one
of the other pixel operations require the computation of the image histogram. Histograms normally require 1 bin for every possible pixel value in an image to contain
the count of the number of pixels with that value. For an HDR image computed by
my merging method of Chapter V, there are 218 possible pixel values. Calculating
a histogram with this number of bins is very resource intensive and is not feasible
using current low cost FPGA hardware. Therefore, in addition to the TMO operations I have also developed a simple method for estimating the histogram which uses
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significantly fewer resources Kiser et al. (2012).
The method as outlined in Kiser et al. (2012) uses a fixed precision to represent
every possible DN value in the HDR image. In this case, I have chosen 8 bits of
precision to emulate the storage of HDR images in the .hdr file format. Using this
fixed precision also requires a base 2 exponent to fully represent the number along
with the 8 bits of mantissa already chosen. The Equations to compute the histogram
are given in Equations 7.4a and 7.4b. Equation 7.4a shows how the base 2 exponent
ν is computed for the world luminance value Lw (x, y), where fpe is a priority encoder
which encodes bits 9 through 18 of Lw (x, y), and >> is a bit shift operator.

ν = fpe (Lw (x, y) >> 8),
H(Lw (x, y)) = (Lw (x, y) >> ν) + ν ∗ 28 .

(7.4a)
(7.4b)

Then the histogram bin to update is given by Equation 7.4b. Using this method
guarantees that only 256 bins are used to store the histogram for each additional bit
of precision in the HDR image over the precision of the mantissa. For example, the
first 256 world luminance values require 256 bins, the second set of 256 values also
require 256 bins, the next 512 values requires 256 bins with an exponent of 2, the next
1024 values require 256 bins with an exponent of 3 and so on. Table 7.2 summarizes
this approach to show how the world luminance values from min(Lw ) and max(Lw )
will be stored in our histogram range Hmin to Hmax .
After the histogram is computed the operations of Equations 6.6, 6.7a, 6.7b, the
update Equations of 6.8a through 6.8c, as well as the standard TMO Equations 6.5a,
6.5b, and 6.5c can be computed on a frame by frame basis using a small microprocessor.
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min(Lw )
0
256
512
.
.
.
65536
131072

max(Lw )
255
511
1023
.
.
.
131071
262143

ν
0
1
2
.
.
.
9
10

Hmin
0
256
512
.
.
.
2304
2560

Hmax
255
511
767
.
.
.
2559
2815

Table 7.2: Lw (x, y) mapping to histogram H of Lw (x, y)

7.3

FPGA Implementation Resources

The above implementation outline is meant as only a guide. The actual implementation required countless hours of fixed point analysis to verify that number precision
was sufficient to replicate the double precision results of a software version. In fact,
in parallel to the hardware implementation it standard practice to modify a software
version of the algorithm to reflect all fixed point reductions carried through out the
algorithm so that a bit accurate software version of the hardware implementation
exists.
The implementation of the merging and tone mapping algorithms was developed
using Xilinx System Generator for Matlab. Targeting only the algorithms to a Spartan
6 LX150T device, Table 7.3 reflects the required resources.
FPGA Resource
Slices
RAMB16s
RAMB8s
DSP48s

Merging
1524
8
40
25

TMO
1289
0
0
33

Total Used
2813
8
40
58

Available
23,068
268
536
180

% Used
12%
3%
7%
32%

Table 7.3: Hardware resource usage for HDR Merging and Tone Mapping targeting
Xilinx Spartan-6 LX150T
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7.4

Implementation Latency

To compute the latency for merging and tone mapping HDR images, we need to
know the number of clock cycles between the arrival and departure of a pixel from
the algorithms in whole. Then we can compute the latency in units of microseconds
using the clock frequency of the system.
For the second generation camera by Tocci et al. (2011), the clock frequency for
transferring pixels from the APS to the FPGA is 74.25 Megahertz (MHz). This
is the same clock frequency used to transfer the pixel data to the High-Definition
Multimedia Interface (HDMI) interface to send to the display device.
The pixels are transferred from the APS one line at a time, 1280 pixels with 370
horizontal blanking pixels for a total of 1650 cycles per line. The merging algorithm
uses a neighborhood size of (2k + 1) × (2k + 1) where k = 2 (This value was selected
based on FPGA resources available). So, to implement the two filter kernels to
produce the terms of |U | and Equation 7.2, the merging algorithm requires 2 lines of
video. Therefore, each stage of the merging algorithm has a 2 line latency or 3300
cycles of latency.
The merging algorithm computes the map terms Mx and the ratio term

NLE (x,y)
NM E (x,y)

in

parallel but the latency is driven by the divider which requires 50 cycles to compute.
The final output from each stage of the merging algorithm as given by Equation 5.21
requires an additional 30 cycles. Now we know that each stage of merging requires
3300 + 50 + 30 = 3380 clock cycles. Since we have three sensors in the camera system,
two stages of merging are required so that the total merging latency is 6760 clock
cycles.
Since the tone mapping algorithm is a global operator, no additional lines of video
are required before operations begin. The tone mapping operation requires a total
113 clock cycles to operate. This includes the forward color space transform, the tone
mapping of the luminance channel, and the reverse color space transform.
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The total clock cycle count for merging and tone mapping then is 6872 clock
cycles. For completeness we will also include the other image processing operations
of de-mosaicing and color correction as outlined in Chapter II. The de-mosaicing
operation requires two additional lines of video data plus 7 cycles of computation for
a total of 3307 cycles. Color correction requires 17 cycles.
Our final total is 10197 clock cycles. Then using a clock period of 13.4nS for
the 74.25 MHz clock, we arrive at 137µS of latency for the entire image processing
pipeline. Compared to the time between frames of a 30 frame per second camera
which is 33mS, the image processing latency time of 137µS is a mere fraction of the
frame time thus the implementation of my HDR merging and tone mapping algorithm
can easily be considered real time.
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CHAPTER VIII

Conclusion & Future Work

8.1

Conclusion

This document has presented a method to merge a series of LDR images with
exposure spacing greater than 3.5 stops into a single HDR image with fewer artifacts
compared to existing HDR merging techniques Tocci et al. (2011). A method has
also been presented that can be applied to virtually any TMO to tone map sequences
of images to minimize video flicker and maximize the use of the output dynamic
range Kiser et al. (2012). Both of these methods have been extensively tested and
have proved to be quite robust under the challenging conditions required of video
capturing systems. Additionally, both methods have been implemented in a real time
HDR video capture system, which has proven to be commercially viable, providing
high quality HDR and tone mapped HDR video.

8.2

Future Work

Since this work is based on the first commercially available method of simultaneously capturing multiple LDR images, a whole new field of research and development
can be pursued. Some of these areas can be in new methods of merging which outperform the method described, other tone mapping operations for video both real time
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and non real time methods, as well as a whole host of software products that can be
developed in support of an HDR camera.
The first area is new merging techniques. While the method presented does present
fewer artifacts over existing methods, it does not mean this is the overall best method
that can ever be developed. But, the presented method does put a stake in the sand
to compare future methods against.
The next area is in tone mapping. This area seems to have more opportunities for
research since there are so many examples of tone mappers that already exist. For
example, the TMO that has been presented is based on a global TMO and works well
for natural scene where there is a somewhat uniform distribution in the histogram.
However, global TMOs do not perform as well as local TMOs when the scene has only
dark and light regions with little information in the mid-range illumination levels. So,
the development of real time local TMOs for video is of immediate interest to allow
the user of an HDR video camera to have a selection of tone mappers that best suite
the scene.
Additionally, this work only presents methods for real time application in an
HDR video camera but does not address any software work flow after raw HDR
video footage is captured. This means that an entire back end work flow should be
developed that can merge, tone map, and other wise process HDR video footage to
aid the users of the system.
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APPENDIX A

Color Correction Matrix derivation from MacBeth
24 Patch Color Chart

This appendix will provide the derivation for computing the color correction matrix, which corrects for color filter array crosstalk on a color APS. Wolf (2003)
provides a very limited overview, however specific details are missing in the report.
Therefore, the intention is to provide the complete derivation in detail and additionally show results of computing the color correction matrix.
We start with the formula to remove the crosstalk between pixels. This we stated
in Section 2.3.2 and will restate here:

P = OA.

(A.1)

Where A is the color correction matrix and P is the color corrected RGB pixel
from the uncorrected original image O.
Our goal is to solve for the color correction matrix A. A method of doing this is
to capture an image of color calibration target using the APS we wish to correct then
compute the correction matrix based on the color differences between the captured
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image and the actual RGB values of the calibration target. The calibrated target used
is the Macbeth color checker chart shown in figure A.1. This chart has 24 calibrated
painted color patches which is designed to test the color reproduction accuracy of
film and digital photography. Each of the calibrated patches color content is know
and therefore can serve as a ground truth image.

Figure A.1: Standardized MacBeth 24 patch color chart used for color correction
matrix computation.
First we capture an image of the chart we call the original uncorrected image,
then identify the bounds of each of the N color patches. Then in each patch we
compute the mean value for each of the colors red, green, and blue to form the mean
values of the original image colors ORm , OGm , and OBm respectively for the mth patch.
The entire group of RGB pixel triplets from the original uncorrected image will be
designated as O. The processed set of mean values resulting from processing ORm ,
OGm , and OBm using the color correction matrix A will be designated as P. Now we
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can rewrite equation A.1 to reflect the mean values of the color chart as:

P = OA.

(A.2)

However, when we capture an original uncorrected image, we do not know the
global illumination of the color chart. So if we add an illumination independent set
of terms to form a 4x3 color correction matrix to account for the DC offset presented
by the global illumination, then equation A.2 can be rewritten as:

P = [O 1]A.

(A.3)

Expanding each term we see that P is:




PG 0
PB0
 PR 0

 P
PG 1
PB1
R1



 PR 2
PG 2
PB2
P=


.
.
.



.
.
.


PRN −1 PGN −1 PBN −1
O is:
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(A.4)
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1 
.







1

(A.5)

The 4x3 color correction matrix A is:


 A11

 A12

A=
 A
 13

A14



A21 A31 

A22 A32 

.
A23 A33 


A24 A34

(A.6)

Equation A.3 is an over defined set of equations where we have many more equations than unknowns. This can be solved as a Least Squares Fit problem Kailath
(1980). Wolf (2003) presents several iterative solutions for this problem; however,
I will present the classic partial derivative solution form. For this type of problem
where many solutions can exist, we want to set up a cost function which we can then
minimize to find the optimal solution, and thereby the optimal color correction matrix. The cost function for a least squares problem is the sum of the errors squared
Haykin (1996). So we start by writing the first equation in long form from Equation
A.3:

PRm = ORm A11 + OGm A12 + OBm A13 + A14 .

(A.7)

Now we can build a cost function y by moving all the terms of equation A.7 to
the right side to obtain:
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y = PRm − [ORm A11 + OGm A12 + OBm A13 + A14 ].

(A.8)

The next step is to find the sum of the squares of y so that we can minimize this
error. Now our sum of squares becomes:

y=

Xh

i2
PRm − [ORm A11 + OGm A12 + OBm A13 + A14 ] .

(A.9)

m

To minimize the cost function of Equation A.9, we take the partial derivative with
respect to each of the color correction terms A1x . Since we have already accounted
for DC offsets we can also drop the constant value 2 produced by taking the partial
derivative of the squared terms. This leads to:

i
Xh
∂y
2
A
]
,
A
+
O
O
A
+
O
O
A
+
O
ORm PRm − [OR
=
14
13
R
B
12
R
G
11
R
m
m
m
m
m
m
∂A11
m
Xh
∂y
=
OGm PRm
∂A12
m
Xh
∂y
=
OBm PRm
∂A13
m

(A.10a)
i
2
− [OGm ORm A11 + OG
A
+
O
O
A
+
O
A
]
12
Gm Bm 13
Gm 14 ,
m
(A.10b)
i
2
− [OBm ORm A11 + OBm OGm A12 + OB
A
+
O
A
]
13
Bm 14 ,
m
(A.10c)

i
Xh
∂y
=
PRm − [ORm A11 + OGm A12 + OBm A13 + A14 ] .
∂A14
m

(A.10d)

Now to find the minimum solution, we set each equation to zero and move the
sum terms for the processed pixels to the left side:
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X

ORm PRm =

X

m

m

X

OGm PRm =

X

m

m

X

OBm PRm =

X

m

2
A11 + ORm OGm A12 + ORm OBm A13 + ORm A14 ],
[OR
m

(A.11a)

2
[OGm ORm A11 + OG
A12 + OGm OBm A13 + OGm A14 ],
m

(A.11b)

2
A13 + OBm A14 ],
[OBm ORm A11 + OBm OGm A12 + OB
m

(A.11c)

m

X

PR m

X
=
[ORm A11 + OGm A12 + OBm A13 + A14 ].

m

(A.11d)

m

Now we have a system of 4 equations with 4 unknowns that can be rewritten in
the matrix form:
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A14
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1
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P
m Gm
m Bm
m Rm
m Rm
(A.12)
P

or:

Ps = Os A1x .

(A.13)

Now we can simply multiply both side by the inverse of Os to find our least squares
fit solution:

A1x = O−1
s Ps .
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(A.14)






.




Of course Equation A.14 only solves for the terms A11 through A14 , which are the
terms to correct for the red pixels. To correct for the terms for green and blue, the
above procedure can be reiterated. A better solution is to realize the only difference
will be with the left side of Equation A.14 where A11 through A14 becomes A21 through
A24 and A31 through A34 for green and blue respectively. Then, PRm on the right side
of Equation A.14 becomes PGm and PBm for green and blue respectively.
Now we have a compact non-iterative solution to find a least squares fit for the
color correction matrix. Using the uncorrected image from Figure A.2(a), we compute
the color correction matrix to be matrix:




 2.65 −0.66 0.06 



A=
 −0.57 1.85 −1.21  .


−0.41 0.14
2.80

(A.15)

Figure A.2(b) shows the corrected image after the application of the color correction matrix.
Figure A.3 shows a comparison image where the upper half of each color patch
shows the truth color. The lower left quarter of each patch shows the uncorrected
colors and the lower right quarter shows the corrected colors.
Figures A.4 through A.6 plots corrected red, green, and blue values for the corrected set of color patches versus the truth values for each color respectively.
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(a)

(b)

Figure A.2: Uncorrected Image of Macbeth Chart (a). Corrected Image of Macbeth
Chart (b)
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Figure A.3: Generated color chart where the upper half of each color patch shows the
truth color. The lower left quarter of each patch shows the uncorrected
colors and the lower right quarter shows the corrected colors.
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Figure A.4: Fitted Processed Mean Values of red versus MacBeth Color Chart Values
of red.
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Fitted Mean Red vs. Macbeth True Green
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Figure A.5: Fitted Processed Mean Values of green versus MacBeth Color Chart Values of green.
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Fitted Mean Red vs. Macbeth True Blue
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Figure A.6: Fitted Processed Mean Values of blue versus MacBeth Color Chart Values of blue.
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