We show that if a solution of the defocusing cubic NLS in 3d remains bounded in the homogeneous Sobolev norm of order 1/2 in its maximal interval of existence, then the interval is infinite and the solution scatters. No radial assumption is made.
Introduction
In this paper we continue our study of critical nonlinear dispersive problems, which we have developed in [KM] and [KM2] . In the present work we turn our attention to the defocusing, cubic NLS in three space dimensions, in the critical spaceḢ 1/2 . We then use a version of the concentration-compactness-rigidity method we introduced in [KM] , to obtain the following: Theorem 1.1. Suppose that u is a solution (2.1) with initial data u 0 ∈Ḣ 1/2 (R 3 ) (see section 2 for (2.1)), and maximal interval of existence I (Definition 2.7)).
Assume that sup 0<t<T+(u0) u(t) Ḣ1/2 (R 3 ) = A < +∞. Then T + (u 0 ) = +∞ and u must scatter at plus infinity, i.e. there exists u Note that there in no radial assumption on u 0 . Using the concentration--compactness procedure (Propositions 3.3 and 3.4) we show that if Theorem 1.1 fails, there must exist a critical element, which enjoys a compactness property. Finally, in section 4 we establish a rigidity theorem, which shows that no such element can exist, using the well-known Lin-Strauss [LS] estimate of Morawetz type. As a consequence of our result, the set of data u 0 as in Theorem 1.1 is an open set inḢ 1/2 (R 3 ). Moreover if u 0 ∈Ḣ 1/2 and T + (u 0 ) < ∞, then sup 0<t<T+(u0) u(t) Ḣ1/2 = +∞. Finally, an interesting open problem that we don't addres here is to show that for all data u 0 ∈Ḣ 1/2 , we must have sup 0<t<T+(u0) u(t) Ḣ1/2 < +∞, for solutions of the cubic defocusing NLS in 3 dimensions.
We conclude this introduction by mentioning the work [CKSTT] , in which the authors were able to show scattering in (2.1) for all data in H s (R 3 ), s > 4/5. See also the references in [CKSTT] for previous work in this problem.
The Cauchy problem
In this section we will review the Cauchy problem λ and u 0,λ Ḣ1/2 = u 0 Ḣ1/2 . The nonlinearity is defocusing. The Cauchy problem theory (see [CW] , [KM] ) depends on some previous results, which we now recall.
Lemma 2.1 (Strichartz estimates [S] , [KT] ). We say that (q, r) is admissible if 2 q + 3 r = 3 2 and 2 ≤ q, r ≤ ∞. Then, if 2 ≤ r ≤ 6, (m, n) is admissible and 2 ≤ m ≤ 6,
Lemma 2.3 (Chain rule for fractional derivatives, [KPV] ). If F ∈ C 2 , with F (0) = 0, F ′ (0) = 0, and |F ′′ (a + b)| ≤ C {|F ′′ (a)| + |F ′′ (b)|}, and |F ′ (a + b)| ≤ C {|F ′ (a)| + |F ′ (b)|}, we have, for 0 < α < 1,
Let us define the S(I), W (I) norm for a time interval I by
Now, using Lemma 2.1, with (q, r) = (5, 30/11), (m, n) = (5/2, 30/7), (m ′ , n ′ ) = (5/3, 30/23), we obtain, in a standard manner (see also [CW] , [KM] for similar proofs):
Theorem 2.4 ([CW], [KM])
. Asume u 0 ∈Ḣ 1/2 (R 3 ), t 0 ∈ I, ||u 0 ||Ḣ1/2 (R 3 ) ≤ A.
Then there exists δ = δ(A) such that if ||e i(t−t0)∆ u 0 || S(I) < δ, there exists a unique solution u to (2.1) in R 3 × I, with u ∈ C(I;Ḣ 1/2 (R 3 )),
Moreover, if u 0,k → u 0 inḢ 1/2 (R 3 ), the corresponding solutions u k → u in C(I;Ḣ 1/2 (R 3 )).
Remark 2.5. There existsδ such that if ||u 0 ||Ḣ1/2 (R 3 ) ≤δ, the conclusion of Theorem 2.4 holds. This is because of Lemmas 2.1, 2.2.
Remark 2.6. Given u 0 ∈Ḣ 1/2 , there exists (0 ∈)I such that the hypothesis of Theorem 2.4 is verified on I. This is clear from Lemmas 2.1, 2.2.
Definition 2.7. Let t 0 ∈ I. We say that u ∈ C(I,Ḣ 1/2 (R 3 )) ∩ {D 1/2 u ∈ W (I)} is a solution of (2.1) if
It is easy to see that solutions of (2.1) are unique (see 2.10 in [KM] , for example). This allows us to define a maximal interval I(u 0 ), where the solution is defined.
Lemma 2.8 (Standard finite blow-up criterion).
A corresponding result holds for T − (u 0 ).
See [KM], Lemma 2.11, for instance, for a similar proof.
This is a consequence of the fact that ||u|| S(I) < ∞.
In the next section we will also need the notion of nonlinear profile.
Definition 2.10. Let v 0 ∈Ḣ 1/2 , v(t) = e it∆ v 0 and let {t n } be a sequence, with lim n→∞ t n = t ∈ [−∞, +∞]. We say that u(x, t) is a nonlinear profile associated with (v 0 , {t n }) if there exists an interval I, with t ∈ I (if t = ±∞, I = [a, +∞) or I = (−∞, a]) such that u is a solution of (2.1) in I and
Remark 2.11. There always exists a unique nonlinear profile associated to (v 0 , {t n }). (For a proof, see the analogous one in Remark 2.13, [KM] ). We can hence define a maximal interval I of existence for the nonlinear profile associated to (v 0 , {t n }).
We conclude this section with a perturbation theorem that is fundamental in the sequel. For a proof of this theorem, see [HR] , Proposition 2.3.
Theorem 2.12 (Perturbation theorem). Let I ⊂ R be a time interval and let t 0 ∈ I. Letũ be defined on
(in the sense of the appropriate integral equation) and let u 0 ∈Ḣ 1/2 be such that
there exists a unique solution u of (2.1) on R 3 × I, such that u| t=t0 = u 0 and
where ǫ ′ = ǫ β , for some β > 0.
Remark 2.13. Theorem 2.12 also yields the following continuity fact: letũ 0 ∈ H 1/2 , ||ũ 0 ||Ḣ1/2 ≤ A, andũ be a solution of (2.1), t 0 = 0, with maximal interval of existence (−T − (u 0 ), T + (u 0 )). Let u 0,n →ũ 0 inḢ 1/2 , and let u n be the corresponding solution of (2.1), with maximal interval of existence
Remark 2.14. Theorem 2.12 also yields the following:
1/2 ) and hence is equicontinuous and bounded.
3 Concentration-compactness procedure
In this section we will carry out the concentration-compactness argument which, combined with the rigidity theorem in the next section, will yield our result.This procedure is similar to the one the authors developed in [KM] , [KM2] , but with one important distinction. Here we do not use any conservation law, which makes the proof necessarily more delicate. The argument we use here should have further applications. For instance, it can be applied to yield a proof of Corollary 5.16 in [KM] and of Corollary 7.4 in [KM2] .
Definition 3.1. For A > 0, B(A) = {u 0 ∈Ḣ 1/2 : if u is the solution of (2.1), equal to u 0 at t = 0, then sup
Definition 3.2. We say that SC(A) holds if for each u 0 ∈ B(A), T + (u 0 ) = +∞ and ||u|| S(0,+∞) < ∞. We also say that SC(A; u 0 ) holds if u 0 ∈ B(A), T + (u 0 ) = +∞ and ||u|| S(0,+∞) < ∞.
By Theorem 2.4 and Lemma 2.1, Lemma 2.2, we see that, forδ 0 small enough, we have that if ||u 0 ||Ḣ1/2 ≤δ 0 , then SC(Cδ 0 , u 0 ) holds. By a similar argument, there exists A 0 > 0 small enough, such that SC(A 0 ) holds. Our main result, Theorem 1.1 is equivalent to the statement that SC(A) holds for each A > 0. Thus, if Theorem 1.1 fails, there exists a critical value A C with the property that, if A < A C , SC(A) holds, but if A > A C , SC(A) fails. Moreover, A C > A 0 . The concentration-compactness procedure consists in establishing the following key propositions: Proposition 3.3. There exists u 0,C such that SC(A C ; u 0,C ) fails.
, has the property that K is compact inḢ 1/2 . Here u C is the solution of (2.1) with data u 0,C at t = 0.
The key tool in in the proof of Proposition 3.3 and 3.4 is the following "profile decomposition".
, a subsequence of {v 0,n }, and a sequence of triples (λ j,n ; x j,n ; t j,n ) ∈ R + × R 3 × R, which are "orthogonal" i.e. 
The proof of Lemma 3.5 is completely analogous to the one of Theorem 1.6 in Keraani [K] and will be omitted.
Another ingredient in the proof of Propositions 3.3 and 3.4 is the following:
Lemma 3.6. Assume that ||h n ||Ḣ1/2 ≤ A and that
x . Let now v be such that
, for some subsequence {n j } and let
Hence, for such g we have
This shows that ||e it∆ h|| S(0,+∞) = 0, h ∈Ḣ 1/2 . From this it is easy to conclude that h ≡ 0, so that v ≡ 0.
Proof of Proposition 3.3. Let us find A n ↓ A C , and u 0,n ∈Ḣ 1/2 , with corresponding solution u n with sup 0≤t≤T+(u0,n) ||u n (t)||Ḣ1/2 ≤ A n and ||u m || S(0,T+(u0,n)) = +∞. (Here we use, when T + (u 0,n ) < ∞, Lemma 2.8). We will now use the "profile decomposition", Lemma 3.5, for the sequence {u 0,n }, (under the assumption A C < ∞), so that A n ≤ 2A C for all n. We will pass to a subsequence as in Lemma 3.5 and assume, passing to a further subsequence, that s j,n = −t j,n /λ We will also let U j be the non-linear profile associated with (V 0,j , {s j,n }), (Definition 2.10) and we will let
which is also a solution of 2.1. The proof will now be accomplished in a number of steps.
Step 1. There exists J 0 > 0 such that, for j > J 0 , we have T ± (U j ) = +∞ and
To establish this step, note that, from (iii), by choosing n large, for any J ≥ 1 we have
Thus, for J 0 large, j ≥ J 0 , we have ||V 0,j ||Ḣ 1/2 ≤δ, withδ as in Remark 2.5, so that ||e
From the construction of the non-linear profile U j , it now follows that ||U j || S(−∞,+∞) ≤ 2δ and
which establishes this step.
Step 2. It cannot happen that for all 1 ≤ j ≤ J 0 , n large, we have
If not, the proof of Lemma 2.8 (see for instance [KM] , Lemma 2.1) gives both that T + (U j ) = +∞ and that sup t∈(sj,n,+∞)
for 1 ≤ j ≤ J 0 , so that, combining this with Step 1, we obtain
For ǫ 0 > 0 to be chosen choose J(ǫ 0 ) so that, for n large
j=1Ũ j,n (x, t). We next show that (3.2) and orthogonality give that
The proof of the bound for ||H n,ǫ0 || S(0,+∞) is similar to the one given in [KM], pages 663-664. We next show the other two bounds: recall that H n,ǫ0
Hence, we can write
Thus,
for n large depending on J(ǫ 0 ), where we have used the definition of the nonlinear profile U j . But, the second term on the right equals
On the other hand, Lemma 2.1 and Lemma 2.3 show that
in light of (3.2). The argument for ||D 1/2 B|| W (0,+∞) is similar, thus establishing (3.3).
Next, let
We claim that, for n ≥ n(ǫ 0 ), we have
A similar proof is given in [KM] and [KM2] , but we give the full details here to deal explicitly with the difficulties arising from the non-local character of D 1/2 . To establish (3.4), we need to study terms of the form
norm, where at least two of j, j ′ , j 1 are different. Assuming that j = j ′ , using the Leibniz rule for fractional integration (Theorem A.6 in [KPV] ) and Hölder's inequality, we are reduced to estimating the sum of
The arguments in [K] and (3.2) easily show that the second term goes to 0. (3.2) also gives that the first factor in the first term is bounded, thus reducing us to showing
We proceed by considering cases. Assume first that λj,n λ j ′ ,n → +∞. Apply the Leibniz rule in the x variable, to bound the integral by
Change variables in the x integrals. The terms then become
To handle, say, the first term, we first make some observations, to be used throughout, about non-linear profiles. Note that if T + (U j ) = +∞ (as we are assuming), there exists −∞ ≤ a j < +∞ so that sup t∈(aj,+∞)
for n large, and s j,n ∈ (a j , +∞) for n large. Let now
functions respectively, making a small error in our term. We do the cange of variables s = (t − t j ′ ,n )/λ 2 j ′ ,n , to obtain (for n large)
so f j is bounded and since (s j ′ ,n , +∞) ⊂ (a j ′ , +∞), the term tends to 0. The other term is analogous and the case
→ +∞ is symmetric to this one.
The next case (see (2.92) in [K] ) is when λ j,n = λ j ′ ,n and |t j ′ ,n − t j,n |/λ 2 j,n → ∞. By symmetry we can assume that (t j ′ ,n − t j,n )/λ 2 j,n → +∞. Proceeding in exactly the same way, we see that the support asumption on f j makes the integral 0 for n large. The final case is
In this case we need to re-examine the proof of the Leibniz rule in [KPV] , using Proposition A.2, Lemma A.3, and the proof of Theorem A.8 in [KPV] . We then see that, for 1 < p < ∞, we have
where A, B are sublinear operators which commute with translations and which are L q x bounded for any q > 1. (The A and B are basically square functions plus maximal functions) Consider in our estimate for (3.5),
by change of variables. We then apply (3.6) and the triangle inequality. Consider, for instance, the term
We need to take the L
by C ∞ 0 functions, we see that the x integral will be 0 for large n. All the other terms are handled similarly, using that A, B commute with translations. This finishes the proof of (3.5) and hence that of (3.4).
Once (3.3) and (3.4) hold, we apply Theorem 2.12, withũ = H n,ǫ0 , e = R n,ǫ0 . Consider
By the properties of the non-linear profile, for n large we have ||v 0,n || 2
for n large. If ǫ 1 and ǫ 0 are chosen small, Theorem 2.12 yields ||u n || S(0,+∞) < ∞, a contradiction which establishes Step 2. Because of Step 2, rearranging in j, we can find 1 ≤ J 1 ≤ J 0 so that, for 1 ≤ j ≤ J 1 we have (for n large) ||U j || S(sj,n,T+(Uj )) = +∞, and for j > J 1 we have T + (U j ) = +∞ and ||U j || S(sj,n,∞) < +∞. As a consequence of Step 1 and
Step 2, we now have
for n large enough. Now, for k ∈ N, 1 ≤ j ≤ J 1 , define
With these definitions,Ũ j,n is defined for 0 ≤ t ≤ t n k , for j = 1, . . . and we have, for n large,
Recall that, for ǫ > 0 given, we have:
There exists J(ǫ) such that, for J ≥ J(ǫ), there exists n(J, ǫ) so that, for n ≥ n(J, ǫ) we have
(3.9)
For each fixed J ≥ 1, there exists n(J, ǫ) so that, for n ≥ n(J, ǫ), we have
with |ǫ(J, n)| ≤ ǫ.
(3.10)
(This is a simple consequence of the definition of the non-linear profile.) The next step will prove a crucial orthogonality.
Step 3. For each fixed J ≥ 1, there exists n(J, ǫ) so that (after passing to a subsequence in n), for any 1 ≤ J 2 ≤ J, n ≥ n(J, ǫ), we have:
In order to establish (3.12), we need to show that, after passing to a subsequence in n, for
We will make repeated use of the following formula:
(3.14)
From (3.14), it follows that
and similarly for j ′ . Thus, the right hand side in (3.13) becomes
which we will show goes to 0 (after passing to a subsequence in n) because of orthogonality, j = j ′ . We consider various cases.
Case 1: (λ j,n /λ j ′ ,n ) → 0. Then we make the change of variables y = (x − x j,n )/λ j,n , and (3.15) becomes
We now consider
In this case, after passing to a subsequence, (
in L 2 and we are reduced to considering
We now approximate D 1/2 V 0,j ′ and e −is0∆ D 1/2 V 0,j (x) by C ∞ 0 functions in the L 2 norm and we readily see that this goes to 0.
Case 1b): |t j,n − t j ′ ,n |/λ 2 j,n is not bounded. Then, after passing to a subsequence, (t j,n − t j ′ ,n )/λ 2 j,n → +∞ (say). Let s n = (t j,n − t j ′ ,n )/λ 2 j,n , and let
By (3.1), for n large, ||h n ||Ḣ1/2 ≤ 5A C . Moreover, using (3.14),
Note that s n (λ j ′ ,n /λ j,n ) 2 → +∞. Hence a change of variables shows that e it∆ h n S(0,+∞) → 0, so that Lemma 3.6 gives the desired result. If (t j,n − t j ′ ,n )/λ 2 j,n → −∞, we use S(−∞, 0) and the corresponding version of Lemma 3.6. The case (λ j ′ ,n /λ j,n ) → 0 is symmetric. Thus we can now assume λ j,n = λ j ′ ,n (see (2.92) in [K] ).
Case 2: λ j,n = λ j ′ ,n , |t j,n − t j ′ ,n |/λ 2 j,n → ∞. This case is handled using the proof of Case 1b).
Case 3: λ j,n = λ j ′ ,n , |t j,n − t j ′ ,n |/λ 2 j,n ≤ C, and |(x j,n − x j ′ ,n )/λ j,n | → ∞. In this case let s 0 be as in Case 1a). As in that case, we are reduced to studying
which goes to zero by aproximating
functions. Thus
Step 3 is established.
The following step will be needed to apply Theorem 2.12.
Step 4. For J, n given, consider
whereŨ J,n (x, t) = J j=1Ũ j,n (x, t) and where we recall that f (z) = |z| 2 z, and
where w l,J n (x, t) = e it∆ w J n (x). Then, i) For each fixed J ≥ 1, k ∈ N, there exists n(J, k, ǫ) so that, for n ≥ n(J, k, ǫ), we have
ii) For each fixed k ∈ N, there exists J = J(k, ǫ) so that, for J ≥ J(k, ǫ), there exists n(J, k, ǫ) so that, for n ≥ n(J, k, ǫ), we have
Proof. First, note that for 1 ≤ j ≤ J 1 , we must have s j < +∞, otherwise we would have ||U j || S(sj,n,+∞) < ∞, by the construction of the nonlinear profile. Thus, for k fixed, 1 ≤ j ≤ J 1 , ther exists −∞ ≤ a j < +∞, such that sup
for n large. Moreover, for j > J 1 , T + (U j ) = +∞ and there exists a j with −∞ ≤ a j < +∞ so that sup t∈(aj,+∞)
Once these remarks are made, the proof of (3.16) is the same as the one of (3.4), using (3.8). The argument for ii) follows closely that of Keraani in the proof of Proposition 3.4 [K] : First note that, in light of (3.8) and the remarks above, given ǫ 1 > 0, there exists J(ǫ 1 ) ≥ 1 so that (3.18)
Also, from (3.1), for any J ≥ 1, there exists n(J) so that, for n ≥ n(J),
Finally, note that there existsC k so that, given J ≥ 1, there exists n(J, k) so that, for n ≥ n(J, k) we have
The proof of (3.20) is simillar to the one of (3.2), using (3.8).
Next we write f (Ũ J,n + w l,J n ) − f (Ũ J,n ) by expanding the cubic, term by term. In the analysis that follows, the worse kind of term is
which we handle now. We estimate this by using Theorem A.8 in [KPV] in the form
Using (3.9),(3.19),(3.20) and interpolation, we are reduced to handling the worse term,
Using (3.20) again and Hölder, we are reduced to showing that
is small for J large, n large. Using the argument in (3.3), together with (3.18), (3.1), (3.12) and the definition of the non-linear profile, we see that the norms of J J(ǫ1)Ũ j,n are smaller that 10ǫ 1 , uniformly in J, for n large depending on J. W are thus reduced to showing that for each fixed j, we have that
is small, for large J and n. Let us consider first 1 ≤ j ≤ J 1 , Then t n k ≤ t n j,k . Change variables y = (x − x j,n )/λ j,n , s = s j,n + t/λ 2 j,n and define
The integral we are considering is bounded by
, by Hölder's inequality and density, we can as-
n,j || L 2 (B) can be made small, by first choosing J large and then n large. Note from (3.14) thatw J n,j (y, s) = (e is∆w 0,n,j )(y), wherew 0,n,j = λ j,n w l n (λ j,n y + x j,n , −λ 2 j,n s j,n ). The desired result follows from: Lemma 3.7. Let B be a bounded subset of R 3 × R. Then, for any η > 0, there exists C η > 0 such that
where v is a solution to the linear Schrödinger equation.
The proof of Lemma 3.7 is analogous to the one of Lemma 3.7 in [K] . Finally, the case j > J 1 follows similarly, replacing (0, t n k ) by (a j , +∞). This concludes the proof of Step 4. Fix now k ∈ N. Choose J(m, k) so that, for n ≥ n 1 (J, m, k), J ≥ J(m, k) we have (by (3.9) and (3.17)), .10)) so that (3.11) holds with ǫ = 1/m, n = n(m, k), so that (3.12) holds with ǫ = 1/(2m) 2 , n = n(m, k), (3.16) holds with J = J(m, k), n = n(m, k), ǫ = 1/(2m). We can also ensure, in our choices, that J(m + 1, k) > J(m, k), n(m, k) < n(m + 1, k).
Step 5. For 0 ≤ t ≤ t n(m,k) k and m large. we have t n(m,k) k ≤ T + (u 0,n(m,k) ) and
Note that, form
Step 4 and our choice of J(m, k), n(m, k), we have
Notice also that i∂ tũ + ∆ũ − |ũ| 2ũ = −e. Also, from our choices of J(m, k), n(m, k), we have ||u n(m,k) (x, 0) −ũ(x, 0)||Ḣ1/2 ≤ 1/m. Then Step 5 follows from (3.19), (3.20) and Theorem 2.12.
Step 6. There exists j 0 , 1 ≤ j 0 ≤ J 1 , a subsequence {k α }, k α − −−− → α→∞ ∞, and,
Proof. Notice that for each fixed k, there exists j(k) so that 1 ≤ j(k) ≤ J 1 and
for infinitely many m's. Furthermore, there exists j 0 , 1 ≤ j 0 ≤ J 1 so that j(k) = j 0 for infinitely may k's.
Recall that ||U j0 || S(s j 0 ,n(m,k) ,T + (Uj 0 ) = +∞, for all large m, for fixed k, and that s j0 = lim n→∞ s j0,n < +∞. We can then find −∞ < b j0 < T + (U j0 ) so that s j0,n(m,k) ≤ b j0 for all large m and fixed k, so that ||U j0 || S(bj 0 ,T + (Uj 0 ) = ∞. By definition of A C , we have
by the formula
Note that for fixed k, m large, τ
, for all α, β, we have that
) is defined for all j. The last step that we need is
Step 7. For each k α fixed and β large (after possibly taking a subsequence in β, which may depend on k α ), we have:
where
Proof. In order to alleviate notation, in this proof we will simply write
,k and recall that k is fixed and J, n are large.
The first claim is that, given ǫ > 0, we can find J 2 = J 2 (ǫ), and β 0 (ǫ) large, so that, for β ≥ β 0 , we have
To establish (3.23), note that, from (3.1) we have, for ǫ 1 to be chosen,
and from
Step 1,
Next, we use the integral equation forŨ j,n , to see that, for 0 ≤ t ≤ +∞ we have
By Lemma 2.1, we have:
where we have used (3.11),
Step 1, Cauchy-Schwartz, and our choice of J 2 . Next, from (3.12), we have that
and the first claim follows. Next, note that in light of (3.23), Step 5, (3.19) and (3.20) , in order to establish (3.22) it suffices to show :
,k ) tends to 0 with β (after passing to a subsequence).
(3.25)
We now prove (3.24). Let us definẽ
Assume first that (say) |t j ′ ,n | ≤ C j ′ . Then, after passing to a subsequence in β, we can assume thatt j ′ ,n →t j ′ . Note that
and τ n j0,k ≥ 0 so that U j ′ (t) is continuous inḢ 1/2 in a neighborhood of t j ′ . Because of this and (3.18), we only need to consider
We proceed by analyzing cases. Assume that (λ j,n /λ j ′ ,n ) → +∞. If |t j,n | ≤ C j , after passing to a subsequence we can assumet j,n →t j and we need only to consider
x , this case follows. If |t j,n | is not bounded, after passing to a subsequence,t j,n → ±∞. Since for j ≤ J 1 ,t j,n ≤ T + j,k < ∞, we must have, ift j,n → +∞, that j > J 1 and U j scatters at +∞. Ift j,n → −∞, then, sincet j,n ≥ s j,n , s j = lim n s j,n = −∞. Then, by construction of the non-linear profile, U j scatters at −∞. In either case, there exists h j ∈Ḣ 1/2 so that
We can then replace 1
and consider
We now use (3.14) and Lemma 3.6 for t > 0 or t < 0, according to the limit of t j,n , to conclude. The case (λ j,n /λ j ′ ,n ) → 0 is completely analogous. The next case is λ j,n = λ j ′ ,n , |t j,n − t j ′ ,n |/λ
The final case is λ j,n = λ j ′ ,n , |t j,n −t j ′ ,n |/λ 2 j,n ≤ C and |(x j,n −x j ′ ,n )/λ j,n | → +∞. In this case , |t j,n | ≤ C j and we are reduced to considering
A change of variables and approximation bt C ∞ 0 functions yields this case. By symmetry, we are reduced then to consider the case when botht j,n and t j ′ ,n are unbounded. Asume (say)t j,n → +∞,t j ′ ,n → +∞. By scattering, we are reduced to considering
But, using (3.26) and (3.14), we see that this equals
But, this coincides with (3.15), which we have already shown goes to 0, concluding the proof of (3.24).
In order to establish (3.25), we consider the first case, |t j,n | ≤ C j , which after passing to a subsequence in β , follows from (3.9) and Lemma 3.6. The case whent j,n is unbounded follows analogously, using scattering. This finishes the proof of Step 7.
To conclude the proof of Propostion 3.3, note that, because of (3.22) we have
C and U j0 is our critical element (see (3.21)).
Remark 3.8. The above proof shows that, for j = j 0 , we must have V 0,j = 0 and that w J n → 0 inḢ 1/2 . Indeed, let ǫ > 0 be given, pick J > j. We showed that
Take now β → ∞. We obtain that, for each ǫ > 0, there exist α, β so that
But then, by Theorem 2.4, sup t∈(−∞,+∞) ||U j (t)||Ḣ1/2 ≤ Cǫ, so that U j ≡ 0 and hence V 0,j ≡ 0. The argument for w J n is similar, using the preservation of thė H 1/2 norm by the linear flow. 
Proof. (This type of proof originates in [M] . See also [KM] , page 670, for a similar proof). Because of Remark 3.9, we can assume that there exist
After possibly redefining {t n } we can assume that
From our hypothesis,
by Theorem 2.4 we have w 0 ≡ 0. We now consider solutions of (2.1), w n (x, τ ), w(x, τ ) with data w 0,n , w 0 at τ = 0, defined in maximal intervals
(See Remark 2.13.) Moreover, by uniqueness in (2.1), for 0 ≤ t n + τ /λ(t n ) 2 , we have
, which is a contradiction to λ(t n ) ↑ +∞, w 0 ≡ 0. Thus, for all τ ∈ (−T − (w 0 ), 0], for n large, 0 ≤ t n + τ /λ(t n ) 2 ≤ t n . Fix now τ ∈ (−T − (w 0 ), 0] and let v(x, t) be as in Proposition 3.4. For n sufficiently large, λ(t n + τ /λ(t n )
2 ) and v(x, t n + τ /λ(t n ) 2 ) are defined and we
Note that 0 <λ n (τ ) ≤ 1. Note also that ||w n (·, τ )||Ḣ1/2 ≤ A C , for each τ , so that sup
Note also that ||w|| S(−T−(w0),0) = ∞. Otherwise, T − (w 0 ) = +∞ and by Theorem 2.12, for n large, T − (w 0,n ) = +∞ and ||w n || S(−∞,0) ≤ M , which contradicts ||u|| S(0,T+(u0)) = +∞. Finally, since
in L 2 , with either λ n → 0 or ∞ or |x n | → ∞, implies that h 0 ≡ 0 and since no element in K can be zero by A C ≥ A 0 > 0 and uniqueness in (2.1), we can assume, after passing to a subsequence thatλ n (τ ) →λ(τ ), 0 <λ(τ ) ≤ 1,
as desired. (Actually we should take w(x, −τ ) as our new critical element.)
Rigidity Theorem
In this section we will prove the following:
Theorem 4.1. Assume that u 0 ∈Ḣ 1/2 is such that, for u the solution of (2.1) with maximal interval [0, T + (u 0 )), we have the following properties:
Then no such u 0 exists.
For the proof of Theorem 4.1, note that, by translation and scaling, we can assume x(0) = 0, λ(0) = 1. Moreover, in light of ii) and Theorem 2.4, we can assume that ||u(t)||Ḣ 1/2 ≥ A 0 > 0 for each t ∈ [0, T + (u 0 )). From now on we consider such a u. We need some lemmas in order to carry out the proof of Theorem 4.1.
and w(x, t) be the solution of (2.1) with data w 0 . Then there exist
Proof. Since w 0 ∈ K, we can find τ 1 (K) > 0 so that the family {w(x, t)} is defined and equicontinuous in [0, 2τ 1 ]. (See Remark 2.14.) We next claim that
In fact, K is compact inḢ 1/2 (R 3 ) and hence in L 3 (R 3 ). If (4.1) fails, we can find w n ∈ K, R n → +∞, so that ||w n || L 3 (|x|≤Rn) → 0. By passing to a subsequence, we can find v ∈ K so that w n → v inḢ 1/2 . But then ||v|| L 3 (|x|≤R) = 0 for each R, so that v ≡ 0. But ||v||Ḣ 1/2 ≥ A 0 > 0, a contradiction. By equicontinuity on K, we can find 0
To show iii) and iv), define
Note that, if t 0 + t/λ(t 0 ) 2 < T + (u 0 ), by uniqueness in (2.1) we have that
This shows that for t ∈ [0, 2τ 0 ], t 0 + t/λ(t 0 ) 2 < T + (u 0 ). Moreover, from (4.2) we see that
To conclude that ∃M 1 so that ∀t ∈ [0, τ 0 ], ∀t 0 ∈ [0, T + (u 0 )), we have 1 M1 ≤ λ t0 (t) ≤ M 1 , |x t0 (t)| ≤ M , assume not. Then there is a sequence w 0;t0,n ∈ K, with corresponding solution w n , so that 1 λ n w n x − x n λ n , t n ∈ K and λ n + 1/λ n + |x n | → ∞, where λ n = λ t0,n (t n ), x n = x t0,n (t n ). After taking a subsequence, we can assume t n → t ∈ [0, 2τ 0 ], w 0;t0,n → v 0 ∈ K, 1 λ n w n x − x n λ n , t n → v 1 ∈ K.
Since w n (t n ) → v(t), where v is the solution corresponding to v 0 , we see that
But, since λ n + 1/λ n + |x n | → ∞, v 1 ≡ 0, which is a contradiction, since ||v||Ḣ 1/2 ≥ A 0 > 0 for all v ∈ K. This concludes the proof of Lemma 4.2. Let us now define t 0 = 0, t n+1 = t n + τ 0 /λ(t n ) 2 . Note that 0 ≤ t n < T + (u 0 ), by i) in Corollary 4.3. Moreover t n < t n+1 . Let now Proof. From Corollary 4.3, ii),
Moreover, from Lemma 4.2, iii), iv), we have
.
But then Proof. Assume that u 0 ∈ B(∞), so that for some A, u 0 ∈ B(A). In light of Theorem 1.1, T + (u 0 ) = +∞ and ||u|| S(0,+∞) < ∞. But now Theorem 2.12 yields the corollary.
Corollary 5.3. There exists an increasing function g(A) so that, if u 0 ∈ B(A), we have ||u|| S(0,∞) ≤ g(A).
The proof of Corollary 5.3 is similar to the one of [K] , Corollary 1.14, using arguments in Section 3.
Remark 5.4. For radial data u 0 , one can give a strenghtening of Theorem 1.1, namely that the condition lim t↑T+(u0) ||u(t)||Ḣ1/2 < ∞ suffices to guarantee that T + (u 0 ) = +∞ and ||u|| S(0,+∞) < ∞. There are several ways to see that, some along the lines used in our work, but the quickest argument centers on the fact that using the weighted Strichartz estimates in [V] and radial Sobolev embeddings ( [V] , [SW] ) one can see that, for radial data, in Lemma 2.8 and Remark 2.9, one can replace the S-norm for the norm L 4 I L 4 (dx/|x|) and then use Lemma 4.8.
