where Xi = € X(U) and </' J are components of (g^)^1.
Introduction
Let (M,g) and (M,~g) be two pseudo-Riemannian manifolds of class C°°. A mapping 7 : (M,g) -• (M,~g) is said to be geodesic if it maps geodesies of (M,g) onto geodesies of (M,g), i.e. if it preserves the geodesies. In the case under consideration the metrics g and g are said to be geodesically corresponding.
Assume that two metrics g and g are given on M. Let denote a ring of differentiate functions and let X(M) denote ^-module of differentiate vector fields on M. Each one of the below given conditions is necessary and sufficient so that the manifold (M,g) admits a geodesic mapping onto (M,g): In the paper [1] A. Aminova has solved the problem of geodesic mappings of pseudo-Riemannian manifolds under additional assumption that the matrix of the bilinear form a is nonderogatory one, i.e. each eigenvalue of the matrix aij(p), p 6 V C M, has the geometric multiplicity equal to 1.
In the paper we shall concern with the problem of geodesic mappings of pseudo-Riemannian manifolds with an arbitrary Segre characteristic of the linear form a and (which is equivalent) of the form g.
Preliminaries
Let a be a differentiable symmetric bilinear form on F C M with t l t different eigenvalues A,..., A. By definition, at each point p € V they coincide with eigenvalues of the endomorphism A p of tangent space T P (M) corresponding to a, i.e.
Let (U, x) be a chart on M so that p € U C V. Let us consider the A-matrix.
t d{ be eigenvector of the matrix a;j(p) corresponding to the eigena value A, i.e.
(7)
(aij -\gij)vi = 0.
According to the assumption, tensor aij satisfies (3) so, differentiating covariantly (7), we get
where the comma denotes covariant derivative with respect to g and = gktv 1 Let V and °v be two linearly independent eigenvectors of the matrix (6) a corresponding to the eigenvalue A with geometric multiplicity greater than one. Following the considerations which have been made to obtain (9), one can find
On the other hand, putting in (8) ai instead of a, by transvection with °v x and making use of (7), we get /ii\ asi oil 01,-as ? <*i ar 2 ,-
Since vectors °v and °v are linearly independent, from (10) and (11) we obtain a LEMMA 2. If the geometric multiplicity of X is greater than 1 
and at least a one of its eigenvectors is non-isotropic, then A = const. Moreover vector <p t i is orthogonal to eigenvectors.
For isotropic eigenvectors °v , °v corresponding to eigenvalue A we define generalized eigenvectors u, w as follows
Differentiating covariantly (12) (i), in view of (3), we have Proof. From Lemmas 1, 2, 3, and [1] it results that if metrics g and g are geodesically related, then, in some coordinate system, they take the form t t
o=l where </," and Vi^j^, /x = 1,..., have the form as has been given in the Theorem, whereas
.., t. Though it has no essential meaning for further considerations, notice that <7 tp j p and
• have the block-diagonal form. The components gi p j p and <7, p j p one can find solving the system (2).
Putting
where the comma denotes covariant derivative on (M,g). Evidently the components <7,^ and satisfy the system (26), since they have the form given in Theorem.
Let us consider this system for i = j = j p , k = k p . In the case under consideration we get either (27) Since exp(-2V>) = W^-iif-iY"*, from (28) we easily obtain
7=1
where P' is a tensor whose components do not depend on x'" and In the coordinate system in which and j have the form given in the Theorem, the system (27) gives Moreover, in view of (29), we have where g***' is independent on (kM = + t^). Hence p
