Dispersive shock waves (DSWs) in the three dimensional Benjamin-Ono (3DBO) equation is studied with step-like initial condition along a paraboloid front. By using a similarity reduction, problem of studying DSWs in three space one time (3+1) dimensions reduces to finding DSW solution of a (1+1) dimensional equation. By using a special ansatz, the 3DBO equation exactly reduces to the spherical Benjamin-Ono (sBO) equation. Whitham modulation equations are derived which describes DSW evolution in the sBO equation by using a perturbation method and these equations are written in terms of appropriate Riemmann type variables to obtain the sBO-Whitham system. DSW solution which obtained from the numerical solutions of the Whitham system and the direct numerical solution of the sBO equation are compared. In this comparison, a good agreement is found between these solutions. Also, some physical qualitative results about DSWs in sBO equation are presented. It is concluded that DSW solutions in the reduced sBO equation provide some information about DSW behaviour along the paraboloid fronts in the 3DBO equation.
Introduction
Dispersive shock waves (DSWs) have been studied extensively in recent years, because of their applications/observations in water wave theory [1] , [2] (termed as undular bore), plasma physics [3] (termed as collisionless shock wave), nonlinear optics [4] [5] [6] and Bose-Einstein condensates (BEC) [7, 8] ,etc. A canonical problem for existence of DSWs is the Korteweg-de Vries (KDV) equation with small dispersion and initial conditions corresponding to a unit step (Heaviside) function. Gurevich and Pitaevskii [10] investigated this problem by employing an averaging method which was pioneered by Whitham [9] . Over the years there have been numerous important analytical and numerical studies about DSWs that employ Whitham methods to some partial differential equations (PDEs) such as the KdV equation [11] and the mKdV equation [12] , the KdV-Burgers [13] equation, the Benjamin-Ono (BO) equation [14] and the BO-Burgers equation [15] , and the Gardner equation [16] . For an extensive review of most of these works we refer to the paper [17] and references therein. All of these studies were restricted to (1+1) dimensional PDEs and much less information had been known about DSWs in multidimensional PDEs until recently.
In the last decade, DSWs in two space one time (2+1) dimensional systems have been subject of many studies. In [18, 19] , 2+1 dimensional NLS type equations and associated DSW solutions were analyzed by reducing them to associated 1+1 dimensional systems. Also, DSWs in the Kadomtsev-Petviashvili (KP) [20] and the two dimensional Benjamin-Ono (2DBO) [21] equations were considered using step like initial data along a parabolic front [22] . In [22] , by using a similarity variable (1+1) dimensional cylindrical reductions of these equations and their associated DSW solutions were investigated. Associated Whitham systems of these cylindrical equations were derived and studied the DSW solutions with step like initial data in terms of relevant Riemann type variables. We note that the method used in [22] works only under the special choice of parabolic front. Later, a generalization of Whitham theory for DSWs in the KP-type equations with any initial conditions was developed [23, 24] . The main result of these works, the 5x5 system of (2+1)-dimensional hydrodynamic-type equations [25] was derived which describes the slow modulations of the periodic solutions of the corresponding KP-type equation. The method presented in [23, 24] can be applied to DSW investigation in integrable and non-integrable (2+1) dimensional PDEs.
In the present study, we consider DSWs in three dimensional Benjamin-Ono (3DBO) equation (see Eq. 2.1) by employing a similarity reduction and thus reducing this equation to the (1+1) dimensional spherical Benjamin-Ono equation (see Eq. 2.11). The main motivation of this paper is to understand DSW behavior in the 3DBO Eq. when there is step like data along paraboloid front in the initial data. The method presented in [22] is used to study this problem. We analyze the sBO equation via Whitham theory and derive Whitham modulation equations. Then, these equations are transformed into simpler form by using appropriate Riemann type variables. These transformed Whitham equations in Riemann variables are not in diagonal hydrodynamic form [25] . This diagonal property is related to integrability property of the main PDE system and neither 3DBO equation nor its reduction, the sBO equation is known to be integrable.
Since the Whitham system is non-diagonal, it is solved numerically and obtain the DSW solution of the sBO equation with these numerical solutions. We then compare these (1+1) dimensional DSW structure to direct numerical simulations of the sBO equation. After fixing parameters our comparisons between these solutions exhibit very good results. Also, the solution of the 1+1 dimensional spherical equation is shifted by a value which is determined by the solution of the Front Shape equation (see Eq. 2.8a) for the desired circular cross section and time t. By this shifting procedure, the evolution of DSWs on any cross section of the initial paraboloid in the 3DBO equation can be constructed for any time value t.
To our knowledge this is the first time the investigation of DSWs in a 3+1 dimensional system is analyzed in detail. We must note that the 3DBO equation has not derived exactly in any research area yet. However, the 3DBO equation can be considered just a generalization of the 2DBO equation [21] and investigations of the DSWs solutions in this equation may help to generalize Whitham modulation theory to 3+1 dimensional PDEs to study 3+1 dimensional DSWs. This paper is organized follows. In Section 2 a similarity reduction is used to exactly transform the 3DBO equation to the sBO equation along a paraboloid front. In Section 3 we employ perturbation theory [26] to find hydrodynamic type equations associated with Whitham theory for the BO and sBO equations. By employing appropriate Riemann type variables, we then transform the Whitham modulation equations. Since this transformed Whitham system is not in diagonal form, we solve it numerically and reconstruct the DSW solutions of BO and sBO. We then compare the constructed solutions with direct numerical solutions of BO and sBO. Apart from an unimportant phase, these compared solutions are in very good agreement. We also report that solution of Whitham system for sBO indicate a small discontinuity. This discontinuity would be resolved by taking into account higher order terms (for details see [27] ), but it is out of scope of this study. Then we devote to concluding remarks and future studies in the last section.
Reduction of 3DBO equation to sBO equation
In this section, we study DSW propagation associated with the (3 + 1) dimensional equation
where Hu(x) denotes the Hilbert transform:
and P denotes the Cauchy principal value. We refer to Eq. (2.1) as the 3DBO (Three Dimensional Benjamin-Ono) equation; it is a three-dimensional extension of the classical BO equation. Two dimensional version of this equation describes weakly nonlinear long internal waves in fluids of great depth [21] . Here ǫ, λ are constant. When |ǫ| ≪ 1 the system has weak dispersion and according to sign of λ. According to the sign of λ, Eq. (2.1) describes dynamics of strong surface tension of the water for (λ = −1) and weak surface tension for (λ = 1) , respectively. Also, we are interested in a class of initial conditions for Eq. (2.1) which is the three dimensional extension of the Riemann-type initial condition
where η = x + 1 2 P (y, z, 0). The goal in this paper is to improve understanding of DSWs in a (3+1) dimensional nonlinear partial differential equation (PDE) with a special type of initial condition. For this purpose, we consider a reduction of the Eq. (2.1) for the special choice of a paraboloid initial front
wherec is a real constant. We assume that solutions of Eq. (2.1) satisfy the following ansatz:
the front is then described by x + P (y, z, t)/2 = constant. We substitute the ansatz (2.5) into Eq. (2.1) and find
where η = x + P (y, z, t)/2. In the Eq. (2.1) u satisfies the following boundary conditions at the infinities:
The function R(t) is chosen appropriately; the forms of R(t) are determined later in this section.
Using these boundary conditions and assuming that P yy and P zz is independent of y and z, the coefficient of the term f η depends only t in Eq. (2.6). If we also assume that the sum of the coefficients of the term f ηη vanishes in Eq. (2.6), then we obtain the following system of equations
The solution of the initial value problem (IVP) for the FS equation (2.8a) and (2.4) is found as
This solution gives a consistent result about assumption on P yy and P zz . Both these terms are independent of y and z for all time.
The level surfaces of the solution η = x + P (y,z,t) 2 = η 0 , η 0 constant, are along the following surfaces in the (x, y, z)-space at fixed time t:
For the casecλ > 0, C(t) indicates the paraboloid front 'flattens' when t increases. However, the function C(t) blows up at a critical time t c = −1/(2λc). In this study, we will considercλ > 0 and only be concerned with t > 0. This blow up phenomena is out of scope of this study and it should be investigated for a prospective study in details. Then, we substitute the front solution (2.9) into Eq. (2.8b) and obtain the following the spherical Benjamin-Ono (sBO) equation:
In summary, it has been shown that for the paraboloid front initial condition (2.4), by using the ansatz (2.5), the (3+1) dimensional PDE (2.1) is reduced to a (1+1) dimensional PDE (2.11) with variable coefficients. Similar reduced equation can be obtained by applying to the similarity reduction approaches of PDEs [28] . to Eq. (2.1). We will denote t 0 = 1 2λc , then the term 2λc 1+2λct is written as 1 (t+t0) . Also, we will consider only λ = 1; the other sign can be obtained by changingc to −c.
For identifying the boundary conditions associated with Eq. (2.11) at infinity, we omit η dependent terms and then solve the remaining ODE with the associated initial condition (2.3). The solution of this ODE with the initial condition R(0) = 1 determines the function R(t) in the boundary condition (2.7) as
In the next section, we examine the DSW solutions of Eq. (2.11) with (non-increasing) initial data such as Eq. (2.3).
Dispersive shock waves in BO and sBO equations

Whitham modulation equations for BO/ sBO equations
In this section we will investigate the DSW solutions of the BO and sBO equations by using the Whitham modulation theory. We will compare Whitham theory for both these equations at leading order and direct numerical simulations.
In the use of Whitham modulation theory we will find three conservation laws. Then, we transform these three conservation laws into a system of quasilinear first order PDEs (Whitham system) by using convenient Riemann type variables. This approach was first introduced by Whitham for the KdV equation [9] . For the integrable equations such as KdV eq. this system can be diagonalized and solved exactly. But neither 3DBO eq. nor its reduction sBO eq. is known to be integrable eq. according to our knowledge. Numerically we show that the associated Whitham system has solution which demonstrate the DSW structure of sBO, unlike BO, decays in time.
We will use a method of multiple scales which was used by Luke [26] in the investigation of Whitham type systems associated with a nonlinear Klein-Gordon equation. By following the approach of Luke, we obtain a periodic wave solution of the leading order equation for the sBO eq. This periodic solutio has three independent free parameters which are slowly varying. The leading order problem introduces the rapidly varying phase which requires a compatibility condition which is often termed conservation of waves. The next order problem in the perturbation method has two secularity conditions; these together with conservation of waves provide three necessary Whitham modulation equations.
For this purpose, first we assume f = f (θ, η, t; ǫ). Here θ is rapidly varying and defined from
where k, ω and V are the wave number, frequency and phase velocity, respectively. This definition provides us the compatibility condition (θ η ) t = (θ t ) η (conservation of waves) as
This is the first necessary eq. for modulation eqs. We transform Eq. (2.11) with these slow and rapid varibles to the following eq.:
As usual in the method of multiple scales, then we expand f in powers of ǫ as
Grouping the terms in like powers of ǫ gives leading and higher order perturbation equations; we only consider the first two orders here which is sufficient for our purpose. The O 1 ǫ equation is
and at O(1) by the linear equation
where
The solution of Eq. (3.5) is
where θ 0 is constant. Eq. (3.8) is the periodic wave solution of the classical BO equation [29] . Here A = 1 2 (f 0,max − f 0,min ) is the amplitude of the wave (cf. [15] ) and the phase velocity of the wave is given by
In Eq. (3.8), k, A, β and V are functions of slow variables η and t. We will obtain the modulation equations for the sBO equation in terms of the three variables k, V and β. Note that A can be written in terms of these variables from Eq. (3.9). When the solution (3.8) is used in (3.6), seculer terms occur, i.e. terms that grow arbitrarily large with respect to θ. let w denote solutions of the adjoint problem to L H u = 0, i.e.,
where we used the anti-symmetry property of the Hilbert transform: Hu, v = u, −Hv , , being the standard inner product. In order to eliminate secular terms, we use the following relation that follows from (3.6)
We put w = 1 and w = f 0 into Eq. (3.11), enforce the periodicity of f 0 (θ, η, t) in θ and obtain the secularity conditions respectively as Computing the integrals in Eqs. (3.12) and (3.13) with the properties of the Hilbert transform [30] and using the definition (3.9) we can obtain the following conservation laws β t + ββ η + 2k + β t + t 0 = 0 (3.14)
and
Equations (3.2), (3.14) and (3.15) are the three conservation laws for the three variables k, V and β.
We transform these conservation laws by using the following Riemann type variables a, b, c [15] to simplify the conservation laws:
and write the leading order solution f 0 in terms of a, b, c
The rapid phase θ is determined by integrating (3.1)
Note that there is a free costant θ 0 in Eq. (3.17). We determine the value of θ 0 by comparison with direct numerical solutions. By the transformation (3.16), we obtain the quasilinear PDE system for Riemann variables a, b and c in the following form
We take initial values of the Riemann variables a, b, c of the Whitham system (3.19) to be steplike a(η, 0) = 0, η ≤ 0; In the absence of spherical terms, i.e. t 0 → ∞, Eq. (3.19) reduces to a diagonal system that agrees with the Whitham system for the BO equation [14] . Corresponding to the initial condition (3.20) , the Whitham system (3.19) for the classical BO equation admits an exact rarefaction wave solution in terms of the self-similar variable ξ = η/t. This solution is the dispersive regularization for the initial data (3.20) and it is a = a(ξ) = ξ/2, b = 1/2 and c = 0.
But, the Whitham system (3.19) for sBO is not diagonal and this non-diagonal property prevents to get an analytical solution of the general Whitham system (3.19). Therefore we follow the numerical approach developed for the sBO case in order to understand the structure of DSWs in the sBO equation.
Comparison between numerical solutions
Our aim is to investigate the sBO equation by using numerical methods to solve the general Whitham system (3.19) . We compare the results of the Whitham system to direct numerical simulations of the 1+1 sBO equation and get very good agreement between them. We state that Whitham modulation theory provides a good approximation of DSWs in the sBO equation. The benefit of studying with the Whitham system is about the order of coefficients. The Whitham system gives the structure of the DSWs in terms of O(1) coefficients. However, for direct numerical simulations one has small coefficients (due to ǫ ≪ 1) which in turn requires more complexity to solve. Also, direct numerical computation needs longer computing times.
First, we obtain numerical solutions of both reduced the Whitham system for the BO eq. and the non-diagonal Whitham system (3.19) for the sBO eq. The initial values of Riemann variables are given by Eq. (3.20) (see Fig. 1 ).
Before numerical computations we need to get the necessary boundary conditions for (3.19) . The boundary conditions remain constant at both ends of the domain for the BO equation and associated Whitham system. However, the boundary conditions are functions of time for both the sBO equation and associated Whitham system (3.19). The boundary conditions for the sBO equation are the same as in Eq. (2.7). We get the boundary conditions for the Whitham system (3.19) by solving analytically the reduced ODE system obtained from Eq. (3.19) by neglecting the spatial variable η. This ODE system is solved with the initial conditions (3.20) at both left and right ends separately. The exact solutions for the boundary conditions on the left side are given by
where R(t) is given by (2.12) . Similarly the boundary conditions on the right side (3.20) are found to be
We see that all Riemann variables (except c + ) for the sBO equation at the boundaries decay in time.
To solve the Whitham system (3.19) with the boundary conditions (3.21) and (3.22), we use a first order hyperbolic PDE solver based on MATLAB by Shampine [33] and choose a two-step variant of the Lax-Wendroff method with a nonlinear filter [34] . we use N = 2 14 points for the spatial domain [−30, 30] with the time step being 0.9 times the spatial step in the numerical solutions of the Whitham system. The parameter in the sBO equation (2.11) are taken to be as t 0 = 10. The results are given in Fig. 2 for both BO and sBO.
Next we solve the BO and sBO equations (i.e. Eq. (2.11) withc = 0 andc = 0 respectively) numerically by using a modified version of the exponential time-differencing fourth-order Runge Kutta (ETDRK4) method. In the direct numerics, we use a regularization of the initial condition (2.3). See the section 6 for the details of the version of ETDRK4 method that we use in computations. In this computation, we use N = 2 15 spatial Fourier modes with the domain size L = 30, and choose the time step to be 10 −4 . The regularization parameter in the initial condition (6.6) is chosen to bẽ K = 10, and the parameters in the sBO equation (2.11) are taken to be t 0 = 10 and ǫ = 10 −3/2 . Direct numerical simulations of BO/sBO and solutions of the associated Whitham equations are compared in Fig. 3 at t = 7.5. In the reconstructions from the Whitham equations, we fix the arbitrary constant phase θ 0 in Eq. (3.17) by adjusting the Whitham reconstruction to agree with those from direct numerical simulations. Details of this adjusting procedure are given below.
From the Fig. 2 , it should be noted that b component of the solution of the Whitham system presents a small shock-like front in front of the DSW in the sBO case. This shock-like solution can be regularized by adding higher order terms to the Whitham system [27] . Also, direct numerical simulations show that this behaviour is not important.
The DSW solutions can be generated for both BO and sBO at any time from the Riemann variables by using Eqs. (3.17) and (3.18) . These solutions are plotted and compared with direct numerical simulations of BO/sBO at the spesific time value t = 7.5 in Fig. 3a and Fig. 3b . In  Fig. 3, the arbitrary phase θ 0 in (3.17) is chosen to agree with the direct numerical simulations. For this adjustment, first we compute the average of the leading hump which as the largest amplitude and the the trailing edge. Then θ 0 is chosen as the center ('middle') of nearest wave determined from asymptotic solution agrees with that of the corresponding hump determined from the direct numerical simulations. The average is approximately (3.387+1)/2=2.194 for the BO case and the asymptotic solution has a hump in the center region with an amplitude value of 2.127. For the sBO case (1.5426+ 0.5714)/2=1.0570 with a hump in the 'middle' region with an amplitude value of 1.039.
From the Fig. 3 , it is observed that the asymptotic approximation to the wave number and amplitude are in very good agreement with the direct numerics. Also, the humps in the 'middle' region of DSWs are captured well for both BO and sBO cases. However, it has to be reported that some phase deviations are noticed at the leading edge under enlargement of the figures. This phenomena is explained by Whitham Theory. According to theory, an order epsilon change in the phase θ causes an order one deviation in the location of humps at the leading edge. For the KdV eq., it was predicted in the work [35] by using integrable theory. Similar investigation can be performable for BO/sBO equations as a future study.
We also provide space-time plots of the direct numerical solutions of BO and sBO eqs in Fig. 4 to emphasize a difference between DSW solutions of these eqs. In Fig. 4 , it is observed that unlike the BO eq., the DSW humps in sBO eq. move to the right and spread apart. The spreading behaviour of DSW humps of sBO is also observed in an animation [36] . In the animation [36] , the propagation of DSWs in both BO and sBO eqs. between t = 0 and t = 10.
We report that the average speed of the leading hump of the DSW for BO eq. is approximately V avg = 0.831 at t = 7.5. This speed is almost equal to the phase speed of the algebraic solitary wave solution of the BO equation [30] with an amplitude 4V avg = 3.34. This solitary wave is approximately represented by
However, the average speed of the leading hump of the DSW at t = 7.5 for the sBO eq. is approximately V avg = 0.4212. Since the amplitude of the leading edge decreases in time, this speed is significantly smaller than the speed in the BO case. The trailing edge of the DSW for the sBO eq. looks similar to that of the BO equation but its amplitude also decreases in time (see Fig. 3 ).
The solution of the 1 + 1 dimensional spherical BO equation coincides with the solution of the 3 + 1 dimensional 3DBO only at y 2 + z 2 = 0 (i.e. y = z = 0). To construct the solution of the 3DBO Eq. at any circular cross section different from y 2 + z 2 = 0, the solution of the 1 + 1 dimensional spherical BO Eq. must be shifted by a term which can be determined by the solution of the FS equation (2.10) for the chosen circular cross section y 2 +z 2 = r 2 and time t. The shifting is performed by x = η − r 2 t * +t0 for a fixed time value t * . Here r is a fixed radius of the chosen cross section. By this shifting procedure, the evolution of DSWs on any cross section of the initial paraboloid in the 3DBO equation can be constructed for any time value t.
Conclusion
In this study, Dispersive shock waves in the 3DBO equation is considered using step like initial data along a paraboloid front. We use a similarity reduction method to reduce 3 + 1 dimensional BO equation to the 1 + 1 dimensional spherical BO (sBO) equation. By using Whitham modulation theory, we obtain modulation equations and write these equations in terms of appropriate Riemmann type variables. We solve the resulting Whitham modulation equations numerically and compare these results with direct numerical solutions of the sBO equation. In this comparison, a good agreement is found between these numerics except an insignificant phase and a small discontinuity in front of the DSW. The discontinuity can be investigated by considering higher order terms; but this is outside the scope of this study.
According to our knowledge, this study is a first attempt to understand the structure of DSWs in 3 + 1 dimensional systems. The method used in this work can be used to investigate the DSWs in other (3+1) dimensional equations. But the method introduced here works only for a special choice of initial front, e.g. a paraboloid front. This restriction is related to symmetry reductions of the corresponding 3 + 1 dimensional equations. However, the reduction method used in this work can be applied to some 3 + 1 dimensional equations such as 3 + 1 dimensional Kadomtsev-Petviashvili (KP) equation and modified KP equation since these equations admit suitable symmetry reductions for choice of paraboloid front. We address these investigations for near future studies.
Also, DSWs in 3 + 1 dimensional systems can be considered for more general class of initial conditions. To do that the method introduced in [23, 24] for Whitham modulation theory on 2 + 1 dimensional systems must be generalized for Whitham modulation theory on 3 + 1 dimensional systems. This prospective development of the theory will be topic of future studies, too.
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Appendix
We use a numerical method for the direct numerical simulations which can be used for problems with fixed boundary conditions. But, left boundary condition for sBO is function of t. For this reason, we first transform (2.11) by f = R(t)φ (6.1)
to the following variable coefficient BO (vBO) equation Here R(t) = t0 t+t0 . Equation (6.2) has the left boundary condition fixed at φ − = 1, while the right boundary condition φ + = 0 stays the same as in the original sBO equation. In order to solve Eq. (6.2) numerically (see also [37] [38] [39] ) we differentiate with respect to η and define φ η = z to get z t + R(t) (zφ) η + ǫH (z ηη ) = 0.
(6.3)
Transforming to Fourier space gives
where z = F (z) is the Fourier transform of z, L z ≡ iǫsgn(k)k 2 z and
where L is a large positive constant. The only difference from the classical BO case is that for sBO the nonlinear term N has a time dependent coefficient. To solve the above ODE system in Fourier space we use a modified version of the exponential-time-differencing fourth-order Runge-Kutta (ETDRK4) method [38, 39] . For the required spectral accuracy of the ETDRK4 method, the initial condition for z must be smooth and periodic. However, the step initial condition (2.3) for u or equivalently f leads to z(η, 0) = −δ(η), where δ represents the Dirac delta function. Therefore we regularize this initial condition with the analytic function [37] z (η, 0) = −K 2 sech (a) (b) Figure 4 : Space-time plot of the direct numerical solutions between t = 0 and t = 20 (a)for BO eq., (b) for sBO eq. Here, we take t0 = 10 and ǫ = 10 −3/2 .
