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ABSTRACT 
Understanding the behavior of materials and devices at the nanometer-scale is important 
because modern materials and devices have nanometer-scale features. Atomic force microscopy 
(AFM) is a powerful tool for studying nanometer-scale behavior due to excellent spatial resolution 
(tip radius < 25 nm) and the ability to measure dynamic surface deformation with sub-picometer 
precision. Measurement of dynamic surface deformation in response to a stimulus (e.g. heating or 
mechanical force) provides information about local material properties. This thesis presents three 
studies which use dynamic surface deformation measurements to investigate nanometer-scale 
thermomechanical, inverse-piezoelectric, infrared, and mechanical properties. The first study uses 
AFM to measure thermomechanical and inverse-piezoelectric deformation of biased AlGaN/GaN 
transistors. Deformation measurements during device heating reveal shifts in the 
thermomechanical strain fields within devices as bias conditions change. Deformation 
measurements without heating reveal bias dependence of inverse-piezoelectric deformation. 
Measurements validate an electro-thermo-mechanical finite element model, which predicts device 
stress and failure. The second study uses AFM to measure infrared absorption by observing 
thermomechanical deformation due to infrared light absorption. This thesis describes a novel 
implementation which enables two orders of magnitude improvement in sensitivity. Measurements 
of carbon nanotube absorption (diameters near 2 nm) and monolayer graphene demonstrate the 
effectiveness of this technique. The third study presents the design, fabrication, and 
implementation of micromechanical contact stiffness devices which provide a range of known 
contact stiffness. These devices are useful for calibrating dynamic cantilever response as a function 
of contact stiffness, which is critical for AFM measurements of mechanical properties. This study 
concludes with the calibration of an AFM cantilever for contact resonance AFM and subsequent 
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measurement of contact stiffness and elastic modulus on three different polymers. The AFM elastic 
modulus measurements on polymer samples agree with comparable bulk measurements. 
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CHAPTER 1: INTRODUCTION 
 
1.1 Motivation for Nanometer-scale Characterization 
Recent years have seen rapid advancement in the ability to fabricate materials and devices 
with nanometer-scale features, which has greatly improved the performance of electronic, optical, 
and mechanical devices. The benefit of nanometer-scale fabrication is most profound in the field 
of electronics, where the continued decrease in transistor size has led to tremendous gains in 
performance. However, other fields have benefited substantially from nanometer-scale control of 
materials. For example, the ability to control material growth and fabrication at the nanometer-
scale has led to significant advancements in the field of optics, where nanoscale materials provide 
precise control of light interactions with surfaces [1]. In many cases, nanometer-scale materials 
deviate from bulk material behavior models because assumptions that are reasonable in bulk 
materials are no longer valid at the nanometer-scale. In such cases, nanometer-scale materials 
enable unique material behaviors that are not observed in bulk materials. One example is the field 
of plasmonics in which the interaction of light with metals is radically different when metallic 
structures are much smaller than the wavelength of light [1]. Another example is the mechanical 
behavior of composite materials in which the bulk behavior represents the combined responses of 
the constituent materials, but the nanometer-scale behavior depends on the behavior of the 
individual, often nanometer-scale domains of the constituent materials. Ultimately, the bulk 
behavior of any material depends on the nanometer-scale behavior, so nanometer-scale control of 
material structure provides ultimate control of material behavior. In order to fully harness the 
potential of nanometer-scale control and fabrication, it is essential to understand nanometer-scale 
material behavior. 
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Understanding nanometer-scale material behavior requires tools and techniques that are 
different from the tools and techniques used for bulk sample characterization. The basic concept 
of any measurement can be summarized by two steps: 1) application of a stimulus to the material 
or device and 2) observation of the material or device response. In order to achieve nanometer-
scale measurements, one or both of these steps must be confined to a nanometer-sized region. 
Many of the powerful techniques for bulk sample analysis are fundamentally incapable of 
resolving nanometer-scale behavior due to physical limitations. The clearest examples of this are 
optical techniques, such as Raman spectroscopy and Fourier transform infrared spectroscopy, in 
which the minimum size of the stimulated and probed region are limited by the wavelength of light 
[2]. The major complication for nanometer-scale material analysis is how to stimulate and/or 
observe the material response at the nanometer-scale. 
 
1.2 Dynamic Contact Atomic Force Microscope Techniques 
The atomic force microscope is a valuable tool for exploring materials at the nanometer-
scale because the nanometer-sized tip (tip radius typically ~ 20 nm) interacts with a nanometer-
scale volume of material [3]. Additionally, with the AFM cantilever in contact with the surface, 
the AFM is able to measure surface displacements with exceptional precision, down to fractions 
of a picometer. These powerful capabilities have led to a family of dynamic contact AFM 
techniques in which an AFM cantilever measures dynamic surface displacement in response to an 
external stimulus in order to determine the local material properties or device behavior. The path 
from the supplied stimulus to the observable cantilever signal consists of two important processes: 
1) physics of how the energy from the external stimulus becomes mechanical displacement and 2) 
physics of how the cantilever responds to dynamic sample displacement.  
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This thesis presents advancements in the sensitivity and accuracy of three dynamic contact 
AFM techniques: scanning joule expansion microscopy (SJEM) [4], photothermal induced 
resonance (PTIR) [5], and contact resonance AFM (CR-AFM) [6]. A modified implementation of 
SJEM enables measurements of bias dependent thermomechanical and inverse-piezoelectric 
deformation in AlGaN/GaN high electron mobility transistors. A modification of PTIR enables 
measurements of infrared absorption of carbon nanotubes and monolayer graphene, greatly 
extending the utility of PTIR. Finally, the development of micromechanical contact stiffness 
devices provides an experimental tool for the calibration of CR-AFM and other dynamic contact 
AFM measurements of mechanical properties. 
 
1.2.1 Themomechanical and Inverse-Piezoelectric Strain Measurements of 
AlGaN/GaN HEMTs 
  AlGaN/GaN high electron mobility transistors (HEMT) are a promising technology for 
applications in high power and high frequency electronics [7]. While improvements in device 
reliability have been made in recent years, research in this area is still necessary largely because 
the degradation mechanisms are not well understood. Experimental observation of cracks and pits 
at the drain-side edge of the gate suggest that excessive mechanical stress may cause device 
degradation and failure [8]. While some groups have modeled the thermomechanical and inverse 
piezoelectric behavior of AlGaN/GaN HEMTs [9, 10] and some have used Raman experiments to 
infer the mechanical stress conditions [9-11], there remains a need for a measurement technique 
that can quantify the strain or deformation in AlGaN/GaN HEMTs with high spatial resolution and 
sensitivity. This thesis presents AFM measurements of thermomechanical and inverse-
piezoelectric deformation in operating AlGaN/GaN HEMTs under a range of operating conditions.  
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Scanning Joule expansion micrsocopy (SJEM) is a dynamic contact AFM technique for 
studying electrical, thermal, and thermomechanical behavior of devices [4]. The stimulus is 
applied voltage which causes Joule heating and thermomechanical deformation. The applied bias 
is typically at a frequency much lower than the cantilever resonance frequency in order to prevent 
the complications of interpreting the cantilever signal near the cantilever resonance frequency. The 
distribution of device Joule heating and thermomechanical deformation depend on the electrical, 
thermal, and mechanical properties of the device. Therefore, fitting surface deformation 
measurements with an analytical or numerical model of device behavior provides information 
about the device electrical, thermal, and thermomechanical properties and behavior. Typically, a 
thin layer of polymer on top of the device amplifies the thermal deformation because the primary 
objective is to infer the device temperature [12-14]. However, in modern power electronics such 
as AlGaN/GaN HEMTs, mechanical deformation and strain of the device are important since they 
likely contribute to device degradation [8, 15]. This thesis presents a point-based version of SJEM 
to study the effect of bias conditions on AlGaN/GaN HEMT deformation in a device with sub-1 
µm dimensions. A major challenge in studying AlGaN/GaN HEMT deformation is that the device 
deformation consists of two parts: thermomechanical deformation and inverse-piezoelectric 
deformation. Through intelligent choice of operating conditions, the measurements in this thesis 
successfully decouple thermomechanical and inverse-piezoelectric deformation. 
 
1.2.2 Infrared Absorption Measurements of Nanometer-scale Materials 
 Recently, photothermal induced resonance (PTIR) has emerged as a dynamic contact AFM 
technique that combines the utility of infrared spectroscopy with the spatial resolution of AFM 
[16]. The stimulus in PTIR is a pulsed infrared laser, which causes sample absorption, sample 
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temperature rise, and a pulse of associated thermal deformation. The pulse of thermal deformation 
acts as an impulse to the cantilever in contact with the surface, exciting many cantilever resonant 
modes. The amplitude of the cantilever response is proportional to local thermal deformation. 
Since thermal deformation depends on sample absorption, the amplitude of the cantilever response 
is proportional to local infrared absorption. Researchers have utilized this technique primarily to 
study polymeric materials [17-19]. There has been limited work on metallic and semiconducting 
materials [20-22]. Advances in the synthesis and fabrication of nanometer-size materials and 
devices are driving the need for techniques capable of characterizing structures of this size. 
However, PTIR is governed by nanometer-scale photothermal response, so it is challenging to 
measure samples with small thermal expansion, including very thin samples (<15nm thick) [23], 
samples with small thermal expansion coefficient, and samples with small infrared absorption. 
Through a detailed consideration of the physics governing heat flow and thermomechanical 
response, this thesis presents a modification to the PTIR technique that enables measurement of 
samples with negligible thermal expansion. 
 
1.2.3 Quantitative Mechanical Property Measurements with Dynamic AFM 
Techniques 
Rapid, quantitative measurement of mechanical stiffness at the nanometer scale is one of 
the biggest unsolved problems in nanotechnology [6, 24, 25]. One of the key challenges of any 
AFM-based mechanical property measurement is to accurately calibrate the relationship between 
cantilever response and tip-sample contact stiffness. Recently, contact resonance AFM (CR-AFM) 
[6, 24-26] has received much attention for application to mechanical property measurements. CR-
AFM is a dynamic contact AFM technique in which a force stimulates the cantilever at the contact 
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resonance frequency. The contact resonance frequency of a cantilever in contact with a surface 
depends on the local mechanical stiffness of the tip-sample interaction. Therefore, measurements 
of the contact resonance frequency contain information about the contact stiffness and local 
mechanical properties. However, the estimation of contact stiffness from observed cantilever 
resonances is problematic, due to the wide variations in tip-sample contact mechanics between 
different AFM tips and different samples [26, 27]. The state of the art is to use a dynamic 
mechanical model to determine the relationship between resonance frequency and contact stiffness 
[6, 28, 29]. This approach requires many assumptions and inputs which are often incorrect and 
lead to inaccuracies [26, 27]. Thus, there remains a significant need for an experimental method 
to accurately calibrate contact resonance frequency versus contact stiffness. To address this issue, 
this thesis reports the design, fabrication, and implementation of micromechanical devices capable 
of supplying a known tip-sample contact stiffness to an AFM tip, which enables calibration of the 
cantilever dynamic response as a function of tip-sample contact stiffness. 
 
1.3 Thesis Overview 
 Chapter 2 presents nanometer-scale thermomechanical strain measurements of 
AlGaN/GaN high electron mobility transistors, which reveal changes in thermomechanical 
behavior for different bias conditions. A finite element model agrees well with the measurements 
and provides insight into the thermomechanical stress state in the devices for various operating 
conditions. 
 Chapter 3 presents nanometer-scale inverse-piezoelectric strain measurements of 
AlGaN/GaN high electron mobility transistors, which reveal distinct inverse-piezoelectric 
behavior above and below pinch-off voltage. A finite element model agrees well with the 
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measurements and suggests that AFM measurements of inverse-piezoelectric strain correlate with 
the stress in the AlGaN layer. 
 Chapter 4 presents a modification to the photothermal induced resonance technique which 
enables measurements of samples with negligible thermal expansion. Measurements and modeling 
of carbon nanotube and monolayer graphene infrared absorption demonstrate the effectiveness of 
this new approach. 
 Chapter 5 presents the design, fabrication, and implementation of novel micromechanical 
devices which provide a range of known tip-sample contact stiffness. The micromechanical 
devices enable calibration of AFM cantilever dynamic behavior as a function of tip-sample contact 
stiffness. As an example application, this chapter presents cantilever calibration and polymer 
elastic modulus measurements using contact resonance AFM. 
 Chapter 6 presents several future directions for continuing the work presented in this thesis. 
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CHAPTER 2: NANOMETER-SCALE STRAIN 
MEASUREMENTS IN ALGAN/GAN HIGH ELECTRON 
MOBILITY TRANSISTORS DURING PULSED OPERATION 
 This chapter [30] is reproduced with permission from IEEE: © 2016 IEEE. Reprinted, with permission, from M. R. Rosenberger, J. P. Jones, E. R. Heller, S. 
Graham, and W. P. King, "Nanometer-Scale Strain Measurements in AlGaN/GaN High-Electron 
Mobility Transistors During Pulsed Operation," Ieee Transactions on Electron Devices, vol. 63, 
pp. 2742-2748, Jul 2016. 
 
2.1 Introduction 
AlGaN/GaN high electron mobility transistors (HEMT) are a promising technology for 
applications in high power and high frequency electronics due to the ability to withstand high 
power densities and large operating voltages while having fast switching speeds and high carrier 
mobilities [7]. While improvements in device reliability have been made in recent years, the 
degradation mechanisms are still not well understood [31]. Key causes of device degradation are 
chemical reactions [32, 33], diffusion of impurities [34], and excessive mechanical strain [15]. 
Chemical reactions lead to the formation of traps which limit the efficiency, maximum power, and 
speed of devices [32]. The diffusion of impurities into the AlGaN and GaN layers lowers device 
performance and weakens the material [34]. Excessive mechanical strain can cause crack 
formation [15, 35], and structural damage can occur in both the on-state [36] and off-state [37, 38]. 
While these studies have shown that damage depends greatly on bias and current conditions, 
increased strain and increased temperature also influence device damage [15, 36]. In the case of 
excessive mechanical strain related failure, increased temperature induces thermal strain and the 
total tensile strain causes failure by encouraging crack formation to relieve the elastic strain energy 
[15]. Thus, understanding mechanical strain in AlGaN/GaN HEMTs in the on-state condition is 
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important for understanding overall device reliability. 
 Mechanical strain in an AlGaN/GaN HEMT is a combination of intrinsic strain, inverse-
piezoelectric strain, and thermal strain [11, 15, 34]. A number of published articles describe 
measurements of temperature and strain in AlGaN/GaN HEMTs [9, 11, 39, 40]. Measurement 
techniques typically include laser Raman microscopy [9, 11], scanning thermal microscopy [39], 
and cathodoluminescence [40]. In general, the existing measurements, along with device structural 
models, indicate that the intrinsic strain in the AlGaN layer is tensile and the strain due to the 
inverse-piezoelectric effect is also tensile [15]. Some Raman microscopy studies suggest that a 
compressive thermal strain develops in the GaN layer during operation, which serves to reduce the 
tensile strain in the device [11, 34]. However, more recent work predicts that the large mismatch 
in thermal expansion coefficient between the metal gate and the AlGaN layer induces tensile 
thermal strain in the AlGaN layer very close to the drain-side edge of the gate [9]. The majority of 
work on AlGaN/GaN HEMT degradation and stress characterization has been under DC 
conditions despite the use of these devices in RF applications. Recent finite element modeling 
suggests that transient strain may be an important consideration [41, 42]. Understanding the 
complex combination of strains in these devices has motivated the use of electro-thermo-
mechanical finite element modeling [41, 42] and Raman experiments [9] to infer the mechanical 
strain. However, there remains a need for measurements of device deformation in AlGaN/GaN 
HEMTs. 
This paper reports atomic force microscope (AFM) based measurements of periodic (AC) 
thermomechanical deformation in an AlGaN/GaN HEMT and an electro-thermo-mechanical finite 
element model to interpret the measurements. The tip radius of an AFM cantilever is typically 25 
nm or smaller, which allows higher spatial resolution than Raman microscopy (1 µm). Also, AFM 
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can measure metal regions that cannot be measured using Raman microscopy. We study device 
AC deformation under different bias conditions in an AlGaN/GaN HEMT with sub-1 µm 
dimensions. We show good agreement between our experiments and our electro-thermo-
mechanical model of the device. Using the validated model, we consider thermal stresses in the 
device under different operating conditions.  
 
2.2 Methods 
Fig. 2.1(a) shows a cross section image of the experimental setup. Periodic drain-source 
voltage, VDS, was applied to the device and caused periodic Joule heating, which induced periodic 
thermal strain in the device [12]. Gate-source voltage, VGS, was constant during each measurement. 
With the AFM cantilever in contact with the surface, the AC cantilever deflection corresponded to 
the AC vertical surface thermomechanical deformation. A lockin amplifier (100 msec time 
constant, 24 dB/oct. filter) measured the cantilever deflection amplitude at the VDS drive frequency, 
f.  The device consists of a SiC substrate, a GaN layer, a thin AlGaN layer (not shown in diagram), 
ohmic and Schottky metal contacts, and a Si-N passivation layer. Fig. 2.1(b) shows a microscope 
image of the HEMT. This HEMT has two gate fingers and a total channel width of 100 µm. The 
dotted line in Fig. 2.1(b) shows the measurement location of the cartoon in Fig. 2.1(a). Fig. 2.1(c) 
shows the topography of the device channel with four locations shown where we performed 
deformation measurements. The locations are: A) in the channel between gate and drain, B) on the 
drain side edge of the gate connected field plate, C) on the source side edge of the gate connected 
field plate, and D) in the channel between gate and source. 
 An essential aspect of this technique is that it measures AC deformation in response to AC 
power dissipation. As a result, it is necessary to accurately measure and account for the AC power 
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dissipation. During the measurements, VDS consisted of a DC offset, VDS,DC, and an AC component, 
VDS,AC, at frequency f: 
( ), , sin 2DS DS DC DS ACV V V ftπ= + .     (2.1) 
A 3.73 Ω resistor connected in series to the source enabled measurement of drain-source current, 
IDS, which had a similar form to (2.1) with a DC offset, IDS,DC, and an AC component, IDS,AC, at f. 
Figure 2.1. (a) Diagram of the experiment. An AC voltage supplied to the drain caused AC 
joule heating and AC surface thermomechanical deformation, measured using an atomic force 
microscope. (b) Optical microscope image of the device, showing gate, drain, and source. (c) 
Topography of the device channel showing the four measurement locations. 
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An oscilloscope recorded VDS and IDS. For the measurements in this paper, IDS,AC << IDS,DC, so 
drain-source power, PDS, consists of a DC component, PDS,DC, and an AC component, PDS,AC, at f: 
( ), , sin 2DS DC DS ACP P P ftπ= + .     (2.2) 
We found that AC deformation is linearly proportional to PDS,AC for 0.2 W/mm < PDS,AC < 0.9 
W/mm. We normalized AC deformation measurements to PDS,AC = 0.5 W/mm because most 
measurements were within 0.1 W/mm of this value. 
 Fig. 2.2 shows the baseline electrical characteristics of the device. Fig. 2.2(a) shows IDS,DC 
versus VDS,DC for 5 different VGS values: -5 V, -2.63 V, -2.20 V, -0.38 V, and 1.10 V. The current 
saturates above VDS,DC = 5 V, which is consistent with the observed IDS,AC << IDS,DC. Fig. 2.2(b) 
shows PDS,DC versus VDS,DC for each VGS value. PDS,DC increases approximately linearly with respect 
to VDS,DC for each of the on-state values of VGS (-2.63 V, -2.20 V, -0.38 V, and 1.10 V). As expected, 
PDS,DC = 0 when the channel is pinched-off (VGS = -5 V). 
 We investigated how three device operating parameters affect AC deformation: PDS,DC, 
VDS,DC, and VGS. These parameters determined the location and spatial distribution of the heat 
generation region within the device. The relatively small AC power (0.5 W/mm) used in this study 
Figure 2.2. Current and power characteristics of the device. (a) IDS,DC vs. VDS,DC for five 
different VGS: -5 V, -2.63 V, -2.20 V, -0.38 V, and 1.10 V. (b) PDS,DC vs. VDS,DC for the same five 
VGS. 
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did not cause a significant change in the location or shape of the heat generation region, which is 
why AC deformation depends on the three parameters we studied. From Fig. 2.2(b), it is clear that 
these parameters are interdependent. Setting the value of any two parameters determines the value 
of the third parameter, which is important to consider when interpreting the data. 
 
2.3 Results and Discussion 
 We measured device AC deformation for DC power ranging from 1 W/mm to 6 W/mm. 
Fig. 2.3 (a,c,e) show measured device deformation as a function of DC power with constant gate-
source voltage [VGS = -2.63 V (a), -2.20 V (c), and -0.38 V (e)] and operating frequency f = 210 
kHz. We report two data points for each DC power, corresponding to sweeping the DC power 
from low power to high power and then back to low power. For the two lowest gate-source voltages 
(-2.63 V and -2.20 V), the device exhibits similar behavior: deformation near the drain (A) 
increases as DC power increases while the deformation at other locations remains constant. For 
the highest gate-source voltage (-0.38 V), the deformation at every location increases from 0 
W/mm up to 3 W/mm, above which the deformation remains approximately constant at every 
location. Clearly, the device behavior as a function of DC power varies for different gate-source 
voltages, suggesting that there is no simple relationship between DC power and device 
deformation. The behavior for VGS = -0.38 V, PDS,DC < 3 W/mm is consistent with power being 
dissipated in the contacts when the device resistance is small. Low power operation (PDS,DC < 3 
W/mm) conditions are not the focus of this paper, so we have not explored this behavior further. 
Next, we explored the effect of DC drain-source voltage on device AC deformation. Fig. 
2.3 (b,d,f) show measured device deformation as a function of DC drain-source voltage with 
constant gate-source voltage. DC power is proportional to DC drain-source voltage for constant 
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DC current (constant gate-source voltage). The DC drain-source voltage required to reach the 
Figure 2.3. Device deformation for different DC power and DC drain-source voltage with 
constant gate-source voltage. (a,c,e) Measured deformation vs. DC power at locations A, B, C, 
and D [Fig. 2.1(c)] for VGS = -2.63 V (a), -2.20 V (c), and -0.38 V (e). (b,d,f) Measured 
deformation vs. DC drain-source voltage for VGS = -2.63 V (b), -2.20 V (d), and -0.38 V (f). 
There are two data points for each DC power, corresponding to sweeping the DC power 
incrementally from low power to high power (dotted lines) and then back to low power.  
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maximum DC power (~ 6 W/mm) is smaller for high gate-source voltage (higher current), so the 
DC drain-source voltage range is different for each gate-source voltage. A general trend exists for 
all three gate-source voltages: deformation near the drain (A) increases relative to the deformation 
near the source (D) and gate (B and C) as DC drain-source voltage increases. We conclude that 
DC drain-source voltage causes a shift of the strain field within the device, which changes the 
relative deformation of different locations. 
 The next measurements isolated the effects of DC drain-source voltage and DC power. Fig. 
2.4(a) shows device AC deformation as a function of DC power for constant DC drain-source 
voltage. The deformation measurements in Fig. 2.4(a) correspond to the bias conditions that are 
closest to VDS,DC = 9 V [Fig. 2.2(b)]. Although the values of DC drain-source voltage range from 
8.4 V to 9.3 V, it is reasonable to consider Fig. 2.4(a) as the device behavior with constant VDS,DC 
= 9 V because small variations in DC drain-source voltage do not significantly affect measured 
device deformation [Fig. 2.3(b,d,f)].  In Fig. 2.4(a), the deformation at all locations increases with 
increasing DC power. In addition, the difference in deformation between the drain side (A) and 
the source side (D) does not change as DC power increases. The device behavior in Fig. 2.4(a) 
Figure 2.4. (a) Device deformation at locations A, B, C, and D [Fig. 2.1(c)] for different PDS,DC 
and VDS,DC ≈ 9 V. (b) Device deformation at locations A, B, C, and D for different VDS,DC and 
PDS,DC ≈ 6 W/mm. 
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suggests that DC power and gate-source voltage affect deformation at all locations, but these 
parameters do not affect the relative deformation between different locations. Fig. 2.4(b) shows 
device deformation as a function of DC drain-source voltage for constant DC power. The 
deformation measurements in Fig. 2.4(b) correspond to the bias conditions that are closest to PDS,DC 
= 6 W/mm [Fig. 2.2(b)]. Although the values of DC power range from 6.1 W/mm to 6.4 W/mm, 
it is reasonable to consider Fig. 2.4(b) as the device behavior for constant PDS,DC = 6 W/mm 
because small variations in DC power do not significantly affect measured device deformation 
[Fig. 2.3(a,c,e)]. From Fig. 2.4(b), the device deformation near the drain (A) remains 
approximately constant as DC drain-source voltage increases and the deformation above the gate 
(B and C) and near the source (D) all decrease. The relative deformation of the different locations 
change significantly as a function of DC drain-source voltage. In particular, the deformation 
difference between the drain side (A) and source side (D) increases as DC drain-source voltage 
increases. We conclude that an increase in DC drain-source voltage causes an increase in 
temperature and thermal strain on the drain side of the device and a decrease in temperature and 
thermal strain near the gate and on the source side of the device. 
 One important question is whether inverse-piezoelectric (IPE) strain contributes to the 
measured device AC deformation. IPE strain is proportional to electric field, and electric field is 
proportional to voltage; therefore, the IPE contribution to the measured deformation is proportional 
to the AC voltage. Biasing the device with two different schemes, we achieved identical DC drain-
source voltage, DC power, and AC power, but with a different AC voltage. Therefore, the two 
biasing schemes will produce the same thermal strains, but different IPE strains. We measured 
device deformation using both biasing schemes and observed similar device response for both 
schemes. This observation indicates that IPE strain had a negligible contribution to device 
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deformation. Finite element modeling also predicts negligible IPE AC deformation for the 
conditions measured here. We speculate that measurements with larger AC voltage (e.g. > 10 V) 
could lead to measureable IPE deformation. 
To aid interpretation of our AC thermomechanical deformation measurements, we 
developed a model that couples electrical, thermal, and mechanical behavior of the AlGaN/GaN 
HEMT. A detailed description of our model can be found elsewhere [41, 42], and the methodology 
is only summarized here. The model device geometry, including layer thicknesses, electrode 
shapes, and electrode spacings, came from scanning electron microscope images of a focused ion 
beam cross-sectioned device. First, a transient Sentaurus Device simulation of electrical behavior 
calculated the spatial distribution of AC heat generation. Next, a transient COMSOL thermal 
model used the heat generation solution to solve for the AC temperature distribution. Then, a 
transient COMSOL solid mechanics model used the temperature solution to solve for the AC 
vertical deformation distribution. The solid mechanics model also calculated thermal stress and 
IPE stress. The AC vertical deformation of the device surface corresponds to the cantilever 
deflection amplitude measured in our experiments.  
 Good agreement between the experiments and model for a range of frequencies (55 – 400 
kHz) validates the material properties used in the model. One fitting parameter was required to 
obtain good agreement between measurements and simulations: the thermal boundary resistance 
between the GaN layer and the SiC substrate. From the model, larger thermal boundary resistance 
causes larger AC deformation. Fitting to the VDS,DC = 28 V, VGS = -2.20 V, and f = 210 kHz 
condition, we obtained a thermal boundary resistance of 10 m2K/GW, which compares well with 
literature values [43-45]. Fig. 2.5(a) compares experiments and modeling of AC deformation for 
VDS,DC = 28 V, VGS = -2.20 V at four different frequencies: 55 kHz, 110 kHz, 210 kHz, and 400 
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kHz. The agreement over a range of frequencies demonstrates that the thermal transport material 
properties in the model are reasonably accurate. Also, a match between the shape of the measured 
and modeled deformation profile suggests that the coefficients of thermal expansion (CTE) used 
in the model are also accurate. The CTEs of the gate and surrounding materials have significant 
impact on thermal stress. 
Figure 2.5. Comparison of measured device deformation (points) and predicted deformation 
(solid lines) for different frequencies and bias conditions. (a) Measured and predicted 
deformation for four different frequencies: 55, 110, 210, and 400 kHz. (b) Measured and 
predicted deformation for PDS,DC ≈ 6 W/mm and VDS,DC = 10 V, 28 V, and 48 V. 
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 Fig. 2.5(a) shows that AC deformation changes significantly with frequency. There is a 
large offset of the AC deformation from zero for all frequencies and the offset decreases as the 
frequency increases. However, the relative AC deformation difference between points remains 
similar as frequency increases. Also, from the model, there is a large AC deformation in the device 
at the bottom of the GaN layer (~30 pm for f = 210 kHz). These observations imply that substrate 
AC deformation causes most of the AC deformation offset and the AC deformation of material 
near the heat generation region causes most of the AC deformation difference between points. As 
device operating frequency increases, the thermal penetration depth decreases, leading to 
confinement of the AC temperature rise closer to the heat generation region. Confinement of the 
AC temperature rise causes material that is far from the heat generation region (e.g. the SiC 
substrate) to experience a large decrease in AC temperature rise and AC deformation. On the other 
hand, confinement of the AC temperature rise does not have as large of an effect on the AC 
temperature rise and AC deformation of material near the heat generation region. 
 In general, confinement of AC temperature rise improves spatial resolution of this 
technique. As heat flows away from the heat generation region, it spreads in all directions which 
delocalizes the AC temperature rise and delocalizes the AC deformation, leading to a reduction of 
spatial resolution. Therefore, high frequency measurements will have better spatial resolution. 
However, we performed most of our measurements at f = 210 kHz in order to avoid cantilever 
resonance enhancement near the contact resonance frequency of approximately 900 kHz. One 
other factor affecting spatial resolution is the thickness of the passivation layer. A thicker 
passivation layer causes more heat spreading and more delocalized AC deformation. The device 
studied in this paper has a relatively thick Si-N passivation layer (> 1 µm) which affected the 
spatial resolution. While the theoretical spatial resolution of this technique is on the order of the 
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AFM cantilever tip radius, the effective resolution depends on device geometry and operating 
frequency due to the heat spreading effect. From Fig. 2.5(b), this technique is clearly able to 
differentiate between bias conditions that cause hotspot migration of < 1 µm. 
The model provides insight into how DC drain-source voltage affects AC thermal strain. 
Fig. 2.5(b) shows experiments and modeling for a range of bias conditions: PDS,DC = 6 W/mm and 
VDS,DC = 10 V, 28 V, and 48 V. For low DC drain-source       voltage, the AC deformation is large, 
especially above the gate, and is nearly symmetrical about the gate. For high DC drain-source 
voltage, the AC deformation is asymmetrical with larger deformation on the drain side. Fig. 2.6(a-
b) shows the predicted temperature amplitude corresponding to the VDS,DC = 10 V and VDS,DC = 48 
V conditions in Fig. 2.5(b), which helps to explain the deformation asymmetry. As DC drain-
source voltage increases, the hotspot location (i.e. location of highest temperature amplitude) 
moves toward the drain and the hotspot becomes more elongated, consistent with previous studies 
[46]. For VDS,DC = 10 V, the hotspot is close to the gate electrode which induces a large temperature 
amplitude in the gate. The gate metal has a high CTE relative to the other materials, so gate 
temperature rise causes relatively large thermal strain. As the hotspot moves toward the drain for 
higher DC drain-source voltage, the temperature amplitude of the gate decreases, which causes 
less thermal strain, especially in the region close to the gate. This behavior correlates well with our 
measurements and suggests that thermomechanical deformation above the gate is proportional to 
gate temperature. Another result of the hotspot moving toward the drain is that the temperature 
amplitude distribution becomes more asymmetric about the gate with larger temperature 
amplitudes on the drain side, leading to larger deformation on the drain side relative to the source 
side. Good agreement between model and measurements for a range of bias conditions indicates 
that the electrical properties and geometry of our model are accurate because the hotspot location 
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depends on these parameters. 
 Bias conditions determine the temperature profile within the device, which determines the 
thermal stress profile within the device. Fig. 2.6(c-d) shows the predicted x-direction AC thermal 
stress. The gate is under compressive stress because the gate metal has a higher CTE than the 
Figure 2.6. Predicted temperature amplitude (TAC) distribution near the drain side of the gate 
for VDS,DC = 10 V (a) and VDS,DC = 48 V (b) with PDS,DC = 6 W/mm and PDS,AC = 0.5 W/mm. The 
corresponding x-direction thermal stress amplitude (σAC) distribution for VDS,DC = 10 V (c) and 
VDS,DC = 48 V (d). Tensile stress is positive. The maximum tensile thermal stress occurs in the 
region labeled by the dotted red circles. 
22 
 
surrounding materials. At the drain-side corner of the gate footprint (labeled with a dotted red 
circle), a small volume of AlGaN and Si-N are in tension because the CTEs of AlGaN and Si-N 
are smaller than the gate metal. Since this stress is tensile, it has the same sign as IPE stress and 
may have significant consequences on device reliability [9]. Comparing Fig. 2.6(c) and Fig. 2.6(d), 
the maximum AC tensile thermal stress is 55% greater for VDS,DC = 10 V (9.3 MPa) compared to 
VDS,DC = 48 V (6.0 MPa). The maximum AC tensile thermal stress for VDS,DC = 28 V is 6.5 MPa. 
The AC tensile thermal stress is highest for VDS,DC = 10 V because the AC temperature at the gate-
corner/AlGaN interface is largest and, thus, the strain mismatch between the gate and Si-N/AlGaN 
near the gate footprint corner is largest. The maximum AC thermal stress is small for the bias 
conditions used here because these bias conditions do not induce a very large maximum AC 
temperature (6.6 K for VDS,DC = 10 V, 5.4 K for VDS,DC = 28 V, and 5.0 K for VDS,DC = 48 V). 
However, device operation in commercial RF and pulsed applications will likely have larger AC 
power dissipation, which will lead to large AC temperature and correspondingly large AC thermal 
stress. While these results indicate that tensile thermal stress is largest for lower drain-source 
voltage, thermal stress is one of several factors that govern device degradation. Mechanical 
degradation depends on the combination of intrinsic, IPE, and thermal stresses. Since intrinsic 
stress is normally considered to be constant for a given device, the impact of thermal stress on 
device degradation depends on the relative magnitude of tensile thermal stress compared to tensile 
IPE stress. Thermal stress will be most important for high power density (high temperature) 
conditions, when tensile thermal stress can be comparable in magnitude to tensile IPE stress. 
 In RF and pulsed applications, the temperature response of a HEMT will include a steady-
state (DC) temperature distribution that depends on the average power and a periodic (AC) 
temperature distribution that depends on the transient waveform. Most publications on 
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AlGaN/GaN HEMT device reliability have focused on DC operation. However, our results suggest 
that AC temperature and AC tensile thermal stress are more strongly bias dependent than DC 
temperature and DC tensile thermal stress. For the conditions in Fig. 2.5 and Fig. 2.6, the AC 
temperature rise at the gate-corner/AlGaN interface is 47% larger for VDS,DC = 10 V relative to 
VDS,DC = 48 V, compared to only 7% difference in DC temperature rise. The corresponding 
maximum AC tensile thermal stress is 55% larger for VDS,DC = 10 V relative to VDS,DC = 48 V, 
compared to only 13% difference in maximum DC tensile thermal stress. Therefore, AC and DC 
degradation behavior may be markedly different for bias conditions in which thermal stress is a 
major contributor to device degradation. 
 
2.4 Conclusions 
 We measured and modeled device AC deformation in AlGaN/GaN HEMTs at frequencies 
up to 400 kHz and found that the drain-source voltage is an important parameter affecting thermal 
strain due to its impact on the Joule heating distribution. Increased drain-source voltage leads to 
decreased AC thermomechanical deformation above the gate, which correlates with decreased gate 
temperature. The magnitude of the maximum AC tensile thermal stress amplitude, located below 
the drain-side edge of the gate footprint, is 55 % greater for VDS,DC = 10 V compared to VDS,DC = 
48 V, resulting from the hotspot moving away from the gate for increasing DC drain-source 
voltage. The maximum tensile thermal stress depends on the temperature near the drain-side edge 
of the gate footprint and not the maximum device temperature. These results suggest that device 
degradation in AC operation may be significantly different than degradation in DC operation, 
especially under high power density operation when thermal stress is most significant. The 
technique presented here is not limited to AlGaN/GaN HEMT devices. The technique could be 
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extended to study thermomechanical behavior in other types of devices. The general trend that AC 
deformation changes with bias conditions will persist in all devices, and the specific impact of bias 
conditions on AC deformation will depend on device geometry as well as electrical, thermal, and 
mechanical material properties. 
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CHAPTER 3: INVERSE-PIEZOELECTRIC STRAIN 
MEASUREMENTS OF ALGAN/GAN HIGH ELECTRON 
MOBILITY TRANSISTORS 
 
3.1 Introduction 
 AlGaN/GaN high electron mobility transistors (HEMTs) are a promising technology for 
high power and high frequency electronics applications [7]. However, uncertainty regarding the 
degradation mechanisms prevents the optimal design, fabrication, and implementation of these 
devices. Observation of crack and pit formation near the drain-side edge of the gate suggest that 
excessive mechanical stress is a critical factor in device degradation [8]. The crack formation is 
typically observed to occur in the AlGaN layer and sometimes extends into the GaN layer [47]. 
This indicates that the mechanical stress in the AlGaN layer is critical for crack formation and 
device degradation. 
There are three important types of stress in AlGaN/GaN HEMTs: intrinsic stress, inverse-
piezoelectric (IPE) stress, and thermomechanical stress [9, 48]. Intrinsic stress in the AlGaN layer 
is large and tensile due to a lattice mismatch with the underlying GaN layer. Both GaN and AlGaN 
are inverse-piezoelectric materials and the peak electric fields in these devices are large, leading 
to significant IPE stress. In particular, IPE stress can be large in the AlGaN layer underneath the 
gate and near the drain-side edge of the gate [42]. Importantly, the IPE stress in the AlGaN is also 
tensile, so the intrinsic and IPE stress will compound each other. Thermomechanical stress is 
compressive in most locations of the device due to positive thermal expansion of the materials, 
which serves to relieve the overall stress [9]. However, recent work suggests that a tensile thermal 
stress develops at the gate/AlGaN at the drain-side edge of the gate due to a mismatch in thermal 
expansion coefficient between the gate and AlGaN [30, 42]. The total stress depends on the 
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combination of intrinsic, IPE, and thermomechanical stresses and there is expected to be a critical 
tensile stress beyond which crack will spontaneously form [15]. Therefore, accurate understanding 
of the origin and magnitude of mechanical stress in AlGaN/GaN HEMTs is critical for 
understanding device degradation and improving device design and performance. 
Several groups have used finite element models to understand the mechanical behavior of 
the devices [10, 42, 48]. However, there is a need for measurements of device mechanical behavior 
in order to test whether the models accurately describe device physics. Raman spectroscopy has 
been a useful tool for exploring the temperature and stresses in AlGaN/GaN HEMTs [9, 10, 49-
51]. However, Raman spectroscopy measurements represent a depth averaged value of 
temperature and stress in the GaN layer, and, therefore, are not directly sensitive to the behavior 
of the AlGaN layer. While Raman measurements of GaN stress enable inference of AlGaN stress, 
there remains a need for measurements that are sensitive to the AlGaN behavior directly. Also, the 
lateral and vertical spatial resolution of Raman spectroscopy are typically no better than 1 𝜇𝜇m [2, 
49], which is larger than the high stress region of the AlGaN (gate length is typically ~0.5 𝜇𝜇m in 
these devices). Being an optical technique, Raman investigations also do not provide direct access 
to the behavior of the device region beneath the gate, which is the most important region for 
mechanical stress investigations. 
This works presents the first atomic force microscope (AFM) measurements of IPE 
deformation in AlGaN/GaN HEMTs. The AFM measurements reveal two distinct regimes of IPE 
behavior corresponding to above pinch-off voltage and below pinch-off voltage. To understand 
the measurements, we compare the measurements with a finite element model which simulates the 
electrostatic and mechanical behavior of the AlGaN/GaN HEMT studied in this work. The AFM 
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measurements are sensitive to the AlGaN behavior, with the deformation correlating very closely 
with stress in the AlGaN layer. 
 
3.2 Experimental Method 
Figure 3.1(a) shows the experimental setup for the measurements in this work. Periodic 
gate-source voltage, VGS, induces periodic changes in the electrostatic potential distribution in the 
device, which results in periodic inverse-piezoelectric deformation. The source and drain are both 
grounded, such that the drain-source voltage is equal to zero and there is negligible device heating. 
An AFM cantilever in contact with the surface tracks the surface deformation. Using the 
conventional optical beam detection scheme, a laser reflects off of the AFM cantilever onto a 
position sensitive detector to measure the cantilever motion. A lockin amplifier records the 
cantilever deflection signal at the gate-source voltage drive frequency. The drive frequency is set 
well below the cantilever contact resonance frequency (~1500 kHz) in order to avoid 
complications in interpreting the cantilever resonant response. The measurements were insensitive 
to frequency below 750 kHz. We used a Bruker TAP525 cantilever with a nominal spring constant 
of 200 N/m and a nominal free resonance frequency of 525 kHz for the measurements in this work. 
However, we found that an Olympus AC160TS cantilever with nominal spring constant of 26 N/m 
and a nominal free resonance frequency of 300 kHz produced nearly identical results. The 
agreement of measurements with different cantilevers indicates that the measurements presented 
in this work are only sensitive to device deformation and there are no imaging artifacts to consider. 
Figure 3.1(b) shows the topography in black and deformation in blue for a linescan of the device. 
The noise floor for the linescan is 1 pm. The noise floor for point based measurements is 0.1 pm.  
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3.3 Results and Discussion 
Figure 3.2 shows variation of the IPE response at different locations on the device. Figure 
3.2(a) shows five measurement locations: A above the channel between the gate and drain, B above 
the drain-side edge of the gate, C above the center of the gate, D above the source-side edge of the 
Figure 3.1 (a) Experimental cartoon of AFM measurement of inverse-piezoelectric 
deformation. Periodic gate-source voltage induces periodic changes in the electric field 
distribution and an associated periodic inverse-piezoelectric deformation. An atomic force 
microscope in contact with the surface measures periodic surface deformation at the drive 
frequency. (b) Linescan showing AC deformation measurement in blue, measurement noise 
floor in red, and topography in black. 
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gate, and E above the channel between the gate and source. Figure 3.2(b) shows measurements of 
AC deformation at each location with VGS,AC = 2 V and VGS,DC swept from -8 V up to -1 V. There 
are two measurements for each VGS,DC value corresponding to sweeping voltage from -8 V up to -
Figure 3.2 (a) Locations of points for point-based measurements of IPE deformation. (b) AC 
deformation measurement as a function of DC gate-source voltage for each of the five locations 
labeled in (a). (c) Corresponding phase of the measurements in (b). The measurements at 
locations B, C, and D (above the gate) are 180° out phase with the applied gate-source voltage. 
The measurements at locations A and E are in phase with the gate source voltage. 
30 
 
1 V and then sweeping back down to -8 V. Agreement between the sweeps in both directions 
confirms that there is no hysteresis in the measurement. AC deformation is largest at the center of 
the gate (location C) and smaller away from the gate (locations A and E). AC deformation is 
symmetrical with respect to the gate, which is expected for this device in which the gate is in the 
middle of the channel. AC deformation is relatively small for VGS,DC < -5 V. For VGS,DC > -5 V, AC 
deformation near the gate increases as gate-source voltage increases, indicating different 
electrostatic and IPE device behavior for these two regimes. Pinch-off occurs at approximately 
VGS,DS = -3 V in this device, so it is likely that the two different regimes could be above and below 
pinch-off. Figure 3.2(c) shows the phase of the measurements. The measurements above the gate 
(locations B, C, and D) are 180° out of phase with the applied gate-source voltage and the 
measurements away from the gate are in phase with the applied voltage. The phase is an important 
consideration when comparing the measurements with finite element model predictions, as will be 
shown later. 
Figure 3.3 explores the transition of IPE behavior between below pinch-off to above pinch-
off. Figure 3.3(a) shows the effect of VGS,AC on AC deformation from VGS,DC = -9 to 1 V. Larger 
VGS,AC leads to larger changes in electric field and, therefore, larger changes in IPE deformation. 
However, using large VGS,AC decreases the VGS,DC resolution because each AC measurement probes 
the behavior of the device for a range of gate-source voltage (VGS,DC-VGS,AC to VGS,DC+VGS,AC). From 
the lowest VGS,AC case, the transition from below pinch-off behavior to above pinch-off is much 
sharper than for the largest VGS,AC case indicating that there is a tradeoff between deformation 
amplitude and gate-source voltage resolution. 
There are two regimes of the IPE deformation measurements: one for VGS,DC < -4 V (below 
pinch-off) and one for VGS,DC > -3 V (above pinch-off). Figure 3.3(b) shows that AC deformation 
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is linear with respect to AC voltage below pinch-off (VDS,DC = -7 V chosen so that VGS,DC+VGS,AC 
< -4 V). The slope of deformation with respect to voltage is 0.37 pm/V below pinch-off. Figure 
3.3(c) shows that AC deformation is linear with respect to AC voltage above pinch-off ((VDS,DC = 
-1 V chosen so that VGS,DC-VGS,AC > -3 V). The slope of deformation with respect to voltage is 1.41 
pm/V above pinch-off. 
Figure 3.3 (a) AC deformation as a function of DC gate-source voltage for five different values 
of AC gate-source voltage. (b-c) AC deformation as a function of AC voltage for VGS,DC = -7 V 
(below pinch-off) and for VGS,DC = -1 V (above pinch-off). 
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We developed a finite element model to understand the cause of the two different regimes 
in the AC IPE deformation measurements. The model utilizes Sentaurus Device software to solve 
for the steady state electrostatic solution for the experimental bias conditions. The steady state 
electrostatic solution is the input to a Comsol inverse-piezoelectric mechanical model, which 
calculates stress, strain, and deformation. 
It is possible to compare the AC measurements with the steady state (DC) model by taking 
advantage of the fact that the AC measurement can be understood as the derivative of IPE 
Figure 3.4 (a) AC deformation normalized by AC voltage for the position above the center of 
the gate (C). (b) DC deformation calculated as the integral of the AC deformation per volt in 
(a). The DC offset of the data is an arbitrary constant of integration that must be determined 
from modeling. 
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deformation, ZIPE, with respect to VGS. Mathematically, the AC measurement normalized by the 
AC voltage is dZIPE/dVGS. Figure 3.4(a) shows dZIPE/dVGS as a function of VGS,DC. This plot 
corresponds to the VGS,AC = 1 V data in Fig. 3.3(a) normalized by AC voltage. With dZIPE/dVGS 
known from the measurement, ZIPE is the integral of dZIPE/dVGS. Figure 3.4(b) shows the result of 
integrating dZIPE/dVGS to find DC deformation. The constant of integration (DC offset) is unknown 
from the measurements because the measurements are only sensitive to the slope. As expected, the 
two plateau regions in the AC measurements correspond to straight lines in the DC deformation 
curve. The analysis of Fig. 3.4 is applicable to any value of VGS,AC from Fig. 3.3(a), but VGS,AC = 1 
V provides the best compromise between signal to noise ratio and VGS resolution. Importantly, we 
found that that AC IPE deformation is not a function of frequency, which is a necessary condition 
for comparing Fig. 3.4(b) with the DC finite element model. 
Figure 3.5 shows good agreement between the measurements and model. Figure 3.5(a) 
shows a comparison of linescan of the device with VGS,DC = -1 V and VGS,AC = 2 V. The model 
curve represents dZIPE/dVGS calculated for each point from the model. The spatial profile of IPE 
deformation agrees very well between the measurements and the model, which provides 
confidence that the model geometry is accurate. Figure 3.5(b) compares DC deformation 
calculated from measurements [Fig. 3.4(b)] with the modeled DC deformation above the center of 
the gate. The measurements have been multiplied by cos180° (i.e. -1) to account for the fact that 
the phase of the measurements above the gate were out of phase with the gate-source voltage by 
180°. The solid blue curve represents the modeling case that includes both AlGaN and GaN IPE 
contributions. The solid red curve represents the modeling case that includes only the AlGaN IPE 
contribution. The solid green curve represents the modeling case that includes only the GaN IPE 
contribution. The black circles correspond to the measurements with a DC offset included such 
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that measurements and model match at VGS,DC = -2 V. From the modeling plots, the slope of DC 
deformation for VGS,DC > -3 V depends almost entirely on the AlGaN contribution to IPE 
deformation. Accordingly, we fit the AlGaN IPE coefficients in the model such that the model 
matched the measurements for VGS,DC > -3 V. The AlGaN IPE coefficients after fitting are e33 = 
Figure 3.5 (a) Comparison of experimental linescan with the results from the finite element 
model. (b) Comparison of measurements and model for the IPE deformation above the center 
of the gate as a function of voltage. The black points represent the calculations of DC 
deformation from the measurements. The DC offset of the black points is chosen such that the 
measurements and model match at VGS,DC = -2 V. The two sets of black points represent the 
same measurement with a different DC offset. The solid red curve represents the model 
prediction from only AlGaN IPE contributions to deformation. The solid green curve represents 
the model only considering GaN IPE behavior. The blue curve represents the model when both 
AlGaN and GaN IPE behavior is included. 
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1.511 C m-2 and e31 = e32 = -0.783 C m-2. The GaN IPE coefficients in the model are e33 = 0.84 C 
m-2 and e31 = e32 = -0.47 C m-2, consistent with previous modeling of AlGaN/GaN HEMTs [42]. 
The measurement agrees very well over the whole measurement range with the model including 
only the AlGaN IPE contribution. This observation suggests that the GaN contribution to the 
deformation is negligible. One possible explanation is that the GaN IPE coefficients for the device 
are much smaller than typically reported values. However, a recent review of GaN IPE stress 
indicates relatively little variability in GaN IPE coefficients across the literature [52], so this 
explanation seems unlikely. Another possible explanation is that the model does not accurately 
describe the mechanical boundary conditions governing the deformation of the GaN layer. This 
explanation demands additional consideration because it would indicate that the model would also 
not accurately predict the stress and strain in the GaN layer, which can be a factor in device 
degradation. 
 To further understand the two regimes of IPE deformation response, Fig. 3.6 shows how 
the electrostatic potential distribution is different above and below pinch-off. Changes in the 
potential distribution directly impact the IPE strain in the device. Figure 3.6(a) shows the potential 
as a function of y-position for a line passing through the center of the gate. Six different values of 
VGS,DC ranging from -9 V to 1 V span the range of the experiments. Figure 3.6(b) shows the 
potential distributions for each of the VGS,DC values presented in Fig. 3.6(a). Above pinch-off (VGS 
> -3 V), the potential profile in the GaN layer does not change significantly because the highly 
conductive two dimensional electron gas (2DEG) at the AlGaN/GaN interface shields the GaN 
from the changing gate-source voltage. As a result, above pinch-off, the majority of potential drop 
occurs in the AlGaN layer. Also, the vertical potential drop in the AlGaN layer, 𝛥𝛥VAlGaN, changes 
significantly as gate-source voltage changes. In other words, d𝛥𝛥VAlGaN/dVGS is large. Since IPE 
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strain depends on potential drop, it follows that dZIPE/dVGS due to AlGaN should be large above 
pinch-off, which is consistent with the measurement [Fig. 3.5(b)]. Below pinch-off, the 2DEG is 
depleted, so the potential changes in the GaN layer and the AlGaN layer. Therefore, d𝛥𝛥VAlGaN/dVGS 
Figure 3.6 (a) Electrostatic potential as a function of y-position at the center of the gate. The 
dotted black lines identify the Gate, AlGaN and GaN layer locations in the model. (b) 
Electrostatic potential distributions for VGS,DC = -9, -7, -5, -3, -1, and 1 V. 
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is smaller below pinch-off compared to above pinch-off. It follows that dZIPE/dVGS due to AlGaN 
should be smaller below pinch-off, which is also consistent with the measurements [Fig. 3.5(b)]. 
 Deformation measurements coupled with the finite element model provide insight into the 
stress state of the device, particularly the AlGaN layer. Figure 3.7(a) shows the modeled x-
direction stress distribution in the device for VGS = -2 V. The general features of this stress 
distribution are consistent for all gate-source voltages. The x-direction stress magnitude is largest 
in the AlGaN layer directly underneath the gate where the electric field is largest. The x-direction 
stress is tensile in the AlGaN layer and compressive in the GaN layer. 
There is a very close correlation between the measurements and the modeled stress, which 
suggests that surface deformation is directly proportional to the stress in the AlGaN layer. Figure 
3.7(b) compares the x-direction stress in the middle of the AlGaN layer to the DC deformation 
calculated from the measurements. As the gate-source voltage decreases, the potential drop across 
the AlGaN layer increases and there is an associated increase in x-direction stress. The slope of 
stress with respect to voltage is larger above pinch-off than below pinch-off, similar to 
deformation. One difference between the measurement and model is that for VGS < -7.5 V, the 
model indicates approximately constant stress, but the measurements show continued increase in 
deformation. The model shown in Fig. 3.7(b) includes IPE contributions from both AlGaN and 
GaN. Uncertainty of the GaN IPE contribution may seem to be a likely cause of the discrepancy 
between the measurements and model for VGS < -7.5 V based on Fig. 3.5(b) in which the GaN IPE 
contribution to the model results in a worse match between measurements and the model. 
However, the GaN IPE contribution to the AlGaN stress is less than 2% for VGS < -7.5 V, so this 
explanation seems unlikely. 
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Another possible explanation for the divergence of the measurements and model for VGS < 
-7.5 V is that the mechanics and electrostatics become strongly coupled due to the high electric 
fields and large mechanical strains. The model used in this work does not provide coupling 
between the mechanical and electrostatic simulations. Understanding the mechanical behavior of 
AlGaN/GaN HEMTs under high electric field operating conditions is critical because high electric 
fields contribute to device degradation. AFM deformation measurements may be an important tool 
Figure 3.7 (a) X-direction stress distribution for VGS,DC = -2 V. The stress magnitude is highest 
in the AlGaN layer beneath the gate. (b) X-direction stress in the AlGaN layer and DC 
deformation measurement as a function of gate-source voltage. The AlGaN stress is for the 
point in the middle of the AlGaN layer, centered beneath the gate. There is a strong correlation 
between DC deformation and AlGaN stress. 
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for developing and validating accurate finite element models for high electric field conditions in 
which a fully coupled model may be necessary. 
 
3.4 Conclusions 
 This work presented AFM-based measurements of IPE deformation in AlGaN/GaN 
HEMTs for gate-source voltage ranging from -10 V to 1 V. The measurements were fit with a 
finite element model to determine the AlGaN IPE coefficients. The measurements and model 
agreed well over the entire range of gate-source voltage. We found that there are two distinct 
regimes for IPE deformation: above pinch-off and below pinch-off. Above pinch-off, the 
electrostatic potential drop occurs mostly in the AlGaN layer, resulting in large deformation 
changes with respect to applied gate-source voltage. Below pinch-off, the electrostatic potential 
drop occurs in both the AlGaN and GaN layers, resulting in smaller deformation changes with 
respect to applied gate-source voltage. We found that deformation measurements closely correlate 
with stress in the AlGaN layer, which provides a much needed experimental probe of mechanical 
behavior in HEMTs. This technique can be further used to characterize device failure and also to 
develop and validate fully coupled electrostatic/mechanical finite element simulations. 
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CHAPTER 4: NANOMETER-SCALE INFRARED ABSORPTION 
MEASUREMENTS OF 1D AND 2D MATERIALS USING 
PHOTOTHERMAL INDUCED RESONANCE 
 
4.1 Introduction 
Infrared (IR) spectroscopy is a powerful tool for understanding the chemical composition 
and electronic behavior of materials. However, conventional IR spectroscopy has poor spatial 
resolution on the order of the wavelength of IR radiation (λ ~ 3-20 𝜇𝜇m), so its application to 
nanometer-scale materials is fundamentally limited. To overcome this challenge, researchers have 
invented several techniques which combine the chemical and electronic specificity of IR 
spectroscopy with the excellent spatial resolution of the atomic force microscope (AFM), which is 
theoretically limited by the tip radius (typically ~ 20 nm). 
The two main techniques which combine AFM and IR spectroscopy are scanning near-
field optical microscopy (SNOM) [53] and photothermal induced resonance (PTIR) [5]. In SNOM, 
an IR light source illuminates a metallic AFM tip which is near the sample surface. The scattered 
light from the tip-sample interaction contains information about the local material properties. This 
technique enables very high spatial resolution and has been demonstrated as a valuable tool for 
studying graphene plasmonics [54] and biological samples [55]. One drawback of this technique 
is that the scattered light is a complex combination of tip geometry, tip optical properties, sample 
geometry, and sample optical properties, which can make data interpretation challenging. In PTIR, 
a pulsed infrared laser illuminates the sample, which leads to absorption and heat generation [16]. 
The heat generation leads to temperature rise and an associated thermal expansion. An AFM 
cantilever in contact mode observes the surface expansion, which is proportional to sample 
absorption. The major advantage of PTIR over SNOM is that the measurement depends directly 
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on IR absorption, which greatly simplifies data interpretation and facilitates comparison with 
conventional IR spectroscopy. PTIR has been effective in investigations of polymer [17-19, 23] 
and biological [56] samples, and in some cases metallic [20, 22] and semiconducting [21] samples. 
However, one fundamental limitation of PTIR is that it requires a sample with measurable thermal 
expansion. Thermal expansion is proportional to thickness, temperature, and thermal expansion 
coefficient. Therefore, PTIR requires samples that are relatively thick (> 15 nm for polymers [23]), 
have a large absorption coefficient, and/or have a large coefficient of thermal expansion (CTE). 
Obviously, not all samples fulfill these criteria. The ability to extend PTIR to the measurement of 
very thin samples, weakly absorbing samples, and/or samples with small CTE would provide a 
valuable tool for studying local infrared absorption in such materials. 
In this work, we describe a modification of PTIR that enables measurement of samples 
with negligible thermal expansion. The technique consists of placing a thin polymer layer beneath 
the sample to amplify the thermal expansion. We demonstrate the effectiveness of this technique 
by measuring infrared absorption of isolated single walled carbon nanotubes and a wrinkled 
graphene film. A finite element model of sample thermal and thermomechanical behavior agrees 
well with experiments. Using the model, we provide guidelines for the extension of this technique 
to arbitrary samples. 
 
4.2 Model 
Figure 4.1(a) presents a diagram of PTIR. A pulsed infrared laser passes through a ZnSe 
prism and totally internally reflects off of the prism’s top surface, resulting in an evanescent 
electromagnetic field above the surface. In conventional PTIR, the sample lies directly on the ZnSe 
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surface and the evanescent infrared radiation interacts with the sample, resulting in sample heating. 
Upon pulsed heating, the sample experiences rapid thermomechanical expansion. The rapid 
thermomechanical expansion excites the resonant modes of the AFM cantilever in contact with the 
surface. The amplitude of the AFM cantilever resonance depends on local thermomechanical 
expansion which is proportional to local infrared absorption. 
Figure 4.1. (a) Diagram of photothermal induced resonance technique. An infrared (IR) laser 
causes sample heating and associated thermal expansion, which induces measurable cantilever 
vibration. Typically, the sample is directly on the ZnSe prism. (b ) Diagram showing the effect 
of placing a thin layer of polymer between the sample and ZnSe prism. Sample heating causes 
a temperature rise and associated thermal expansion in the polymer, which significantly 
amplifies the cantilever vibration signal. 
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The key to understanding PTIR is that the technique measures thermomechanical behavior 
and not absorption directly. The physics of the technique involve four processes: absorption of 
infrared radiation, thermal response, thermomechanical response, and cantilever response to 
surface expansion. The desired information is local infrared absorption and the observable quantity 
is the cantilever resonance amplitude. The thermal and thermomechanical behavior are 
intermediate processes that determine how large the resonance amplitude will be for a given 
absorbed power. A detailed understanding of the thermal and thermomechanical behavior enables 
the intelligent design of signal amplification. 
Placing a thin layer of polymer between the sample and ZnSe prism as shown in Fig. 4.1(a) 
results in signal amplification due to increased thermal insulation and amplified thermomechanical 
response. Figure 4.1(b) shows a close-up view of the sample on top of polymer. The sample 
absorbs IR light, resulting in heat flow into the polymer. As the underlying polymer layer heats 
up, there is a corresponding thermal expansion, which the AFM cantilever measures. 
To investigate the impact of polymer beneath the sample, we developed a two-dimensional 
thermo-mechanical finite element model. The model geometry consisted of a ZnSe prism 
substrate, a polymer layer, a 1 nm diameter circular sample (approximates a carbon nanotube), and 
air above the sample. The model consists of two independent parts: a thermal model to determine 
the time dependent temperature response and a mechanical model to determine the time dependent 
surface expansion. For the thermal model, a 10 nsec heating pulse applied to the CNT simulates 
heating from a pulsed infrared laser. The time dependent temperature solution is the input to a time 
dependent mechanical model, which determines the thermal expansion field as a function of time.  
The model predicts approximately two orders of magnitude increase in thermal expansion 
when polymer is beneath the sample. Figure 4.2(a) shows the predicted effect of polymer thickness 
44 
 
on maximum temperature rise and maximum expansion. Increased thermal insulation from the 
polymer layer leads to increased temperature rise for a given absorbed power. The thermal 
conductivity of polymers is ~0.2 W m-1 K-1, compared with 18 W m-1 K-1 for ZnSe, which means 
Figure 4.2. Placing a thin layer of polymer beneath the sample causes a large increase in 
temperature rise and thermomechanical expansion. (a) Temperature rise (𝛥𝛥T) and expansion 
(𝛥𝛥Z) as a function of polymer thickness beneath the sample. The dotted curves correspond to 
𝛥𝛥T and 𝛥𝛥Z with no polymer beneath the sample. (b-c) Temperature rise at the end of a 10 ns 
laser pulse (b) with no polymer and (c) with polymer beneath the sample. (d-e) Vertical 
thermomechanical expansion at the end of a 10 ns laser pulse (d) with no polymer and (e) with 
polymer beneath the sample. 
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the polymer layer will provide about two orders of magnitude larger thermal resistance than the 
ZnSe prism, which corresponds to about two orders of magnitude larger temperature rise. 
Thermomechanical expansion is proportional to temperature rise, so increased thermal insulation 
leads to larger thermomechanical expansion. Also, with polymer beneath the sample, heat must 
flow through the polymer to reach the prism, which results in polymer temperature rise. Since 
polymer has a large thermal expansion coefficient, there is significant thermomechanical 
expansion from the polymer layer which amplifies the overall surface expansion (i.e. signal). In 
fact, the expansion of the polymer enables measurement of samples with negligible thermal 
expansion. 
Figure 4.2(b-c) show that polymer beneath the sample thermally insulates the sample, 
which leads to greater temperature rise for a given absorbed power. Figure 4.2(b) shows the 
modeled temperature field at the end of the laser pulse for the sample directly on the ZnSe prism 
and Fig. 4.2(c) shows a similar plot with 100 nm of polystyrene between the sample and the prism. 
The maximum temperature is almost two orders of magnitude larger when the thin layer of 
polymer is beneath the sample. Also, the thermal penetration depth is much smaller with the 
polymer layer. Most of the temperature rise is concentrated in an approximately circular region 
around the sample. The reason for this is that the sample is approximately a point source of heat, 
so heat diffuses radially into two dimensions which leads to a rapid decline of temperature as a 
function of distance from the heat source. This behavior explains why the maximum temperature 
does not change significantly above 40 nm of polymer [Fig. 4.2(a)]. It is important to understand 
that although the temperature field in the air is similar to the temperature field in the substrate, the 
amount of heat flow through the air is small because the thermal conductivity of air is much smaller 
than the thermal conductivity of the ZnSe prism and the polymer. 
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Figure 4.2(d-e) shows that polymer beneath the sample amplifies thermomechanical 
expansion. Figure 4.2(d) shows the modeled thermomechanical expansion field at the end of the 
laser pulse for the sample directly on the ZnSe prism and Fig. 4.2(e) shows a similar plot with 100 
nm of polystyrene between the sample and the prism. The maximum expansion is more than two 
orders of magnitude larger when the thin layer of polymer is beneath the sample. In both Fig. 
4.2(d) and Fig. 4.2(e), the sample contributes negligible thermomechanical expansion. The 
majority of thermomechanical expansion comes from polymer that is near the CNT because this 
is the region that experiences the largest temperature rise [Fig. 4.2(c)]. This behavior explains why 
the maximum expansion does not change significantly above 50 nm of polymer [Fig. 4.2(a)]. Also, 
due to lateral heat spreading, there is significant thermal expansion from polymer that is not 
directly beneath the sample, which has important consequences for spatial resolution. 
 
4.3 Results and Discussion 
Figure 4.3 shows measurements of individual CNT infrared absorption, which 
demonstrates the signal enhancement of placing polymer beneath the sample in PTIR. Figure 
4.3(a) shows a 20 µm x 20 µm topography image of the sample. The sample consists of a 150 nm 
thick polystyrene layer with one strip scratched away and then an array of aligned CNTs 
transferred over the top of the polystyrene. Figure 4.3(b) shows local infrared absorption (i.e. 
cantilever resonance amplitude) with the laser tuned to 4000 cm-1 (2.5 µm). The CNTs are clearly 
distinguishable and have different levels of signal, which we hypothesize is due to different 
infrared absorption based on metallic vs. semiconducting character [57]. The regions between 
CNTs have an absorption signal that corresponds to absorption from the polystyrene. The regions 
with no polystyrene (light blue) have no absorption signal and represent noise. We found that the 
47 
 
absorption signal both on and off of CNTs was linear with respect to power, indicating that the 
cantilever response is linear, which enables linear decomposition of the polymer and CNT 
absorption signals. Namely, the absorption signal of a CNT is the difference between the signal on 
the CNT and the signal off of the CNT. Polymer absorption is an unavoidable byproduct of this 
technique. In general, low polymer absorption (i.e. low background signal) is desired, so it is 
typically advisable to use this technique away from strong polymer resonances. Depending on the 
wavelength range of interest, different polymers will provide lower background signal. For 
example, Teflon has no strong resonances from 1500 – 4000 cm-1, which makes it an ideal 
candidate for that range. Finally, the signal from polymer absorption may be advantageous if used 
Figure 4.3. Measurements of carbon nanotube infrared absorption. (a) Topography of sample 
consisting of CNTs transferred on top of polymer with one strip scratched away before CNT 
transfer. (b) Expansion signal corresponding to absorption at 4000 cm-1. 
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to probe electric field enhancement in plasmonic and antenna-like structures, as has been 
demonstrated for gold microresonators [20]. The key difference of our technique compared with 
previous work is that the polymer is beneath the sample. However, when using the polymer as a 
probe of electric field enhancement, the proximity of the polymer to the resonant structure is the 
important factor, and not whether the polymer is above or below the structure, so we anticipate 
similar results for both polymer above and below the structure. 
Figure 4.4 shows good agreement between experiments and modeling for a range of 
polystyrene thickness beneath a CNT. Figure 4.4(a) shows normalized absorption signal linescans 
for a CNT on three different polystyrene thicknesses: 15, 80, and 153 nm. The experimental points 
represent the measured cantilever resonance amplitude for an average of at least four lines. The 
model curve represents the cantilever resonance amplitude in response to the time varying surface 
expansion provided from the finite element simulation. We simulated cantilever resonance 
amplitude using a finite difference model of cantilever dynamic mechanical behavior as has been 
used in previous work [23, 58]. The range given for the model corresponds to uncertainty in 
polystyrene thermal conductivity, which was assumed to be between 0.115 W m-1 K-1 and 0.4 W 
m-1 K-1. As polystyrene thickness increases, the width of the response increases due to lateral heat 
spreading in the polymer film and the associated thermal expansion from polystyrene that is not 
directly beneath the CNT. Figure 4.4(b) shows the effect of polystyrene thickness on the full width 
at half maximum (FWHM) for experiments and the model. Employing FWHM as a metric of 
spatial resolution, the spatial resolution for 15 nm of polystyrene is 33 nm. FWHM for 80 nm of 
polystyrene is 103 nm. The model and experiments both display the same trend over the entire 
range of polystyrene thickness: FWHM increases as polystyrene thickness increases. The general 
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agreement between the model and experiments over the range of polystyrene thickness from 15 – 
Figure 4.4. Effect of polymer thickness on spatial resolution and signal enhancement. (a) 
Comparison of experimental (points) and modeled (solid lines) linescans of a CNT on top of 
three different polystyrene thicknesses. (b) Full width at half maximum (FWHM) as a function 
of polystyrene thickness for experiments (points) and model (solid line). The range of values of 
the model correspond to an assumed polystyrene thermal conductivity between 0.115 Wm-1K-1 
and 0.4 Wm-1K-1. (c) Absorption signal as a function of polystyrene thickness for three different 
values of effective absorption cross section. The black curve represents the absorption cross 
section of a strongly absorbing CNT measured in this work (assumed to be metallic). The dotted 
curve represents experimental signal to noise ratio (SNR) of 3 and provides a guideline for 
choosing appropriate polymer thickness for a given effective absorption cross section. 
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150 nm indicates that the model captures the physics of this technique. 
Figure 4.4(c) shows modeled expansion signal as a function of polystyrene thickness for 
three different values of absorption cross section. Expansion signal increases approximately 
linearly as a function of polystyrene thickness below 125 nm of polystyrene. Above 125 nm of 
polystyrene, the expansion signal increases by a small amount until the expansion signal plateaus 
around 250 nm of polystyrene. The explanation for this plateau is that the thickness becomes larger 
than the thermal penetration depth from the sample into the polymer. Adding additional polymer 
beyond the thermal penetration depth results in no additional expansion because this additional 
polymer does not heat up. Practically, Fig. 4.4(c) indicates that no more than around 150 nm of 
polystyrene should be used with this technique. Using a thickness larger than 150 nm will likely 
yield worse results because the background signal will increase, but the signal enhancement will 
remain approximately the same.  
Figures 4.4(b-c) provide a guideline for the application of this technique to arbitrary 
samples. There is an important tradeoff between signal enhancement and spatial resolution. While 
signal increases approximately linearly with thickness up to 125 nm, FWHM also increases 
linearly in this range. When choosing polymer thickness, one should consider two factors: desired 
spatial resolution and expected sample absorption cross section, 𝜎𝜎Abs. Here we define absorption 
cross section as the product of absorptivity and effective geometrical cross section. The effective 
geometrical cross section depends on the heat diffusion length along the length of the CNT. From 
3D finite element analysis, we estimate the effective CNT length to be 170 nm. We estimate that 
the absorption coefficient of a metallic CNT is 5x104 cm-1 [59]. Assuming a nanotube thickness 
of 2 nm, Beer’s Law predicts the absorptivity of a metallic CNT is 1 %. Assuming 2 nm diameter, 
𝜎𝜎Abs, CNT = 3.4 x 10-14 cm2. The solid black line in Fig. 4.4(c) corresponds to the absorption cross 
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section of a strongly absorbing CNT (assumed to be metallic) measured in this work, which serves 
as the reference point for using Fig. 4.4(c) with arbitrary samples. The dotted horizontal line in 
Figure 4.4(c) represents a signal to noise ratio (SNR) of 3 for the measurement of a strongly 
absorbing CNT where the signal corresponds to the average cantilever amplitude over 32 laser 
pulses and the noise corresponds to the standard deviation of cantilever amplitude for repeated 
linescans. SNR = 3 (dashed black curve) intersects 𝜎𝜎Abs, CNT (solid black curve) at 16 nm 
polystyrene thickness. Therefore, for samples with absorption cross section greater than or equal 
to 𝜎𝜎Abs, CNT, 16 nm of polystyrene should provide SNR of 3 or greater. For samples with absorption 
cross section smaller than 𝜎𝜎Abs, CNT, more than 16 nm of polystyrene is needed to achieve SNR = 
3. The solid colored curves correspond to different absorption cross sections relative to 𝜎𝜎Abs, CNT. 
The absorption signal is proportional to absorption cross section, so the colored curves represent a 
linear scaling of the black curve. The intersection of the dashed SNR = 3 line with the appropriate 
solid curve indicates the required polystyrene thickness to achieve SNR of 3. 
Figure 4.5 shows a measurement of local infrared absorption of graphene with polymer 
beneath the sample, which demonstrates the extension of this technique to 2D materials. Figure 
4.5(a) shows topography of a graphene sample transferred onto a 106 nm thick PMMA layer. The 
dashed black line shows the border of the graphene region. Figure 4.5(b) shows the absorption 
signal at 4000 cm-1 corresponding to the topography in Fig. 4.5(a). This image shows that the 
measurement is sensitive to graphene absorption. Figure 4.5(c) shows topography of a graphene 
wrinkle from a different region of the same sample. Figure 4.5(d) shows the corresponding 
absorption signal at 2850 cm-1. The graphene wrinkle shows a clear absorption signal and provides 
a useful feature for assessing the spatial resolution of the technique when applied to a 2D material. 
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For a 2D material, lateral heat spreading in both the polymer and the 2D material affect 
spatial resolution. To assess the spatial resolution, Fig. 4.6(a) shows the experimental absorption 
signal profile perpendicular to the graphene wrinkle labeled in Fig. 4.5(c). The experimental 
FWHM for the graphene wrinkle on 106 nm of PMMA is 380 nm. Fig. 4.6(a) also shows the 
corresponding model predictions assuming three different graphene thermal conductivities: 300 
Wm-1K-1, 75 Wm-1K-1, and 0 Wm-1K-1. The 2D material model was identical to the 1D material 
(CNT) model, except with the addition of a 1 nm thick thermally conductive sheet of material on 
top of the polymer. Heat spreading in the polymer is similar for 1D and 2D materials. As graphene 
thermal conductivity increases, the width of the peak increases due to lateral heat spreading in the 
Figure 4.5. (a) Topography and (b) infrared absorption signal at 4000 cm-1 of a graphene 
sample on top of PMMA. (c) Topography and (d) infrared absorption signal at 2850 cm-1 of a 
graphene wrinkle on top of PMMA. PMMA thickness was 106 nm for both sets of images. 
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graphene. The experiment agrees well with the model for 75 Wm-1K-1 graphene thermal 
conductivity, indicating that the graphene thermal conductivity is 75 Wm-1K-1.  
Figure 4.6. (a) Comparison of experimental (points) and modeled (solid lines) profiles 
perpendicular to a graphene wrinkle on top of polymer. The experimental data corresponds to 
a profile perpendicular to the wrinkle shown in Fig. 4.5(c). Three different model curves are 
shown which represent graphene thermal conductivity of 300 Wm-1K-1, 75 Wm-1K-1, and 0 Wm-
1K-1. (b) Full width at half maximum (FWHM) as a function of polymer thickness for the model 
for each graphene thermal conductivity. (c) Modeled absorption signal as a function of 
polymer thickness for each graphene thermal conductivity. 
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Figure 4.6(b-c) provide a guideline for using this technique with 2D materials when one 
should consider for lateral heat spreading in the material. Figure 4.6(b) shows FWHM as a function 
of polymer thickness for different 2D material thermal conductivities. The spatial resolution of 
this technique will be best for materials with low thermal conductivity. Graphene has high thermal 
conductivity, so this technique should provide better spatial resolution for other 2D materials than 
for graphene. Figure 4.6(c) shows absorption signal as a function of polymer thickness for different 
2D material thermal conductivity. The signal enhancement from this technique will be highest for 
lower thermal conductivity materials because less lateral heat spreading leads to larger local 
temperature rise and larger local thermomechanical expansion. 
 
4.4 Conclusion 
 This work has shown a modification of PTIR in which a thin polymer layer (<150 nm) 
placed beneath the sample amplifies the thermomechanical expansion signal by up to two orders 
of magnitude. A finite element model describing heat diffusion and thermomechanical behavior 
agreed well with experiments of isolated single walled CNTs and a graphene sample. Signal 
enhancement and FWHM are approximately linear up to 125 nm of polymer, so thicker polymer 
layers will improve signal at the cost of decreased spatial resolution. The drastic signal 
enhancement from the polymer beneath the sample should enable PTIR measurements of materials 
with small or negligible thermal expansion, such as ultrathin biological samples and 1D and 2D 
engineered materials. 
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CHAPTER 5: MICROMECHANICAL CONTACT STIFFNESS 
DEVICES AND APPLICATION FOR CALIBRATING CONTACT 
RESONANCE ATOMIC FORCE MICROSCOPY 
 
5.1 Introduction 
 Quantifying nanometer-scale mechanical properties of materials is critical for 
understanding and predicting the behavior of materials and composites with nanometer-scale 
features. Atomic force microscopy (AFM) [3] offers considerable promise for the measurement of 
elastic modulus and viscoelastic behavior at the nanometer-scale [24, 28, 60, 61], owing to the 
nanometer sized contact area between the AFM tip and the substrate, precise control of applied 
force, and sensitive detection of cantilever dynamic behavior. A critical element of AFM-based 
mechanical property measurements is to accurately identify tip-sample contact stiffness, which is 
unique to every cantilever. Unfortunately, standard AFM measurements do now allow the tip-
sample stiffness to be directly measured. This paper reports a way to overcome this problem, in 
which micromechanical devices with known contact stiffness can be used to calibrate AFM tip-
substrate contact stiffness.  
There are three main techniques for AFM-based mechanical property measurements: force-
volume AFM [62, 63], tapping mode AFM [60, 61, 64], and contact resonance AFM (CR-AFM) 
[6, 24, 28, 29, 65]. Force-volume AFM is a quasi-static technique in which cantilever deflection 
as a function of displacement correlates to sample contact stiffness and local mechanical properties 
[62, 63] . One drawback of this technique is that it is only sensitive to materials for which the tip-
sample contact stiffness is approximately equal to the cantilever spring constant, and so multiple 
cantilevers of different spring constants are required to achieve good sensitivity over a large range 
of contact stiffness. Tapping mode AFM is a dynamic technique in which non-contact amplitude, 
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phase, and resonance frequency correlate to the substrate contact stiffness [60, 61, 64]. CR-AFM 
is a dynamic technique in which contact resonance frequency and quality factor measurements 
correlate to the substrate contact stiffness. The typical range of sample contact stiffness (elastic 
modulus) that can be measured with these techniques is 0.001 N/m – 10 N/m (1 kPa – 1 GPa) for 
force-volume AFM, 0.1 – 200 N/m (1 MPa – 100 GPa) for tapping mode AFM, and 10 – 200 N/m 
(1 GPa – 100 GPa) for CR-AFM. Tapping mode AFM and CR-AFM both offer good sensitivity 
over a range of contact stiffness, because different cantilever resonant modes are sensitive to 
different ranges of contact stiffness, with higher order modes being more sensitive to stiffer 
materials [27]. In general, CR-AFM has somewhat better sensitivity than tapping mode AFM for 
samples in the range 1 GPa – 100 GPa, because resonance frequency shifts in CR-AFM are 
generally larger than those in tapping mode AFM [65]. 
A key challenge for dynamic AFM techniques is to accurately determine the relationship 
between resonance frequency and tip-sample contact stiffness [26, 27, 66]. The standard approach 
for determining this relationship is to employ a dynamic mechanical model, either analytical [29, 
61] or numerical [66, 67]. These mechanical models require simplifying assumptions, such as the 
cantilever shape, tip height, and tip location. These assumptions can lead to inaccuracies of the 
models, particularly for higher order resonant modes which are often more sensitive to sample 
contact stiffness than lower order resonant modes [26, 27]. The error in contact stiffness for a given 
resonance frequency can be as great as a factor of two [26]. Often, non-rectangular cantilevers, 
such as U-shaped heated cantilevers [25, 66], are used for CR-AFM due to clean, high bandwidth 
Lorentz force actuation [25] and the ability to study temperature dependent properties [68]. 
However, the non-rectangular cantilever geometry is difficult to model [66, 69]. In order to 
improve the accuracy of dynamic AFM techniques, there is a need for a method of determining 
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the relationship between resonance frequency and contact stiffness. In particular, an experimental 
approach would provide a fundamentally different solution to this problem and would not suffer 
from the drawbacks of model-based approaches.  
 This paper presents micromechanical devices that provide a range of known contact 
stiffness for AFM experiments. An analytical model of device contact stiffness agrees well with 
finite element modeling and measurements, which validate the devices. As an example application, 
this paper presents the calibration of three contact resonance vibrational modes of a U-shaped 
cantilever as a function of contact stiffness. Using the cantilever calibration, we determine the 
contact stiffness and elastic modulus of three polymers.  
 
5.2 Model 
The measurements use Lorentz contact resonance (LCR) AFM [25]. Figure 5.1(a) shows 
LCR, where a U-shaped cantilever is in contact with the calibration sample.  Periodic current flows 
through the cantilever in the presence of a magnetic field, which induces a periodic Lorentz force 
on the cantilever. Figure 5.1(b) shows the AFM cantilever tip in contact with the calibration 
sample, which consists of a copper disk on top of silicone. Disks of different diameters result in 
different values of contact stiffness, owing to the specific elastic deformations of the copper and 
silicone in this system. By measuring contact resonance frequency in contact with several disks of 
different diameters, it is possible to extract the contact stiffness as a function of resonance 
frequency.  
We developed an analytical model that describes the contact stiffness of an AFM cantilever 
tip contacting a rigid disk on top of a silicone substrate. Figure 5.1(c) shows the system as two 
springs in series: the first is the contact between the AFM cantilever tip and the copper, kTip-Cu; and 
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the second is the contact between the copper and the silicone, kCu-Silicone. We assume Hertz contact 
for kTip-Cu given by Eq. 5.1, 
( )1/3*26Tip Cu Tip Ck E R F− = ,     (5.1) 
where RTip is the tip radius, FC is the applied force, and E* is given by Eq. 5.2,  
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Figure 5.1. (a) Diagram of the disk calibration sample, which consists of rigid copper disks 
patterned on top of soft silicone (only one disk show here). The Lorentz force actuation scheme 
uses an oscillating current in the presence of a magnetic field. (b) Tip-disk contact, which is 
modeled as Hertz contact between the tip and disk and Sneddon (rigid indenter) contact 
between the disk and the silicone. (c) The tip-sample contact stiffness is modeled as the tip-Cu 
contact (kTip-Cu) in series with the Cu-silicone contact (kCu-Silicone). 
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The Poisson’s ratio, 𝜈𝜈, and the elastic modulus, E, are material properties of the copper disk and 
silicon tip. The cantilever tip radius, RTip, is a fixed property of the tip. The applied force, FC, is an 
independent variable that is experimentally controllable. We assume that the disk is rigid and can 
be modelled as a Sneddon flat punch given by Eq. 5.3, 
21
Silicone
Cu Silicone
Silicone
E Dk
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−
,     (5.3) 
where D is the disk diameter. We assume 𝜈𝜈Silicone = 0.5 and we determined frequency dependent 
ESilicone from dynamic mechanical analysis. The overall contact stiffness, kC, is given by Eq. 5.4. 
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With material properties and cantilever tip geometry as fixed values, overall contact stiffness 
depends on two variables: disk diameter and applied force. 
Figure 5.2 shows the broad range of contact stiffness achievable with the disk calibration 
sample by using different disk diameters and different values of applied force. Figure 5.2(a) shows 
predictions of overall contact stiffness [Eq. 5.4] as a function of disk diameter for four different 
values of applied force: 1 nN, 10 nN, 100 nN, and FC →∞. The FC →∞ line corresponds to the 
Cu-silicone contact stiffness. The horizontal dotted lines correspond to the tip-Cu Hertz contact 
stiffness [Eq. 5.1-5.2] for FC = 1 nN and FC = 10 nN. The Hertz contact stiffness for FC = 100 nN 
is out of the range of this plot. For a given applied force, increasing disk diameter leads to an 
increase in overall contact stiffness. For very small disk diameter, Cu-silicone contact stiffness is 
much smaller than tip-Cu contact stiffness, so Cu-silicone contact stiffness dominates the overall 
behavior. For very large disk diameters, the Cu-silicone contact stiffness is much larger than tip-
Cu contact stiffness, so tip-Cu contact stiffness dominates the overall behavior. 
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One important feature of Fig. 5.2(a) is that each disk diameter provides access to a range 
of overall contact stiffness as the applied force changes, and so it is possible to achieve the same 
contact stiffness with different combinations of disk diameter and applied force. Since the tip 
radius, tip material properties, and copper disk materials properties are not precisely known, it is 
necessary to use a fitting parameter for the tip-Cu Hertz contact stiffness. The ability to achieve 
Figure 5.2. (a) Predictions of contact stiffness as a function of disk diameter for different 
applied cantilever force, FC. As FC increases, tip-Cu contact stiffness increases, which 
increases overall contact stiffness. When FC approaches infinity, the overall contact stiffness 
only depends on Cu-silicone disk stiffness. (b) Comparison of analytical model (Sneddon + 
Hertz) and finite element analysis. The analytical model agrees with finite element simulation 
for disks smaller than 34 µm. 
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overlapping ranges of overall contact stiffness with different disks allows us to determine the value 
of this fitting parameter, which is discussed below. 
 Figure 5.2(b) compares the analytical model [Eq. 5.1-5.4] with finite element analysis 
(FEA) of the contact stiffness as a function of disk diameter. For these calculations, FC = 100 nN, 
RTip = 25 nm, the copper thickness was 1 µm, the silicone thickness was 300 µm, and the silicone 
elastic modulus was 12.8 MPa, which is the PDMS modulus at 100 kHz. The FEA model was a 
two-dimensional axisymmetric model of the calibration geometry. A Hertz contact pressure 
distribution applied to the center of the copper disk simulated the Hertz contact. The two-
dimensional axisymmetric model agreed well with a three dimensional FEA model of the same 
geometry. For disk diameters of 34 µm or less, the error between the analytical solution and the 
FEA was less than 5%. Therefore, the use of the analytical model to determine overall contact 
stiffness is valid for disks with diameter in this range, which corresponds to any contact stiffness 
less than 254 N/m. For larger disks, the difference between the analytical solution and FEA is due 
to bending of the copper disk, which invalidates the rigid punch assumption of the analytical 
model.  
 
5.3 Experiment 
Figures 5.3(a-b) show microscope images of the fabricated calibration disk sample. Figure 
5.3(a) shows optical microscope images of disks ranging in diameter 2 – 18 µm. One square cell 
contains disks with diameters of 2 – 5 µm, another square cell contains disks with diameters from 
6 – 10 µm, and disks with diameters from 11 – 18 µm are oriented in rows. Copper disks of 
diameter 19 – 100 µm are arranged in similar rows, and are not shown here. Figure 5.3(b) shows 
a scanning electron microscope image of a typical 10 µm diameter disk. Fabrication of the disks 
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sample began with spinning Sylgard 184 silicone at 200 rpm on a silicon substrate and curing the 
silicone at 100 °C for 1000 minutes, which resulted in a 300 µm thick silicone layer. Next, we 
patterned 1 µm thick sputtered copper disks of nominal diameters between 1 and 100 µm using 
photolithography and a liftoff process. Some disks had rounded edges, which was likely a result 
of sputtering non-uniformity near the edge. Experimental evidence of Sneddon rigid flat punch 
behavior presented in Fig. 5.3(c-d) indicates that rounded edges do not negatively impact the 
performance of the calibration sample. 
Figure 5.3. (a) Optical microscope image of copper disks on silicone with diameters ranging 2 
– 18 𝜇𝜇m. Disks up to 100 𝜇𝜇m were fabricated, but are not shown here. (b) Scanning electron 
microscope image of a typical 10 um disk. (c) Inverse optical lever sensitivity (InvOLS) for 
disks of different diameters. The dotted black line represents the InvOLS directly on copper. (d) 
Disk stiffness calculated from the InvOLS measurements in (c). The linear relationship between 
disk diameter and stiffness supports the Sneddon flat punch assumption. 
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In order to determine the stiffness of the copper disks on the silicone substrate, we 
measured ESilicone using dynamic mechanical analysis (DMA) on bulk samples. The measurements 
showed that ESilicone is a function of frequency in the frequency range of the measurements (10 kHz 
– 2 MHz) [70]. The DMA measurements were carried out at frequencies 1 – 100 Hz at several 
temperatures -85 – 23 °C. Utilizing the concept of time-temperature superposition, we created a 
master curve of elastic modulus as a function of frequency at 23 °C [70]. 
To experimentally validate the Sneddon flat punch behavior of the disks, we measured 
force curves on a range of disk diameters and compared their stiffness with the expected Sneddon 
behavior. Figure 5.3(c) shows the measured optical lever sensitivity (InvOLS) on the disks as a 
function of disk diameter using a cantilever with spring constant 30 N/m. The InvOLS is 
displacement of the cantilever base in nm per cantilever deflection signal in V. The InvOLS 
decreases as disk diameter increases, implying a larger contact stiffness for larger disks. The black 
dotted curve is the measured InvOLS on solid copper, which represents the case of an infinitely 
stiff disk. The InvOLS measurements theoretically depend on the cantilever stiffness, the tip-Cu 
stiffness, and the Cu-silicone stiffness. However, we used large applied force to achieve large tip-
Cu stiffness, which makes the deformation at the tip-Cu contact negligible. Therefore, the InvOLS 
measurements only depend on cantilever stiffness and Cu-silicone stiffness. Figure 5.3(d) shows 
calculations of disk stiffness as a function of disk diameter based on the measurements in Fig. 
5.3(c). The black line in Fig. 5.3(d) shows that the contact stiffness calculated from measurements 
is linear with disk diameter. This linear relationship is consistent with the expected Sneddon flat 
punch behavior. From Eq. 5.3 and the slope of the linear fit, we estimate the quasi-static (1 Hz 
force curves) elastic modulus of the silicone to be 2.8 MPa. This value is close to the quasi-static 
DMA measurement of 2.6 MPa. The quasi-static elastic modulus is lower than the high frequency 
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elastic modulus, as expected from polymer theory [70]. With confidence in the analytical model 
of overall contact stiffness, we can use the calibration sample to determine the relationship between 
resonance frequency and contact stiffness. 
 
5.4 Results and Discussion 
The first step in quantifying the relationship between resonance frequency and contact 
stiffness using the disk calibration sample is to measure the resonance frequency of the cantilever 
in contact with multiple disks of different diameters. We measured cantilever resonance frequency 
with the cantilever tip in contact with several different diameter disks for several values of applied 
force ranging 7 – 55 nN. To find the resonance frequencies of each cantilever mode, we swept the 
frequency of a sinusoidal current passing through the cantilever and measured the cantilever 
deflection amplitude while in contact with each disk. Figure 5.4(a) shows a typical measurement 
of amplitude as a function of frequency for a 5 𝜇𝜇m disk. There are several peaks in the cantilever 
response which correspond to different vibrational modes of the cantilever [66]. There are three 
modes that are sensitive to changes in contact stiffness: one near 220 kHz, one near 450 kHz, and 
one near 1200 kHz. We hypothesize that these three sensitive modes are the symmetric flexural 
modes that are known to be sensitive to contact stiffness, since the resonance frequency of each of 
these modes depend upon disk diameter [66]. There are also modes that are insensitive to changes 
in contact stiffness, which indicates that these modes are likely torsional modes. However, one 
significant advantage of our experimental calibration is that we do not need to know the mode 
shapes or other characteristics of the resonant modes. Figure 5.4(b) shows the cantilever resonance 
behavior near 220 kHz in contact with three different disk diameters: 2 𝜇𝜇m, 5 𝜇𝜇m, and 10 𝜇𝜇m. As 
disk diameter increases, contact stiffness increases and the resonance frequency increases. 
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To establish the relationship between resonance frequency and contact stiffness, we 
analyze the measured resonance frequencies in contact with several disks, along with and 
calculations of contact stiffness using the validated analytical model of contact stiffness. Figure 
5.5 shows the calibration curves for the three cantilever vibrational modes that are sensitive to 
changes in contact stiffness. The y-axis corresponds to resonance frequency measurements on the 
disks at various applied forces and the error bars represent the standard deviation of six 
measurements at different locations near the center of the disks. The x-axis corresponds to 
Figure 5.4. (a) Cantilever response as a function of actuation frequency on a 5 𝜇𝜇m disk showing 
several cantilever resonance modes. (b) Cantilever response as a function of actuation 
frequency on 2, 5, and 10 𝜇𝜇m disks for the cantilever resonance mode near 220 kHz. 
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calculated contact stiffness. One fitting parameter, C, is required to construct the calibration curve. 
The fitting parameter accounts for tip geometry, tip material properties, and copper material 
properties and is given by Eq. 5.5,  
Figure 5.5. Relationship between contact stiffness and cantilever resonance frequency for three 
cantilever modes: (a) near 225 kHz, (b) near 450 kHz, and (c) near 1200 kHz. 
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( )1/3*26 TipC E R= .     (5.5) 
Substituting Eq. 5.5 into Eq. 5.1 yields Eq. 5.6, 
1/3
Tip Cu Ck CF− = .     (5.6) 
Combining Eq. 5.3, Eq. 5.4, and Eq. 5.6, the total contact stiffness is only a function of FC, which 
is known, and C. We used the sum of force applied by the cantilever (cantilever deflection 
multiplied by cantilever stiffness) and pull-off force (obtained from force-distance curves) as the 
experimental values of FC. As discussed in the modeling section, each disk can achieve a range of 
contact stiffness because the tip-Cu contact stiffness, and, therefore, the overall contact stiffness, 
depends on applied force. This concept is critical for determining the fitting parameter because the 
fitting criterion is that all data points collapse onto the same curve. The fitting procedure is a least 
squares fit between the calibration data and a moving average fit to the data with C as the fitting 
parameter. We used the disks less than or equal to 8 𝜇𝜇m diameter for fitting because these disks 
are in the region that is most sensitive to changes in applied force. In Fig. 5.5, measurements on 
all disks combine to create one smooth curve for each resonant mode, which indicates that the 
analytical model and fitting procedure are valid. The calibration curves in Fig. 5.5 exhibit the 
expected qualitative relationship between resonance frequency and contact stiffness: resonance 
frequency monotonically increases with increasing contact stiffness and resonance frequency 
plateaus for large contact stiffness. 
 
5.5 Application to Contact Stiffness Measurement 
 The relationship between contact stiffness and cantilever resonance frequency can be used 
as a calibration curve that links the measured CR-AFM resonance frequency on a sample with the 
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corresponding contact stiffness of that sample. As a demonstration, we determined the contact 
stiffness of our AFM tip in contact with three polymer samples: polymethyl methacrylate 
(PMMA), polystyrene (PS), and low density polyethylene (LDPE). The PMMA has an expected 
elastic modulus of 4.0 GPa; the PS has an expected elastic modulus of 3.1 GPa; and the LDPE has 
an expected elastic modulus of 1.1 GPa. Figure 5.6(a) shows the calibration curves for the vibration 
mode near 1200 kHz overlaid with resonance frequency measurements on PMMA (green), PS 
(blue), and LDPE (red). The calibration curve is shown in black and the shaded gray region 
corresponds to the uncertainty in the calibration curve. The upper and lower levels of uncertainty 
correspond to a fit to the disk calibration data plus one standard deviation and minus one standard 
deviation. The intersection of a measured polymer resonance frequency with the calibration curve 
determines the contact stiffness of the polymer. In Fig. 5.6(a), the colored horizontal lines represent 
measured resonance frequency on the different polymers. The solid colored vertical lines represent 
the contact stiffness of the different polymers. The colored vertical dotted lines represent the upper 
and lower bounds of uncertainty in contact stiffness due to uncertainty in the calibration. In the 
range of these experiments, the amount of uncertainty increases as resonance frequency increases 
because the slope of the calibration curve decreases, which corresponds to decreased sensitivity. 
Figure 5.6(b) shows a zoomed in view of resonance frequency measurements on PS for three 
different values of applied force. Figure 5.6(c) shows contact stiffness as a function of applied 
force for PMMA, PS, and LDPE for the cantilever mode near 1200 kHz. As applied force 
increases, contact stiffness increases for all three polymers. The technique is clearly able to 
distinguish between these polymers and the relative stiffness of the three polymers is consistent 
with known values of elastic modulus for these materials. We measured the resonance frequency 
69 
 
and contact stiffness for the other two cantilever modes (near 220 kHz and near 450 kHz), but they 
Figure 5.6. Contact stiffness measurements on three polymers: PMMA, PS, and LDPE. (a) 
Cantilever resonance frequency as a function of contact stiffness. The colored horizontal lines 
are measured resonance frequency. The black curve is the cantilever calibration curve for the 
resonance mode near 1200 kHz, and the gray region represents uncertainty around this point. 
(b) Close-up view of PS resonance frequency measurements intersecting the calibration curve. 
The three horizontal lines correspond to different values of applied force. The shaded regions 
correspond to uncertainty. (c) Contact stiffness on PMMA, PS, and LDPE as a function of 
applied force. 
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are not shown here. 
To achieve the final goal of local elastic modulus measurements, we used the Derjaguin, 
Muller, Toporov (DMT) contact mechanics model [71] to quantify the elastic modulus of the three 
polymers [24, 65]. Table 5.1 shows the elastic modulus of PS, PMMA, and LDPE from DMA and 
from DMT fitting to the AFM contact stiffness data. In order to fit the contact stiffness data with 
the DMT model, it was necessary to determine the effective tip radius, using PS as a known 
reference. From DMA, we determined the elastic modulus of our PS sample to be 3.1 GPa. The 
contact stiffness for the DMT model is the same as for the Hertz model [Eq. 5.1], except the applied 
force, FC, is the sum of externally applied force (cantilever deflection multiplied by cantilever 
stiffness) and the adhesive force (pull-off force). All parameters in Eq. 5.1 are known except tip 
radius. Fitting the PS contact stiffness data to the DMT model yielded an effective tip radius of 
188 nm. The effective tip radius is larger than expected and may indicate that there was a small 
plastic indentation into the sample, which increased the contact area. However, as seen in Table 
5.1, the relative measurements for the different samples agree well with expected values, indicating 
internal consistence for the measurements presented here. Using this effective tip radius, we fit the 
polymer contact stiffness data to the DMT model in order to find the elastic modulus of each 
Table 5.1. Summary of elastic modulus measurements from dynamic mechanical analysis and 
Lorentz contact resonance atomic force microscope measurements. 
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polymer. We performed fitting on the data for each of the three cantilever modes that we calibrated 
[Fig. 5.5]. The elastic modulus values using each of the three cantilever modes are very similar for 
all three polymers, which indicates that the calibration curves for the different cantilever modes 
are accurate relative to one another. We can quantify measurement uncertainty from the upper and 
lower bounds of the contact stiffness data [error bars in Fig. 5.6(c)]. The uncertainty of the DMT 
fit is largest for PMMA because the large contact stiffness of PMMA puts the PMMA 
measurements in a less sensitive region of the calibration curves. In particular, the uncertainty for 
the first mode is the largest because this mode is the least sensitive to large contact stiffness.  
Figure 5.7 shows a comparison of the LCR measurements with DMA elastic modulus data 
as a function of frequency. The DMA measurements and LCR-based calculations agree very well 
for PMMA. For LDPE, the DMA measurements of elastic modulus are lower than the LCR-based 
calculations. One possible explanation for the discrepancy is that the measurements on LDPE were 
in a region dominated by the crystalline phase, which has a larger modulus than the amorphous 
phase. In the DMA measurement, the sharp increase in elastic modulus with increasing frequency 
suggests glass transition behavior, which indicates that the amorphous phase significantly affected 
the DMA measurement. Another possible explanation is that the tip-sample contact area on LDPE 
was larger than expected from the DMT model, which could be the result of viscoelastic creep or 
plastic deformation of the surface. 
The next steps for this work include using the disk calibration concept to achieve a larger 
range of contact stiffness. In particular, achieving smaller contact stiffness is desirable for studying 
temperature dependent softening of polymers and biological samples. The smallest achievable 
contact stiffness with the disk devices depends on the minimum disk diameter and substrate elastic 
modulus. It is straightforward to produce metallic disks with diameters as small as 100 nm by, for 
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example, annealing gold films on SiO2 substrates [72]. Assuming a silicone substrate with 15 MPa 
elastic modulus and 100 nm disk diameter, Eq. 5.3 predicts a Sneddon punch stiffness of 2 N/m. 
Modifying the mixing ratios of the two components of Sylgard 184 silicone can reduce the 
substrate elastic modulus by at least a factor of two, so contact stiffness of 1 N/m is attainable.  
 
5.6 Conclusion  
 We have developed micromechanical contact stiffness devices that provide a range of 
known contact stiffness for AFM experiments. Finite element simulations and measurements of 
device stiffness validated an analytical model which describes device stiffness. These devices 
enable experimental calibration of cantilever behavior as a function of contact stiffness. In the case 
of dynamic AFM techniques, the contact stiffness devices replace the need to use dynamic 
mechanical models, which eliminates many sources of uncertainty that arise from dynamic 
modeling, particularly for high order vibrational modes and for non-traditional cantilever 
geometries. Experimental calibration enables the use of any cantilever resonant mode of any 
Figure 5.7. Comparison of Lorentz contact resonance (LCR) measurements with dynamic 
mechanical analysis on bulk samples. Error bars in LCR measurements correspond to the 
experimental uncertainty in the calibration curve [Fig. 5.6(a)]. 
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arbitrarily shaped cantilever without loss of accuracy. As one application of the calibration sample, 
we achieved experimental calibration of the relationship between contact resonance frequency and 
contact stiffness for a U-shaped heated cantilever. We also demonstrated quantitative elastic 
modulus measurements with heated AFM cantilevers, which enables rapid, quantitative, 
temperature-dependent measurements of elastic modulus.  
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CHAPTER 6: CONCLUSIONS AND FUTURE WORK 
 
 This thesis demonstrates the versatility of dynamic contact AFM techniques for measuring 
thermomechanical, inverse-piezoelectric, infrared, and mechanical properties at the nanometer-
scale. Understanding the basic physics involved in dynamic contact AFM techniques enabled 
significant advancements in the accuracy, sensitivity, and overall utility of three different 
techniques. The advancements made in this thesis enable new investigations of material and device 
behavior. 
 
6.1 Deformation Measurements in AlGaN/GaN HEMTs 
Chapters 2 and 3 of this thesis present measurements of mechanical deformation in 
AlGaN/GaN HEMTs, which provide much need experimental data regarding the mechanical 
behavior of these devices. Through intelligent choice of applied bias conditions, it is possible to 
isolate thermomechanical and inverse-piezoelectric deformation in AlGaN/GaN HEMTs, which 
enables validation of finite element models that predict thermal and inverse-piezoelectric stress in 
the devices. This work demonstrates that the temperature distribution and thermomechanical 
deformation within these devices depends on drain-source voltage. Larger drain-source voltage 
leads to a shift of the hotspot away from the gate and toward the drain, leading to a decrease in 
thermomechanical deformation above the gate and a decrease in maximum tensile thermal stress. 
This behavior suggests that thermal stress contributes more strongly toward device degradation for 
lower drain-source voltages. This work also demonstrates that the inverse-piezoelectric behavior 
in these devices has two distinct regimes corresponding to above and below pinch-off voltage. The 
technique presented in this work is directly sensitive to the behavior of the AlGaN layer and 
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enables determination of the piezoelectric coefficients of the AlGaN layer in the devices. Also, the 
direct sensitivity to AlGaN behavior makes this technique a valuable tool for further studies of 
device degradation because device failure typically occurs in the AlGaN layer.  
One important future work in this area is to correlate AFM deformation measurements with 
device failure. Electroluminescence images often indicate non-uniform device behavior along the 
width of the channel. AFM deformation measurements at various locations of interest along the 
device channel (identified via electroluminescence imaging) would provide valuable information 
about the differences in mechanical stress at different points in the device. Additionally, correlation 
of AFM deformation measurements with subsequent observation of cracks and pits would 
determine whether mechanical stress is a primary cause of device degradation. Also, these 
measurements and correlations would be useful in determining the critical value of stress. 
 
6.2 Infrared Measurements of Nano-Materials 
 Chapter 4 of this thesis presents a modification to the photothermal induced resonance 
technique that enables up to two orders of magnitude improvement in signal. This drastic 
improvement in sensitivity enabled the first measurements of infrared absorption in carbon 
nanotubes and single layer graphene using this technique. These experiments validate a finite 
element model describing the physics of this technique. Using the model, this thesis presents a 
guidelines for application of the technique to arbitrary samples. 
One future work enabled by this thesis is an investigation of infrared interactions between 
nanometer-scale antennas and nanometer-scale samples, such as thin polymers and biological 
samples. Nanometer-scale infrared antennas enable confinement of infrared light to regions much 
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smaller than the relatively large wavelength of infrared light. This capability extends the power of 
infrared spectroscopy to small length scales that are consistent with the size of biological 
molecules, such as proteins. Recent work demonstrated the use of graphene nanoribbons for 
infrared spectroscopy of molecules within a few nanometers of the graphene surface [73]. 
However, there is a lack of techniques capable of spatially resolving the interaction of such 
antennas with the molecules. In particular, theories suggest that the electric field intensity is very 
high near the edges of the graphene ribbons, but the current measurements only observe the far-
field, averaged response. Nanometer-scale measurements of the interaction between infrared light, 
antennas, and biological molecules would provide valuable information about the spatial 
distribution of electric field enhancement and antenna heating, which will enable better design of 
such systems. 
 
6.3 Accurate Determination of Nanomechanical Properties 
 Chapter 5 of this thesis presented novel micromechanical contact stiffness devices that 
enable experimental calibration of cantilever dynamic behavior for AFM elastic modulus 
measurements. This experimental approach enables calibration of any resonant mode of any 
arbitrarily shaped cantilever. This thesis demonstrates the effectiveness of the contact stiffness 
devices by calibrating the contact resonance behavior of a heated AFM cantilever, which enables 
quantitative measurement of elastic modulus of several polymers. 
 One future direction for this work is to extend the range of contact stiffness achievable with 
the disk concept. In particular, extending the disk concept to lower contact stiffness will enable 
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cantilever calibration for measurements of soft polymers and biological samples. Using a softer 
substrate and smaller diameter disks can achieve contact stiffness as low as 1 N/m. 
The advancements made in this thesis enable quantitative measurements of temperature 
dependent storage and loss moduli using heated AFM cantilevers. Temperature dependent 
measurements would provide valuable information about the behavior of polymer blends and 
nanocomposites. In addition to these practical applications, temperature dependent measurements 
of storage and loss moduli would enable unique investigation of the physics of dynamic AFM 
mechanical property measurements. There is uncertainty regarding the relationship between 
nanometer-scale dynamic AFM mechanical property measurements (typically >100 kHz) and bulk 
mechanical property measurements (typically <100 Hz). From the time-temperature superposition 
principle, high temperature/high frequency measurements should be equivalent to low 
temperature/low frequency measurements. However, there has been no systematic study to 
compare temperature dependent AFM and bulk measurements. Such work would greatly improve 
the understanding of nanometer-scale polymer physics and would be of great importance to the 
many practitioners of dynamic AFM measurements of mechanical properties. 
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