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Abstract
This paper presents our entry to a speech-in-noise intelligibility
enhancement evaluation: the Hurricane Challenge. The sys-
tem consists of a Text-To-Speech voice manipulated through a
combination of enhancement strategies, each of which is known
to be individually successful: a perceptually-motivated spec-
tral shaper based on the Glimpse Proportion measure, dynamic
range compression, and adaptation to Lombard excitation and
duration patterns. We achieved substantial intelligibility im-
provements relative to unmodified synthetic speech: 4.9 dB
in competing speaker and 4.1 dB in speech-shaped noise. An
analysis conducted across this and other two similar evalua-
tions shows that the spectral shaper and the compressor (both
of which are loudness boosters) contribute most under higher
SNR conditions, particularly for speech-shaped noise. Duration
and excitation Lombard-adapted changes are more beneficial in
lower SNR conditions, and for competing speaker noise.
Index Terms: intelligibility of speech in noise, HMM-based
speech synthesis, Lombard speech
1. Introduction
Providing speech that is matched to listening conditions is very
important, not simply to match the expectations of the listener
for appropriate-sounding speech (because listeners expect that
speakers will adapt their speech according to conditions), but
also to achieve highly intelligible speech in challenging envi-
ronments. In terms of automated processing, this means speech
intelligibility enhancement in which clean speech is modified
so the subsequent mixture of speech and noise is more intelli-
gible. This is particularly applicable for Text-To-Speech (TTS),
because TTS voices tend to be less intelligible in noise than
natural speech, even though they may be equally intelligible in
clean conditions. Proposed strategies to enhance speech intelli-
gibility in noise for either natural or TTS voices include: tem-
poral and spectral shapers based on clear speech findings [1–4],
noise-dependent strategies based on objective measures of intel-
ligibility [5–9], simulated hyper-articulation [10, 11] and direct
use of more intelligible speech recordings – for example speech
that has been produced by a natural speaker in noise (Lombard
speech) – through adaptation or voice conversion [12, 13]. A
recent study evaluated a subset of these strategies on a common
database of speech, with the same noises and listeners [14]. The
current paper describes our entry for a follow-up larger scale
evaluation called the Hurricane Challenge [15].
Voice Adaptation to Lombard Modification
TTS - -
TTSGP [7] - GP
TTSGP-DRC [16] - GP+DRC
TTSLGP-DRC excitation and duration GP+DRC
TTSLomb [14] all dimensions -
Table 1: Voices evaluated in the Hurricane Challenge [15]
alongside voices evaluated in other experiments [14, 16].
In previous work we found that is possible to obtain larger
intelligibility gains by performing spectral modifications, rather
than adapting a plain speech TTS spectral model to Lombard
data [7]. Moreover we found that dynamic range compression
can further boost this gain [16]. Although we obtained sub-
stantial gains in speech-shaped noise, our results in the case
of a competing speaker noise were not as good. To improve
performance, we propose to incorporate duration and excitation
changes from Lombard speech, by combining three different
modification strategies: spectral changes based on the glimpse
proportion measure (GP), dynamic range compression (DRC)
and adaptation to Lombard duration and excitation.
In the Section 2 we explain the motivation for using each
strategy, followed by details of how we built and modified the
TTS voice in Section 3. In Section 4 we present an automatic
acoustic analysis of the spectral tilt, duration and loudness val-
ues and in Section 5 we show the subjective scores obtained in
the Hurricane Challenge and compare how much each strategy
contributed to the overall intelligibility.
2. Background
After describing the voices in Table 1, including those built for
previous evaluations (TTSGP, TTSGP-DRC and TTSLomb),
we explain why we built the voice TTSLGP-DRC which com-
bines three strategies for intelligibility enhancement.
In [7] we proposed a method for modifying the sequence
of Mel cepstral coefficients such that the glimpse proportion
measure (GP) [17], an objective measure of intelligibility of
speech in noise, increases for each frame, creating the voice
TTSGP as seen in Table 1. In [7] we found that the modified
Mel cepstral coefficients provide more intelligibility gains than
Lombard-adapted coefficients, but that, although significant in-
telligibility increases were obtained in speech-shaped noise, the
gains obtained in the presence of a competing speaker were
duration
(secs.)
mean/range
F0 (Hz)
spectral tilt
(dB/oct.)
loudness
(sone)
Natural
plain 2.06 107.1 / 34.60 -2.14 11.43
Lombard 2.32 136.8 / 46.74 -1.83 11.96
TTS
TTS
1.95 104.5 / 22.45
-2.26 10.96
TTSGP -1.90 12.43
TTSGP-DRC -1.45 13.37
TTSLGP-DRC 2.49 145.2 / 42.55 -1.46 13.12TTSLomb 2.43 -1.71 12.06
Table 2: Acoustic properties at sentence level averaged across
the dataset.
much smaller. Motivated by our observation that the GPmethod
was mainly boosting vowels and nasals while leaving fricatives
and stops relatively untouched, we extended the method in [16]
by adding dynamic range compression (DRC) [4], which real-
locates energy from higher to lower energetic parts of speech.
This voice is referred to here as TTSGP-DRC (the hyphen indi-
cates that GP acts on the generated acoustic parameters before
synthesis and DRC acts on the synthesized waveform). This ad-
dition did improve our results for both stationary speech-shaped
noise and the non-stationary competing speaker noise, yet the
gains for the stationary noise condition were still much higher.
Although observed in natural Lombard speech [18–20], re-
producing changes in duration and fundamental frequency (F0)
does not necessarily generate significant intelligibility gains
[21–23]. In [22] we manipulated the duration and F0 of a
TTS voice and no significant increases in intelligibility were
observed in the four noise types tested (car, high frequency,
speech-shaped and cafeteria). In [7], however, we saw that
quite a significant gain came from using Lombard-adapted fun-
damental frequency and duration in the competing speaker sce-
nario, even though the noise used for inducing such changes
was not matched to the competing speaker masker. We refer to
the fully Lombard-adapted (spectral, duration and excitation)
voice as TTSLomb. A combined solution for improving re-
sults in competing speaker noise while maintaining the gains
already achieved in speech-shaped noise, is to apply the GP-
based spectral shaper, use Lombard-derived excitation and du-
ration changes (noise-dependent but not matched) through voice
adaptation [24], and follow this by DRC: we refer to this com-
bination of strategies here as the TTSLGP-DRC voice.
3. Voice building
To build the voices used in this evaluation we used two different
datasets provided by the Hurricane Challenge and recorded by
the same British male speaker: normal (plain, read-text) speech
data, and Lombard speech (also read-text).
We built two different voices as outlined in Table 1. The
voice called simply TTS was created from a high quality av-
erage voice model adapted to 2803 sentences of the normal
speech data, corresponding to three hours of material. The rea-
son for using adaptation was the lack of phonetic balance in the
speech dataset. This voice was also evaluated in [14, 16].
Voice TTSLGP-DRC was based on voice TTS but the mod-
els for duration and excitation were further adapted using 780
sentences of Lombard speech data, corresponding to 53minutes
of recorded material. Again, the reason for using adaptation was
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Figure 1: Long term average spectrum calcualted at a sentence
level and averaged across the dataset.
lack of phonetic balance. The two first Mel cepstral coefficients
were modified using the method proposed in [7] and we ap-
plied a dynamic range compressor (DRC) [4] to the synthesized
waveform.
To train the acoustic modes we extracted from the speech
database sampled at 48 kHz the following parameters: 59 Mel
cepstral coefficients with α = 0.77, Mel scale F0, and 25 ape-
riodicity energy bands extracted using STRAIGHT [25]. As
an acoustic model we used a hidden semi-Markov model; one
stream for the spectrum, three streams for the logF0 and one for
the band-limited aperiodicity. The spectral and excitation ob-
servation vectors contained static, delta and delta-delta values.
To overcome the over smoothing effect caused by the statistical
modelling we applied the Global Variance method [26]. The la-
bels used to train and generate the test sentences were created
using the pronunciation lexicon combilex [27].
According to the rules of the Hurricane Challenge, each
sentence can not be longer than its corresponding noise file, as
provided by the challenge, which is around one second longer
than the corresponding natural speech signal. To keep within
this rule we had to restrict the duration of the generated sen-
tences, because otherwise they would have been on average
0.69 seconds longer than the natural speech, with a significant
number of sentences more than one second longer than natural
speech. We decided to restrict the duration of each generated
sentence to be no more than 300ms longer than the correspond-
ing natural speech, to allow 300ms leading / 200ms lagging
noise signal before/after in the stimuli presented to listeners. To
achieve that, we forced the overall duration of the sentence to
be within this rule (only if necessary) [28]. Because changing
this parameter does not actually guarantee a sufficiently reduced
duration, we then iteratively decrease the duration (in steps of
100ms) until it was within the required limits. In the final
stimuli, the average duration difference (compared to natural
speech) was 0.45 secs, with only once sentence above the 0.5
limit (0.53 secs). Audio samples of our entries are available at
https://wiki.inf.ed.ac.uk/CSTR/HcExternal.
4. Acoustic analysis
To give more insights into the results, we provide in Table 2 and
Fig. 1, a sentence-level acoustic analysis of duration, fundamen-
tal frequency F0 (mean and range), spectral tilt and loudness
(measure using the ISO procedure). To measure loudness we
used the ISO-532B method [29], the F0 range was calculated
as the difference between the 80th and 20th percentiles and the
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Figure 2: Hurricane Challenge results for speech-shaped noise.
spectral tilt was measured as the slope of the linear regression
of the long term average spectrum on a one-third octave band
scale. These values, presented in Table 2, are first calculated
per sentence and then averaged across the 180 sentences that
were used in the listening test. Fig. 1 shows the long term
average spectrum calculated per sentence and averaged across
sentences, for some of the TTS voices.
We see a tendency that GP and DRC increase, implicitly or
not, the loudness of speech and flatten spectral tilt, even more so
than the Lombard natural voice. We see the boosting effect that
GP has around the formant frequency range, and the boosting
that DRC gives to higher frequencies. F0 and its range (within
a sentence) is increased in the case of Lombard excitation.
5. Subjective intelligibility results
We now present the subjective intelligibility scores obtained in
the Hurricane Challenge and then compare the gains relative to
natural speech obtained by the voices displayed in Table 1, with
a discussion about the effectiveness of each modification.
5.1. Hurricane Challenge
In total 175 native English speakers participated in the listening
test. Each participant transcribed 9 different stimuli per entry.
The word accuracy rate was scored as the average across each
listeners’ individual scores for a particular voice at a particular
noise condition, so the standard errors reflect listeners deviation
rather than sentence material. The noisy conditions were two
maskers added at three different SNR levels, referred here as
High Mid and Low: speech-shaped noise (1 , −4 and −9 dB)
and competing speaker (−7, −14 and −21 dB). More details
in [15].
Figures 2 and 3 show word accuracy rates (WAR) and stan-
dard errors for the synthetic voices TTS and TTSLGP-DRC and
the natural plain speech entry, mixed with speech-shaped noise
and competing speaker respectively. In all noise conditions the
gap between natural and TTS is smaller with the TTSLGP-DRC
voice, particularly for the lower SNR cases in both noise types.
Another way of presenting these results is through gains
in dB that a voice provides relative to another – the so-called
equivalent intensity change (EIC) [14]. Relative to TTS, the
proposed voice obtained from highest to lowest SNR gains of
2.7, 4.1 and 4.0 dB in speech-shaped noise and 1.4, 3.8 and
4.9 dB when mixed with a competing speaker. The gains across
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Figure 3: Hurricane Challenge results for competing speaker.
the noises are more comparable under this scale.
5.2. Comparing modifications across different listening
tests
To be able to understand the contribution of each component
(GP, DRC and Lombard excitation & duration) we compared
the WAR changes relative to natural speech that each voice de-
scribed in Table 1 obtained. We show these results expressed in
WAR changes and EIC (dB) in Fig. 4.
The listening tests reported in [14] and [16] had the same
set-up (sentence material, noise types and SNRs, stimuli presen-
tation) and same scoring rules. To compare results across them
we calculate the gains that each modification obtained relative
to the WAR results that the natural speech entry obtained in
that particular test. Similar to the Hurricane Challenge method-
ology, we present the WAR change averaged across the gains
obtained by each voice for each listener, and again this means
that the standard error measures the variability across listeners.
The number of points that define the standard error is defined
by the number of participants: 139 in [14], 88 in [16] and 175
in the Hurricane Challenge evaluation [15]. As the TTS entry
was present in all three experiments, we show the WAR change
for that system averaged across all participants (402 points).
When comparing the voices TTS, TTSGP, TTSGP-DRC
and TTSLGP-DRC we can see the gain that each component
adds. This addition depends on the noise type and SNR, mean-
ing that some components are more important in one condition
than another. In speech-shaped noise, as shown in the top part
of Fig.4, GP and DRC contribute most. Duration and excitation
changes start contributing only at quite low SNRs. The picture
is different for competing speaker in the lower part of Fig.4,
where GP and DRC gains are quite modest (apart from the sig-
nificant gain observed in the highest SNR condition for DRC –
where the masker is more an energetic masker than an informa-
tional one) and the Lombard-based changes contribute most for
the Mid and Low SNR conditions, where ‘filling the gaps’ in
time/frequency is more beneficial than being louder (as seen in
Table 2).
Comparing TTSLGP-DRC and TTSLomb we can see the
additional gain that GP and DRC provide over adapting spec-
tral parameters as well as duration and excitation parameters,
particularly for the mid and low SNR conditions of SSN and for
the low SNR of competing speaker.
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Figure 4: WAR change and EIC in dB (value inside boxes) relative to unmodified natural speech for speech-shaped noise (top) and
competing speaker (bottom). The results for TTSGP and TTSLomb were obtained from [14] and TTSGP-DRC from [16].
6. Conclusions
By combining duration and excitation changes with other tech-
niques, we have managed to increase intelligibility for compet-
ing speaker noise to a comparable level as already obtained for a
stationary noise. Although the Lombard changes were induced
by a third masker, adaptation to Lombard duration and exci-
tation models contributed to gains not only in the competing
speaker but also for the stationary masker at the lowest SNR.
This approach however still entails the use of recorded Lombard
speech of that particular speaker. We would like to investigate
whether similar intelligibility gains can be obtained by applying
cross-speaker adaptation of duration and excitation. Addition-
ally we would like to observe its effect on speaker similarity and
speech quality.
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