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Introduction
An important task in risk management is to understand the reliability of the proposed model in the presence of adverse scenarios, known as stress testing. For example, the assessment of the capital adequacy in banking and insurance industries is based on quantifying the impact of extreme events on the solvability of financial and insurance conglomerates. Let (X 1 , Y 1 ), · · · , (X n , Y n ) be independent and identically distributed random vectors with distribution function F and marginal distributions F 1 and F 2 , i.e. F 1 (x) = F (x, ∞) and F 2 (y) = F (∞, y). Bivariate Extreme Value Theory assumes that there are constants a n > 0, c n > 0, b n ∈ R, d n ∈ R such that lim n→∞ P ( a n ( max
for all continuous points (x, y) of G. In this case, G is called an extreme value distribution and F is said to belong to the domain of attraction of G. It follows from (1.1) that the following dependence convergence holds:
for all x, y ≥ 0, where G 1 (x) = G(x, ∞), G 2 (y) = G(∞, y) and (·) − denotes the left continuous inverse function. Here, l(x, y) is called the tail dependence function (see Huang, 1992) . It is easy to check that l(ax, ay) = al(x, y) for all a, x, y ≥ 0 and x ∨ y ≤ l(x, y) ≤ x + y. This homogeneous property has been employed to extrapolate data into a tail region so that extreme events can be predicted (for details, see for example, de Haan and Ferreira, 2006) . However, when l(x, y) = x + y, equation (1.2) implies that
which makes extrapolation, i.e. statistical inference, impossible for concomitant extreme sets. In this case, F is said to have the asymptotic independence property, and a different convergence rate condition in (1.3) is needed for predicting joint extreme events. In other words, extreme value condition (1.1) is not enough for predicting extreme events in case of asymptotic independence. If the limit in (1.3) is not identical to zero, then F is said to have the asymptotic dependence property. It is known that a bivariate normal distribution with correlation coefficient less than 1 is asymptotically independent, i.e. (1.3) holds (for details, see Sibuya, 1960 ).
Estimation of multivariate extreme becomes possible if the presence of asymptotic dependence/independece
is known, and therefore, distinguishing between the two properties plays an important role in predicting extreme events. A mathematical formulation of this problem is made in Tawn (1996, 1997) ,
where the coefficient of tail dependence, 0 < η ≤ 1, is introduced by assuming that 4) where s(t) is a slowly varying function, i.e. lim t→0 s(tx)/s(t) = 1 for all x > 0. Note that 0 < s(t) ≤ 1 for all 0 ≤ t ≤ 1 due to the facts that 0 < η ≤ 1 and
provided that F 1 is continuous, which is the case since both marginal distributions are assumed to be continuous throughout this paper. Under condition (1.4), when η = 1 and lim t→0 s(t) = c ∈ (0, 1], the asymptotically dependent property holds, while either η < 1 or η = 1 and lim t→0 s(t) = 0 implies asymptotic independence. Therefore, η and the limit behavior of function s(t) can be used to distinguish between asymptotic dependence and asymptotic independence. Nonparametric inference for η can be found in Peng (1999) and Draisma et al. (2004) . Recently, Goegebeur and Guillou (2012) It is known that testing asymptotic dependence is extremely challenging due to limited observations in the tail region, and so it is always desirable to have some alternative measures and competitive statistical methods. Our proposal appeals to a robust measure of association that is appealing to a wide audience, and we find that most of the extreme scenarios are characterized by our method in order to elaborate an alternative way to characterize the asymptotic independence and asymptotic dependence. In factual terms, we investigate the relationship between tail dependence and the conditional version of a classical measure of association, namely Kendall's tau. While estimating the univariate extreme events has become a standard procedure, dealing with multivariate extreme events is a more complicated problem, and it is of general interest in many papers with particular focus on financial and insurance applications (see for example, Frees and Valdez, 1998 and Breymann et al., 2003) .
Some useful background is now provided for a reader that is less familiar with the justifications we made.
Dependence or association is fully characterized by the copula due to the Sklar's Theorem (for example, see Sklar, 1959) , and for a bivariate random vector, (X 1 , Y 1 ), is given by the joint distribution function of (
, whenever the marginal distribution functions are continuous. Since (1.4) concerns the upper tail dependence, it is natural to study the survival copula
Although the dependence is fully described by its copula or survival copula, it is sometimes difficult to explain the chosen model. The problem becomes more acute when extreme events are concerned.
Instead of fully exploring the associated copula, a practical methodology is to focus on some measures of association that provide sufficient information to understand which model would be more appropriate.
There are various measures of association proposed in the literature, and one of them is the Kendall's tau which is closely related to tail dependence and is defined as
,
It is well-known that this measure is scaleinvariant, and therefore robust, marginal-free whenever the marginal distributions are continuous, and is based on the concept of concordance and discordance (for more details, see Nelsen, 2006) . As a result of such appealing properties, Kendall's tau has been found useful in various fields, such as risk management (see McNeil et al., 2005) . However, if one is interested in evaluating the strength of dependence in the lower tail of (U i , V i ) (i.e., the upper tail of (X i , Y i )), when concomitant extreme events are plausible, then the conditional Kendall's tau is more sound, which is defined as follows:
Study of conditional Kendall's tau for a fixed level u is relatively known in the literature (see Venter, 2001 and Gijbels et al., 2011) . However, it remains unknown whether there exists some relationship between the limit of this conditional measure and asymptotic dependence, and how to estimate the limit.
In the next section, we shall show that θ τ := lim u→0 τ (u) are positive for a subclass of asymptotic dependence and non-positive for a subclass of asymptotic independence. We found that all well-known examples indicate a positive limit for the case of asymptotic dependence. It is known that testing for asymptotic dependence against asymptotic independence becomes quite challenging when η is close to one.
Since θ τ > 0 may be a bit far away from zero in case of asymptotic dependence, testing for θ τ = θ 0 against θ τ ≤ 0 becomes much easier in the case of asymptotic dependence, where θ 0 is a given positive value.
That is, intervals of θ τ are useful in distinguishing asymptotic dependence from asymptotic independence.
On the other hand, when the data has the asymptotic independence property, a test based on θ τ is less efficient than a test based on η since θ τ may be zero, while the true value of η, say η 0 , is less than one, which can be used to effectively test for η = η 0 against η = 1. In other words, an interval of η is quite informative when the data has the asymptotic independence property. Given the above arguments, we argue that interval estimation of θ τ + η can be effective in distinguishing between asymptotic dependence and asymptotic independence since θ τ + η is larger than one in case of asymptotic dependence and less than one in case of asymptotic independence. Similar phenomena appeared in Doksum and Samarov (1995) for nonparametric regression and in Zhang el a. (2011) for testing independence.
We organize this paper as follows. Some nonparametric estimators for the limit of this conditional measure and its asymptotic distribution are derived in Section 2. A set of examples, a simulation study and some empirical analyses are given in Sections 3, 4 and 5, respectively. Finally, all technical proofs are relegated in Section 6.
Main Results
A summary of our initial assumptions needed to develop our results is that
are independent and identically distributed with distribution function F , continuous marginal distribution functions F 1 and F 2 , and survival copula C as defined in (1.5). 
Note that Assumption 2.1 implies that the next weak convergence
holds on D as u → 0, where the (probability) measure µ is given by µ and
We also define F = ∪ 0<ξ<1 F(ξ). The next proposition shows that there is a one-to-one correspondence between H and F. may give a good insight on whether the underlying distribution is asymptotically independent or asymptotically dependent. Hence, estimating the limit is useful in applying Extreme Value Theory to predict extreme co-movements in financial markets.
However, if one slightly modifies the definition of Kendall's tau as follows
. Then, we propose to estimate θ τ bŷ
The following theorem shows the consistency of the proposed estimator.
As usual in Extreme Value Theory, if one is interested in deriving the asymptotic limit ofθ τ (k), a rate of convergence in (1.5) is needed, which controls the asymptotic bias of the studied estimator. Here, we employ the following second order condition.
Assumption 2.4. There exist a regular variation
for all (x, y) ∈ D and uniformly on {(x, y) : 
as n → ∞, where
(2.8)
, which gives the optimal choice of k 
Examples
This section shows that some well-known copulas satisfy the conditions from Theorems 2.2 and 2.3 for which the limit of the conditional Kendall's tau is also derived. If C * is a copula with corresponding 
for x > 0, we have Gumbel copula from Example 3.1.
Example 3.2. Consider the t copula
where |ρ| < 1, ν > 0 and t ν denotes the distribution function of a t distribution with ν degrees of freedom.
Consequently, Assumption 2.2 holds with
) and 
where
. Then it follows from Klüppelberg et al. (2008) 
First it is easy to check that
where g ′ is the derivative of g with respect to t. Taking the partial derivatives of λ(x, y), by (3.2) , it
is strictly decreasing in t and has the following properties:
Since the elliptical copula is symmetric, we also have
Hence, to show the limit is positive, it is equivalent to show that
which is sufficiently implied by
By (3.4), for 0 < t < 1 we have 9) and taking the derivative of the left side of (3.9), we have
Therefore, hold. In this case, some straightforward computations lead to
Example 3.4. Assume that the survival copula is given by the Marshall-Olkin copula. That is, we have
Example 3.5. Consider the bivariate normal copula 
Simple computations yield that Assumption 2.1 holds with
H(x, y) =    xy if ξ ∈ (−1, 1], xy(x+y) 2 if ξ = −1.
Simulation study
In this section, we examine the finite sample behavior of the proposed estimatorθ τ (k) for estimating the limit of conditional Kendall's tau by drawing 1, 000 random samples with size n = 1000 from Examples 3.2, 3.5 and 3.6 given in Section 3. For estimating the asymptotic variance ofθ τ (k) we simply employ the bootstrap method with 1, 000 re-samples. Based on these random samples, we have estimatorŝ 
, the mean squared error 1 1000
2 and the ratio of asymptotic variance to its bootstrap estimator
well for k around 150. Without doubt, more research on choosing the tuning parameter k in estimating θ τ , θ τ + η, and corresponding bias reduced estimators is needed in the near future. 
Real data analysis
In this section, we analyze the tail dependence of the following three data sets by estimating η, θ
, respectively, whereη(k) is the Hill estimator based on the largest k order statistics of
with R given the fact that distinguishing asymptotic behavior is extremely challenging, one has to take a caution of making the claim of asymptotic independence since this claim is not confirmed by the two new measureŝ claim asymptotic independence nor asymptotic dependence. Therefore, it remains cautious to claim the asymptotic behavior for this data set, which calls for more effective methods.
In summary, the proposed new measure of tail dependence and its combination with the coefficient of tail dependence are useful in distinguishing between asymptotic dependence and asymptotic independence, so as to ensure a sound application of multivariate Extreme Value Theory to the study of extreme comovements in financial markets and so to predicting extreme events.
Proofs
Proof of Theorem 2.1. Since
it follows from (1.6) that
Next, we define the following probability measure
Thus, due to equation (2.2) and the independence assumption between (U 1 , V 1 ) and (U 2 , V 2 ), we have that
holds on E as u → 0, where the measure ν is given by
Let A := {0 ≤ x 2 < x 1 ≤ 1, 0 ≤ y 2 < y 1 ≤ 1}. Therefore, relation (6.2) leads to
as long as ν(∂A) = 0, which remains to justify. Note that
The first two terms are equal to zero since no mass is put by the measure ν over the lines x 1 = x 2 and y 1 = y 2 due to the independence between (U 1 , V 1 ) and (U 2 , V 2 ). The last two terms are also negligible and due to symmetry, it is sufficient to justify only one of them. Denote B = { (x 1 , y 1 ) :
since H continuous on {(x, y) : xy = 0} (due to Assumption 2.1) and the fact that µ(x 1 = 1) = µ(y 1 = 1) = 0, where the measure µ is defined in (2.2). The later is true, since otherwise we find a contradiction as follows
where a ≥ 1 is the homogeneous order of H. Therefore, (2.1) follows from equations (6.1) and (6.3). □
Proof of Proposition 2.1. i) Clearly, with respect to u (respectively v), we have
Let us first look at the case x < y. By setting v = 1, t = y, u = x/y in the above equation, we have
and in turn, differentiating with respect to y gives h(
. Note that the left-hand side of the latter equation is a bivariate density function, and thus, it is non-negative. In addition, it follows that f ′ X ≤ 0. The same procedure can be applied in the case y < x in order to justify (2.4). Suppose that u ≤ v. Now,
Again, the same procedure can be applied for u > v, and thus part i) is justified.
ii) The function h is certainly non-negative, since f X and f Y are non-increasing functions. In addition, the integration procedure to derive H from h has been accomplished above. Moreover, it is elementary to check that H(u, 1) = F X (u) and 
By taking the derivative with respect to x in (6.4), one may show
Similarly, yH 22 (x, y) + xh(x, y) = 0 holds for all (x, y) ∈ D. By (6.4), we can write
It follows from (6.5) that
Following the same steps as above, we can show that
Now, Theorem 2.1 together with relations (6.6)-(6.9) yield
Note that
The first step is to find a decreasing density function f with support (0, 1) and an associated distribution function F in such a way as to minimize the objective function
subject to the constraints that c −1 x ≥ F (x) ≥ x for all 0 ≤ x ≤ 1 (due to (6.11)) and that lim
where c ≤ 1 and ξ ∈ (0, 1) are constants. We regard this as a problem of finding the minimal-cost trajectory from x = 0, F = 0 to x = 1, F = 1, which we approach by a Dynamic Programming argument.
Denote by V (x, F ) the following minimum
Suppose we are starting from position (x 0 , F 0 ). Further, consider a strategy which sets f (x) = u for x 0 ≤ x < x 0 + h and uses the optimal strategy for x 0 + h ≤ x ≤ 1. The cost of this strategy is
If we choose u optimally, we now have an optimal strategy from x 0 to 1; in other words,
where V As we let h → 0, it can be seen that inf u∈A(x0,F0)
which is the optimality equation.
Minimizing over u, the optimal value u * satisfies u
in which case we conclude that
If V f satisfies the optimality equation and the associated boundary conditions, then f is the optimal strategy and V = V f . Our approach, then, is to display the optimal strategy and to check that the optimality equation and boundary conditions are satisfied.
Define k = −(1 − ξ)/ log(cξ) and we show now that the optimal trajectory starting from (0, 0) is D therefore represents the set of points which are accessible from (0, 0) and from which (1, 1) is accessible without violating the restrictions. We divide D into sub-regions as follows:
• A is the region bounded below by F = x and above by the curve F = 1 + ξ log x.
• B is the region bounded above by F = x/c, below by F = x and to the right by the curve
In order to fully justify (6.12), the following claims will be shown:
(i) For (x 0 , F 0 ) ∈ A, the trajectory which minimizes J, and the associated optimal value function,
− log x0 , respectively; (ii) For (x 0 , F 0 ) ∈ B, the optimal strategy is to follow the trajectory
) until it hits the point (x L , x L /c), after which it follows the trajectory presented in (6.12) . In addition,
x L is the solution of the equation 13) and the optimal value function in region B is given by
(iii) For (x 0 , F 0 ) ∈ C, the optimal strategy is to follow the trajectory
) until it hits the point (
, after which it follows the trajectory presented in (6.12). In addition, x U is the solution of the equation
, and the optimal value function in region C is given by
. First of all, claim (i) does not claimed that the strategy is optimal. This is because the natural trajectory from (x 0 , F 0 ) to (1, 1) , which is the one given in (6.12), arrives at (1, 1) with f (1−) > ξ. In order to fit the criteria for acceptable trajectories, a small adjustment is required in the region of 1 so that f (1−) = ξ.
The scale of the adjustment can be as small as desired, but it means that there is no optimal strategy, only a collection of ϵ-optimal strategies for any ϵ.
We first show claim (i). We begin by verifying that V and the proposed strategy satisfy the optimality equation. Note that Finally, we need to check that the optimal value of f is at least equal to 1 when (x 0 , F 0 ) lies on the lower boundary of A, i.e., when F 0 = x 0 . In this case f * =
1−x0
−x0 log x0 = y −1 (e y − 1) if we write x = e −y . Since we know that e y > 1 + y, this is fine.
The proof of claim (ii) is less straightforward, as the quantity x L , which features in the statement of the optimal strategy, is defined by an implicit equation (6.13) . However, we have 1 c
∂x 
, and it is apparent that the optimality equation is satisfied. In addition, f is decreasing over this range and, at x = x 0 , 
, and it is apparent that the optimality equation is satisfied. The checks on the boundaries proceed as before.
We have demonstrated the optimal strategy throughout the region D, and can therefore state that
This quantity represents the minimal value of x) dx we perform the same minimization, with the exception that ξ is replaced by 1 − ξ. This shows us that
The minimum occurs at ξ = 1 2 , giving a minimal value of
.
□
Proof of Theorem 2.3. Clearly,
Thus, the latter and Theorem 2.1 illustrate that θ
Then it follows from the Hoeffding decomposition (Hoeffding (1948) or Lemma A from page 178 of Serfling (1980)) that
In addition, Lemma A from page 183 of Serfling (1980) leads to
It is straightforward to check that
Thus, it follows from Assumption 2.1 that
and
By equations (6.15), (6.17) and (6.18) , and the fact that nC
Hence, (6.16) allows us to conclude that
These properties, equation (6.19) and the continuity of H yield
Similarly, we can show that 
+ o p (1), (6.24) where σ 2 1 is defined in (2.8). Similarly, 
H(s, t)H 12 (s, t) dtds
+H 2 ( n k G − n1 ( k n ) , n k G − n2 ( k n ) ) } +4 √ nC ( k n , k n ) { ∫ n k G − n1 ( k n ) 0 ∫ n k G − n2 ( k n ) 0
− ∫ 1 0 ∫ 1 0
Consequently, using the Cramér-device, we can show that
