Introduction
Singularities of Riemann functions of hyperbolic mixed problems with constant coefficients in a quarter-space have been investigated, for example, by Duff [3] , Deakin [2] , Matsumura [5] and others. In his pioneering work [3] , Duff studied the location and structures of singularities of reflected Riemann functions making use of the stationary phase method. Deakin [2] treated first order hyperbolic systems by the same method. However, it seems that it is difficult to apply the stationary phase method to the study of Riemann functions of more general hyperbolic mixed problems. Matsumura [5] gave an inner estimate of the location of singularities of reflected Riemann functions which correspond to reflected waves making use of the localization method developed by Atiyah, Bott and Carding [1] and Hormander [4] . A localization theorem describing the location of singularities of reflected Riemann functions which correspond to lateral waves was obtained by the author [8] under some restrictive assumptions.
In this paper we shall deal with hyperbolic mixed problems in a quarter-space under more general assumptions and prove a localization theorem describing the location of singularities of reflected Riemann functions which correspond to reflected waves, lateral waves and boundary waves. Tsuji [7] studied the same problem in the cases where ), Bj(%) are homogeneous and obtained similar results. We originally formulated and proved our localization theorem making use of the representations of reflected Riemann functions given in [5] , [8] . However we can give a simpler proof if we use the representation of reflected Riemann functions given in Tsuji [7] . So we shall give our proof using the representation. Now let us state our problems, assumptions and main results. Let R M denote the n-dimensional Euclidean space and S n its real dual space and write x' = (x x , . . . , x n _ t ), x" = (x 2 , . . . , x n ) for the coordinate x = (x lf ..., *") in R-and £' = («i,.», ^-J, r = «2,-», O. V = «2,»., £ n -i) for the dual coordinate { = (^,...5^). The variable x 1 will play the role of "time", the variables x 2 ,.--»x« will pl a Y the role of "space". We shall also denote by R?. the half-space {x = (x' 9 x n ) e R" ; x n > 0} . For differentiation we will use the symbol D = i~1(d/dx l9 .... > 8/Bx n ). Let P = P(£) be a hyperbolic polynomial of order m of n variables £ with respect to S = (l, 0,..., 0)eS M in the sense of Girding, i.e. P°(S)=^0
and P(£ + s9)=£0 when f is real and Ims<-y 0 , where P° denotes the principal part of P. We consider the mixed initial-boundary value problem for the hyperbolic operator P(D) in a quarter-space
3)
Here the ^-(D) are boundary operators with constant coefficients. The number I of boundary conditions will be determined later on. We assume that the hyperplane x n = Q is non-characteristic for P(D). Let us denote by Re ,4 be the real hypersurface {£ eS"; P°(£) = 0} and by r = F(P, $) (aE n ) the component of S n \Re^4 which contains 09 we can denote the roots of P(£', X) = 0 with respect to A by At(^')v--9 ^f(£'X ^iCOv-j ^m-/(^')j which are enumerated so that We remark that
We state the assumptions that we impose on {P, Bj} :
where the PJ(^) are distinct strictly hyperbolic polynomials with respect to & and irreducible over the complex number field C.
(A.
2) The system {P, Bj} is ^-well posed, i.e.
for ^'eS"-1 and where K 0 (^;) denotes the principal part of R(£') defined by (2.6) (see Sakamoto [6] ).
Now we can construct the Riemann function G(x, y) for {P, Bj} which describes the propagation of waves produced by unit impulse given at position y = (Q, y 2 ,--, jO e R+ ( see [6] , [7] ). Write
where E(x) is the fundamental solution represented by
r,e-y 0 B-r. Remark I. The corresponding result for the fundamental solution E(x) was obtained in [1] , i.e.
where the localization P^0 of P at {° is defined by / |<e such that AI^O / )= J U°, and 2p, will be defined by (3.5) .
Using the representations of reflected Riemann functions given in [8] , we originally obtained
-jy/,, ^ 0 for all i/ e F^o, 3) n (%, x S)} "
Remark 3, Tsuji [7] also proved (1.13)-(1.15) in the cases where ) 9 BJ(£,) are homogeneous. The remainder of this paper is organized as follows. In §2 we shall study some properties of the roots A/£'). In §3 the localization of the Lopatinski determinant will be defined and its properties will be studied. In §4 we shall prove the localization theorem (Theorem 1.1). Some examples will be given in §5.
The author would like to express his sincere gratitude to Professor M. Matsumura for many valuable suggestions. §2. Algebraic Considerations and Lopatinski Determinant
Then it is obvious that (2.4) (2.5)
Lemma 2.2 ([6]). Let K be a compact set in S"~l -ir, then there exists
whose convergence is uniform in Kx{t>T K }, where where A K = {t? 9 % eK, t^l}.
Let p(£) be a strictly hyperbolic polynomial with respect to $ and assume that jp°(0, 1)^0, p(f)^0 for ^e3 n -iy 0 B-ir. We consider the real roots of p(£' 9 X) = Q in a neighborhood of <r = £°5 where £°fEE n~1 \ {0} is arbitrarily fixed. Put
where degp = ?n. We can assume without loss of generality that A = 0 is an /-pie root of p°(£°', A) = 0. Therefore we have 
where /I A is a rational number and depends on £°.
Remark. U^O^GoCfl')- We can prove the following lemma in the same way as in Lemma 3.1. Then it follows that r^S Lemma 3.3.
Lemma 3.2. Qgfo') ^ 0 for if e S n~ 1 -iL
(3.6) 6ofa') 9*0 /or ly'eS"-1 -^^'-!^, Remark. We can also prove the above lemma, making use of (2.21) without Seidenberg's lemma. It sufBces to consider the localizations of P at the points £° such that f? = l, f §>0 and ^eReX. When £}^0, sup Pjc %(x -3;) does not intersect the boundary plane x 3 = 0 and, therefore, it is independent of reflection. In fact, when £3^0, we have Here we have assumed that y = (0, 0, y 3 ). This line intersects the hyperplane * 3 = 0 at (x 1 ,x 2 ) = (y 3 /|iT«o'), -{^3/MT« 0/ )). sup Pjc %(x-j;) is included in the half-line defined by the equation This is related to the boundary waves.
Put

