Volatility in stock markets has been extensively studied in the applied finance literature. In this paper, Artificial Neural Network models based on various back propagation algorithms have been constructed to predict volatility in the Indian stock market through volatility of NIFTY returns and volatility of gold returns. This model considers India VIX, CBOE VIX, volatility of crude oil returns (CRUDESDR), volatility of DJIA returns (DJIASDR), volatility of DAX returns (DAXSDR), volatility of Hang Seng returns (HANGSDR) and volatility of Nikkei returns (NIKKEISDR) as predictor variables. Three sets of experiments have been performed over three time periods to judge the effectiveness of the approach.
INTRODUCTION
Volatility in stock markets evokes varying responses from market participants. While some perceive it as opportunity to make money, others perceive it as a threat and start unwinding their positions. While affecting portfolio choice, changes in stock market volatility also gives some idea about the current economic state. In today's globalized environment, increased volatility reflects global uncertainty. Volatility in the stock market as a whole can be due to macroeconomic factors, both internal and external. Examples could be oil price shocks, or increase in rates of interest in the US, or domestic elections. Volatility in individual stocks, on the other hand, can be due to perceived growth prospects of the company or the sector. It could also be triggered by company specific news or policy announcements.
The effects of stock market volatility can be sixfold. First, it enhances the profit making opportunities from intraday trading for spot market traders. Second, it leads to portfolio rebalancing by fund managers. Third, it increases volatility trading in the options market. Fourth, it increases hedging activity in financial markets. Fifth, it does influence policy makers in taking hard decisions as their actions can cause loss of wealth to retail holders. Sixth, it affects capital formation, as volatile markets are not conducive for fresh equity issues in the market.
While the effects of unanticipated announcements by companies, or external macroeconomic events like sovereign defaults, or economy wide policy changes on market volatility cannot be estimated, under normal market conditions, the Black and Scholes options pricing model provides a framework to estimate future volatility. This is denoted by "implied volatility", volatility that is expected to prevail in the near future as implied by the option price. In the spot market, if the expectation is that spot prices are going to fall, players rush to the options market to hedge their positions thus increasing implied volatility.
In the options pricing formula, the options price C C = f(S, K, t, σ, r) where S is the spot price of the underlying, K is the strike price, t is the time to expiry, σ is volatility and r is the rate of interest. In the options market, the players cannot influence S, t or r. K they have to choose themselves. The only two variables that remain are C and σ. If we substitute the value of historic volatility in place of σ, then we will solve for the theoretical options price. If we plug in the value of the actual traded price of the options contract, then we will solve for implied volatility. The latter is an estimate of the actual volatility that is expected to prevail in the next three to four weeks. Thus, actual volatility and implied volatility should move together. The various possible movements between historic volatility and implied volatility has been described in detail in Passarelli (2008) .
In todays globalized environment, with increased financial integration and also enhanced trade in goods and services, volatility in one country spreads to other countries almost immediately. In India, where foreign institutional investors (FIIs) are large players in the stock market, their fund allocation is shaped by macroeconomic conditions in other economies. Thus any macroeconomic event in any part of the world causes reallocation of FII funds, leading to volatility in Indian stock markets.
Generally, when stock market becomes volatile, there is a tendency for gold prices to rise. It is considered to be a safe asset and hence there is a tendency to substitute stocks with gold. Thus volatility in gold prices is also a reflection of volatility in stock markets.
The purpose of this paper is to develop a framework for forecasting volatility in the Indian stock market.
OBJECTIVE OF THE STUDY
The paper proposes an Artificial Neural Network (ANN) framework for forecasting volatility in the Indian stock market. The model has volatility of NIFTY returns and volatility of gold returns as the two outputs. It has India VIX, CBOE VIX, volatility of crude oil returns, volatility of DJIA returns, volatility of DAX returns, volatility of Hang Seng returns and volatility of Nikkei returns as the seven inputs. The objective is to capture the effects of both external and internal shocks on spot market volatility. The advantage of using the ANN framework is that it does not presuppose any linearity in the relationship between the inputs and outputs. Further, it allows for interaction and feedback between the inputs. We do not use lagged values of the outputs as inputs to avoid time dependency and we model external shocks through crude oil market volatility as well as volatility in other financial markets. Internal shocks are assumed to be represented through movements in India VIX.
Accordingly, the plan of the paper is as follows. The ANN framework for our study is described in Section 3. A literature survey is presented in Section 4. The choices of variables are discussed in Section 5. The data and the results of the study are discussed in Section 6 and Section 7 concludes the paper.
METHODLOGY
Artificial Neural Networks (ANN) are effective machine learning tools, that mimic the working nature of the human brain, in order to identify the associative pattern between a set of inputs and outputs. Human brain is a massively interconnected structure of around 10 10 number of basic processing units known as neurons. Similar to this architecture, in ANN, neurons are structured and connected in a hierarchical manner. A distinct input layer and output layer are interlinked (artificial synapses) through a single or multiple hidden layer(s). Strength of each connection between any two neurons is represented by numeric weight value. These weight values actually correspond to the decision boundary obtained by the ANN classifier. When a given set of input and output values of variables under study are presented to a Neural Network as training dataset, weight values are estimated via different learning algorithms. Once the estimated values are stabilized after validation, trained ANN is tested against a test data set to evaluate its predictive power. 
The activation state of the processing unit (A) at any time is a function (usually nonlinear) of I A= g(I)
The output Y from the processing unit is determined by the
An ANN is said to "learn" mapping for a function or a process. Since the topology, the activation function A, and the transfer function h are normally fixed at the time the network is constructed, the only adjustable parameters are the weights w i . Learning means changing the weights adaptively to meet some criterion based on the signals from the output units (nodes). A common training algorithm for ANN is back propagation (a steepest gradient descent method). It minimizes the sum of the squares of the differences between vectors Y and Y d .i.e.,
Where Y represents a vector of outputs of all the output nodes, Y d is a vector of desired outputs, and superscript T stands for standard transpose operation. Many types of ANN models have been proposed during the last two decades to map inputs to outputs. Among them, layered ANN's trained by a back-propagation learning algorithm forms the basis of most common practical applications. Weight and bias matrix associated with the inputs are adjusted/updated by using some learning rule or training algorithm which is non-linear. Based on the general relations in (1) through (3), the outputs from the input layer to the hidden layer and the outputs from the hidden layer to the output layer of the network are, respectively,
and
Where Θ z , and Θ y , are usually sigmoid functions which can be described by the following expression O j =1/ (1+ exp(i j )) (
Where O j is the output of node j and i j is the net-input of node j. Due to its efficacy in parallel processing to mine complex nonlinear patterns, ANN has garnered a lot of attention in pattern recognition literature. Ability to operate in nonparametric environment has given it competitive edge over traditional statistical tools such as regression analysis. 
LITERATURE REVIEW
In this section, we present the two strands of the literature on which this paper is based. The first is application of ANN in various areas of research which reflects the wide range applicability of this tool of analysis. The second is research papers on forecasting volatility in stock markets including those which have applied ANN as a tool of analysis. This information is then used to execute options trading strategies.
THE VARIABLES
Together with our methodology, our paper differs from the existing literature in the choice of inputs and outputs. We do not take lagged values of volatility as the inputs. Further, we allow for two outputs namely volatility of NIFTY returns (NIFTYSDR) and volatility of gold returns (GOLDSDR). To calculate NIFTYSDR, we take 20 day rolling standard deviation, annualized, of NIFTY returns. This is historic volatility and this is one of the variables that we want to predict. The other output is GOLDSDR which is also calculated as 20 day rolling standard deviation of gold returns, annualized.
As inputs we consider India VIX, CBOE VIX, volatility of crude oil returns (CRUDESDR), volatility of DJIA returns Figure 6 where expected volatility in the US seems to go hand in hand with expected volatility in India. That is, global uncertainties affect US implied volatility, which in turn affects implied volatility index in India. There are, however, discrepancies, and hence both enter as inputs in our study. 
RESULTS AND ANALYSIS
In this paper, three experiments have been conducted. In the first experiment, attempt has been made to forecast NIFTY Returns and Gold Returns for first four months of 2015 utilizing the entire daily data on the variables for the years 2013 and 2014 as training data. In experiment two, data for the entire year 2013 and a major part of 2014 has been used as training data to predict NIFTY Returns and Gold Returns for a part of 2014. In the third experiment, the training data for the first experiment has been used to estimate NIFTY Returns and Gold Returns for a past period, year 2008. The latter has been done to examine whether the adopted framework can estimate market volatility of some past period based on the present scenario. This is our way of understanding the nature of the data and also the analytical framework used. It is also a means of validating our approach.
In this paper, two different neural architecture and nine learning algorithms have been adopted. One hidden layer is used while number of hidden neurons has been varied at three levels (20, 30 & 40 respectively) . Hence total number of trials is fifty four (2*9*3). Descriptive statistics of different performance indicators are presented to judge the results critically. Other important specifications of parameters which have been used throughout the ANN modeling process are shown in Table 1 . 
Source: Matlab
For Experiment 2, we have kept the same experimental settings and the results are displayed in the following tables. 
The third experiment that we perform is interesting as we have been employed the data for 2013 and 2014 together as training data to estimate the volatility back in 2008. Tables  14-19 portray the results and the findings are discussed later. Figure 5 , the results are not very surprising. The regression plot in Figure 9 also captures this.
Figure 9 Regression plot of Experiment 3.

Source: MATLAB
In Figures 10, 11 and 12, we portray the performance of the two different neural architectures on test data set.
A comparative analysis of MLFF and CFFN has also been carried out to statistically analyze their performance. Statistical t-test has been conducted on MSE to judge whether their performances are significantly different or not. Table 20 depicts the outcomes. As none of the values of the test statistic are significant, it can be concluded that there is no significant difference in performance among two models. 
CONCLUSION
The purpose of this paper was to examine the efficacy of the ANN framework in predicting volatility in the Indian stock market. We used a multiple input multiple output structure using two different neural architecture and nine learning algorithms. For our experiments, only one hidden layer was used while number of hidden neurons has been varied at three levels (20, 30 & 40 respectively) . Hence total number of trials was fifty four (2*9*3). We conducted our exercise for three different time periods. Our framework could satisfactorily forecast volatility for 2015 using training data for 2013-14. However, the prediction accuracy of the model, trained in present time, has gone down when asked to forecast market volatility back in 2008.
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