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RESUMO
A presente dissertação de mestrado propõe uma aplicação de redes neurais artificiais
(RNA) no problema de detecção e localização de defeitos de alta impedância de um sistema
de distribuição de energia elétrica real com a presença de veículos elétricos (VE). Para isso,
utilizou-se veículos elétricos com seus postos de carregamento e variou-se a curva de recarga
diária dos veículos elétricos com o objetivo de avaliar o impacto nos problemas de detecção
e localização de defeitos de alta impedâncias, na premissa de proteção adaptativa através
da aplicação de RNA. Dentre as curvas existentes na literatura especializada escolheu-se
três, com destaque especial para o tipo de recarga em que se considera o veículo elétrico
tanto na condição de carregamento, quanto na condição de injeção de potência na rede de
distribuição. Além das curvas de recarga, visando aumentar a aplicabilidade do método,
variou-se também os patamares de carga, para a simulação de fluxo de potência via
OpenDSS. Por fim, investigou-se diferentes tipos de topologias de instalação de medidores
inteligentes instalados ao longo do sistema de distribuição de energia elétrica estudado e os
resultados foram analisados através de métricas de avaliação e ferramentas da estatística
descritiva. O estudo de caso considera uma rede elétrica real de uma concessionária de
distribuição brasileira.
Palavras-chave: Falta de alta impedância. Redes neurais artificiais. Veículos elétricos.
Detecção. Localização.
ABSTRACT
The present master’s thesis proposes an application of artificial neural networks in
the problem of detecting and locating high impedance defects in a real electrical energy
distribution system with the presence of electric vehicles. For this, electric vehicles with
their charging stations were used and the daily charging curve of electric vehicles was varied
in order to assess the impact on the problems of detecting and locating high impedance
defects, on the premise of adaptive protection through application of RNA. Among the
curves in the specialized literature, three were chosen, with special emphasis on the type
of recharge in which the electric vehicle is considered, both in the charging condition
and in the condition of power injection in the distribution network. In addition to the
charging curves, in order to increase the applicability of the method, the load levels were
also varied for the simulation of power flow via OpenDSS. Finally, we investigated different
types of topologies for the installation of smart meters installed throughout the electrical
energy distribution system studied and the results were analyzed using evaluation metrics
and descriptive statistics tools. The case study considers a real electrical network from a
Brazilian distribution concessionaire.
Keywords: High impedance fault. Artificial neural network. Electric vehicles. Location.
Detection.
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1 INTRODUÇÃO
Neste primeiro capítulo, além das considerações iniciais, é feita uma revisão biblio-
gráfica acompanhada da apresentação dos motivos que levaram à confecção deste trabalho.
Por fim, também declara-se quais são os objetivos da dissertação.
1.1 CONSIDERAÇÕES INICIAIS
Os sistemas elétricos de potência (SEP) são divididos basicamente em três grandes
segmentos: geração, transmissão e distribuição. Na geração, observa-se a conversão da
energia advinda de uma dada fonte primária para a forma elétrica, destacando-se no Brasil,
a fonte hídrica, responsável por 66.6% da oferta interna nacional (EPE, 2019). De modo
complementar, tem-se as usinas termoelétricas, despachadas pelo Operador Nacional do
Sistema (ONS) no âmbito do Sistema Interligado Nacional (SIN) (SOUZA et al., 2014), a
fim de aumentar a segurança e a confiabilidade no suprimento de eletricidade. Por fim, as
fontes renováveis foram responsáveis no ano de 2018 por 83.3% da oferta interna de energia
elétrica no Brasil (EPE, 2019), destacando-se a energia eólica, principalmente na região
Nordeste, e a fotovoltaica, cujo crescimento da potência fotovoltaica instalada foi cerca de
92% entre os anos de 2017 e 2018 (EPE, 2019). Após a etapa de geração, a energia elétrica
é transportada até os centros consumidores pela rede básica de transmissão do SIN, cujas
tensões estão no intervalo de 230kV a 800kV . Por fim, têm-se o segmento de distribuição
que tem como principal atribuição realizar a entrega de energia elétrica ao consumidor final.
Este serviço público deve ser realizado por concessionárias, permissionárias e autorizadas.
Segundo dados da (ANEEL, 2019), existe um total de 109 agentes autorizados no Brasil.
A maioria dos defeitos em SEP ocorrem no segmento de distribuição (GÖNEN, 2008).
Dentre estes defeitos, pode-se citar um dos grandes desafios para a proteção em sistemas de
distribuição de energia elétrica (SDEE): condutores energizados caídos ao solo. Este tipo de
defeito pode, inclusive, implicar em perdas de vidas humanas devido ao contato acidental
com o cabo caído. Na distribuição, há o agravante disto poder ocorrer em áreas urbanas,
incluindo residenciais. Conforme as características do solo da região em que ocorre a queda
de condutor, pode-se tratar de um defeito de alta impedância e, nesta situação, a detecção
torna-se muito complexa para os equipamentos de proteção convencionais. Portanto,
pesquisas e desenvolvimentos de estratégias e métodos para detecção de defeitos de alta
impedância em redes de distribuição são promissoras e potenciais para a melhoria das
condições de segurança destas redes. A localização do defeito também é uma importante
resposta e requisito de sistemas de proteção, a fim de direcionar de forma efetiva as
operações de reparo, restabelecimento e mitigação dos efeitos adversos de defeitos em
linhas aéreas de distribuição com queda de cabo ao solo.
É importante destacar que o setor de distribuição está intimamente ligado aos
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elétrico, fenômeno decorrente da ruptura do dielétrico de um meio que é isolante (LEITE,
2017). Nesta situação, um defeito em derivação, ou shunt, ocorre quando há o contato
de um condutor energizado com um ponto qualquer fora da linha de distribuição área,
porém, sem o rompimento do cabo. Desta forma, pontos a jusante do defeito continuam
a ser alimentados. Esse tipo de defeito é comum em acidentes envolvendo colisões de
veículos automotores com poste da rede elétrica, em que a estrutura da rede é parcialmente
danificada, provocando o contato de condutores energizados com o solo. Nos defeitos
passivos, o condutor energizado se rompe sem qualquer indicação visual que é comum à
formação de arco elétrico. Ou seja, defeitos passivos são de enorme risco para a população
devido à ausência de arco elétrico e, consequentemente, redução ou ausência de ruído
decorrente do defeito. Além disto, defeitos passivos assemelham-se à abertura de uma
fase, em que não há um indicativo evidente de falha que chame a atenção da distribuidora
quanto ao perfil de tensões e correntes na rede para análise de seus operadores (LEITE,
2017).
Apesar de ser um incidente que ocorre com baixa frequência se comparado com
outros tipos de defeitos, faltas de alta impedância recebem maior preocupação, devido
à dificuldade de detecção e às consequências relacionadas a riscos de lesões e perdas de
vidas humanas. De forma geral, ocorreram 1424 acidentes de origem elétrica em 2018, o
que representa um aumento de 2.67% se comparado com ano anterior (ELETRICIDADE,
2019). Na Figura 2, observa-se que acidentes com mortes na rede de distribuição aérea
ocuparam o primeiro lugar no ano de 2018, com um total de 172 casos. Dentre estes
acidentes, existem aqueles causados por descuido e falta de uso de equipamentos individuais
de proteção por parte de trabalhadores, em sua maioria autônomos, que realizam serviços
de construção e reparo próximos a rede elétrica de distribuição. No entanto, os cabos
caídos ao solo também fazem parte desta categoria e exigem manutenção constante por





métodos eficazes nestas tarefas são promissores. Além disto, a avaliação dos impactos da
presença de V2G nos problemas de detecção e localização dos defeitos citados é importante
para fomentar o desenvolvimento futuro de métodos que sejam capazes de lidar com esta
presença, cuja tendência é ser cada vez mais representativa. Portanto, estes aspectos
serviram como fatores motivacionais para a pesquisa da presente dissertação de mestrado.
1.3 REVISÃO BIBLIOGRÁFICA
Tratando-se de defeitos de alta impedância, a principal característica que se observa
é o pequeno impacto nas correntes da rede elétrica. Os relés convencionais são projetados
para operarem em uma faixa de correntes de pick-up bem maiores do que a corrente de
um defeito de alta impedância. Assim, técnicas especialistas em detecção e localização
de defeitos surgiram visando contornar esta limitação por parte dos equipamentos de
proteção convencionais (AUCOIN; RUSSELL, 1987), (GAUTAM; BRAHMA, 2012) e
(SREERAMA; SWARUP, 2017).
Nota-se que diversos fatores dificultam a obtenção da solução do problema descrito.
Com as constantes alterações nas redes elétricas, metodologias de proteção adaptativa
foram desenvolvidas (KEZUNOVIC, 2000) e (XU; CHOW, 2006). Com o aumento
do uso da geração distribuída, aumenta-se a complexidade da rede elétrica e com a
possibilidade do consumidor injetar o excedente de sua produção no sistema de distribuição,
altera-se de forma significativa o planejamento, operação e manutenção da distribuidora.
Por si só, a inserção da geração distribuída no SEP transforma o sistema elétrico, que
conservadoramente tem topologia radial, para uma topologia em anel com mais de um
sentido de corrente (SOUZA, 2012). Dessa forma, nota-se claramente uma alteração na
rede de distribuição e a proteção adaptativa é vista como um dos principais métodos para
solucionar este problema (KEZUNOVIC, 2009), (KEZUNOVIC, 2011) e (HE et al., 2016).
Entre as técnicas inteligentes de proteção adaptativa, pode-se citar Algoritmos Genéticos
(AG) (ALVES; MACHADO; BERGÊ, 2010; PUJIANTARA et al., 2016), Lógica Nebulosa
(MUSIEROWICZ et al., 2005; ANGGRIAWAN et al., 2019) e Redes Neurais Artificiais
(MICHALIK et al., 2006), (KEZUNOVIC; VASILIC, 2001) e (DARYANI; KARKEVANDI;
USTA, 2019).
Há um interesse significativo pela utilização de redes neurais artificiais com o
intuito de detecção e localização de defeitos em geral e, de forma mais especifica, de
defeitos de alta impedância. Estas aplicações datam de desde a década de 1950, porém,
à época, faltavam avanços que possibilitassem às RNA alcançarem sua potencialidade
atual. Basicamente, o que proporcionou a explosão da utilização de modelos baseados no
cérebro humano foi uma confluência de dois fatores: i) o anseio dos gamers por poder
computacional, que criou as placas de processamento gráfico e paralelo, permitindo a
realização de operações matemáticas com grandes vetores e matrizes em tempos reduzidos;
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ii) Big Data, ou seja, um grande volume de dados gerado em alta velocidade e com enorme
variedade, proporcionando a construção de modelos cada vez mais precisos. Desta forma,
observa-se o substrato perfeito para o crescimento dos modelos de machine learning, o
que foi observado na grande aplicabilidade destas técnicas nos últimos anos (ACADEMY,
2019).
Apesar da gama de aplicações de RNA, esta ferramenta já passou por períodos de
baixo interesse, sendo até mesmo comparada com pseudociência. Um dos primeiros passos
foi em 1943, onde o neurofisiologista Warren McCulloch e o matemático Walter Pitts
escreveram um artigo explicando o funcionamento dos neurônios, baseando-se em uma
experiência com circuitos elétricos (ACADEMY, 2019). Já em 1958, Frank Rosenblatt
criou o Perceptron, um algoritmo especializado em reconhecimento de padrões que tinha
uma RNA com duas camadas. Após isto, as RNA avançaram até meados de 1959,
porém, a expectativa otimista quanto ao potencial de aplicação foi frustrada nas décadas
seguintes, reduzindo o nível de investimentos e provocando o período denominado AI
Winter (ACADEMY, 2019). Este período durou até 1982, onde o interesse pelas RNAs foi
liderado por cientistas como John Hopfield que, com uma abordagem matemática, priorizou
a criação de dispositivos úteis para a sociedade. No entanto, um grande crescimento de
fato ocorreu a partir dos anos 2000, devido ao surgimento das placas gráficas e do Big
data. Na Figura 5, observa-se os marcos do desenvolvimento das RNA, sendo os principais
marcos (ACADEMY, 2019):
1943 O neurofisiologista Warren McCulloch e o matemático Walter Pitts criam um modelo
de RNA baseado em circuitos elétricos;
1958 Frank Rosenblatt cria o Perceptron, um algoritmo especialista em reconhecimento
de padrões;
1959 Bernard Widrow e Marcian Hoff desenvolveram o modelo de múltiplos elementos
adaptativos linear, especialista em reconhecimento de padrões binários;
1969 Marvin Minsky e Seymour Papert provam que um único Perceptron não é capaz de
aprender características de uma função XOR;
1986 As redes neurais artificiais de várias camadas foram desenvolvidas;
1995 Corinna Cortes e Vladimir Vapnik publicam um artigo sobre Support-Vector
Networks, metodologia que auxiliou na evolução da classificação de modelos bi-
nários;
2006 A aprendizagem profunda ganha popularidade após o artigo de dois cientistas
renomados na área, Geoffrey Hinton e Ruslan Salakhutdinov.
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rede real, sob o ponto de vista da baixa tensão, ou seja, de unidades residenciais. Já em
(SALAMA et al., 2019), analisa-se quais são os efeitos para o sistema de distribuição de
diferentes patamares de penetração e tipos de operação de veículos elétricos. Seguindo, em
(CHITNIS; PANDIT; SHAIKH, 2018), aplica-se RNA para estimar nível de carregamento
de uma bateria de VE. Reforçando a importância que os VEs podem ter para sistemas
de distribuição futuros, em (MAHMUD; HOSSAIN; RAVISHANKAR, 2018), um VE é
utilizado para controle da curva de carga. Por fim, em (NAGESHRAO; JACOB; WIL-
KINS, 2017), otimiza-se a recarga de veículos elétricos em rede de distribuição, através da
aplicação de RNA para previsão da curva de carga do dia seguinte.
1.4 OBJETIVOS
O presente trabalho propõe uma aplicação de sistema inteligente via redes neurais
artificiais ao problema de detecção e localização de defeitos de alta impedância em uma
rede real de uma concessionária brasileira, incluindo a presença de veículos elétricos e
postos de carregamento. A aplicação leva em conta diferentes patamares de carregamento
e curvas típicas de recarga de veículos elétricos para a realização de análises de defeito
via fluxo de potência. Para estas simulações, utiliza-se o software recomendado pela
Agência Nacional de Energia Elétrica (ANEEL) para estudos em redes de distribuição.
Por fim, investiga-se o desempenho da aplicação para diferentes estratégias de alocação de
medidores na rede elétrica de distribuição. Mais especificamente, os principais objetivos
são:
• Modelagem e análise de defeitos de alta impedância em um sistema real de distribuição
de uma concessionária brasileira utilizando o modelo de análise de redes OpenDSS,
recomendado pela ANEEL;
• Investigar estratégias para o problema de detecção e localização de defeitos de alta
impedância em rede de distribuição através de RNA, envolvendo as variáveis da rede
real a serem utilizadas;
• Investigar estratégias para o problema de detecção e localização de defeitos de alta
impedância em rede de distribuição através de RNA, envolvendo opções de alocação
de medidores na rede real;
• Investigar o impacto da presença de veículo elétrico com recargas, V2G, direta e
vale, considerando as curvas típicas de carregamento, no problema de detecção e
localização de defeitos de alta impedância na rede real de distribuição utilizada.
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1.5 PUBLICAÇÕES DECORRENTES DO TRABALHO
Os estudos referentes ao tema desta dissertação geraram um trabalho científico
publicado em um congresso internacional:
dos Santos Carvalho, J., de Oliveira, L. W., Borba, B. S. M. C., de Oliveira, A.
R., and Dias, B. H. (2019). An expert approach for location of high impedance faults in
electrical distribution systems with electric vehicles. 13th Latin-American Congress on
Electricity Generation and Transmission - CLAGTEE 2019.
1.6 ESTRUTURA DO TRABALHO
O presente trabalho apresenta um total de seis capítulos, sendo o primeiro capítulo
introdutório. No segundo capítulo, faz-se uma retomada histórica sobre redes neurais
artificiais, sendo descritos processo de aprendizagem e interação entre elementos. Já o
terceiro capítulo é dedicado aos veículos elétricos, envolvendo desenvolvimento mundial,
tecnologias de recarga, principais propriedades e impactos em sistemas de distribuição. O
quarto capítulo mostra a metodologia utilizada nas simulações feitas. Já o quinto capítulo
mostra os resultados encontrados e discute-se alguns pontos importantes e apresenta-se
algumas interpretações dos resultados. Por fim, no capítulo 6, tem-se um resumo geral do
trabalho seguido da discussão dos resultados de forma geral. Além disso, neste capítulo
apresenta-se quais são as propostas de trabalhos futuros.
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2 REDES NEURAIS ARTIFICIAIS
A história das redes neurais artificiais é antiga como já dito na seção 1.3 e cheia
de altos e baixos. Tanto que, por questões de marketing, após os períodos de baixo
interesse e descrença no assunto o nome teve que ser alterado. Assim, nomes como
Machine Learning e inteligência artificial foram utilizados dependendo da época, porém
vale salientar que os termos não são sinônimos. Outro embate importante que marca
a história da inteligência artificial é a batalha ideológica que busca dar significado ao
assunto Machine Learning. Uma vertente entende que inteligência esta intimamente
ligado com a resolução de equações matemáticas e demonstração de teoremas. Dentre
os resultados advindos dessa direção pode-se citar o solucionador de problemas gerais
que, em suma, é capaz de solucionar qualquer problema que seja simbólico e formalizado.
Pode-se citar alguns exemplos como, jogo do xadrez e resolução de problemas de geometria
(PSR, 2019; TEIXEIRA; GONZALES, 1983). Por outro lado, tem-se a vertente que
entende como inteligência a capacidade de emular o cérebro humano, por isso o nome
redes neurais artificiais. O primeiro passo da evolução dessa direção aconteceu com o
desenvolvimento do Perceptron, uma RNA de camada única capaz de tomar decisões
baseado em evidências (ACADEMY, 2019; PSR, 2019). As duas primeiras abordagens das
duas vertentes falharam e culminaram no que ficou conhecido como inverno da inteligência
artificial. A primeira, era capaz de solucionar equações e demonstrar teoremas, no entanto,
não era capaz de reconhecer objetos simples o que diminuiu o interesse pela tecnologia. A
segunda, tinha capacidade limitada de tomar decisões sendo que um enorme tempo deveria
ser desprendido para a solução de uma tarefa extremamente simples. Esse comportamento
arrefeceu também o interesse pelo o Perceptron.
2.1 ASPECTOS BÁSICOS
O neurônio é a parte mais básica do sistema nervoso humano. É através dele que
ocorre a transmissão de informações o que de forma simples culmina em características
como, capacidade de comunicação, alta curva de aprendizagem e reconhecimento de
padrões através do processamento de sinais. Observa-se que o cérebro humano é formado
por bilhões de neurônios conectados entre si, o que confere capacidade de aprendizagem
enorme a qualquer ser humano. Atividades como reconhecimento de dígitos são realizadas
com enorme maestria e num tempo mínimo, no entanto, essa facilidade é enganosa e as
tarefas que são realizadas no centro do sistema nervoso são extremamente complexas.
Essa falsa percepção de facilidade é consequência do fato que todas as etapas necessárias
são realizadas de forma inconsciente e não há nenhum esforço consciente por parte do
ser humano. Assim, vale salientar que o cérebro humano é uma maquina extremamente
adaptada, para realizar funções complexas, que foi moldada através da evolução por
centena de milhões de anos (NIELSEN, 2015).
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Basicamente os neurônios são divididos em três partes fundamentais que podem
ser observadas na Figura 6, corpo celular, axônios e dendritos. Primeiramente, ligados ao
corpo celular estão os dendritos que são responsáveis pela recepção de informações vindas
de outros neurônios. Um pouco mais extenso que os dendritos estão os axônios, que são
responsáveis por transmitir a informação para outros neurônios através de um processo
denominado sinapse (ACADEMY, 2019).
Figura 6 – Neurônio Biológico.
Fonte: (ACADEMY, 2019).
O caminho da informação no neurônio segue uma sequência lógica direcional.
Primeiramente, o sinal elétrico vindo de de sensores biológicos(visão, tato, olfato) chega
pelos dendritos e é encaminhados até o corpo celular onde é processado no núcleo. Logo
após, essa informação é enviada pelo axônio até o outro neurônio. É estabelecido um
limiar de disparo, caso esse sinal elétrico seja superior ao limite ele segue pelo neurônio,
caso contrário o sinal é descartado. O ponto de conexão entre o axônio de um neurônio e
o dendrito de outro é chamado sinapse que tem como principal função controlar o fluxo de
informação.
Com base no neurônio biológico, os pesquisadores desenvolveram um modelo
matemático que é mostrado na Figura 7. Nesse modelo, observa-se que o papel da ligação
entre os neurônio é representada pelas entradas que são denominadas xn onde "n"representa
o número de entradas. De forma semelhante ao componente biológico, observa-se que
a depender das escolhas e das experiências anteriores algumas informações são mais
importantes que as outras, assim, modelou-se a figura do peso sináptico que na Figura 7
tem o nome de wkn. Após essa etapa inicial, tem-se o corpo celular que é divididos em um
somatório seguido de uma função de ativação. Todas as entradas multiplicadas por seus
pesos sinápticos são somadas e encaminhadas até uma função de ativação que tem como
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biológico que forneceu, através de pesquisas sobre seu comportamento, um vasto leque de
possibilidade e aprendizagem.
2.2 FUNÇÃO DE ATIVAÇÃO
O principal objetivo de um função de ativação é adicionar não linearidade ao
processo, assim, permitindo a modelagem de problemas mais complexos que são mais
comuns no mundo real. O processo natural em um neurônio é unidirecional, como já
foi visto. Assim, as entradas são somadas e multiplicadas pelos pesos sinápticos fazendo
assim um combinação linear. O objetivo principal de uma rede neural é encontrar a
melhor configuração de pesos e bias, baseado no erro, que faça com que a saída atenda
aos requisitos da aplicação que estamos desenvolvendo. Assim, observa-se que é desejável
que pequenas mudanças nos pesos produzam pequenas variações na saída facilitando
o processo de aprendizagem, no entanto, não é o que ocorre se a RNA é formada por
apenas perceptrons. Pequenas variações nos pesos podem satisfazer a questões pontuais
da aplicação, no entanto, de forma global pode-se ter um resultado insatisfatório. Dessa
forma, entra em questão a figura da função de ativação que tem como propósito definir
se a informação deve ser considerada ou descartada. Esse processo se da por intervalo
de valores, não importando a amplitude do número que foi recebido. Assim, pequenas
variações nos pesos podem produzir grandes amplitudes que serão tratadas na função de
ativação e traduzidas para representar uma saída no final do processo que ocorre em um
neurônio. Existem diversos tipos de funções de ativação e a escolha depende da aplicação
de RNA que se esteja trabalhando. As principais funções de ativação que são utilizadas
na maioria das aplicações da atualidade são mostradas nas próximas subseções.
2.2.1 Função de Etapa Binária
Dentre as funções de ativação estudadas a Binary Step Function é mais básica e de
simples entendimento, no entanto, não há grande aplicabilidade pois ela não se adequa aos
problemas do mundo real. Basicamente, essa função de ativação define se o neurônio será
ou não ativado baseando-se num limite definido. Esse comportamento é bem semelhante
ao relatado no problema exemplo da seção 2.1. A definição matemática é mostrada na
equação (2.1).
f(xi) = 1 se x ≥ 0
f(xi) = 0 se x ≤ 0
(2.1)
Em que:
xi Neurônio de índice i;
f(xi) Saída do neurônio de índice i.
31
Assim, observa-se que se a aplicação é um classificador binário e que deseja-se dizer
sim ou não para uma determinada classe, a função de ativação em questão é adequada.
No entanto, como já dito a maioria das aplicações são mais complexas e possuem mais
classes para decisão.
2.2.2 Função Linear
De forma semelhante a função de ativação Binary Step Function tem-se a função
linear que é definida como mostrado na (2.2).
f(xi) = xia (2.2)
Em que:
a Constante multiplicativa.
Além de ser uma função de ativação extremamente simples observa-se dois principais
problemas que inviabilizam na maioria dos casos a aplicação da função de ativação linear.
O processo de treinamento de uma rede neural é dependente de derivadas que permite que
o erro decresça a cada época do processo. No entanto, uma característica da função linear
é que sua derivada é constante independente da entrada, assim, não se tem uma decréscimo
do erro e a taxa de aprendizagem não aumenta. Vale dizer que o problema semelhante
ocorre na função de ativação da subseção 2.2.1, no entanto, como é uma constante sua
derivada é sempre nula. Outro importante problema da abordagem linear é que a cada
camada da rede neural há uma transformação linear, no entanto, há uma transformação
linear que liga a entrada na saída sem precisar passar pelas etapas intermediárias, dessa
forma, o processo de aprendizagem fica prejudicado.
2.2.3 Função Sigmoide
Com uma maior aplicabilidade em relação as outras duas funções anteriores, a
função sigmoide apresenta uma característica interessante que a diferencia e aumenta seu
uso, a não linearidade. Definida através da equação (2.3), observa-se que uma propriedade
desta função é que sua saída se encaixa no intervalo entre 0 e 1. Além disso, nota-se
que de forma contrária às duas funções anteriormente apresentadas não há problemas
com diferenciação, pois, a função é contínua e diferenciável, portanto, pode-se atualizar
e há alteração nos pesos a cada iteração do processo de treinamento fazendo com que o
erro calculado pela função de custo diminua. Por outro lado, observa-se outro problema
que ocorre em certas aplicações que o gradiente é extremamente pequeno ou nulo. Esse
problema ocorre em ocasiões em que a função foge do intervalo entre -5 e 5 (FACURE,





A função de ativação softmax é geralmente utilizada em problemas de classificação








K Número total de neurônios.
Ao se analisar a equação (2.6), nota-se que uma saída é dependente de todas as
outras. Além disso, basicamente na (2.6) ocorre a transformação da entrada para valores
entre 0 e 1 e a divisão dessa etapa pela soma de todas as entradas da função, assim,
pode-se interpretar cada resposta da função softmax como probabilidade de uma entrada
pertencer a uma classe em especifico. Dessa forma, nota-se que esse tipo de função é
aplicado geralmente a problemas de classificação onde se pode obter a probabilidade para
diferenciar as classes de cada input do neurônio.
2.3 FUNÇÕES DE PERDA
O problema de treinamento de uma rede neural artificial se aproxima de um
problema de otimização onde se deseja encontrar pesos sinápticos e bias ótimos que
minimizem o erro calculado através de uma função de perda. Esse função basicamente
calcula qual é o erro entre a saída da RNA e o que se espera no conjunto de treinamento.
Dessa forma, pode-se medir de forma eficiente a qualidade do treinamento e encontrar
problemas que possam ocorrer durante essa importante etapa. Para ilustrar pode-se
observar a Figura 10 onde ocorre um problema denominado overfitting. Geralmente esse
problema ocorre quando se modela a RNA com um número excessivo de neurônios na
camada oculta. Assim, a rede neural artificial deixa de aprender durante o processo
de treinamento e torna-se especialista no conjunto de treinamento. Assim, se novos
dados, diferentes dos usados na etapa de treinamento, forem apresentados ao modelo seu
desempenho será insatisfatório, ou seja, a RNA perde sua capacidade de generalização.
Por outro lado, outro problema um pouco menos comum é a falta de ajuste do modelo
aos dados durante o processo de treinamento, denominado underfitting. Esse problema é
mostrado na Figura 10 e ocorre basicamente quando não se escolhe um número épocas
ideal que permita o treinamento ajustado da RNA aos dados. Além disso, esse fenômeno
também pode ocorrer se o número de neurônios na camada oculta não for o suficiente para
o treinamento do modelo, dessa forma, o modelo não é capaz de capturar padrões nos
dados e assim perde a capacidade de generalização. Geralmente, quando ocorre overfitting
uma saída é diminuir o número de épocas do treinamento evitando assim o ajuste excessivo
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n Número de entradas do treinamento;
C Custo calculado pela função;
y Valor real da saída;
y′ Valor da saída.
Um dos problemas dessa função de custo ocorre quando os termos que se quer
otimizar da RNA são definidos de forma aleatória para inicializar o processo. Se essa
escolha faça com que a função de custo fique muito longe do que se é esperado, as derivadas
se tornam muito pequenas e o processo se torna lento (ACADEMY, 2019). Para ilustrar
essa ocorrência, na equação (2.7), define-se um número de entradas igual a 1. Além disso,
sabe-se que o valor da saída pode ser expandido através da equação (2.8).
y′(x1) = σ(wx1 + b) (2.8)
Em que:
σ Função de ativação utilizada;
w Pesos sinápticos;
b Bias.
Por fim, define-se que se caso a entrada for 1 a saída deve ser 0. Dessa forma, ao se
fazer as derivadas parciais em relação aos pesos sinápticos e ao bias, tem-se as expressões
contidas nas equações (2.9) e (2.10).
∂C
∂w










Considerando a função de ativação sigmoide definida na subseção 2.2.3, observa-se
que para valores distantes de 0, que é a nossa saída ideal, a derivada dessa função de
ativação se torna cada vez mais próxima de zero. Dessa forma, as expressões (2.9) e (2.10)
se tornam pequenas e o processo de treinamento se torna lento ou inviável.
2.3.2 Função de Custo Entropia Categórica Cruzada
Primeiramente deve-se entender o que é entropia do ponto de vista da teoria de
Machine Learning e não um fenômeno físico. O conceito foi desenvolvido por um engenheiro
eletricista em 1948 que desejava enviar informações com o menor número de bits. Além
disso, era uma restrição do problema a não perda de informações durante o processo. De
forma qualitativa, pode-se definir como entropia a taxa média de informação produzida
num processo estocástico. Assim, como exemplo, considerando o lançamento de uma
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moeda viciada com 99% de chance de cair cara e 1% de chance de cair coroa, a taxa de
informação pode ser calculada para as duas situações através da expressão (2.11). Assim,
para o caso da cara, o resultado seria 0.0144 bits. Por outro lado, no caso da coroa a taxa
de informação seria 6.64 bits. O resultado é o esperado porque o fenômeno de lançamento
de moeda ser coroa é menos provável nessa ocasião, dessa forma, quando ocorre fornece
mais informação (THOMAS, 2019).
T = − log2(P (i)) (2.11)
Em que:
T Taxa de informação;
P (i) Probabilidade do evento i ocorrer.
No entanto, entropia é a taxa média de informação, dessa forma, deve-se calcular o





P (i) log2(P (i)) (2.12)
Em que:
E Entropia.
Considerando a aplicação em que se necessita a classificação de várias classes que é
a situação em que é mais utilizada essa função de custo futuro. Além disso, se a função
de ativação softmax for utilizada a saída da última camada será a probabilidade de se
pertencer a determinada classe, dessa forma, substituindo essa informação na expressão






No entanto, do ponto de vista de Machine Learning para o treinamento da RNA,
deve-se ter uma função de custo que compare o real do previsto. Dessa forma, define-se
a função de custo entropia cruzada que tem a forma da equação (2.14) (CODE, 2019).
Assim, observando a equação (2.14), nota-se que idealmente o termo dentro do logaritmo
seria y(xi), no entanto, como é um processo de treinamento e há um erro e o valor predito








Assim, a função de custo entropia categórica cruzada deve ser utilizada para
problemas de diversas classes onde todas elas são independentes entre si. Geralmente
se utiliza em conjunto na última camada da RNA uma função de ativação softmax,
assim, como essa função de ativação possui soma igual a 1, se a probabilidade de uma
classe aumentar as restantes devem necessariamente diminuir, facilitando o processo de
treinamento e aumentando a eficiência da rede neural artificial.
2.3.3 Função de Custo de Entropia Binária Cruzada
No caso do problema de duas classes, tem-se uma situação particular da função de
custo de entropia categórica cruzada. Nesse caso, é verdade a expressão
y(x1) = 1 − y(x2) (2.15)
Assim, a expressão (2.14), após simplificações torna-se igual a (2.16).
C = −y(x1) log2(y
′(x1)) − (1 − y(x1)) log2(1 − y
′(x1)) (2.16)
De forma a comprovar a vantagem das função de custo futuro de entropia cruzada
em relação a função de erro quadrático médio, primeiramente deve-se derivar a expressão
(2.16) em relação aos pesos sinápticos e ao bias. Além disso, deve-se levar em conta a
equação (2.8) e definir como função de ativação para essa explanação a sigmoide, assim,




= xi(σ(wxi + b) − y(x1)) (2.17)
Dessa forma, ao se observar a expressão (2.17) nota-se que a derivada é controlada
basicamente pelo termo σ(wxi +b)−y(x1) que nada mais é que o erro. Assim, quanto maior
o erro, maior é a derivada o que aumentando a velocidade de aprendizagem. Assim, observa-
se a vantagem desse métodos de entropia cruzada em relação ao de erro quadrático médio.
A aplicabilidade da função de custo de entropia binária cruzada é diversa, no entanto, pode-
se citar como problemas principais aqueles em que se tenha duas classes independentes
apenas ou problemas denominados multi-label como por exemplo a identificação de objetos
numa foto.
2.4 OTIMIZADORES
Definida a função de custo que serve para verificar o andamento e qualidade do
treinamento, além de ser importante na atualização dos componentes da RNA a cada época.








do processo de aprendizagem (ROMAGUERA, 2017). Assim, tem-se o otimizador que é



















vit Média móvel do gradiente ao quadrado na iteração t do neurônio i;
wit Peso na iteração t do neurônio i;
ε Constante para evitar denominador igual a zero.
Observa-se na equação (2.22) um acumulador de gradientes. Dessa forma, se
um recurso é muito frequente, ao verificar conjuntamente as equações (2.22) e (2.23),
tem-se taxas de aprendizado baixas. Por outro lado, se os recursos ocorrem em pequenas
frequências, tem-se altas taxas de aprendizagem. Além disso, observa-se que com esse
otimizador foge-se de mínimos locais porque quando tem-se um baixo gradiente observa-
se que a taxa de aprendizagem torna-se grande o que provoca a saída do processo de
aprendizagem daquele mínimo local auxiliando no processo de aprendizagem. No entanto,
observa-se que o algoritmo diminui agressivamente a taxa de aprendizagem para um
denominador grande, assim, após algumas épocas os parâmetros que mais aparecem terão
incrementos bem pequenos dificultando o processo de aprendizagem.
2.4.5 RMSProp
Visando corrigir o problema do otimizador AdaGrad, procura-se reduzir o incre-
mento de vit de forma a diminuir a consequência da baixa taxa de aprendizagem para
parâmetros frequentes. Para isso, adiciona-se um fator de frenagem β que é apresentado
nas equações (2.24) e (2.25) a atualização do método.
vit = βv
i
















β Fator de frenagem.
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2.4.6 Adam
Adam é um acrônimo de adaptive moment estimation e surgiu como uma junção
dos métodos apresentados anteriormente. De forma semelhante ao gradiente descendente
estocástico com momentum o Adam não depende do gradiente somente no momento atual.
Assim, tem-se uma espécie de memória que auxilia o otimizador a fugir dos mínimos locais.
Primeiramente proposto por (KINGMA; BA, 2014), de forma semelhante ao RMSProp
tem-se uma média cumulativa dos gradientes ao quadrado. Além disso, armazena-se
também uma média semelhante dos gradientes. Por fim, para evitar o problema com os
recursos mais frequentes adiciona-se um fator de frenagem nas equações, evitando que
parâmetros que mais ocorrem tenham taxa de aprendizado muito baixo nas épocas finais.
A atualização do método é apresentada nas equações (2.26) - (2.30).
mit = β1m
i






























βt1 Primeiro fator de frenagem elevado à iteração t;
βt2 Segundo fator de frenagem elevado à iteração t;
mit Média móvel do gradiente na iteração t do neurônio i;
m̂it Média móvel do gradiente corrigida na iteração t do neurônio i
v̂it Média móvel do gradiente ao quadrado corrigida na iteração t do neurônio i.
Observa-se que as equações (2.28) e (2.29) apresentam uma correção de viés. Essa
correção é necessária porque, mit e v
i
t são iniciados como vetores de zero e, dessa forma,
nota-se que no início do processo ocorre uma tendência desses valores continuarem iguais a
zero, o que não é viável já que eles que permitem a convergência do método. Por fim, tem-se
na Figura 19 a comparação entre alguns métodos de otimização apresentados até aqui.
Nota-se que geralmente o otimizador Adam é a melhor escolha na maioria das aplicações.
No entanto, há diversas pesquisas que estão sendo feitas na fronteira do conhecimento






for um classificador. Além disso, observa-se que a matriz é dividida em valores preditos
e reais e, dessa forma, observa-se a quantidade de acertos e de que forma a RNA esta
acertando as classes. Observa-se que com essas informações pode-se inferir interpretações
importantes do modelo. Por exemplo, em um classificador que se tenha como objetivo
classificar se um paciente esta doente ou não, é importante verificar a matriz de confusão
porque pode-se ter algumas métricas de avaliação satisfatórias, no entanto, ao verificar-se
a matriz de confusão observa-se que o modelo esta acertando mais casos em que o paciente
não esta doente e errando casos que a pessoa está enferma. Assim, é importante um
conhecimento prévio das métricas de avaliação e a que melhor se adequa ao modelo para
não se ter inferências enganosas. Um exemplo de matriz confusão é mostrado na Tabela 2.






Fonte: Elaborada pelo autor (2020).
Em que:
V N Verdadeiro Negativo;




Uma das métricas mais utilizadas nos modelos de RNA é a acurácia. Basicamente,
a interpretação qualitativa dessa métrica de avaliação é de todas as amostras de teste que
o RNA foi exposto, quantas a rede neural artificial classificou corretamente.
Acuracia =
V P + V N
V P + V N + FP + FN
(2.31)
Observa-se que é importante atentar-se para conjuntos desbalanceados no cálculo
da acurácia. Por exemplo em casos em que deseja-se classificar uma transação como
fraudulenta ou não. Observa-se que o conjunto é desbalanceado porque é sabido que
casos de fraudes são incomuns se comparados com todos os casos possíveis. Assim, se
hipoteticamente existem 280000 casos legais e 2000 fraudulentos, nota-se que a acurácia
seria de 99.3% caso o modelo classifique todos os casos como legais (BORBA, 2019). Assim,
observa-se que apesar da acurácia mostrar um bom desempenho para o modelo, observa-se
que a RNA falha em detectar fraudes. Na matriz confusão do exemplo de classificação de
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fraudes mostrada na Tabela 3 observa-se que uma situação considerada positiva é aquela
que ocorreu a fraude, por outro lado, negativo é uma situação legal, ou seja, não ocorre a
fraude.







Fonte: Elaborada pelo autor (2020).
Seguindo, tem-se duas métricas de avaliação que mostram qual é o desempenho do
classificador para cada classe. Primeiramente, tem-se a sensibilidade mostrada na equação
(2.32). Resumidamente, uma interpretação qualitativa dessa métrica é que ela mostra dos
exemplos positivos quantos foram classificados corretamente.
Sensibilidade =
V P
V P + FN
(2.32)
De forma análoga, tem-se a Especificidade que exibe um número que representa a
porcentagem das amostras negativas que foram classificadas corretamente. Essa métrica é
mostrada na expressão (2.33).
Especificidade =
V N
V N + FP
(2.33)
Assim, para contornar o problema de conjuntos desbalanceados, pode-se definir
uma nova métrica denominada Acurácia balanceada que é baseada na sensibilidade e na




(Especificidade + Sensibilidade) (2.34)
Assim, no exemplo da matriz de confusão mostrada na Tabela 3, a acurácia
balanceada calculada através de (2.34) é igual a 25% o que é bem mais compatível com o
mostrado na matriz de confusão do exemplo.
2.6.3 Precisão
A precisão é uma outra métrica de avaliação da RNA que é comumente utilizada
quando se tem um alto custo para os falsos positivos. Em um exemplo hipotético, em
situações de análise de exames médicos os classificadores devem, além de tudo, uma
alta precisão. Se por acaso um paciente seja classificado com uma doença que não tem,
53
pode-se iniciar um tratamento não necessário trazendo prejuízos onerosos e para a saúde da
pessoa. Por isso, nessa situações os classificadores são extremamente precisos e redundância
são adicionadas. No caso da detecção de defeitos em sistemas de distribuição, caso o
classificador tenha uma baixa precisão, observa-se que a distribuidora terá prejuízos em
mandar um equipe para solucionar um curto-circuito que não existiu. A expressão para a
precisão é mostrada na equação (2.35).
P =
V P




De forma semelhante ao o que ocorre na acurácia, deve-se atentar para a interpreta-
ção do resultado da precisão para conjuntos desequilibrados. Além disso, para problemas
com diversas classes, deve-se procurar métricas para apresentar qual o desempenho global
da RNA. Assim, pode-se definir a Micro-average da precisão através da equação (2.36).
Micro − average =
V P1 + V P2 + ... + V Pm
V P1 + V P2 + ... + V Pm + FP1 + FP2 + ... + FPm
(2.36)
Em que:
V P1 Verdadeiro Positivo da Classe 1;
V P2 Verdadeiro Positivo da Classe 2;
V Pm Verdadeiro Positivo da Classe m;
FP1 Falso Positivo da Classe 1;
FP2 Falso Positivo da Classe 2;
FPm Falso Positivo da Classe m;
Por outro lado, a Macro-average da precisão tem um caráter mais global e leva em
conta a precisão calculada individualmente para cada classe, como mostrado na expressão
(2.37).
Macro − average =




m Número de classes;
P1 Precisão da Classe 1;
P2 Precisão da Classe 2;
Pm Precisão da Classe m.
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Portanto, considerando que tenha-se um classificador desequilibrado com quatro
classes que os resultados são (PYTHIEST, 2017):
Classe A V P1 = 1 e FP1 = 2
Classe B V P2 = 10 e FP2 = 90
Classe C V P3 = 1 e FP3 = 1
Classe D V P4 = 1 e FP4 = 1
Em que:
V P3 Verdadeiro Positivo da Classe 3;
V P4 Verdadeiro Positivo da Classe 4;
FP3 Falso Positivo da Classe 3;
FP4 Falso Positivo da Classe 4.
Usando as expressões (2.36) e (2.37) pode-se calcular a macro e micro média para
essa situação, sendo respectivamente 0.4 e 0.123. Observa-se que as amostras da Classe B
são a maioria no conjunto de teste, no entanto, utilizando a expressão (2.35) nota-se que
sua precisão é de apenas 0.1. Por outro lado, as outras classes tem uma precisão igual a
0.5. Assim, verifica-se que a Macro-average apresenta um resultado enganoso porque as
classes que tem precisão igual a 0.5 aumentam a precisão global, no entanto, os dados mais
representativos estão na Classe B que tem uma precisão baixa. Por outro lado, nota-se
que Micro-average é sensível a essa baixa precisão do conjunto de dados que tem o maior
número de amostras, dessa forma, na maioria das aplicações com classes desbalanceadas
utiliza-se a micro média (PYTHIEST, 2017).
2.6.4 Recall
De forma semelhante a precisão, tem-se o Recall. Essa métrica deve ser selecionada
quando se tem um alto custo dos falsos negativos, como foi o exemplo das transações
fraudulentas anteriormente abordado. Observa-se que uma transação fraudulenta real for
predita como não fraudulenta, as consequências para a instituição financeira podem ser
muito sérias. Outro exemplo seria no caso em que se usa dados geológicos para prever o
rompimento de uma barragem através de uma rede neural artificial. Se hipoteticamente a
rede classificar uma situação de emergência que necessita de evacuação como uma situação
normal, os danos para a população serão catastróficos. A métrica Recall é apresentada na
equação (2.38) . Qualitativamente o recall informa a quantidade de acertos o modelo teve
daquelas amostras que realmente pertenciam a uma classe em especifico.
R =
V P





Além disso, uma discussão semelhante ao o que ocorreu na precisão para encontrar
uma métrica global para um modelo com diversas classes pode ser realizada para o Recall.
As equações da Micro-average e Macro-average são apresentadas nas expressões (2.39) e
(2.40) respectivamente.
Micro − average =
V P1 + V P2 + ... + V Pm
V P1 + V P2 + ... + V Pm + FN1 + FN2 + ... + FNm
(2.39)
Em que:
FN1 Falso Negativo da Classe 1;
FN2 Falso Negativo da Classe 2;
FNm Falso Negativo da Classe m.
Macro − average =




R1 Recall da Classe 1;
R2 Recall da Classe 2;
Rm Recall da Classe m;
2.6.5 F1
Por fim, tem-se uma métrica que apresenta uma junção entre precisão e recall.
O F1 é importante e substitui a acurácia quando se tem dados do conjunto de teste
desequilibrados. Além disso, para todas as aplicações essa métrica de avaliação fornece
uma forma de avaliar conjuntamente a precisão e o recall através de um único número,
o que é vantajoso para problemas com diversas classes. Vale salientar que pela equação
(2.41) observa-se que o F1 é uma métrica que é mais afetada pelos baixos valores, assim,







Neste capítulo é feita uma retomada histórica sobre veículos elétricos. Além disso,
pontua-se as principais características dos tipos de recarga mais importantes da atualidade.
Por fim, pontua-se os impactos conhecidos dos VE no sistema de distribuição.
3.1 HISTÓRIA DOS VEÍCULOS ELÉTRICOS
A história dos veículos elétricos apresenta uma dependência profunda com o
desenvolvimento das tecnologias de armazenamento de energia elétrica, afinal, esse é
um dos componentes mais importantes do VE. Observa-se que as primeiras baterias
utilizadas em veículos elétricos tinham como componentes químicos chumbo e ácido e
foram desenvolvidas em 1859 por Gaston Planté (BARAN; LEGEY, 2011). Nota-se que as
tecnologias e fábricas de veículos elétricos eram comuns na época, no entanto, a dificuldade
para recarga da bateria do veículo elétrico e sua baixa autonomia fizeram arrefecer um
pouco o ímpeto pelo desenvolvimento da tecnologia. Além disso, em 1885 testou-se e
teve sucesso no grande rival do VE que é o motor de combustão interna. Apesar da
grande concorrência e os entraves proporcionados pela baixa duração ou custo elevado das
tecnologias de armazenamento, entre os anos de 1890 e 1900 duas tecnologias aumentaram
de forma considerável o desempenho geral dos veículos elétricos, a frenagem regenerativa e
o sistema híbrido. A primeira refere-se a capacidade do veículo elétrico de transformar
energia cinética em energia elétrica através dos freios. Dessa forma, pode-se recarregar
as baterias mesmo durante o uso do VE. A outra, observou-se que os veículos movidos a
motores à gasolina tinha uma autonomia e um preço acessível em relação ao VE. Além
disso, a baixa autonomia das baterias em junção da falta de infraestrutura da rede de
distribuição da época provocou o desenvolvimento de um sistema que compartilhava as
vantagens do VE e do motor movido a gasolina. Apesar das desvantagens, pode-se citar
que em 1899 construiu-se um veículo elétrico capaz de atingir a velocidade de 100Km/h,
o que para época era uma velocidade sem precedentes. Além disso, no Brasil a tecnologia
também foi utilizada em uma frota de ônibus no Rio de Janeiro, onde a mídia da época
salientou o baixo ruído e o conforto da tecnologia movida a eletricidade. No entanto, os
VE não foram capazes de superar os motores movidos a gasolina. Observa-se que em
Nova York no ano de 1912 a frota de VE era de 30 mil unidades, no entanto, a frota de
veículos movidos a gasolina era 30 vezes maior (STRUBEN; STERMAN, 2008). Diversos
fatores provocaram o crescimento dos veículos movidos a gasolina na época, no entanto,
pode-se citar, i) capacidade de produção em grande quantidade e com baixo preço; ii)
crescimento das rodovias de grande porte e, dessa forma, necessidade de maior autonomia;
iii) descoberta do petróleo no Texas reduziu o preço da gasolina (BARAN; LEGEY, 2011).
O interesse pelos VE só teve início novamente na década de 1960 quando questões
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ambientais começaram a preocupar a população mundial. Nessa época ainda se tinha
como componente da gasolina o chumbo e não existia catalisadores ou filtros para diminuir
os impactos ambientas causados pela combustão interna dos motores movidos a gasolina.
Além disso, nessa mesma época ocorreram crises no setor de petróleo o que provocou o
aumento dos combustíveis aumentando mais ainda o interesse por VE. No Brasil, esse
novo interesse foi reafirmada pela produção do primeiro veículo elétrico nacional produzido
por uma empresa que já fechou as portas, GURGEL S.A. Furnas Centrais Elétricas S.A.
O VE era denominado Gurgel e tinha uma potência equivalente de 3.2kW e alimentado
por 10 baterias.
Figura 23 – Gurgel.
Fonte: (CARROBRASIL, 2019).
Apesar do declínio dos combustíveis fosseis nessa época, o VE não foi capaz de
firmar sua posição porque ainda não possuía uma tecnologia de armazenamento de energia
elétrica eficiente, além disso, a infraestrutura do sistema de distribuição da época não
fornecia recursos necessárias para uma recarga eficiente.
No entanto, a partir da década de 90 cresceu a preocupação com o meio ambiente
e com os impactos dos combustíveis fósseis nas alterações do clima e na saúde dos seres
humanos com a poluição causada pela queima completa ou incompleta dos derivadas do
petróleo. Um estudo feito pelo congresso dos EUA fez uma estimativa que os danos causados
à qualidade do ar pelos derivados do petróleo usados no transporte público chegariam a
uma ordem de 256 bilhões de dólares (PERES; HORTA; LAMBERT-TORRES, 2002).
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Também em 1992 ocorreu a Conferência das Nações Unidas sobre o Meio Ambiente
e o Desenvolvimento no Rio de Janeiro que um dos temas discutidos foi a introdução
dos veículos híbridos para a redução das emissões de dióxido de carbono global. O
desenvolvimento dos veículos elétricos a partir dai só cresceu e nessa história de crescimento
pode-se citar duas ações tomadas pelo governo dos EUA que alavancaram ainda mais
o interesse pelo assunto. Pensando em diminuir a dependência do país pelo petróleo
produzido em sua maioria no Oriente Médio o governo americano institui o Energy
Independence and Security Act que destina 95 milhões de dólares anuais a pesquisa no
desenvolvimento de tecnologias para os veículos elétricos e na capacitação de pessoas para
atuar nos setor (BARAN; LEGEY, 2011). Outra medida importante que foi um marco
para o desenvolvimento dos veículos elétricos ocorreu em 2009 com a promulgação da Lei
American Clean Energy and Security Act . O documento versava que todas as distribuidoras
do país deveriam apresentar planos para o desenvolvimentos de redes inteligentes com a
inclusão de VE até 2012 (BARAN; LEGEY, 2011).
Em 2019 o estado da arte dos veículos elétricos é a picape elétrica lançada pela
Tesla mostrada na Figura 24. Com uma capacidade de 250kW , cerca de 80 vezes mais
capacidade que o nosso Gurgel, o VE pode alcançar a autonomia de 800km e tem previsão
de lançamento em 2021 (NAKAGAWA, 2019).
Figura 24 – Tesla Cybertruck.
Fonte: (NAKAGAWA, 2019).
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3.2 ESTRATÉGIAS DE RECARGA DE VEÍCULOS ELÉTRICOS
Observa-se diversas vantagens dos veículos elétricos em relação aos equipamentos
movidos a combustão tradicional. Além do fato da preocupação com o meio ambiente
devido a alta taxa de emissão de poluentes na atmosfera dos veículos tradicionais, nota-se
que os VE apresentam um menor nível de complexidade na manutenção. No entanto,
salienta-se que para isso deve-se investir na mão de obra especializada para a manutenção
de VE. Além disso, observa-se também uma maior eficiência, que geralmente ultrapassa a
marca de 90% nos VE. Por fim, sabe-se também que o nível de ruído e vibração é baixo em
relação aos veículos movidos a combustíveis tradicionais. Esse fato trás um maior conforto
e bem estar para o usuário que é traduzido em uma maior qualidade de vida. Apesar de
todas essas vantagens deve-se investir em infraestrutura da rede elétrica de distribuição
para um aumento confiável e seguro da inserção de VE. Nota-se que o aumento da frota
pode causar impactos significativos nos índices de qualidade e confiabilidade da rede
elétrica. Além disso, a recarga dos VE causam um impacto significativo nas estratégicas
de proteção que devem ser reformuladas. Estes fatos ocorrem devido às características
do tipo de recarga escolhido do VE. Basicamente, existem duas grandes classes que são
(BREMERMANN, 2014): carregamento controlado e carregamento sem controle.
3.2.1 Carregamento sem controle
Observa-se que o carregamento de VE sem controle ocorre quando há conexão do
veículo elétrico na rede de distribuição a qualquer hora, não importando os parâmetros de
segurança e confiabilidade da rede elétrica. Esse tipo de recarga, o carregamento ocorre
desde o momento que acontece a conexão até quando o usuário deseja. Não há uma
garantia de recarga completa da bateria, porque quem decide o momento de parada é o
usuário e sua necessidade. Nota-se que a tarifa de energia elétrica não é considerada, assim,
não há nenhum tipo de ajuste à curva de carga, podendo ocorrer o carregamento do veículo
elétrico no horário que a rede elétrica está com um maior consumo de energia, ou seja, no
horário de ponta. Além disso, não há restrições de segurança para os equipamentos que
participam do carregamento, o que pode causar danos severos a rede elétrica. Observa-se
que se há uma recarga sem controle nenhum de vários usuários, os índices de confiabilidade
e segurança serão afetados drasticamente. Por fim, observa-se que usando estratégias de
recarga descontroladas, há um impacto direto sobre a variação de carga. Com isso, nota-se
o envelhecimento prematuro de componentes da rede elétrica, além do aumento das perdas
técnicas que são àquelas associadas ao efeito Joule.
3.2.1.1 Recarga direta
A estratégia de recarga direta é a mais simples. Observa-se que não há nenhum






3.3 VEÍCULOS ELÉTRICOS NOS SISTEMAS DE DISTRIBUIÇÃO
Com o crescente aumento da inserção de veículos elétricos na frota convencional,
aumenta-se a preocupação com a infraestrutura da rede de distribuição existente para
recarga dos VE. Além disso, é evidente que melhorias e ajustes devem ser feitos. Por exem-
plo, na estratégia de recarga V2G é sabido que ocorre o fluxo bidirecional de corrente, no
entanto, os equipamentos de proteção convencionais instalados nos sistemas de distribuição
em sua maioria são para correntes unidirecionais. Dessa forma, perde-se a radialidade do
sistema o que dificulta extremamente o planejamento e a operação do sistema (DAVOUDI;
CECCHI; AGÜERO, 2016). Apesar de ser evidente que a inserção de VE do tipo V2G
aumenta a confiabilidade do SEP. Assim, é importante investigar como se comporta as
variáveis do sistema de distribuição com a recarga dos veículos elétricos.
3.3.1 Perfil de tensão
Em sistemas de transmissão é informação importante na literatura especializada
o desacoplamento entre potência ativa e tensão. No entanto, devido a características
elétricas dos sistemas de distribuição, o desacoplamento se torna bem menor. Assim, caso
seja necessário recarregar um veículo elétrico em determinada barra, deve-se diminuir a
magnitude de tensão na barra que o VE está presente para possibilitar o fluxo de potência
ativa (ARIOLI, 2016). Na Figura 29, observa-se como se comporta o perfil de tensão
quando se aumenta gradualmente a potência ativa requisitada pelo veículo elétrico durante
a recarga. Vale salientar que para essa simulação utilizou-se uma carregador bifásico
conectado nas fases ’A’ e ’B’. Nota-se que enquanto incrementa-se a potência ativa as fases
’A’ e ’B’ apresentam um decréscimo nas magnitudes das tensões. No entanto, a magnitude
da tensão na fase ’C’ aumenta devido a corrente induzida pelas outras fases no condutor




É importante frisar que a sequência positiva fornece uma representação da parte
equilibrada do sistema estudado. Por outro lado, a sequência negativa mede o desbalanço do
parâmetro, seja ele tensão ou corrente. Por fim, tem a sequência zero que está intimamente
relacionada com o envolvimento do terra. Para transformar de uma sequência A-B-C para
componentes simétricas 0-1-2 tem-se a relação que é mostrada em (3.1). Salienta-se que

















































˙Iabc Correntes em sequência de fase ABC;
˙I012 correntes em sequência de fase 012;
a operador que tem como valor 1∠120◦;
a2 equivale a 1∠ − 120◦;
Existem diversas definições para o desequilíbrio de tensão na literatura especializada,




























∣ Módulo da tensão de sequência positiva.
Observa-se que o alto desequilíbrio de tensão está associado a diversos problemas,
dentre eles, o aumento das perdas técnicas e o aquecimento desproporcional de equipa-
mentos provocando o desgaste excessivo e a necessidade de manutenção fora do período
planejado. Assim, diversos órgãos apresentam limites para esse fenômeno com o intuito
de evitar danos ao sistema de distribuição. Dentre esses limites o mais restritivo é o
do Operador Nacional do Sistema que define que o desequilíbrio não pode ultrapassar
2% (PAULILO, 2013). Com intuito de demonstrar como os veículos elétricos impactam
diretamente no desequilíbrio de tensão, em (ARIOLI, 2016) instalou-se um posto de
recarga de VE em uma barra do sistema de distribuição e, a partir daí, aumentou-se
gradualmente a potência demandada pelo VE e o desequilíbrio de tensão foi calculado




Este capítulo apresenta a metodologia proposta na presente dissertação para
aplicação de redes neurais artificiais aos problemas de detecção e localização de defeitos de
alta impedância em sistema de distribuição de energia elétrica, considerando, inclusive, a
presença de veículos elétricos. Portanto, a aplicabilidade de RNA a problemas complexos
envolvendo SDEE, como o mencionado anteriormente, é explorada tendo em vista sua
capacidade de generalização e reconhecimento de padrões. No entanto, a eficácia desta
capacidade de generalização depende de um conjunto suficiente de amostras de dados
relevantes para a aplicação proposta. Deste modo, questões associadas a esta amostragem
são introduzidas neste capítulo, bem como são apresentados os módulos propostos de
detecção e localização de defeitos. Estes módulos, juntamente com a estratégia de obtenção
de dados amostrais, constituem a metodologia proposta neste trabalho.
4.1 OBTENÇÃO E TRATAMENTO DE DADOS
Haja vista a importância de uma boa amostragem de dados relevantes para a
aplicação proposta, e como não se dispunha de dados práticos ou reais para tal, optou-se
pela geração de dados através de simulações com modelo computacional que representa o
comportamento do sistema em estudo, utilizando o software OpenDSS, que é um programa
recomendado pela ANEEL para a realização de estudos em rede de distribuição (ANEEL,
2014). O software é um programa que permite um vasto número de possibilidades para
simulações de sistemas de energia elétrica, incluindo potencial para simulação de redes
de distribuição com presença de recursos distribuídos. Como característica de destaque,
o OpenDSS comporta a simulação de sistemas elétricos configurados em malha, sendo,
portanto, adequado para análises de redes elétricas com presença de GD e veículos elétricos
com característica de recarga V2G.
Uma característica importante do OpenDSS é a de ser uma plataforma de código
aberto que pode ser expandida de acordo com as necessidades do usuário. Além disto,
apresenta uma característica denominada Component Object Model (COM), que se destaca
em análises de redes elétricas que requerem nível elevado de automatização na simulação.
Assim, o programa pode ser acionado através de outras plataformas como, por exemplo,
Python e Matlab. Aproveitando esta potencialidade, utilizou-se, nesta dissertação, lin-
guagem e ambiente de programação Python para implementação das RNAs, utilizando
bibliotecas específicas, bem como para automatizar as simulações e, desta forma, dar
eficiência ao processo de simulação da metodologia proposta.
Conforme esta metodologia de aplicação, foram realizadas simulações, utilizando
ambiente Python em associação ao OpenDSS, que se organizam em dois grupos:
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Grupo-1 análises em condições operativas normais;
Grupo-2 análises de curto-circuito monofásico do tipo em derivação, do inglês shunt.
Para tanto, alguns parâmetros dos sistemas foram variados durante as simulações
com a finalidade de se construir um banco de dados representativo das características
da rede elétrica, incluindo seu comportamento diante de carregamento de VE. Estes
parâmetros foram:
Carregamento do sistema Nos dois grupos de análise anteriormente citados, a carga
da rede elétrica foi variada, de maneira uniforme entre as barras, de 60% a 140%
dos respectivos valores nominais, com passo de 10%. Este procedimento cobre a
maioria das situações que ocorrem em redes reais de distribuição, onde, dependendo
das características da curva de carga, se excursiona por diversos percentuais durante
o dia.
Localização do defeito Selecionou-se um conjunto representativo de barras de média
tensão da rede elétrica. Destas barras, derivam transformadores de distribuição que
alimentam ramais de baixa tensão que, por sua vez, fornecem energia elétrica para
unidades consumidoras residências e comerciais. Todas as barras de baixa tensão
supridas por estes ramais foram submetidas a condição de curto-circuito, a fim de
gerar o banco de dados.
Presença de veículos elétricos Como um objetivo da dissertação é investigar qual é
o impacto da recarga de VE nos problemas de detecção e localização de defeitos
de alta impedância, simulações com e sem a presença de VE em recarga foram
realizadas. Destaca-se que os postos de recarga de VE foram considerados conectados
a instalações de unidades residenciais alimentadas em baixa tensão.
Tipo de recarga Além da presença de VE, variou-se também o tipo de recarga utilizado.
Assim, pode-se retirar conclusões de como se comporta a rede elétrica quando se
varia o instante na curva de carga em que o VE é recarregado.
Conforme descrito em capítulo anterior, considera-se no presente trabalho estrutura
contextualizada no conceito de medidores inteligentes. Com o objetivo de investigar
o impacto de diferentes estratégias de localização de medidores inteligentes na rede
de distribuição, considera-se quatro estratégias envolvendo: medição no enrolamento
secundário do transformador da subestação; medição no enrolamento primário de um
transformador típico de distribuição em ponto intermediário do alimentador; medição no
primário de um transformador de distribuição localizado no final do alimentador. Desta
forma, as quatro estratégias citadas são:
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Estratégia-1 Medição somente na subestação;
Estratégia-2 Medição na subestação e em ponto intermediário do alimentador de distri-
buição;
Estratégia-3 Medição na subestação e no final do alimentador de distribuição;
Estratégia-4 Medição na subestação, em ponto intermediário e no final do alimentador.
Destaca-se que cada MI apresenta uma aquisição de dados independente dos demais,
em todas as estratégias anteriores. As estratégias e, portanto, o número ótimo de MI, são
avaliadas mediante os módulos de detecção e localização de defeitos de alta impedância, e
comparadas através das métricas apresentadas na seção 2.6. Para determinar a estratégia
ótima com relação aos medidores, a metodologia proposta considera a medição em todos
os pontos (subestação, ponto intermediário e final do alimentador).
As mesmas estratégias anteriores serviram para gerar os cenários de recarga de VE
na rede, ou seja, considerando VE conectado à baixa tensão correspondente a pontos de
média no início, meio e final de alimentador.
Combinando-se os parâmetros anteriores, carregamento do sistema, localização do
defeito, presença de VE e tipo de recarga, com auxílio de um algoritmo desenvolvido em
Python, para a estratégia com medição em todos os pontos, simula-se a rede elétrica no
OpenDSS para cada combinação. Daí, para cada combinação, obtém-se os fasores de tensão
e corrente em componentes de sequência dos três MI, subestação, ponto intermediário e
final de alimentador, tanto para condições operativas normais, quanto para condições de
curto-circuito.
Importante aspecto é que os fasores de tensão e corrente são transformados de
componentes de fase para componentes de sequência, a fim de facilitar o reconhecimento
de padrões pelas RNAs de detecção e localização de defeitos de alta impedância. Isto se
justifica pelo fato de que fasores de tensão e corrente, em componentes de fase, podem
apresentar alterações pouco expressivas durante um defeito de alta impedância, enquanto
que em componentes simétricas, estes fasores podem evidenciar variações e facilitar a
tomada de decisão.
A análise de defeitos monofásicos em derivação, no Grupo-2 de simulações, justifica-
se por este tipo de defeito com envolvimento de terra ser o mais comum em redes aéreas
de distribuição, com uma participação de 70% entre todos os tipos de curto-circuito
(MATOS, 2009). Na Figura 32, observa-se um alimentador contendo um transformador
de subestação (abaixador) e dois outros transformadores abaixadores de distribuição
ao longo do alimentador. Considera-se um defeito em derivação no ponto ’f’, entre os
transformadores de distribuição, com impedância de falta Zf . Como o presente trabalho
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objetiva investigar o comportamento da rede de distribuição mediante defeitos de alta
impedância, considera-se, para todas as simulações, Zf igual a 30Ω.
Figura 32 – Defeito do tipo em derivação.
Fonte: (OLIVEIRA et al., 2016).
A composição dos circuitos de sequência para o cálculo dos parâmetros deste tipo
de curto-circuito é mostrada na Figura 33. Onde Żf na figura representa a impedância de
defeito. Além disto, os parâmetros Ż0, Ż1 e Ż2 representam as impedâncias complexas em
componentes simétricas. Já V̇0, V̇1, V̇2,İ0, İ1 e İ2 são os fasores de tensão e corrente em
componentes de sequência. Por fim, Zbase é a base de impedância do sistema.


































Fonte: Elaborada pelo autor (2020).
Através da equação (4.1) (KINGMA; BA, 2014), pode-se calcular a corrente de
curto-circuito de um defeito monofásico em derivação. Observa-se que quanto maior a
impedância do local em que há o curto-circuito, menor é a corrente e, portanto, maior a

















Icc Corrente de curto-circuito;
Ibase Corrente base.
Para a comprovação que Zf igual a 30Ω define um defeito de alta impedância,
utilizando o mesmo sistema estudado no trabalho, foram aplicados defeitos monofásicos
shunt com impedâncias de defeitos iguais a: 0Ω, 30Ω e 8000Ω. Na tabela 4 é apresentado
as variações percentuais dos resultados para os defeitos com Zf igual a 0Ω e Zf igual a 30Ω
para um período da curva de carga. Além disso, apresenta-se também a mesma análise
para Zf igual a 30Ω e Zf igual a 8000Ω. Observa-se através dos resultados que variando
Zf de 0Ω para 30Ω há uma grande variação percentual dos resultados. Por outro lado,
mudando a impedância de defeito de 30Ω para 8000Ω, a variação percentual não passa de
2%. Assim, comprova-se que Zf igual a 30Ω define um defeito de alta impedância.





































0Ω - 30Ω 0.00016 590.00000 807.40470 0.00027 1214.80000 1149.33850
30Ω - 8000Ω 0 0 1.366200 0 2.000000 1.944800
Fonte: Elaborada pelo autor (2020).
A Figura 34 apresenta um esquema simples, envolvendo três barras de média
tensão, para as simulações visando à obtenção dos dados de amostras de curto-circuito.
Este esquema envolve o sistema de transmissão seguido pela subestação representada
por um transformador abaixador e por um MI instalado no enrolamento de baixa tensão
deste transformador. No alimentador derivado da subestação, tem-se três transformadores
típicos de distribuição que alimentam cargas conectadas na baixa tensão, além de dois MI
nos primários dos dois transformadores de distribuição mais ao final deste alimentador.
Destaca-se que os curtos monofásicos em derivação são aplicados nas barras de baixa
tensão do sistema e que pontos de recarga de VE, quando considerados, conectam-se a
estas barras de baixa.
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CARGA 1 CARGA 2 CARGA 3
Fonte: Elaborada pelo autor (2020).
Por fim, após a obtenção das amostras de dados, faz-se uma análise exploratória,
para garantir que não haja valores não numéricos, pois estes dados comprometem o
desempenho de uma RNA.
Os módulos de detecção e localização de defeitos no âmbito da metodologia proposta
são descritos na sequência. Neste contexto, vale ressaltar, conforme descrito anteriormente,
que ambos os módulos consideram MI em três zonas do alimentador de distribuição, início
(subestação), ponto intermediário e final, a fim de dar suporte à decisão pela melhor
Estratégia, entre as definidas anteriormente.
4.2 MÓDULO DE DETECÇÃO DE DEFEITOS
Basicamente, o módulo de detecção de defeitos tem como função determinar o
estado de operação do sistema de distribuição, a saber: condição operativa normal ou
curto-circuito. É válido mencionar que para defeitos com baixo valor de impedância, a
detecção é uma tarefa mais simples, pois os fasores de tensão e corrente de curto-circuito
são mais bem diferenciados em relação aos de condição normal. No entanto, isto não se
observa para defeitos de alta impedância.
As condições de obtenção de dados, envolvendo curtos na baixa, grupos de análise,
medição e parâmetros como carga, foram descritas no subcapítulo anterior. Observa-se que
uma rede real de distribuição é naturalmente sujeita a um número de condições operativas
normais muito maior do que de condições de curto-circuito, pois as probabilidades de
defeitos são relativamente baixas, em comparação com a probabilidade de operação
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importante devido à diferença entre níveis de tensão e corrente de diferentes zonas
de um alimentador.
Saída A saída foi modelada com um par de valores binários, em que [0, 1] define condição
operativa normal e [1, 0] define condição de defeito.
Destaca-se que cada padrão de entrada tem um padrão de saída correspondente, e
que um padrão corresponde a uma condição específica da rede elétrica, ou seja, a uma
amostra única envolvendo uma dada condição pontual de: i) carregamento; ii) normalidade
ou defeito; iii) localização de defeito se a amostra for de defeito; iv) presença ou não de
VE; v) tipo de recarga em caso de presença de VE; vi) localização de VE em caso de sua
presença. Como o processo de aprendizagem é supervisionado, além das entradas, também
se define a saída esperada da RNA, dada pelo par de valores binários.
De acordo com a metodologia proposta, para cada MI no alimentador sob análise,
define-se uma RNA. Logo, tem-se que:
Nentrada = 12 (4.2)
Nsaida = 2 (4.3)
Em que:
Nentrada Número de neurônios na camada de entrada;
Nsaida Número de neurônios na camada de saída.
O número de neurônios na camada de entrada é igual a ’12’, pois para cada padrão
de entrada, há, conforme Figura 35, três valores para: i) módulo de tensão; ii) ângulo de
fase de tensão; iii) módulo de corrente; iv) ângulo de fase de corrente. Já a saída tem dois
neurônios devido ao par de valores binários escolhido para esta camada.
Como se trata de uma classificação binária, utilizou-se o otimizador Adam em
união com uma função de perda do tipo entropia binária cruzada, ambos disponíveis
em biblioteca do ambiente de programação Python. Além das camadas de entrada e de
saída, deve-se definir o número de camadas ocultas, onde se processam as informações
provenientes da camada de entrada. A correta definição do número de camadas ocultas
para cada aplicação desperta interesse em pesquisas atuais, porém, não há uma regra
que defina de maneira exata como proceder em cada situação. Todavia, de acordo com
alguns trabalhos, é possível aproximar qualquer função com apenas duas camadas ocultas
(OLIVEIRA et al., 2016).
Como outro aspecto limitador do número de camadas ocultas, tem-se que o erro
calculado na saída da RNA é retro-propagado pelas camadas ocultas para a atualização dos
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pesos sinápticos. Portanto, quanto maior o número de camadas ocultas, maior a propagação
de erros (SILVA; OLIVEIRA, 2001). Logo, o presente trabalho optou por utilizar o número
de duas camadas ocultas definido para um aproximador universal (OLIVEIRA et al.,
2016).
Definido o número de camadas, deve-se ainda definir o número de neurônios em cada
camada oculta. Geralmente, este processo é conduzido de forma empírica, porém, alguns
trabalhos sugerem estratégias para esta definição. As equações (4.4) e (4.5) formulam
duas maneiras de se definir o número de nerônios em cada camada oculta (RUFINO, 2017).
Na presente dissertação, optou-se pela equação (4.5), que resulta, para a RNA da Figura
35, em Noculta = 9. Ou seja, as duas camadas ocultas têm nove neurônios, em que cada







(Nentrada + Nsaida) (4.5)
Em que:
Noculta Número de neurônios na camada oculta.
Ademais, de acordo com (RAUL, 2018), para um classificador binário em que se
objetiva classificar eventos mutuamente exclusivos, como condição normal e de defeito,
deve-se utilizar a função de ativação softmax na camada de saída, para melhor adequação
da probabilidade de um padrão pertencer a determinada classe de evento. Desta forma,
como se tem dois neurônios na camada de saída, o de maior valor de probabilidade
determina a classe do padrão de entrada. Este é o motivo de se ter utilizado dois neurônios
na camada de saída, ao invés de apenas um valor binário. Por fim, a rede foi treinada por
30 épocas.
Um esquemático do módulo de detecção em conjunto com a etapa de aquisição
de dados é apresentado na Figura 36. Este fluxograma é válido para um determinado
medidor MIi, ou seja, o respectivo algoritmo é executado para cada medidor inteligente
MIi pertencente a NMI, em que NMI é o conjunto de MI considerados.
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it = it + 1
it = 1
ih ≥ Nh Não
Sim
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ih = ih + 1
ip ≥ Np
Sim



























im = im + 1
Não
ih = 1
Fonte: Elaborada pelo autor (2020).
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Em que:
Np Número de patamares ou níveis de carga do sistema;
Nh Número de períodos;
Ntr Número de tipos de recarga;
Nbs Número de barras da rede secundária de baixa tensão derivadas do barramento
primário BMim, incluindo entre NBM ;
NBM Número de barras de média tensão sob análise.
Conforme fluxograma da Figura 36, o barramento BMim é variado a fim de se
avaliar o impacto de defeitos em diferentes zonas de um alimentador. Além disto, varia-se
a condição operativa entre ausência de VE, ve = 0, e presença de VE na rede, ve = 1, bem




• Recarga no Vale.
Os passos do algoritmo da Figura 36 são descritos na sequência.
Passo-1 Consiste na execução de fluxo de potência, utilizando o OpenDSS, considerando
o sistema em condições normais de operação para cada patamar de carga ip e para
cada período ih.
Passo-2 Armazena os resultados dos fluxos de potência do Passo-1, ou seja, tensões e
correntes em módulo e fase, verificados no ponto de medição de MIi, para o patamar
ip e período ih.
Passo-3 Análise de curto-circuito na barra secundária de baixa tensão ib sob análise que
está diretamente ligada à barra de média tensão BMim selecionada. Esta análise é
feita considerando o patamar de carga ip e período ih.
Passo-4 Armazena os resultados da análise de defeitos do Passo-3, ou seja, tensões
e correntes em módulo e fase, verificados no ponto de medição de MIi, para o
curto-circuito na barra ib, patamar ip e período ih.
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Passo-5 Este passo realiza o processo de treinamento da RNA-detecção para o medidor
MIi, denominada RNAdi , utilizando os dados das análises de condição normal e de
defeito armazenados nos Passos-2 e 4, respectivamente, em conjunto com os padrões
de saída relacionados (condição normal ou defeito).
Passo-6 Teste de RNAdi , utilizando os padrões armazenados no conjunto de teste previa-
mente descrito.
A cada execução it do algoritmo da Figura 36, os Passos-5 a 6 são repetidos até
que um número total de execuções Nt seja alcançado, sendo que no presente trabalho,
Nt = 50. Este procedimento é realizado porque no processo de inicialização de uma RNA,
os pesos sinápticos são pseudo-aleatórios. Portanto, para considerar esta aleatoriedade,
o processo passo a passo da Figura 36 é repetido visando a uma análise através de uma
ferramenta da estatística descritiva denominada mediana. Assim, evita-se a interferência
de pontos discrepantes na análise, já que, a mediana é pouco sensível a outliers.
Importante aspecto é que, como um objetivo desta dissertação é verificar o impacto
de VE na detecção e localização de defeitos de alta impedância, o fluxograma da Figura
36 considera tanto a condição sem VE, ve = 0, quanto a condição com VE, ve = 1, além
dos diferentes tipos de recarga tr. Isto permite avaliar, através das métricas utilizadas no
Passo-6, os impactos de interesse.
Cabe destacar que os quatro primeiros passos são realizados através da interface
COM do OpenDSS/Python. Desta forma, para aumentar a eficiência computacional e
viabilizar um nível de automatização dos comandos do OpenDSS, utiliza-se código em
Python para captura dos dados de fluxo de potência e análise de curto-circuito. A seguir,
já com os dados capturados, utiliza-se o ambiente Google Colaboratory nos Passos-5 e 6
para treinamento, validação e teste da RNA-detecção. Este ambiente é parte da plataforma
de desenvolvimento Jupyter Notebook do Python, executado em nuvem e disponibilizado
pelo Google.
Algumas características determinaram a escolha da ferramenta anteriormente citada,
entre elas:
• bibliotecas pré-instaladas;
• interação com o Google Drive;
• utilização de plataforma gráfica Graphics Processing Unit de forma fácil e sem custo;
• ambiente Google Colaboratory permite lidar de forma eficiente com a dimensão
elevada do conjunto de dados e de análises de fluxo de carga e curto-circuito.
Caso o módulo de detecção indique defeito para alguma amostra, esta amostra é
submetida ao módulo de localização, descrito na sequência. Após a localização, métricas
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apropriadas de avaliação são aplicadas para aferir a qualidade dos resultados da composição
destes dois módulos.
Como as análises envolvem MI no início (subestação), ponto intermediário e final
de alimentador, a fim de identificar a melhor Estratégia entre as quatro descritas no
subcapítulo anterior, uma das seguintes situações podem ocorrer:
Condição-1 Nenhuma RNAdi detecta falta: neste caso, o padrão é identificado como
condição operativa normal e o módulo de localização não é executado para a respectiva
amostra;
Condição-2 Pelo menos uma RNAdi detecta falta: neste caso, o padrão é identificado
como de defeito, ou seja, curto-circuito monofásico em derivação, e o módulo de
localização de defeitos, descrito a seguir, é executado para a respectiva amostra.
4.3 MÓDULO DE LOCALIZAÇÃO DE DEFEITOS
Após a detecção de um defeito de alta impedância, Condição-2 anteriormente
definida, a metodologia proposta inclui a aplicação do módulo de localização desenvolvido
neste trabalho. Primeiramente, destaca-se que para curto-circuito com impedância reduzida,
os fasores de tensão e de corrente diferem-se de forma mais sensível em relação aos
respectivos valores de condição operativa normal e, com isto, um medidor na proximidade
deste defeito é mais facilmente sensibilizado, acusando sua localização. No entanto, para
um curto-circuito de alta impedância, esta sensibilização é mais difícil devido à maior
complexidade para separação entre padrões de condição normal e de defeito, o que, portanto,
pode confundir um sistema de localização.
As mesmas condições de obtenção de dados do módulo de detecção, envolvendo
curto-circuitos no lado de baixa tensão, grupos de análise, medição e parâmetros, são
utilizadas no módulo de localização. Destaca-se que qualquer variação positiva na carga,
mesmo que pequena, pode confundir a RNA especialista em localizar defeitos. Desta
forma, é importante que o conjunto de treinamento tenha uma gama representativa de
cenários a fim de permitir a generalização do aprendizado e a identificação do padrão de
defeito, de modo a cobrir a maioria de condições possível.
A estrutura da RNA de localização, RNA-localização, é similar à da RNA-detecção
previamente introduzida, com diferença básica na estrutura da saída esperada e no conjunto
amostral, que no caso da localização, envolve apenas amostras de condição de defeito,
enquanto que na detecção, envolve também as condições operativas normais. Deste modo,




Outro parâmetro importante é o número de 1000 épocas de treinamento da RNA-
localização, determinado de forma empírica. Os conjuntos amostrais também foram
divididos em: treinamento (50%), validação (25%) e teste (25%). Um fluxograma para o
módulo de localização é mostrado na Figura 38.
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O fluxograma que faz a junção entre os módulos de detecção e localização é mostrado
na Figura 43.
Figura 43 – Algoritmo proposto.
Início











ia = ia + 1
Fim
Fonte: Elaborada pelo autor (2020).
Em que:
Na Número de amostras.
Os estágios do algoritmo proposto da Figura 43 são os seguintes:
Estágio-1 No primeiro estágio, analisa-se a amostra ia e verifica-se se a condição é de
defeito ou não.
Estágio-2 Caso, no primeiro estágio, uma amostra seja detectada como defeito, esta
amostra é submetida ao módulo de localização do segundo estágio, para a localização
do defeito.
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Salienta-se que o fluxograma presente na Figura 43 é válido para amostras sem e
com a presença de VE. Além disto, para a situação com VE, varia-se também o tipo de
recarga utilizado. Com todas as amostras avaliadas, pode-se aferir o impacto da inserção
de veículos e de diferentes tipos de recarga.
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5 ESTUDO DE CASO
Este capítulo apresenta o estudo de caso para aplicação da metodologia proposta
na presente dissertação, envolvendo uma rede elétrica real.
5.1 DESCRIÇÃO DA REDE DE BÚZIOS
O sistema estudado neste trabalho é correspondente a um alimentador radial de
distribuição do município de Armação de Búzios, no Estado do Rio de Janeiro (RJ).
Através desta topologia radial, este alimentador alimenta cerca de 2554 consumidores.
Durante sua extensão, cerca de 8,4km, constam 172 transformadores de distribuição, cujas
tensões nominais são de 13,8 kV no primário, média tensão, e 220 V no secundário, lado
de baixa tensão.
O alimentador apresenta curva de carga discretizada por fase em intervalos de 15
minutos, fornecendo, no período de 1 mês, 2976 pares ordenados de dados de potência
ativa e reativa. No entanto, no presente trabalho, por questões de eficiência computacional,
utilizou-se apenas 96 pontos, o que é equivalente a um dia de operação. Destaca-se que
este conjunto, juntamente com as variações de condições operativas descritas no capítulo
anterior, fornece um conjunto amostral representativo para aplicação da metodologia
proposta. Por fim, cabe registrar que o alimentador sob estudo, ilustrado na Figura 44,
parte de uma subestação com capacidade nominal de 25 MVA, que alimenta outros três
circuitos típicos de distribuição.
Figura 44 – Alimentador sob estudo.
Fonte: Elaborada pelo autor (2020).
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Na Figura, os círculos pretos e vermelhos representam as barras de baixa e média
tensão com transformador de distribuição, respectivamente. Já os ícones verdes representam
as barras de média tensão escolhidas. Observa-se que para este estudo, NBM = 6 barras
BMim de média tensão do alimentador de distribuição sob estudo da rede de Búzios. O
critério de escolha foi por barras distribuídas ao longo do alimentador, de modo a se ter
uma amostra representativa de dados. Isto foi feito de modo que cada medidor inteligente
tenha à sua jusante duas barras BMim. Nas barras de média tensão escolhidas, existem
um total de 80 barras de baixa tensão conectadas através de transformadores típicos de
distribuição com potências nominais exibidas na Tabela 6. Conforme descrito no capítulo
anterior, considera-se MI no alimentador, sendo um no início, ou seja, na subestação,
outro em ponto intermediário e um terceiro no fim do alimentador. A Tabela 6 apresenta
os dados das barras de média tensão escolhidas. Por fim, os ícones roxos da Figura 44
representam os três medidores inteligentes instalados, localizados na subestação e nos
barramentos de média "BUZ05_209"e "BUZ05_472".
Tabela 6 – Detalhes sobre às barras de média tensão.







Fonte: Elaborada pelo autor (2020).
Observa-se que as barras escolhidas apresentam grandes variações no número de
barras de baixa tensão conectadas. Este fato provoca um desequilíbrio no resultado, que é
tratado através das métricas Micro-average e acurácia balanceada a fim de proporcionar
uma análise assertiva.
5.2 DESCRIÇÃO DAS CONDIÇÕES DE SIMULAÇÃO
Para investigar o impacto da instalação de veículos elétricos e do tipo de recarga
no problema de detecção e localização de defeitos de alta impedância, escolheu-se três
barras, dentre as 80 de baixa tensão conectadas nas barras de média tensão escolhidas, bem
distribuídas no ramal de baixa, para receber um posto de recarga bifásico com potência
comercial de 7.4 kW. Para avaliar o impacto da recarga de VE, o tipo de recarga, tr, foi









Para este problema, tem-se:
Classe-1 V P1 = 4 e FP1 = 6 + 3 e FN1 = 1 + 1
Classe-2 V P2 = 2 e FP2 = 1 + 0 e FN2 = 6 + 2
Classe-3 V P3 = 6 e FP3 = 1 + 2 e FN3 = 3 + 0
Observa-se que os falsos positivos foram formados pelos erros nas linhas, já os
falsos negativos são formados pelos erros nas colunas. Utilizando a expressão (2.36) para
apenas três classes, chega-se na expressão (5.1) da Micro-average para a precisão.
Micro − average =
4 + 2 + 6
4 + 2 + 6 + 9 + 1 + 3
(5.1)
Já para o recall, tem-se a expressão (5.2) para a Micro-average, baseada em (2.39).
Micro − average =
4 + 2 + 6
4 + 2 + 6 + 2 + 8 + 3
(5.2)
Observa-se que a soma do numerador e do denominador nas duas situações são
iguais, portanto, a Micro-average para a precisão e para o recall são iguais. Isto ocorre
porque se, por exemplo, a Classe-1 for classificada de forma errada como Classe-2, esta
classificação é um falso positivo para Classe-2, mas também é um falso negativo para
Classe-1. Assim, o total de falsos positivos e falsos negativos terá sempre o mesmo valor,
explicando o porque dos gráficos de recall e de precisão serem iguais nas figuras 63 e 64, já
que para lidar com o desbalanceamento entre as classes, utilizou-se a métrica Micro-average.
Observa-se que, como a métrica F1 é uma média harmônica entre a precisão e a recall, se
as duas forem iguais a F1, gerarão o mesmo valor.
5.3.2 Recarga direta
Conforme descrito no presente trabalho, a recarga direta é aquela cuja curva permite
que o VE seja recarregado em qualquer momento decidido pelo usuário, sem interferência
da concessionária. Para este tipo de recarga, tem-se as curvas de treinamento e validação















a situação com dois medidores, a melhor topologia é aquela formada pelo medidor na
subestação e no fim da rede elétrica, portanto, Estratégia-3. Este fato corrobora para o
argumento que medidores a jusante do defeito são mais sensibilizados para defeitos de alta
impedância dos que os medidores a montante, devido aos desequilíbrios de tensão.
5.3.4 Discussão dos Resultados
A partir dos resultados anteriormente apresentados, verifica-se que para a recarga
V2G, há impacto significativo da inserção de veículos elétricos em redes de distribuição no
problema de detecção e localização de defeitos. Para o módulo de detecção, verifica-se
que o impacto prejudica a detecção de defeitos de alta impedância, tornando-a menos
assertiva, fato corroborado através das métricas de avaliação. Para essa curva de recarga,
conclui-se que a corrente de defeito fica dividida entre o VE e a subestação, diminuindo
assim a corrente que circula pela rede durante o curto-circuito e dificultando sua detecção.
Já para a localização, verifica-se que a inserção de VE também prejudica, pois altera o
desequilíbrio de tensão. Assim, como este desequilíbrio impacta nas tensões de sequência
positiva e negativa, entradas das RNAs, reduz a assertividade do módulo de localização.
Para as curvas de recarga direta e no vale, focando no módulo de detecção, não se
pode retirar conclusões sobre o impacto da adição de veículos elétricos. Verificando os
gráficos que mostram as métricas para o conjunto teste das duas curvas de recarga, observa-
se que as situações sem e com VE tiveram resultados bem próximos e não conclusivos.
Uma possível explicação é que, para estas curvas de recarga, os VE operam como uma
carga vista pela rede elétrica, não contribuindo para a corrente de defeito e, portanto, não
comprometendo a qualidade da detecção. Já para a localização, de forma semelhante ao
que ocorreu na curva de recarga V2G, a adição de VE altera o desequilíbrio de tensão e,
por consequência, as tensões V̇1 e V̇2 são impactadas, dificultando a localização.
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6 CONCLUSÃO
Dessa forma, conclui-se esta dissertação de mestrado que procurou mostrar o
impacto da adição dos veículos elétricos em conjunto com seus postos de recarga num
sistema de distribuição real para o problema de detecção e localização de defeitos de alta
impedância. Além disso, variou-se também a curva de recarga utilizada e verificou-se
quais as consequências para o problema proposto. Observou-se que as topologias e os
parâmetros escolhidos das redes neurais artificiais propostas, tanto para o módulo de
detecção quanto para o módulo de localização, culminaram num treinamento e numa
validação de boa qualidade. Dessa forma, observou-se através dos gráficos que mostram o
processo de treinamento, que não ocorreu problemas como sobreajuste ou subajuste.
Quanto aos resultados, observou-se primeiramente que para o módulo de detecção,
utilizando a curva de recarga V2G para os veículos elétricos, a situação sem VE mostrou uma
maior eficiência do que a situação com VE. Isso ocorreu porque como em certos períodos
do dia o VE recarregado através dessa curva injeta potência no SDEE, a alimentação do
curto-circuito fica dividida entre subestação e VE, fazendo com que os efeitos do defeito
não sensibilizem de forma significativa os medidores instalados ao longo da rede elétrica.
Dessa forma, a detecção é mais eficiente para a situação sem VE. Por outro lado, para as
curvas de recarga direta e no vale não há momento que o VE injeta potência na rede, assim,
a responsabilidade por alimentar o defeito e as cargas é exclusivamente da subestação. No
entanto, observando as métricas de avaliação, notou-se que utilizando estas duas recargas
não há diferenças significativas entre as situações sem VE e com VE, impossibilitando
conclusões significativas.
Já para o módulo de localização, analisando os gráficos pertinentes, observou-se
que para as três curvas de recarga de veículos elétricos utilizadas a situação sem VE foi
mais eficiente do que a situação com VE. Como foi discutido, medidores mais a jusante
do defeito localizam melhor o curto-circuito do que os outros medidores. Além disso,
esta localização é feita utilizando às tensões em componentes simétricas, em especial,
às tensões de sequência positiva e negativa. No entanto, a adição de veículos elétricos
utilizando qualquer das curvas de recarga citadas altera o desequilíbrio de tensão e por
consequência as tensões V̇1 e V̇2, dessa forma, a situação sem VE apresenta métricas de
avaliação melhores.
Por fim, através dos resultados percebeu-se que alterando-se o foco entre detecção e
localização, altera-se de mesmo modo a topologia ótima formada com dois medidores. Atra-
vés das métricas do módulo de detecção, avaliou-se que para este problema a configuração
ótima é formada por um medidor instalado na subestação em conjunto com um medidor
no meio da rede elétrica, ou seja, Estratégia-2. Reforça-se que a melhor das topologias
pelas métricas apresentadas é aquela em que os três medidores estão presentes, no entanto,
110
uma avaliação econômica deve ser feita pela distribuidora para decidir o custo-benefício
de se instalar dois ou três medidores na rede de distribuição estudada. Por outro lado o
módulo de localização apresenta uma topologia ótima diferente da encontrada no módulo
de detecção. De forma a reforçar a afirmação que medidores a jusante apresentam melhor
desempenho para localização de defeitos de alta impedância, observou-se através das
métricas de avaliação que todas as topologias que incluem o medidor no fim da rede
elétrica, que é o mais a jusante do SDEE, apresentaram um melhor desempenho. Assim,
para o caso de dois medidores, para o módulo de localização, a distribuidora deve escolher
a Estratégia-3. Por fim, uma análise financeira deve ser feita também neste caso de modo
a avaliar o custo-benefício de se instalar dois ou três medidores. Nota-se, a partir desta
discussão que há configurações ótimas diferentes para o módulo de detecção e para o
de localização. No entanto, sabendo que a detecção do defeito implica diretamente em
evitar acidentes com perdas de vidas humanas, aconselha-se que a Estratégia-2 deve ser
adotada. Isso é reforçado pelo fato que não se pode localizar o defeito se este não for
detectado corretamente. Para futuros trabalhos, pode-se tentar otimizar o local do medidor
inteligente para maximizar as métricas de avaliação para a detecção e localização.
A partir das análises feitas acima observa-se que os objetivos do trabalho foram
alcançados, no entanto, ainda existem lacunas e assuntos a serem abordados que serão
feitos em trabalhos futuros:
• Implementar o módulo de classificação de defeitos de alta a impedância;
• Substituir o Opendss pelo Real Time Digital Simulator para a aquisição dos dados,
permitindo assim, um estudo mais realístico;
• Otimizar o local do medidor inteligente para maximizar as métricas de avaliação
para a detecção e localização ao mesmo tempo;
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