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Abstract
It is well known that the collection N of #nite series-parallel posets is well-quasi-ordered
under embeddability. Here, we show that the ordinal length of N, that is the maximum of the
order types of its linear extensions, is the Feferman ordinal 0 (J. Symbolic Logic 33 (1968)
193). Finite series-parallel posets form an age in Fra89ss:e’s sense; we deduce that the height of
N in the collection of its subages is also equal to 0.
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1. Introduction
A quasi-ordered set (qoset) is a set equipped with a quasi-order. If the quasi-order
is an order then this qoset is a partially ordered set (poset) and if the order is a
linear order, the poset is a chain. A qoset P is well founded if it contains no in#nite
descending chain
· · ·¡xn¡ · · ·¡x0;
where x¡y abbreviates x6y and yx; if, in addition, P contains no in#nite antichain
then it is well-quasi-ordered (wqo); in particular, if it is linearly ordered then it is well-
∗ Corresponding author.
E-mail addresses: maurice.pouzet@univ-lyon1.fr (M. Pouzet), mohamed.sobrani@univ-lyon1.fr
(M. Sobrani).
0012-365X/03/$ - see front matter c© 2002 Published by Elsevier Science B.V.
PII: S 0012 -365X(02)00580 -0
190 M. Pouzet, M. Sobrani / Discrete Mathematics 265 (2003) 189–211
ordered. Two order-isomorphic posets have the same order type. The order type of a
well-ordered set can be de#ned as a special representative, namely an ordinal number.
As shown by Wolk [44] a poset P is wqo if and only if every linear order extending
the order on P is a well order. A fundamental result, due to de Jongh and Parikh [5],
asserts that if P is wqo then among these linear orders there is one whose order type is
larger than all the others; this order type is the ordinal length of P, denoted by o(P).
In recent years, well-quasi-orders and their ordinal lengths have provided a paradigm
to deal with the expressive strength of formal systems and applied to the termination
of algorithms and particularly of rewriting systems (see the survey of [6] and related
papers mentioned in the bibliography). The motivation of this paper comes from the
theory of relations; there, orders on classes of relational structures are used to solve
classi#cation and enumeration problems. Although the purpose may be diIerent, the ob-
jects we consider here (trees, forests and series-parallel posets) play also a fundamental
role in the study of formal systems.
Collections of relational structures like graphs, posets, etc., can be quasi-ordered in
several ways. For an example, if R, R′ are two relational structures, R is embeddable
into R′, a fact we denote by R6R′, if R is isomorphic to some substructure of R′.
The embeddability relation is a quasi-order; it induces an order on the collection of
#nite structures considered up to isomorphism. Several sub-collections are wqo. A basic
example is this. A forest is a poset F such that the set ↓ x := {y∈F : y6x} is a chain
for each element x of F .
Theorem 1. The collection F of 9nite forests, considered up to isomorphism, is wqo
under embeddability and has ordinal length ”0.
The wqo character of F is well known, sometimes with reference to Kruskal’s
tree theorem about homeomorphic embedding of trees. In fact, due to the type of
embedding we consider, it follows immediately from a theorem of Higman [14]. Indeed,
all members of F can be obtained from 0, the empty poset, by successive application
of two operations. One, binary, the direct sum, associates to every pair of posets P1 and
P2 their disjoint union P1⊕P2 (no comparability between P1 and P2 is added); the other,
unary, adds to every poset P an extra element below all elements of P, the resulting
poset being denoted by 1+P. With these two operations and the embeddability ordering,
F is an ordered algebra in the sense of Higman; the algebra F being generated by
a wqo set, namely {0}, Higman’s theorem asserts that F is wqo. The fact that the
ordinal length of F is ”0 is not so well known. A linear extension of type ”0 is
provided by a coding which appears in Hercules and Hydra games [23,22,17]. The
proof of that there is no larger coding is given in Section 3. This coding c :F→ ”0
is de#ned by the two conditions:
(i) c(F) := c(F1)⊕ c(F2), the Hessenberg-sum of c(F1) and c(F2), if F =F1⊕F2;
(ii) c(F) :=!c(F
′) if F =1 + F ′.
This result extends to series-parallel posets, posets obtained from the empty set and
one-element posets by means of two binary operations, the direct sum already men-
tioned, and the ordinal sum which associates to every pair of posets P1; P2 the poset
M. Pouzet, M. Sobrani / Discrete Mathematics 265 (2003) 189–211 191
Fig. 1. Hasse diagram of N .
P1 + P2 in which every element of P2 dominates every element of P1. As it is well
known, a poset P is series-parallel if and only if it does not embed “N”, the four-
element poset represented in Fig. 1.
Theorem 2. The collectionN of 9nite series-parallel posets, considered up to isomor-
phism, is wqo under embeddability and has ordinal length the Feferman ordinal 0.
Here again, the wqo character of N follows from Higman’s theorem since N,
equipped with these two binary operations, is an ordered algebra generated by the
wqo set {0; 1} (see [33]). A coding of series-parallel posets by ordinals up to 0 is
given in Section 3.1. The idea is to see N as an algebra with the binary operation
⊕ and in#nitely many unary operations  P indexed by the + indecomposable series-
parallel posets P (posets which cannot be written as an ordinal sum of two non-
empty posets) and de#ned by  P(Q) :=P + Q. We impose condition (i) above to the
coding c and use the functions   associated with the Veblen functions ’, in order
to de#ne c( P(Q)). Since the   are de#ned for all  but  P is not de#ned for all
P; c( P(Q)) :=  c(P)(c(Q)) will not do, but a slight modi#cation will. Our coding is
illustrated by 10 examples in Table 1.
Several codings of trees by ordinals have been considered in relation with Kruskal’s
tree theorem [38,11,37]. Although a statement of the full strength as Kruskal’s tree
theorem is not needed here, it seems to us a remarkable fact that the weaker result
of Higman still leads to 0, particularly for objects as simple as series-parallel posets
(the ordinal length of the class of #nite trees ordered by homeomorphic embedding is
incomparably larger (see [37])).
The age of a relational structure R is the collection A(R) of its #nite substructures
considered up to isomorphism. As shown by Fra89ss:e [9], who introduced this notion, a
collection C of #nite structures S considered up to isomorphism is of the form A(R) if
C is non-empty, closed under embeddability (that is S ∈C and S ′6S implies S ′ ∈C)
and up-directed (that is S; S ′ ∈C implies S; S ′6S ′′ for some S ′′ ∈C) provided that the
relational structures have the same 9nite similarity type. The collections F and N of
forests and series-parallel posets are such examples; see [3] for a survey on ages.
The age of a relational structure R measures, in some way, the complexity of R (as
the collection of factors of an in#nite word u measures the complexity of u). With
the idea in mind that R is simpler than R′ if A(R)⊆A(R′) we are lead to assign to
an age A the collection D(A) of ages A′ included in A and, whenever possible, an
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ordinal H (A) by the following inductive formula:
H (A) := sup{H (A′) + 1: A′ ∈D(A) and A′ 	=A}:
This parameter is well de#ned provided that D(A) is well founded. This is the case if
A is wqo under embeddability. It is not known whether the converse holds. Neverthe-
less, this ordinal, when de#ned, is countable. It is not known whether every countable
ordinal can be attained (see [30,31,34] and Section 3.5 for other questions). The height
and the ordinal length of a wqo age are related; in particular, they are equal if the or-
dinal length is an ”-ordinal, like ”0 and 0 (see Theorem 15 below). From Theorems 1
and 2 we deduce that the ordinals ”0 and 0 are attained:
Theorem 3. H (F)= ”0 and H (N)=0.
The height and the ordinal length are linked to an other way of classifying ages. The
pro9le of a relational structure R is the function ’R which counts for every integer n
the number of its n-element substructures up to isomorphism. Many counting functions
are pro#les; this is particularly the case of functions G where G is a permutation
group on a set E and G(n) is the number of orbits of all n-element subsets of E.
Groups for which G(n) takes only #nite values are called oligomorphic; their study,
introduced in [2], is a subject by itself. The height function is a useful tool in studying
the growth rate of pro#les. First of all, the pro#le of an in#nite relational structure
R is bounded if and only if !6H (A(R))¡!2 ([10] for relational structures with
#nite signature; [32] for the general case). Such A(R) is wqo, in fact o(A(R))=!q
where q := max’R. From this follows that the pro#le of an in#nite relational structure
R is non-decreasing (Pouzet, 1971 for relational structures with #nite signature, cf.
[8, Exercice 8, p. 113]; 1976 for the general case [29]). This generalizes (but a condi-
tion is needed if the signature is in#nite, namely that N (R) := {x∈E: A(R E\{x}) 	=
A(R)}, the kernel of R, is #nite); indeed, the growth rate of ’R is polynomial with de-
gree k if and only if !(k+1)6H (A(R))¡!(k+2). From this follows that the growth
rate of a relational structure with #nite signature is either polynomial or faster than
every polynomial cf. [30]. If R is a graph then, in the latter case, ’R is asymptotically
bounded below by any function of the form exp(n1=2−”) with ”¿0 [24]. Interesting ex-
amples of polynomial growths come from groups. Let G be a permutation group acting
on {0; : : : ; k}; let Inv(G) be the subalgebra of C[X0; : : : ; Xk ] consisting of polynomials
in the k+1 indeterminates X0; : : : ; Xk which are invariant under the action of G and let
Invn(G) be the homogeneous component of degree n. The group G′ :=G 
S!, wreath
product of G and S!, the symmetric group on !, acts on {0; : : : ; k}×! and for all n,
G′(n)= dim Invn(G), the dimension of Invn(G) (cf. [2]). The Hilbert series
H(Inv(G); z) :=
∞∑
n=0
dim Invn(G)zn
is a rational fraction
P(z)
(1− z)(1− zn1 ) · · · (1− znk )
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with 16n16 · · ·6nk and P(0)= 1, therefore G′(n) is a quasi-polynomial of degree
k, hence its growth rate is polynomial of degree k. Whether these results for groups
fully extend to relational structures with #nite kernel and polynomial growth is not
completely known. We just mention that their ages are wqo (in fact, they are bqo
[30]; see Section 3.5 for a meaning) and their ordinal lengths are easy to compute:
o(A(R))=!k+1q where k is the degree, q some non-zero integer. More generally, if
D(A(R)) is wqo then o(A(R))=!q where  is such that !6H (A(R))¡!(+1)
and q is the number of subages whose height is between ! and !( + 1) [46,47].
It is possible that the ordinal length is a more natural tool than the height, as could
be the formal series
∑∞
n=0 ’R(n)Z
n, in the study of the growth rate of ’R. Beyond
polynomial growths, not much is known about the relationship between the height, the
ordinal length and the pro#le of an age. A tantalizing conjecture is that the pro#le
of a relational structure R is bounded above by some exponential function if R is
p-well (that is, members of A(R) augmented of p unary relations form a wqo [9])
for every integer p. The two examples given support this conjecture. More examples
are probably needed.
Part of the results presented here are included in Chapter 2 of the doctoral the-
sis of the second author presented December 18th, 1992, before the Claude–Bernard
University (Lyon) [41].
2. Tools
2.1. Ordinals, ”-ordinals and the ordinal 0
We refer to Jech [15] for set theoretical notions and to Sch8utte [39, chapter V], for
the results of this section. For reader’s convenience, we mention that we follow von
Neumann in his de#nition of ordinals (hence an ordinal is the set of all strictly smaller
ordinals). Lowercase Greek letters, like ; #; $, denoting ordinals, ordinals are ordered
by setting ¡# if ∈ #. This order on the class of ordinals is a well-ordering; in
particular, every ordinal  has an immediate successor, denoted by +1, and every set A
of ordinals has a supremum, denoted by supA. Ordinals of the form +1 are successor
ordinals; otherwise they are limit ordinals. Non-negative integers, which we denote by
letters n; m; : : : are #nite ordinals; except 0, they are all successors. The supremum of
the set of integers is denoted by !, this is also the #rst limit ordinal beyond 0. Usual
operations on the integers extend to ordinals; the sum, product, exponentiation of two
ordinals  and #, denoted, respectively, by +#; #; # being de#ned inductively (by
induction on #, depending on whether # is limit or not). For an example, # is 1 if
#=0, sup{$: $¡#} if # 	=0 is limit, $ where #= $+1 otherwise. Ordinals  such
that =! are called ”-ordinals. The least ”-ordinal, denoted by ”0, is the supremum
of iterated of powers of !, that is ”0 := sup{en: n¡!} where e0 := 1, en+1 :=!en . This
is also the least ordinal  such that #¡ implies !#¡. Each ordinal  	=0 writes
uniquely as a #nite sum =!1 + · · ·+!n where the exponents are ordinals verifying
1¿ · · ·¿n. This is the Cantor normal form of . It allows to write each ordinal 
as an in#nite series
∑
!#n# where # runs through all ordinals and the n# are integers,
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all but #nitely many being 0. If  :=
∑
!#n# and ′ :=
∑
!#n′# then their Hessenberg
sum is ⊕ ′ := ∑!#(n#+n′#) (e.g. (!!2+!23+!4+5)⊕ (!!
!
5+!!+!23+!5+
1) :=!!
!
5 + !!3 + !26 + !9 + 6). Thus, the basis for the representation of ordinals
below ”0 is to write an ordinal ¡”0 as a term in Cantor normal form, recursively
writing the exponents of ! in the same form. In order to de#ne 0, in view of a
“generalized” Cantor normal form, we de#ne the Veblen hierarchy: we associate to
each ordinal  the ordinal function ’ de#ned inductively as follows:
(i) ’0(#) :=!#, for each ordinal #;
(ii) If ¿0, then ’(#) is the #th common #xed-point of all ’′ where ′¡.
An ordinal # is -critical if it belongs to the image m(’) of ’; thus, 1-critical
ordinals coincide with ”-ordinals and ’1(0)= ”0. An ordinal  is said to be strongly
critical if ∈m(’). The Feferman ordinal 0 is the #rst strongly critical ordinal,
this is a countable ordinal. Thinking of the ’(#) as the coeScients a# of a doubly
in#nite matrix whose lines and columns are labelled by ordinals, then 0 is the #rst
coeScient in the #rst column whose value is the label of the line in which it appears
(that is a0 = ), as illustrated by the picture below.
1 ! · · · !n · · · !! · · · !# · · ·
”0 ”1 · · · ”n · · · ”!! · · · ”# · · ·
’2(0) ’2(1) · · · ’2(n) · · · ’2(!) · · · ’2(#) · · ·
...
... · · · ... · · · ... · · · ... · · ·
’(0) ’(1) · · · ’(n) · · · ’(!) · · · ’(#) · · ·
...
0 =’0 (0)
...
Ordinals up to 0
From now on, all ordinals considered will be countable. In order to represent ordinals
smaller than 0, new ordinal functions   are de#ned as follows:
If #= #0 + n, for some ordinal #0 such that ’(#0)= #0 and some integer n, then
put  (#) :=’(# + 1). Otherwise put  (#) :=’(#).
Theorem 4 (Sch8utte [39, Theorem 13.17, p. 85]). (a) ¡ (#) if and only if  (#) is
not a strongly critical ordinal.
(b) #¡ (#) for all #.
Theorem 5 (Sch8utte [39, Theorem 13.18, p. 85]).  1 (#1)¡ 2 (#2) holds if and only
if one of the following holds:
(1) 1¡2 and #1¡ 2 (#2),
(2) 1 = 2 and #1¡#2,
(3) 2¡1 and  1 (#1)6#2.
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We will need the following result, an immediate corollary of Theorem 4(b) and
Theorem 5, (1) and (2).
Lemma 6. If 162 and #16#2 then  1 (#1)6 2 (#2).
The following theorem is the basis for the representation of ordinals below 0, that
is writing an ordinal $¡0 in the “generalized” Cantor normal form (expressed by
formula (1) below), recursively writing the subterms in the same form.
Theorem 7 (Sch8utte [39, Introduction of Section 14, p. 86]). For each ordinal $; 0¡
$¡0, there are unique ordinals 1; : : : ; n, #1; : : : ; #n (16n¡!) such that
$=  1 (#1) + · · ·+  n(#n): (1)
with i; #i¡ i(#i); i=1; : : : ; n;  1 (#1)¿ · · ·¿ n(#n).
Proof. By Theorems 13.7, 13.15 and 13.17 of [39].
2.2. Well-quasi-ordered sets and their ordinal length
Let P be a partially ordered set. A subset I of P is an initial segment of P if
(∀y∈P)(y6x⇒y∈ I) holds for all x∈ I . The set of all initial segments of P is
closed under arbitrary unions and intersections; once ordered by inclusion, this is a
complete lattice that we denote by I(P). For each subset A of P, there is a least
initial segment containing it. This initial segment is generated by A and denoted by
↓A; in fact ↓A= {x∈P: (∃y∈A)(x6y)}. If A= {a} we write ↓ a instead of ↓{a}. A
subset A of P is co9nal in P if P= ↓A. A subset I of P is up-directed if every pair of
elements of I has a common upper-bound in I . An ideal is any non-empty up-directed
initial segment of P. We will write J(P) for the set of all ideals of P, ordered by
inclusion. The dual of P, denoted by Pd, is obtained from P by reversing the order
of P. A 9nal segment of P is any initial segment of Pd. We denote by ↑A the #nal
segment generated by A. If A= {a} we write ↑ a instead of ↑ {a}. We denote F(P)
the set of all #nal segments of P.
If P is well founded, to every element x∈P, we assign an ordinal number, de-
noted by h(x; P) and called the height of x in P. This ordinal is inductively de#ned
by the formula h(x; P) := sup{h(y; P) + 1: y¡x}. The height of P is the ordinal
h(P) := sup{h(x; P)+1: x∈P}. Notice that if P is a well-ordered chain then h(x; P) is
the order type of {y∈P: y¡x}. From this fact follows easily that if P is well founded
then the order type of every chain C included in {y∈P: y¡x} is at most h(x; P).
Unless h(x; P) is #nite, the supremum of these order types can be strictly smaller than
h(x; P); posets for which not only this supremum is h(x; P), but {y∈P: y¡x} contains
a chain C of order type h(x; P) are order-perfect (see [18] where they are introduced).
Well-founded posets for which all levels are #nite (the levels of a well founded poset
are the inverse images of the height function) are of this kind; typical examples are
wqo posets. Theorem 9 below expresses that posets of the form I(P), where P is wqo
are also order-perfect.
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A chain P is well ordered if and only if I(P) is well ordered; in fact P has
order type  if and only if I(P) has order type  + 1. Beyond this simple fact is
the characterization of wqo due to Higman [14]. For this, we recall that an in#nite
sequence (xi)i¡! in a poset P is good if and only if there exist nonnegative integers
i; j such that i¡j and ai6aj; otherwise, it is bad.
Theorem 8. The following properties are equivalent for a poset P:
(1) P is wqo;
(2) Every in9nite sequence (xn)n¡! in P is good;
(3) Every sequence (xn)n¡! in P has an in9nite increasing subsequence;
(4) Every 9nal segment of P is 9nitely generated;
(5) The set F(P) of all 9nal segments of P, ordered by reverse inclusion, is well
founded;
(6) The set I(P), ordered by inclusion, is well founded.
Since P itself is an initial segment, it makes sense to ask about the height of P in
I(P), i.e. h(P;I(P)). From Theorem 8 above, this height is well de#ned if and only
if P is wqo. According to Bonnet and Pouzet [1], for every linear extension TP of a
poset P, I( TP) is a maximal chain of I(P) and, conversely, every maximal chain of
I(P) is of this form. Hence, P is wqo if and only if every linear extension TP of P
is well ordered [44]; moreover, if P is wqo the order type of every linear extension is
at most h(P;I(P)). As observed by Pouzet and Zaguia [45], the assertion that some
linear extension of P has order type h(P;I(P)) is an equivalent form of de Jongh and
Parikh theorem. Hence, we have:
Theorem 9. Let P be a poset. If P is wqo then h(P;I(P))= o(P).
From this result, we deduce immediately the following lemma (a result which appears
in [5, Lemma 3.10, 38, Corollary 5, p. 4], with the restriction that o(P) is a limit
ordinal).
Lemma 10. Let P be a poset. If P is wqo then o(P)= sup{o(P\↑x) + 1: x∈A} for
every co9nal subset A of P.
Proof. From the de#nition of the height, we have
h(P;I(P))= sup{h(I;I(P)) + 1: I ∈I(P)\{P}}:
Since A is co#nal in P, the set {P\ ↑ x: x∈A} is co#nal in I(P)\{P}; hence
h(P;I(P))= sup{h(P\ ↑ x;I(P)) + 1: x∈A}.
We have h(P\ ↑ x;I(P))= h(P\ ↑ x;I(P\ ↑ x)) and, by Theorem 9 above,
h(P\ ↑ x;I(P\ ↑ x))= o(P\ ↑ x) and h(P;I(P))= o(P). An immediate substitution gives
the result.
We will also use the following lemma several times.
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Lemma 11. Let P; P′ be two posets, f :P→P′ be a map from P to P′ and Q :=f(P)
be the image of P by f. (a) If P′ is wqo and f is an order-embedding, then P is
wqo and o(P)6o(P′). (b) If P is wqo and f is order-preserving, then Q is wqo and
o(Q)6o(P).
Proof. (a) Since P and Q are order-isomorphic, o(P)= o(Q). Since every linear ex-
tension of Q extends to a linear extension of P′, o(Q)6o(P′).
(b) Since Q is the image of P, then I(Q) embeds in I(P) via the map g :I(Q)→
I(P) de#ned by g(I)=f−1(I). Since I(P) is well founded, then I(Q) is well
founded too and, moreover, h(Q;I(Q))6h(g(Q);I(P))= h(P;I(P)). From Theo-
rem 9, this inequality translates to o(Q)6o(P).
It is well known that the direct product P×Q of two well founded posets P and Q
is well founded. In fact, h((x; y); P×Q)= h(x; P)⊕ h(y;Q) for every (x; y)∈P×Q.
From this formula, we deduce the following inequality (cf. [36]).
Lemma 12. Let A and B be two subsets of a wqo poset P then
h(A∪B;I(P))6h(A;I(P))⊕ h(B;I(P)):
Proof. The map
f :I(A∪B)→I(A)×I(B)
de#ned by
f(I)= (I ∩A; I ∩B)
is an order embedding, hence
h(A∪B;I(A∪B))6h(f(A∪B);I(A)×I(B))= h((A; B);I(A)×I(B)):
Since h((A; B);I(A)×I(B))= h(A;I(A))⊕ h(B;I(B)), the desired inequality follows
by transitivity.
In terms of ordinal length the above formula gives:
Lemma 13 (de Jongh and Parikh [5]). Let A and B be two subsets of a wqo poset P
then
o(A∪B)6o(A)⊕ o(B):
As it is well known, a wqo is a #nite union of ideals. From the inequality above, we
deduce the following relationship between the structure of a wqo and the value of his
ordinal length.
Corollary 14. Let P be a poset; if o(P)=! then P is up-directed.
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Proof. Let x; y∈P. If x; y have no common upper-bound, then P is the union of
A :=P\ ↑ x and B :=P\ ↑y. Since A and B are proper initial segments of P, we have
o(A); o(B)¡o(P). Since o(P)=! we have o(A)⊕ o(B)¡o(P) whereas Lemma 13
gives o(P)6o(A)⊕ o(B), a contradiction.
This result suggests a relationship between o(P) and the length of chains in J(P)
when P is up-directed. We only link o(P) to h(P;J(P)). Inequalities given below lead
to a condition insuring o(P)= h(P;J(P)).
Theorem 15. If P 	= ∅ is wqo and up-directed, then
h(P;J(P))6o(P)6!h(P;J(P)):
These inequalities reduce to equalities if and only if o(P) is an ”-ordinal.
Proof. By Theorem 8, I(P) is well founded, hence J(P) is also well founded. Since
P is up-directed, P ∈J(P)⊆I(P), hence h(P;J(P))6h(P;I(P))= o(P). The in-
equality h(P;I(P))6!h(P;J(P)) is due to Pouzet and Zaguia [35,45]. We recall the
argument. It consists to prove that h(J;I(P))6!h(J;J(P)) holds for all J ∈J(P) by
induction on  := h(J;J(P)). If =0 then since J is up-directed, it has one element,
hence h(J;I(P))= 1 and the inequality is satis#ed. Suppose ¿0. Let I ∈I(J )\{J}.
Then, since P is wqo, I is the union of #nitely many ideals J1; : : : ; Jk . Since these
ideals are distinct from J we have
′ := max{h(J1;J(P)); : : : ; h(Jk ;J(P))}¡:
By induction
h(Ji;I(P))6!h(Ji ;J(P))6!
′
:
So that, by Lemma 12
h(I;I(P))6!
′
k¡!:
Hence
h(J;I(P)) := sup{h(I;I(P)) + 1: I ∈I(J )\{J}}6!
as required.
If the inequalities in the lemma are equalities, then clearly o(P) is an ”-ordinal. If,
conversely, o(P) is an ”-ordinal then
o(P)6!h(P;J(P))6!h(P;I(P)) =!o(P) = o(P);
hence these inequalities reduce to equalities.
Let P be a set. Let P? be the set of all #nite words over the alphabet P. Letters
are identi#ed to words consisting of one letter. If P is ordered, the Higman ordering
on P? is de#ned as follows: #rst, the empty word is the least element of P?, second,
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if u, v are two words, u= u1 · · · un and v= v1 · · · vm then u6v if and only if there is a
strictly increasing map h : {1; : : : ; n}→{1; : : : ; m} such that ui6vh(i) for each 16i6n.
Following Schmidt [38], for every ordinal  let ′ be de#ned by ′ :=  − 1 if
0¡¡!; ′ := + 1 if = # + n with !# = # and n¡!; ′ :=  otherwise.
Theorem 16. If P 	= ∅ is wqo then P? equipped with the Higman ordering is wqo and
o(P?)=!!
(o(P))′
.
The fact that P? is wqo is due to Higman [14]. The value of its ordinal length to
de Jongh and Parikh (see the note of [38, p. 10] and see [5] for a #nite alphabet).
A tree is a non-empty forest such that every pair of elements has a lower bound.
In the sequel, we only consider #nite trees. Notice that a #nite tree T has a least
element, its root, denoted by r(T ), and moreover every pair x; y of elements has a
meet x∧y, that is a greatest lower bound. A structured tree consists of a tree T , and
for each vertex x∈T , a linear order on the successors of x. This amounts to a linear
extension 4T of the order 6T on T such that whenever x; y∈T , x4T y, xT y then
x′ 4T y′ holds for all x6T x′ and y6Ty′. A Q-labelled structured tree is a pair (T; p)
where T is a structured tree and p : T →Q with Q a #xed quasi-ordered set. Let T; T ′
be two trees. A map f :T →T ′ is a meet-embedding from T into T ′ if f is one-to-
one and preserves the meets (that is f(x∧y)=f(x)∧f(y) for all x; y∈T ). We say
that T is meet-embeddable into T ′ and we write T6T ′ if there is a meet-embedding
from T into T ′. We use the same terminology and notations for structured trees or
labelled structured trees. In the #rst use, we mean that there is a meet-embedding
which also preserves the linear orderings, in the latter case, (T; p)6(T ′; p′) means
that T is meet-embeddable into T ′ and that p(x)6p′(f(x)) holds for all x∈T . As
for series-parallel posets, we consider these objects up to isomorphism, particularly in
the constructions below (in fact, codings by ordinals are canonical representations of
isomorphism types of series-parallel posets and trees as well). In the sequel, T denotes
the collection of #nite trees, considered up to isomorphism. If T1; : : : ; Tn are trees, then
1 + (T1⊕ · · · ⊕Tn) is the tree T obtained by adding a root to the disjoint union of
T1; : : : ; Tn. We use the same notation if T1; : : : ; Tn are structured trees, meaning that the
linear order on T is the ordinal sum of 1; T1; : : : ; Tn in this order, or equivalently that
the successors of r(T ), namely r(T1); : : : ; r(Tn), are ordered by r(T1)4T · · ·4T r(Tn).
If T1; : : : ; Tn are also labelled, then 1v + (T1⊕ · · · ⊕Tn) has its root labelled by v, the
other labels being those of T1; : : : ; Tn.
Theorem 17. The class of 9nite structured trees with labels in a wqo set is wqo.
This statement is Kruskal’s tree theorem [19,20]. For a short and illuminating proof
see [27].
A binary tree is a tree T in which every non-maximal node has exactly two succes-
sors. A binary tree T is complete if every maximal element of T has height h(T )− 1.
For each integer n¿1, Bn is the complete binary tree with height n. Hence, B1 = 1 and
Bn =1 + (Bn−1⊕Bn−1) for n¿2.
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Lemma 18. Let BsQ be the collection of 9nite structured binary trees labelled by Q,
considered up to isomorphism.
(a) Members of BsQ can be de9ned recursively by means of the following rules:
• 1v ∈BsQ for all v∈Q.
• If T1; T2 ∈BsQ and v∈Q then 1v + (T1⊕T2)∈BsQ.
(b) If T; T ′ ∈BsQ then T6T ′ if and only if one of the following conditions holds:
(1) T ′=1v′ ; T =1v and v6v′
(2) T ′=1v′ + (T ′1 ⊕T ′2) and
· either 2(i)T6T ′1 or T6T ′2
· or 2(ii)T =1v + (T1⊕T2) and v6v′, T16T ′1 , T26T ′2.
Theorem 19. The class Bs2 of 9nite structured binary trees labelled by a two-element
poset has ordinal length 0.
According to Schmidt (see [38, the remark of p. 24]), this result is due to de Jongh
and Heinzmann. We only use the inequality o(Bs2)60 (which is a particular case of
[38, Theorem 2, p. 21]).
2.3. Series-parallel posets
Series-parallel posets have received much attention in the last decade. We refer
to [26] for a survey including applications, to [21] for an application to automata
theory and also to [43]. Here are the notions and results we need.
A poset P is series-parallel if it can be constructed, from the empty poset and the
one-element posets, by means of two binary operations, the direct sum and the ordinal
sum. These two operations, also called parallel composition and series composition, are
special instances of lexicographic sum, they are denoted, respectively, by ⊕ and +. For-
mally, they associate to each pair P1 := (V1;61), P2 := (V2;62) of disjoint posets (that
is V1 ∩V2 = ∅) a poset (V;6) where V :=V1 ∪V2. The direct sum is P1⊕P2 := (V;6)
where x6y means (x; y∈V1 and x61y) or (x; y∈V2 and x62y). The ordinal sum is
P1 + P2 := (V;6) where x6y means (x; y∈V1 and x61y) or (x; y∈V2 and x62y)
or (x∈V1 and y∈V2). These two operations extend to isomorphic types of posets by
taking disjoint representatives; they are associative and have 0, the empty poset, as
neutral element. If we denote by P the set of isomorphic types of #nite posets (which
can be viewed as posets up to isomorphism), by 1 the isomorphic type of the one-
element posets, then the collection N of isomorphic types of series-parallel posets is
the least subset of P containing 0 and 1, which is closed under the operations ⊕ and
+ whereas N? :=N\{0} is the least closed subset containing 1.
Fig. 2 gives an example of a series-parallel poset. Ten more examples are given in
Table 1.
De$nition 20. A non-empty poset P is + indecomposable (resp., ⊕ indecomposable)
if there are no proper non-empty subposets P1; P2 of P such that P=P1 + P2 (resp.
P=P1⊕P2).
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Fig. 2. A series-parallel poset.
Lemma 21. Let P be a 9nite non-empty poset.
(1) If P is not + indecomposable, then P has a unique decomposition P :=P1+· · ·+Pn,
n¿2, where each Pi is + indecomposable.
(2) If P is not ⊕ indecomposable, then P has a decomposition P :=P1⊕ · · · ⊕Pn,
n¿2, where each Pi is ⊕ indecomposable, this decomposition is unique up to a
renumeration of the Pi’s.
Lemma 21, a well-known fact, is a straightforward application of the observation
that every (unoriented) graph is the direct sum of its connected components. Indeed, if
Incom(P) is the incomparability graph of a poset P, that is the graph whose vertices are
members of P and edges the pairs {x; y} with x incomparable to y, then P is the ordinal
sum of the connected components of Incom(P), equipped with the order induced by
P, components which are clearly + indecomposable. Similarly, the ⊕ indecomposable
factors of Com(P), the comparability graph of P, equipped with the order induced
by P.
Theorem 22. If P, 9nite with at least two elements, does not embed an “N” then,
either P is ⊕ decomposable or P is + decomposable.
The following characterization is an equivalent formulation of the theorem above.
Theorem 23. A 9nite poset is series-parallel if and only if it does not embed an “N”.
Theorem 22 is also an immediate consequence of a result about graphs, stated by
Seinsche [40], namely: a 9nite graph G having at least two vertices contains P4 (the
path on four vertices) as an induced subgraph if both G and its complement TG are
connected. The characterization of series-parallel graphs goes back to Sumner [42] (see
[16]), see also [12,13,43].
202 M. Pouzet, M. Sobrani / Discrete Mathematics 265 (2003) 189–211
In 3.1, we will use repeatedly the fact that a series-parallel poset P which is ⊕
indecomposable has a unique decomposition P=P1 + P2 with P1 + indecomposable;
moreover P2 	=0 if P 	=1.
3. Proofs
3.1. A coding of N onto 0 and of F onto ”0
We construct an order-preserving map c from N onto 0. It will map F onto
”0. The inequalities o(F)¿”0 and o(N)¿0 follow from Lemma 11. In fact, our
map c is a bijection, hence it realizes a coding of N by 0 (this is a variant of
the construction given in [41]). We de#ne c and its inverse d (the decoding map) by
induction; we impose that direct sums are transformed into Hessenberg sums. It remains
to de#ne the correspondence between ⊕ indecomposable posets and indecomposable
ordinals.
De$nition 24. The maps c and d are de#ned by the following conditions:
(1) c(P1⊕P2) := c(P1)⊕ c(P2) for all P1; P2 ∈N;
(2) d(1⊕ 2) :=d(1)⊕d(2) for all 1; 2 ∈0;
(3) Let P ∈N? :=N \{0} be a ⊕ indecomposable member of N?; then P=P1 + P2
where P1 is +indecomposable. Set c(P) :=  (P)(#(P)) where
• 3–1) (P) := c(P1) if in the decomposition of P1 into ⊕ indecomposable factors,
at least two have size at least 2;
• 3–2) (P) := c(P′1), where P1 =P′1 ⊕ 1, otherwise.
• 3–3) #(P) := c(P2) if P1 = 1 or P2 is not an antichain;
• 3–4) #(P) := c(P′2), where P2 =P′2⊕ 1, otherwise.
(4) Let $; 0¡$¡0 with $ indecomposable; then $=  (#). Set d($) :=P+Q# where:
• 4–1) P :=d() if in the decomposition of  into indecomposable
ordinals, at least two are in#nite;
• 4–2) P :=d()⊕ 1 otherwise.
• 4–3) Q# :=d(#) if either =0 or # is in#nite;
• 4–4) Q# :=d(#)⊕ 1 otherwise.
Examples. The ten posets in Table 1 have codes !; !2; !2; !!; ”0; ”1; ”!; ”!! ;
 2(!) and  ”02+!+1(1), respectively. Explanations are given in Table 1.
Lemma 25. The map c is an order-preserving map from N onto 0 and d is its
inverse. Moreover, c maps F onto ”0.
Proof. The image of N by c is included in 0. Indeed, since  ⊕ #,  (#)¡0
whenever ; #¡0, an immediate induction on the size of P shows that c(P)¡0
for all P ∈N. Also, the image of 0 by d is included in N. The fact that c and
d are inverse of each other rests on the following observations. First, from condi-
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tion (1) of De#nition 24, c(0)= 0 and non-⊕-indecomposable posets are mapped onto
non-indecomposable ordinals. Similarly, d(0)= 0 and non-indecomposable ordinals are
mapped onto non-⊕-indecomposable posets. Hence, P is ⊕ indecomposable if and
only if c(P) is an indecomposable ordinal. Next, from condition (3–1) of De#nition 24,
c(1)= 1 (indeed, let P := 1; then P1 = 1; P2 = 0; (P)= c(P′1)= c(0)= 0; #(P
′
2)= c(0)
= 0; c(P) :=  0(0)=’(0)= 1). This, added to condition (1) of De#nition 24, gives
c(P)¡! if and only if P is an antichain. Hence, the in#nite indecomposable ordi-
nals which occur in the decomposition of c(P) correspond to the ⊕ indecomposable
factors of P whose size is at least two. The proof that d ◦ c(P)=P for
every P ∈N goes by induction on the size of P. Let P ∈N. From the #rst
observation above, we may suppose P⊕ indecomposable (in particular P 	=0). Let
$ := c(P), then $=  (#) with  and # given by condition (3). Let d($) :=P + Q#
and P1; P2 with P1 + indecomposable such that P=P1 + P2. If P1 obeys to condition
(3–1), then = c(P1). In this case  obeys to condition (4–1), hence P =d(). More-
over P1 	=1, hence P2 	=0 and induction applies giving d ◦ c(P1)=P1; that is P1 =P.
If P1 obeys to condition (3–2), then P1 =P′1 ⊕ 1 and = c(P′1). In this case  has
at most one indecomposable factor, hence P =d()⊕ 1. From the induction hypothe-
sis, we have d ◦ c(P′1)=P′1, giving P =P′1 ⊕ 1; that is P =P1. By similar arguments,
we get Q# =P2 proving d($)=P; that is d ◦ c(P)=P. The proof that c ◦d($)= $
for all $¡0 is similar and goes by induction on $. Let $¡0. From the #rst obser-
vation above, we may suppose $ indecomposable, $ 	=0. Let  and # be such that
$=  (#). Set P :=d($) :=P +Q# and write P=P1 + P2 with P1 + indecomposable.
From condition (4–1), P is + indecomposable, hence P =P1, from which Q# =P2
follows. We have (P)= c(d()), indeed, in case (4–1), P1 =d() and satis#es con-
dition (3–1), whereas in case (4–2), P1 =d()⊕ 1 and satis#es 3–2. By similar ar-
guments, we get #(P)= c(d(#)). Since ; #¡ (#)= $, induction applies. We get
c(d())=  and c(d(#))= #, hence c(d($))= c(P) :=  (P)(#(P))=  (#)= $ as re-
quired. We check that c is order-preserving. Let m be an integer and let F(m) be
the assertion (∀P ∈N)(∀Q∈N)(|P|6m and Q6P⇒ c(Q)6c(P)). We prove that
F(m) holds by induction on m. The cases m=0; 1 being trivial, we suppose m¿1 and
F(m′) holds for all m′; m′¡m. Let P ∈N such that |P|=m. We prove the implication
(Q6P⇒ c(Q)6c(P)) by induction on n= |Q|. Again, this implication holds trivially
if |Q|=0; 1. Hence, we may suppose n¿1. Let Q∈N such that |Q|= n. We may
suppose that (Q′6P⇒ c(Q′)6c(P)) holds for all Q′; |Q′|¡n. For obvious reasons we
may also suppose that Q¡P.
Case 1: P is ⊕ decomposable. In this case, P :=P1⊕P2 with P1; P2 	=0. Since
Q6P, Q :=Q1⊕Q2 (Q1 or Q2 possibly empty) with Q16P1, Q26P2. Since |P1|; |P2|
¡m then, from the induction hypothesis, c(Q1)6c(P1), c(Q2)6c(P2). Since the Hes-
senberg sum is order-preserving, c(Q)= c(Q1)⊕ c(Q2)6c(P1)⊕ c(P2)= c(P).
Case 2: P is ⊕ indecomposable. Hence P :=P1 +P2 where P1 is + indecomposable.
Since m¿1, P 	=1, hence P2 	=0, from which follows |P1|; |P2|¡m.
Subcase 2.1: Q6P1 or Q6P2. Then, either c(Q)6c(P1) or c(Q)6c(P2) by the in-
duction hypothesis. But (P); #(P)¡ (P)(#(P)) by Theorem 4 since (P)¡0, hence
c(P1); c(P2)6 sup{(P)⊕ 1; #(P)⊕ 1}6 (P)(#(P))= c(P) so that c(Q)6c(P) by
transitivity in either cases. Suppose that Subcase 2.1 does not hold. Then Q is not
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⊕ decomposable, hence Q :=Q1 + Q2 where Q1 is + indecomposable and Q2 	=0.
Moreover Q16P1 and Q2¡P with |Q2|¡n.
Subcase 2.2: Q1 =P1. We have (Q)= (P). We also have Q26P2 and in fact
Q2¡P2 since m 	= n. Since |P2|¡m and c is one-to-one, then c(Q2)¡c(P2). Since
c(P2)6#(P)⊕ 1, then c(Q2)6#(P) and since #(Q)6c(Q2), we have #(Q)6#(P) by
transitivity. From Lemma 6, we have c(Q)=  (Q)(#(Q))6 (P)(#(P))= c(P).
Subcase 2.3: Q1¡P1. Then (Q)¡(P). Indeed, from |P1|¡m and Q1¡P1 we get
c(Q1)6c(P1); since c is one-to-one, we have c(Q1)¡c(P1). This, added to (Q)6
c(Q1) and c(P1)6(P)⊕ 1, gives (Q)6(P). The inequality is strict, otherwise let
 := (Q)= (P); # := #(Q); 8 := #(P). Since d ◦ c(P)=P and d ◦ c(Q)=Q, we have
Q=P+Q# and P=P+Q8 where P is + indecomposable. Hence P1 =Q1 =P, giv-
ing c(Q1)= c(P1), a contradiction. Finally, we have #(Q)¡c(P). Indeed, we have #(Q)
6c(Q2)¡c(P). The #rst inequality follows from conditions (3–3) and (3–4) of Def-
inition 24. The second from the fact that Q2¡P and |Q2|¡n. Hence  (Q)(#(Q))¡
 (P)(#(P)) by Theorem 5, (1) since (Q)¡(P) and c(P) :=  (P)(#(P)). That is
c(Q)¡c(P). Finally, the restriction of c to F coincides with the coding de#ned in
the introduction, that is satis#es c(P⊕Q)= c(P)⊕ c(Q) and c(1 + Q)=!c(Q) for
all P; Q∈F. The #rst equality holds by de#nition; for the second, observe that if
P := 1 +Q then (P)= 0 and #(Q)= c(Q) hence c(P)=  0(c(Q))=’0(c(Q))=!c(Q)
if c(Q)¡”0.
3.2. o(F)6”0
This inequality follows from Lemma 10, once observed that:
(1) o(F) is a limit ordinal;
(2) the collection of complete binary trees Bn; n¡!, is co#nal in F;
(3) o(F\ ↑Bn)¡”0 for each n, 0¡n¡!.
Fact (1) is because F has no largest element. The proof of fact (2) is a routine
induction on the size of members of F (let F ∈F and n= |F |. If n=0, 1 then F6B1.
If n¿1 then either F =F1⊕F2 or F =1 + F ′. In the former case we may suppose
F16Bn1 and F26Bn2 , but then F1⊕F26Bn with n= max(n1 +n2)+1, whereas in the
latter case, assuming F ′6Bm, we get F6Bm+1). For fact (3) we give a sharper bound
of fn := o(F\ ↑Bn).
Lemma 26. f1 = 1 and fn6e4n−5 (where e0 := 1, en+1 :=!en) if n¿2.
For the proof of this result, we introduce the notion of tree-sum. To each family
(Fi)i∈C of forests indexed by a chain C, associate the tree T :=∇(Fi)i∈C , the tree-sum
of the Fi’s, de#ned on the disjoint unions of the Fi’s and C as follows: x6Ty if
• either x; y∈C and x6C y,
• or there exists i∈C such that x; y∈Fi and x6Fi y,
• or x∈C and y∈Fx.
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In concrete terms, the tree-sum consists in putting a forest Fi just above every i∈C.
For more about the tree-sum, see [4].
Lemma 27. Let P be a 9nite tree and Q := 1+ (P⊕P). Then every 9nite tree T not
embedding Q is a tree-sum of forests not embedding P.
Proof. Let T be a #nite tree such that QT . We show that T has the required form
by induction on the cardinal |T | of T . If |T |=1, then T is the tree-sum of the empty
forest indexed by the one-element chain. Suppose that |T |¿1 and that every tree T ′
such that QT ′ and |T ′|¡|T | is of the form given in the lemma. Since |T |¿1, then
T =1+ F where F is a direct sum F :=T1⊕ · · · ⊕Tn of trees. Since Q=1+ (P⊕P)
and QT , there is at most one j, 16j6n, such that P6Tj. If there is none then,
since P is a tree, PF , and since T is the tree-sum of F indexed by the one-element
chain, the desired conclusion holds. If there is one j, we may suppose that this is 1.
Since |T1|¡|T | and QT1, induction applies. Hence T1 is a tree-sum T1 =∇(F ′i )i∈C′
with PF ′i , i∈C′. Set C := 1+C′, Fi :=F ′i if i∈C′ and Fi :=T2⊕ · · · ⊕Tn if i is the
least element of C. We have T =∇(Fi)i∈C and PFi, for all i∈C, hence T has the
required form.
Lemma 28. Let Q be a tree. Then:
o(F \ ↑Q)6!!(o(T\↑Q))
′
: (2)
If moreover Q=1 + (P⊕P) where P is a non-empty tree, then
o(T\ ↑Q)6!!o(F\ ↑ P)
′
: (3)
Proof. Proof of (2). Since Q is a tree, F\ ↑Q consists of direct sums of members of
T\ ↑Q. Hence F\ ↑Q is the image of (T \ ↑Q)?, the set of words over T \ ↑Q, by
the map which associates the forest T1⊕ · · · ⊕Tn to every non-empty word u=T1 · · ·Tn
and the empty forest to the empty word. This map is order-preserving once (T\ ↑Q)?
is equipped with the Higman ordering. From Lemma 11 and Theorem 16, we have
o(F\ ↑Q)6o((T \ ↑Q)?)6!!(o(T \ ↑ Q))
′
:
Proof of (3). According to Lemma 27 above, T\ ↑Q consists of tree-sums of mem-
bers of F\ ↑P. Hence T\ ↑Q is the image of (F\ ↑P)?, by the map which asso-
ciates the tree-sum ∇i∈C(Fi) to every non-empty word u=F1 · · ·Fn (C being the chain
1¡ · · ·¡n) and the one-element tree to the empty word. This map is order-preserving
once (F\ ↑P)? is equipped with the Higman ordering. From Lemmas 11 and 16, we
have
o(T\ ↑Q)6o((F\ ↑P)?)6!!(o(F\ ↑ P))
′
:
Proof of Lemma 26. Induction on n. Since B1 is the one-element tree, F\ ↑B1
consists of the empty forest, hence f1 = 1. From inequalities (1) and (2) in Lemma 28,
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we have
fn6!!
(!!
(fn−1)′
)′
:
If n=2, then since f1=1, (f1)′=0 and (!!
(f1)
′
)′=!, hence f26e3 = e4·2−5 as claimed.
If n¿2, then from the induction hypothesis fn−16e4(n−1)−5. Since e4(n−1)−5¡”0,
(fn−1)′6fn−1 and (!!
(fn−1)′ )′6!!
fn−1 . Hence fn6e4n−5 as claimed.
3.3. o(N)60
Since 0 is the least element of N, o(N)= 1 + o(N?). Since 0 is a limit ordinal,
o(N)60 amounts to o(N?)60. By Theorem 19, we have o(Bs2)=0. Thus, in
view of Lemma 11, it suSces to #nd an order-preserving map ’ from Bs2 onto N?.
Identify the two-element antichain 2 to {+;⊕}; for v∈ 2, P; Q∈N? set v(P;Q) :=
P + Q if v=+ and v(P;Q) :=P⊕Q if v=⊕.
De#ne ’ inductively as follows:
(1) ’(1+) :=’(1⊕) := 1,
(2) ’(1v + (T1⊕T2)) := v(’(T1); ’(T2)).
That ’ is onto was mentioned in the introduction. The fact that ’ is order-preserving
is because the operations ⊕ and + onN are order-preserving and extensive (this latter
condition means P, Q6v(P;Q) for v∈{+;⊕}). We check it, showing by induction
on n that for every T ′ ∈Bs2 with |T ′|= n, if T6T ′ in Bs2 then ’(T )6’(T ′) in N?.
If n=1 the statement is trivially true. Let n¿1 and assume the desired conclusion
true for every T ′′ ∈Bs2 such that |T ′′|¡n. Let T ′ ∈Bs2 such that |T ′|= n. Accord-
ing to (a) of Lemma 18, T ′ := 1v′ + (T ′1 ⊕T ′2) with |T ′1 |; |T ′2|¡n. Let T6T ′ in Bs2.
If T6T ′1 (resp. T6T
′
2), the induction hypothesis implies that ’(T )6’(T
′
1) (resp.
’(T )6’(T ′2). In either cases we get ’(T )6v(’(T
′
1); ’(T
′
2)). If TT ′1 and TT ′2,
then, letting T =1v+(T1⊕T2), we have v= v′, T16T ′1 and T26T ′2 by (b) of Lemma 18.
Since the operations + and ⊕ on N are order preserving, the induction hypothesis
gives v(’(T1); ’(T2))6v(’(T ′1); ’(T
′
2)), hence ’(T )6’(T
′) as required.
3.4. Proof of Theorem 3
The height of an age A, if it exists, is the ordinal H (A) := h(A;J(A)). Since
N is wqo, H (N) is de#ned, and since F⊆N, H (F) too. Since o(N) and o(F)
are ”-ordinals, Theorems 15 asserts that o(N)=H (N) and o(F)=H (F). The result
follows now from Theorems 2 and 3.
3.5. Remark
The collection of ages included into F contains a chain with type ”0 + 1 and,
similarly, the collection of ages included into N contains a chain with type 0 + 1.
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This is based on two facts:
(1) If A is equal to F or N, then J(A) is wqo;
(2) If P is wqo, then P contains a chain having order type h(P).
Fact (2), recalled in the second paragraph of Section 2.2, is a straightforward appli-
cation of compactness. Fact (1) is a consequence of a much stronger result stated
in (ii) below. This result, due to Nash-Williams [28], involves his notion of better-
quasi-ordering (bqo). Besides his papers, we refer to the Milner’s exposition of bqo
theory [25]. All we need to know about bqo’s is this: (i) every bqo is a wqo; (ii)
the collection of structured trees labelled by a bqo is bqo; (iii) #nite posets are bqo;
(iv) bqo’s are preserved under restrictions and epimorphic images; (v) if P is bqo then
I(P) is bqo. From (iii), 2 is bqo; from (ii) and (iv), Bs2 is bqo; from (iv), N is
bqo; from (v), I(N) is bqo; from (iv), J(N) is bqo; from (iv) again, J(F) is
bqo; hence, from (i), J(N) and J(F) are wqo.
Problem. Let A be the age of a relational structure with #nite signature or #nite
kernel; if A is wqo, does the collection of ages included in A contain a chain having
order type H (A) + 1?
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