Abstract. Many variational inequality problems (VIP) can be reduced, by a compacti cation procedure, to a VIP on the canonical simplex. Reformulations of this problem are studied, including smooth reformulations with simple constraints and unconstrained reformulations based on the penalized Fischer-Burmeister function. It is proved that bounded level set results hold for these reformulations, under quite general assumptions on the operator. Therefore, it can be guaranteed that minimization algorithms generate bounded sequences and, under monotonicity conditions, these algorithms necessarily nd solutions of the original problem. Some numerical experiments are presented.
1. Introduction. We are interested in reformulations of variational inequality problems (VIP) where the domain is a simplex. The main motivation is that variational inequalities on generalized (perhaps unbounded) boxes can be reduced to the simplex case if one knows appropriate lower bounds for each variable and a bound for the sum of the variables. The reformulations of the VIP on a simplex do not have, in principle, bounded variables. However, we will be able to show, for some reformulations, that the objective function has bounded level sets. It is worth mentioning that reformulations of complementarity problems do not have, in general, bounded level sets, unless suitable restrictions are imposed on the problem. Therefore, when one applies a general solver to such a reformulation, the risk of divergence exists, even when one knows that stationary points are solutions of the VIP.
The following example will clarify the compacti cation strategy. Suppose that we want to solve the nonlinear system of equations Clearly, any solution of (2.1) that belongs to small will be a solution of (2.2) . Let us show that, under certain conditions, every solution of (2.2) is a solution of (2.1). Denote S small the set of solutions of (2.2). Essentially, the proof of the following theorem is the one given (under slightly stronger hypotheses) in 45].
Theorem 2.1. Assume that the set of solutions of (2.1) is closed. Assume, moreover, that for every solution x of (2.2) there exists a sequence fx k g B 0 \S small such that limx k = x. Then, every solution of (2.2) solves (2.1).
Proof. Let x be a solution of (2.2) . Let fx k g B 0 \ S small be the sequence (convergent to x) which is mentioned in the hypothesis. Let z 2 . Since x k 2 B 0 and is convex, there exists t > 0 such that x k +t(z ?x k ) 2 small . Therefore, since x k solves (2.2), hF(x k ); t(z ? x k )i 0. So, hF(x k ); z ? x k i 0. Since z and k are arbitrary, this means that x k solves (2.1) for all k. But the set of solutions of (2.1) is closed, so x also solves (2.1). Now, we consider the problem V IP(F; 1 ), where 1 = fx 2 IR n j x i 0 8 i 2 Ig where`2 IR n ,`i = 0 for all i 2 I and P n i=1`i < M. Clearly, 2 1 . We denote S 2 the set of solutions of V IP(F; 2 ). The application of Theorem 2.1 to V IP(F; 1 ) is given in the following theorem. x i = M and x i `i; i = 1; : : :; n + 1g
and`n +1 = 0, it is easy to see that solving V IP(G 1 ; 3 ) is equivalent to solving V IP(F; 2 ). Finally, after a suitable change of variables, we can consider that M = 1 and`i = 0 for all i = 1; : : :; n + 1, so that the original problem is reduced to a variational inequality problem on the canonical simplex. Let us prove that 1 (x; v; ) has bounded level sets on the set x 0; v 0. From now on, we denote IR n + = fx 2 IR n j x 0g. Since ( P m i=1 x k i ? 1) 2 and x k 0 for all k = 0; 1; 2; : :: we have that the sequence fx k g is bounded. Therefore, by the continuity of G, the sequence fG(x k )g is also bounded.
Since 0 kG(x k ) + 1 k ? v k k 2 2 for all k = 0; 1; 2; : : : and fG(x k )g is bounded we have that f k ? v k i g is bounded for all i = 1; : : :; m. Therefore, if fv k i g is bounded for some i 2 f1; : : :; mg, k is also bounded, implying that v k i is bounded for all i = 1; : : :; m. Theorem 3.1 implies that, with the proper choice of x 0 , 0 and 1 , any reasonable iterative minimization algorithm for solving (3.1) necessarily produces a sequence that has limit points. In fact, the sequence generated by such an algorithm will satisfy found. It remains to relate the stationary points of (3.1) to the solutions of V IP(G; S). This is done in following theorem. It is easy to see that G 1 , de ned by (2.4), is monotone if, and only if, F is monotone. Therefore, stationary points of (3.1) de ne (after changing variables) solutions of V IP(F; 2 ). Under the interiority hypothesis of Theorem 2.2, these are also solutions of V IP(F; 1 ).
An interesting consequence of the results of this section comes from analyzing the nonlinear system F(x) = 0, where F is monotone (see 43]) but kF(x)k 2 2 has stationary points or even local minimizers which are not solutions of the system. Essentially, in this section it has been proved that, if one selects adequate arti cial bounds`and M, and the reformulation (3.1) is applied, there is no risk of convergence to spurious stationary points of the squared norm of F.
We nish this section considering a di erent smooth reformulation of V IP(G; S). See 37] . Consider the minimization problem Minimize 2 (x; v; ) subject to x 0; v 0; (3.2) where As in the case of (3.1) it is easy to see that solutions of V IP(G; S) correspond to global solutions of (3.2) for which the objective function vanishes. Moreover, the following results can be proved using the same techniques of Theorem 3.1 and Theorem 3.2. Finally, an initial bounded level set can be obtained choosing 1 similarly to above. If G is di erentiable, the objective function 3 is once (but not twice) continuously di erentiable. Boundedness of the level sets associated to Fischer-Burmeister ( = 0) reformulations of complementarity problems have been proved in 29] under restrictive conditions on F. Here we are going to prove bounded-level-set results that hold assuming only continuity of G. By the continuity of G, fG(x k )g is also bounded. Therefore, since fkG(x k )+1 k ? v k k 2 2 g is obviously bounded, and v k i ? p 8 k = 0; 1; 2; : ::, the unboundedness of f(x k ; v k ; k )g implies that there exists a subsequence such that (after relabeling), By an elementary property of (4.1), (4.6) and (4.7) imply that
for some a i ? p , i = 1; : : :; m. Thus
But, by (4.4),
Therefore, by (4.4),
This implies that, for k large enough,
and, so,
This contradicts the fact that (x k ; v k ; k ) 2 L 3 .
As in the case of 1 and 2 , with a suitable choice of 0 , we can ensure that This implies that
This is impossible, since (x k ; v k ; k ) 2 L 3 . So, the proof is complete.
Clearly, an initial estimate that belongs to a bounded level set can be chosen as we did in the smooth reformulations studied in Section 3.
In the following theorem is a su ciency result for the reformulation (4.3) that corresponds to Theorem 3.2 and Theorem 3.4 of Section 3. Table 1 we recall the di erent reformulations studied in this paper. 40] ) and is comparable to good large-scale bound constrained solvers when simple constraints are present. Of course, this algorithm does not take into account the structure of the problems at all and, so, can be very ine cient in many cases, but it is useful when the goal is to compare reformulations as in this case. In this rst set of experiments we used a modest computer environment (Pentium with 90 MHZ) and the code was written in (double precision) Fortran 77.
The convergence criterion used to terminate the execution of SPG was kP(z ? r i (z)) ? zk 10 ?6 ;
where z = (x; v; ) and P is the projection on the feasible region. As initial approximation we took x i = uniformly random between 0 and 1 and then we divided each coordinate by P m i=1 x i . We also took v = 0 and = 0. In order to ensure bounded level sets we chose 0 = 1 and 1 = maxf1; 1:1kG(x 0 )k 2 2 g.
We solved 10 problems with di erent random generations of c and the initial x. We considered that the execution was successful if the solution was obtained in less than 25 seconds. In general, successful executions used less than 5 seconds for all the formulations. In the following table, we show the number of successful executions and the number of times each reformulation was the best, in terms of execution time. In all the successful cases, the solutions were obtained with the same precision. In two problems, all the reformulations failed. We considered that there was not a \best reformulation" in these two cases. Table 2 , and looking in detail at the experiments, the behavior of \Smooth 2" appears to be similar to PFB with = 10. This is not surprising, since a large in (a; b) gives more weight to the multiplicative term ab in the positive orthant, and \Smooth 2" only uses this term.
The penalty parameter in the function (a; b) a ects the measure of \lack of complementarity" in the positive orthant (a 0; b 0) in the following way: If 0, then (a; b) '(a; b) and, so, ("; M) is \approximately independent" of M if " > 0 is small and M is large. This comes from lim M!1 '("; M) = ". In other words, '("; M) minf"; Mg. On the other hand, if is large or if we are using \Smooth 2", the measure of lack of complementarity tends quickly to 1 if one of the variables tend to in nity and the other is kept xed. Whether it is better to consider that ("; M) is almost complementary or not is a quite problem-dependent question. However, at the beginning of iterative processes, it is dubious that the variable that corresponds to the smaller complementary variable will be zero at the solution and, so, it seems convenient to try to reduce both. This decision corresponds to \ large" in the PFB reformulation.
The \Smooth 1" reformulation is \more global" in the sense that the in uence of the lack of complementarity of the pair (x j ; v j ) depends on the lack of complementarity of the other pairs. In fact, since
the contribution of the j?th lack of complementarity to the gradient of the objective function grows with the deviation from complementarity of the remaining pairs. In other words, \Smooth 1" will try a large step towards zero on the variable v j not only when x j and x j v j are large, but also when some of the products x i v i (for i 6 = j) are large.
The small number of experiments described above encouraged us to de ne a Newton-type algorithm that uses 3 as objective function, with the aim of comparing more systematically di erent choices of . Observe that nding a zero value of 3 is equivalent to solving the (2m + 1) (2m + 1) nonlinear system De ne z k+1 = z k + t k d k .
Using slight modi cations of the results of 11] and 25] we can prove that every limit point of a sequence generated by this algorithm is stationary. Since we have proved that, choosing the appropriate initial point and 1 , the generated sequences are bounded, it turns out that stationary points are necessarily found, in the limit, by Algorithm 4.1.
We wrote a double precision Fortran code implementing this algorithm for the unconstrained minimization of 3 . We chose = 1 = 1= 2 = = 10 ?4 and = 9. As initial point we took x 0 = (1; 1=2; : : :; 1=m)= P m i=1 (1=i), v 0 = 0, 0 = 0. We ran the algorithm for di erent choices of using problems de ned by operators G(x) taken from the nonlinear-system literature. Namely, we de ne: The experiments that we report below were run in a SPARCstation Sun Ultra 1, with an UltraSPARC 64 bits processor, 167-MHz clock and 128-MBytes of RAM memory. The stopping criterion was kH(z)k 1 10 ?8 . Besides number of iterations (It), number of function evaluations (FE) and CPU time (in seconds), we report the number of times the Newton direction needed to be replaced by the gradient direction. In this preliminary implementation, the linear systems were solved by Gaussian elimination, without taking advantage of their sparsity. Obviously, the computer time must decrease dramatically if a sparse implementation is developed, but the other indicators would not change. We observe that in three problems (Broyden, Rosenbrock and Watson) the behavior of the ve penalty parameters is the same. In Hilbert and Murty the smallest was, marginally, the best. However, in Helical, \ = 10" clearly outperformed the other alternatives. Probably, very large values of should be discarded from practical implementations (at least in well scaled problems) but the best choice among \small" values of seems to depend strongly on the problem characteristics.
The number of functional evaluations per iteration appears to be large in the problems Hilbert, Watson and Murty. With the aim of understanding this phenomenon, we ran some problems choosing the gradient direction in the rst (5 or 10) iterations. Running Hilbert with = 0:1 and 5 ( rst) gradient iterations, the computer time decreased to 1:6 seconds and, with 10 ( rst) gradient iterations, it decreased to 1:1 seconds. We found it instructive to show the detailed behavior of the algorithm in the ordinary case, and in the two modi ed cases. See Tables 4, 5 and 6. We observe that, in fact, the rst Newton iterations are not worthwhile in terms of the progress they provide, whereas, of course, they are much more expensive than gradient iterations. The quadratic convergence of Newton is quite evident in the last two iterations. We also ran the algorithm using only gradient iterations, and we observed, as expected, an extremely slow convergence behavior. In fact, convergence did not occur after 1000 iterations in this case.
The qualitative behavior described for Hilbert is essentially the same in the Watson problem. In this case, with 10 initial gradient iterations, the computer time reduced to 0:18 seconds and even the number of iterations decreased. On the other hand, the modi cation of the algorithm in the Murty problem did not cause meaningful improvements. In this problem, the number of iterations increased moderately and the computer time remained more or less the same.
Problem Helical is instructive in a di erent sense. In this case, the Newton direction was rejected at most iterations, and the algorithm behaves, essentially, as a steepest descent method. We decided to modify the algorithmic parameters in order to weaken the criterion of acceptance of the Newton direction at Step 1 of Algorithm 4.1. Consequently, we chose = 1 = 1= 2 = 10 ?25 and we ran the problem with these new parameters. The results were quite impressive, showing how sensitive this type of algorithm can be with respect to safeguarding constants. For = 0:1 the Newton direction was never rejected, convergence occurred in 10 iterations with 18 function evaluations and 1.9 seconds of CPU time. Similar improvements were obtained for the other values of . De ning n = p + q, z = (x; w), F(z) = F 1 (x) + P p i=1 w i rg i (x); ?g(x) , I = fp + 1; : : :; p+qg we obtain a problem of type V IP(F; 1 ) (2.3). So, after compacti cation, we obtain the variational inequality problem on the simplex. In this research we proved that, using several potentially useful reformulations, the boundedness of the sequences generated by standard algorithms can be guaranteed, so that limit points exist and su ciency results can be applied.
Su ciency results of the type \stationarity implies solution" usually depend on \monotonicity-like" assumptions. However, one should not interpret that the reformulations must be tried only when the monotonicity assumption is guaranteed to hold. Optimization algorithms usually guarantee stationary points, but its practical e ciency is linked to their ability to nd global minimizers in a substantial number of cases. This means that we can try to solve the reformulation in any situation, with the hope that using good global strategies we will probably nd solutions of the original problem.
In 43, 44], Solodov and Svaiter presented Newton-like methods for solving monotone nonlinear systems and monotone nonlinear complementarity problems, respectively. Their convergence results are very strong but, on the other hand, the monotonicity assumption seems to be more essential for their algorithms, than it is for the di erent reformulations presented here. The conditions under which speci c algorithms for reformulations enjoy the \true" convergence properties of 43, 44] should be investigated.
