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Abstract
The largest components of the critical Erdo˝s-Re´nyi graph, G(n, p) with p = 1/n, have size
of order n2/3 with high probability. We give detailed asymptotics for the probability that
there is an unusually large component, i.e. of size an2/3 for large a. Our results, which extend
work of Pittel, allow a to depend upon n and also hold for a range of values of p around 1/n.
We also provide asymptotics for the distribution of the size of the component containing a
particular vertex.
Keywords: Erdo˝s-Re´nyi, random graph, component size, critical window.
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1 Introduction
The Erdo˝s-Re´nyi graph G(n, p) is perhaps the simplest interesting random graph model. We take
n vertices and connect each pair by an edge with probability p, independently of all other pairs. If
p = c/n, then the graph undergoes a phase transition as c passes 1; for c < 1, the largest connected
components are of order logn, whereas for c > 1 the largest component is instead of order n (both
with probability tending to 1 as n→∞). See for example [8] for more details.
When p is close to 1/n the graph shows very different behaviour. Within the critical window,
i.e. when p = 1n (1 + λn
−1/3) for constant λ, the size of the biggest component is of order n2/3
with probability tending to 1 as n → ∞. Much more is known, and some of the most precise
estimates are due to Pittel [25]. In this article we are interested in the asymptotic probability
that the largest component is unusually large, i.e. P(L1 ≥ an2/3) where L1 is the size (number of
vertices) of the largest component and a → ∞. In [25, Proposition 2], Pittel gave an asymptotic
for limn→∞ P(L1 ≥ an2/3) as a→∞ for fixed λ.
In fact the method that Pittel used to obtain his result is substantially more robust than the
result itself implies; the asymptotic holds for a wider range of values of λ and a, which may for
example go to infinity with n. A similar method can also be used to approximate P(L1 = k) for
k ≈ an2/3 with a large. The aim of this article is to make these more general results precise, and
rehash the methods of Pittel (which in turn owe much to another paper of  Luczak, Pittel and
Wierman [22]) to prove them. Our proofs consist largely of elementary approximations applied
very precisely, but we believe the results could be useful given the increasing interest in near-critical
random graph models and therefore are worth writing clearly in a general form. Indeed we have
already used them in work on a dynamical version of the Erdo˝s-Re´nyi graph [28].
We should remark that Pittel proved several other results in his article [25], which we make no
attempt to rework. Our results are based around his Proposition 2. We also note here that the
constant (2pi)1/2 in the denominator of Pittel’s result should instead be (9pi/8)1/2; there is a small
oversight between the last line of page 266 and the first line of page 267 in [25].
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2 Results and further discussion
2.1 Main results
Let pn,λ = n
−1+λn−4/3, and let Pn,λ be the law of an Erdo˝s-Re´nyi random graph with n vertices
and edge probability pn,λ. (We allow λ to depend on n.) To state our main results, define
Gλ(x) =
x3
8
−
λx2
2
+
λ2x
2
=
x
8
(x− 2λ)2,
E1 = E1(k, n, λ) =
k4
n3
+
|λ|
n1/12
+
|λ|3k
n
+
n2/3
k
+
1
n1/10
and
E2 = E2(n) = n
1/4e−n
1/4/80.
Theorem 1. Suppose that −n1/12 ≤ λ ≤ 15n
1/12 and (3λ ∧ 1)n2/3 ≤ k ≤ n3/4. Let a = k/n2/3.
Then
(a) Pn,λ(L1 = k) =
k1/2
(8pi)1/2n
e−Gλ(a)(1 +O(E1)) +O(E2),
(b) Pn,λ(L1 ≥ k) =
a1/2
(8pi)1/2G′λ(a)
e−Gλ(a)(1 +O(E1)) +O(E2).
Notice in particular that in (b), if λ is fixed and a → ∞ then G′λ(a) = 3a
2/8 + O(a), so the
correct constant in the denominator of [25, Proposition 2] should be (9pi/8)1/2 as mentioned above.
Next we give a related result that provides information on the size of the component containing
a particular vertex v. Let C(v) be the connected component containing v, and write |C(v)| for the
number of vertices in C(v).
Theorem 2. Suppose that |λ| ≤ n1/12 and n2/3 ≤ k ≤ n3/4. Let a = k/n2/3. For any vertex v,
(a) Pn,λ(|C(v)| = k) =
k3/2
(8pi)1/2n2
e−Gλ(a)(1 +O(E1)),
and if in addition λ ≤ 15n
1/12 and (3λ ∧ 1)n2/3 ≤ k (as in Theorem 1), then
(b) Pn,λ(|C(v)| ≥ k) =
a3/2
(8pi)1/2n1/3G′λ(a)
e−Gλ(a)(1 +O(E1)) +O(E2).
Neither of these results has conditions that are strictly best possible; there is nothing special
about n3/4, for example, and the results could be extended to larger k at some cost to the allowed
values of λ and the resulting error terms. There is a delicate balance between n, k, λ and the
error terms, and the conditions on Theorems 1 and 2 are just one convenient choice in the trade-off
between generality and economy. The same applies to other results throughout the paper.
2.2 Further results and sketch of proof
In this section we give an outline of our proofs of Theorems 1 and 2, including some of the results
that we develop along the way and which may be useful in their own right. We begin by letting
X(k, k+ l) be the number of components of our Erdo˝s-Re´nyi graph that have exactly k vertices and
k + l edges. At the most basic level, our tactic will be to estimate En,λ[X(k, k + l)] very precisely
and then show that En,λ[X(k, k + l)
2] ≈ En,λ[X(k, k + l)].
Define
Fλ(x) = x
3/6− λx2/2 + λ2x/2
and let C(k, k+ l) be the number of possible connected graphs on k vertices with k+ l edges. The
first step in our proof is to approximate the expected value of X(k, k + l) in terms of C(k, k + l).
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Proposition 3. Suppose that |λ| ≤ n1/12, 1 ≤ k ≤ n3/4 and l ≤ 4n1/4. Then
En,λ[X(k, k + l)] =
C(k, k + l)
(2pi)1/2nlkk+1/2
e−Fλ(k/n
2/3) (1 +O(E3))
where
E3 = E3(k, n, l, λ) =
k4
n3
+
|λl|
n1/3
+
k|λ|3
n
+
k
n
+
1
k
.
Furthermore, there exists a finite constant c such that for |λ| ≤ n1/12, 1 ≤ k ≤ n− 1 and l ≥ −1,
En,λ[X(k, k + l)] ≤
c
k
(
k3
n2(l ∨ 1)
)l/2
e−Fλ(k/n
2/3)+ 1
3
λ3kn−1
(
1 + λn−1/3
1− 2n−1
)l
.
We will prove Proposition 3 in Section 3. The quantity C(k, k + l) is interesting in its own
right, and has already been the subject of intensive study. See Janson [18] for a very useful survey.
In Section 4 we recall and adapt results on the asymptotics of C(k, k + l) which combine with
Proposition 3 to give us detailed bounds on En,λ[X(k, k + l)].
We then let Y (k) be the number of components of size exactly k, and for k ≤ n3/4, let Z(k)
the number of components of size between k and n3/4. By summing X(k, k + l) over l, in Section
5 we get first moment estimates on Y (k), and then by summing Y (j) over j from k to n3/4 we also
obtain first moment estimates on Z(k). We could of course sum all the way up to j = n, but our
bounds are not accurate past a certain point and n3/4 is a convenient place to stop. The resulting
estimates are below.
Proposition 4. Suppose that |λ| ≤ n1/12 and n2/3 ≤ k ≤ n3/4. Then
En,λ[Y (k)] =
k1/2
(8pi)1/2n
e−Gλ(k/n
2/3)(1 +O(E1)).
Proposition 5. Suppose that |λ| ≤ n1/12 and (3λ ∨ 1)n2/3 ≤ k ≤ n3/4. Then
En,λ[Z(k)] =
1
(8pi)1/2
(k/n2/3)1/2
G′λ(k/n
2/3)
e−Gλ(k/n
2/3)(1 +O(E1)) +O(E2).
In Section 6 we develop second moment bounds on X(k, k + l), Y (k) and Z(k), which follow
relatively easily from our first moment calculations thanks to the large amount of independence
inherent in Erdo˝s-Re´nyi graphs. The final key tool is then developed in Section 7: since our
combinatorial bounds are weak when the size of the component is very large, we instead use an
exploration process as in [23] to bound the probability that L1 > k, which we will apply with
k = n3/4.
Lemma 6. If λ ≤ n1/12/5, then
Pn,λ(L1 > k) ≤ n
1/4 exp
(
−
k3
80n2
)
.
This result is designed to be easy to prove rather than accurate, and could be improved by
following more closely the argument in [23].
We put the pieces together in Section 8 by using Markov’s inequality and the Cauchy-Schwarz
inequality to turn our moment estimates on Y (k) into bounds on the probability that L1 has size
exactly k; and also to turn our moment estimates on Z(k), together with Lemma 6, into bounds
on the probability that L1 has size at least k. These together prove Theorem 1.
In order to prove Theorem 2 in Section 9, rather than using second moment bounds, we express
the probability that the component containing the vertex v has exactly k vertices and k + l edges
directly in terms of E[X(k, k + l)]. We can then apply our first moment calculations to give
asymptotics for this probability. Write |C(v)| for the number of vertices in C(v) and E(C(v)) for
the number of edges in C(v).
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Proposition 7. Suppose that |λ| ≤ n1/12, 1 ≤ k ≤ n3/4 and −1 ≤ l ≤ 4k1/2 ∧ 4n1/4. Then
Pn,λ
(
|C(v)| = k, E(C(v)) = k + l
)
=
γlk
3l/2
(2pi)1/2nl+1
e−Fλ(k/n
2/3)(1 +O(E3 +
l2
k +
(l+1)1/16
k9/50
))
=
( 3
8pi
)1/2 1
n
( ek3
12n2(l ∨ 1)
)l/2
e−Fλ(k/n
2/3)(1 +O(E3 +
l2
k +
(l+1)1/16
k9/50
+ 1l )).
Summing over l and then k, we get the bounds needed for Theorem 2. We also give a possibly
useful bound on P(|C(v)| = k) for small k.
Proposition 8. Suppose that |λ| ≤ n1/12. For any M > 0, there exist constants 0 < c1 ≤ c2 <∞
depending on M such that
c1k
−3/2e−Fλ(k/n
2/3) ≤ Pn,λ(|C(v)| = k) ≤ c2k
−3/2e−Fλ(k/n
2/3) ∀k ≤Mn2/3.
2.3 Related work
There is a rich literature on Erdo˝s-Re´nyi random graphs and related models, beginning with the
work of Erdo˝s and Re´nyi themselves [13, 14, 15]. A good introduction to the general area is
provided by the three books [8, 12, 19]. More directly relevant to this work, besides the articles by
 Luczak, Pittel and Wierman [22] and Pittel [25], is a paper by van der Hofstad, Kager and Mu¨ller
[17] which gives a local limit theorem for the size of the k largest components for arbitrary k.
Nachmias and Peres [23] give bounds on P(L1 ≥ an2/3) via martingale arguments, valid—at
least when λ = 0—for any n > 1000 and a > 8. Theoretically it should also be possible to extract
concrete bounds (that is, specific error bounds and a value of N such that the bounds hold for all
n ≥ N) from our proofs, but we felt it best not to include these in order to keep the article to a
reasonable length.
We use combinatorial methods to estimate the distribution of component sizes. Another ap-
proach could be to exploit the link between Erdo˝s-Re´nyi random graphs and excursions of Brownian
motion with parabolic drift, first identified by Aldous [4]. Aldous used a breadth-first walk to ex-
plore the graph, and showed that the sizes of the largest components, when rescaled by n2/3,
converge in an appropriate sense to some limit, which he described in detail. This link has since
been built upon in various ways. For example, a sharpening of Pittel’s result was obtained by van
der Hofstad, Janssen and van Leeuwaarden [16], who also used the same tools to investigate critical
SIR epidemics. Addario-Berry, Broutin and Goldschmidt [2] showed that in fact the components
themselves (rather than just their sizes) converge, when rescaled, to metric spaces characterized
by excursions of Brownian motion with parabolic drift decorated by a Poisson point process; they
then used this relationship to give various distributional properties of the components [1].
There are many other random graphs that have similar properties to the near-critical Erdo˝s-
Re´nyi graph. There is a whole class of models whose component sizes, when suitably rescaled
within a critical regime, converge to the lengths of excursions of Brownian motion with parabolic
drift just as for the Erdo˝s-Re´nyi graph. Some examples include inhomogeneous random graphs
[7], the configuration model [11, 20, 26], the hierarchical configuration model [32], the quantum
random graph [10] and the ∆(i)/G/1 queue [6]. This has led to predictions of universality, and it
would be very interesting to know whether large deviation results in the style of our Theorems 1
and 2 hold for these related models.
In another direction, O’Connell [24] gave a large deviations rate function for the size of the
giant component divided by n, valid for the Erdo˝s-Re´nyi graph G(n, p) with p = c/n for any
c > 0. Bolloba´s and Riordan [9] showed that the size of the giant component in the regime
p = (1 + εn)/n with εn → 0 and ε3nn → ∞ is asymptotically normally distributed when rescaled
appropriately. Results similar to those of Pittel [25] have been given by van der Hofstad, Kliem
and van Leeuwaarden [30] for inhomogeneous random graphs whose vertex degrees have power law
tails, a model which is not in the same universality class as the near-critical Erdo˝s-Re´nyi graph.
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The scaling limit in this case, rather than a Brownian motion with parabolic drift, involves a
thinned Le´vy process ; further related results can be found in [3].
Roberts and S¸engu¨l [28] consider a dynamical version of the critical (p = 1/n) Erdo˝s-Re´nyi
graph in which each edge independently rerandomises itself at rate 1. That is, each edge has
an independent Poisson process of rate 1, and at each time of the Poisson process it decides—
independently of its previous state and all other edges—to be turned on with probability 1/n
and off with probability 1 − 1/n. They have shown that, although at any fixed time the largest
component is of order n2/3 with high probability, with high probability there exist times in [0, 1]
when the largest component is much bigger, of order n2/3 log1/3 n. This is similar to the existence
of exceptional times when an infinite component appears in critical dynamical percolation on two-
dimensional lattices; see [29].
3 Approximating the expected value of X(k, k + l)
Our main aim in this section is to prove Proposition 3, linking En,λ[X(k, k+ l)] to C(k, k+ l). We
start with the observation
En,λ[X(k, k + l)] =
(
n
k
)
C(k, k + l)pk+ln,λ (1− pn,λ)
(k2)−(k+l)+k(n−k). (1)
To see why this holds, note that there are
(
n
k
)
possible sets of k vertices, and for each choice of k
vertices there are C(k, k + l) possible connected graphs on those vertices with exactly k + l edges.
For each of these, in order for that graph to appear as a component of our Erdo˝s-Re´nyi graph, we
must have
• the specified k + l edges turned on;
• all other edges between the k chosen vertices turned off;
• all edges from the k chosen vertices to the n− k other vertices turned off.
The probability that this happens is
pk+l × (1− p)(
k
2)−(k+l) × (1 − p)k(n−k).
Therefore (1) holds.
To prove Proposition 3 starting from (1), we proceed via a series of simple lemmas approxim-
ating the terms
(
n
k
)
, pk+ln,λ and (1− pn,λ)
(k2)−(k+l)+k(n−k). In our calculations we will often use the
expansion
log(1 + x) = x−
x2
2
+
x3
3
−
x4
4
+ . . . (2)
to bound (1 + x)y = ey log(1+x), including as many terms in the expansion as are required to give
an accurate estimate. We will also regularly apply Stirling’s formula [27],
j! = (2pi)1/2jj+1/2e−j(1 +O(1/j)).
Lemma 9. If k4 ≤ n3, we have
(
n
k
)
=
nk
(2pi)1/2kk+1/2
exp
(
k −
k2
2n
−
k3
6n2
)(
1 + O( 1k +
k
n +
k4
n3 )
)
.
Furthermore, there exists a finite constant c such that for any k = 1, . . . , n− 1,
(
n
k
)
≤
cnk
kk+1/2
exp
(
k −
k2
2n
−
k3
6n2
)
.
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Proof. By Stirling’s formula,(
n
k
)
=
nn+1/2
(2pi)1/2kk+1/2(n− k)n−k+1/2
(1 +O( 1k +
1
n−k ))
=
nk
(2pi)1/2kk+1/2
(
1−
k
n
)k−n−1/2
(1 +O( 1k +
1
n−k )).
We may assume without loss of generality that n ≥ 16. Then in the case when k4 ≤ n3 we also
have k ≤ n/2, and we can use the expansion (2) to get
(
n
k
)
=
nk
(2pi)1/2kk+1/2
(
exp
(
−
k
n
−
k2
2n2
−
k3
3n3
+O
(k4
n4
)))k−n−1/2
(1 +O( 1k )).
Simplifying,(
n
k
)
=
nk
(2pi)1/2kk+1/2
exp
(
−
k2
n
−
k3
2n2
+ k +
k2
2n
+
k3
3n2
+O
(k4
n3
)
+O
(k
n
))
(1 +O( 1k ))
=
nk
(2pi)1/2kk+1/2
exp
(
k −
k2
2n
−
k3
6n2
)(
1 +O( 1k +
k4
n3 +
k
n )
)
.
This gives the first part of the lemma. For the second part, we note that when we used (2), if we
had written out the expansion in full we would have obtained
(
n
k
)
=
nk
(2pi)1/2kk+1/2
(
exp
(
−
∞∑
j=1
kj
jnj
))k−n−1/2
(1 +O( 1k +
1
n−k ))
=
nk
(2pi)1/2kk+1/2
exp
(
k −
∞∑
j=1
kj+1
j(j + 1)nj
)
(1 +O( 1k +
1
n−k +
k
n ))
≤
nk
(2pi)1/2kk+1/2
exp
(
k −
k2
2n
−
k3
6n2
)
(1 +O( 1k +
1
n−k +
k
n )).
Since 1 ≤ k ≤ n− 1, the O(·) terms contribute at most a constant factor.
Lemma 10. Suppose that |λ| ≤ n1/3/2, l|λ| ≤ 4n1/3 and k|λ|3 ≤ 3n. Then
pk+ln,λ =
1
nk+l
eλkn
−1/3− 1
2
λ2kn−2/3
(
1 +O
( λl
n1/3
)
+O
(kλ3
n
))
.
Furthermore, for any λ, l, k and n,
pk+ln,λ ≤
1
nk+l
eλkn
−1/3− 1
2
λ2kn−2/3+ 1
3
λ3kn−1(1 + λn−1/3)l.
Proof. First we write
pk+l =
1
nk+l
(1 + λn−1/3)k+l =
1
nk+l
(1 + λn−1/3)l(1 + λn−1/3)k.
Using (2), if k|λ|3 ≤ 3n (the value 3 here is not important—any constant would do—but 3 will be
sufficient when we come to prove Proposition 3) then
(1 + λn−1/3)k = ek(λn
−1/3−λ2n−2/3/2+O(λ3n−1)) = ek(λn
−1/3−λ2n−2/3/2)
(
1 +O
(kλ3
n
))
and similarly if l|λ| ≤ n1/3 then
(1 + λn−1/3)l = 1 +O(λln−1/3).
This gives the first part of the lemma; for the second, we use instead the fact that log(1 + x) ≤
x− x2/2 + x3/3 for all x.
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Lemma 11. Suppose that |λ| ≤ n1/3/2. If k + l ≤ 3n then
(1− pn,λ)(
k
2)−(k+l)+k(n−k) = e−k−λkn
−1/3+k2/(2n)+λk2/(2n4/3)
(
1 +O(k+ln )
)
.
Furthermore, there exists a constant c such that whenever |λ| ≤ n1/3/2,
(1− pn,λ)(
k
2)−(k+l)+k(n−k) ≤ ce−k−λkn
−1/3+k2/(2n)+λk2/(2n4/3)(1− 2/n)−l.
Proof. We start by writing
(1− pn,λ)(
k
2)−(k+l)+k(n−k) = (1− pn,λ)
kn−k2/2(1− pn,λ)
−3k/2−l
and treating the two terms separately. For the last term, if k + l ≤ 3n then
(1 − pn,λ)
−3k/2−l = 1 +O(k+ln ),
and otherwise (since we always have k ≤ n)
(1 − pn,λ)
−3k/2−l = (1− pn,λ)
−l(1 +O(k/n)) ≤ c(1 − 2/n)−l.
For the other term (1− pn,λ)kn−k
2/2, we use (2) to get
(1 − pn,λ)
kn−k2/2 = e−knpn,λ+k
2pn,λ/2(1 +O(knp2n,λ) +O(k
2p2n,λ))
= e−k−λkn
−1/3+k2/(2n)+λk2/(2n4/3)(1 +O( kn )).
Combining these estimates gives the result.
We can now complete the proof of Proposition 3 by combining the results above.
Proof of Proposition 3. Our starting point is (1), which said that
En,λ[X(k, k + l)] =
(
n
k
)
C(k, k + l)pk+ln,λ (1− pn,λ)
(k2)−(k+l)+k(n−k).
We first concentrate on the first bound. For k ≤ n3/4, the first part of Lemma 9 holds, i.e.
(
n
k
)
=
nk
(2pi)1/2kk+1/2
exp
(
k −
k2
2n
−
k3
6n2
)(
1 + O( 1k +
k
n +
k4
n3 )
)
.
Also, when k ≤ n3/4, l ≤ 4n1/4 and |λ| ≤ n1/12, the first part of Lemma 10 holds, i.e.
pk+ln,λ =
1
nk+l
eλkn
−1/3− 1
2
λ2kn−2/3
(
1 +O
( λl
n1/3
)
+O
(kλ3
n
))
.
Thirdly, when k ≤ n3/4 and l ≤ 4n1/4, the first part of Lemma 11 holds, i.e.
(1− pn,λ)(
k
2)−(k+l)+k(n−k) = e−k−λkn
−1/3+k2/(2n)+λk2/(2n4/3)
(
1 +O(k+ln )
)
.
Combining the three approximations above gives the first part of the result, except with an extra
error term O(l/n). Since l ≤ 4n1/4, we have l/n ≤ 4n−3/4; and by optimising over k, the terms
k4/n3 and 1/k in E3 are at least of order n−3/5, which is larger than n−3/4. Therefore we can
absorb the O(l/n) term into E3 and the first part of the result follows.
For the second part of the result, we instead use the second parts of Lemmas 9, 10 and 11,
together with the approximation
C(k, k + l) ≤ c(l ∨ 1)−l/2kk+(3l−1)/2
which holds for all l and k and is due to Bolloba´s [8, Corollary 5.21].
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4 Wright’s coefficients
We can see from Proposition 3 that we need to know how C(k, k + l) behaves. Cayley’s formula
tells us that C(k, k−1) = kk−2. It is also well-known that C(k, k) = (pi/8)1/2kk−1/2(1+O(k−1/2));
see [8, Corollary 5.19] for example. In this section we give details of asymptotics for C(k, k + l)
for other values of l. We develop only the estimates that we need to prove Theorems 1 and 2, and
the reader who is interested in a more thorough treatment of C(k, k + l) as an interesting object
in itself may wish to refer to Janson [18].
Wright’s coefficients (γl, l ≥ 1) satisfy
γl =
pi1/23l(l − 1)!dl
2(5l−1)/2Γ(3l/2)
(3)
where d1 = d2 = 5/36 and
dl+1 = dl +
l−1∑
i=1
didl−i
(l + 1)
(
l
i
) , l ≥ 2.
Wright [34] gave an asymptotic for C(k, k + l) in terms of γl for l = o(k
1/3). This was later
improved by various authors, and in particular we now know that
C(k, k + l) = γlk
k+(3l−1)/2(1 +O( l
2
k +
(l+1)1/16
k9/50
)) for all l ≤ 4k1/2; (4)
see [5]. See also [21] and [31] for two beautiful proofs of slightly less precise asymptotics, the former
only a few pages long and using the Erdo˝s-Re´nyi random graph.
Clearly the sequence (dl) is increasing; Wright [34, Theorem 3] showed that it is bounded above
and therefore converges to some limit d, which Voblyi [33, Theorem 3] identified as 1/(2pi). We
can adapt Wright’s proof that the sequence converges to bound the rate of convergence.
Lemma 12. As l →∞, 1/(2pi)− dl = O(1/l).
Proof. Since dl is an increasing sequence, dl ≤ d = 1/(2pi) for all l. Therefore for any j ≥ 2,
dj+1 − dj =
j−1∑
i=1
didj−i
(j + 1)
(
j
i
) ≤ 2d2
⌊j/2⌋∑
i=1
1
(j + 1)
(
j
i
)
≤ 2d2
⌊j/2⌋∑
i=1
i
(j + 1)j
(i − 1)(i− 2) . . . 1
(j − 1)(j − 2) . . . (j − i+ 1)
≤
2d2
j(j + 1)
⌊j/2⌋∑
i=1
i
(
i
j
)i−1
≤
2d2
j(j + 1)
∞∑
i=1
i
(
1
2
)i−1
=
8d2
j(j + 1)
.
Thus
1/(2pi)− dl = d− dl =
∞∑
j=l
(dj+1 − dj) ≤ 8d
2
∞∑
j=l
1/j2 = O(1/l).
Applying Stirling’s formula and then Lemma 12 to (3), we obtain for l ≥ 1
γl = dl(3pi)
1/2
( e
12l
)l/2
(1 +O(1/l)) =
( 3
4pi
)1/2 ( e
12l
)l/2
(1 +O(1/l)). (5)
We also know that C(k, k − 1) = kk−2 and C(k, k) = (pi/8)1/2kk−1/2(1 + O(k−1/2)), so in fact if
we replace e12l with
e
12(l∨1) then (5) holds for all l ≥ −1.
Combining this with Proposition 3 and (4), we immediately get the following corollary. The
first line of the equality is more useful for small l, and the second line for larger l.
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Corollary 13. Suppose that |λ| ≤ n1/12, 1 ≤ k ≤ n3/4 and −1 ≤ l ≤ 4k1/2 ∧ 4n1/4. Then
En,λ[X(k, k + l)] =
γlk
3l/2−1
(2pi)1/2nl
e−Fλ(k/n
2/3)(1 +O(E3 +
l2
k +
(l+1)1/16
k9/50
))
=
( 3
8pi
)1/2 1
k
( ek3
12n2(l ∨ 1)
)l/2
e−Fλ(k/n
2/3)(1 +O(E3 +
l2
k +
(l+1)1/16
k9/50
+ 1l )).
The following bound will be useful when k is small.
Corollary 14. For any M > 0, there exist constants 0 < c1 ≤ c2 <∞ depending on M such that
c1k
k−2n ≤
L∑
l=−1
C(k, k + l)
nl
≤ c2k
k−2n
for all n ≥ 1, k ≤Mn2/3, and L ≤ 4k1/2.
Proof. By (4) and (5), we have
c1
( e
12(l ∨ 1)
)l/2
kk+(3l−1)/2 ≤ C(k, k + l) ≤ c2
( e
12(l ∨ 1)
)l/2
kk+(3l−1)/2
for all −1 ≤ l ≤ 4k1/2. Dividing by nl and summing over l ≤ L,
c1k
k−1/2
L∑
l=−1
( ek3
12n2(l ∨ 1)
)l/2
≤
L∑
l=−1
C(k, k + l)
nl
≤ c2k
k−1/2
L∑
l=−1
( ek3
12n2(l ∨ 1)
)l/2
.
Since k3/n2 ≤ M3, the sum is bounded above and below by constants times its first term, which
gives the result.
Inspecting the second line of Corollary 13, and letting a = k/n2/3, we see that if we are interested
in all components of size k when k ≈ an2/3 then we will need to estimate
∑
l(
ea3
12l )
l/2 for large a.
The following lemma will be useful for this purpose.
Lemma 15. If x ∈
[
a3
12 (1 − a
−4/3), a
3
12 (1 + a
−4/3)
]
, then
(
ea3
12x
)x/2
= exp
(
a3
24
−
a3y2
48
+O(a−1)
)
where y = 12x/a3 − 1.
Proof. Let y = 12x/a3 − 1, so that x = a
3
12 (1 + y). Then using (2),
(
ea3
12x
)x/2
=
(
e
1 + y
)a3(1+y)/24
= ea
3(1+y)/24−a3(1+y) log(1+y)/24
= ea
3(1+y)/24−a3(1+y)(y−y2/2+O(y3))/24
= ea
3/24−a3y2/48+O(a3y3).
Now, |y| ≤ a−4/3, so |a3y3| ≤ 1/a and the result follows.
This allows us to bound the sum of the terms involving l in Proposition 3.
Lemma 16. If k ≥ n2/3 and k3/n2 ≤ L ≤ 4k1/2, then
L∑
l=−1
C(k, k + l)
nl
=
kk+1
2n
exp
( k3
24n2
)
(1 +O(n
2/3
k +
k5
n4 +
k3/400
n1/8
)).
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Proof. Write a = k/n2/3. When a is a constant, the O(n2/3/k) error means that we only need
to bound above and below by constants times kk−2/n, which we did in Corollary 14 (in this case
kk+1/n and kk−2n are of the same order). Therefore we may assume that a is large.
Note that ( ea
3
12l )
l/2 is increasing in l for l ≤ a3/12, and decreasing in l for l ≥ a3/12. Let
J− = ⌊a
3
12 (1− a
−4/3)⌋ and J+ = ⌊a
3
12 (1 + a
−4/3)⌋. Clearly
J+∑
l=J−
C(k, k + l)
nl
≤
L∑
l=−1
C(k, k + l)
nl
≤
J+∑
l=J−
C(k, k + l)
nl
+
J−∑
l=−1
C(k, k + l)
nl
+
∞∑
l=J+
C(k, k + l)
nl
.
We start by estimating
∑J+
l=J−
C(k,k+l)
nl , and then show that the other two terms on the right-hand
side are small.
By (4) and (5), for l ∈ [J−, J+],
C(k, k + l) =
( 3
4pi
)1/2
kk−1/2
(ek3
12l
)l/2
(1 +O(n
2
k3 +
k5
n4 +
k3/400
n1/8
)).
Thus
J+∑
l=J−
C(k, k + l)
nl
= (1 +O(n
2
k3 +
k5
n4 +
k3/400
n1/8
))
( 3
4pi
)1/2
kk−1/2
J+∑
l=J−
(ea3
12l
)l/2
. (6)
Now, note that ( ea
3
12x )
x/2 is increasing for x < a3/12 and decreasing for x > a3/12. By consid-
ering these two regions separately, and using the facts that
∫ l
l−1
f(x)dx ≤ f(l) ≤
∫ l+1
l
f(x)dx if f is increasing on (l − 1, l+ 1)
and ∫ l+1
l
f(x)dx ≤ f(l) ≤
∫ l
l−1
f(x)dx if f is decreasing on (l − 1, l+ 1)
we have
∫ J+−1
J−+1
(
ea3
12x
)x/2
dx − 2ea
3/24 ≤
J+−1∑
l=J−+1
(
ea3
12l
)l/2
≤
∫ J+
J−
(
ea3
12x
)x/2
dx + 2ea
3/24.
But by Lemma 15,
∫ J+
J−
(
ea3
12x
)x/2
dx = (1 +O(a−1))
a3
12
∫ 12J+/a3−1
12J−/a3−1
ea
3/24−a3y2/48dy
= (1 +O(a−1))
a3
12
ea
3/24
∫ ∞
−∞
e−a
3y2/48dy
= (1 +O(a−1))
a3
12
ea
3/24(48pi/a3)1/2
and similarly for
∫ J+−1
J−+1 (
ea3
12x )
x/2dx (using the assumption, from the beginning of the proof, that a
is large). Plugging this estimate into (6) gives
J+∑
l=J−
C(k, k + l)
nl
=
kk+1
2n
exp
( k3
24n2
)
(1 +O(n
2/3
k +
k5
n4 +
k3/400
n1/8
)),
so it now suffices to show that both
∑J−
l=−1
C(k,k+l)
nl
and
∑∞
l=J+
C(k,k+l)
nl
are relatively small.
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By Lemma 15,
J−∑
l=1
(
ea3
12l
)l/2
≤
a3
12
exp
(
a3
24
−
a1/3
48
+ O(a−1)
)
.
Similarly,
⌊a3⌋∑
l=J+
(
ea3
12l
)l/2
≤ a3 exp
(
a3
24
−
a1/3
48
+O(a−1)
)
,
and trivially
∞∑
l=⌊a3⌋
( e
12
)l/2
≤
1
2
e−a
3/2.
Combining these bounds with (4) and (5), we get the result.
5 More first moment asymptotics
In this section our main aim is to prove Propositions 4 and 5. For k ∈ N, we recall that Y (k) is
the number of components of size exactly k, and for k ≤ n3/4, Z(k) is the number of components
of size between k and n3/4. Propositions 4 and 5 give first moment asymptotics for Y (k) and Z(k)
respectively.
To prove Proposition 4, we write
En,λ[Y (k)] =
∑
l≥−1
En,λ[X(k, k + l)].
We will use Proposition 3 and Lemma 16 to bound the sum for small l, but first we need a bound
on the sum for large l.
Lemma 17. There exists a finite constant c such that if n ≥ 25, |λ| ≤ n1/12, 1 ≤ k ≤ n3/4 and
L ≥ 4n1/4 ∧ 4k1/3,
∞∑
l=L
En,λ[X(k, k + l)] ≤ ce
−L/2.
Proof. First we claim that
∞∑
l=L
( k3
n2l
)l/2(1 + λn−1/3
1− 2n−1
)l
≤ 3e−L/2.
It is easy to check that when λ ≤ n1/12 and n ≥ 25, we have 1+λn
−1/3
1−2n−1 ≤ 2e
−1/2; and also that
when l ≥ L and k ≤ n3/4, we have k3/(n2l) ≤ 1/4. Therefore
∞∑
l=L
( k3
n2l
)l/2(1 + λn−1/3
1− 2n−1
)l
≤
∞∑
l=L
e−l/2 ≤ 3e−L/2
as claimed. But the second part of Proposition 3 tells us that
En,λ[X(k, k + l)] ≤
c
k
( k3
n2l
)l/2
e−Fλ(k/n
2/3)+ 1
3
λ3kn−1
(1 + λn−1/3
1− 2n−1
)l
.
It is easy to check that Fλ(x) ≥ 0 for all x ≥ 0, and since |λ| ≤ 1/12 and k ≤ n3/4 we have
λ3kn−1 ≤ 1 so we get the result.
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Proof of Proposition 4. Proposition 3 tells us that for l ≤ 4n1/4,
En,λ[X(k, k + l)] =
C(k, k + l)
(2pi)1/2nlkk+1/2
e−Fλ(k/n
2/3)(1 +O(E3(k, n, l, λ))).
Applying Lemma 16 with L = 4n1/4 (which is larger than k3/n2 since k ≤ n3/4) gives
⌊4n1/4⌋∑
l=−1
C(k, k + l)
nl
=
kk+1
2n
ek
3/(24n2)(1 +O(n
2/3
k +
k5
n4 +
k3/400
n1/8
)).
Combining these and simplifying the error terms, we get
⌊4n1/4⌋∑
l=−1
En,λ[X(k, k + l)] =
k1/2
(8pi)1/2n
e−Gλ(k/n
2/3)(1 +O(E1)).
Finally, Lemma 17 gives that for large n,
∞∑
l=⌈4n1/4⌉
En,λ[X(k, k + l)] ≤ ce
−2n1/4
which can be absorbed into the O(E1) term.
We now move on to proving Proposition 5. We will sum En,λ[Y (j)] over j from k to ⌊n3/4⌋; we
simply need to estimate the resulting sum, which we do in the next two lemmas.
Lemma 18. For a ≥ 1 ∨ 3λ and any constant r ≥ 0,
∫ ∞
a
yre−Gλ(y)dy =
ar
G′λ(a)
e−Gλ(a)(1 +O( 1a3 )).
Proof. Writing yre−Gλ(y) as (yr/G′λ(y)) ·G
′
λ(y)e
−Gλ(y) and integrating by parts, we get
∫ ∞
a
yre−Gλ(y)dy =
ar
G′λ(a)
e−Gλ(a) +
∫ ∞
a
( r
yG′λ(y)
−
G′′λ(y)
G′λ(y)
2
)
yre−Gλ(y)dy.
Note that G′λ(y) = 3y
2/8− λy + λ2/2, which is strictly positive for y > 2λ, and moreover if y ≥ a
and λ ≤ a/3, we have 1/G′λ(a) = O(1/a
2). It is then straightforward to check that under the same
conditions we have
r
yG′λ(y)
−
G′′λ(y)
G′λ(y)
2
= O
( 1
a3
)
.
Thus (
1 +O
( 1
a3
)) ∫ ∞
a
yre−Gλ(y)dy =
ar
G′λ(a)
e−Gλ(a)
and the result follows.
Lemma 19. For (1 ∨ 3λ)n2/3 ≤ k ≤ n3/4 and |λ| ≤ n1/12, and any constant r ≥ 0,
1
n2/3
⌊n3/4⌋∑
j=k
( j
n2/3
)r
e−Gλ(j/n
2/3) =
(k/n2/3)r
G′λ(k/n
2/3)
e−Gλ(k/n
2/3)(1 +O(n
2
k3 )) +O(n
(r−2)/12e−Gλ(n
1/12)).
Proof. Write N = ⌊n3/4⌋ and
S =
1
n2/3
N∑
j=k
( j
n2/3
)r
e−Gλ(j/n
2/3).
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For a lower bound, since xr is increasing in x and e−Gλ(x/n
2/3) is decreasing in x for x ≥ 2λn2/3,
for any j ≥ k we have
( j
n2/3
)r
e−Gλ(j/n
2/3) ≥
(x− 1
n2/3
)r
e−Gλ(x/n
2/3) ∀x ∈ [j, j + 1)
and therefore
S ≥
1
n2/3
∫ N
k
(x− 1
n2/3
)r
e−Gλ(x/n
2/3)dx.
Now (x− 1)r = xr(1 +O(1/x)), so
S ≥ (1 +O( 1k ))
1
n2/3
∫ N
k
( x
n2/3
)r
e−Gλ(x/n
2/3)dx.
Substituting y = x/n2/3, writing a = k/n2/3 and applying Lemma 18, we get
S ≥
ar
G′λ(a)
e−Gλ(a)(1 +O( 1a3 +
1
k ))−
nr/12
G′λ(n
1/12)
e−Gλ(n
1/12)(1 +O(1)).
Noting that G′λ(x) is of order x
2 for all x ≥ 1 ∨ 3λ gives the desired lower bound (1/k ≤ 1/a3
so we may ignore that error term). We proceed similarly for the upper bound. Again since xr is
increasing in x and e−Gλ(x/n
2/3) is decreasing in x for x ≥ 2λn2/3, for any j ≥ k we have
( j
n2/3
)r
e−Gλ(j/n
2/3) ≤
( x
n2/3
)r
e−Gλ((x−1)/n
2/3) ∀x ∈ [j, j + 1)
and therefore
S ≤
1
n2/3
( k
n2/3
)r
e−Gλ(k/n
2/3) +
1
n2/3
∫ N+1
k+1
( x
n2/3
)r
e−Gλ((x−1)/n
2/3)dx
=
1
n2/3
( k
n2/3
)r
e−Gλ(k/n
2/3) +
1
n2/3
∫ N
k
(x+ 1
n2/3
)r
e−Gλ(x/n
2/3)dx
=
1
n2/3
( k
n2/3
)r
e−Gλ(k/n
2/3) + (1 +O( 1k ))
1
n2/3
∫ N
k
( x
n2/3
)r
e−Gλ(x/n
2/3)dx.
Now again substituting y = x/n2/3, writing a = k/n2/3 and applying Lemma 18, we have
1
n2/3
∫ N
k
( x
n2/3
)r
e−Gλ(x/n
2/3)dx =
ar
G′λ(a)
e−Gλ(a)(1 +O( 1a3 ))−
nr/12
G′λ(n
1/12)
e−Gλ(n
1/12)(1 +O(1)).
Again we use the fact that G′λ(x) is of order x
2 for x ≥ 1 ∨ 3λ, which means that both
nr/12
G′λ(n
1/12)
= O(n(r−2)/12) and
1
n2/3
= O
(k2
n3
) 1
G′λ(a)
.
These estimates give us
S ≤ O
(k2
n3
) ar
G′λ(a)
e−Gλ(a) +
ar
G′λ(a)
e−Gλ(a)(1 +O( 1a3 )) +O(n
(r−2)/12e−Gλ(n
1/12)).
Noting that k2/n3 ≤ 1/a3, we can drop that error term and the proof is complete.
Proof of Proposition 5. Recall that Z(k) is the number of components of size between k and n3/4.
By Proposition 4,
En,λ[Z(k)] =
⌊n3/4⌋∑
j=k
En,λ[Y (j)] =
⌊n3/4⌋∑
j=k
j1/2
(8pi)1/2n
e−Gλ(j/n
2/3)(1 +O(E1(j, n, λ))).
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By Lemma 19 (carefully summing the terms involving j in E1(j, n, λ) by changing the value of r
used in Lemma 19), this is
(k/n2/3)1/2
G′λ(k/n
2/3)
e−Gλ(k/n
2/3)(1 +O(E1(k, n, λ))) +O(n
−1/8e−Gλ(n
1/12)).
It is easily checked that since λ ≤ n1/12/3, we have Gλ(n1/12) ≥ n1/4/72 so the last error is of
order smaller than E2.
6 Second moment bounds
We now have the bounds that we want on En,λ[X(k, k + l)], En,λ[Y (k)] and En,λ[Z(k)]. To show
that these expectations give asymptotically tight bounds on Pn,λ(X(k, k+ l) ≥ 1), Pn,λ(Y (k) ≥ 1),
and Pn,λ(Z(k) ≥ 1), we need to develop some second moment bounds.
Lemma 20. If k ≤ n3/4 then
En,λ[X(k, k + l)
2] = En,λ[X(k, k + l)] + En,λ[X(k, k + l)]
2 exp
(
λk2
n4/3
−
k3
n2
)
(1 +O( kn +
k4
n3 )).
Also, if j, k ≤ n3/4, n ≥ 81 and either j 6= k or l 6= l′, then
En,λ[X(j, j + l)X(k, k + l
′)]
= En,λ[X(j, j + l)]En,λ[X(k, k + l
′)] exp
(
λjk
n4/3
−
jk
2n2
(j + k)
)
(1 +O( j+kn +
j4+k4
n3 )).
Proof. Let C(k, k + l) be the set of components with k vertices and k + l edges. First note that
En,λ[X(k, k + l)
2] = En,λ
[ ∑
|S|=k
∑
|S′|=k
1{S∈C(k,k+l)}1{S′∈C(k,k+l)}
]
.
If S is a component, then S and Sc are not connected by an edge; therefore if S and S′ are
components with S ∩ S′ 6= ∅, then necessarily S = S′. Thus
En,λ[X(k, k + l)
2] = En,λ
[ ∑
|S|=k
1{S∈C(k,k+l)}
]
+ En,λ
[ ∑
|S|=k
∑
|S′|=k,
S′∩S=∅
1{S∈C(k,k+l)}1{S′∈C(k,k+l)}
]
and if either j 6= k or l 6= l′,
En,λ[X(j, j + l)X(k, k + l
′)] = En,λ
[ ∑
|S|=j
∑
|S′|=k,
S′∩S=∅
1{S∈C(j,j+l)}1{S′∈C(k,k+l′)}
]
.
By the argument that follows (1), this last quantity equals (for any j, k, l, l′)
(
n
j
)(
n− j
k
)
C(j, j + l)C(k, k + l′)pj+l+k+l
′
n,λ (1− pn,λ)
(j2)+(
k
2)−j−l−k−l
′+j(n−j)+k(n−j−k) .
By comparing with the formula (1) for En,λ[X(k, k + l)], we see that
En,λ[X(k, k + l)
2] = En,λ[X(k, k + l)] + En,λ[X(k, k + l)]
2
(
n−k
k
)
(
n
k
) (1− pn,λ)−k2
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and if either j 6= k or l 6= l′, then
En,λ[X(j, j + l)X(k, k + l
′)] = En,λ[X(j, j + l)]En,λ[X(k, k + l
′)]
(
n−j
k
)
(
n
k
) (1− pn,λ)−jk.
Therefore it suffices to show that for any j, k ≤ n3/4 ∧ n3 ,(
n−j
k
)
(
n
k
) (1− pn,λ)−jk = exp
(
λjk
n4/3
−
jk
2n2
(j + k)
)
(1 +O( j+j
′
n +
j4+k4
n3 )). (7)
Without loss of generality we may assume that n ≥ 81 and then since j, k ≤ n3/4 we also have
j, k ≤ n/3. Stirling’s formula tells us that(
n−j
k
)
(
n
k
) = (n− j)!(n− k)!
(n− j − k)!n!
=
(n− j)n−j+1/2(n− k)n−k+1/2
nn+1/2(n− j − k)n−j−k+1/2
(1 +O(1/n))
=
(
1−
j
n
)n−j (
1 +
j
n− j − k
)n−j−k (
1−
k
n
)j
(1 +O( j+kn )).
Using the expansion (2),
(
1−
j
n
)n−j
= exp
(
− j +
j2
2n
+
j3
6n2
+O(j4/n3)
)
,
(
1 +
j
n− j − k
)n−j−k
= exp
(
j −
j2
2(n− j − k)
+
j3
3(n− j − k)2
+O( j
4
n3 )
)
= exp
(
j −
j2
2n
−
j2
2n2
(j + j′) +
j3
3n2
+O( j
4
n3 )
)
,
and (
1−
k
n
)j
= exp
(
−
jk
n
−
jk2
2n2
+O( jk
3
n3 )
)
.
Combining these, we get(
n−j
k
)
(
n
k
) = exp(− jk
n
−
jk
2n2
(j + k)
)
(1 +O( j+kn +
j4+k4
n3 )).
On the other hand,
(1− pn,λ)
−jk = exp
(
jk
n
+
λjk
n4/3
+O( jkn2 )
)
.
These two approximations establish (7) and complete the proof.
For k ∈ N, recall that we defined Y (k) to be the number of components of size exactly k, and
for k ≤ n3/4, we let Z(k) be the number of components of size between k and n3/4. We can use
Lemma 20 to bound the second moments of Y (k) and Z(k).
Lemma 21. If k ≤ n3/4, then
En,λ[Y (k)
2] = En,λ[Y (k)] + En,λ[Y (k)]
2 exp
(
λk2
n4/3
−
k3
n2
)
(1 +O( kn +
k4
n3 ))
and for j 6= k with j ≤ n3/4,
En,λ[Y (j)Y (k)] = En,λ[Y (j)]En,λ[Y (k)] exp
(
λjk
n4/3
−
jk
2n2
(j + k)
)
(1 +O( j+kn +
j4+k4
n3 )).
Further, if λn2/3 ≤ k ≤ n3/4, then
En,λ[Z(k)
2] ≤ En,λ[Z(k)] + En,λ[Z(k)]
2 exp
(
λk2
n4/3
−
k3
n2
)
(1 +O(n−1/11)).
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Proof. We begin with En,λ[Y (k)
2]. Clearly
En,λ[Y (k)
2] =
∑
l,l′≥−1
En,λ[X(k, k + l)X(k, k + l
′)]
=
∑
l≥−1
En,λ[X(k, k + l)
2] +
∑
l≥−1
∑
l′≥−1,
l′ 6=l
En,λ[X(k, k + l)X(k, k + l
′)].
By Lemma 20, this equals
∑
l≥−1
En,λ[X(k, k+ l)]+
∑
l,l′≥−1
En,λ[X(k, k+ l)]En,λ[X(k, k+ l
′)] exp
(
λk2
n4/3
−
k3
n2
)
(1+O( kn +
k4
n3 )).
We now recognise En,λ[Y (k)] =
∑
l≥−1 En,λ[X(k, k + l)] and the first part of the lemma follows.
Similarly, if j 6= k,
En,λ[Y (j)Y (k)]
=
∑
l,l′≥−1
En,λ[X(j, j + l)X(k, k + l)]
=
∑
l,l′
En,λ[X(j, j + l)]En,λ[X(k, k + l)]e
λjk/n4/3−jk(j+k)/(2n2)(1 +O( j+kn +
j4+k4
n3 ))
= En,λ[Y (j)]En,λ[Y (k)]e
λjk/n4/3−jk(j+k)/(2n2)(1 +O( j+kn +
j4+k4
n3 )).
This establishes the second part of the lemma.
For En,λ[Z(k)
2], we let N = ⌊n3/4⌋ and write
En,λ[Z(k)
2] =
N∑
i=k
N∑
j=k
En,λ[Y (i)Y (j)]
=
N∑
i=k
E[Y (i)2] +
N∑
i=k
∑
j=k,...,N,
j 6=i
En,λ[Y (i)Y (j)].
By the first two parts of the lemma, this equals
N∑
i=k
E[Y (i)] +
N∑
i,j=k
E[Y (i)]E[Y (j)] exp
(
λij
n4/3
−
ij
2n2
(i + j)
)
(1 +O( i+in +
i4+j4
n3 )).
Noting that if λn2/3 ≤ k then the exponent above is decreasing in i and j for i, j ≥ k, we get
En,λ[Z(k)
2] ≤
N∑
i=k
E[Y (i)] +
N∑
i,j=k
E[Y (i)]E[Y (j)] exp
(
λk2
n4/3
−
k3
n2
)
(1 +O(Nn +
N4
n3 )).
Again recognising En,λ[Z(k)] =
∑N
i=k E[Y (i)], we get the desired result.
7 Large k: a simple exploration process argument
The next step is to prove Lemma 6. To bound Pn,λ(L1 > k) when k is large (say k ≥ n3/4) it
is easiest to use a different approach from our usual combinatorial arguments. We do not aim to
give best possible bounds, and instead extract an argument from [23]. An improved bound (in
particular not including the factor of n1/4) could be obtained by more closely following the proof
in [23].
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Proof of Lemma 6. We use the following exploration process: start with one vertex, v, in a queue.
At each step, choose a vertex from the queue, remove it from the queue, and add to the queue
all of its neighbours that have not previously been in the queue. Stop when the queue is empty;
at this stage the set of all vertices that have been in the queue at any step is exactly the set of
vertices of C(v), the connected component containing v.
Let Vj be the vertex chosen from the queue at step j. Let ηj be the number of neighbours of
Vj that have not been in the list up to step j, and Bj the number of neighbours of Vj that are not
in the set {V1, . . . , Vj−1}. Note that for each j ≥ 1,
• ηj is the number of vertices added to the queue at step j;
• ηj − 1 is the change in the length of the queue at step j;
• ηj ≤ Bj ;
• the random variable Bj is binomially distributed with parameters n − j and pn,λ, and is
independent of B1, . . . , Bj−1.
Let Zk =
∑k
j=1(ηj − 1) and T = min{k ≥ 1 : Zk = 0}. Then T is the first step at which the queue
is empty, and since we removed one vertex at each step, we must have |C(v)| = T . Thus for any
µ > 0,
Pn,λ(|C(v)| > k) ≤ Pn,λ(Zk ≥ 1) = Pn,λ(e
µZk ≥ eµ) ≤ En,λ[e
µZk ]. (8)
The random variables η1, η2, . . . are not independent, so we work instead with the independent
binomial random variables B1, B2, . . . mentioned above. Then for any µ > 0 we have
En,λ[e
µ(Bj−1)] = e−µ(1 + (eµ − 1)pn,λ)
n−j .
For µ ≤ 1, eµ − 1 ≤ µ+ µ2, and for any x, 1 + x ≤ ex. Therefore for µ ≤ 1 the above is at most
e−µe(n−j)µpn,λ+(n−j)µ
2pn,λ ≤ exp
(
− µ(1 − npn,λ)− jµpn,λ + µ
2npn,λ
)
.
Recalling that pn,λ =
1
n (1 +
λ
n1/3
), we obtain
En,λ[e
µ(Bj−1)] ≤ exp
( µλ
n1/3
− jµpn,λ + µ
2npn,λ
)
.
Since Zk =
∑k
j=1(ηj − 1) ≤
∑k
j=1(Bj − 1), substituting this estimate into (8) we have that for any
µ ∈ (0, 1],
Pn,λ(|C(v)| > k) ≤
k∏
j=1
exp
( µλ
n1/3
− jµpn,λ + µ
2npn,λ
)
≤ exp
( kµλ
n1/3
−
k2
2
µpn,λ + kµ
2npn,λ
)
.
Choosing µ = k/(4n), we get
Pn,λ(|C(v)| > k) ≤ exp
( k2λ
4n4/3
−
k3pn,λ
8n
+
k3pn,λ
16n
)
= exp
(
−
k3
16n2
(
1 +
λ
n1/3
−
4n2/3λ
k
)
.
If k ≥ n3/4 and λ ≤ n1/12/5 then 4n2/3λ/k ≤ 4/5, so finally
Pn,λ(|C(v)| > k) ≤ exp
(
−
k3
16n2
(1
5
+
λ
n1/3
))
.
Clearly the probability on the left is increasing in λ, and the right-hand side is decreasing in λ, so
without loss of generality we may take λ = 0 (we would get a slightly better bound if we took λ
as large as possible, namely λ = n1/12/5, but we choose λ = 0 for simplicity). Finally,
Pn,λ(L1 > k) ≤ Pn,λ(#{u : |C(u)| > k} > k) ≤
1
k
En,λ[#{u : |C(u)| > k}]
=
n
k
P(|C(v)| > k) ≤ n1/4 exp
(
−
k3
80n2
)
.
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8 Proof of Theorem 1: moment bounds to probabilities
In this section we put together the moment estimates that we proved in previous sections to
complete the proof of Theorem 1. We will at several points use the inequality
P(V ≥ 1) ≥
E[V ]2
E[V 2]
(9)
which holds for any non-negative integer-valued random variable V and is proved by applying the
Cauchy-Schwarz inequality to E[V 1{V≥1}]. Define
E4 = E4(k, n, λ) =
n
k3/2
e−Gλ(k/n
2/3)+λk2/n4/3−k3/n2 . (10)
We now give two lemmas that relate the probabilities of events that appeared in Theorem 1 with
the expectations that we calculated in Propositions 4 and 5.
Lemma 22. Suppose that −n1/12 ≤ λ ≤ n1/12/5 and (3λ ∧ 1)n2/3 ≤ k ≤ n3/4. Then
Pn,λ(L1 = k) = En,λ[Y (k)](1 +O(E4)) +O(E2).
Proof. Clearly Pn,λ(L1 = k) ≤ Pn,λ(Y (k) ≥ 1) ≤ En,λ[Y (k)], so we may concentrate on the lower
bound. Let N = ⌊n3/4⌋. We have
P(L1 = k) = P(Y (k) ≥ 1)− P(Y (k) ≥ 1, ∃j ≥ k such that Y (j) ≥ 1)
≥ P(Y (k) ≥ 1)−
N∑
j=k+1
P(Y (k) ≥ 1, Y (j) ≥ 1)− P(L1 > N)
≥
E[Y (k)]2
E[Y (k)2]
−
N∑
j=k+1
E[Y (k)Y (j)]− P(L1 > N)
where for the last line we have applied (9) and Markov’s inequality.
By Lemma 21 we have
En,λ[Y (k)
2] = En,λ[Y (k)]
(
1 +O
(
En,λ[Y (k)]e
λk2/n4/3−k3/n2
))
,
so
E[Y (k)]2
E[Y (k)2]
= En,λ[Y (k)]
(
1 +O
(
En,λ[Y (k)]e
λk2/n4/3−k3/n2
))
.
Lemma 21 also tells us that for j > k,
En,λ[Y (k)Y (j)] = En,λ[Y (k)]En,λ[Y (j)]e
λjk/n4/3−jk(j+k)/(2n2)(1 +O(1)),
so for λ ≤ k/n2/3,
N∑
j=k+1
En,λ[Y (k)Y (j)] ≤ En,λ[Y (k)]
N∑
j=k+1
En,λ[Y (j)]e
λk2/n4/3−k3/n2(1 +O(1))
= En,λ[Y (k)]En,λ[Z(k + 1)]e
λk2/n4/3−k3/n2(1 +O(1)).
Thus (bounding both En,λ[Y (k)] and En,λ[Z(k + 1)] above by En,λ[Z(k)])
P(L1 = k) ≥ En,λ[Y (k)]
(
1 +O
(
En,λ[Z(k)]e
λk2/n4/3−k3/n2
))
− P(L1 > N).
Lemma 6 gives
Pn,λ(L1 > N) ≤ n
1/4 exp(−n1/4/80) = E2,
and Proposition 5 gives
En,λ[Z(k)] = O
( n
k3/2
e−Gλ(k
2/3/n)
)
.
The result follows.
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Lemma 23. Suppose that −n1/12 ≤ λ ≤ n1/12/5 and (3λ ∧ 1)n2/3 + 1 ≤ k ≤ n3/4. Then
Pn,λ(L1 ≥ k) = En,λ[Z(k)](1 +O(E4)) +O(E2).
Proof. First note that
Pn,λ(L1 ≥ k) ≤ Pn,λ(Z(k) ≥ 1) + Pn,λ(L1 > N) ≤ En,λ[Z(k)] + Pn,λ(L1 > N).
Lemma 6 tells us that Pn,λ(L1 > N) ≤ E2, so the upper bound is done. For the lower bound, by
(9),
Pn,λ(L1 ≥ k) ≥ Pn,λ(Z(k) ≥ 1) ≥
En,λ[Z(k)]
2
En,λ[Z(k)2]
.
Lemma 21 tells us that
En,λ[Z(k)
2] ≤ En,λ[Z(k)] + En,λ[Z(k)]
2 exp
(
λk2
n4/3
−
k3
n2
)
(1 +O(n−1/11)),
and Proposition 5 gives
En,λ[Z(k)] = O
( n
k3/2
e−Gλ(k
2/3/n)
)
.
Thus
En,λ[Z(k)]
2
En,λ[Z(k)2]
≥ En,λ[Z(k)]
(
1 +O
( n
k3/2
e−Gλ(k
2/3/n)+λk2/n4/3−k3/n2
))
= En,λ[Z(k)](1 +O(E4))
as required.
Given these lemmas, our first main result follows almost trivially.
Proof of Theorem 1. Lemma 22 tells us that
Pn,λ(L1 = k) = En,λ[Y (k)](1 +O(E4)) +O(E2).
But by Proposition 4,
En,λ[Y (k)] =
k1/2
(8pi)1/2n
e−Gλ(k/n
2/3)(1 +O(E1)).
Since Gλ(x) ≥ 0 for all x ≥ 0, and by the conditions of the theorem we have λ ≤ k/n2/3, we see
that E4 ≤ n/k3/2 ≤ E1. This gives part (a) of the result.
For part (b), Lemma 23 gives us
Pn,λ(L1 ≥ k) = En,λ[Z(k)](1 +O(E4)) +O(E2).
Then by Proposition 5,
En,λ[Z(k)] = (1 +O(E1))
1
(8pi)1/2
(k/n2/3)1/2
G′λ(k/n
2/3)
e−Gλ(k/n
2/3) +O(E2).
Again we observe that E4 ≤ E1 which completes the proof.
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9 The size of the component containing a particular vertex
We now turn to proving Theorem 2, which concerns the component containing a particular vertex
v. The proof will rely only on the first moment estimates that we have already developed. Along
the way we will also prove Propositions 7 and 8. We recall that C(v) is the connected component
containing v, |C(v)| is the number of vertices in C(v) and E(C(v)) is the number of edges in C(v).
Everything will be based on the following elementary lemma.
Lemma 24. For any n, k ≥ 1 and l ≥ −1,
Pn,λ
(
|C(v)| = k, E(C(v)) = k + l
)
=
k
n
En,λ[X(k, k + l)].
Proof. We merely note that, by the same argument as for (1),
Pn,λ
(
|C(v)| = k, E(C(v)) = k + l
)
=
(
n− 1
k − 1
)
C(k, k + l)pk+ln,λ (1− pn,λ)
(k2)−k−l+(n−k)k
=
k
n
En,λ[X(k, k + l)].
Proof of Proposition 7. Simply combine Lemma 24 with Corollary 13.
Proof of Proposition 8. Let L = ⌊4n1/4⌋. By Lemma 24,
Pn,λ(|C(v)| = k) =
L∑
l=−1
k
n
En,λ[X(k, k + l)] +
(k2)−k∑
l=L+1
k
n
En,λ[X(k, k + l)].
By the first part of Proposition 3,
L∑
l=−1
k
n
En,λ[X(k, k + l)] =
L∑
l=−1
k
n
C(k, k + l)
(2pi)1/2nlkk+1/2
e−Fλ(k/n
2/3)(1 +O(E3)).
Since E3 is at most a constant, this means that there exist 0 < c1 < c2 <∞ such that
c1e
−Fλ(k/n
2/3)
nkk−1/2
L∑
l=−1
C(k, k + l)
nl
≤
L∑
l=−1
k
n
En,λ[X(k, k + l)] ≤
c2e
−Fλ(k/n
2/3)
nkk−1/2
L∑
l=−1
C(k, k + l)
nl
.
Corollary 14 then gives
c1k
−3/2e−Fλ(k/n
2/3) ≤
L∑
l=−1
k
n
En,λ[X(k, k + l)] ≤ c2k
−3/2e−Fλ(k/n
2/3).
Thus it remains to show that
∑∞
l=L+1
k
nEn,λ[X(k, k+ l)] is of smaller order. But this follows from
the second part of Proposition 3.
Proof of Theorem 2. By Lemma 24,
Pn,λ(|C(v)| = k) =
k
n
(k2)−k∑
l=−1
En,λ[X(k, k + l)] =
k
n
En,λ[Y (k)].
Part (a) now follows from Proposition 4.
For part (b) of the theorem, let N = ⌊n3/4⌋. By Lemma 24,
Pn,λ(|C(v)| ≥ an
2/3, L1 ≤ N) =
N∑
j=k
j
n
∑
l≥−1
En,λ[X(j, j + l)] =
N∑
j=k
j
n
En,λ[Y (j)].
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By Proposition 4, this equals
N∑
j=k
j3/2
(8pi)1/2n2
e−Gλ(j/n
2/3)(1 +O(E1(j, n, λ)))
=
1
(8pi)1/2n
N∑
j=k
( j
n2/3
)3/2
e−Gλ(j/n
2/3)(1 +O(E1(j, n, λ))).
Applying Lemma 19, this is
1
(8pi)1/2n1/3
(k/n2/3)3/2
G′λ(k/n
2/3)
e−Gλ(k/n
2/3)(1 +O(E1(k, n, λ))).
By Lemma 6, Pn,λ(L1 > N) = O(E2(n)), so we have shown that
Pn,λ(|C(v)| ≥ an
2/3) =
1
(8pi)1/2n1/3
a3/2
G′λ(a)
e−Gλ(a)(1 +O(E1(k, n, λ))) +O(E2(n))
which is (b).
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