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Abstract. Elastic strain energy released during shear failure in rock is partially spent as frac-
ture energy Γ to propagate the rupture further. Γ is dissipated within the rupture tip process
zone, and includes energy dissipated as off-fault damage, Γoff. Quantifying off-fault damage
formed during rupture is crucial to understand its effect on rupture dynamics and slip-weakening
processes behind the rupture tip, and its contribution to seismic radiation. Here, we quantify
Γoff and associated change in off-fault mechanical properties during and after quasi-static and
dynamic rupture. We do so by performing dynamic and quasi-static shear failure experiments
on intact Lanhe´lin granite under triaxial conditions. We quantify the change in elastic mod-
uli around the fault from time-resolved 3D P-wave velocity tomography obtained during and
after failure. We measure the off-fault microfracture damage after failure. From the tomog-
raphy, we observe a localised maximum 25% drop in P-wave velocity around the shear fail-
ure interface for both quasi-static and dynamic failure. Microfracture density data reveals a
damage zone width of around 10 mm after quasi-static failure, and 20 mm after dynamic fail-
ure. Microfracture densities obtained from P-wave velocity tomography models using an ef-
fective medium approach are in good agreement with the measured off-fault microfracture dam-
age. Γoff obtained from off-fault microfracture measurements is around 3 kJm2 for quasi-static
rupture, and 5.5 kJm2 for dynamic rupture. We argue that rupture velocity determines dam-
age zone width for slip up to a few mm, and that shear fracture energy Γ increases with in-
creasing rupture velocity.
1. Introduction
During shear failure in rock, stored elastic strain energy is partly
released as radiated energy Er (i.e., seismic waves) and mostly dis-
sipated on and around the fault interface as latent heat and new frac-
ture surface area through a plethora of dissipative processes. Dissi-
pated energy is typically partitioned into frictional work and break-
down work, where frictional work Ef is the work done to overcome
the residual friction on the fault interface during sliding. Break-
down work Wb is a collective term of energies dissipated in addi-
tion to Ef, and primarily includes dissipative processes that reduce
the strength of the fault interface towards the residual friction. This
includes comminution, flash heating [Brantut and Viesca, 2017],
and thermal pressurisation [Viesca and Garagash, 2015], but also
includes energy dissipated towards propagating the rupture tip, and
energy dissipated by deformation outside the principal slip zone
(off-fault deformation). For earthquakes, Er and Wb can be deter-
mined from seismological data [Tinti et al., 2005; Kanamori and
Rivera, 2006], where Wb varies from 102 to 108 Jm−2 as a function
of total coseismic slip [Abercrombie and Rice, 2005; Viesca and
Garagash, 2015]. As the strength evolution of the fault during fail-
ure cannot be determined directly from seismological data, a slip-
weakening law is typically assumed to determine a slip-weakening
distance δ0, at which the fault has reached its residual frictional
strength. Seismological estimates for Wb do not discriminate be-
tween energy dissipated to propagate the rupture, Γ, and the re-
maining breakdown work (Wb−Γ). Γ is called the shear fracture
energy and is the energy dissipated within a process zone surround-
ing the rupture tip to overcome cohesion of the material and prop-
agate the rupture by a unit area [Freund, 1990]. Γ is dissipated in
a volume around the rupture tip, and may therefore include an off-
fault component Γoff in addition to the component of Γ dissipated
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to form the fault interface or principal slip zone. Measurements for
material parameter Γ are of the order of 104 Jm−2 for initially intact
crystalline low porosity rock under upper crustal conditions [Wong,
1982, 1986; Lockner et al., 2001; Aben et al., 2019], which may
be considered an upper bound for pre-existing fault zones often
comprised of damaged and altered rock. As Γ is dissipated earliest
during shear failure [Barras et al., 2020], its constituent dissipative
processes may affect slip weakening processes in the wake of the
rupture tip process zone – and may affect the remainder of Wb. We
here aim to quantify the off-fault component of the fracture energy,
Γoff.
Off-fault deformation during shear failure, mainly fracturing
and subsidiary slip, is created by transient off-fault stresses near the
rupture tip [Andrews, 1976; Poliakov et al., 2002; Rice et al., 2005]
and by increasingly larger off-fault stresses arising from progres-
sive slip along rough faults [Chester and Chester, 2000; Dieterich
and Smith, 2009]. Energy dissipated by off-fault deformation in the
rupture tip process zone Γoff is one of Γ’s constituent energy sinks.
During shear failure, off-fault deformation caused directly by the
stress concentration around the rupture tip as part of Γoff precedes
most of the off-fault deformation from slip on a rough fault, since
the amount of slip within the rupture tip process zone is negligible.
Off-fault deformation, and particularly off-fault fracturing, changes
the mechanical and hydraulic properties of fault damage zone rock,
and thus the constituent dissipative processes of Γoff affect fault
damage zone properties at an early stage during shear failure [Aben
et al., 2020]. This can have a feedback on rupture, slip, and ground
motion; rupture simulations show that reduced mechanical proper-
ties in the fault damage zone affect fault slip [Cappa et al., 2014]
and slip velocity [Andrews, 1976, 2005; Dunham et al., 2011]. Due
to fracturing near the rupture tip the pore volume increases and
causes, under partially undrained conditions, a local pore fluid pres-
sure drop and an increase in effective pressure on the fault [Bran-
tut, 2020]. This can stabilise dynamic rupture [Martin, 1980] and
slip [Segall and Rice, 1995; Segall et al., 2010]. Changes in hy-
draulic properties from off-fault fracture damage close to the fault
interface have an effect on slip-weakening mechanisms that act in
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2 ABEN ET AL.: OFF FAULT DAMAGE
the wake of the rupture tip, such as thermal pressurisation [Bran-
tut and Mitchell, 2018]. The dynamic reduction of elastic moduli in
the fault damage zone causes high frequency content in the radiated
ground motion [Thomas et al., 2017], and can be a substantial addi-
tional source of seismic radiation [Ben-Zion and Ampuero, 2009].
It is therefore crucial to 1): Quantify Γoff, and 2): Quantify the
changes it imposes on off-fault mechanical properties.
A measurement of total off-fault fracture surface area created
in the rupture tip process zone gives an estimate for the cumula-
tive fracture surface energy necessary to create them. This gives
a lower bound for Γoff, as energy dissipated as latent heat during
off-fault fracturing (i.e., slip on the fractures) remains unknown.
Along strike-slip faults, this approach has yielded estimates for
the total off-fault dissipated energy [Chester et al., 2005; Rockwell
et al., 2009]. However, fractures observed in exhumed fault dam-
age zones originate from either rupture tip stress concentrations,
stresses generated by slip on a rough fault during shear failure,
or quasi-static stresses [Mitchell and Faulkner, 2009], and were
healed and overprinted by numerous shear failure events. This
complicates quantification of Γoff from the geological record. Off-
fault fracture damage induced by shear failure under controlled
conditions in the laboratory circumvents some of these compli-
cations, allowing for a microstructural description [Wawersik and
Brace, 1971; Reches and Lockner, 1994] and quantification of frac-
ture damage zones [Moore and Lockner, 1995; Zang et al., 2000]
associated to a single failure event. Moore and Lockner [1995] es-
timated the cumulated surface energy in the fracture damage zone
around a ‘frozen’ quasi-static rupture front in granite, where slip on
the fault was negligible, yielding a lower bound for Γoff. A dynam-
ically propagating rupture tip is expected to create a larger area of
fracture damage, as the stress field around a propagating rupture tip
is distorted with increasing rupture velocity [Poliakov et al., 2002],
and we therefore expect Γoff to increase as well.
Γoff can also be obtained from the change in stored elastic strain
energy in the rupture tip process zone, with the underlying assump-
tion that the change in elastic compliance is caused by off-fault
fracturing. A reduction in elastic compliance is measured as a
drop in seismic wave speeds, making them an attractive and cost-
efficient proxy for large scale monitoring of fracture damage struc-
tures in fault zones [Mooney and Ginzburg, 1986; Rempe et al.,
2013; Hillers et al., 2016; Qiu et al., 2017]. To date, high resolu-
tion geophysical measurements of wave speeds from dense arrays
[Ben-Zion et al., 2015] have given static snapshots of the fault dam-
age zone structure, but not the coseismic velocity drop necessary
to obtain the total coseismic off-fault dissipated energy, let alone
Γoff. Laboratory-scale seismic tomography of the P-wave velocity
structure [Brantut, 2018] obtained from ultrasonic data measured
during quasi-static shear failure experiments does give the change
in effective elastic moduli during rupture needed to calculate Γoff
[Aben et al., 2019], yielding a similar value for Γoff to that cal-
culated from fracture surface area by Moore and Lockner [1995].
There are, to our knowledge, no measurements of Γoff for dynamic
shear ruptures yet, either from microstructures or from a change in
elastic moduli.
The changes in off-fault mechanical properties induced by shear
rupture cannot be assessed directly from the scalar quantity Γoff,
but the two approaches outlined above to estimate Γoff also provide
the changes in elastic moduli and the microfracture density. These
two physical properties can be reconciled using effective-medium
theory models for cracked solids [e.g., Gue´guen and Kachanov,
2011], which are an important tool for obtaining information on
physical and hydraulic properties such as fracture density [Sayers
and Kachanov, 1995], porosity, and permeability [Gavrilenko and
Gue´guen, 1989]. These physical parameters are key in studying the
feedback between rupture and slip. Effective-medium approaches
have been tested in the laboratory on deformed samples, where ef-
fective elastic moduli were measured by active ultrasonic surveys
[e.g., Schubnel et al., 2003]. The path-averaged wave velocities
obtained from these surveys are representative for fracture dam-
age only when fractures are homogeneously spread throughout the
sample. In laboratory shear failure experiments, fracture damage
is localised around the fault interface and so path-averaged veloc-
ities cannot be used. Instead, recent advances in syn-deformation
laboratory tomography techniques [Brantut, 2018; Stanchits et al.,
2003] can be employed for the use of effective-medium models, so
that changes in physical properties can be quantified in situ.
Here, we assess Γoff for dynamic and quasi-static rupture in
granite following the two approaches outlined above. To do so,
we perform three types of shear failure experiments in the labo-
ratory: Shear failure by quasi-static rupture, by dynamic rupture,
and by partly quasi-static and partly dynamic rupture (from here on
referred to as ‘mixed rupture’). We quantify the change in mechan-
ical properties around the fault caused by shear failure from time-
resolved 3D P-wave velocity tomography models. These were ob-
tained during and after quasi-static rupture and after dynamic rup-
ture and mixed rupture. We also quantify the off-fault microfrac-
ture damage after dynamic and quasi-static shear failure from mi-
crostructural observations. An effective-medium approach is used
to obtain microfracture densities from the 3D P-wave velocity mod-
els, which are compared with the measured microfracture densities.
We then determine a damage zone width for the quasi-statically
and dynamically failed samples. These estimates for damage zone
width are compared to the expected damage zone width from the
stress field around a propagating rupture tip [Poliakov et al., 2002]
and from the off-fault stresses induced by slip along a rough fault
[Chester and Chester, 2000]. We then obtain Γoff from measuring
the cumulative off-fault fracture surface energy within the damage
zone. These measurements are complementary to Γoff derived from
changes in effective elastic moduli by Aben et al. [2019] for a quasi-
static rupture. Last, we discuss the implications of our results to the
energetics of earthquake rupture.
2. Materials and methods
2.1. Experiments
Three different types of failure experiments were performed on
intact 100 mm by 40 mm diameter Lanhe´lin granite cylinders (from
Brittany, France) at 100 MPa confining pressure (Table 1): Failure
by dynamic rupture, failure by quasi-static rupture, and failure by
part quasi-static rupture and part dynamic rupture named mixed
rupture. The experiments were performed at nominally dry con-
ditions in a conventional oil-medium triaxial loading apparatus at
University College London [Eccles et al., 2005]. Axial load was
measured by an external load cell corrected for friction at the piston
seal. Axial shortening was measured by a pair of Linear Variable
Differential Transducers (LVDTs) outside the confining pressure
vessel, corrected for the elastic shortening of the piston.
The samples were equipped with two pairs of axial-radial strain
gauges. The samples were placed in a rubber jacket equipped with
16 piezoelectric P-wave (VP) transducers. Ultrasonic signals were
amplified to 40 dB before being recorded by a digital oscilloscope
(50 MHz sampling frequency). All signals consisted of 4096 data
points, equivalent to an 82 µs time interval. Active ultrasonic ve-
locity surveys were performed every 5 minutes, where all 16 piezo-
electric transducers were sequentially used as a source, while the
other transducers recorded the resulting waveforms. 1 MHz pulses
were produced by exciting the source transducer with a 250 V
signal. The signal-to-noise ratio was improved by stacking the
recorded waveforms from six of these pulses per transducer. Be-
tween surveys, acoustic emissions (AE) were recorded on 16 chan-
nels, provided that the AE signal amplitude was above 250 mV on
at least two channels within a 50 µs time interval. The digital os-
cilloscope stored up to four sets of AE waveforms per second.
Dynamic rupture was achieved by setting a constant shortening
rate equivalent to an axial strain rate of 10−5 s−1 until dynamic
shear failure. Quasi-static rupture was achieved by suppressing dy-
namic rupture via monitoring the AE rate, following the approach
of Lockner et al. [2001]. When the acoustic emission rate showed
a marked increase – a precursor to dynamic rupture – the axial load
on the sample was decreased by reversing the displacement direc-
tion of the piston. For mixed rupture experiments, the rupture was
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Table 1: Sample table with experiment type, number of time intervals, number of AE events used for tomographic
inversion, tomographic inversion parameters (covariances and correlation length), and number of SEM images used
for microstructural analysis. †From Aben et al. [2019]. ‡Accumulated slip by reloading after failure.
sample number LG1 LN4 LN5† LN7 LN8
type of experiment dynamic‡ mixed quasi-static dynamic mixed‡
nr. of time intervals 8 - 38 - 22
number of AE events 2215 - 11134 - 9844
survey arrival time [µs] 1 - 1 - 1
anisotropy parameter [-] 0.01 - 0.01 - 0.01
a priori velocity model [log(m/s)] 0.02 - 0.02 - 0.01
AE arrival time [µs] 2 - 2 - 2
AE source location [mm] 2 - 2 - 2
AE origin time [µs] 2 - 2 - 2
correlation length [mm] 25 - 25 - 25
microstructural analysis - - 123 images 134 images -
slip δ [mm] 2.88 1.93 0.83 3.22 2.44
controlled for about half the stress drop between the sample’s peak
stress and its residual frictional strength. The rupture was allowed
to propagate dynamically for the remainder of the stress drop. Af-
ter failure, one sample failed by dynamic rupture and one sample
failed by mixed rupture were reloaded up to their residual frictional
strength (Table 1), which resulted in some additional stable sliding
along the fault.
Poisson’s ratio of the intact rock ν0 was determined from the
ratio of the axial and radial strain during axial loading in the elastic
regime. The intact Young’s modulus E was derived from the dif-
ferential stress versus axial displacement curves measured during
axial loading in the elastic regime.
2.2. Analysis of ultrasonic data and P-wave tomography
The FaATSO code by Brantut [2018] was used for tomographic
inversion of the active ultrasonic surveys and AE arrival times.
Prior to tomographic inversion, the ultrasonic waveforms recorded
during the experiments were processed. Time of flight for all sensor
combinations were picked for the first active ultrasonic survey of
the experiment, and arrival times for subsequent surveys were ex-
tracted using an automated cross-correlation technique [e.g., Bran-
tut et al., 2014] with a precision of about 0.05 µs. From these, path-
averaged velocities were calculated between sensor pairs. These
ray paths are oriented at 90◦ (i.e., horizontal), 58◦, 39◦, and 28◦ an-
gles to the loading axis of the sample. AE arrival times and source
locations were obtained in three steps: 1) The first arrivals of the
AE waveforms were automatically picked, and AE source locations
were calculated using their arrivals in conjunction with a transverse
isotropic velocity model based on the most recent ultrasonic survey.
2) The AE events were subjected to a quality test, where AEs with
a source location error above 5 mm were discarded. 3) The auto-
matically picked arrival times of the remaining AEs were subjected
to an interactive visual check – arrival times were improved or re-
moved when the difference between the automatically picked ar-
rival time and the theoretical arrival time for the calculated source
location was too large. 4) The AE source locations were recal-
culated based on the inspected arrival time dataset and the same
source location error criterium was applied.
The FaATSO code treats the arrival times of the ultrasonic sur-
veys and the AE arrival times as the observed data. The model pa-
rameters are the AE source locations and origin times, and the hor-
izontal P-wave velocity and anisotropy in voxels of 5× 5× 5 mm
that cover the sample volume. The algorithm allows for vertical
transverse isotropy for each voxel (i.e., the vertical velocity is inde-
pendent from the horizontal velocity). VP anisotropy is expressed
as the ratio (V vP −V hP )/V hP , where V hP and V vP are the horizontal and
vertical P-wave velocities, respectively. To make predictions of
the observed data based on the model parameters, a 3D anisotropic
ray tracer is used (i.e., Eikonal solver) [Brantut, 2018]. The in-
verse problem is solved using a quasi-Newton inversion algorithm
[Tarantola, 2005], and is constrained by a set of standard devia-
tions that describe Gaussian variances on the observed data (Table
1). The variance on the model parameters (AE source locations,
velocity, and anisotropy) are also Gaussian, expressed by standard
deviations (Table 1). For the velocity and anisotropy, there is a co-
variance between voxels that is a function of the variance and a cor-
relation length [Brantut, 2018]. Through the covariance for veloc-
ity and anisotropy, the correlation length smooths heterogeneities
in the inversion results.
The observed data was divided in a number of time intervals (Ta-
ble 1) with varying duration, each containing roughly 300 AEs, for
which we performed the inversion. The AE source locations were
used as an a priori model parameter. For the remaining a priori
model parameters, V hP and anisotropy, we used two structures: 1)
A homogenous vertical transverse isotropic (VTI) a priori veloc-
ity structure derived from the most recent ultrasonic survey in each
time interval, and 2): An inherited a priori velocity structure from
the inversion results of the preceding time interval, except for the
first time interval where a homogenous VTI a priori structure was
used. The quality of the inversion results was tested by comparing
both sets of inversion results (see Text S1).
A clear tomographic image during dynamic rupture could not be
achieved by inversion of pre- and syn-rupture AE events, because
the number of recorded syn-rupture events is too low due to the lim-
ited recording capacities of the acquisition system, and pre-rupture
events occur at a stage where deformation is not yet localised. We
therefore use AE events recorded during reloading of a dynamically
failed sample and a sample failed by mixed rupture.
2.3. Microstructural analysis
Polished thin sections oriented perpendicular to the main fault
interface were cut from epoxied post-mortem samples that failed
by dynamic rupture and by quasi-static rupture. The thin sections
were studied by optical microscopy and by scanning electron mi-
croscope (SEM), from the latter we obtained back-scatter electron
(BSE) grayscale images along three transects through the centre of
the sample (Figure 1a, b; Table 1). The images were taken at a
100× magnification and cover a 1.0 mm2 area. The pixel dimen-
sion is 0.5 by 0.5 µm.
We obtained the traces of microfractures as follows: Microfrac-
tures are revealed as low grayscale value features in the SEM pic-
tures, because they are empty or filled with low density epoxy. The
microfractures may be traced by hand, but given the large num-
ber of SEM images, we elected to use a semi-automated image
analysis technique. Both methods are prone to user errors, but
the errors from semi-automated image analysis are more consis-
tent in all images so that analysis within the dataset itself is more
reliable. The microfractures can be isolated by using a grayscale
threshold, but this approach will isolate pores in addition to open
fractures, and will exclude pixels of low aperture fractures be-
cause they partly overlap with higher density wall rock, which in-
creases the absolute grayscale value. Fracture recognition from
sharp grayscale contrasts (i.e., edge detection) is more sensitive to
low aperture fractures, but will also recognise pores and sharp grain
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Figure 1: Sketch of fault-perpendicular slice through the centre of a sample showing locations of the transects along
which SEM images have been obtained (to scale), for (a): Dynamic rupture, sample LN7, and (b): Quasi-static rup-
ture, sample LN5. Each transect is assigned a symbol corresponding to the fracture density data in Figures 9d and
10d. The trace of the main fault plane is shown by the dashed gray line. The red windows indicate the locations
of individual SEM images shown in Figures 9a, b, and 10a, b. The compressive and tensile lobes in the rupture tip
process zone are marked by + and − signs, the star and arrow on the fault marks the approximate location of rupture
nucleation and propagation direction. Location of the optical microscopy image in Figure 8a indicated in (b). (c):
Trace of a fracture segment, and the minor and major axis of an ellipse fitted around the segment. The fracture seg-
ment length used to calculate ρfrac is given by the number of its constituent pixels. The angle θ between the major
ellipse axis and the loading axis gives the fracture orientation.
boundaries between different minerals. Here, we isolate microfrac-
tures based on fracture aperture, so that larger aperture pores can
be excluded. To do so, we use the median filter technique used
by Griffiths et al. [2017], and incorporate their approach in the
newly developed fracture tracing code Giles (fracture tracinG by
median filter, skeletonisation, and targeted closure, freely available
on https://github.com/FransMossel/Giles fracturetracing.git). The
median filter obtains a median grayscale value for a predefined win-
dow of pixels around a target pixel, and assigns this median value
to the target pixel. The entire image is subjected to this action.
If the predefined window is larger than the fracture aperture and
smaller than the aperture of pores, it ascribes a median grayscale
value to a pixel in the fracture that is much higher than the original
value, but pixels that represent pores or grains do not significantly
change [Griffiths et al., 2017]. The difference between the original
grayscale values and the median filtered values is thus much higher
in microfractures than in surrounding grains and pores. The image
of this difference is therefore binarised. Small gaps between frac-
ture traces in the binarised image are closed with a dilation-erosion
action. The binary image is skeletonised, reducing the width of the
trace to a single pixel, followed by targeted closure of gaps between
traces that have the same orientation. Small residual branches on
the fracture traces are an artefact of the skeletonisation process, and
are removed by a pruning algorithm similar to that used by Griffiths
et al. [2017]. A visual check and, when necessary, adjustment of
the user-defined parameters, is imperative to ensure reasonable re-
sults from the fracture tracing code. See Text S1 for more details
on the image analysis steps.
The end result of image processing using Giles is a binary image
with microfracture traces of single pixel width. Fractures below 3
to 9 µm in length (depending on the size of the median filter win-
dow) were not traced. Since we are primarily interested in off-fault
damage, we manually removed fracture traces in gouge-filled zones
and zones of cataclasite. We do not define individual fractures,
because this requires manual unravelling of the microfracture net-
work that would give arbitrary results for a well-connected fracture
network where a clear fracture hierarchy is missing. Instead, we
analyse fracture segments, which are defined as pixels connected
to only two neighbours. Fracture segments are separated by frac-
ture intersections, which are pixels with three or more neighbours.
We obtained 2D fracture orientations for each fracture segment
by fitting an ellipse around a segment and measuring the angle θ
between the major axis of the ellipse and the sample axis (Figure
1c). The absolute cumulative fracture length in an image is given
by the number of pixels used for the fracture traces. Off-fault frac-
ture density ρ frac (in mm/mm2) was obtained for each image by
dividing the total fracture length in an image with the surface area
of that image. The SEM image transects span both sides of the fault
zone, which experienced different transient stresses in the rupture
tip process zone. The transient off-fault stresses are tensile on the
side of the fault where the direction of slip is opposite to the rup-
ture propagation direction, and compressive on the other side of
the fault. Based on the migration of AE source locations over time,
which indicates the rupture propagation direction, we identified the
tensile and compressive sides of the fault (Figure 1a, b).
3. Results
3.1. Experiments
The samples reached a peak differential stress of 660 to
700 MPa, followed by the onset of fault localisation and rupture
propagation (Figure 2a). Frictional sliding – and thus the comple-
tion of rupture – commenced between 360 and 350 MPa, based
on the flattening of the stress-displacement curve and the spread
of the AE source mechanisms across the entire slip surface during
quasi-static rupture. The post-failure residual strength is around
300 MPa, as shown by the converging stress-displacement curves
of the quasi-static, dynamic, and mixed experiments, of which the
latter two approached the residual frictional strength from a lower
differential stress by reloading of the sample.
Visual inspection of the samples after the deformation experi-
ment revealed a single shear failure zone (Figure 2c), except for
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Figure 2: (a): Stress-displacement curves for Lanhe´lin granite samples subjected to dynamic rupture (LN7 and LG1,
black), to quasi-static rupture (LN5, light gray), and to mixed rupture (LN4 and LN8, dark gray). The displacement
and stress drop caused by dynamic failure are shown as dashed intervals. (b): Shear stress versus slip curves for all
failure experiments. Curves follow the same colour coding as in (a).The shear stress at which the failure zone was
completely formed is indicated, and τresidual gives the residual shear stress to which the curves converge. (c): Polished
section of dynamically failed sample LN4, oriented perpendicular to the failure zone. Note that epoxy has penetrated
the failure zone and part of the damage zone (darkened area), but has not penetrated the intact rock near the edge
of the sample. (d): Polished section of mixed ruptured sample LN8, oriented parallel to the main failure zone. A
perpendicular incipient failure plane is visible. Surface has been epoxied prior to polishing, so that the damage zone
is less apparent compared to (c).
sample LN8 that includes an incipient secondary fault plane with-
out noticeable displacement in addition to the through-going shear
failure zone (Figure 2d). All through-going failure zones are ori-
ented approximately at 30◦ relative to the compression axis. Using
this fault angle, we resolved the average shear stress on the fault
plane from the differential stress and confining pressure (Figure
2b). The rupture fully traversed the sample and completed the fail-
ure zone at about 155 MPa shear stress (Figure 2b), as measured
from the quasi-static rupture, and the residual frictional strength
τresidual is around 120 MPa, as shown by the converging stress-
strain curves for quasi-static, dynamic, and mixed ruptures (Figure
2b). The slip on the fault δ , calculated from the axial displace-
ment data corrected for machine stiffness and for the stiffness of
the intact rock, was 0.83 mm at the end of the quasi-static rupture
experiment, 2.88 to 3.22 mm after dynamic failure, and 1.93 to
2.44 mm after dynamic failure in mixed rupture experiments (Ta-
ble 1). Additional slip of 0.19 mm and 0.29 mm was accumulated
by reloading samples LG1 and LN8, respectively, after dynamic
failure.
A Young’s modulus E = 88 GPa was measured for the intact
rock during axial loading above 100 MPa and below about 400 MPa
differential stress, and averaged over all experiments. Averaged
over all experiments, a Poisson’s ratio ν0 = 0.20 was estimated for
intact rock.
3.2. Ultrasonic velocity surveys
Path-averaged ultrasonic P-wave velocities were routinely cal-
culated from the time of flight between two sensors, assuming a
straight ray path (i.e., shortest distance) between the sensors. We
present the P-wave velocity change during deformation with re-
spect to the initial P-wave velocity at hydrostatic conditions along
5 straight ray paths at key orientations with respect to the fault plane
during a quasi-static failure experiment (Figure 3a) and a dynamic
failure experiment (Figure 3b). In both samples, ray path A is per-
pendicular to the loading axis and located well outside the eventual
failure zone. Ray path B is oriented at 39◦ to the loading axis,
and nearly its entire length is located within the failure zone. Ray
paths C and D, both at a 58◦ to the loading direction, intersect with
the two extremities of the fault zone and run sub-parallel to it. Ray
path E, oriented perpendicular to the loading direction, intersects
the fault zone in the centre of the sample.
Before the onset of quasi-static rupture, path-averaged P-wave
velocities along all 5 ray paths increase slightly by 30 m/s up to
6.2 km/s from 0 to 400 MPa differential stress (Figure 3a), followed
by a strong decrease as peak stress is approached. At the peak
differential stress, VP along ray path A shows the smallest veloc-
ity reduction of about 13% down to 5.3 km/s. During quasi-static
rupture, when differential stress drops from peak stress to about
350 MPa, VP along ray path A recovers by 6%, and remains stable
during sliding between 350-300 MPa differential stress. Ray path B
reveals a drop in P-wave velocity of about 13% at the peak differen-
tial stress. Between the peak stress and 600 MPa differential stress,
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VP along ray path B decreases by an additional 4%, and remains
stable at a total reduction of 17% for the remainder of the stress
drop. After rupture completion at 350 MPa differential stress and
the onset of sliding, the P-wave velocity along ray path B recov-
ers by 1-2%. At the peak stress, P-wave velocity along ray path C
and D dropped by 17%. VP continues to decrease, along C down
to 21% at 625 MPa differential stress, and along D down to 19%
at 470 MPa (Figure 3a, asterisks). At the end of the experiment,
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Figure 3: (a): Normalised path-averaged P-wave velocity mea-
sured during a quasi-static failure experiment (sample LN5) versus
differential stress. P-wave velocities were obtained from the first
P-wave arrival of active ultrasonic surveys. The shaded area indi-
cates the transition to frictional sliding, and the asterisks highlight
the lowest velocities of three ray paths (see main text). The curves
are coloured similar to their locations shown in the cross-section
through the centre of the sample (inset) where the fault plane, de-
lineated by AE source locations within 2 mm of the cross-section,
intersects the cross-section and ray paths at a 45◦ angle. (b): Nor-
malised P-wave velocity measured before and after a dynamic fail-
ure experiment (sample LG1) versus differential stress. The dy-
namic stress drop during failure is dashed. The curves are coloured
similar to their locations shown in the cross-section through the
centre of the sample (inset) where the fault plane, delineated by AE
source locations within 3 mm of the cross-section, intersects the
cross-section and ray paths at a 40◦ angle.
after frictional sliding, the overall velocity drop along ray paths C
and D is 14% and 15% respectively, which is a velocity recovery
of 7% and 4% with respect to the minimum observed VP. The ve-
locity drop along ray path E was 22% at the peak stress. Along this
ray path, we observe the strongest reduction in P-wave velocity of
about 26% down to 4.6 km/s at a differential stress of 590 MPa dur-
ing quasi-static failure (Figure 3a, asterisks). As failure progresses
and differential stress drops further, the velocity recovers so that a
19% reduction in VP is measured at the end of the experiment.
Path-averaged P-wave velocities before dynamic failure (Fig-
ure 3b) are similar to those before quasi-static rupture. Ultrasonic
surveys could not be obtained during dynamic rupture, but were
obtained during reloading of the sample after failure. P-wave ve-
locity outside the fault zone along ray path A was reduced by 15%
down to 5.3 km/s prior to dynamic failure from an initial velocity of
6.2 km/s. The dynamic stress drop during failure caused an increase
in VP of 8 to 11%, followed by a small decrease during reloading
down to 5.9 km/s at 270 MPa differential stress (Figure 3b). P-
wave velocity along ray path B drops from 5.7 km/s (9% drop) at
peak stress to 5.4 km/s (13% drop) after dynamic failure (Figure
3b). During reloading, the P-wave velocity does not change along
wave path B. Pre-failure P-wave velocities along ray paths C and D
drop by 13–14% along both wave paths, and recover by 1% up to
5.4–5.5 km/s after the dynamic stress drop (Figure 3b). Within the
fault zone along ray path E, the P-wave velocity drops during the
dynamic stress drop from 5.1 km/s down to 4.8 km/s (22% reduc-
tion, Figure 3b). VP decreases slightly more during reloading of the
sample (down to a 23% reduction).
Path-averaged P-wave velocity changes measured during quasi-
static rupture and before and after dynamic rupture are of similar
magnitude and show a wide variation in velocity reductions within
a single sample, with VP reduced by 5 to 24% at the end of the ex-
periment relative to the intact rock. These variations indicate strong
localisation of damage, and the difference between horizontal VP
(measured perpendicular to the loading axis) and VP measured at
an angle indicate damage-induced anisotropy. Overall, P-wave ve-
locity tends to increase with decreasing differential stress, except
for the ray paths located entirely within the fault zone (ray paths B
in Figure 3a and b). The above analysis assuming straight ray
paths reveals very precise changes in path-averaged VP thanks to
the cross-correlation technique used to extract arrival times. How-
ever, changes in path-averaged VP do not reveal where along the ray
path the VP has changed. Therefore, we perform a 3D tomographic
inversion, which will lack the precision of the path-averaged veloc-
ity changes, but will reveal the location of greatest change in VP.
3.3. P-wave tomography
We first present changes in the horizontal P-wave velocity struc-
ture introduced by quasi-static, dynamic, and mixed rupture. The
results were obtained using an inherited a priori velocity model
(see section 2.2 and Text S2). We then present the P-wave
anisotropy inversion results. We detail the difference between the
inherited and the homogeneous VTI a priori velocity models and
the effect of different standard deviations on the model parameters
in Supplementary information Text S2.
Dynamic rupture propagation: The horizontal P-wave veloc-
ity before localised dynamic failure drops throughout the entire
sample, from 6.2 km/s down to 5.4 km/s (Figure 4a). The VP struc-
ture obtained immediately after dynamic failure shows a strong lo-
calised low velocity zone (VP drops by 22% down to 4.8 km/s)
around the fault zone (Figure 4b). The localised zone of low VP
decreases in width from about 35 mm to 20 mm as the sample
is reloaded. VP recovers throughout the sample during reloading,
most notably in the low velocity zone where the minimum P-wave
velocity increases by 600 m/s to 5.4 km/s (Figure 4c, d).
Quasi-static rupture propagation: Before the onset of quasi-
static rupture, horizontal VP decreases from around 6 km/s down
to 5 km/s (Figure 5a). The rupture nucleates near the bottom of
the sample and propagates upwards (delineated by the AE source
locations), during which a low P-wave velocity zone forms around
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Figure 4: Tomographic sections of the horizontal VP normalised to the initial velocity through the centre of sample
LG1 (dynamic rupture), perpendicular to the fault. The four slices show time intervals (a) just prior to the localisation
of deformation, and (b),(c), and (d) during three stages of reloading after rupture and slip. The corresponding parts
of the stress-displacement curve are indicated on the right. AE source locations up to the time interval shown are
projected onto the slice. The AE source locations are within 5 mm distance perpendicular to the slide. In this figure,
and Figures 5 and 6, the seismic velocities are smoothed to a 1 mm resolution and an inherited a priori model was
used for the inversions of ultrasonic data.
he
igh
t (
mm
)
width (mm)
a: syn−localisation
10 20 30 40
0
10
20
30
40
50
60
70
80
90
100
width (mm)
b: propagation I
10 20 30 40
width (mm)
c: propagation II
10 20 30 40
width (mm)
d: Frictional sliding
 
 
10 20 30 40
V
P  / V
P max
0.75
0.8
0.9
1
0 1 2
0
200
400
600
a
d
b
c
displacement (mm)
differential stress (M
Pa)
Figure 5: Tomographic sections of the horizontal VP normalised to the initial velocity through the centre of sample
LN5 (quasi-static rupture propagation), perpendicular to the fault. The four slices show time intervals (a) during local-
isation of deformation, (b),(c) during two stages of rupture propagation, and (d) during frictional sliding of the fault.
The corresponding parts of the stress-displacement curve are indicated on the right. AE source locations up to the
time interval shown are projected onto the slice. The AE source locations are within 2.5 mm distance perpendicular
to the slide, and were determined using the 3D seismic velocity model. Figure from Aben et al. [2019].
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the fault zone (Figure 5b, c). VP within the low velocity zone is as
low as 4.6 km/s (a 25% drop relative to unaffected areas outside of
the zone). In the wake of the rupture tip, the P-wave velocity at
some distance from the fault recovers by at most 5%. After rupture
completion at the onset of frictional sliding, VP recovers throughout
the sample (the minimum VP rises by about 100 m/s, Figure 5d).
Mixed rupture propagation: The horizontal VP before failure
decreases throughout the sample (Figure 6a), similar to the velocity
drop observed before dynamic failure and quasi-static rupture (Fig-
ures 4a and 5a). The deformation history of this particular sample
becomes somewhat complicated after the peak stress: We observe
a faint localisation zone, delineated by AE source locations and
visible in a polished section (Figure d), that is oblique to the final
failure surface. The VP structures of the first few time intervals af-
ter the peak stress show a low velocity zone around this aborted
nascent rupture plane (Figure 6b). The eventual fault forms after a
50 MPa drop relative to the peak stress, and is embedded in a zone
with velocities as low as 4.6 km/s, from an initial velocity of 5.9
km/s – a 22% drop (Figure 6c). The rupture was allowed to prop-
agate dynamically at about 520 MPa. The VP structure after failure
shows two elongated low velocity zones, one around the main fault
zone and one around the ‘failed’ fault zone with velocity reductions
of 20% and 18%, respectively, a recovery by 200 m/s up to 4.8 km/s
(Figure 6d).
A localised low P-wave velocity zone is observed for the three
rupture types (quasi-static, dynamic, and mixed). The minimum
horizontal velocities within these zones are of similar order of mag-
nitude: 4.6–4.8 km/s, equal to a 22–25% drop relative to the initial
P-wave velocity. These velocity drops are in accordance with the
largest drops observed in the path-averaged horizontal VP (Figure
3). The largest velocity decrease for quasi-static and mixed rupture
is observed during the propagation of the rupture itself (Figures 4c
and 6c). For dynamic rupture, the lowest velocities were observed
directly after failure and thus provide only an upper bound for the
lowest horizontal P-wave velocities during dynamic rupture.
3.3.1. P-wave tomography: Anisotropy
During axial loading up to failure, VP anisotropy in dynamic and
mixed rupture samples is fairly homogeneous and varies between
10–11% (i.e., the vertical P-wave velocity is 10–11% higher than
the horizontal P-wave speed). Some variation in anisotropy near
the sample extremities may be caused by lateral confinement from
the coupling with the loading column. The anisotropy for the quasi-
statically ruptured sample is somewhat higher at 13–15%, although
a 1–2% variance within the sample is similar to the dynamic and
mixed rupture samples.
The VP anisotropy adjacent to the ruptured zone increases up to
20% during quasi-static rupture. The anisotropy outside the rup-
tured zone remains at 15%, similar to the pre-rupture anisotropy.
Anisotropy measured in the mixed rupture sample, during the
quasi-static rupture interval, increases to 19% around the ruptured
zone, and anisotropy outside the ruptured zone remains more or less
constant at 12%. Thus, during rupture the vertical P-wave velocity
decreases less relative to the horizontal P-wave velocity.
The lowest anisotropy after rupture completion (at residual shear
stress) is observed in the dynamically ruptured sample, with a
maximum anisotropy of 14% near the ruptured zone and a 11%
anisotropy outside this zone (Figure 7a). The maximum anisotropy
near the ruptured zone after completion of quasi-static rupture is
19% (Figure 7b), which is a small recovery relative to the maxi-
mum anisotropy during rupture. The anisotropy in the volume un-
affected by rupture remains similar to the pre-rupture anisotropy.
The anisotropy after dynamic failure in the mixed rupture sample
is 20% (Figure 7b), and the minimum anisotropy outside the rup-
tured zone is 12%. We thus see in all three rupture experiments
an increase in anisotropy around the ruptured zone during and after
failure, with the smallest increase after dynamic rupture. We can
infer from the horizontal P-wave velocity decrease and anisotropy
increase in the ruptured zone that the vertical P-wave velocity dur-
ing rupture does not change much. Outside the ruptured zones, the
anisotropy during and after rupture remains constant relative to the
initial anisotropy just prior to reaching the peak differential stress.
3.4. Microstructural observations
Study of thin sections by optical microscopy reveals a zone of
microfractures of around 1 mm in length and oriented parallel to
the loading direction enveloping the shear failure zone (Figure 8a).
For quasi-static shear failure, the extent of this damaged zone is
appraised at roughly 8 to 10 mm on the tensile side of the fault,
and 2 to 3 mm on the opposite compressive side. Several grains
outside this off-fault damage zone have been subjected to exten-
sive fracturing as well (Figure 8a). We will attempt to quantify our
qualitatively assessed order of magnitude damage zone width from
fracture density data obtained from SEM images hereafter. First,
we describe the microstructures observed at smaller scale in the
SEM images, followed by measurements of off-fault microfracture
orientation and density.
The SEM images show that the main failure plane resulting from
dynamic rupture is surrounded by patches of gouge and cataclasite
(Figure 8b, c), which were not preserved everywhere in the sample
during the post-mortem treatment. Whereas the individual particles
in patches of gouge cannot be clearly distinguished on the images,
the fragments in the cataclasite zones are clearly visible and angu-
lar, and show rotation relative to their neighbouring fragments. At
100-500 µm distance from the main failure zone, the rock contains
abundant mode I microfractures oriented parallel to the main load-
ing direction with little to no shear or rotation of fragments (Figure
8b). Some of these mode I fractures tend to deflect towards the
main slip zone (Figure 8b). Qualitatively, the amount of microfrac-
tures decreases with increasing distance from the fault (Figure 8b,
c; Figure 9a, b), and variation in microfracture density on the scale
of individual SEM images is linked to mineral type (for instance,
the biotite grain at the top of 9b is more heavily fractured relative
to the feldspar below it). The microstructural damage observed
near a quasi-statically formed failure zone is qualitatively similar
to that observed after dynamic rupture; patches of gouge and cata-
clasite zones (Figure 8d, e) are visible along the main failure zone
and some cataclasite zones form secondary brittle shear zones (Fig-
ure 8d). Other parts along the main failure plane are less complex
and show only a thin zone of gouge and cataclasite (Figure 8e).
Primarily mode I microfracture damage is observed further away
from the fault (Figure 8d, e). The scope of this study is to quan-
tify off-fault damage related to rupture, and we therefore removed
from the traced images the zones of gouge and cataclasite that are
clearly related to slip before further analysis of off-fault microfrac-
ture damage. Examples of SEM-BSE images with fracture traces
are shown in Figure 9a, b and Figure 10a, b.
Off-fault microfracture orientations: The dominant fracture
orientation for off-fault microfractures was obtained from the cu-
mulative length of the major ellipse axis of all the fracture segments
in all SEM images that fall within 5◦ intervals measured relative to
the loading axis. All intervals are normalised by the interval with
the largest cumulative length. The overall dominant off-fault mi-
crofracture orientation is parallel to the loading axis for both dy-
namic rupture (Figures 9c) and quasi-static rupture (Figure 10c).
The angle of the off-fault microfractures with respect to the fault
plane is somewhat larger for the dynamic rupture case relative to
the quasi-static one.
Off-fault fracture density: The surface area of, and fracture
traces in, gouge and cataclasite zones and empty fault space has
not been used in the calculation of the off-fault microfracture den-
sity. The off-fault microfracture density is presented as a function
of fault perpendicular distance. We set the origin of each SEM
transect (i.e., 0 mm fault perpendicular distance) at the centre of
the main failure plane, whose width varies along the fault but re-
mains less than 1 mm (Figure 8) – thus none of the SEM images is
entirely located in the main failure plane.
After dynamic rupture, off-fault fracture density, ρ frac, is around
80 mm/mm2 directly adjacent to the failure zone, and drops to 30–
40 mm/mm2 at about 1 mm distance from the failure zone (Fig-
ure 9d). Further from the fault, we observe an overall cm scale
trend of decreasing ρ frac with increasing distance from the fault,
superimposed to a mm scale variation. This variation is between 5–
30 mm/mm2 and also decreases with distance from the fault (Figure
9d).
ρ frac is around 50 mm/mm2 directly adjacent to the quasi-
statically formed failure zone (Figure 10d). Within 1 mm distance,
ρ frac drops to about 10-20 mm/mm2. After this initially steep
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Figure 6: Tomographic sections of the horizontal VP normalised to the initial velocity through the centre of sample
LN8 (mixed rupture propagation), perpendicular to the fault. The four slices show time intervals (a) during localisa-
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drop, ρ frac decreases to below 10 mm/mm2 over 1.5 cm fault per-
pendicular distance. A mm scale variation is restricted to about
10 mm/mm2 magnitude, and decreases with distance. ρ frac mea-
sured across the quasi-statically ruptured failure zone is lower and
has a lower variance relative to ρ frac measured across the dynami-
cally ruptured failure zone.
3.4.1. Damage zone width
We shall now attempt to summarise the off-fault microfracture
density data in an informative and simple measure. For this, we
elect the measure of a damage zone width, allowing a direct com-
parison with fault damage zones studies in the field and with mod-
els that predict the extent of off-fault fracture damage from fault
rupture and fault slip. The order of magnitude estimate for damage
zone width from optical microscopy will be an independent indica-
tor in determining damage zone widths from microfracture density
data.
The fracture damage that was measured in the SEM images was
created during three stages, according to AE activity: i) pre-failure
microfracturing throughout the volume of the sample during yield,
leading to ii) fracture coalescence in the nucleation patch and pro-
cess zone of the propagating rupture, which is followed by iii) slip-
induced damage [Tapponnier and Brace, 1976]. Here, we are only
interested in microfractures formed during stage ii), as it provides
a measure for Γoff. Although we suppress clearly slip-induced
stage iii) damage by removing gouge and cataclasite layers from
the traced images, we cannot rule out that some of the off-fault
microfracture damage has a slip-related origin.
The damage zone width is defined as the fault perpendicular dis-
tance where the fault-related fracture density trend (stage ii) and iii)
damage) intersects the background fracture density. We define the
background fracture density ρ frac0 as the sum of yield-related dam-
age and initial damage already present in the samples prior to the
experiment. It is reasonable to assume that stage i) introduced equal
amounts of damage in the dynamic and quasi-static failed samples,
and so ρ frac0 estimated for the quasi-statically ruptured sample rep-
resents ρ frac0 of the dynamically ruptured sample as well. We note
that in the first place, our definition of background fracture damage
gives a reference value for ρ frac0 for our experiments, and is not, but
may approach, the background fracture density as encountered in
field studies.
We obtain a measure for the background fracture density ρ frac0
for the quasi-static failed sample from the average fracture den-
sity of 19 SEM images. The conditions to assume that these SEM
images were outside the damage zone were: 1) They are located at
12 mm distance or more from the failure zone, 2) they lack open mi-
crofractures more than half the image in length, and 3) they do not
contain heavily fractured zones (some example images are shown
in SI Text S3). Of these 19 SEM images, the images with the lowest
fracture densities (around 2-4 mm/mm2) are qualitatively similar to
the initial undeformed state of Lanhe´lin granite [Siratovich et al.,
2105] – but ρ frac0 based on these images excludes yield-related frac-
ture damage and would give a lower bound only. To obtain a more
realistic ρ frac0 , the 19 SEM images also include some with a higher
background fracture damage (up to 10 mm/mm2), but without clear
stage ii) or iii) related fracture damage.
We find that ρ frac0 = 6.2 mm/mm
2 with a standard error of
2.8 mm/mm2 (Figure 9d, 10d). A visual check makes it clear
that the trend of decreasing fracture density after quasi-static fail-
ure intersects with the background fracture density at around 5 to
10 mm fault parallel distance for most transect (Figure 10d), which
matches the damage zone width first estimated from optical mi-
croscopy images (Figure 8a). Fracture density data after dynamic
failure seems to intersect with the established background frac-
ture density at larger fault perpendicular distances between 10 to
20 mm, suggesting a wider damage zone (Figure 9d).
The decrease in fracture density with distance may be described
by a power law function or exponential function, as is often done
for damage zone studies in the field and laboratory [e.g., Faulkner
et al., 2011; Mitchell and Faulkner, 2009; Savage and Brodsky,
2011; Moore and Lockner, 1995; Ostermeijer et al., 2020]. The in-
tersection of such a fitted function intersects with the background
fracture density threshold provides a damage zone width. This ap-
proach applied to a high resolution off-fault damage dataset with
a large natural variance results in very large uncertainties on the
damage zone width [Ostermeijer et al., 2020], thus oversimplifying
or misrepresenting the actual damage distribution. We nonetheless
pursued this approach for each transect and the results are presented
in Text S3. For most transects, both on quasi-statically or dynami-
cally failed samples, a power law decay fits best with the data. The
damage zone width results are not always sensible and in harmony
with our primary observations (Figure 8a, Figure 9d, and 10d) –
for instance, damage zone widths after quasi-static rupture that are
much larger than 20 mm (i.e., outside the sample). We therefore
use this method merely as an additional guidance, and resolve to
manually picking damage zone widths for all transects in both sam-
ples. Note that our approach for obtaining damage zone width may
differ from that used in field studies: For instance, we may have
used a different definition for background fracture density, and we
combined additional constraints with the results of fitting a damage
decay function.
The damage zone widths determined for the quasi-statically rup-
tured sample are between 7 and 13 mm on the tensile side of the
fault, and between 4 and 13 mm on the compressional side of the
fault (Figure 11c). These values are in accordance with our sim-
ple estimates from optical microscopy. The damage zone width
may exceed the measured transect length or the sample width for a
number of transects in the dynamically ruptured sample, in which
case we ascribe a lower bound value of 20 mm. On both sides of
the fault, the damage zone width is between 11 to 20 mm (Fig-
ure 11c). The damage zone after dynamic failure is thus wider by
about a factor of two relative to the damage zone created during
quasi-static failure. We did not observe a clear trend between dam-
age zone width and distance from rupture nucleation for dynamic
and quasi-static rupture (Figure 11c). The power law exponents of
the highest quality power law fits vary between −0.37 and −0.49
for transects in both samples, these values are similar to those ob-
tained for fault damage decay profiles in crystalline rock in the field
[Savage and Brodsky, 2011; Ostermeijer et al., 2020].
4. Discussion
4.1. Ultrasonics and Tomography
P-wave velocity variations during quasi-static and dynamic fail-
ure experiments can be ascribed to two effects: 1) Variations in dif-
ferential stress, where an increase results in closing of pre-existing
horizontal microfractures (i.e., perpendicular to the loading axis)
and opening of pre-existing vertical microfractures. Closing of
horizontal microfractures mostly affects vertical VP, and opening
of vertical microfractures has a greater effect on the horizontal VP
[Paterson and Wong, 2005, , Chapter 5]. 2) Microfracture for-
mation and growth during quasi-static or dynamic failure reduce
the P-wave velocity locally. These microfractures are subjected to
opening or closing as well.
These two effects are recognised during and after our shear fail-
ure experiments, where predominantly vertical microfractures are
formed within the damage zone (Figures 9c and 10c). These frac-
tures decrease path-averaged P-wave velocities along horizontal
ray paths more than those along angled ray paths, causing the ob-
served anisotropy (Figure 3). The closing of the vertical microfrac-
tures, caused by the syn-failure differential stress drop, results in
partial P-wave recovery [Passele`gue et al., 2018]. The lowest VP
along ray paths intersecting the failure zone are thus observed when
the contribution of fracture opening in the rupture process zone
dominates over the contribution of fracture closure due to decreas-
ing differential stress (Figure 3a, asterisks). We see a similar evo-
lution in VP in the time-resolved 3D P-wave structure during the
stress drop associated to quasi-static failure (Figure 5b, c): A re-
covery of VP throughout the sample, except near the rupture front
where VP decreases.
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Figure 8: (a): Optical microscope images (transmitted light, cross polarizers at 45◦) perpendicular to the failure zone
after quasi-static failure show a damage zone of mm-scale microfracture damage, and heavily fractured individual
grains outside this zone. Star and arrow in the inset indicates rupture nucleation and propagation direction. SEM-
BSE images of (b),(c): Dynamically (sample LN7) and (d),(e): Quasi-statically (sample LN5) failed samples. The
principal loading axis is oriented horizontally in all four images. (b): The main failure plane is delineated with gouge
and in some places bound by zones of micro-cataclasite. Surrounding grains show mode I microfractures, of which
some deflect into the slip zone. (c): Off-fault mode I microfracture damage within an individual grain decreases
somewhat with distance from the failure plane (bottom right corner). (d),(e): Secondary shear deformation zones
(cataclasite zone) branch of the main failure plane (d), whereas other sections of the main failure plane are relatively
straight without secondary structures (e). Off-fault mode I microfracture damage is visible in all cases, but is higher
where there is more complexity on the main failure plane.
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Figure 9: Microstructural analysis of a dynamically ruptured sample (sample LN7). (a): Left panel: SEM-BSE
image (100× magnification) near the main fault. The main fault is visible at the top right, surrounded by abundant
fault gouge. Right panel: Fracture traces obtained from the images on the right. (b): SEM-BSE image (left panel)
and fracture traces (right panel) at some distance from the main fault. The locations of (a) and (b) within the sample
are indicated in Figure 1a. (c): Cumulative fracture length per 5◦ angular interval for all SEM images indicates
predominantly sub-axial microfracturing. Cumulative length has been normalised by the largest cumulative length.
(d): Fracture density per image as a function of fault-perpendicular distance. The different symbols indicate the
different transects defined in Figure 1a, and the gray area bounds the background fracture density range between the
mean and the mean plus one standard error that was established on the quasi-statically ruptured sample LN5.
After dynamic failure, at the onset of reloading, the path-
averaged VP along most ray paths rises by a few percent. This is
followed by a slight decrease for the remainder of the reloading in-
terval (Figure 3b). In the 3D velocity structure, the post-rupture VP
initially increases, in particular within the low velocity zone (Fig-
ure 4b, c). VP further decreases with progressive reloading (Figure
4c, d). This suggests that horizontal microfractures are closed im-
mediately after the dynamic stress drop, resulting in a P-wave ve-
locity increase. After horizontal microfracture closure, the opening
of vertical microfractures dominates and horizontal P-wave veloc-
ity decreases. Such a progression is typically observed at the onset
of loading of crystalline rock [Paterson and Wong, 2005, , Chapter
5].
The path-averaged P-wave velocities after quasi-static failure
are very similar in magnitude to the the P-wave velocity measured
along the same ray paths after dynamic failure and reloading (Fig-
ure 3). The VP drop during reloading of the dynamically failed
sample is a near perfect extension of the VP increase during the
transition to frictional sliding – the VP-stress curves of each pair
of matching ray paths can be connected fairly well, except for ray
path E. This horizontal ray path crosses the fault zone and shows
a much larger velocity drop near 300 MPa differential stress in the
dynamic case than it does near the same differential stress for the
quasi-static case. This may reflect the wider damage zone that was
created during dynamic rupture, as this wave path is more sensitive
to vertically oriented micro fracture damage than the other wave
paths that intersect the fault.
4.2. Relationship betweenmicrofracture damage and physical
properties
P-wave velocity and anisotropy changes are a direct result from
changes in the effective elastic moduli of the material. Under the
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assumption that effective elastic moduli changes are primarily in-
duced by the formation of microfractures, the P-wave tomography
data contain information about the microfracture density. We use
an effective medium approach to relate the seismic velocity from
the tomographic data to effective elastic moduli, and obtain a frac-
ture density tensor from these effective elastic moduli. We then
compare the obtained microfracture density tensor with the mi-
crofracture densities measured on thin sections.
4.2.1. Fracture density computation following an effective
medium approach
We adopt the effective medium approach by Sayers and
Kachanov [1995] for a solid containing non-interacting penny-
shaped cracks. The overall strain in a cracked solid is the sum of
the elastic strain in the matrix (i.e., the constituent minerals of the
rock) and the additional strain due to the presence of cracks:
εi j = S0i jklσkl +∆Si jklσkl , (1)
where is S0i jkl the elastic compliance tensor of the matrix, σkl is the
stress tensor, and ∆Si jkl is the change in elastic compliance result-
ing from cracks given by [Sayers and Kachanov, 1995]:
∆Si jkl =
1
4
(δikα jl +δilα jk +δ jkαil +δ jlαik)+βi jkl . (2)
Here, δi j is the Kronecker delta, and
αi j =
32(1−ν20 )
3E0(2−ν0)
1
V ∑r
(ar)3nri n
r
j (3)
is the second rank crack density tensor for r penny-shaped cracks
with radii ar and unit normal vector nri in a volume of rock V with
intact matrix elastic parameters E0 and ν0 (Young’s modulus and
poissons ratio, respectively). βi jkl is a fourth rank crack density
tensor, the contribution of which can be neglected in case of a dry
rock with low poissons ratio [Sayers and Kachanov, 1995].
The tomographic inversion algorithm for the P-wave veloc-
ity allows for a vertical transverse isotropy in each voxel, which
would result from a transversely isotropic orientation distribution
of cracks. The orientation distribution of off-fault fracture seg-
ments observed across the quasi-static and dynamically formed
failure zones (Figures 9c and 10c) shows a dominant orientation
that is near-vertical to the loading axis. We did not measure frac-
ture orientations parallel to the main failure zone, but we assume
these are similar to those measured perpendicular to the failure
zone so that the microstructural data is consistent with the tomo-
graphic models. For a vertical transverse isotropic distribution of
cracks, α11 = α22 are the horizontal components and α33 the ver-
tical component of the crack density tensor. Sayers and Kachanov
[1995] gives the elastic stiffness tensor Ci jkl for vertical transverse
isotropy in Voigt notation as:
C11 +C12 = (S011 +α33)/D,
C11−C12 = 1/(S011−S012 +α11),
C33 = (S011 +S
0
12 +α11)/D,
C44 = 1/(2S011−2S012 +α11 +α33),
C13 =−(S012)/D,
C66 = 1/(2S011−2S012 +2α11),
D = (S011 +α33)(S
0
11 +S
0
12 +α11)−2(S012)2.
(4)
Within the frame of reference of the sample, the vertical and
horizontal crack densities are:
ρv =
2α11
h
,
ρh =
α33
h
,
h =
32(1−ν20 )
3E0(2−ν0) .
(5)
To find values for ρv and ρh, we use a similar inversion protocol
to [Brantut, 2015] where we calculate the theoretical compliance
tensor Ci j for a range of possible values of ρv and ρh. From Ci j, we
obtain synthetic values for V vP and V
h
P :
VP(θ) =
C11 sin2(θ)+C33 cos2(θ)+C44 +
√
M
2ρ
M =
[
(C11−C44)sin2(θ)− (C33−C44)cos 2(θ)
]2
+[(C13 +C44)sin(2θ)]2 ,
(6)
where ρ is the density of the intact rock matrix and θ the angle
with respect to the loading axis, which is 0◦ for V vP and 90
◦ for V hP .
We then use a least absolute criterion to obtain the best fit between
synthetic VP and measured VP, assuming a Laplacian probability
density function, so that we obtain the most likely values for ρv
and ρh [Tarantola, 2005; Brantut et al., 2011]. For this, we assume
an uncertainty on the measured VP of 200 ms−1.
The P-wave tomography models obtained after quasi-static, dy-
namic, and mixed failure provide the observed values for V hP and
V vP . We took these velocities along a fault-perpendicular transect
through the centre of each sample. S0i j and h were calculated from
ν0 = 0.20 and E0. We used a value for E0 derived from the path-
averaged VP measured at peak stress, and take ρ = 2660 kg m−3.
Computed vertical crack densities after dynamic failure increase
from ρv = 0.09−0.10 at the edge of the sample to ρv = 0.18 near
the failure zone (Figure 12a). The horizontal crack density ρh in-
creases from 0 near the edge of the sample to about 0.04 near the
failure zone. These increasing crack densities suggest a damage
zone width of about 20 mm on both sides of the fault, but we ex-
ercise caution with this measure as it it is near the resolution of
the tomography imposed by the correlation length. After quasi-
static failure, computed crack densities near the edge of the sample
are somewhat lower compared to those computed for dynamic fail-
ure (ρv = 0.04− 0.07 and ρh is negative, Figure 12b), but show a
stronger increase near the failure zone where they show the same
peak values (ρv = 0.18 and ρh = 0.03). The negative fracture den-
sities near the edge of the sample result from a slight underestimate
of the value for E0, which was obtained from path-averaged VP
measurements. Such an error is expected in the absolute values of
the path-averaged VP, but has minor consequences for the change in
crack densities. The crack densities after mixed failure are similar
to those computed after quasi-static and dynamic failure, but show
a strongly asymmetric distribution across the failure zone (Figure
12c). The higher crack densities on one side of the fault (posi-
tive fault-perpendicular distance in Figure 12c) coincide with the
nascent secondary failure zone (Figure 2d).
4.2.2. Off-fault microfracture density from microstructures
compared to crack density
The horizontal and vertical crack densities, ρh and ρv, computed
from ultrasonic wave velocities have units of m3/m3 and are di-
rectly derived from the crack tensor components α11/h and α33/h
(equation [5]). The off-fault microfracture density ρ frac obtained
from microstructures is measured in m/m2 and is a scalar quan-
tity. In order to compare the two methods, we convert the off-fault
microfracture traces to tensor components α11/h and α33/h. We
remain in the spirit of the effective medium approach by assuming
that the sample contains a transversely isotropic orientation distri-
bution of penny-shaped fractures so that α11 = α22 and all cracks
have a radius ar. We treat each traced fracture segment as a trace
through an individual penny-shaped fracture.
The centre of a traced fracture does not necessarily lie on the
SEM image plane, which means that the fracture trace length t is
equal to or smaller than the true fracture diameter 2a. The mean
fracture radius a¯ was obtained from the mean measured trace length
t¯ so that 2a¯ = (pi/2)t¯ [Oda, 1983]. To determine t¯, we first deter-
mined the probability distribution of trace lengths. We followed the
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Figure 10: Microstructural analysis of a quasi-statically ruptured sample (sample LN5). (a): Left panel: SEM-BSE
image (100×magnification) near the main fault. The main fault is visible at the bottom right, surrounded by abundant
fault gouge. Right panel: Fracture traces obtained from the images on the right. (b): SEM-BSE image (left panel)
and fracture traces (right panel) at some distance from the main fault. The locations of (a) and (b) within the sample
are indicated in Figure 1a. (c): Cumulative fracture length per 5◦ angular interval for all SEM images indicates pre-
dominantly sub-axial microfracturing. Cumulative length has been normalised by the largest cumulative length. (d):
Fracture density per image as a function of fault-perpendicular distance. The different symbols indicate the different
transects defined in Figure 1a, and the gray area bounds the background fracture density range between the mean and
the mean plus one standard error.
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Figure 11: Fracture density along a single fault perpendicular transect after quasi-static (a) and dynamic (b) failure,
fitted with a power law function (exponent α given for both fits). Yellow stars indicate the intersection of the fitted
function with the gray area, which bounds the background fracture density range between the mean and the mean
plus one standard error. The manually picked range for the damage zone width is shown by the red lines (upper and
lower bound). See SI Text S3 for all transects. (c): Distance along the fault versus damage zone width, for transects in
samples subjected to quasi-static (circles) and dynamic (triangles) loading. White symbols are transects on the tensile
side of the fault, black symbols on the compressional side of the fault (see Figure 1a, b). Distance along the fault is
measured in the direction of rupture propagation. Dashed lines indicate the approximate trend.
approach of Rizzo et al. [2017] to find the best type of probability
distribution that describes the trace lengths in a single SEM image:
1) Maximum likelihood estimators were used to fit power law, ex-
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Figure 12: Horizontal and vertical fracture densities (ρh and ρv) computed from the P-wave tomography models after
(a): Dynamic failure, (b): Quasi-static failure, and (c): Mixed failure. The gray curves correspond to horizontal and
vertical fracture densities obtained from the off-fault microfracture traces on post-mortem thin section after dynamic
and quasi-static failure.
ponential, and log-normal distributions, and 2) the goodness-of-fit
for all three types of distributions was tested using the Kolmogorov-
Smirnoff test, giving a probability for each distribution. We ob-
tained a > 90% probability for a log-normal distribution of trace
lengths for a majority of the images, and a power law distribution
for the remaining images. For log-normal distributed trace lengths,
t¯ was calculated from the first moment of the distribution. t¯ cannot
be determined from the first moment of a power law distribution,
and we therefore took the mean of the measured traces.
The unit vectors in equation [3] for each individual fracture seg-
ment are given by cos(θ) and sin(θ) for the tensor components
α11 and α33, respectively (Figure 1c). Each image intersects only
those fractures that have their centre within a¯ distance perpendic-
ular to the image plane [Oda, 1983], under the assumption the av-
erage out-of-plane fracture orientations (i.e., rotation with respect
to the sample axis) are perpendicular to the image. This assump-
tion agrees with the assumption of a transversely isotropic fracture
orientation distribution. The volume V associated to the fracture
traces on each SEM image is then given as V = Sa¯, where S is the
surface area of the image. With the parameters a¯, V , and θ , and
equations [3] and [5], we obtain ρh and ρv for each image.
Values for ρh and ρv obtained from the microstructures agree
well with those computed from the tomography models, for both
the dynamically and quasi-statically failed samples (Figure 12a, b),
except near the failure zone. Here, between 0 and 2 mm distance
from the fault, the microfracture densities from microstructures are
up to an order of magnitude higher than those obtained from VP.
This can be ascribed to the difference in spatial resolution of the
two methods. Nonetheless, the primary (i.e., cm scale) features
of the damage around the failure zone are captured by both direct
observation of microfractures and by P-wave tomography.
Our results show that P-wave tomography combined with an
effective medium theory can quantify localised zones of fracture
damage. The use of a normalised fracture density, such as the
one presented here, has the advantage of direct applicability with
other effective medium models, for instance to predict hydraulic
properties [Gavrilenko and Gue´guen, 1989; Gue´guen and Schub-
nel, 2003]. We therefore propose that high resolution geophysical
measurements of wave speeds from dense arrays [Ben-Zion et al.,
2015] combined with microstructural characteristics measured in
the field [Rempe et al., 2013, 2018] or from borehole data [Jeppson
et al., 2010] can reveal the physical properties around fault zones.
Such data can be used to calibrate the findings of rupture simula-
tions that allow for off-fault energy dissipation [Bhat et al., 2012;
Thomas and Bhat, 2018; Okubo et al., 2019], and can be compared
to laboratory failure experiments such as those presented here.
4.3. Rupture energetics
We first provide estimates for Γ and Wb for all shear failure ex-
periments from the mechanical stress and strain data. We then show
that the damage zone width established after quasi-static and dy-
namic failure is the results of stresses induced by rupture and not by
slip, so that we can calculate Γoff thereafter. We provide estimates
for Γoff for quasi-static and dynamic ruptures based on microstruc-
tural observations, and discuss the implications. A similar estimate
may be obtained for Γ dissipated on the fault by quantifying the cu-
mulative fracture surface in gouge and cataclasites that make up the
main shear failure zone, but this is beyond the scope of this study.
We leave such an endeavour to future studies, as difficulties need
to be tackled regarding gouge preservation and resolution limits on
identifying the smallest gouge grain sizes.
4.3.1. Fracture energy and breakdown work from mechanical
data
We calculated breakdown work Wb by converting the measured
stress and axial strain data to shear stress and slip along the fail-
ure zone, following the steps described by Wong [1982, 1986].
The area under the shear stress versus slip curve in excess of the
residual shear stress gives a measure for Wb. We measured a resid-
ual shear stress of 140 MPa at the end of the quasi-static rupture
experiment after 0.83 mm slip (Figure 2b), whereas the residual
shear stress measured after reloading the samples after dynamic
and mixed failure was 120 MPa (Figure 2b). This suggests that the
quasi-statically created failure zone had not yet reached its residual
frictional strength yet, supported by the convergence of the quasi-
static failure stress-strain curve towards this value. Residual shear
stresses of 140 MPa and 120 MPa after a slip distance of 0.83 mm
give us quasi-static values for Wb of 37 kJm−2 and 53 kJm−2, re-
spectively. These are lower bounds for quasi-static Wb, as more
slip would have been accrued towards continued weakening down
to 120 MPa.
Γ for quasi-static failure may be calculated in the same manner,
up to the shear stress and slip distance at which the failure zone
through the sample was completed. We thereby assume that all
breakdown work done to drop the strength of the failure zone from
the peak stress down to shear stress of rupture completion was dis-
sipated to create the failure zone, including formation of off-fault
microfractures and gouge associated to the rupture. The rupture
was completed and the failure zone fully formed at a shear stress
of 155 MPa and a slip distance of 0.44 mm, as established by Aben
et al. [2019] using AE source locations. From the shear stress and
slip data we then obtain Γ= 27 kJm−2 for quasi-static failure [Aben
et al., 2019].
Wb cannot be established directly from the mechanical data mea-
sured during dynamic failure, as the elastic unloading of the load-
ing column is measured rather than the drop in shear stress of the
fault. Order of magnitude estimates for dynamic Wb and Γ may be
obtained by approximating the loading system as a simple spring-
slider model, similar to Beeler [2001], and solve the force balance
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by assuming some slip-weakening law. We tried this approach, but
found results that are too erroneous to be useful. This is most likely
because the model assumes a constant piston mass during dynamic
failure, which is violated at short failure time scales by inertia of
the piston.
Lockner et al. [2001] pointed out that it is not strictly correct to
use the average shear stress and average slip measured on the sam-
ple during failure for calculating Wb (and Γ), since the size of the
rupture tip process zone is smaller than the sample size. The as-
sumption in using the average shear stress and average slip for the
analysis of Wb [Rice and Rudnicki, 1980; Wong, 1986] is that the
fault is created in the entire sample at the peak stress (i.e., the sam-
ple is a point on the trajectory of a propagating rupture) – which
we show is not the case. It is however encouraging that by using
this approach, similar order of magnitude values for Wb have been
found on granitic rock samples with different diameters: 16 mm
[Wong, 1982], 40 mm [Aben et al., 2019], and 76 mm [Lockner
et al., 2001].
4.3.2. Damage zone width
Microfracture damage observed after quasi-static and dynamic
failure were induced by both rupture and slip. We observe a wider
damage zone after dynamic rupture relative to that observed after
quasi-static rupture. Part of the slip-related damage was corrected
for by removing gouge- and cataclasite patches from the traced im-
ages prior to establishing off-fault microfracture densities and dam-
age zone widths (Figure 11). Nonetheless, some of the remaining
off-fault microfractures may be induced by slip rather than rup-
ture. The sample subjected to dynamic failure (sample LN7) ac-
cumulated 3.22 mm slip, whereas the sample subjected to quasi-
static failure (sample LN5) accumulated 0.83 mm slip. The mi-
crostructural record after dynamic failure may thus contain more
slip-related off-fault microfracture damage. Before we provide an
estimate for Γsurfoff , achieved by combining the damage zone width
and microfracture density, we assess whether the difference in dam-
age zone width obtained for quasi-static and dynamic rupture is an
effect of rupture velocity or an effect of the difference in accumu-
lated fault slip.
Off-fault damage during rupture can be caused by stresses
around the rupture tip. The geometry of the rupture tip stress field
changes with rupture velocity so that damage is created in a larger
area around the rupture tip at higher rupture velocity [Poliakov
et al., 2002; Rice et al., 2005], increasing the damage zone width.
Slip along a rough fault (i.e., asperities slipping past each other)
causes additional stresses in the host rock around the asperities,
and these stress heterogeneities result in off-fault damage. With
progressive slip along rough faults, progressively larger asperities
are dragged past each other and the additional off-fault stresses act
over an increasingly larger area [Chester and Chester, 2000]. The
damage zone width is thus also expected to increase with increasing
slip.
The sample subjected to dynamic rupture has experienced both
a larger rupture velocity and a larger amount of slip relative to the
quasi-statically ruptured sample. Here, we compute the damage
zone width as a function of rupture velocity by adopting the an-
alytical solution by Poliakov et al. [2002] for the elasto-dynamic
stress field in a rupture tip process zone for a non-singular slip-
weakening rupture. We make the assumption of small scale yield-
ing: The fracture energy is dissipated before the remainder of the
breakdown work is done. This means that the initial drop in shear
strength in the rock from peak strength down to 155 MPa is solely
ascribed to dissipation of Γ, and further reduction in shear stress is
caused by other slip-weakening processes. This assumption seems
justified, based on the quasi-static and mixed failure experiments:
The initially steep slope in shear stress versus slip during rupture
(Figure 2b) causes stronger stress concentrations relative to the less
steep slope of the curve after rupture completion. We therefore ex-
pect that the initial steep stress drop determines the damage zone
width. We also predict the damage zone width as a function of slip
by using the analytical solution by Chester and Chester [2000] for
the stress field along a rough frictional fault in an elastic material.
Using these two models, and realistic input parameters obtained
from the rupture experiments, we then asses which parameter (rup-
ture velocity or slip) is responsible for the observed difference in
damage zone width between our quasi-static and dynamic rupture
experiments.
Rupture tip process zone model: We consider the 2D case of
a mode II rupture that propagates parallel to the x-direction at z= 0.
The stress in the rupture tip process zone is given by:
σi j = σ0i j +∆σi j, (7)
where σ0i j is the far-field stress state on the sample and ∆σi j are
the additional stress components caused by the rupture that are
given by equations [A3] and [A11] in Poliakov et al. [2002]. To
remove the stress singularity at the rupture tip, the shear stress
drops linearly from peak stress τp to residual strength τr over a
slip-weakening zone of size R. For an infinite elastic medium, R
decreases in size with increasing rupture velocity v [Rice, 1980]:
R =
R0
g(v)
with R0 =
9pi
32(1−ν)
µ δc
(τp− τr) , (8)
where R0 is the quasi-static limit of R, and µ and ν are the shear
modulus and poissons ratio of the host rock respectively. The func-
tion g depends on v, and on the P- and S-wave velocities of the
material [Poliakov et al., 2002]. The model parameters were ob-
tained from the mechanical and ultrasonic data measured during the
quasi-static rupture experiment on sample LN5 (Table 2), where we
calculated µ from E and ν . These parameters yield R0 = 0.14 m
,and R decreases down to 0.02 m at v = 0.9×cs. The normal stress
on the fault σ0zz, stress ratio k = σ0xx/σ0zz, and τp were calculated
from the mechanical data at the onset of rupture. The residual shear
stress τr = 155 MPa after δc = 0.44 mm slip at rupture completion.
Note that in the experiments, the shear stress along the failure zone
drops further from 155 MPa to 120 MPa, but this occurs after rup-
ture completion and any off-fault damage accrued during this stress
drop is not part of off-fault damage related to the rupture.
Rough fault model: We consider the 2D case of a strike-slip
fault parallel to the x-direction at z= 0. We consider a uniform dis-
placement U along a fault with coefficient of friction µ that has a
sinusoidal perturbation:
Asin(2pix/L), (9)
where L is the wavelength and A = γL/2pi is the amplitude of the
perturbation. γ is a dimensionless roughness factor. The stress
around the rough or wavy fault is given by:
σi j = σ0i j +∆σi j, (10)
where the stress perturbations caused by the sinusoidal fault ∆σi j
are (equations [10a-10c] in Chester and Chester [2000]):
∆σxx = exp(−lz) [(−1+ lz)cos(lx)+ f (2− lz)sin(lx)]B,
∆σzz = exp(−lz) [(−1− lz)cos(lx)+( f lz)sin(lx)]B,
∆σxz = exp(−lz) [ f (−1+ lz)cos(lx)+(lz)sin(lx)]B,
(11)
Table 2: Model parameters for the rupture tip process zone model
and rough fault model.
Rupture model Roughness model
Young’s modulus E 88 GPa 44 GPa
poissons ratio ν 0.22 0.22
normal stress σ0zz 262 MPa 180 MPa
stress ratio k 2.2 1.8
fracture energy Γ 27×103 -
peak shear stress τp 280 MPa -
residual shear stress τr 155 MPa -
surface roughness γ - 10−2
coefficient of friction f - 0.75
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Figure 13: Damage zone width as a function of normalised rupture
velocity (black) and fault slip (gray), based on the stresses around
a propagating rupture tip [Poliakov et al., 2002] and the stresses
caused by a wavy perturbation of a frictional interface [Chester
and Chester, 2000]. The rupture velocity of the quasi-static rup-
ture, and the total slip of the quasi-static and dynamic rupture ex-
periments are highlighted. The approximate rupture velocity of the
dynamic rupture experiment is indicated where the damage zone
width is double that off the quasi-static rupture, in accordance with
the microstructural results.
with l = 2pi/L and
B =
piEδγ
4(1−ν2) . (12)
The normal stress on the fault σ0zz, stress ratio k = σ0xx/σ0zz, and co-
efficient of friction f were calculated from the mechanical data at
the onset of frictional sliding in the quasi-static experiment (Table
2). The surface roughness was estimated from a post-mortem cross
section perpendicular to the fault plane (Figure 2c), where the main
fault interface (length of the order of 100 mm) shows a waviness in
the order of 1 mm, giving γ = 10−2. During rupture the elastic con-
stants around the fault interface drop by around 50%, as observed
in the P-wave tomography results during and after rupture (Figure
4, 5, and 6). To take into account this elastic weakening by the
rupture process zone prior to significant slip, Youngs modulus E is
half that of the intact rock.
Failure criterion and damage zone width: The 2D off-fault
stress tensor around a rupture tip was calculated for a range of
rupture velocities from 10−6×VS (i.e., quasi-static rupture) up to
0.9×VS (i.e., rupture velocity near the Rayleigh wave speed). The
stress tensor for a wavy fault was calculated for a range of slip
distances between 1 mm and 10 mm, for a range of perturbation
wavelengths between 0.2 mm and 150 mm. We used a coulomb
failure criterion to assess the damage zone width that can be ex-
pected from both mechanisms, where the maximum shear stress
τmax and coulomb shear stress τcoulomb are defined as:
τmax =
√
(σxx−σzz)2/4+σ2xz
τcoulomb = (σxx−σzz)sin(φ)/2
(13)
where φ = tan−1 ( f DZ), and f DZ is the coefficient of friction within
the damage zone, for which we take µDZ = 1 to represent in-
tact rock [Chester and Chester, 2000]. We expect damage where
τmax/τcoulomb > 1 or τmax/τcoulomb < 0. The damage zone width
is the largest fault parallel distance at which the failure criterion is
satisfied.
The expected fault damage zone width for ruptures propagat-
ing below the Rayleigh wave speed increases from about 8 mm at
normalised rupture velocities between 0 and 0.75 up to 200 mm
or more as the rupture velocity approaches the Rayleigh wave
speed (Figure 13). The damage zone width predicted for increas-
ing slip along a rough fault shows a linear increase with slip (Figure
13). The damage zone width observed after quasi-static rupture is
around 10 mm (Figure 11c), which is similar to that predicted for a
low velocity rupture, whereas the damage zone width predicted to
result from slip is less then 3 mm for 0.8 mm of slip accumulated
during the experiment. Dynamic rupture resulted in 3 mm total slip,
giving a damage zone width of 8.6 mm according to the wavy fault
model (Figure 13). This does not match with the observed dam-
age zone width of around 15 to 20 mm (Figure 11c). Although the
rupture velocity for this experiment was not measured, a damage
zone width of 20 mm can result from a dynamic rupture velocity of
about 0.8×VS.
These results are first order estimates only: The parameters for
the rupture model were taken from the quasi-static rupture data,
whereas for the dynamic rupture the stress drop may be larger, the
coefficient of friction of the fault may be lower, and the break-
down work larger. The rupture model strictly applies to an infinite
medium, which may explain why the calculated process zone size
R0 is larger than the actual sample size. For the stresses resulting
from slip on a rough fault, the background stresses are assumed to
be constant, whereas in our experiments initial slip is accumulated
within the rupture process zone where the shear stress and the co-
efficient of friction are not constant. However, this slip-weakening
distance for the quasi-static case is less than 1 mm, after which
the applied stresses in the experiment remain more or less con-
stant. The simulated off-fault damage at lower velocity ruptures
(< 0.7 normalised velocity) is mostly on the tensile side of the fault
plane, similar to the results of Poliakov et al. [2002]. Other simu-
lations for rupture-induced off-fault damage also predict a strong
asymmetry in off-fault damage distribution, with most damage oc-
curring on the tensile side of the fault [e.g., Rice et al., 2005; Xu
et al., 2015; Thomas and Bhat, 2018]. In our experiments how-
ever, fracture damage occurs in equal amounts on both sides of the
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fault, and some microstructural studies on a off-fault damage sur-
rounding an experimentally formed shear fracture did not observe
a clear damage asymmetry either [Moore and Lockner, 1995; Zang
et al., 2000]. This may be due to several reasons: 1) Rupture sim-
ulations are performed in a large continuum with constant far-field
stresses, whereas our experiments were performed on a 100 mm
by 40 mm cylinder where boundary effects may alter the off-fault
stress fields as described by the models. 2) The orientation of the
principal stresses (i.e., stress ratio k) change during failure, which
may change the region where the off-fault failure criterion is satis-
fied [Poliakov et al., 2002; Rice et al., 2005]. In the simulations,
the stress ratio k was kept constant whereas it actually changed
from k = 2.2 to k = 1.8 during quasi-static rupture. 3) The tra-
jectory of the propagating rupture is not linear so that the principal
stresses with respect to the trajectory of the rupture process zone
change locally. 4) The applied stresses change orientation due to
already formed fracture damage in and behind the rupture process
zone [Faulkner et al., 2006].
Some of the reasons above may be alleviated with a different
loading geometry for better control on the principal stress orienta-
tions, using for instance a direct shear setup. More advanced rup-
ture simulations with a ‘rough’ rupture trajectory may yield addi-
tional insights into the lack of damage asymmetry. Nonetheless,
the models suggest that the damage zone width for quasi-static and
dynamic rupture in our experiments is controlled primarily by the
rupture tip process zone. This is supported by the 3D P-wave ve-
locity structure of the mixed rupture, where a low velocity zone
is associated with the incipient secondary fault (Figure 6). This
added structural complexity provides a unique opportunity to com-
pare damage in a fault zone without slip, with that in a fault zone
that has accumulated 2.4 mm of slip (the main fault in the same
sample). The lowest VP in the zone around the incipient fault is
only slightly higher than the lowest VP around the fully developed
fault (Figure 6d), suggesting that rupture rather than slip caused the
most off-fault damage.
4.3.3. Estimates for Γoff
A measure for Γoff has been obtained in a previous study from
in situ VP tomography measurements on quasi-statically ruptured
sample LN5 [Aben et al., 2019]. We now use a second and in-
dependent method to obtain Γoff from microstructural data for the
same sample, and for a dynamically ruptured sample. The energy
dissipated by creating new fracture surface in the volume around
the fault gives an estimate for the off-fault dissipated fracture en-
ergy Γoff. We assume that the microfractures are mostly tensile –
little to no slip and some opening of the microfractures observed in
the thin sections testify to this – so that the energy needed to form
them is the mode I fracture energy. The cumulative mode I frac-
ture energy gives us Γoff, which was calculated from the fracture
density data as follows:
Γoff = 2
n
∑
i=1
(
ρ fraci −ρ frac0
)
xiΓI, (14)
where xi is the fault-perpendicular width of image i and ΓI is the
mode I fracture energy for quartz and feldspar, ranging from 2 to
10 Jm−2 [Atkinson, 1987]. A factor 2 is included to account for the
two new surfaces that comprise each fracture. We calculated Γoff
for all the fracture density transects obtained on both the quasi-
statically ruptured and dynamically ruptured samples, for ΓI = 2
and ΓI = 10 Jm−2. Γoff averaged for all transects for a quasi-static
rupture ranges between 2 and 10 kJm−2, that for a dynamic rupture
is between 3 and 15 kJm−2 (Figure 14). Γoff for dynamic failure
may be higher, considering that the fault damage zone width in the
dynamically failed samples may be a lower bound only. Γoff in-
creases nearly linearly with damage zone width, based on the tran-
sects through the tensile side of the fault (Figure 14). For the quasi-
static case, Γoff on the tensile side of the fault is less than on the
compressional side of the fault.
The range of values for Γoff established by the microstructural
approach depend mainly on the mode I fracture energy, for which
we use values that vary by nearly an order of magnitude (2 and
10 kJm−2), but are usually expected to be at the lower end of these
value. We see a good agreement between the results from two inde-
pendent methods to determine Γoff: Γoff from P-wave tomography
falls well within the estimated range for Γoff from microstructures,
and is similar to it when the mode I fracture energy is 3 Jm−2 (Fig-
ure 11c).
We note that not all of the fracture surface area may have been
traced from the SEM images, as we elected not to trace fractures
below 9 µm since this would have increased noise (for instance,
intrinsic flaws in the grains and artefacts from thin section prepa-
ration) more than increased actual fracture surface area. A close
inspection of the SEM images (Figure 8b-e) reveals that individual
fractures shorter than 9 µm nearly all reside in zones of catacl-
asite and gouge close to the main failure zone, which have been
excluded from further analysis. The microfractures further away
from the fault zone are generally longer than 30 µm, and so the
proportion of short microfractures not included as fracture surface
area is small. This is confirmed by the good agreement between the
two independent measures for Γoff at a realistic value for the mode
I fracture energy.
Γoff measured after dynamic failure is about 1.5 to two times
higher compared to Γoff for quasi-static failure. This higher value
for Γoff results from a wider damage zone and a higher overall frac-
ture density. The first order estimate for damage zone width in
section 4.3.2 suggests that the damage zone width is controlled by
rupture velocity. A similar quantitative estimate for the cause of the
difference in damage intensity cannot be achieved so easily. First,
elastodynamic rupture models predict that with increasing rupture
velocity, the state of stress in the rupture tip process zone exceeds
the strength of the damage zone rock by an increasing amount [Po-
liakov et al., 2002; Rice et al., 2005], which may result in the for-
mation of more microfractures. An increasing rupture velocity also
increases off-fault strain rates that, when sufficiently high, give rise
to a higher microfracture density due to inertia effects [Glenn and
Chudnovsky, 1986; Liu et al., 1998; Bhat et al., 2012; Aben et al.,
2017]. Second, off-fault stresses arising from slip along a rough
fault will cause additional microfracturing and slip along off-fault
microfractures formed during rupture. This effect could be repre-
sented in the rough fault model by decreasing the off-fault coef-
ficient of friction, which also increases the distance at which slip
along a rough fault interacts with rupture-induced off-fault dam-
age. The microstructures of the dynamically failed sample indeed
show a few small patches of fine material along secondary frac-
tures at over 10 mm distance from the main fault, indicating that
some slip occurred along this secondary fault. Energy dissipation
by slip along off-fault microfractures is not considered in the above
calculation of Γoff.
Moore and Lockner [1995] observed peak fracture densities of
the order of 40–80 mm/mm2 in the microstructures of a quasi-
static rupture propagation experiment on intact Westerly granite at
50 MPa confining pressure. Fracture densities dropped to a back-
ground density of around 14 mm/mm2 at the damage zone bound-
ary defined at 40 mm from the fault. Continuous microstructural
observations were limited to 10 mm from the failure zone, ex-
cept for one measurement at 40 mm distance. Moore and Lockner
[1995] report values for Γoff that range from 1.7 to 8.6 kJm2, which
is similar to the values reported here (2 to 10 kJm2, Figure 11c).
However, our results show a damage zone width after quasi-static
failure of around 10 mm. The similarity in Γoff and the difference
in damage zone width is not caused by a difference in resolution;
both this study as well as Moore and Lockner [1995] have a cut-off
for fractures smaller than 3 µm. Possible explanations for the dif-
ference in damage zone widths are: 1) Field and laboratory studies
describe the evolution of fracture density in the fault damage zone
by an exponential decay [Mitchell and Faulkner, 2009; Faulkner
et al., 2011; Moore and Lockner, 1995], a logarithmic decay [Zang
et al., 2000], or a powerlaw decay [Savage and Brodsky, 2011;
Mayolle et al., 2019; Ostermeijer et al., 2020] with increasing fault-
perpendicular distance. This may result in different damage zone
widths, but does not affect Γoff much as the ’tail’ of the damage
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zone does not contribute significant amounts of additional fracture
damage. 2) This study and Moore and Lockner [1995] used differ-
ent granitic samples. 3) The confining pressure used by Moore and
Lockner [1995] is half of that used in this study. Earthquake rup-
ture simulations show that the damage zone width decreases with
increasing confining pressure, while the relative damage intensity
within the damage zone increases [Okubo et al., 2019]. The re-
sults from this study and Moore and Lockner [1995] comply with
these findings: An increase in confining pressure reduces the dam-
age zone width while Γoff remains the same, which equals a higher
microfracture intensity in a narrower damage zone.
4.3.4. Off-fault dissipated energy and rupture energetics
Is Γoff a significant energy sink for all preexisting fault in the
brittle crust? The primary prerequisite for dissipation of fracture
energy in the off-fault volume is that the imposed far-field stresses
plus extraneous transient stresses in the rupture tip process zone are
sufficiently high to damage the host material. In the experiments
presented here, the failure zone material consists of the same ma-
terial (intact granite) as the host rock, so that strength of the fault
interface is the same as the strength of the surrounding material.
The imposed stress state during rupture is thus high relative to the
strength of the host rock. The magnitude of the additional tran-
sient stress field of the rupture tip process zone is proportional to
∆σi j ∝ Γ1/2 for the limiting case of a singular shear crack [Freund,
1990], where Γ is relatively high for intact granite. From these two
arguments it follows that stresses around the experimental ruptures
are high enough to induce off-fault damage, but should be consid-
ered an upper bound for pre-existing fault zones in terms of Γ and
strength. We can establish a lower bound scenario for a strong host
rock and a weak interface, comprised off two bare granite slabs
pressed together. Values of Γ = 0.01− 3.5 Jm−2 have been pub-
lished for such an experimental setup [Ke et al., 2018; Kammer
and McLaskey, 2019]. These values are 5 to 7 orders of magnitude
lower than for intact granite and were measured at 6 MPa normal
stress, two orders of magnitude lower than our experiment. Thus
both imposed far-field stress and the transient stress field are much
lower than in our experiment, whereas the off-fault host material
remains the same. We therefore expect no off-fault damage and
a negligible value for Γoff in these experiments. These two cases
mark the extremes for pre-existing faults, were our experiments are
more illustrative for faults below 3 km depth where fault core ma-
terials likely experience rapid recovery of cohesion by sealing and
healing processes, so that the fracture energy Γ of the material in-
creases sufficiently to entice damage in the host rock.
Fracture energy Γ is a material parameter that is independent of
fault slip and increases slightly with rupture velocity in most mate-
rials (i.e., the change in Γ remains within the same order of magni-
tude) [Green and Pratt, 1974; Freund, 1990]. Γ determined from
mode I rupture experiments performed in PMMA and glass provide
analogue results for mode II shear rupture experiments performed
here. During mode I rupture in PMMA and glass, Γ remains more
or less constant below a critical velocity that is 0.36 (PMMA) or
0.42 (glass) of the Rayleigh wave speed, but increases by up to
a factor 10 at higher rupture velocities up to the Rayleigh wave
speed [Sharon et al., 1996]. This increase in Γ is an apparent one
caused by microbranching instabilities along the main crack that
creates additional fracture surface and accounts for the increase
in Γ [Sharon et al., 1996]. At these rupture velocities, the sin-
gle cracks still obey the initial Γ measured at low rupture velocity
[Sharon and Fineberg, 1999]. Here, we show that part of the depen-
dence of Γ on rupture velocity is caused by an increasing amount
of off-fault dissipated energy Γoff. Γoff itself increases because the
off-fault area in which energy is dissipated by microfracturing in-
creases, and the amount of fractures within this area increases as
well. What we measure as Γoff in our experiment is qualitatively
similar to the additional energy dissipated by microbranching insta-
bilities measured in PMMA during mode I rupture – with the main
difference that microbranching around a shear rupture in granite oc-
curs already at quasi-static conditions as evidenced by the off-fault
microfractures after quasi-static rupture.
Fracture energy on the main failure plane (Γ−Γoff) is partly in-
vested as surface energy to create gouge and cataclasites, and partly
dissipated as heat. We assume that fracture energy spent on the
main failure plane does not change with increasing rupture veloc-
ity. Γ thus only increases with rupture velocity if Γoff increases.
In our experiments, Γoff doubles from around 3 kJm−2 for quasi-
static rupture to at least 5.5 kJm−2 for dynamic rupture, and so
Γ increases by 10%. An increase in Γ means that ruptures will
consume more energy to propagate, and a propagating rupture in a
material with a velocity-dependent fracture energy will have a de-
creasing acceleration rate with increasing rupture velocity [Freund,
1990].
Although the rupture velocity for the dynamic failure experi-
ment is unknown, we can make a prediction for the evolution of
Γ if we adopt the simple relation that Γoff increases linearly with
rupture-induced damage zone width. We observe this in our ex-
periments (Figure 11). We then take the relation between rupture
velocity and damage zone width (Figure 13), so that we can pre-
dict Γoff. Γoff for rupture velocities near the Rayleigh wave speed
increases by up to a factor of 10-20 relative to Γoff at low rup-
ture velocity. Near the Rayleigh wave speed, we then expect that
Γ = 54− 80 kJM−2. The factor 10-20 increase in Γ is similar to
that measured for PMMA. The critical velocity for a strong in-
crease in Γ for shear failure in granite under confinement is con-
current with the strong increase in damage zone width, at 0.81 of
the Rayleigh wave speed (0.75 VS) whereas the critical branching
speed for PMMA is 0.36 in mode I rupture.
Field observations show that damage zone width scales linearly
with total fault displacement below 1.5-4 km [Shipton et al., 2006;
Savage and Brodsky, 2011; Faulkner et al., 2011] (Figure 15).
These studies argue that this relation is mainly due to slip-related
off-fault damage by fault zone roughness and secondary faulting.
By approximating off-fault stresses during rupture and during slip
along rough faults, we show that for small displacements the rup-
ture tip process zone determines the damage zone width (Figure
13). Our observed damage zone widths after quasi-static (around
10 mm wide) and dynamic rupture (around 20 mm wide) confirm
this: They are an order of magnitude larger than the slip that was ac-
cumulated during failure (0.83 mm slip for quasi-static rupture and
around 3 mm slip for dynamic rupture), and thus do not fit with the
linear scaling relation between damage zone width and slip (Figure
15).
This is in contrast with what is argued by Faulkner et al. [2011],
where it was suggested that the scaling relation goes through the
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Figure 15: Damage zone width versus total fault displacement,
showing the damage zone width and slip from quasi-static rupture
LN5 and dynamic rupture experiment LN7 (black datapoints). The
shaded area shows the linear scaling relation between damage zone
width and displacement, based on field data from Savage and Brod-
sky [2011]; Faulkner et al. [2011].
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origin (i.e., a zero displacement shear crack has no damage zone).
Even at smaller negligible displacements, such as the failed sec-
ondary rupture in the mixed rupture experiment, a damage zone
width is visible in the P-wave velocity structure (Figure 6). We pro-
pose that the lower bound for the scaling relation observed in the
field is determined by the stress field around a propagating rupture
tip. The absolute value of this lower bound depends on the mate-
rial properties, far-field stresses, and most importantly the rupture
velocity.
Aben et al. [2019] argued that the ratio between breakdown work
Wb and its off-fault dissipated energy component is proportional to
δ 1−λ . λ ≈ 2 for small earthquake slip below 10 cm, and λ < 1
for larger slip [Viesca and Garagash, 2015], so that this ratio ini-
tially decreases with earthquake slip, to then stabilise or slightly in-
crease with earthquake slip. For quasi-static failure and small slip
(< 1 mm for our quasi-static rupture experiment), all the break-
down work is spend as fracture energy, and so Γoff/Γ = 0.1 [Aben
et al., 2019]. However, the scaling proposed by Aben et al. [2019] is
based on the assumption that damage zone width increases linearly
with fault slip as seen in the field [Faulkner et al., 2011; Savage
and Brodsky, 2011], whereas our results suggest that at very small
amounts of slip the damage zone width is determined by rupture ve-
locity (Figure 15 and 13). The scaling relation between breakdown
work and total off-fault dissipated energy is thus only valid when
the damage zone width is determined by slip, i.e., fault roughness.
5. Conclusions
We performed dynamic, quasi-static, and mixed shear failure
experiments on Lanhe´lin granite to quantify the off-fault damage
in the rupture tip process zones. The in situ P-wave structure
and evolution was revealed by laboratory-scale seismic tomogra-
phy during and after quasi-static failure and after dynamic failure.
In both quasi-static and dynamic cases a localised low velocity zone
formed around the fault interface, where a maximum reduction in
P-wave velocity of about 25% was observed. The low velocity zone
around a fault created by dynamic rupture has a similar drop in P-
wave velocities. The low velocity zones are caused by off-fault mi-
crofractures within the host rock around the fault during rupture and
slip. Using an effective medium approach, we computed microfrac-
ture densities from the P-wave tomography across the quasi-static
and dynamic failure zones. The resulting theoretical microfracture
densities are in good agreement with microfracture densities mea-
sured from thin sections, indicating that the P-wave tomography
reveals realistic near-fault changes in elastic properties. We pro-
pose that a similar exercise using high resolution geophysical mea-
surements combined with microstructural measurements from the
field can reveal the physical properties around larger fault zones.
The damage zone width established from microstructural analysis
corresponds to the width of the low P-wave velocity zones, and is
around 1 cm wide in the quasi-statically failed sample and 2 cm
in the dynamically failed sample. Comparison with a previous mi-
crostructural study on quasi-static failed samples suggests that the
damage zone width is depth dependent. We argue that the dam-
age zone width in our experiment is controlled by rupture velocity
and not by the slip up to a few mm. We propose that at larger slip
the damage zone width is determined by fault roughness. Hence, in
our experiments the increase in off-fault dissipated energy is mostly
caused by an increase in rupture velocity. The off-fault dissipated
energy Γoff that we measure is therefore associated to the fracture
energy Γ, and was calculated from microstructural observations.
Γoff increases from around 3 kJm−2 for quasi-static rupture to at
least 5.5 kJm−2 for dynamic rupture, and shows that shear fracture
energy in crystalline material increases with increasing rupture ve-
locity.
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