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Abstract
PIMSy  stands for Parallel Implementation of a Monitoring System is a tool to analyze
distributed trace les For all that the generating phase instead of generating one trace
le while the program is executed uses the dierent disks  of the parallel machine to
store dierent parts of a trace les This way we can read the trace les concurrently
and avoid the bottleneck of the massive parallel monitoring
This report is dedicated to the people that will work on the PIMSy project It consists
in describing the protocol used in this tool  the messages name the order in which they
have to be exchanged      
Keywords  Monitoring protocol
Resume
PIMSy  acronyme de Parallel Implementation of a Monitoring System  est un outil
danalyse de chiers de traces distribues Pour cela la phase de generation au lieu
de generer un unique chier de traces pendant lexecution dun programme utilise
les dierents disques  de la machine parall	ele pour stocker les dierentes parties des
chiers de traces Ainsi nous pouvons lire les chiers de trace dune mani	ere concurrente
et eviter le goulot detranglement du monitoring massivement parall	ele
Ce rapport est dedie aux personnes devant travailler sur le projet PIMSy Il consiste
en la description du protocole utilise par cet outil  le nom des messages lordre dans
lequel ils doivent 
etre echanges      
Motscles  Monitoring protocole
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Chapitre  
Introduction et Motivations de PIMSy
   Introduction
La recherche de la puissance des ordinateurs parall	eles passe par  param	etres  la puissance de
chaque processeur le nombre de ces processeurs et enn lutilisation de ces processeurs En eet
si lun de ces param	etres est multiplie par un facteur k le temps dune execution sera divise par
un facteur k  ou presque car le reseau de communication entre en compte dans le temps global
m
eme lors de recouvrement calculcommunication
Alors que les deux premiers param	etres sont 	a la charge des constructeurs de machines le
troisi	eme concerne la partie logiciel de lexecution Pour savoir si lutilisation de la machine parall	ele
est correct le programmeur est dans lobligation danalyser son programme Il peut le faire 	a la
main utiliser des    proler  ou utiliser le    monitoring 
  Le Monitoring
Le monitoring consiste 	a stocker dans un    chier de traces  les informations concernant les
evenements ayant lieu dans la machine parall	ele lors dune execution Un mod	ele decrivant le
monitoring est dit    	a trois phases  
 la generation peut 
etre faite de trois mani	eres 
 dune mani	ere logicielle en inserant dans le source des parties gerant la generation et le
stockage des evenements
 dune mani	ere materielle en placant des capteurs dans la machine utilisee
 dune mani	ere hybride en utilisant les deux methodes
La generation doit permettre le stockage des informations mais aussi ouvrir sur la phase
de transport de cette information En eet cest lors de la generation des evenements que
lon decide de vider ou non les tampons Bien s
ur le declenchement du deplacement des
evenements vers une zone danalyse ne concerne que la generation du type logicielle 
 le transport a pour but de faire le lien entre la phase precedente et lanalyse de linformation
generee Son occurence la periodicite de son occurence ainsi que son instant sont determinant
pour la nonperturbation du programme observe En eet linformation stockee utilise la
memoire des processeurs et donc risque daecter les allocations faites par le programme
observe Dun autre c
ote le dechargement des buers se fait par lintermediaire du reseau de
communication dej	a utilise par le programme Donc lutilisation du reseau risque de dierer
des communications Il faut par consequent doser nement la taille 	a partir de laquelle on vide
la memoire les processeurs  si on les vide tous en m
eme temps si on attend que le reseau soit
peu occupe  on peut le faire en examinant les tampons de trace en cours de remplissage etc
Il est 	a noter que de toute facon le fait despionner une execution va creer des modications
dans le comportement de ce m
eme programme 
 lanalyse permet de donner 	a lutilisateur les informations generee mais sous dierentes
formes Par exemple lors de cette phase lutilisateur peut visualiser les communications ou
voir letat dun des processus
Les evenements que lon observe sont generalement de deux types  internes et externes 
 les evenements internes concernent un seul processus  celui qui les gen	ere Un exemple est
laectation dune variable  x   Cet evenement en aucun cas ne concernera un autre
processus  hormis dans le cas de memoire partagee Ce type devenement est interessant pour
suivre le deroulement dun processus  valeur dune condition numero diteration dune boucle
etc Cela permet notamment de mettre en evidence les dierentes phases dun algorithme et
ainsi extraire les desynchronisations entre processus
 les evenements externes qui dans le mod	ele du passage de messages concernent les commu
nications Un evenement externe est ainsi divisible en deux parties  la partie ayant lieu dans
le processus source et la seconde dans les processus destination
Dans le cas de laugmentation du nombre de processeurs le nombre devenements generes va 
etre
aecte  si on double le nombre de processeurs dune machine parall	ele le nombre devenements
internes va au moins doubler  le nombre de processus sexecutant etant double et le nombre
devenements externes risque de suivre les m
emes variations  le nombre de destinataires etant
double aussi Quoi quil en soit le passage au parallelisme massif pose un probl	eme important au
niveau de la gestion de cette quantite enorme dinformation
De plus laugmentation de la quantite dinformation pose aussi des probl	emes lors de lexecu
tion ellem
eme car la place memoire occupee devient non negligeable
PIMSy PTV est une solution pour continuer 	a pouvoir utiliser le monitoring dans les ma
chines massivement parall	eles Lidee est dutiliser cette m
eme machine parall	ele pour lexecution et
lanalyse Ainsi la puissance de lanalyse suivra la m
eme evolution que la puissance de lexecution
De plus en utilisant les dierents lieux de stockage dune machine parall	ele on supprime la phase
de transport
Lidee est de conserver le parallelisme inherent aux chiers de traces en partitionnant la ma
chine parall	ele suivant ses capacites de stockage Ainsi au lieu de lire un seul chier de trace
on en lit plusieurs et de mani	ere concurrente chaque processus lecteur connaissant une partie de
linformation

Chapitre 
Description Simpliee de PIMSy
  Composants
Les ensembles sont notes en majuscule et les elements en minuscule
C represente lensemble des processus de visualisation respectant le protocole de communication
T S represente lensemble des    Trace Server  Ceuxci communiquent entre eux pour repondre aux
requ
etes des clients Un client est gere par un unique ts  T S et un ts peut gerer plusieurs
clients
TS Front tsf  Ce processus est linterface entre lutilisateur et PIMSy il permet de creer des
clients ou des T S etc
La gure  montre les liens de communication entre les dierents elements de chacun de ces
ensembles
Client Client Client Client
ts ts ts
tsf
Fig    Architecture du logiciel
Dans la suite des elements appartenant 	a ces ensembles vont avoir des r
oles particuliers Pour
un souci de simplicite nous les caracterisons ici 
Client Source cs  C  Cest un client qui emet une requ
ete Pour simplicite on ne consid	ere
quune seule requ
ete 	a la fois
Clients Destination CD  C  Clients qui recevront le resultat dune requ
ete fait par le cs
TS Source tss  T S  cest le ts qui g	ere le cs
  Processus serveur de traces
Le serveur de traces est le processus central de PIMSy Il g	ere les chiers de traces et les clients
qui veulent les lire Cette couche non seulement met en relation les deux parties mais en plus ltre
les informations pour minimiser le travail fait par les clients En eet lorsquun client demande
de linformation sur un chier de trace il ne demande pas la totalite mais seulement une partie
 un intervalle de temps un sousensemble des processeurs         or cette operation de ltrage est
executee par les serveurs de traces qui ainsi decharge les clients du travail Ce ltrage est bien s
ur
distribue sur lensemble T S qui ensuite fusionnent linformation ltree avant de lenvoyer au client
qui la demande
   Processus TSF
Ce processus est le frontal de PIMSy cest lui qui permet dajouter des serveurs de traces de
les detruire Cest aussi lui qui lors de la creation dun client indique qui va le gerer pour minimiser
la charge Cest linterface hommemachine du syst	eme
 Repertoires et chiers
La structure des chiers est en concordance avec celle de PIMSy  certains chiers sont distribues
et dautres sont communs La description qui suit est celle qui est implantee actuellement elle
permet de simuler plusieurs disques Bien s
ur ce nest pas la version denitive
libPimsyServer a
libPimsy a
Pimsy
fClientsg
TS Front
TS
TDLS
FS
Output
fTraces distr g
fTraces centr gGlobal
fexec  tableg
fconf  tableg
fDisquesg
HOMEPimsy C
Data
lib
bin
Fig    Arborescence utilis ee actuellement pour PIMSy
Les chiers concernant PIMSy sont tous situes 	a partir du repertoire HOMEPimsy Larbores
cence est celle decrite dans la gure  Le premier niveau est divise en quatre repertoires 
C ce repertoire est un lien symbolique vers les chiers sources pour permettre la compilation de
nouveaux clients En eet les clients doivent utiliser les m
emes denitions que les serveurs

Data ce repertoire est celui dans lequel les dierents ts vont lire pour repondre aux requ
etes des
clients Il contient des chiers de conguration  foir gure  qui permetent de savoir o	u un
nud a ecrit lors de son execution pour que les ts lisent les traces lui correspondant
lib dans ce repertoire se trouvent les biblioth	eques permettant de construire de nouveaux clients
en ayant un acc	es simplie aux chiers de trace et 	a leur manipulation
bin contient tous les executables faisant partie du    package  PIMSy que ce soit les ts les clients
ou la fen
etre de sortie output
Disques j T S j
Disque  nuds liste des nuds
Disque nuds liste des nuds
                 
DisqueDisque nuds liste des nuds
Tab    Description dun chier de conguration  map
 Variables denvironnement de PIMSy
La seule variable denvironnement utilisee par PIMSy est pour linstant  PIMSY MASTER HOST qui
permet de savoir par defaut devant quelle machine se trouve lutilisateur Par exemple la chage
des clients se fera sur lecran de cette machine Bien s
ur cet ecran peut changer durant une execution
pour permettre dutiliser PIMSy sur plusieurs ecrans
 Construction de PIMSy
Remarque   la liste de tous les messages se trouvent 	a la n de ce document Toutes les abbre
viations y sont expliquees
  Ajout dun ts
La structure de base de lensemble T S est construite par ajout successif de chacun des ts par
le tsf 
Lorsque lon ajoute un nouveau tsi 	a T S le protocole est celui represente par la gure  dont
voici les etapes 
 le tsf cree la nouvelle tache  tsi
 le tsf envoie un MIS    Message Init Server   	a tsi les dierents elements de la conguration
 ecran repertoire contenant les chier de traces       de PIMSy
 le tsf envoie un MCE     Message Change Environment   	a tsi la liste de tous les serveurs
de traces de la conguration  tsi ny etant pas encore
 le tsf ajoute tsi 	a cette m
eme conguration

 le tsf envoie un MCE 	a tous les ts lapparition de ce nouvel arrivant En eet dans la suite
les ts ont besoin de la liste des clients existants pour permettre la gestion des requ
ete
MIS
MCE
MCE
TSF tsi Autres ts
Fig    Protocole suivi lors de lajout dun nouveau serveur de traces
   Ajout dun client
Lidee centrale du protocole est de creer le client par le tsf et den donner la gestion 	a un ts le
plus vite possible Comme cela le choix du ts est centralise et permet de gerer la charge
Dans la suite on consid	ere que lon cree un nouveau client cj dont la gestion sera attribue 	a tsi
Voici le detail de la gure  
 le tsf cree la nouvelle tache  cj
 le tsf envoie un MAC     Message Add Client   	a tsi lidenticateur de cj
 le tsi envoie un MIC     Message Init Client   au cj pour linitialiser et indiquer que cj
communique avec lui
Remarque   la gestion de la charge est pour linstant tr	es simple cest	adire que le tsf compte
le nombre de clients de chacun des ts et attribue le nouveau client au moins charge La suppression
dun des client entra
!ne bien s
ur un decompte sur le serveur de traces concerne
Remarque   on voit que la gestion des clients nest pas distribuee cest	adire que chaque ts ne
g	ere que la liste des clients quil a sous sa tutelle et non pas la totalite En eet seul tsi recoit un
avis de la creation du nouveau client Il faut re"echir sur ce fait pour savoir si cest la meilleure
solution Nous verrons dans la suite quelles sont les consequences dun tel choix
tsiTSF cj
MAC MIC
Fig    Protocole suivi lors de lajout dun nouveau client

 Conguration des clients
  Association dun ltre
Un client peut ltrer les evenements par lesquels il est interesse Ce ltrage se fait suivant
trois axes  le type de levenement le moment de son occurence et le lieu de son occurence Nous
avons remarque quun client reste interesse par le m
eme type devenement tout le temps de son
execution cest	adire quun client visualisant les communications sera toujours interesse par les
communications Partant de cette constatation nous avons divise les trois axes de ltrage en deux
parties  la partie xe  Quoi et O	u la partie variable  Quand Un client peut donc denir la partie
xe de ce ltre d	es son initialisation gr
ace 	a lenvoi dun message de type MDC     Message dene
Client   vers son ts Il ny a pas de retour de message de la part du serveur de traces  voir gure
 Les champs de ce message sont  le nombre et la liste des processus 	a conserver le nombre et
la liste des types devenements 	a conserver
Remarque   la gestion de la liste de processus 	a conserver doit 
etre assez ne pour permettre
la notion dintervalle ou de propriete 	a verier par les processus  les numeros pairs  Dans la
version actuelle cette gestion nest pas faite mais elle sera ajoutee au syst	eme
cj tsi
MDC
Fig    Protocole suivi pour la d enition de la partie xe du ltre dun client
   Demande de la liste des executions
Apr	es avoir denit un ltre associe un client demande  generalement la liste des chiers de
trace auxquels il a acc	es Cette liste est simplement consitutee des chiers de traces stockes sur les
disques Le protocole consiste 	a envoyer une demande MAFEL      Message Ask For Execution
List   puis recevoir une reponse MRFEL     Message reply for execution List   voir gure

tsicj
MAFEL
MRFEL
Fig    Protocole suivi pour la demande de la liste des ex ecutions par un client
Nous preferons choisir liste des ex ecutions 	a ex ecutable car un m
eme ex ecutable peut avoir ete
execute plusieurs fois pour comparer les dierents comportements Une telle execution est denie
par la table  qui est appelee table dex ecution

le nom de lexecutable
la date
le nom du chier decrit la machine lors de lexecution  chier map
lauteur
le nombre de ts correspondant avec le nombre de disques durs utilises
le nombre de noeuds ce qui permet de congurer les clients
le nombre devenements
le premier instant estampillage du premier evenement
le dernier instant estampillage du dernier evenement
la frequence dhorloge le nombre destampilles dierents par seconde
Tab    Description dune ex ecution
Remarque   la verication pour savoir si le nombre de serveurs de traces est su sant pour
reconstituer la trace compl	ete ne se fait pas 	a ce niveau mais bien plus tard cest	adire lors de
la demande dinformation concernant un chier de traces La solution de nenvoyer que la liste des
chiers de traces valides nest pas satisfaisante car le nombre de ts peut evoluer dans le temps et
par consequent cette liste aussi
  Demande dinformation sur une execution
Un utilisateur peut extraire de la liste des executions vue cidessus le nom de celle par laquel
il est interesse Cette demande ne consiste qu	a envoyer un message MAFET     Message Ask
for Execution Table   an de recevoir un message MRFET     Message Reply For Execution
Table   contenant les information de la table  La gure  decrit la suite des messages
tsicj
MAFET
MRFET
Fig    Protocole suivi pour la demande de la table dex ecution par un client
	 Destruction du syst
eme
 	 Destruction dun ts
Pour la destruction dun serveur tout passe par un unique type de message MCS     Message
Close Server   dont le sens de transit determine laction 	a faire Un accuse de reception peut

etre retourne sil lest demande Supposons que lon detruise tsi alors les actions suivantes sont
eectuees 
 le tsf envoie un MCS 	a tsi

 le tsi emet vers tous ces clients un message de terminaison MCC et attend le retour des
reponses
 Si le tsf attend un retour alors le tsi envoie un nouveau MCS au tsf pour dire que la
destruction est en cours
 le tsf supprime le tsi des tables
 le tsf attend la prochaine phase de remise 	a jour pour envoyer aux autres ts les modications
de lenvironnement Cela permet deviter de surcharger le reseau La version suivante enverra
tout de suite les modications denvironnement car elles sont assez rares pour considerer que
leur eet est negligeable
tsi
MCS
MCE
MCS
Autres tsClients
MCC
MCC
 tsf 
Fig    Protocole suivi lors de la suppression dun serveur de traces
 	  Destruction dun client
Lidee est la m
eme que pour la destruction dun serveur de traces mais cette foisci les echanges
se font entre le client et le ts qui le detruit  voir gure  De plus le client peut 
etre linitateur
de sa propre fermeture Enn pour permettre la gestion de la charge par le tsf  un message MCC
    Message Close Client   est envoye en direction de celuici
MCC
tsitsf cj
MCC
MCC
tsf tsi cj
MCC
MCC
MCC
ou
Fig    Protocole suivi lors de la suppression dun client

Chapitre 
Gestion des requetes
  Questce quune requete
Le message servant 	a diuser une requ
ete est constitue de trois parties 
 le message permet dencapsuler la requ
ete pour quelle puisse 
etre envoyee 	a travers le reseau
Cette encapsulation permet donc de faire des    send     receive     pack       
 la requ	ete constitue la partie variable du ltre 	a eectuer pour obtenir un morceau de trace
Cette partie est decrite par la table 
 la publication qui permet de specier la liste des destinataires 	a la requ
ete  i e lensemble
CD
linstant de depart
linstant nal
le nom de lexecution
le nom de lexpediteur
le numero de la requ
ete ce qui permet den gerer plusieurs 	a la fois pour faire des
comparaisons ou 
etre un client centralisateur
un instant precis permet une synchronisation ne avec les autres clients
Tab    Description dune requete
 Requete simple CD  fcsg
Pour le client nous avons essayer de minimiser le nombre de messages quil voyait concernant la
gestion de sa requ
ete Par consequent au cas o	u il ne demande de linformation que pour lui il ne
verra comme echange que lenvoi de la requ
ete et la reponse 	a celleci Bien s
ur entre les dierentes
parties du syst	eme sont echanges un grand nombre de messages Voici la description generale de la
gure  
 cs envoie gr
ace 	a un MAFI     Message Ask For Info   sa requ
ete au serveur de traces qui
le g	ere
 tss fusionne le ltre de la requ
ete avec la partie xe quil a recu prealablement  MDC
 tss envoie TS MAFI     Trace Server Message Ask For Info   la requ
ete rehaussee de
dierentes informations aux autres serveurs de traces
 tous les serveurs de traces echangent alors des messages de type TS MTIE     Trace Server
Message Trace Info Exchange  pour obtenir linformation globale Lalgorithme suivi est un
   odd even  an que chacun des ts obtienne une partie de linformation quil ne reste qu	a
fusionner pour obtenir linformation nale
 pour nir une fusion est realisee par tss lors des receptions successives de TS MRFI 
   Trace Server Message Reply For Info  
 cs recoit un MRFI     Message Reply For Info   resultat de cette fusion
On voit que dans ce protocole seuls le premier et le dernier point concernent le client  tout le
reste demeure interne au syst	eme
Remarque   Dans la version actuelle ce protocole qui represente la partie centrale du traitement
est simplie Dans les versions future lalgorithme de    odd even  sera implante
cs Autres tstss Autres ts Autres ts
TS MTIE
TS MTIE
TS MRFI
TS MAFI
TS MAFI
TS MAFI
TS MTIE
TS MTIE
TS MRFI
TS MRFI
TS MRFI
TS MRFI
TS MRFI
TS MTIE
MRFI
MAFI
Fig    Protocole suivi lors de la gestion dun requete simple
 Requete 
a destinataires multiples CD   fcsg
 Introduction
Les requ
etes 	a destinataires multiples sont le moyen que nous avons trouve pour synchroniser
dierents clients audessus de PIMSy En eet pour que plusieurs vues travaillent sur la m
eme

partie dun chier de trace un client unique demande linformation 	a diuser et chacun des clients
	a synchroniser sont alors positionner sur la m
eme partie du m
eme chier de trace Pour ensuite
limiter la vitesse des clients 	a celui qui est le plus lent on ajoute au protocole un message de n
de travail  MEOW     Message End Of Work  
  Description
Dans le cas de requ
ete 	a destinataire multiple le traitement est plus complique que le cas
presente en  Toute la partie decrite alors reste valide mais une gestion est ajoutee pour manipuler
les destinataires multiples
Gr
ace 	a la partie xe des ltres de chacun des clients  MDC les destinataires recevront
pour une m
eme requ
ete des resultats dierents Pour decrire lensemble CD nous avons cherche la
simplicite plut
ot que le cacite En eet les traitements faits pour construire chacune des reponses
se font les uns 	a la suite des autres sans ce soucier  pour linstant des optimisations possibles
Une fois que chacun des clients de CD ont recu leur reponse il faut pour synchroniser lensemble
CD gerer un message de n de travail MEOW Le protocole suivi est simple  voir gure  
 succession de traitements pour chacun des destinataires
 chacun des destinataires nit son travail avec la tranche de chier de trace recu
 chacun des destinataires envoie un MEOW 	a son gestionnaire qui fusionne les reponses
 chacun des serveurs de traces envoie sa reponse MEOW au serveur de traces source  i e
tss qui fusionne
 une n de travail generalisee est envoyee au cs qui peut alors envoyer une nouvelle requ
ete
Client Client Client Client Client
TSTS
tss
cs
CD
Fig    Protocole suivi pour la n du traitement dune requete

Chapitre 
Description compl ete du protocole
En realite la presentation du chapitre  nest pas compl	ete Nous avons volontairement reduit
le nombre de processus dierents Dans ce chapitre nous allons justier lexistence dautres types
de processus les decrire et enumerer les nouvelles parties du protocole
  Processus Output
Ce processus sert 	a a cher des messages de texte venant de nimporte quel processus  clients
ts ou tsf  La gestion est simple  voir gure  
 initialisation du processus par le tsf de la m
eme facon quun client usuel MIC
 tout processus peut lui envoyer un message 	a a cher MT     Message Text  
 sortie du processus lors de la reception dun message de type MCC
MT
MCC
MIC
processus Output tsf
Fig    cycle de vie du processus output
 Division dun ts
Lorsquon analyse les taches que doit realiser un serveur de traces on remarque que lune
concerne la gestion des clients et lautres la gestion des chiers de traces Ces deux parties sont
assez independantes et leur interface est ne Nous avons donc specialise le processus de serveurs
de traces en deux nouvelles t
aches  la premi	ere est appelee tdls  pour    Trace Disk Less Server 
et la seconde fs  pour    File Server 
 Processus tdls
Le tdls constitue la partie du serveur de traces gerant les clients Ceci implique par exemple quil
ne poss	ede pas dinformations sur les chiers de traces  liste chier de conguration description
dun chier de trace       Lorsquun client demande de linformation concernant lun des chiers
le tdls prolonge la demande jusqu	a un fs auquel il est attache Donc lors de la reception dun
TS MAFI un tel processus ne fait rien En cas de reception dun MAFI il stocke cette demande
puis la distribue aux dierents ts qui eux ont linformation Pour savoir quels sont ces ts ils
utilisent une recup	ere une table decrivant lexecution
Remarque   Ces processus devaient servir de memoire cache pour eviter des lectures trop fre
quentes sur les disques locaux Mais pour linstant cette notion nest pas encore implementee
 Initialisation
linitialisation dun tdls est faite par le tsf qui lui envoie un message de type MIDLS 
   Message Init DiskLess Server   Ce message contient dierents elements de conguration ainsi
que lidenticateur du fs auquel il doit sattacher La gure  represente les etapes de cette
initialisation
tsf tdls fs
MIDLS
MFSA
Fig    Protocole suivi lors de linitialisation du tdls
  Destruction
La destruction dun tdls se fait soit directement du tsf  soit par lintermediaire des fs Dans
le premier cas la reception dun MCS entra
!ne le detachement du tdls  en utilisant un MFSD 
   Message File Server Detach   Dans le second cas un message du type MCFS est envoye au
fs par le tsf  Ce message entra
!ne une demande de destruction des tdls auxquels il est attache La
gure  montre ce second comportement
 Processus fs
Ce processus ne g	ere pas de client mais lit des informations sur les chiers de trace comme le
ferait un serveur de trace classique  voir 
 Initialisation
Linitialisation dun serveur de chiers se fait de la m
eme facon quun ts gr
ace 	a lenvoi dun
message contenant des donnees de conguration Le message contenant cette information est un
MIFS et le comportement est decrit par la gure 

tsf fs
MIFS
Fig    Protocole suivi pour linitialisation dun fs
  Destruction
La destruction dun fs est coherente avec les autres destructions mis 	a part le detachement
automatique du tdls attache La gure  montre ce comportement
MCFS
MCFS
ts attachefstsf
MCFS
Fig    Protocole suivi pour la destruction dun fs
 Liaisons entre tdls et fs
Les liens sont simples  comme chacune des parties represente une fonctionnalite initialement
dans les ts les liens sont les m
emes que dans le protocole simple Mais le fait quil sagit dun unique
processus simplie la gestion Certaines informations globales aux ts sont maintenant 	a echanger
entre les tdls et les fs Pour mettre en place cette correspondance on utilise le message MFSA
qui transite du tdls vers le fs  voir gure  En n dexecution un message du type MFSD est
emis dans le m
eme sens pour mettre n 	a la liaison
tdls fs
MFSA
MFSD
Fig    Protocole suivi pour lattachement et le d etachement dun fs et tdls
 Demande de la liste des executions par un client
De telles demandes ne font en fait que transitees par le tdls qui les envoie directement sur le
fs avec lequel il est attache Ensuite le retour de la reponse se fait directement du fs au client La
gure  montre la demande de la liste des executions

Client tdls fs
MAFEL
MFSAFEL
MRFEL
Fig    Protocole suivi lors de la demande de la liste des ex ecutions avec passage par un tdls et
fs
  Demande dune table dexecution par un client
Comme en  un client peut une fois le MRFEL recu demander des informations concer
nant une execution La methode est la m
eme que dans la section precedente et est decrite gure

Client tdls fs
MAFET
MFSAFET
MRFET
Fig    Protocole suivi lors de la demande dinformation sur une ex ecution avec passage par un
tdls et fs
 Demande dinformations par un client sur un tdls
Comme explique plus haut lorsquun client demande de linformation 	a un tdls via un MAFI
ce dernier se comporte comme un ts en envoyant la demande aux autres ts  gr
ace 	a un TS MAFI
en laissant ceuxci echanger des TS MTIE puis en attendant la reponse dans un message TS MRFI
 voir gure  o	u le ts devient tdls Cette reponse est ensuite envoyee au client demandeur par
un MRFI
Une dierence est tout de m
eme 	a noter  lors de la reception de la demande le tdls doit verier
que les ts sont su sants pour pouvoir lire la totalite de linformation Or cette information est
stockee sur un disque dur et un tdls na pas acc	es 	a un disque dur Par consequent il doit envoyer
un message au fs auquel il est attache pour conna
!tre cette table de conguration

cs Autres ts Autres ts Autres ts
TS MTIE
TS MTIE
TS MRFI
TS MAFI
TS MAFI
TS MAFI
TS MRFI
TS MRFI
TS MRFI
TS MRFI
TS MRFI
TS MTIE
MRFI
tdlsfs
MAFI
MFSAFCT
MRFCT
Fig    Protocole suivi lors de la demande dinformation avec passage par un tdls et fs
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Annexe A
Liste des Messages
MAC
signication     Message Add Client 
description  permet au tsf dindiquer au destinataire le nom dun nouveau client quil aura 	a
gerer
source  ftsfg
destination  T S  T DLS
MAFEL
signication     Message Ask For Execution List 
description  permet au client emetteur de demander la liste des executions dont il peut avoir le
chier de trace La reponse est au format de MRFEL
Si la destination est un tdls alors celuici ne sert que de relais vers le fs auquel il est attache
source  C
destination  T S  T DLS
MAFET
signication     Message Ask For Execution Table 
description  permet au client emetteur de demander des information concernant un chier de
trace Pour conna
!tre un chier de trace valide il utilise un message de type MAFEL
source  C
destination  T S  T DLS
MAFI
signication     Message Ask For Info 
description  represente la requ
ete dun client vers son gestionnaire Il entra
!ne un gros traitement
 TS MAFI TS MTIE TS MRFI puis le retour dun MRFI
source  C
destination  T S  T DLS
MCC
signication     Message Close Client 
description  permet 	a ts source de demander la destruction dun client Un message de m
eme
est retourne si cela est demande
source  C  T S  TDLS
destination  C  T S  TDLS  ftsfg
MCE
signication     Message Change Environment 
description  permet aux ts qui recoivent ce message de mettre 	a jour la conguration de PIMSy
en nombre de serveurs de traces et en nombre de clients
source  ftsfg
destination  T S  T DLS
MCS
signication     Message Close Server 
description  est identique au MCC mais entre le tsf et un ts
source  ftsfg  T S  TDLS
destination  ftsfg  T S  T DLS
MDC
signication     Message Dene Client 
description  permet 	a un client de denir la partie xe du ltre 	a appliquer sur les reponses 	a
ses requ
etes  quoi et o	u

source  C
destination  T S  T DLS
MEOW
signication     Message End Of Work 
description  permet dindiquer quun destinataire dun requ
ete a ni son travail dessus Ainsi on
peut attendre le plus long des clients destinataires Une gestion par arbre est faite pour limiter
le nombre de messages en transit  chaque serveur de traces de TSD fusionne les messages
venant des clients quil g	ere  lorsque le compte y est il envoie ce m
eme message au tss qui
fusionne lui aussi avant de lenvoyer au cs
source  C  T S  TDLS
destination  fcsg  T S  T DLS
MFSA
signication     Message File Server Attach 
description  ce message permet 	a un tdls de se lier avec un fs pour pouvoir avoir acc	es 	a des
informations concernant le chiers de trace
source  TDLS
destination  FS
MFSAFEL
signication     Message File Server Ask For Execution List 
description  ce message est emis par un tdls lorsquil recoit dun client une demande de type
MAFEL Ce message permet au tdls de demander au fs auquel il est attache la liste des
executions lisibles La reponse MRFEL est renvoyee par le fs directement au client deman
deur
source  TDLS
destination  FS
MFSAFCT
signication     Message File Server Ask For Conguration Table 
description  ce message est emis par un tdls pour verier si la conguration de PIMSy est
su sante pour lire un chier trace demande par un client

source  TDLS
destination  FS
MFSAFET
signication     Message File Server Ask For Execution Table 
description  ce message est emis par un tdls lorsquil recoit dun client un demande de type
MAFET Ce message permet au tdls de demander au fs auquel il est attache de linformation
concernant une execution La reponse MRFET est renvoyee par le fs directement au client
demandeur
source  TDLS
destination  FS
MFSD
signication     Message File Server Dettach 
description  ce message permet 	a un tdls de se delier dun fs en n dexecution
source  TDLS
destination  FS
MIC
signication     Message Init Client 
description  permet 	a ts source linitialiser la communication avec le client destinataire
source  T S  TDLS
destination  C
MIFS
signication     Message Init File Server
description  permet au tsf dinitialiser un serveur de chiers qui vient juste d
etre cree
source  ftsfg
destination  FS

MIS
signication     Message Init Server 
description  permet au tsf dindiquer au nouveau serveur de traces les dierents elements de la
conguration  ecran repertoire contenant les chier de traces       
source  ftsfg
destination  T S
MIDLS
signication     Message Init Disk Less Server 
description  permet au tsf dindiquer au nouveau tdls le fs auquel il doit sattacher lors de sa
creation
source  ftsfg
destination  TDLS
MRFCT
signication     Message Reply For Conguration Table 
description  ce message est retourne par le fs vers un tdls ayant prealablement emis un MF
SAFCT Ce message permet au tdls de verier si PIMSy est congure su samment pour lire
toutes lies informations concernant une execution  i e savoir si 	a chaque disque est associe
est lecteur
source  FS
destination  TDLS
MRFEL
signication     Message Reply For Execution List 
description  constitue la reponse 	a un MAFEL et est constitue de la liste des executions acces
sibles par PIMSy
source  T S  FS
destination  C

MRFET
signication     Message Reply For Execution Table 
description  constitue la reponse 	a un MAFET concernant un chier de trace et se compose
des dierentes informations de ce chier  auteur date nombre devenements etc
source  T S  FS
destination  C
MRFI
signication     Message Reply For Info 
description  ce message contient le morceau de chier de trace demande par un client  MAFI
source  T S  TDLS
destination  C
MT
signication     Message Text 
description  ce message contient un texte que le processus output va a cher
source  all
destination  fOutputg
TS MAFI
signication     TS Message Ask For Info 
description  represente lequivalent dun MAFI mais pour la gestion interne dune requ
ete Les
messages commencant par TS sont des messages    internes  Il est envoye 	a tous les ts
interesses par une requ
ete
source  T S  TDLS
destination  T S
TS MRFI
signication     TS Message Reply For Info 
description  est le message de conclusion de lalgorithme    odd even  Il vient dun ts participant
au travail et va en direction du ts initiateur de la requ
ete

source  T S
destination  T S
TS MTIE
signication     TS Message Trace Info Exchange 
description  represente le message central de lalgorithme de    odd even  lors de la gestion
dune requ
ete Cette communication se fait entre deux ts et se situe entre la reception dun
TS MAFI et lenvoi dun TS MRFI
source  T S
destination  T S
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