In this paper we propose a new image domain prior term for regularizing the super-resolution reconstruction algorithm. This term encourages preserving the local ramp structure around edges, in the reconstruction algorithm. Ramp at a pixel is defined as the steepest sequence of monotonically increasing (or decreasing) pixels among all feasible directions around the pixel. As described in previous work, ramp based modeling is a richer characterization of local image structure than conventional gradients. Our proposed ramp-preserving constraint image is obtained by first running an accurate segmentation algorithm (which is itself obtained by ramp based modeling) on the low resolution image. We then perform a domain transformation of the pixels belonging to the steepest ramps at the edge pixels, in order to preserve sharpness. The resulting non-uniformly spaced image is then upscaled to a uniform, high resolution grid, using an edge preserving non-uniform interpolation scheme. This image is then used both as the prior constraint as well as the initial guess for the iterative super-resolution reconstruction algorithm. Our results compare favorably to the classical backprojection algorithm as well as newer methods which use learning based gradient domain priors.
INTRODUCTION
Super-resolving a single image is a highly ill-posed problem. Most modern approaches can be broadly categorized into two classes. One class of approaches tries to 'hallucinate' the missing information in the high resolution image using examples of pairs of low resolution (LR) and high resolution (HR) image patches, possibly using a training database [1, 2, 3] , or using patches within the image [4, 5] .
The second class of methods uses the fundamental reconstruction constraint of minimizing the discrepancy between the given LR image and a synthesized LR image, formed by downsampling the estimated HR image with a presumed point spread function [6, 7, 8, 9, 3] . In this paper, we are concerned with this second class of methods.
Due to the ill-posedness of the single image upscaling problem, minimizing the reconstruction error by itself is not a sufficient criterion for obtaining visually satisfactory results. A prior term is usually used for regularizing the solution. The objective function is therefore of the form, JSR(ÎHR) = Î HR * f psf ↓ −ILR 2 + λJprior(.), (1) which is usually optimized using gradient descent iterations, starting with an initial guess [10, 7, 6] .
The estimated HR image is highly dependent on the choice of the prior function, and also on the initial guess of the HR image used for the gradient descent iterations.
Gradient domain priors have been popularly used as edge preserving constraints [6, 7, 8, 9, 11] , with the motivation of preserving the sharpness of image structures across resolutions. They encourage the gradient field of the estimated HR image to be as close as possible to a precomputed gradient field, which is usually an appropriately transformed and upscaled version of the LR gradient field.
However, the use of gradients as is conventionally done has some fundamental drawbacks. Firstly, gradient based linear convolutional filters implicitly assume a template for the expected edge geometry. Commonly used gradient operators operate only along the horizontal and vertical directions, and are therefore prone to errors around sharp, angular structures. Secondly, conventional gradient filters use a fixed size kernel. This leads to issues of geometric scale, as it imposes limitations on the size of geometric structures that the filter can detect. For instance, 3 × 3 filter detects structures of very different geometric scales in a 50 × 50 image as compared to a 200 × 200 image. Therefore, relating such gradient responses across resolutions (as in done by gradient domain priors in SR algorithms) may be prone to errors.
In previous work done by our group, the ramp transform was proposed to overcome the above limitations of traditional gradient filters [12] . The ramp transform for each pixel quantifies the intensity value change caused by the steepest sequence of monotonically increasing or decreasing intensity profiles (called ramps) among all possible directions, passing through the pixel. Since the steepest ramp is searched for in all feasible directions around the pixel, there is no assumption made on the orientation of the image structure. In addition, the ramps are allowed to be of variable length, which lends the ability to detect structures of arbitrary width (geometric scale). This is in contrast with traditional gradient operators that only use fixed length filters along only horizontal and vertical directions. Using the analysis performed by the ramp transform, [12] also proposes a rather accurate low level image segmentation algorithm, that is able to accurately detect photometric edges in the image, without imposing any prior assumptions or models about region geometry (shape, size), region photometry (contrasts and levels of interior homogeneity of the regions), and region topology (how many regions neighbor a given region) -expectations that many segmentation algorithms fail to meet [13, 14] . As expected from these properties, the segmentation results have been shown to better localize region bound- aries that are blurred and/or include sharp corners [12] . Ramp based structure characterization and the segmentation algorithm based on it have been shown to be beneficial for several other image analysis tasks [15, 16] Due to the advantages the ramp based structure modeling offers over traditional gradient operators, in this paper we propose a simple SR objective function that tries to appropriately preserve the ramp based structural information in the estimated HR image. For this, we propose an image domain prior of the form,
where Ip is a high resolution prior image or constraint that preserves the ramp based structural information. In order to estimate this prior image, we first perform a ramp based segmentation of the LR image using the algorithm in [12] , to yield precise locations of edges. We then perform a domain transformation of the pixels belonging to the steepest ramp at each edge pixel, in order to adaptively 'compress' the ramps. The resulting non-uniformly spaced image is then upscaled to a uniform, high resolution grid, using an edge preserving non-uniform interpolation scheme. Owing to the 'compression' of the ramps in the first step, and then the subsequent upscaling, the ramp based structure tends to be preserved across the resolution change. The resulting image serves as our constraint or prior image Ip and also as the initial guess for the iterative super-resolution reconstruction algorithm. A qualitative summary of our procedure to obtain the prior image is shown in Fig. 1 for a simple 1D signal.
ESTIMATING THE PRIOR IMAGE

Notation
We use scripted capital letters to donate sets of appropriately defined elements. We assume that the given LR image ILR is defined over a uniformly spaced domain ΩLR ∈ Z 2 , where Z is the set of integers. We define the HR domain to be ΩHR ∈ Z 2 . We denote vectors in the image domain using boldface lowercase letters. Lowercase italicized letters are used as indices. L denotes the upscaling factor.
Low Level Segmentation and Ramp Transform
We begin by first performing an accurate low level segmentation of in the input LR image, using the algorithm described in [12] . We refer the reader to [12] and the references [14, 13] therein for technical details of the algorithm. We summarize the outputs of the algorithm that we use in the subsequent steps of our super-resolution algorithm.
Given the LR image as input, the segmentation algorithm of [12] yields the following:
1) A set of pixel locations E = {ei} Ne i=1 ∈ ΩLR in the LR domain that contain the edge locations of the LR image. Ne is the total number of edge pixels.
2) For each edge pixel e, a set of ramp pixels Re = {rj(e)}
Nr (e)
j=1 , that constitute the steepest ramp passing through e. Nr(e) denotes the width (in pixels) of this steepest ramp through the edge pixel e.
3) The (normalized) intensity value change ∆I(e) ∈ (0, 1] caused by the steepest ramp passing through the edge pixel e.
Adaptive Domain Transformation
Using the above information yielded by the low level segmentation algorithm, we now carry out an adaptive domain transformation of the ramps corresponding to all the edge pixels.
We create displacement vectors d(x) for the vectors x ∈ ΩLR in the low resolution uniform grid. For each ramp pixel rj(e), we define the displacement vector d(rj(e)) to be a vector in the direction of e from rj(e), as follows:
β(e) ∈ [0, 1) is an adaptive scaling parameter, and controls the magnitude of displacement for each ramp pixel. We define it to be,
The dependence of β(e) on the ramp intensity value change ∆I(e) allows for a greater compression of the ramps that correspond to high contrast edges. The parameter α controls the nature of this dependence. We set this parameter experimentally to 0.5 in our experiments.
The factor
ensures that the distance between neighboring ramp pixels in the transformed domain remains at least 1/L. This, in turn, ensures that the distance between the neighboring ramp pixels after the subsequent upscaling step (as described in the next section) remains at least 1.
For pixels that do not belong to the edge ramps, the displacement vectors are set to zero.
After computing all displacement vectors, we smooth the resultant displacement field d with a Gaussian filter. Figure 2(c) shows an example of the displacement field obtained for a small image patch.
Edge-Oriented Non-Uniform Interpolation
The displacement field d therefore defines a non-uniformly spaced domain ΩNU from the uniformly spaced domain ΩLR as, Using the pixel locations in ΩNU and the corresponding pixels values in ILR, we now interpolate ILR over the uniform HR domain ΩHR. The resulting image Ip would serve as our prior constraint image and as the initial guess for the iterative SR algorithm.
Although there exist several popular techniques for interpolating an image from non-uniform samples [17, 18] , we choose a rather simple, one-pass filtering procedure for obtaining Ip. We compute Ip(z) using the relation,
where z ∈ ΩHR, y i ∈ ΩNU , xi ∈ ΩLR and
We choose GΣ i (.) to be a 2D Gaussian kernel with an adaptive anisotropic covariance structure Σi.
We choose Σi to be adaptive in order to interpolate in an edge oriented manner. We use the already computed displacement field d to appropriately steer the anisotropic Gaussian interpolation kernel. Let θi be the angle made by the vector d(xi), with the first (horizontal) axis. Since the vector d(xi) points towards the edge and along the direction of the steepest edge ramp, we should interpolate in the orthogonal direction. We therefore choose Σi to be of the form,
R(.) is a rotation matrix, and 1 {2×2} is a 2 × 2 identity matrix. The scalar s controls the eigenvalue spread of the resultant covariance matrix. The variance parameter σ is chosen based on the desired upsampling factor L. For L = 4 as in our experiments, we choose σ = 2, and s = 1.
The above formulation ensures that if d(xi) = 0 (that is, if the pixel at xi has been displaced), then the larger eigenvector of the covariance matrix Σi is orthogonal to d(xi), and therefore orthogonal to the direction of the steepest edge ramp. This orients the kernel to interpolate parallel to the edge. Given the displacement field d, it therefore becomes trivial to incorporate edge awareness in the interpolation procedure, obviating the need for more elaborate schemes [19] . Such an interpolation scheme is akin to structure-aware filtering methods such as in [20] and [21] . Fig. 2(d) shows an example of our prior image Ip obtained from the initial image patch of Fig. 2(a) , after a 4X interpolation over the non-uniform grid created by the displacement field in Fig. 2(c) . We can see from this example that Ip maintains sharper edges, as compared to using classical methods like uniform bicubic interpolation ( Fig. 2(e) ).
SR Reconstruction
Our final SR resultÎHR is estimated by using the thus computed prior image Ip in the regularized backprojection algorithm. Our cost function is therefore,
This is optimized using a gradient descent strategy:
where µ is an appropriately chosen step size. We use our prior image Ip as the initial guess for the above algorithm.
Note that the gradient ∇JSR(ÎHR) in (10) is with respect to the HR estimateÎ
HR . Therefore, unlike the prior terms in the gradient domain [7] , since our prior is in the image domain, we do not need to compute image derivatives or laplacians while implementing the iterative scheme of (10).
RESULTS
We use an upscaling factor of L = 4 in all our experiments. We use a 7 × 7 Gaussian function of variance 1.6 as f psf for simulating the downsampling process. We choose the step size parameter to be µ = 0.5. We experimentally set the regularization parameter to λ = 0.6, as this gave the most visually pleasing results. Fig. 3 shows our results and comparisons on four imagesPenguin, Lighthouse, Flower, Bride. The columns show results of nearest neighbor interpolation (NN), bicubic interpolation, iterative backprojection (IBP) [10] , gradient profile prior (GPP) 1 [7] , our proposed method, and the ground truth images.
We can see that our results do not exhibit the 'ringing' artifacts around edges as commonly seen in the IBP [10] results. Our results are also sharper than GPP [7] , which uses a gradient domain prior learnt from training examples. Our results are more closer to the ground truth than the GPP method along curved edges (nose curvature in the Bride image) and pointed structures (beak of the Penguin image), perhaps due to the advantages of the ramp based structure model over gradient based modeling, as discussed earlier.
We also compute the mean squared error (MSE) between our results and the ground truth, and compare it to those obtained though bicubic interpolation and IBP [10] . Table 1 tabulates the MSE values. Our results are slightly better than those of IBP [10] . Our parameters, however, have been set for best visual quality which is not always accurately reflected by MSE values.
CONCLUSION
In this paper, we have presented a prior for single image superresolution, that is aimed at preserving ramp structures along the edges of the image. The motivation for our work stems from the advantages of ramp based characterization of low level image structure, as compared to conventional gradient filters. We have shown that the ramp based characterization is indeed useful for SR problems. We have obtained visually better results than the classical IBP method [10] as well as the recent gradient based GPP method [7] which uses training data to learn an 'optimum' transformation between LR gradients and the HR counterpart. Learning can be incorporated in the proposed ramp based prior as well, and it can perhaps yield a more principled way of obtaining the displacement field for computing our prior image, as compared to the scheme proposed here. We would be looking into these extensions in the near future. 
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