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Abstract 
The widespread creation of stock markets in developing countries is one 
of the most conspicuous features of international financial development in the 
past three decades. The number of stock markets in Africa increased from only 
six before 1989 to 21 by 2004. The quest for long-term capital for development 
and the increasing role played by stock markets in the efficient allocation of 
resources made the stock market culture inevitable in most cases. 
'Africa's emerging markets represent a fast growing part of the world 
economy, and empirical evidence suggests that they have low, even negative, 
correlations with the more developed financial markets. Thus inclusion of 
African assets in a mean-variance efficient portfolio could significantly reduce 
portfolio volatility and increase expected returns. 
In spite of these facts, little is known about Africa's markets. Although 
the Efficient Markets Hypothesis (EMH) has been with us for nearly five 
decades, and knowledge of stock return behaviour has been accumulating in 
emerging market economies of Asia and Latin America, Africa's markets 
continue to escape the attention of the research community. 
This thesis contributes to our knowledge of the dynamic behaviour of 
stock returns in Africa's biggest markets (South Africa, Egypt, Nigeria, Kenya, 
Tunisia and Morocco). The novelty of this study rests on applying a variety of 
econometric techniques and which leads to the following conclusions: 
Weak form efficiency is rejected for all the markets; however, this is 
discussed with reference to the institutional characteristics of the markets 
studied (i. e., capitalisation, turn over, liquidity and information and legal 
architecture). Seasonal patterns exist in African stock returns: however, with 
appropriate specification, they tend to disappear, and where they are significant, 
they tend to be unexploitable. We also show that Africa's markets are not well 
integrated, regionally, and globally. While this evidence calls for more openness 
to trade and policy coordination, it also implies that Africa's markets can play a 
role in diversifying investment risk. Finally, stock prices tend to provide a hedge 
to investors against rising consumer prices over a relatively long period of time. 
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Chapter One 
In the Beginning 
`Stock Exchanges had become the 1990s equivalent of National Anthems and 
Flags in Africa'. Ducker (1996) 
1.0. Introduction and background 
One of the conspicuous examples of globalisation is the ease with which 
financial capital moves around the world, especially to developing countries. 
Private capital flows to emerging markets have risen from $25 billion in 1990 to 
$300 billion by 2005. Part of this expansion in financial flows has been brought 
about by the growth of equity funds dedicated to investing in publicly listed 
securities in developing countries. In 1999, the International Finance 
Corporation (IFC) statistics indicated that the number of developing countries 
with actively trading stock markets increased from 31 to 78 between 1989 and 
1998. The number of domestic companies listed on emerging market stock 
indices rose by over 300%, from 8,709 to 26,354, and market capitalisation 
increased by 256% to $1.91 trillion within the same period. By the end of 2002, 
there were over 80 emerging stock markets and many more are being established 
each year. Sub-Saharan Africa (SSA) has also participated in this trend and, at 
the behest of national governments and, in most cases, with the assistance of 
the World Bank and its private sector wing, the IFC, Africa has expanded the 
number of its domestic stock exchanges from six in the late 1980s to 21 today. 
1 
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Stock markets have become an important conduit through which long-term 
finance can be raised. The antecedents to this arise from the fact that most 
African countries in the immediate post-independence era chose a state- 
sponsored route to development. The emphasis on state-led growth meant a 
relatively insignificant role being assigned to private enterprise. This 
phenomenon was compounded by the East-West confrontation, with most 
development aid flowing from the eastern bloc to Africa, largely to secure 
ideological partners. Following the end of the Cold War however, this door to 
economic development was shut, thus prompting a shift to market capitalism 
with its attendant stock markets. Additionally, most long-term finance was 
initially channelled through development finance institutions -(DFIs). However, 
evidence indicates that a significant amount of World Bank lending to these 
institutions reversed in the 1980s because of the debt and portfolio crisis faced 
by the DFIs (see, Nlurinde and Kariisa-Kasa, 1997, and Caprio and Demirgüc- 
Kunt, 1998). Attention thus turned to setting up and revitalising stock markets. 
The revitalisation of the markets has also been motivated by the growing need 
to promote the role of the private sector in stimulating growth (Khambata, 
2000). Levine and Zervos (1995) propose that the two main channels of financial 
intermediation-banks and the stock market- should complement each other. 
Cho (1986) argues that credit markets need to be supplemented by well 
functioning equity markets, since equity finance does not experience adverse 
selection and moral hazard problems to the same extent as debt finance does in 
2 
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the presence of asymmetric information. The existence of equity markets would 
thus enhance capital allocation and diversify investment risk. 
The ability of stock markets to fulfill their roles in the pricing and allocation of 
capital and in diversifying investment risk crucially depends on their efficiency. 
To ensure suitable conditions for an efficient allocation of capital, the resulting 
market prices must possess two distinct characteristics. First, they must reflect 
economic realities and constitute a fair estimation of the intrinsic value of the 
asset considered. If stock prices are not fairly valued, but they are subject to 
whims of speculation and noise, investments may be driven to non-productive 
sectors. This would inevitably result in sub-optimal resource allocation, with 
consequent ramifications for economic growth and poverty reduction. The 
second characteristic is that, in the absence of dramatic news potentially 
affecting the value of an asset, its market price is expected to be stable and 
continuous. This is a condition demanded by investors who want to be able to 
enter or exit the market at any time. If current market prices appear to be 
erratic, investors would simply not bear the risk of investing their capital. This 
condition is met only in liquid and well regulated markets, in which the price of 
the latest transaction is a good indicator of the level at which the asset can 
actually be bought and sold. 
Classically, our understanding of the behaviour of stock prices (returns) 
emanates from the academic doctrine of the Efficient Markets Hypothesis 
3 
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(EMH). Put in succinctly, when economists speak of capital markets being 
efficient, they usually consider asset prices/or returns to be determined by the 
outcome of supply and demand in a competitive market, peopled by rational 
traders. These traders are expected to rapidly assimilate any information that is 
relevant to the determination of asset prices and to adjust accordingly. It 
follows that, in such a world (unfettered competition and homogenous 
expectations), there would be no opportunity for making a return on a stock 
that is in excess of a fair payment for the riskiness of that security. Therefore, 
only new information, `news', should cause prices to change. However, news by 
definition is unforecastable. When prices are unpredictable and unforecastable, 
they are said to follow a random walk-erratic meanderings akin to a drunkards 
unsteady gait. 
The phrase `efficient markets' was coined by Fama (1965,1970) to imply a 
market where the prices of securities at all times `fully reflect' all available 
information. Subsequent research and refinements posit that a necessary 
condition for investors to have an incentive to trade until prices fully reflect all 
available information is that the cost of information acquisition and trading be 
zero. This is the direct outcome of many active participants attempting to profit 
from their information. Unable to curtail their greed, an army of investors may 
pounce aggressively on even the smallest informational advantage at their 
disposal and, in doing so, quickly eliminate the profit opportunity that gave rise 
to their activities in the first place. Thus, in an idealized world of frictionless 
4 
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markets and costless trading, prices always fully reflect all available 
information. 
This thesis is concerned with the behaviour of stock returns in Africa's emerging 
stock markets. We want to find out how returns in African markets evolve over 
time and which models fit the African data well. Of particular importance is the 
efficiency of the markets and the implications market efficiency hold for 
regulators, academic research and professional fund managers. We are also 
interested in knowing how African markets compare with other markets in 
developed and emerging market economies, the contribution of Africa's fledgling 
exchanges to global risk diversification, and the importance of the markets as 
avenues for long-term capital mobilisation. 
1.1. Overview of Stock Markets in Africa 
The number of stock markets continues to grow each year. Table 1.1 presents a 
survey of the key themes in African stock markets, including the date of 
establishment, trading environment, and delivery and settlement procedures. 
From Table 1.1, the regional locations of the markets are: West Africa 
(Cameroon, Cote d'Ivoire, Ghana and Nigeria); East Africa (Kenya, Tanzania 
and Uganda); and North Africa (Algeria, Egypt, Morocco, Sudan and Tunisia). 
In southern Africa, there are thriving exchanges in Botswana, Malawi, 
Mauritius, Mozambique, Namibia, South Africa, Swaziland, Zambia and 
Zimbabwe. 
5 
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1.2. Stylized Facts of African Stock Markets 
Table 1.1 indicates that Africa has some of the youngest stock markets. The 
Swaziland, Namibian and Ugandan stock markets were established in 1990,1992 
and 1997, respectively, with Swaziland and Uganda having less than 10 listed 
companies. The Mozambique and Cameroon stock markets were set up in 1999 
and 2004, respectively, and remain largely inactive. The markets in the 
aforementioned countries, together with Malawi, Botswana, Ghana, Algeria and 
Sudan, owe their establishment to the financial sector reforms of the 1980s 
following the implementation of World Bank and IMF sponsored structural 
adjustment programmes. In Cameroon, Uganda and Zambia, for instance, the 
stock markets were set up mainly to divest state interest in economic activities. 
Although privatisation has primarily been pursued as a means of improving 
economic efficiency in public enterprises, a secondary objective has been capital 
market development, since the listing/or offloading of shares in formerly 
nationalised firms, which are often very large in relation to the size of national 
economies, provide a supply of new shares and a further boost to the stock 
market. 
Furthermore, it has been shown that privatisation is easier to implement and 
more effective at providing wider participation in the ownership of privatised 
enterprises if an effective capital market is in existence. 
6 
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An important issue in emerging stock markets is microstructure. The trading 
environment and trading system, volatility and liquidity are crucial to the price 
discovery process and hence for stock market efficiency (see Green et al, 2005, 
for a survey of key microstructure issues in emerging markets). With the 
exception of the well established markets, trading in African markets takes 
place in a few days during the trading week and, in some cases, a few hours 
during the trading day. For instance, the Ivory Coast exchange trades only 
three days a week. Until July 2005, the Ghana stock exchange also traded just 
three days a week. In Tanzania and Swaziland, trading takes place during less 
than two hours of most trading days. The evidence from Table 1.1 also shows 
that the trading system varies, from the call over system in Ghana and 
Botswana to the continuous or fixed order driven systems in Tunisia and 
Kenya. 
The frequency of trade and the trading system are key components in the price 
discovery process, since market inefficiency can be induced by factors such as 
infrequent trading, market over and under reaction, bid-as-spread bounce and 
risk premia (see Lang and Lee, 1999). 
The last column of Table 1.1 reveals the major instruments traded in African 
stock markets. Evidence suggests that equities and bonds dominate. The issue of 
bonds, in particular, suggests that most of the exchanges exist as vehicles for 
7 
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issuing government debt, chiefly to finance trade deficits. With the exception of 
South Africa, where derivatives are traded, none of the African countries has a 
derivative market (there are plans to open one in Kenya). The sustenance of 
markets such as Cameroon, Malawi, Tanzania, Sudan and Uganda, and to some 
extent Zambia, rest on the continued supply of new shares from formerly state 
owned enterprises floated through these exchanges. 
One major feature of African markets is the barriers investors have to deal with 
in order to invest in those countries. This could partly explain why African 
markets continue to receive little attention from foreign investors. There are 
indirect barriers related to entry into African markets. The regulatory, 
monitoring and supervisory, as well as the accounting, environment in these 
economies differ markedly from their developed and emerging markets 
counterparts. Investors might not have adequate information on the markets 
and on the financial health of companies. The settlement systems are probably 
the slowest (T+3 is the global standard). Only Nigeria, Morocco and Zambia 
meet the global requirement in Table 1.1, and the evidence from these markets 
indicates that the process is indeed inefficient and slow. 
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With the exception of the well established markets, such as South Africa and 
Egypt, accounting standards are generally poor and investment protection 
minimal. This is not only a feature of Africa's markets, but also other emerging 
markets such as China, India and Brazil. The Economist argues that these 
markets do not possess the regulatory infrastructure for well functioning 
markets or adequate information gathering and disseminating private firms'. 
The net effect of this is to undermine the price formation process and to inhibit 
the market mechanism as a useful guide to efficient capital allocation. 
Table 1.2 summarizes some of the key statistical features of African markets 
compared with other stock markets. The dominant feature in Table 1.2 is the 
low liquidity in African markets compared to other countries. This is reinforced 
by the evidence presented in column 5 of Table 1.1. There is an absence of a 
domestic institutional base: for instance, there are no strong pension fund 
schemes, insurance companies or mutual funds. 
1 With respect to Taiwan, The Economist (9 September, 1989) noted, `Taiwan's stock market is 
a rigged casino with a phenomenal turnover..... Its family-controlled firms equate accountancy 
with tax-evading creativity. Its courts react..... to the nudges of the influential... it is as 
freewheeling and corrupt as the Philippines, but... is a freewheel that works'. (p. 20) 
11 
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Table 1.2: Characteristics of African Stock Markets 
COUNTRY IFC/S&P CAPITALISATION CHANGE (%) VALUE TRADED Turnover LISTED COMPANIES 
CATEGORY (END 2006 US $ 1998-2000 ( END 2006: Ratio 
MILLION) US$M) 
Swaziland None 200 -24 - - 6 
Malawi None 587 -15 14 3.5 10 
Tanzania None 541 -1 12 2.1 6 
Zambia None 1186 -22 23 2.1 14 
Namibia Frontier 542 -28 18 3.8 9 
Ghana Frontier 3233 -64 52 2.1 32 
Botswana Frontier 3947 35 73 2.3 18 
Ivory Coast Frontier 4155 -35 107 3.3 40 
Kenya Frontier 11378 -37 1300 14.6 51 
Mauritius Frontier 3598 -28 137 4.4 41 
Zimbabwe Emerging 26557 86 897 6.2 80 
Tunisia Frontier 4446 25 522 14.3 48 
Nigeria Emerging 32819 47 3559 13.6 202 
Morocco Emerging 49360 -30 13502 35.3 65 
Egypt Emerging 93477 18 47461 54.8 603 
S. Africa Emerging 715025 20 312439 48.8 401 
Total 951051 15 380116 160.03 1626 
Excluding S. 236026 0 67677 111.5 1225 
Africa 
S. Africa as % of total 75.2 82.2 30.49 24.7 
All African Markets 24.82 17.8 69.50 75.3 
Source: Column 4 is from S&P (2001) while all other columns are from S&P(2006). Data on each market represents end 
of period levels. Percentages based on authors calculations. 
The limited number of instruments and investment choices available imposes 
severe constraints on liquidity and turnover. The prevailing system of trading is 
simple buy and hold. The turnover ratio is less than 10% in 10 of the 16 
markets surveyed in Table 1.2. Compared with other African countries, South 
Africa (48.8%) and Egypt (54.8%) fare better in terms of annual turn over. 
However, the relative importance of Africa's markets diminishes when one 
compares with medium size European stock markets or similar emerging 
markets elsewhere. For instance the turn over ratio for Korea, Taiwan and 
Turkey is 172.5%, 156.9% and 140.5% respectively. Thus the combined turnover 
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ratio of all African stock markets in 2006 is less than that of Korea alone, and 
even more so for Pakistan (288.4%). 
One striking feature of Table 1.2 is the dominance of the South African market 
in majority of the key indicators of stock market performance. At the end of 
2006, as shown in Table 1.2, there were 1626, listed companies (compared to 
2,268 listed companies in 2001)2 in all the African markets. The market 
capitalisation of these listed companies amounted to $715 billion for South 
Africa. This makes the Johannesburg Securities Exchange (JSE) by far Africa's 
largest market, accounting for nearly 75% of stock market capitalisation in 
Africa. 
Again from Table 1.2, the value traded annually is low, especially in the frontier 
market, ranging from $14 million in Malawi to $73 million in Botswana at the 
end of 2006. African stock markets are also small in comparison with their 
national economies, with the ratio of market capitalisation to GDP averaging 
17.3%. Apart from the JSE, all the stock markets in Africa are small in 
comparison to other emerging markets in Asia and Latin America. As of 2001 
Africa's share of emerging markets amounted to 9.5%. While all emerging 
markets form about 11% of global stock market capitalisation, Africa's share is 
just 1%. Out of 21 stock markets, only 5 merit the description of emerging 
2 The fall in number of companies is largely due to delisting(e. g. in South Africa and Kenya) 
and merger activities in most of the exchanges 
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inarkets3-South Africa, Nigeria, Egypt, Morocco and Zimbabwe. Ghana, 
Namibia, . Botswana, Cote d'Ivoire, Kenya, Mauritius and Tunisia are termed 
`frontier' markets, as they represent the very last frontier! 
The low capitalisation, low trading volume and turnover would suggest the 
embryonic nature of African stock markets. There are other features that set 
African stock markets apart from their emerging markets counterparts in Asia 
and Latin America. These issues range from information dissemination/or 
disclosure, the legal and regulatory environment, capital controls, tax structure, 
and investment climate, as well as the economic environment in which the stock 
exchanges operate. 
Foreign participation in developing countries stock markets is central for 
improvements in performance and efficiency. This, in turn, requires openness to 
foreign investments. Table 1.3 shows the openness of African markets to foreign 
investment. In spite of the wave of liberalisation that swept across the 
developing world in the late 1980s and early 1990s, and the current wave of 
globalization and integration of financial markets, some economies still have 
direct restrictions, such as a minimum investment period on remittance of 
capital gains, dividends, interest and other related earnings. 
3 Standards and Poor classifies a market as emerging if that market is located in a developing 
country and its investable market capitalisation is low relative to its most recent GNI figures 
(see S&- -P 2005). 
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In the Ivory Coast market, foreign investors are restricted. In Botswana, Kenya 
and Zimbabwe, foreigners may not own over 40% of the shares in a single 
company. Egypt and Morocco are totally free to enter, while restrictions in 
Mauritius, Nigeria and South Africa are applied to specific sectors of the 
economy. In Ghana, 74% of the shares in a single company can be owned by 
foreign investors, making Ghana's foreign investment rules appear more liberal 
in Table 1.3. Stock market openness and liberalisation, in general, has been 
argued, both theoretically and empirically, to boost economic growth. 
Kim and Singal (2000) find that foreign investors will demand transparency and 
improved disclosure rules. They will also demand accountability of management 
and shareholder rights in order to protect themselves against expropriation of 
wealth by controlling investors. A convincing and satisfactory response to these 
demands will decrease the risk of holding stocks which, in turn, will lower the 
cost of capital (Rajan and Zingales, 1998). 
15 
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Table 1.3: Foreign Investment Regulations 
Botswana Foreigners may not collectively own more than 49% of a publicly quoted company's share capital. 
No foreign individual may own more than 5% of a company's shares. 
Egypt No restrictions. 
Ghana Foreign investors may not collectively own more than 74% of the shares in a quoted company. 
A non-resident portfolio investor may not own more than 11% of the shares in a company. 
Resident foreigners may invest without any limit. 
Cote d'Ivoire Restricted 
Kenya Foreign investors as a group may not own more than 40% of the shares in a company. 
Individual foreign investors may not own more than 5% of the shares in a single company. 
Mauritius Not more than 15% in a sugar company may be owned by foreign investors. 
Foreign investors may participate in unit trusts and mutual funds within approved limits. 
Morocco No restrictions. 
Nigeria Foreigners may not own more than 40% of the shares of companies in some industrial sectors which 
were incorporated before 1990. 
Since the Industrial Policy Act of 1989, foreigners can incorporate companies as sole owners if they 
so wish. 
South Africa Total foreign ownership is limited to 15% for banks and 25% for insurance companies. 
There are no restrictions on foreign investors in other areas. 
Swaziland Prior approval of central bank required before investment is undertaken if the investor wishes to 
buy 20% or more of a company. 
Zimbabwe Foreign investors collectively may not own more than 40% of the shares in a company. 
Individual foreign investors may not own more than 5% of the shares in a company. 
Sources: African Stock Exchanges. 
1.3. Aims of this thesis 
We focus this thesis on the stock return characteristics of the six largest stock 
markets in Africa (South Africa, Egypt, Nigeria, Kenya, Tunisia and Morocco). 
Broadly speaking, the objectives of the thesis can be placed under two main 
headings- methodological and empirical: 
a) At the methodological level, the study utilises time series econometrics to 
unearth the dynamics of stock returns in Africa's emerging equity 
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markets. We address market efficiency through an elaborate data 
generation process; examine the nonlinearity so common in high 
frequency data and so pervasive in emerging equity returns; answer the 
question of whether stock returns in African countries are predictable on 
the basis of seasonal patterns; address the integration of Africa's markets 
both regionally and globally; and assess the role of stock returns in acting 
as a hedge against inflation. It is expected that the techniques employed 
and the evidence presented would form a benchmark from which 
subsequent research on African economies could be extended. 
b) At the empirical level, the study seeks to extend our knowledge and 
understanding of the African markets. This is done to better understand 
the institutional, regulatory and microstructure characteristics of the 
markets and also includes an assessment of the size, capitalisation and 
performance, and the general economic environment in which the 
individual markets operate. Such knowledge is fundamental for policy 
makers, academics, regulators and the investment community. 
1.4. Contributions to knowledge 
Africa's emerging markets represent a fast growing part of the world economy. 
They offer potential high returns and empirical evidence tends to suggest that 
they have outperformed developed markets. Over, the last five to 10 years, some 
of the best performing offshore funds were those invested in these countries. 
Moreover, it has been shown empirically that, although individual emerging 
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stock markets have been quite volatile, as a group, their risk-adjusted return 
has been higher than that of developed markets, and they have shown low and 
negative correlations with the more developed financial markets and among 
themselves. 
In spite of these facts, little is known about Africa's markets. Although the 
EMH has been with us for nearly five decades now, and knowledge of stock 
return behaviour has been accumulating in the emerging market economies of 
Asia and Latin America, Africa's markets continue to escape the attention of 
the research community. It is not an exaggeration to state that research in 
Africa's markets remains the ' weakest among academics and market 
professionals. A quick review of the literature confirms the paucity of published 
academic work and the limited range of empirical techniques employed. It is 
equally not an overstatement to claim that most foreign portfolio investors have 
neither heard nor known about the existence of some of the African markets. 
The prevailing discussion thus reveals important gaps in the empirical and 
theoretical literature that merit the attention of scholars and policy makers: 
inter alia, how efficient are the markets in processing information and allocating 
capital to various purposes? What is the nature of the risk-return relationship in 
African countries and do the emerging equity markets appropriately compensate 
investors for the perceived risks that exist in developing countries? How can 
liquidity be improved in African stock markets to enable them to perform their 
function in the efficient pricing of investment risk? Are stock returns in Africa 
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predictable? With increasing globalisation and integration of economic systems, 
shocks from other markets are likely to be important in explaining movements 
in African markets. Are African countries integrated, first with each other, and 
second with the rest of the world? These questions remain largely and, if 
considered at all, have been done so on a piecemeal basis. 
This thesis is therefore a major contribution to the knowledge on the dynamic 
patterns of stock returns in Africa's biggest markets. Most importantly, the 
econometric models adopted in this thesis constitute a significant advancement 
in the examination of stock returns in Africa countries. It is hoped that this 
study shall inspire other researchers, especially from Africa, to research 
extensively in this area. 
Although the research may not be able to answer all questions relating to stock 
return behaviour, it nevertheless provides a firm basis for further research. 
1.5. Major hurdles 
One of the crucial tasks of a researcher is to collect the data used to carry out 
analysis. Related include devising methods and procedures for research, 
developing various mathematical modelling techniques that may be used to 
develop forecasts, and preparing reports, including tables and charts of research 
results. Presenting economic and statistical concepts in a clear and meaningful 
way is particularly important for economists whose research is directed towards 
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making policies for an organisation and to guiding academic debates. Our work 
from the onset suffered obvious limitations with regards to the data set. The 
thesis set the ambitious task of studying all African markets. With regards to 
the newly established markets, their short history made it difficult to carry out 
any methodologically consistent empirical analysis on them. Even with well 
established markets, the availability of rich data was problematic. For instance, 
we were severely limited in our exploration of the profitability of trading rules 
when exploiting seasonal patterns in returns. This was largely on account of the 
fact that data on transactions cost (bid-ask spread) and mutual fund spread 
could not be obtained from the individual stock markets. Also, the frequency of 
the available data, coupled with the quality of the reporting, severely limited 
our ability to cover as many markets as we wanted, and also limited our use of 
other time series techniques which could have brought further insights into the 
dynamics of stock return behaviour. These challenges partly explain why we 
limited the analysis to the six largest markets. Nonetheless, the work here 
represents an important step in modelling African stock returns and opens the 
door for more research as more data become available. 
1.6. Structure of the thesis 
The rest of the thesis is organised as follows: 
Chapter Two- EMH: Review of Empirical Evidence. This chapter addresses 
the empirical evidence from the early random walk model. The chapter also 
considers departures from market efficiency. In this regard, we concentrate on 
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stock return predictability based on seasonal anomalies and behavioural finance 
models, which have occupied an important place in the recent literature. The 
chapter stimulates interdisciplinary discussion and points to interesting 
prospective avenues for future research. Finally, we review the institutional 
characteristics of the markets considered in this study. 
Chapter Three; Modelling Stock Returns in Africa's Emerging Equity Markets. 
The major empirical work begins here. We fit an autoregressive model to the 
returns and test for the presence of nonlinearity in the residuals of the model. 
We estimate various GARCH models to study the second moments of returns. 
The chapter uncovers stylized facts of stock returns' in African countries and 
discusses the implications for portfolio management and policy making. In the 
final section, we employ the superior predictive ability (SPA) test to assess the 
out-of-sample forecast performance of the models employed. 
Chapter Four; Calendar Effects in African Stock Markets. This chapter studies 
return predictability on the basis of calendar effects. Three seasonal patterns are 
discussed: the day-of-the-week effect, January and month of the year effect, and 
the pre-holiday effect. The day-of-the-week effect is given particular attention 
by accounting for market risk and introducing innovative ways for 
understanding the evolution of returns across different days of the week. 
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Chapter Five; Equity Market Integration and Portfolio Diversification. We 
examine regional and global integration of Africa's markets and the implications 
for risk reduction. The chapter examines the case for equity market opening in 
developing countries. The literature on integration and portfolio diversification 
through cointegration is reviewed. The correlation between Africa and 
developed markets; between Africa and developing markets in Asia and Latin 
America, and among African countries is discussed. The chapter also looks at 
the short-run response of African markets to shocks from the global financial 
system. 
Chapter -Six; Common Stocks and Goods Prices. This chapter looks at the 
relationship between stock returns and inflation in African countries. 
Essentially, two approaches are employed: static estimation of the relationship 
between stock returns and inflation through ordinary least squares (OLS) and 
instrumental variables (IV) for various horizons, and modelling the dynamic 
long-run relationship between stock prices and consumer prices. The chapter 
examines the importance of the Fisher hypothesis as applied to stock markets 
and considers the question of whether stock returns provide a hedge to investors 
against rising inflation in African markets, and whether the stock market 
performs well under conditions of inflation. 
Chapter Seven concludes and offers ideas for future research. 
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Chapter Two 
Review of Empirical Evidence 
"Investors, as a group, can do no better than the market, because collectively 
they are the market. Most investors trail the market because they are burdened 
by commissions and fund expenses" Jonathan Clements, The Wall Street 
Journal, June 17,1997. 
2.0 Introduction 
A well known story tells of a finance professor and a student who come across a 
$100 bill lying on the ground. As the student stops and picks it up, the 
professor says, "Don't bother-if it were really a $100 bill, it wouldn't be there" 
(Malkiel, 2003). This story well encapsulates the meaning of the efficient 
markets hypothesis (EMH). In an informationally efficient financial market, an 
asset price should be the best possible estimate of its economic value. The main 
argument of the hypothesis is that stock prices incorporate all information such 
that changes in prices reflect news or unanticipated events. Again, in an 
efficient market, stock prices are deemed rational, in the sense that they reflect 
only utilitarian characteristics such as risk. Thus, in an environment where 
there are no transactions cost (so that investors do not experience any frictions 
in terms of buying or selling any asset), where information is freely and 
costlessly available (via the financial press, printed or electronic, as well as 
professional services), and where there is unfettered entry and exit, the main 
engine behind price changes is the arrival of new information. Security prices 
adjust before an investor has time to trade and profit from a new piece of 
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information. When prices behave this way, they are said to be unpredictable 
and unforecastable-in other words, prices follow a random walk. In short, in an 
efficient market, there are no $100 bills lying around for the taking! 
Market efficiency has received more empirical attention than any other topic in 
the finance literature, and has been widely tested in a wide variety of markets: 
the New York and American Stock Exchanges, the Australian, English, Spanish, 
French and German stock markets. Recent work has also included the emerging 
stock markets of Asia, Africa and Latin America. The work on the ENIH has 
also focused on various markets: commodity futures markets, over-the-counter 
markets, the corporate and government bond markets, options market, real 
estates market and the market for foreign exchange. 
The review here consider a broad range of research within the ENIH, shows the 
significance of the contributions and attempts to resolve the ongoing debates 
pertinent to the issue. We also seek to stimulate interdisciplinary discussion and 
point to interesting prospective avenues for future research, especially in the 
developing countries of Africa. It must, however, be pointed out from the outset 
that the work on EMH is so voluminous and so extensive that some form of 
injustice in the form of leaving out otherwise very good research is unavoidable. 
However, the primary aim would have been accomplished by presenting a 
coherent picture. The chapter is organised as follows: 
Section 2.1 presents empirical evidence on the random walk model in different 
countries. We argue here that, while the early evidence relying on serial 
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correlation and unit root tests generally upheld the data, subsequent studies 
have found the random walk model to be inadequate. For instance, stock 
returns are found to be predictable from variables such as dividend yields (D/P) 
earnings/price ratios (E/P), and term structure variables. Stock returns are also 
. predictable on the basis of the time horizon. The section also reviews studies 
that analyse the stochastic process that defines stock returns and whether 
nonlinearity and chaotic processes govern the second and higher moments of 
returns. Important questions to ask in the area of stock return predictability 
include the following: are stock returns predictable on the basis of firm 
characteristics? Can investors exploit seasonal patterns, such as differences in 
returns between days of the week and months of the year? And does the EMH 
hold in the presence of calendar anomalies? Section 2.2 reviews the evidence and 
provides answers to these questions. We argue here that, whereas the presence 
of calendar anomalies is not in doubt, the reasons for their occurrence remain an 
open debate, and vary from country to country and asset class to asset class. 
We also leave open the question of whether anomalies can result in improved 
portfolio performance, over and above buy and hold strategies. 
The EMH also postulates that stock prices are rational, in that they reflect only 
utilitarian concepts such as risk. The validity of this proposition is examined in 
section 2.3; behavioural finance. We concentrate on investor psychology- 
overreaction and underreaction to news events. The second part of this section 
also considers variance bounds tests and whether asset prices are more volatile 
25 
°ew ofýrrýincal zviderce 
relative to fundamentals. The relationship between financial -markets and 
macroeconomic variables is addressed in section 2.4. Finally, section 2.5 presents 
the characteristics of the selected countries for our empirical study in the 
subsequent chapters (Egypt, Kenya, Morocco, Nigeria, South Africa, and 
Tunisia). 
2.1. Empirical Evidence on Stock Market Efficiency 
The early evidence on the random walk model has been tested primarily with 
standard statistical tools such as serial correlation test. A summary of the 
evidence on the various approaches is shown in Table 2.1. 
As shown in Table 2.1, most of the early empirical work on the random walk 
model generally upheld the theory. This is true, for example, of the serial 
correlation tests of Cowles (1933), Working (1934), Kendal (1953), and Osborne 
(1959). In all these studies, the sample serial correlation coefficients computed 
for successive daily, weekly and monthly price changes were extremely close to 
zero -evidence against important dependence in the price changes. Fama (1965) 
tested the random walk hypothesis using the natural log of price for each of the 
30 stocks of the Dow Jones Industrial Average for time periods that vary 
slightly from stock to stock between 1957 to 1962, employing intervals of 4 
days, 9 days and 16 days. The data was consistent with the weak form version 
of the efficient markets model. For the 4 days interval, the average serial 
correlation coefficient is -0.039. The 9 and 16 days average correlations were - 
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0.053 and -0.057 respectively. For the daily returns, 11 of the serial correlations 
were more than twice their computed standard errors, and 22 of the 30 stocks 
were positive but, in absolute terms, the serial correlations were close to zero. 
Based on the autocorrelations and further tests, Fama (1965) concluded that 
".... the amount of dependence in the data seems to be either extremely slight or 
else non-existent. " 
Outside the United States, the random walk hypothesis has also been tested in 
a number of stock markets: for example see Niarchos (1971) for Greece; Praetz 
(1972) for Australia; Jennergren (1975) for Sweden and Jennergren and 
Korsvold (1975) for Norway. None of these studies found evidence against the 
random walk model. Although some of these studies found some positive serial 
correlation, on economic grounds the markets would still be efficient, as an 
investor must incur transactions costs to trade securities. 
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Thus, if correlation is small, transactions costs should more than eliminate any 
potential profits from attempting to take advantage of correlated series. 
For African countries, Table 2.1 indicates mixed evidence using serial 
correlation tests. While Ekechi (1989) and Dickenson and Muragu (1994) find 
evidence consistent with the random walk for Nigeria and Kenya respectively, 
Alagidede (2004) rejects the random walk for Ghana. Subsequent studies by 
Olowe (1999) reject the random walk for Nigeria. Magnussen and Wydick 
(2002) used monthly data for eight African markets listed in the IFC index. 
Using local currency returns and serial correlation tests, RW3 which is the least 
restrictive version of the hypothesis, was rejected for Ghana, Nigeria and 
Zimbabwe but not for Botswana, Cote d'Ivoire, Kenya, Mauritius and South 
Africa. Using US dollar returns, however, the authors fail to reject RW3 for 
Nigeria. Magnussen and Wydick (2002) also conclude that none of the African 
countries followed RW1 (this assumes independently and identically distributed 
returns and is the most stringent version of the random walk hypothesis). 
Although most of the evidence supports the random walk model, it is difficult to 
determine whether these results indicate that the random walk model is 
adequate for the average investor, especially in the context of Africa's stock 
markets. For example, the correlation tests ignore the possibility of trading rules 
(see Alexander, 1961,1964), i. e., there is no obvious relationship between the 
magnitude of a serial correlation coefficient and the expected profits of a 
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mechanical trading rule. Thus mere linear relationships underlying serial 
correlations are much too unsophisticated to identify the complicated patterns 
that technical analysts see in stock prices. Also, thin trading can impact on the 
validity and interpretation of the serial correlations tests. In testing market 
efficiency therefore, these issues have to be accounted for. 
Jefferis and Okeahalam (1999a) applied unit root tests to stock price indices to 
assess the efficiency of the stock markets in South Africa, Botswana and 
Zimbabwe between 1989-1996. They find that the South Africa and Zimbabwe 
markets are efficient during the period while Botswana was not. However, unit 
root tests have been found to have less power in making inferences about 
market efficiency. 
Apart from conventional weak form efficiency tests, the semi-strong form has 
also been tested world-wide via event studies. The semi strong form says that 
prices fully reflect all publicly available information and expectations about the 
future. This suggests that prices adjust very rapidly to new information, and 
that old information cannot be used to earn superior returns. The semi strong 
form, if correct, repudiates fundamental analysis. In addition, there have been 
an increasing number of studies into a firm's reaction to specific economic and 
company variables and public information events such as dividends 
announcements, stock splits and analyst recommendations. Studies that rely on 
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event studies methodology analyse the adjustment of stock prices to the release 
of new information. The main objective is to examine the stock market's 
response to a well defined event through the observation of security prices 
around the event (see MacKinlay, 1997, for more on event studies). Given that 
these are direct tests of market efficiency, they overcome the joint hypothesis 
problem and hence establish efficiency without making reference to an asset 
pricing model. 
Glass and Smit (1995) examined the semi strong form efficiency of the 
Johannesburg Securities Exchange (JSE) by looking at the impact of publicly 
available information about monetary policy on share prices and concluded that 
the market is not semi strong form efficient. However, the scope for exploiting 
this inefficiency to earn superior returns was small. Jefferis and Okeahalam 
(1999b) examined the semi strong form efficiency of the stock markets in South 
Africa, Zimbabwe and Botswana using an event study. They examined the 
response of individual stock prices to information announcements by evaluating 
the speed and efficiency with which new information is incorporated into market 
prices. They found that the JSE is semi strong form efficient and the markets in 
Zimbabwe and Botswana are not semi strong form efficient. Osei (2002) found 
the Ghana stock market inefficient with respect to annual earnings information 
released by companies listed on the exchange. Adelegan (2003) test the speed 
with which share prices adjust to information contained in dividend 
announcements using daily data on the Nigerian Stock Exchange (NSE). The 
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results revealed that there were excess returns and the cumulative excess 
returns were significant for dividend paying firms. This point to the fact that 
the NSE is not semi strong form efficient. 
Econometric advances and recent empirical evidence suggests that the random 
walk is rejected by robust tests and specifications (Lo and MacKinlay, 1988). 
Also financial asset returns are predictable to some degree. Fama (1991) 
acknowledge that the initial empirical evidence lacked statistical power. They 
were also limited to testing returns based on past information. In the sections 
that follow, we shall present evidence on stock return predictability by 
considering particularly the forecast power of variables like dividend yields 
(D/P), earnings/price ratios (E/P), and term structure variables. At the same 
time, there is evidence to suggest that expected returns are mean reverting and 
predictable over longer time horizons. 
2.1.1. Stock Return Predictability 
Among the seminal contributions in the area of stock return predictability are 
Fama and French (1988), Lo and MacKinlay (1988) and Poterba and Summers 
(1988) (see Table 2.1 for a summary of the evidence). Fama and French (1988) 
examine data on one month returns for all New York Stock Exchange (NYSE) 
stocks for the 1926-85 periods. They examine autocorrelation of stocks for 
increasing holding periods. In the results for the 1926-85 sample periods, large 
negative autocorrelations for return horizons beyond a year are consistent with 
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the hypothesis that mean reverting price components are important in the 
variation of returns. Returns are more predictable for small capitalisation 
stocks. Predictable variation is estimated to be 40% of 3-5 years return 
variances for small capitalisation stocks while that for large capitalisation stocks 
tends to fall by 3.5%. 
Lo and MacKinlay (1988), in an influential study, present evidence that the 
random walk is strongly rejected by using variance ratio (VR) statistics for the 
sample period 1962-1985 and for different sub-periods for a variety of aggregate 
U. S. indices and for size-sorted portfolios. Lo and MacKinlay (1989) also 
examined the finite sample properties of the VR and find that, compared to the 
Dickey-Fuller t and Box-Pierce Q statistics, the VR is more reliable under a 
heteroscedastic random walk null, which is generally the case with financial 
prices. Although Lo and MacKinlay (1988) reject the random walk model, their 
results do not imply that the stock market is inefficient, or that prices are not 
rational assessments of fundamental values. ' 
In Latin America, Urrutia (1995) tests the random walk for Argentina, Brazil, 
Chile and Mexico with the homoscesdastic version of the VR statistic. However, 
a VR robust to heteroscedasticity does not reject the RWH for Argentina. 
1 See LeRoy (1973) and Lucas (1978). They show that rational expectations equilibrium prices 
need not form a martingale sequence, of which the random walk is a special case. Therefore, 
without explicit modelling of the price generating mechanism, a rejection of the random walk 
hypothesis has few implications for the efficiency of market price formation. 
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Kararera et al (1999) find that the RWH is not consistent with return series 
for Brazil, Chile, Jordan, Indonesia, Mexico, the Philippines, Taiwan, Thailand, 
and Turkey by employing VR tests2. In Africa, Smith and Jefferis (2003) test 
the random walk for seven indices of the Johannesburg Stock Exchange using 
the multiple variance ratio tests. Four of these- the All Share 40, Industrial 25, 
DataStrear Total Market and Gold indices follow random walks. The 
hypothesis is rejected for the Mid Cap, Industrial and Small Cap indices because 
of autocorrelation of returns. Their results are generally consistent with weak 
form efficiency for large capitalisation and liquid stocks, and inefficiency for low 
capitalisation stocks. 
The unanimity of results across markets supports the finding of substantial 
transitory price components. Overall, a large amount of evidence points to a 
certain degree of structure in individual security returns, namely, significant 
autocorrelation coefficients and other explanatory variables. However the 
percentage of the total variation in the returns is so small that in most cases it 
is considered to be economically insignificant while the returns themselves, 
unpredictable. As Lo and MacKinlay (1988, p. 56) point out, this is to be 
expected as individual security returns contain much firm specific noise that 
makes it difficult to identify predictable components. However, the evidence so 
far concentrates on the first moments of stock returns. 
2 The results for Chile, Indonesia, Jordan, Mexico, and Turkey are over turned when the 
authors applied multiple variance ratio tests. 
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Also the variance ratio, serial correlation and unit root tests all assume linearity 
in the return generation process. The assumption of linearity takes as given that 
the means and standard deviations of stock returns are constant through time. 
In the light of structural changes, technological evolution and the complex 
dynamics of the environments in which economies operate, this assumption is 
not likely to be tenable. In the sections that follow, we shall examine the second 
moments of returns. 
2.1.2. Stock Returns: Volatility and Efficiency 
There has been increasing interest in the analysis of second moments of stock 
returns as this provides a useful tool for understanding risk management, 
portfolio allocation and investment choices. In most existing studies, the 
analysis of the second moments of stock returns is undertaken in order to 
investigate the nature of the stochastic process that defines stock prices. In 
addition, the analysis is motivated by asset-pricing models, which predict that 
the expected return of a stock price is related to its covariance with one or more 
pricing factors (see Green et al, 2005). 
The econometric evidence relating to the second moments of stock returns 
shows that, in both developed and emerging stock markets, the assumption of a 
normal distribution is rejected; for example Choudhry (2000) and De Santis and 
Imrohoroglus (1997). Moreover, Bekaert and Harvey (1997) find that the 
36 
°ýgviewoffmjiricaf vidence 
skewness and excess kurtosis statistics in 20 emerging markets are significantly 
different from zero, and the assumption of unconditional normality is rejected. 
Weak form efficiency has been tested in most studies by using volatility models. 
Smith and Jefferies (2005) used a GARCH model with time varying parameters 
and implemented a test of evolving efficiency (TEE) in seven African stock 
markets between 1990 and 2001. Their test detects changes in weak form 
efficiency through time. Overall, the JSE is efficient throughout the period. 
Egypt and Morocco became efficient from 1999 and Nigeria from early 2001 
onwards. Kenya and Zimbabwe show no tendency towards weak form efficiency 
and Mauritius displays only very slow tendency to eliminate inefficiency. 
Mecagni and Sourial (1999) empirically investigate the behaviour of Egyptian 
stock returns for evidence of informational efficiency and a relationship between 
volatility and returns. A GARCH-M was employed on four indices (the Capital 
Market Authority Index, Egyptian Financial Group Index, Hermens Financial 
Index, and Prime Index for Initial Public Offerings) from 1994 to 1997. The 
results established that, irrespective of the index examined, Egyptian Stock 
Exchange (ESE) returns are characterised by volatility that tends to change 
over time and to be serially correlated. For all the indices, the ESE stock 
returns display significant serial correlation, in turn implying the existence of 
deviations from market efficiency in the pricing of equities. They attribute this 
to the persistence of a large number of inactively traded shares and the limited 
role of mutual funds and professionally managed portfolios, and recommend 
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addressing trading frictions and promoting timely disclosure and dissemination 
of information as a means of improving market efficiency. 
2.2. Calendar Anomalies 
The area of academic and practitioner research in financial economics that has 
generated the most excitement and attracted the most attention over the past 
three decades concerns persistent cross sectional and time series patterns that 
have been documented world-wide. Given certain simplifying assumptions, the 
capital asset pricing model (CAPM) states that the return on any security is 
linearly related to that security's systematic risk (or beta) measured relative to 
the market portfolio of all securities. If the CAPM is an accurate description of 
the way assets are priced, a positive linear relation should be observed when 
average portfolio returns are compared to portfolio betas. Further, when beta is 
included as an explanatory variable, no other variable should be able to explain 
cross sectional differences in average returns. This is consistent with the notion 
of market efficiency. 
However, a growing number of studies suggest that betas of common stocks do 
not adequately explain cross sectional differences in stock returns. Instead, a 
number of variables, such as firm size, ratio of book to market, and 
price/earning ratios, that have no basis in extant theoretical models, seem to 
have significant predictive ability. For example, Basu (1977) and Banz (1981) 
found that the ratio of price to earnings and market capitalisation of common 
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equity, respectively, provided considerably more explanatory power than beta. 
These two seminal papers served as a springboard for much subsequent research 
that confirmed the ability of variables, other than beta, to explain cross 
sectional differences in returns. Table 2.2 presents a summary of the evidence on 
anomalies in world-wide equity markets. Absent in the literature in Table 2.2, 
however, is any supporting theory to justify the choice of variables. 
Nevertheless, these findings collectively represent a set of stylized facts that 
stand as a challenge to alternative asset pricing models. 
2.2.1. The Size Effect 
Much of the research on cross sectional predictability has focused on the 
relationship between returns and the market value of common equity, 
commonly referred to as the size effect. The evidence from column 4 of Table 
2.2 indicates that the size effect is predominant, especially in developed markets, 
although there are indications that it is dying out in most markets. Banz (1981) 
published one of the earliest articles on the 'small-firm effect'. Banz (1981) 
estimated a model of the form R; =a,, + alb, +a2S ; +e;, where Si is a measure 
of the relative market capitalisation (size) for firm i. The data employed was 
common stock quoted on the New York Stock Exchange between 1926 and 
1975. Banz documents that excess returns would have been earned over the 
period 1936-1975 by holding stocks of low capitalisation companies. The striking 
aspect of Banz's analysis is that the size effect appeared to be important in 
terms of both statistical significance and empirical relevancy. For instance, the 
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return from buying very small firms versus very large firms was 19.8% per year. 
Further, the real pay-off from holding small stocks came from holding the 
smallest 20% of the firms in Banz's sample of New York Stock Exchange firms. 
However, while on average the return from holding the smallest firms was large 
and statistically significant, there were periods where large firms outperformed 
small firms. 
In the UK, Dimson and Marsh (1984) report evidence of a size effect on the 
portfolios constructed from a sample of stocks taken from the London Share 
Price Data (LSDP). Over the period 1977 to 1983, the portfolio of smallest 
stocks earned a compound annual return of 41%, and the portfolio of largest 
stocks realised a compound annual return of 18%. In a follow up article, 
however, Dimson and Marsh (1999) produced evidence to indicate that there 
has been a reversal in the size effect in the London Stock Exchange. They find 
that during the 1990s large firms have earned greater returns than small firms. 
More recently, Mills and Jordanov (2003) consider the predictability of the size 
portfolio returns, both adjusted and unadjusted for risk, to examine evidence for 
weak form inefficiency in small firms in relation to large stocks contained in the 
FTSE-Actuaries All share index between 1982-1995. They rank size portfolios as 
percentages on a yearly basis. A conventional autocorrelation test revealed 
substantial evidence of predictability, with six portfolios, including the four 
smallest, showing evidence of significant correlations between current and either 
the first or second lagged portfolio return. 
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However, employing Markov chain technique, that overcomes nonlinearities and 
non normalities in the data, as well as accounting for thin trading, Mills and 
Jordanov (2003) report that the degree of predictability reduces, with only two 
largest portfolios rejecting the random walk hypothesis. These results are 
consistent with the findings of Dimson and Marsh (1999) that the size effect has 
diminished in the London Stock Exchange, with the largest, rather than the 
smallest size portfolios displaying predictability. 
The implication of these findings is that market structure may be an important 
influence on the measured size effect. If so, then, analysis of the international 
evidence, where we observe very different market organisations and structures, 
should reveal significant differences in the magnitude of the size premium across 
markets. 
As indicated in Table 2.2, Hawawini and Keim (1999) review of the size effect 
from equity markets in Australia, New Zealand, Canada, Mexico, Japan, Korea, 
Singapore Taiwan and eight European countries, for varying periods of time 
show that the size premium is positive for all the countries in their sample 
except Korea. In terms of monthly size premium, Mexico records 4.18% between 
1982-87; Australia and Japan 1.2% and 1.2% between 1958-81 and 1965-87 
respectively. There are however significant differences across the largest markets 
in the spread between the size of the largest and smallest portfolios. For 
instance, they show that in Spain, the largest size portfolio is 228 times larger 
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than the smallest one, whereas in the case of Taiwan it is only 17 times. They 
also show that the size premium in their sample during the period was most 
pronounced in Australia (5.73%) and Mexico (4.16) and least significant in 
Canada (0.44%) and the UK (0.40%). 
There has been extensive research into the possible explanations of anomalous 
returns behaviour between small and large firms. One research avenue has been 
to hypothesize that the CAPM was inappropriately measured causing apparent 
excess return. The argument is that the betas for small firms are too low. If 
betas are too low, then the estimate of expected return using the CAPM would 
be positive even if it were zero when expected return was correctly estimated. 
Two reasons have been offered to explain the estimated low betas for small 
firms. 
First, it has been argued that the beta for small firms exhibits a downward bias 
because they trade less often than large firms and nonsynchronous trading leads 
to an underestimate of beta (see Reinganum, 1981). Further, survivorship bias 
could cause differential returns between small and large firms. 
Second, it is argued that, the expected return is miscalculated because the 
CAPM is an inappropriate model for measuring expected return. Perhaps, a 
multifactor model better explains expected returns. An example of this research 
is Chan et al (1985). They use the Arbitrage Pricing Model to measure expected 
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return of 20 portfolios formed based on size. They find the difference between 
the smallest portfolios and the largest portfolio was 1.5% per year. In contrast, 
using CAPM resulted in a difference in return of 11.5% per year. Thus, they 
conclude that the size effect disappears when a more appropriate model of 
expected return is used. 
A substantial number of studies have found that part of the size effect occurs in 
the month of January. 
2.2.2. January and Month of the Year Effect 
The January effect refers to the anomaly where firms experience abnormal 
returns in the first few days of trading in January. The persistence of these 
returns stands in opposition to the efficient market hypothesis and as such has 
been a target of investigation. Rozeff and Kinney (1976) first examined the 
January effect, and they used New York Stock Exchange stocks for the period 
1904 to 1974 and find that average return for the month of January was 3.48% 
compared to only 0.42% for the other months. Keim (1983) employ the same 
data set for the period 1963-79 and find that nearly 50% of the average 
magnitude of risk-adjusted premium of small firms relative to large firms is due 
to the January abnormal returns. Further, more than 50% of the January 
premium is attributable to large abnormal returns during the first week of 
trading in the year. Fama (1991) reports the results of the S&P 500 for the 
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period 1941-1981. In this period, small stocks averaged a return of 8.06% in 
January. Large stocks managed a return of 1.342%. 
In other markets, Kato and Shallheim (1985) examined excess returns in 
January and the relationship between size and the January effect for the Tokyo 
Stock Exchange. They find no relationship between size and return in non- 
January months. However, they find excess returns in January and a strong 
relationship between return and size, with the smallest firms returning 8% and 
the largest 7%. Evidence also indicates that the January effect is present in 
other financial variables too. Keim and Stambaugh (1984) study the January 
return anomaly in the bond market in the period 1926-1978. They find that, on 
average, only in January do low quality bonds give an extra return. 
In the UK, Mills and Coutts (1995) used FTSE indices between January 1986 
and October 1992 and established that calendar effects exist in the FTSE 100, 
Mid 250 and 350 indices, and certain of the accompanying industry baskets. 
Internationally, the January effect has been documented in studies such as 
Gultekin and Gultekin (1983). Using data from 17 countries, the authors find 
much higher returns in January than non-January months in all the countries 
they studied. Returns are bigger especially for the non-US markets. Boudreaux 
(1995) employed the Global stock indices to investigate the monthly seasonality 
in seven countries. The results indicate a positive monthly effect for Denmark, 
Germany and Norway stock markets. A significant negative effect was found in 
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Singapore/Malaysia. Further investigation indicated that the monthly effect is 
either confounded or manifested by the January effect. Gao and Kling (2005) 
used monthly returns of Shanghai and Shenzhen stock exchanges between 1990- 
2002. Employing the standard technique in the anomalies literature and testing 
the random walk with dependent dummies for each month, Gao and Kling 
(2005) report calendar effects only in the case of the Shanghai stock exchange. 
February and November exhibit significantly positive return compared to other 
months. These results have been attributed to the traditional Chinese calendar 
which normally ends in February. 
There is strong evidence of the January pattern across all markets. However, as 
shown in column 5 of Table 2.2, studies such as Gao and Kling (they report 
February effect in China); Alagidede (2004) find no evidence in Ghana and 
Coutts and Sheikh (2002) and Cheung and Coutts (1999) fail to document the 
anomaly in South Africa and Hong Kong respectively. Thus, with the exception 
of a few cases, the monthly seasonality is a world-wide phenomenon. 
There is little agreement on the causes of the monthly seasonality. Competing 
reasons including, but not limited to tax loss selling hypothesis, microstructure 
issues, spurious causes such as outliers, concentration of listings and de-listing at 
year-end, and insider trading have been adduced. These can broadly be 
classified under two headings: one that is consistent with stock market efficiency 
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and equilibrium asset pricing models, and one that is at variance with the 
hypothesis, Seyhun (1993). 
The tax-loss selling hypothesis posits that investors sell their losing stocks 
before year end in order to obtain the tax savings from deducting those losses 
from capital gains realised during the year (Rozeff, 1986; Ritter, 1988). The 
selling pressure in late December is then followed by buying pressure in January 
as investors return to desired portfolio compositions. Fortune (1991) finds this 
to be inconsistent with the efficient market hypothesis because, in efficient 
markets, investors with no capital gains taxes should identify any tendency 
towards abnormally low prices in December and should become buyers of -stocks 
oversold in late December. In effect, the tax-loss selling should affect the 
ownership of shares but not their price. Chan et al (1985) posits omitted risk 
factors as a cause for the monthly anomaly. This explanation holds that, it is 
riskier to hold stocks in January than in any other month of the year because of 
some omitted risk factors in that month. Therefore, investors, om average, get a 
higher return in January to compensate for these omitted risks. 
There has also been an explanation linking the January effect with the small 
firm effect. Keim (1989) attribute this to microstructure biases. According to 
this explanation, the last trade in December for most stocks is at the bid price, 
which causes returns to appear high in the first few days of January. Keim 
(1989) found that the tendency for stocks to be at the bid price for the last 
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trade in December was much pronounced for small stocks. In addition, small 
stocks have higher bid-ask-spread and a lower price. Therefore, the return would 
be bigger for small stocks and this partly explains the differences in the January 
effect between large and small stocks. 
2.2.3. Day-of-the-Week and Weekend Effect 
The day-of-the-week effect is yet another phenomenon that constitutes a form of 
anomaly of the efficient capital markets theory. The average daily return of the 
market is not the same for all days of the week, as we would expect on the basis 
of the efficient market theory. Earlier studies have found the existence of the 
day-of-the-week effect not only in the USA and other developed markets but 
also in the emerging markets like Malaysia, Hong Kong, Turkey. 
For most of the western economies, (U. S. A., U. K., Canada) empirical results 
have shown that on Mondays the market has statistically significant negative 
returns while on Fridays statistically significant positive returns are recorded. In 
other markets such as Japan, Australia, Singapore, Turkey and France the 
highest negative returns appear on Tuesdays. 
Gibbons and Hess (1981) examined this effect on the NYSE from 1962 to 1978 
and found that Mondays return was a negative (-33.5%) on annualized basis. 
They also report a large positive return on Wednesdays and Fridays. 
Athanassakos and Robinson (1994) examine daily index return data from the 
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Toronto Stock Exchange (TSE 30) index for the period January 1975 to June 
1989. They exclude holidays and the results show significant negative Monday 
returns and insignificant positive Tuesday returns. The average returns on 
Friday in the Canadian market were found to be greater than the average 
return on all other days of the week. Al-Loughani and Chappell (2001) used 
data on the closing prices of the Kuwait Stock Exchange from 1993 to 1997 and 
confirm that there is a presence of the day-of-the-week effect in a GARCH 
framework. Most of the papers that investigated the January effect, also studied 
the weekly phenomenon. For instance, Mills and Coutts (1995) also established 
that day-of-the-week effects exist in the FTSE 100, Mid 250 and 350 indices. 
Alagidede. (2004) documents the presence of the day-of-the week effect in the 
Ghana stock market. Wong et al (1992) find day-of-the-week effect in 
Singapore, Malaysia, Hong Kong, Thailand, and Taiwan. Clare et al (1997), 
using daily data from 03/01/1983 to 23/07/1993 for Kuala Lumpur stock 
exchange composite index, find a marginally significant Monday effect and 
significant positive Wednesday and Thursday effects. They attribute the results 
to pre-1990 settlement procedures on the Kuala Lumpur stock exchange. In 
Turkey, Balaban (1995), empirically show that although day-of-the-week effects 
are present in Istanbul Securities Exchange Composite Index (ISECI) return 
data for the period January 1988 to August 1994, these effects change in 
direction and magnitudle through time. Recently, Tsiakas (2005) demonstrated 
that there is higher number of statistically significant calendar effects in 
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volatility than in expected returns using daily returns from ten international 
stock indices. 
The day-of-the-week effect has been attributed to information release biases 
(French, 1980; Rogalski, 1984; DeFusco et al 1993). This argument hypothesizes 
that business leader's delay the release of negative information until after the 
stock exchange has closed on Friday (French 1980, p. 66). Another explanation 
is the settlement regime; Gibbons and Hess (1981), Lakonishok and Levi (1982), 
argue that the delay in the cash payment for security can lead to the 
enhancement in the rates of return on specific days due to the extra credit 
occasioned by the two days of the weekend. Furthermore, trade tends to be less 
intensive on Mondays with the feature that individual investors are more 
inclined to sell than institutional investors are, Lakonishok and Maberly (1990). 
Calendar anomalies have also been reported using other variables such as 
book/market, and price to earnings ratios. 
2.2.4. Book to Market and Price/Earning Ratio Effect 
Fama and French (1995) studied NYSE, AMEX and NASDAQ stocks covering 
the period 1963-1990 and indicated that the lowest book/market stocks 
outperformed the highest book/market stocks 21.4% to 8% with each decile 
performing worse than the previous. Fama and French also ranked the deciles 
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by beta and found that the value stocks had lower risk and the growth stocks 
had the highest risk. 
Earnings related variables such as earnings to price ratios (E/P) have been 
found to proxy for expected returns. Aggarwal et al (1988) provide evidence of a 
significant P/E effect for a sample of 574 firms listed on the first section of the 
Tokyo stock exchange during the period 1974 to 1983. Wong and Lye (1990) 
report significant P/E effect in Singapore. In New Zealand, Gillan (1990) finds 
no evidence of a P/E effect during the period 1977 to 1984 (see the last column 
of Table 2.2 for a summary). 
It is quite difficult to draw very definite conclusions from the anomalies 
literature. One cannot, but agree with Elton et al (2003) that with hundreds of 
researchers examining the same data set, patterns will be found and that these 
patterns are simply random. Much effort has been devoted to establish the 
significance of calendar effects, yet the literature has not fully settled on this 
matter, primarily because the discovery of the calendar effects could be a result 
of data mining. According to the skeptics approach to anomalies therefore, even 
if there are no calendar specific effects, an extensive search (mining) over a large 
number of possible seasonalities is likely to yield something that appears to be 
an "anomaly" by pure chance', (see Lo and MacKinlay, 1990; Sullivan et al 
1999 and Burton, 2003). However, accepting this as the only conclusion would 
3A popular phrase is that "the data has been tortured until it confessed. 
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I be too simplistic. A critical question to ask is, can these anomalies be translated 
into improved portfolio performance? French (1980), Board and Sutcliffe (1988), 
Draper and Paudyal (1997), Brooks and Persand (2001), Mills and Coutts 
(1995), show that any "trading rules" derived from the expectations of 
anomalies, will be more than offset by the 'round trip' transaction costs and 
illiquidity. Thus small calendar specific anomalies need not violate no-arbitrage 
conditions. Therefore, another possible explanation is that these patterns are 
induced by the market microstructure and order flow. Again one may have to 
distinguish between statistical and economic significance in the anomalies 
literature. We therefore echo the conclusion reached by Burton (2003) that 
"true value will win out in the end. Before the fact, there is no way in which 
investors can reliably exploit any anomalies or patterns that might exist. I am 
sceptical that any of the `predictable patterns' that have been documented in the 
literature were ever sufficiently robust so as to have created profitable 
investment opportunities, and after they have been discovered and publicised, 
they will certainly not allow investors to earn excess return". 
2.3. Behavioural Finance and the EMH 
Behavioural finance offers an alternative paradigm to the ENIH. Specifically, 
behavioural finance has questioned the second argument of market efficiency, 
namely that stock prices are rational because they reflect only fundamental or 
utilitarian characteristics such as risk, but not psychological or value-expressive 
characteristics, such as sentiment (Statman, 1999). It is argued that investor 
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choices and asset values are influenced by value-expressive characteristics such 
as overconfidence (Daniel and Titman, 1999). Jegadeesh and Titman (1993) 
document that over medium term horizons performance persists: firms with high 
returns over the past 3 months to 1 year continue to outperform firms with low 
past returns over the same period. By contrast, DeBondt and Thaler (1985, 
1987) document return reversals over longer horizons. Firms with poor 3-5 years 
past performance earn higher average returns than firms that performed well in 
the past. There has been an extensive literature on whether these return 
patterns reflect an improper response by markets to information, or whether 
they can be explained by market microstructure biases or by properly 
accounting for risk. We consider overreaction and underreaction and variance 
bounds test. 
2.3.1. Overreaction and Underreaction 
A closely related phenomenon that questions stock market rationality is the 
finding that investors tend to overreact or underreact to unexpected events. 
This hypothesis also challenges the traditional view of market efficiency that 
assumes that investors are influenced by only utilitarian factors and not 
psychological. Some studies have attributed forecastability to the tendency of 
stock market prices to `overreact'. A study in experimental psychology by 
Kahneman and Tversky (1982) finds that people tend to overreact to 
unexpected and dramatic events. DeBondt and Thaler (1985) applied this result 
to the stock market and showed that investors are subject to waves of optimism 
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and pessimism and therefore create a kind of momentum that causes prices to 
temporarily swing away from their fundamental values. DeBondt and Thaler 
utilised monthly returns of NYSE stocks from 1926-1982 and test two 
hypotheses; 
a) Extreme movements in stock prices will be followed by subsequent price 
movements in the opposite direction b) The more extreme the initial price 
movement, the greater will be the subsequent adjustment. 
Both hypotheses imply a violation of stock market efficiency. Their test focused 
on stocks that have experienced either extreme capital gains or losses over 
periods up to 5 years. In other words, `winner' and `loser' portfolios are formed 
conditional upon past excess returns rather than some firm generated 
informational variables such as earnings. DeBondt and Thaler (1985,1987) 
report long-term (e. g. 3-5 years) price reversals where past long-term losers 
outperform past long-term winners. These findings give support to investment 
techniques that rest on a `contrarian' strategy, that is, buying the stocks, or 
group of stocks, that have been out of favour for long periods of time and 
avoiding those stocks that have had large run-ups over the last several years. 
Positive autocorrelation at short time intervals suggests that, momentum 
strategies might yield profitable trading opportunities. Jegadeesh and Titman 
(1993,1995) document significant positive returns when stocks are bought and 
sold based on short-run historical returns. Firms with higher returns over the 
past 3 to 12 months subsequently outperform firms with lower returns over the 
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same period. Abnormal profits of momentum and contrarian strategies are also 
documented in non-US equity markets. For example, Ahmet and Nusret (1999) 
find abnormal profits of long-term contrarian strategies in the stock markets of 
seven non-US industrialised countries. Haineed and Ting (2000) find the same 
result in the Malaysian stock market. Rouwenhorst (1998), using monthly stock 
returns in local currency for 2190 firms from 12 European countries from 1978 
through 1995 finds that an internationally diversified portfolio of past winners 
outperformed a portfolio of past losers by about 1% per month. Return 
continuation is present in all countries, and holds for both large and small firms, 
although it is stronger for small firms than larger firms. In another study 
comprising a sample of 1705 firms from 20 emerging markets, Rouwenhorst 
(1999) finds that return factors in emerging markets are qualitatively similar to 
those documented in developed markets. The combination of a small number of 
stocks in some countries and high volatility of returns often precludes precise 
measurement of return premiums in individual countries. But averaged across 
all emerging markets, stocks exhibit momentum, small stocks outperform large 
stocks, and value stocks also outperform growth stocks. A Bayesian analysis of 
the return premiums shows that, unless one has strong prior beliefs to the 
contrary, the combined evidence from developed and emerging markets strongly 
favours the hypothesis that value, momentum, and to a lesser extent size are 
compensated for in average stock returns around the world. 
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The storm of evidence regarding the predictability of stocks suggests that there 
is some agreement among them. However, there is much disagreement about 
what constitutes for instance market underreaction or overreaction, and the 
conditions that cause it. Fama (1991) notes that, the predictability of stock 
returns over time is among the most controversial issues on stock market 
efficiency. The controversy has led to various explanations on the possibility 
and the sources of abnormal profits of contrarian and momentum strategies. 
The explanations include one based on behavioural irrationality of investors, 
and another based on stock market efficiency. 
The most frequently cited explanation of the abnormal profits of contrarian 
strategies is the market's overreaction to firm-specific information and the 
subsequent correction. For example, Mun et al (1999), as well as Bacmann and 
Dubois (1998), posit that an overreaction to firm-specific information is the 
primary reason behind the abnormal profits of short-term contrarian strategies. 
DeBondt and Thaler (1985) argue that investors' overreaction to recent past 
events can also lead to long-term contrarian profits. Lo and MacKinlay (1990) 
identify another potential source of contrarian profits that arise when large 
stocks react more quickly to information than small stocks. This source of 
contrarian profits is referred to as a lead-lag structure in stock returns because 
the returns of large stocks tend to lead the returns of small stocks. Jegadeesh 
and Titman (1995) and Boudoukh et al (1994) argue, however, that the lead-lag 
structure arises from investors' delayed reaction to common factors. They show 
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that the main source of contrarian profits is not the lead-lag structure but the 
överreaction to firm-specific information. Another explanation for contrarian 
profits is that short-term (and long-term) contrarian profits can result from 
time-varying common factors. For example, Conrad and Kaul (1998), argue that 
even in frictionless markets, short-term stock returns can be negatively 
autocorrelated and negatively cross-correlated and that these negative' serial 
correlations are consistent with time-varying common factors. 
The market efficiency camp, on the other hand, argues that time-varying 
common factors and/or data mining lead to the existence of intermediate term 
momentum profits. According to this explanation, the abnormal returns of 
momentum strategies are attributable to common factors that are not accounted 
for in, for example, the Capital Asset Pricing Model (CAPM) or a three-factor 
model. As Jegadeesh and Titman (1993) point out, to the extent that high past 
returns are partly due to high expected returns, winner portfolios will contain 
high-risk stocks that would also generate higher expected returns in the future. 
2.3.2. Variance Bounds Test 
The variance bounds or volatility tests pioneered by Shiller (1981) and LeRoy 
and Porter (1981), constitute an important class of tests for market efficiency. 
The variance bounds literature examine whether the variance of stock prices is 
consistent with the variability in fundamentals (i. e. dividends and discount 
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rates), given by the present value relation. Under the assumption of rational 
'expectation, and that expected one period returns are a known constant, the 
present value relation gives 
S'E, Dt+i where S' = 
Yl 
i_1 +, 
Theory suggests that, the current rational perfect foresight price Pt (i. e. the 
entire future is known), equals the discounted present value of all future realised 
dividend payments, D, +, using the 
discount rate, r. If we had reliable measure of 
expected dividends then we could calculate the RHS of the present value model 
above. A test of this model of stock prices would then be to see if 
var(1: 6'E, D,,, ) equalled var (Ps). Shiller. (1981) and LeRoy and Porter (1981) 
respectively reported empirical evidence that indicate that stock prices and long 
interest rates are more volatile than can be justified within the present value 
model. 
Using a century old data (1871 to 1979) of average de-trended real prices and 
dividends of S&P, and also real prices of a nominal modified Dow Jones 
Industrial Average from 1928-1979 with associated dividend series, Shiller found 
that the standard deviations of actual stock prices exceeded that of the ex-post 
rational stock prices by a factor of 5.59. These point estimates were interpreted 
as constituting a rejection of the variance bounds inequalities. LeRoy and Porter 
(1981) produced similar tests. However, whereas Shiller found that for US stock 
prices the variance inequality was grossly violated, LeRoy and Porter found that 
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the inequality was only marginally rejected (in a statistical sense). However a 
criticism of the econometric methodology used in Shiller (1981) especially the 
assumptions regarding the stationarity of dividends, the use of constant 
discount rate, and the point estimates have been analysed in Flavin (1983), 
Kleidon (1986), Marsh and Merton (1986), leading to substantial revisions in 
subsequent studies. Importantly, however, a key weakness of all excess volatility 
test rest on the fact that they are joint tests of both market efficiency and a 
particular equilibrium model of differential expected returns across stocks, such 
as the discounted cash flow model under consideration, and therefore, rejection 
of the joint hypothesis may not imply a rejection of market efficiency. Marsh 
and Merton (1986) analysed the variance bound test and concluded the 
approach cannot be used to test the hypothesis of stock market rationality. 
Their reasoning rests on the fact that rationality is an empirical matter. 
Whereas theory may suggest the correct null hypothesis i. e. stock market prices 
are rational, it cannot tell whether real world speculative prices are indeed 
rational. Therefore Shiller's estimates, if even they do not contain sampling 
error, his findings do not constitute a rejection of the efficient market model. 
2.4. Financial Markets and the Real Economy 
There is ample evidence that the release of macroeconomic news (i. e. 
information on interest rates, money supply, exchange rates, oil prices, 
industrial production, unemployment rate among others) has a significant 
impact on prices of securities within as diverse asset classes as stocks, Treasury 
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bonds, and corporate bonds. Most asset pricing models provide a snapshot of 
the cross-sectional relationship between asset returns (or prices) and risk factors 
at a given point in time. A change in one or more of these factors should 
therefore affect asset returns, with the dynamic nature of these changes being 
dictated by the dynamics of new information arriving to the market. 
Consistently, basic economic theory (see Andersen et al., 2005 for a review) 
suggests that asset price changes should depend on news affecting cash flows, 
discount rates, and risk premiums. As noted earlier, in efficient financial 
markets, asset prices should react immediately, and in an unbiased manner, to 
new information (see Fama, 1970). Therefore, asset prices should generally react 
only to the unexpected portion of news, and not to the part that has already 
been anticipated by the market. Yet, assessing the net effect of macro news 
arrivals on asset prices is difficult, as the former may have an impact on more 
than one of the fundamental factors driving the latter. For example, the 
announcement of an increase in the unemployment rate may be bad news for 
the economy (lower profitability), but good news for short-term interest rates, 
leaving the net effect ambiguous (Brenner et al, 2007). 
The existing literature between financial market and the real economy takes 
three forms: first some studies rely on equilibrium asset pricing models such as 
the arbitrage pricing theory, to study the relationship between stock returns 
and economic risk factors. Second, other studies concentrate on the discounted 
cash flow model and third, some researchers examine stock return in the context 
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of a modified IS-LM framework or a simple AK model (see Green et al, 2005 for 
a discussion). 
2.5. Markets Examined in this Study 
2.5.1. Johannesburg Securities Exchange (JSE) 
South Africa's financial markets are the most highly developed in Sub-Saharan 
Africa. The Johannesburg Securities Exchange (JSE), Sub-Saharan Africa's 
oldest, was set up in 1887 to enable the new mines and their financiers to raise 
funds for the development of the fledgling mining industry. However, the 
majority of the companies listed today are non-mining organisations. The South 
African stock market alone accounted for 79% of African stock market 
capitalisation in 2000. With a capitalisation of US$ 205 billion at the end of 
2000, South Africa was then the fourth largest emerging market (after China, 
Taiwan and Brazil), and the 18th largest equity market in the world. 
The JSE underwent major reforms termed "big bang" in the mid 1990s. As part 
of the reforms, the market was opened up to foreign investors and fully 
automated trading replaced the open outcry system. The JSE has recently 
undergone further restructuring and reform, including an amendment of its 
listing requirements and a move to an electronic settlement system. As from 
May 2002, trading on the JSE has been executed via the JSE SETS (Stock 
Exchange Electronic Trading Service), a version of the London Stock 
Exchange's SETS technology, tailored specifically for the needs of the JSE 
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under a business agreement between the two exchanges. The agreement allows 
both exchanges to leverage existing client relationships and promote remote 
access to cross border trade in the most liquid securities on each other's 
markets. At the same time, the deal enables the JSE to retain control over the 
operation of its market. Settlement occurs on a T+3 via the Share Transactions 
Totally Electronic (STRATE) settlement system. Since 1998, the exchange has 
operated an electronic central securities depository system (CDS) that meets 
international standards. 
The South African market is the only one of its kind on the African continent 
where derivative- instruments are traded. Derivatives have been traded on South 
African financial markets since the late 1980s and the South African Futures 
Exchange (SAFEX) was officially licensed as a derivatives exchange in 1990. 
The JSE acquired SAFEX in 2001, incorporating SAFEX Financial Derivatives 
and SAFEX Agricultural Derivatives as two new divisions in its own operations. 
South Africa has also launched a new alternative board named Alternative 
Exchange (AItX). This board enables small black-owned enterprises to go public 
through lesser listing requirements than applicable on the JSE's main board; not 
insisting on profit histories and stipulating a share capital base of about two 
million Rand. 
In December 2006, the JSE had an estimated 401 listed companies down from 
668 in December 1998. However, total market capitalization was US$ 715 
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billion. The turnover ratio was around 48.8%. In recent years, a number of 
companies have de-listed from the JSE, departing for the London Stock 
Exchange and other exchanges. Although de-listing per year has fallen in 
number since 2001,359 companies de-listed over the five-year period through 
end 2003 versus 116 new listings. A large proportion of the JSE's top share 
listings, including Anglo American, Billiton, Old Mutual, and South African 
Breweries, have moved their primary listings from the JSE to the LSE, citing a 
need for access to the LSE's much larger capital market, in line with their aim 
to become truly global companies. 
One of the problems, which have historically beset the JSE, is insider trading 
(usually defined as profiting from the use of price sensitive information that has 
not been disclosed to the rest of the market). No one has ever been successfully 
prosecuted for insider trading in South Africa, and it is generally believed that 
to date the legislation has been inadequate, and that such laws have been lax 
and/or unenforceable. New legislation, based on recommendations in 1997 came 
into effect in 1999. The new legislation also transfers jurisdiction for the 
investigation of insider trading from the Securities Regulation Panel to the 
Financial Services Board. 
The South African economy has developed from being commodity-based into a 
relatively well-diversified service-driven one. As a result, the country's 
traditional exposure to mining and agriculture and their associated commodity 
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price fluctuations has declined. Although the primary sector's contribution to 
GDP has declined, it continues to provide significant inputs for secondary 
value-added, is responsible for substantial export earnings, and is a significant 
employer. The largest contribution to GDP, however, is made by tertiary sector 
activities, with finance, insurance, real estate and business services and 
community, social and personal services making up the bulk. 
Supported by its re-admission into the global economy in 1994, economic 
conditions have improved markedly. This has been attested by credit rating 
upgrades by international rating agencies - the most recent by Moody's in 
January 2005. Real GDP growth for 2004 is estimated at 3.8%, a substantial 
revision from initial forecasts ranging between 2% and 3.2% at the start of the 
year (Reuters' January 2004 Poll). A monetary policy framework of inflation 
targeting was adopted in 2000 to bring the country's inflation rate in line with 
that of its major trading partners and stabilise macroeconomic conditions. The 
target is set at a continuous band of 3% to 6%. 
2.5.2. Cairo and Alexandria Stock Exchange (CASE) 
Egypt has two stock exchanges: Cairo and Alexandria. The Alexandria Stock 
Exchange is one of the oldest exchanges in Africa, established in 1883. The 
Cairo Stock Exchange was set up in 1903. The Cairo and Alexandrian markets 
are both governed by the same board of directors and share the same trading, 
clearing and settlement systems. Both exchanges were very active in the 1940's. 
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The Alexandria exchange was ranked the fifth most important exchange in the 
world after Inverness, Amsterdam, London and Paris. This initial euphoria 
ended in the 1950s. 
Central planning and socialist policies adopted in the inid 1950's thwarted the 
growth of the capital markets and led to the stock exchange's dormancy 
between 1961 and 1992. These policies introduced excessive bureaucracy and 
regulation resulting with large proportion of listed shares remaining illiquid, 
thus stifling the market. Again as part of the central planning policies, large- 
scale nationalisation of many of the listed companies took place. The Egyptian 
economy also suffered from low productivity and poor management virtually in 
all sectors. Sluggish economic growth, growing fiscal deficit, escalating inflation 
rate, worsening balance of payment were the prevalent economic phenomena 
until early 1990s. Nevertheless, recent moves towards a private sector led 
economic growth have given the market a major boost. 
In 1990/91, the Egyptian government started its economic reform and 
restructuring program. The economic restructuring whose main vehicle of 
propagation is deregulation and privatisation gave a new lease of life to the 
financial sector. Consequently, this led to the revival of the Egyptian stock 
market. 
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The Egyptian stock market is the second largest in Africa by both capitalisation 
and turn over. Market capitalisation has been on the rise since the launch of the 
economic recovery programme. Market capitalisation stood at $38,516 million 
by the end of 2004. The number of companies listing in the market has also 
witnessed phenomenal growth; from 656 listed companies in 1992, reaching 792 
in 2004, down from 1151 in 2002. The most heavily capitalised stocks are in the 
telecommunication sector. However, banks and textile industries also play a 
major role. Annual turnover ratio reached 54.8% at the end of 2006, making the 
Egyptian market the most liquid exchange in Africa. In terms of share of 
emerging markets, Egypt constitutes a paltry 0.8%. 
Egypt has taken significant steps toward enhancing the regulatory environment, 
improving the rules of disclosure and the dissemination of information. 
Accordingly, a new capital market law has been drafted with the view to 
providing greater investor protection, in addition to establishing a code of 
conduct for the operations of brokers and portfolio managers. A new settlement 
and depository act has also been developed to ensure more efficient and timely 
clearing, settlement and depository facilities. The establishment of a loss 
guarantee fund, hedging against cases of default and malpractice, has been a 
leap forward towards the enhancement of safety and protection measures. Along 
with the regulatory developments, the Cairo & Alexandria Stock Exchanges 
(CASE) is continuously upgrading its trading system to accelerate processing 
and increase the volume of transactions. Computer based screen trading with 
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automated matching is in place. The prevailing settlement cycle is T+4. A 
Central Depository System has been established. The main index is the CASE 
30 index which recorded a significant change of 110.9% in 2004. 
The instruments are Ordinary shares, Mutual Funds, Treasury bonds, 
Debentures. In addition, eight Egyptian companies have their shares listed as 
Global Depository Receipts (GDRs) on the London Stock Exchange. Capital 
market analysts see great potential in mutual funds and fund management 
companies to take a proactive role in the utilisation of savings and mobilization 
of funds. 
Interest rates and foreign exchange controls have been lifted with the dawn of 
the free market reforms. Ceilings on credit to private sector have also been 
taken off. Foreign banks are permitted to conduct business in foreign currency. 
A number of restrictions on the purchases of assets have been phased out. In 
addition, the regulation governing the transfer of proceeds from sales of real 
estate by non-residents has been modified. A Capital Market Law 95 grants 
foreign investors full access to capital markets. Effectively therefore, there are 
no restrictions on foreign investment in the stock exchange. Dividends and 
capital gains are not taxed. Corporations are however subject to an interest tax 
of 15% (see Tables 1.1 and 1.2). 
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A series of IMF arrangements - coupled with massive external debt relief 
resulting from Egypt's participation in the Gulf war coalition - helped Egypt 
improve its macroeconomic performance during the 1990s. Through sound fiscal 
and monetary policies, Cairo tamed inflation, slashed budget deficits, and built 
up foreign reserves. Although the pace of structural reforms- such as 
privatisation and new business legislation has been slower than envisioned, 
Egypt's steps toward a more market-oriented economy have prompted increased 
foreign investment. 
2.5.3. The Nigerian Stock Exchange 
The Nigerian Stock Exchange was established in 1960 as the Lagos Stock 
Exchange. For the next ten years, the market remained mostly inactive largely 
because many local and foreign businesses were unwilling to dilute their earning. 
However, following the promulgation of the Nigerian Enterprises Promotion 
Decree in 1972 and 1977, the number of equity offerings grew from 21 in 1972 to 
81 by 1979. In 1985, a second tier of the market was established to enable small 
companies raise capital. 
The present Nigerian Stock market is the largest in West Africa in terms of 
both capitalisation and number of listed stocks. Available data from Standards 
& Poor (2005) indicate a market capitalisation of $14,464 million in 2004 
compared with $2,644 million and $2,083 in Ghana and Cote d'Ivoire 
respectively. The number of listed stocks in 2004 stood at 207, compared with 
69 
09 z'ewof anýirical videhce 
29 and 39 for Ghana and Cote d'Ivoire respectively. By 2006, the market had 
288 listed securities (equities and bonds). However, the Nigerian markets share 
of emerging market capitalisation is just about 0.3%. Annual turn over in 2004 
was 13.7%. 
The Nigerian market has in place a network of stockbrokerage firms, issuing 
houses (Merchant Banks), practicing corporate law firms and over 50 firms of 
auditors and reporting accountants. The call over trading system was in April 
1999 replaced with the Automated Trading System (ATS), with bids and offers 
matched by stockbrokers on the Trading Floors of the exchange through a 
network of computers. This is done every business day from 11.00 a. m. until all 
bids and offers have been executed. The Exchange maintains an All-Share Index 
formulated in January 1984 (January 3,1984 = 100). Only common stocks 
(ordinary shares) are included in the computation of the index. The index is 
value-relative and is computed daily. The All Share Index rose by 37.8% over 
the year to close at 33 189 in 2006. The index achieved an all-time high of 
35068 in August 2006. In 2005 the index rose by about 1%. Seventeen of the top 
20 companies by turnover volume in 2006 were in the banking sub-sector, 
largely as a result of banking consolidation. 
Clearing, settlement and delivery of transactions on the exchange are done 
electronically by the Central Securities Clearing System Limited (CSCS), a 
subsidiary of the stock exchange. The Nigerian Stock Exchange is a self- 
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regulatory organisation (SRO), and the Securities and Exchange Commission 
(SEC), which administers the Investments and Securities Decree 1999, regulates 
transactions on the exchange. 
In order to encourage foreign investment in Nigeria, the government has 
abolished legislation preventing the flow of capital into the country. This has 
allowed brokers to enlist as dealers on the NSE and investors of any nationality 
have no restrictions in investing. In addition, there are no limits anymore to the 
percentage of foreign holdings in any company registered in Nigeria. Nigerian 
companies are also allowed multiple and cross border listings on foreign 
markets. There are no taxes on capital gains in the NSE. However, dividends 
and interest are subject to 10% tax. 
Nigeria is the most populous country in Africa with an estimated population of 
137 million. The economy of Nigeria is the second largest in Sub-Saharan Africa, 
but largely mono-cultural and heavily dependent on oil. According to OPEC, 
Nigeria had 35.3 billion barrels of proven crude oil reserves at the end of 2003, 
(over 2.6% of global proven reserves). Petroleum production accounts for 25% of 
GDP, 90% of foreign exchange receipts and about 70% of government revenues 
(see Gana, 2004). However the spectre of the natural resource curse, remain a 
threat to the economic and social progress of Nigeria. Good governance, sound 
institutions (underpinned by the rule of law, and property rights) and sound 
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economic policies, based on free markets and private enterprise, are sine qua 
non for overcoming the resource curse. 
2.5.4. Nairobi Stock Exchange (NSE) 
Trading in shares and government stocks in Kenya started in the 1920's when 
the country was still under British colonial rule. There were no formal market 
rules and regulations to govern the stockbrokers' activities. Trading was based 
on a gentleman's agreement, where standard commissions were charged and 
clients were obliged to honour their contractual commitments. These informal 
arrangements mutated into the Nairobi Stock Exchange (NSE) in 1954, when 
the market was registered under the Societies Act, as a voluntary association of 
stockbrokers, after the London Stock Exchange had granted recognition of the 
NSE as an overseas stock exchange. 
Prior to independence in 1963, however, share dealing was mainly limited to the 
resident European settlers because Africans and Asians were not permitted to 
trade in securities. At the dawn of independence, stock market activity slumped 
due to uncertainty about the future of independent Kenya. Also, economic 
policies in the immediate post independence era interfered with the functioning 
of the securities market. 
In 1990, a revitalisation of the NSE started. The reforms included deregulation 
of interest rates, removal of credit controls, and floating of exchange rates. Since 
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1995, the Kenyan government has opened trade in the NSE and gilts to foreign 
portfolio investors, removed exchange controls and introduced a favourable tax 
regime with non-residents paying a 10% withholding tax on dividends (locals 
5%) but no capital gains, stamp duty or value added tax. Withholding tax on 
dividend income has reduced from a high of 15% to 7.5% (for foreign investors) 
and 5% (for local investors) since 2000. 
In November 1991, the trading system changed from a call-over system to a 
floor-based open out-cry system; in January 1995 the auction trading system 
was introduced and a Central Depository and Settlement Corporation (CDSC) 
established. The CDSC takes care of clearing, settlement, and depository and 
registry system of the capital markets automated operations, as well as keeping 
the market in tune with the latest technologies available. In 2000, further 
reforms, including provision for the establishment of a Capital Markets Appeals 
Tribunal and tightening of the provisions dealing with insider trading were 
undertaken. The NSE has since 2001 been reorganized into four independent 
market segments: the Main Investments Market Segment (MIMS), the 
Alternative Investments Market Segment (AIMS), the Fixed Income Securities 
Market Segment (FISMS) and at a later stage a Futures and Options Market 
Segment (FOMS). 
The number of listed companies in 2004 totalled 47, down from 58 in 1998. The 
NSE constantly updates its listing requirements and with stringent criteria in 
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place, companies that flout the rules are de-listed. The annual turn over ratio is 
8.2%, quite appreciable by emerging markets standards. The NSE 20 share 
index is the main index. 
The NSE, like many other emerging markets, suffers from the lack of liquidity 
in the market (averaging 4% in 1996). In recent time however, the NSE - East 
Africa's most vibrant stock market- has benefited from rising economic 
activity, with the benchmark NSE 20 Share Index closing at 3860.83 on 1 July 
2005, a 62.9% gain in Shilling terms up on its value of 2369.75 in June 2004. 
2.5.5. Casablanca Stock Exchange 
The Casablanca Stock Exchange in Morocco is a small but active stock 
exchange in North Africa. The third oldest stock exchange in Africa, it was 
established in 1929. The market was privatised in 1995. Listing in the market 
has not been very stable. In 2004, the number of listed companies stood at 52. 
The biggest stocks are mostly industrial conglomerates and financial services, 
mostly banks. Total market capitalisation in 2004 was $25,064 million. 
All listings are included in the only index, the Index de la Bourse des Valeurs 
de Casablanca, Morocco All Share Index, or MASI for short. The exchange is 
relatively modern, having experienced reform in 1993. Clearing and settlement is 
transaction-by-transaction and there is an electronic trading system. A central 
scrip depository system operated by Maroclear is in place. The settlement cycle 
is T+3. The market regulator is Conseil Deontologique des Valeurs Mobilieres 
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(CDVMI). There are no restrictions on foreign investment on the Casablanca 
Stock Exchange, nor on foreign ownership of companies. Interest attracts a tax 
of 10%. However, there is no tax on dividends and capital gains. 
Trading days are Monday to Friday, with an OTC market also operating. The 
main securities traded are stocks, government bonds and other securities. 
Macroeconomic stability coupled with low inflation and relatively slow economic 
growth has characterised the Moroccan economy over the past several years. 
The government continues to pursue reform, liberalisation, and modernisation 
aimed at stimulating growth and creating jobs. Employment, however, remains 
overly dependent on the agriculture sector, which is extremely vulnerable to 
inconsistent rainfall. Through a foreign exchange rate anchor, and well-managed 
monetary policy, Morocco has held inflation rates to industrial country levels 
over the past decade. Inflation in 2003 was 1.2%. Despite criticism among 
exporters that the dirhar (the local currency) has become badly overvalued, the 
country maintains a current account surplus. Foreign exchange reserves are 
strong, with nearly $13 billion in reserves, the equivalent of 11 months of 
imports at the end of 2003. 
Over the long term, Morocco will have to diversify its economy away from 
agriculture to develop a more stable economic basis for growth. The most 
promising reforms have been in the labour market and the financial sector. 
Privatisation has accelerated the sale of Global System for Mobile 
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Communications (GSM) licenses in the last few years. Morocco also has 
liberalised rules for oil and gas exploration and has granted concessions for 
many public services in major cities. 
2.5.6. Tunis Stock Exchange (TSE) 
The Tunis Stock Exchange in Tunisia was established in 1969 and privatised in 
1994. Since 1994, the market has been quite busy albeit, small. All listings are 
included in the BVM Index. During April 1998 a new share index, TUNINDEX, 
was introduced. Initially only 13 stocks were traded. The number of companies 
has risen to 44 by 2004. Membership of the index is open, but companies must 
have liquidity of at least 80 percent, largely because, the existing TUNINDEX is 
characterised by a lack of liquidity, a fact that has been a concern of potential 
investors. 
A glance at the listed companies reveals that the market is heavily dominated 
by banking stocks. With the exception of Societe Frigorifique et Brasserie de 
Tunis, a beverage company, the other top ten companies are in the banking 
sector. 
The trading system is electronic, on a continuous or fixed quoting system 
depending on company size. This ensures efficient and transparent trading on 
the floor of the exchange. A central depository system, operated by Sticodevam 
Ltd is in place. Clearing and settlement is done automatically. The settlement 
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cycle is T+5. There is no tax on dividends or capital gains. The main segments 
of the market are ordinary shares, unit trusts, corporate bonds, government 
bonds. 
Tunisia has a diverse economy, with important agricultural, mining, energy, 
tourism, and manufacturing sectors. Governmental control of economic affairs, 
while still heavy, has gradually lessened over the past decade with increasing 
privatisation, simplification of the tax structure, and a prudent approach to 
debt. Real growth averaged 5% in the 1990s, and inflation is slowing. Growth in 
tourism and increased trade has been key elements in this steady growth. 
The Tunisian stock market experienced a bad year in 2002, continuing the 
negative trend since 2001. The TUNINDEX showed a disappointing 12% decline 
in 2002 (in local currency terms) and a 7% decline in US $. The Tunisian 
economy was also hampered by the repercussions of 11 September 2001 events, 
which weighed down on the tourism sector. 
Conclusion 
This chapter is divided into two. The first part consists of a review of the 
empirical literature on stock market efficiency. We showed that while the early 
empirical evidence based on serial correlations and unit roots generally upheld 
the random walk hypothesis, and hence weak form efficiency, in most countries 
and asset classes, subsequent studies using more robust techniques find evidence 
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inconsistent with the random walk. We also showed that not only are returns 
predictable using past information, but also using business cycle variables such 
as interest rates, inflation and dividend yields. Further, the evidence indicates 
that returns are predictable at. given time horizons and on ad hoc variables such 
as firm size and various anomalies. The review equally dealt with the second 
moment of returns and we considered predictable volatility and possible 
nonlinear behaviour of stock returns. 
The second part of the chapter reviews the state of development of African 
stock markets. We explored the characteristics of each market considered in 
empirical analysis in subsequent chapters. 
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Chapter Three 
Modelling Stock Returns 
`If financial economics is the crown jewel of the social sciences then the Efficient 
Market Hypothesis must account for half the facets'. Paul Sainuelson. 
3.0. Introduction 
The Efficient Markets Hypothesis (EMH) holds that asset prices and returns are 
determined by the outcome of supply and demand in a competitive market, 
populated by rational traders. These rational traders rapidly assimilate any 
information that is relevant to the determination of asset prices, so that current 
prices fully reflect all available information (Fama, 1970). The notion that 
current prices fully reflect all available information implies two things: (a) 
successive price changes (returns) are independent; (b) successive price changes 
are identically distributed. These two requirements constitute the cornerstone of 
the random walk model (Fama, 1970, pp 386-87). 
Early empirical evidence on market efficiency tended to concentrate on whether 
an individual stock price, or a stock price index, followed a random walk, using 
standard statistical techniques such as serial correlations tests'. The serial 
correlation tests, however, have been found to be inadequate for the average 
1 See Cowles (1933), Working (1934), Kendal (1953), Osborne (1959) and Fama (1965) for early 
empirical evidence on the random walk. In Africa, see Ekechi (1989) and Olowe (1999) for 
Nigeria; Magnussen and WW'ydick (2002) for eight countries; Dickenson and Muragu (1994) for 
Kenya. 
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investor because the kind of complicated patterns traders see in stock returns 
cannot be modelled by observing mere correlations, or their absence, in a data 
set. Interest has also increased in examining the stochastic behaviour of stock 
returns and this has produced important stylized facts-the empirical 
distribution of stock returns appears to be leptokurtic (Mandelbrot, 1963, Fama, 
1965 and Nelson, 1991). Further, short-term stock returns exhibit volatility 
clustering. These processes have been modelled successfully by ARCH-type 
models (Engle, 1982, and Bollerslev, 1986). Moreover, changes in stock prices 
tend to be inversely related to changes in volatility (Black, 1976, Christie, 1982, 
and Bekaert and Wu, 2000). 
Most of the empirical studies on these stylized facts have focused primarily on 
developed economies and the emerging markets in Asia and Latin America. 
With regards to African markets, there are only a few studies on the dynamic 
characteristics of stock returns (Mecagni and Sourial, 1999, Appiah-Kusi and 
Menyah, 2003 and Smith and Jefferis, 2005, partially address some of the 
empirical issues in African markets). 
At the same time, interest has been rekindled in African stock markets in recent 
times on account of their fast growth and relatively low correlation with the 
more developed markets. For instance, in 1994 African stock markets posted the 
biggest gains in U. S. dollar terms among all markets world-wide - Kenya 
(75%), Ghana (70%), Zimbabwe (30%), Egypt (67%). In 1995, African stock 
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exchanges gained about 40% on their indices, with the value of stocks on the 
Nigerian stock market and Cote d'Ivoire's bourse registering over 100% 
increases in dollar terms. ' Average returns on African stocks in 2004 reached 
44%. This compares favourably with a 30% return on the Morgan Stanley 
Capital International (NISCI) global index, 32% in Europe, 26% in the U. S. 
(Standard & Poor), and 36% in Japan (Nikkei)'. Additionally, African stock 
markets provide benefits of portfolio diversification as they tend to have zero, 
and sometimes negative, correlation with developed markets (see Harvey, 1995, 
for evidence on Nigeria and Zimbabwe). This implies that the inclusion of 
African assets in a mean-variance efficient portfolio may reduce portfolio 
volatility and increase expected returns. 
Against this background, this chapter examines empirically the validity of the 
efficient markets hypothesis in African countries. Market efficiency is important 
because efficient stock prices allow agents to diversify their sources of 
investment capital and to spread investment risk (Caprio and Demirguc-Kunt, 
1998). Also, efficient stock prices and yields provide benchmarks against which 
the cost of capital for, and returns on, investment projects can be judged (Green 
et al, 2005). Furthermore, since stock prices are forward looking, they provide a 
unique record of shifts in investor's views about the future prospects of 
companies as well as the economy (Green et al, 2005). 
2 See the Economist, June 11,1994: "Stalking Africa's Fledgling Stock Markets. " 
3 Databank Group Research, 2004, Accra, Ghana. 
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This chapter also seeks to improve our knowledge of the various stylized facts 
uncovered in developed markets, i. e., volatility clustering and leverage effects, 
and thus to shed light on the risk-return relationships and the diversification 
benefits of stock markets and the cost of equity for both local and foreign 
investors. This may further point towards interesting similarities and differences 
between African markets and their developing/developed counterparts. Finally, 
a study of this nature is important for regulators, in that policies that would 
improve the price discovery process, enhance performance and thereby 
contribute to economic growth could be adopted in the light of our findings. 
The chapter makes three main contributions to existing knowledge. The first 
contribution derives from the application of a battery of econometric techniques. 
For example, after fitting an autoregressive model to the returns series, the 
chapter explores nonlinearity in the indices through a battery of tests: Brock et 
al (1996), Engle (1982), McLeod-Li (1983), Hinich (1995) and Tsay (1986). 
Various GARCH models are then estimated to capture the evolution of both the 
first and second moments of returns. The second contribution of the chapter is 
that it fills important gaps in the literature by exploring some key volatility 
characteristics of stock return behaviour in African markets: for example, 
whether or not volatility follows a process of conditional heteroscedasticity, the 
possibility of long-memory in African stock returns, and whether risk premiums 
exist in African markets. 
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Thirdly, we compute out-of-sample forecasts based on the estimated volatility 
models and using the superior predictive ability (SPA) test. The SPA test is 
able to compare the performance of two or more models. The results are then 
compared with a benchmark random walk (R\'V) model. 
The evidence presented in this chapter can be summarised as follows: first, none 
of the African stock markets in our sample satisfies the weak form version of the 
EMH. After accounting for conditional heteroscedasticity and risk preinia, we 
find that past returns contain important information for predicting future 
returns, evidence inconsistent with weak form efficiency. Using a FIGARCH 
model, we find evidence of long-memory in Kenya, Morocco, Nigeria and 
Tunisia. Our findings contrasts with extant results in Magnussen and Wydick 
(2002), Appiah-Kusi and Menyah (2003), Classens et al (1995) and Smith and 
Jefferis (2005), who find mixed evidence of weak form efficiency in African 
markets. It must, however, be emphasized that evidence of market inefficiency 
in the current context could be explained by reference to the institutional 
characteristics of African markets, i. e., poor information processing and 
dissemination, weak legal and regulatory infrastructure and low liquidity. It 
may be argued, therefore, that increasing the choice of investment instruments, 
robust privatisation through the stock market, and integration and policy 
coordination, in addition to reform of laws on securities and improving 
information disclosure, may be necessary conditions for African markets to serve 
as efficient allocators of resources. 
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Secondly, empirical stylized facts of volatility clustering and leverage effects, 
found typically in developed economies, are also present in African markets. 
The evidence shows that in Kenya and Tunisia, higher risk, proxied by the 
conditional standard deviation, leads to higher returns. Such results imply that 
these markets provide returns that compensate investors for time-varying risk 
preinia. Further, in Kenya, Morocco and South Africa, negative news causes 
volatility to rise by more than positive news of the same magnitude, the so- 
called leverage effect. 
Finally, applying the SPA test, we are able to establish that the simple random 
walk model is not necessarily beaten by any of the GARCH models in our 
sample. 
The rest of the chapter is organised as follows: section 3.1 examines the 
econometric models employed, i. e., the Autoregressive model and the GARCH 
model and its extensions. Section 3.2 outlines out-of-sample forecasting using 
SPA. The summary features of all the indices, including a description of the 
index compositions, are given in section 3.3. The main estimates are reported in 
section 3.4 while the forecasts are given in section 3.5. 
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3.1. Econometric Modelling of Returns 
3.1.1. The Autoregressive model 
Given the nature of the African data, we do not impose any specific data 
generating mechanism. The methodology followed consists of the following steps: 
I. We fit an AR(p) to the return series and check the whiteness of the 
residuals. 
H. Following a finding of no further residual autocorrelation, we subject the 
residuals of the AR(p) to a battery of tests to ensure that the residuals 
are independently and identically distributed (iid). If we fail to explain 
the behaviour of the data and there is evidence against iid, then we may 
look beyond the linear model to explain the remaining structure of the 
series. Mills (1996) argues that, once the assumption of linearity is 
relaxed, then the number of possible ways of modelling a time series 
increases dramatically, covering such classes as chaotic dynamics (Hsieh, 
1991) and conditional hetereroskedasticity models (Bollerslev et al, 1992). 
Let A log Pt be stock returns: the AR(p) model is then 
ýp(LýAlogPP =st (3.1) 
where the AR polynomial in L of order p is O (L) =1- O1L - ... - OPLl and s, 
satisfies the white noise properties E [s, ]=0, E [c, '] = a2 and E [see ]=0 Vs # t. 
However, as Campbell et al (1997, p. 467) argue, 
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"many aspects of economic behaviour may not be linear. Experimental evidence 
and casual introspection suggest that investor's attitudes towards risk and 
expected return are non-linear. And the strategic interactions among market 
participants, the process by which information is incorporated into security 
prices, and the dynamics of economy-wide fluctuations are all inherently non- 
linear. Therefore, a natural frontier for financial econometrics is the modelling 
of non-linear phenomena". 
Further, the notion of stock market efficiency, which we are interested in 
examining, assumes that investors are rational, risk averse, unbiased in their 
forecasts, and respond rapidly to price sensitive information. Antoniou et al 
(1997) argue that "if these assumptions are not valid and if the return 
generating process is nonlinear and a linear model is used to test efficiency then 
the hypothesis of independence of successive price changes may be wrongly 
accepted. " 
3.1.2. Testing the Assumption of Linearity 
Nonlinearity and chaotic processes in economics and finance have a broad range 
of potential applications: from challenging the EMH and forecasting movements 
in foreign exchange and stock markets, to understanding international business 
cycles. There are a number of studies that focus on nonlinearity in mature 
markets. Scheinkman and LeBaron (1989) found evidence that stock market 
returns follow a nonlinear dynamic system. Hsieh (1991) found similar evidence 
of nonlinear dependence in stock returns induced by conditional 
heteroscedasticity. 
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Since nonlinearity occurs in many forms, there is no single test that dominates 
all others. For this reason, we consider five statistical tests-the McLeod and Li 
(1983) and Engle (1982) test for (G) ARCH), Brock et al's (1996) BDS test for 
randomness, Tsay's (1986) test for threshold effects and the Hinich and 
Patterson (1995) and Hinich (1995) bicovariance test. All these tests share a 
common principle-once any linear dependence is removed from the data, any 
remaining dependence must be due to nonlinearities in the data generating 
mechanism (the details of each of the tests are presented in the appendix ). 
3.1.3. Volatility Modelling 
Modelling and forecasting stock return volatility is central to modern finance. 
Arguably, volatility, as measured by the standard deviation or variance of 
returns, is often used as a crude measure of the total risk inherent in financial 
assets. While it has long been the view that the variances and covariances of 
asset returns are time variant (see Mandelbrot, 1963, and Fama, 1965), the idea 
of explicitly modelling time variation in second or higher order moments began 
only in the early 1980s. The autoregressive conditional heteroscedastic (ARCH, 
Engle, 1982) and generalised ARCH (GARCH, Bollerslev, 1986, and for a 
survey see Bollerslev et al, 1992) models have found widespread application 
since their introduction. These models are designed to capture the volatility 
clustering which can be observed in macroeconomic series, such as inflation 
(Engle, 1982), or financial time series such as exchange rates and stock market 
returns. 
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3.1.4. The GARCH Model and its Extensions 
The mean equation of stock returns can be described as 
OlogPP =av+O AlogPP_i + £t , c, 
ý5ý, 
_, -NID 
(0, ht) (3.2) 
et = zt ht , where z, is iid with zero mean and unit variance. 
The conditional 
variance ht I is 
4P 
lit =w+L ai£2t-s + fi h, j 
i=1 i=1 
= w+a(L)st2 +ß(L)h, (3.3) 
The a, in (3.3) model the short-run persistence of shocks while the 8, 
represent long-run persistence. The parameters a (L) = a1L + ... agLL and 
ß(L) = ß1L +... + ß3Lp are equivalent to an ARMA(p, q) if all the roots of 
l-, 6(L) lie outside the unit circle. The conditional variance must be non- 
negative. This necessitates the following restrictions on the parameters: co > 0, 
a, >0 and ß, >_ 0 . The condition a; + 
21 P 
lßß <1 
implies that the GARCH 
process is weakly stationary since the mean, variance, and autocovariance are 
finite and constant over time. However, this condition is not sufficient for weak 
stationarity in the presence of autocorrelation. When the GARCH process is 
stationary, the unconditional variance of s, is computed as 
V(--, )= CO 
. The standard 
GARCH (4.3) often produces 4P 
i= j- 
fij 
evidence that the conditional volatility process is highly persistent and possibly 
not covariance-stationary, suggesting that a model in which shocks have a 
permanent effect on volatility might be more appropriate. One limitation of this 
process, when applied to financial data, is that the GARCII model has short- 
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memory because volatility shocks decay at a fast geometric rate. So, a way to 
represent the observed persistence of volatility in the returns is to approximate 
a unit root. The result is the integrated GARCH (IGARCH) model, 
i. e., J, 1 a; 
+ E, _1 fj =1. In this formulation, shocks to current volatility are 
highly persistent. This suggests that current information remains important for 
forecasts of the conditional variance for all horizons (Engle and Bollerslev, 198G, 
and Bollerslev et al, 1992). Although it is useful to specify a GARCH(p, q) 
empirically, in most cases a lag structure of p=q=1 is adequate (Bollerslev et al, 
1992). With longer series, however, it is sometimes necessary to increase the 
number of lags. 
In most empirical applications the IGARCH model is not entirely satisfactory in 
describing volatility because of its infinite memory property. There may be high 
persistence in the variance of daily stock returns due to time-varying GARCH 
parameters and also the existence of deterministic shifts in the unconditional 
variance. Motivated by the presence of apparent long-memory in the 
autocorrelations of squared absolute returns of various financial assets, Baillie et 
al (1996) introduced the fractionally integrated GARCH (FIGARCH). The 
FIGARCH(p, d, q) model of the conditional variance can be motivated as an 
ARFINIA model applied to squared innovations, 
(1-a(L)) (1-L)d C2 = w+(1-ß(L))vt (3.4) 
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with a (L) and, 6 (L) being polynomials of order q and p, and 0<d<1 is the 
fractional integration parameter. Definingvt = st2 -ht and rearranging (3.4), the 
FIGARCH(p, d, q) model can be expressed as 
ht =w+ß(L)ht+(1-ß(L)-(1-a(L))(1-L)d)Et2 (3.5) 
The chief advantage of the FIGARCH is that it parsimoniously decouples the 
long-run and short-run movements in volatility by adding an additional 
parameter to a GARCH(1,1) model. The long-run component is captured by 
the fractional differencing parameter d and the short-run component by the lag 
polynomials. For the case of d=0, the FIGARCH reduces to the standard 
GARCH model. 
So far we have assumed lagged returns are the only explanatory variables in the 
mean equation (3.2). However, many models of asset pricing relate expected 
returns to some measure of risk (e. g., the Capital Asset Pricing and Arbitrage 
Pricing Models). It is therefore necessary to account for risk in the return 
process (3.2) so as to be consistent with standard asset pricing theories. We 
account for this by using the GARCH in Mean model, with an added regressor 
in the mean equation, which is the conditional standard deviation 
OlogPP =u+Zq; OlogPP_; + 8, fhc +c (3.6) 
In African stock markets, daily data for nominal risk free returns are not 
available and therefore empirical testing of the risk premium hypothesis is 
indirect. The GARCH-M specification provides a convenient measure since it 
90 
a. NLoieffin9 
Stock turns 
connects conditional volatility and equation (3.6), which is used as a proxy for 
the risk premium. 
Since the GARCH model was developed, a huge number of extensions have been 
proposed in the literature, resulting from perceived problems with the standard 
GARCH(p, q). Nonnegative constraints under GARCH may be violated. The 
model assumes that positive and negative shocks have the same effect on 
volatility because it depends on the squares of the previous shocks. In practice, 
financial asset returns may respond differently to positive and negative 
innovations (Black, 1976, and Christie, 1982). A number of asymmetric 
GARCH models have been proposed. We employ the GJR-LARCH, due to 
Glosten et al (1993), and the Exponential GARCH (EGARCH) model, due to 
Nelson (1991). The GJR adds a term to the conditional variance equation to 
account for possible asymmetries. This is expressed as 
ht = ov + a, st-12 + ß, ht-1 + 76t_12jt_l (3.7) 
where It_, =1 if ct_1 <0 
=0 otherwise 
and a, ß, and y are non-negative parameters satisfying conditions similar to 
those of LARCH. A positive s, _, contributes a, ', _, 
2 to lit , whereas a negative 
c, _, 
has a larger impact (a, +y)&_2 when y>1. The model uses zero as its 
threshold to separate the impacts of past shocks, although other threshold 
values can also be used. 
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The EGARCH is specified as 
In(he) = ro+±a; g(zt_1)+±ßßln(h, -1) j-1 j=l 
(3.8) 
where g (zt) = Ozt +7 [Iz, I-E Izt I] , zt = st h, . The coefficient of the second 
term in g (zt) is set to be 1 (y = 1) in our formulation. Note that E Izt I= (2 / 7c)ß 2 
if zt -N (0,1) . The function g 
(zj is linear in z, with slope coefficient 0+1 if zt 
is positive and 0 -1 if zt is negative. Suppose 0=0. Large innovations increase 
the conditional variance if Izt I-E Izt I>0 and decrease the conditional variance if 
(z, I-E Iz, I<0. Suppose that 0<1. The innovation in variance, g (z, ) , is positive 
if the innovations zt are less than (217r)"'1(0-1) . Therefore, negative 
innovations in returns cause the innovation to the. conditional variance to be 
positive if 0 is much less than 1. 
EGARCH, as suggested by Nelson (1991), has several advantages over GARCH. 
First, the natural log formulation ensures positive variances, thus dispensing 
with the need for parameter restrictions. Second, volatility at time t depends on 
both the size and sign of the normalized errors. 
3.1.5. Parameter Estimation of GARCH Models 
The family of GARCH models is estimated by the maximum likelihood (ML) 
method. Essentially, the ML method works by finding the most likely values of 
the parameters given the actual data. The log likelihood function is computed 
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from the product of all conditional densities of the prediction errors. If we 
assume conditional normality, the likelihood function is specified as 
T2 
L(9)=- 
2 
1n(2, r)-2±(ln(ht))+ilt (3.9) 
where c, = 01ogP, -1: O; 01ogP, _; and 
ht is the conditional variance. When the 
GARCH (p, q)-M model is estimated, c, = OlogP, - O; OlogPt_; -Sht. It is, 
however, very unlikely that stock returns in developing countries or, indeed, in 
any stock market would follow a normal distribution! Therefore, in this chapter, 
an alternative paraineterisation is also used that takes into account fat tails of 
the distribution of returns: the student t-distribution 
L(B)= 
2 
[In 
(v-2)+21n 
[1I2F 
Cv1 -1nI'(v2 
1) 
J 
-1 
T 
1n(h)+(v+1)1n 1+ £`Z (3.10) 
2 t., ht 
(v-2) 
where I'(") is the gamma function and v is the degrees of freedom (v>2). 
Under a conditional t-distribution, the additional parameter 1/v is estimated. 
The log likelihood function for the conditional t-distribution converges to the 
log likelihood function of the conditional normal GARCH model as 1/v -3 0. 
3.2. Forecasting: Superior Predictive Ability (SPA) Testing 
Forecasts are very important for determining the out-of-sample performance of 
various models. The forecast evaluations in this section involve the assessment 
of multiple models, such as different GARCH specifications, for daily returns. 
We compare the forecast performance of each model to a benchmark random 
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walk using the Superior Predictive Ability (SPA) test of Hansen (2005) and 
Hansen and Lunde (2005). The SPA test is an extension of the Reality Check 
(RC) proposed in White (2000) 4. The SPA enables us to test whether a 
particular forecasting procedure is outperformed by alternative forecasts. 
As pointed out by Bollerslev et al (1994), there is no unique criterion for 
selecting the best model; rather, it will depend on preferences, e. g., expressed in 
terms of a utility function or a loss function. The standard model selection 
criteria of Akaike and Schwarz are often applied, but this approach is 
problematic whenever the distributional assumptions (that underlies the 
likelihood) are dubious. Additionally, when making multiple comparisons, 
several ideas and specifications are often employed before a model is selected. 
This mining over many models can be exacerbated if more than one researcher 
is searching for a good forecasting model. 
The Superior Predictive Ability (SPA), which we employ, overcomes some of 
the difficulties outlined above. Crucially, this test procedure caters explicitly for 
the multiple models included in the comparison. Hence, the results are not 
subject to the criticism of data mining, whereby a sequence of pairwise 
comparisons between a benchmark and any set of competitors has a high 
probability of leading to the incorrect rejection of a true null due to an implicit 
inflation of the size associated with the overall procedure. The forecasts are 
The SPA test, however, differs from White's reality check in that the SPA employs a different 
test statistic and is based on the consistent null distribution. 
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evaluated using a prespecified loss function, and the `best' forecast model is the 
model that produces the smallest expected loss. 
When testing for SPA, the question of interest is whether any alternative 
forecast is better than the benchmark forecast or, equivalently, whether the best 
alternative forecasting model is not inferior to any alternative forecast (Hansen 
2005). 
Let L (Z, Zt) denote the loss if one had made the prediction Z, when the 
realized value turned out to be Zt. The performance of model k relative to the 
benchmark model 0 (at time t) can be defined as 
dk, t =L(Zt, Zo, t)-L(Zt, Zkt), k=1,..., m t=1,..., n 
(3.11) 
The question of interest is whether any of the models k =1,..., m are better 
than the benchmark model. To analyse this question, we formulate the testable 
hypothesis that the benchmark model is the best forecasting model. This 
hypothesis can be expressed parametrically as Ho : pk =E [dk t 
]S 0 for all 
k= 1? .... m. For notational convenience, we 
define an m-dimensional vector ft 
by 
, u= =E 
fpm dm, t 
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A positive value of Pk would imply that model k is better than the benchmark. 
One way to test this hypothesis is to consider the test statistic 
111ý2d 1° T. SPA = max k where dk =- Ed,,,, and ývk = var 
(111ý2dk) is a consistent 
cok 
n t_1 
estimator of the asymptotic variance 012 k= limn-.  var(n1/2dk) . 
Under the 
regularity conditions, n-"'T. "' = max'Uk , which is greater than zero if and only k O)k 
if uk >0 for some k. Hansen (2005) and Hansen and Lunde (2005) derived the 
distribution of T. SPA under the assumption of a true null hypothesis. Three types 
of p-values are obtained under the SPA test. The upper bound (SPA) is the p- 
value of a conservative test which tacitly assumes that all the competing 
models (k =1,..., m) are as precisely as good as the benchmark in terms of the 
expected loss (u1 = ... = Pm) . The lower bound 
(SPA, ) is the p-value of a liberal 
test whose null hypothesis assumes that the models with worse performance 
than the benchmark are poor models. The consistent p-value (SPAC) determines 
which models are worse than the benchmark and prevents them from 
influencing the estimated distribution of the test statistic, as should be the case. 
While the conservative test is sensitive to the inclusion of poor and irrelevant 
models in the comparison, the consistent and liberal tests are unaffected, at 
least not asymptotically. 
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3.3, Summary Features of African Indices 
Previous empirical studies of stock return behaviour in African stock markets 
were mostly based on monthly and/or weekly data (see Magnussen and Wydick, 
2002, and Appiah-Kusi and Menyah, 2003). In this study, we use daily index 
data obtained from DataStream. Daily data enable us to capture the dynamic 
evolution of returns, and also to understand volatility, which may be overlooked 
when using monthly observations. We use indices from six African stock 
markets: CASE 30 (Egypt), NSE 20 (Kenya), TUNINDEX (Tunisia), MASI 
(Morocco), FTSE/JSE (South Africa) and NSE All Share Index (Nigeria). The 
stocks included in the indices are selected on the basis of market size, trading 
volume and sector representation. These represent the largest stock markets in 
Africa, and account for over 95% of total capitalisation, and over 90% of 
domestic company listings. Table 1.1 (see Chapter 1) gives a summary of the 
key institutional characteristics of African markets. 
The Tunisian and Moroccan markets are the smallest in our sample. Owing to 
liquidity constraints, only companies with liquidity of over 80% are included in 
the TUNINDEX. The MASI is made up of the top 10 most actively traded 
shares in the Casablanca bourse. In South Africa, the JSE Actuaries indices 
were replaced by the FTSE/JSE Africa Index Series in 2002. FTSE and the JSE 
provided historic data for the period July 1995 to December 2001 and indicative 
values from 2 January 2002 to 21 June 2002. 
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All the indices are daily closing values and they are all reported in local 
currency (i. e., South African rand, Nigerian naira, Kenyan shillings and 
Moroccan and Tunisian dirliam). All the markets are open to foreign investors 
(see Table 1.2 in Chapter 1). A summary of the key features is presented in 
Table 3.1. 
Table 3.1: Descriptive Statistics (Logarithmic Returns) 
EGYPT KENYA MOROCCO NIGERIA TUNISIA SOUTH AFRICA 
4/04/2001 8/11/1997 1/10/1995 7/17/1995 1/06/1998 7/05/1995 
Sample to to to to to to 
1/02/2006 11/16/2006 11/13/2006 11/09/2006 11/10/2006 5/16/2006 
Observations 1239 2455 3129 3000 2346 2870 
Mean 0.116 0.034 0.042 0.094 0.037 0.058 
Std. Dev. 1.663 1.739 0.734 0.884 0.472 1.174 
Skewness 0.200 14.731 0.353 0.160 0.947 -0.598 
Kurtosis 8.641 798.726 10.974 7.890 15.375 11.127 
JB 0.000 0.000 0.000 0.000 0.000 0.000 
LBQ(12) 74.83***[0.00] 220.2***[0.00] 300***[0.00] 835.5***[0.00] 263.8***[0.00] 44.4***[0.001 
*** Denotes statistical significance at 1% level. LBQ is the Ljung-Box test statistic for 
autocorrelation. JB is the Jarque-Berra statistic for normality. 
The highest mean return occurs in Egypt (0.116), with Kenya having the lowest 
mean return (0.034). Surprisingly, the lowest mean return in Kenya coincides 
with the highest volatility, as measured by the standard deviation in Table 3.1. 
The risk/return trade-off is the balance between the desire for the lowest 
possible risk and the highest possible return. A common misconception is that 
higher risk gives us the possibility of higher returns. However, Table 3.1 
indicates that there are no guarantees. In Kenya, just as risk means higher 
potential returns, it also means higher potential losses. Generally, the standard 
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deviations appear high in Table 3.1 for the rest of the countries (1.66 in Egypt 
and 1.17 in South Africa), implying investors in Africa's emerging markets must 
be ready to accept high risk in exchange for possible higher returns. 
The distributional properties of returns appear to show extreme observations. 
The highest kurtosis in the sample occurs in Kenya and Tunisia, with Egypt 
and Nigeria having the lowest. However, the kurtosis in all countries exceeds the 
threshold of 3, implying that the returns have fatter tails than would be 
expected from a normally distributed variable. With the exception of South 
Africa, all the return series are positively skewed. The Jarque-Bera (JB) test 
rejects the normality assumption for all countries. 
Deviations from normality could be induced in part by temporal dependencies 
in returns, especially second moment temporal dependence; an indication that 
assuming a linear process for returns may leave important features of the data 
unexplained. The presence of second moment dependence is reinforced by Ljung- 
Box (LB) statistics calculated for 12 lags. The hypothesis that all 
autocorrelations up to the 12th lag are jointly zero is rejected. A possible reason 
for autocorrelation in the returns is non-synchronous trading (see Fisher, 1996). 
Non-synchronous trading is a common feature of African data. The majority of 
the stocks scarcely trade, and even the most active ones trade for just a few 
hours in the working week. For instance, out of 47 listed stocks in Kenya and 52 
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in Morocco, trading is limited to just 20 and 10 active stocks respectively. A 
similar situation holds in Nigeria and Tunisia. 
Figures 3.1 and 3.2 present the graphs of daily stock price indices in log levels 
and stock returns respectively. There was a sharp drop in index levels in 
Tunisia and Morocco (early 2003) and Kenya (mid 2002 to 2003). The Tunisian 
Stock Exchange experienced two difficult years in 1996 and 1997 but regained 
strength in 1998 as reforms was put in place to increase efficiency and 
transparency. They included the introduction of a new trading system based on 
the French SUPERCAC electronic trading system, which ensures a high degree 
of price transparency and real-time price quotations on Reuters. The market 
remains small, with total capitalization of about $3.6 billion, but has performed 
well with a price-to-earnings ratio of 12 in 1999. The Nigerian Stock Exchange 
(NSE) had 288 listed securities (equities and bonds) at the end of 2006. The All 
Share Index rose by 37.8% in 200G, closing at an all-time high of 35068 in 
August 2006. Seventeen of the top 20 companies by turnover volume in 2006 
were in the banking sub-sector, largely as a result of banking consolidation. As 
seen in Figure 3.1, the Nairobi Stock Exchange has also seen impressive 
performance in recent times. The listing of two sugar company shares (KenGen 
and Mumias) led to a surge in shares traded by 220% to 183.5 million in May 
2006, from 57.3 million in the previous month. The NSE switched from an open 
outcry system to an electronic trading system in September 2006. This 
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transition may have improved the bourse's liquidity, lowered transaction costs 
and reduced trading risks, hence the buoyancy of the market in recent times. 
In South - Africa, Figure 3.1 indicates a sharp drop in the index in 1998/99 
coinciding with the East Asian financial crises and another blip in 2000/2001. 
However, there has been a recovery since the crisis in the late 1990s. The 
FTSE/JSE All Share Index rose by 43% in 2005 and by 38.2% in the final 
quarter of 2006. Such performance can be attributed to sound performance of 
the economy, particularly strong profit growth and high expectations, bolstered 
especially by high international commodity prices. 
With regards to the returns in Figure 3.2, the Kenyan market appears tranquil 
during the period, apart from late 2001. The Nigerian market was calm in the 
1990s, as indicated by only relatively small positive and negative returns, but 
the market appeared very volatile thereafter. From Figure 3.2, there is a 
tendency for stock returns in African markets to have distributions that exhibit 
fat tails and excess peakedness at the mean (as indicated by the excess kurtosis 
in Table 3.1). In the return series, the clustering of fluctuations is apparent: 
large changes tend to be followed by large changes, and small-by-small, of either 
sign. This is a typical phenomenon for many financial time series. The ARCH 
model explicitly deals with this effect by using squared past forecasting errors to 
predict future variances. 
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3.3.1. Preliminary Evidence: AR(p) Model 
As a prelude to our modelling outlined earlier, an AR(p) model was fitted to 
the returns of all countries to pre-whiten the residuals before testing for 
evidence of nonlinearity. Fitting an AR(p) model to the series by ordinary 
least squares regression yielded the results in Table 3.2. 
Table 3.2: AR (p) Pre-Whitening MODEL 
Egypt Kenya Morocco Nigeria Tunisia South Africa 
,U 0.119(2.28) 0.069(1.708) -0.004(-0.12) 0.087(3.039) 0.024(1.53) 0.056(2.241) 
0.125**(2.513) 0.103***(3.66) 0.28***(8.98) 0.389***(20.4) 0.27***(11.9) 0.09***(5.28) 
02 0.14***(6.62) 0.054**(2.38) 0.055**(2.94) 
03 -0.065***(-3.19) 
04 0.139***(4.96) -0.036*(-1.76) 
05 -0.051**(-2.56) 
07 0.039*(1.99) 
08 0.04**(2.166) 
r10 0.039**(2.207) 
DW 2.003 2.011 2.012 2.001 1.995 1.995 
B. G(5) 0.681[0.638] 0.397[0.851] 1.163[0.325] 3.51[0.03] 0.924[0.464] 
LBQ(12) 8.631[0.656] 4.169[0.939] 12.23[0.347] 5.25[0.26] 3.38[0.641] 1.179[0.316] 
LBQ(24) 20.04[0.639] 14.247[0.892] 19.34[0.681] 21.55[0.158] 38.2***[0.017] 14.048[0.171] 
Notes: *, **, and *** indicates significance at 10%, 5% and 1% levels respectively, U is the constant. 
0 indicate the AR coefficients. B. G is Breusch-Godfrey test for higher order serial correlation; D. W' is 
the Durbin-Watson test for autocorrelation; LBQ (12), LBQ (24) indicates the Ljung-Box statistics for 
12 and 24- lags respectively. Test statistics are shown in () while p-values are shown in [ ]. For sample 
size, see table 4.1. Lag length of AR(p) is based on AIC. We reserve the last 30 observations for out-of- 
sample forecast. 
With the exception of Nigeria and, to some extent, Kenya the countries follow 
low order autoregressive processes. Egypt follows an AR(1) process, while an 
AR(2) is sufficient to model the South African and Tunisian series. From 
Table 3.2, it is seen that the series appear to be stationary around a constant 
mean, A= 00/(1- ý1,..., gyp) , 
in all countries. 
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Daily mean returns range from 0.136% in Egypt to 0.035% in Tunisia. Between 
January 2001 and April 2006, the return on the FTSE/JSE index of South 
Africa was estimated to be 0.78% per annum. Around the same period the 
returns on the CASE 30 of Egypt and NSE 20 of Kenya were 1.63% and 1.09% 
respectively. 
Having fitted an AR(p) model, it is now necessary to examine whether such a 
model is adequate. As a diagnostic check, we look at the properties of the 
residuals et to see whether they are approximately white noise. Table 3.2 
indicates that there is no higher order serial correlation as shown by the 
Breusch-Godfrey test for up to 5 lags (Nigeria appears to be significant at 5 lags 
but not at 2 or 3). To check whether the autocorrelations are approximately 
zero, we applied the Ljung-Box statistic. With the exception of 24 lags in 
Tunisia and South Africa (which may, in fact, be a statistical artifact), the 
residuals of the AR(p) appear to be white noise. In order to examine further the 
properties of the data, we employed the nonlinear diagnostic tests outlined in 
section 3.1.2 (see appendix for details) for evidence of iid. The results are shown 
in Table 3.3. 
A single statistical test for nonlinearity can indicate whether or not the 
generating mechanism of a time series is linear. However, if the null hypothesis 
of linearity is rejected, the test conveys little information as to what kind of 
nonlinear model is appropriate (Ashley and Patterson, 2000). It is in this spirit 
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that we apply a battery of tests to African stock returns. The nonlinearity tests 
presented in Table 3.3 all share the common premise that, once any serial 
dependence is removed from the data via a pre-whitening model (e. g., the 
AR(p)), any remaining serial dependence must be due to a nonlinear generating 
mechanism. 
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Each test is considered in two forms: using the asymptotic distribution of the 
relevant test statistic and using the bootstrap. From Table 3.3, under 
"asymptotic theory", the values are those based on the large sample 
distributions of the relevant test statistics. For the "bootstrap" results, 1000 
new samples were independently drawn from the empirical distribution of the 
pre-whitened data for the Engle, Bicovariance, Tsay and McLeod-Li tests. Each 
new sample is used to calculate a value for the test statistic under the null 
hypothesis of serial independence. The fraction of the 1000 test statistics that 
exceed the sample value of the test statistic from the original data is then 
reported as the significance level at which the null hypothesis can be rejected. 
The outcomes from both approaches are reported for a given sample size. For 
the BDS, the embedding dimension, m, is chosen to be 2 and 4 and the range of 
values of epsilon, e, is from 0.5 to 2 times the standard deviations of the data 
are used. 
The entire set of tests rejects the null of linearity at the 1% level. Almost all p- 
values in Table 3.3 are zero, indicating strong departures from the iid condition. 
In a simulation of the power of the tests, Ashley and Patterson (2000) found the 
BDS to perform better under different conditions. It is, however, instructive to 
note that, by rejecting linearity, the BDS is silent as to which data generating 
mechanism would be appropriate to model the data. To this end, the other tests 
are instrumental in pointing to the specific type of nonlinearity in our series. 
For instance, the McLeod-Li and Engle LM tests indicate the presence of 
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(G)ARCH effects in the series. This evidence confirms the graphs in Figure 3.2. 
The Tsay test points to a TAR model, while the bicovariance test indicates the 
presence of third order nonlinear dependence. 
The dependence in the residuals of the AR(p) indicates the inadequacy of the 
model to explain the (more complex) behaviour of index returns. The presence 
of nonlinearities in the series could imply evidence of return predictability. 
Neftci (1991) demonstrates that technical trading rules require some form of 
nonlinearity in prices to be successful and Mills (1997) argues that the presence 
of nonlinearity is a necessary condition for trading rules to have potential 
predictive power. Although we do not consider the possibility of employing 
trading rules in the observed nonlinearity in the data, the evidence nonetheless 
could shed important light on weak form efficiency in subsequent sections. 
The nonlinearity observed in the African series is, however, not entirely 
surprising, and can be due to different reactions of investors to price sensitive 
information or delayed response of investors to information. For instance, where 
investors and markets overreact to bad news and underreact to good news (see, 
for example DeBondt and Thaler, 1985), the feedback mechanism for returning 
asset prices to their fundamental level may be nonlinear. This implies that the 
correction required to restore equilibrium might not always be proportional to 
the amount by which the price deviates from the asset's real value. Moreover, 
investors may not react to information quickly because transaction costs make 
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it unprofitable to trade, or they may delay their response until other investors 
reveal their preferences. Such behaviour is likely to be prevalent in the small 
order-driven African markets under study. Testing for market efficiency without 
accounting for such nonlinearity could result in inappropriate conclusions. 
In the sections that follow, we fit various models of the GARCH family to 
uncover the behaviour of the second moments of stock returns and address the 
empirical stylized facts of volatility clustering and leverage effects in African 
markets. 
3.4. Results of Fitting GARCH Models 
The estimates of the volatility models are reported in Table 3.4. The estimates 
are obtained by assuming a student t-distribution for the normalised residuals 
to account for fat tails (the evidence of excess peakedness observed in Table 
3.1). Estimates of the parameters are obtained by maximising the likelihood 
function over the sample period. Given that the log-likelihood function is 
nonlinear in the parameters, a numerical optimization technique (i. e., the 
BHHH algorithm) is used to obtain the parameter vector. Although nonlinearity 
tests in Table 3.3 provide evidence of second moment time dependencies, they 
cannot detect asymmetric volatility. Before discussing the results in Table 3.4, 
we test for asymmetric effects in the estimated GARCH models. Engle and Ng 
(1993) suggest that the Ljung-Box test may not have the power to detect 
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1nisspecifications related to asymmetric effects. We therefore use the diagnostic 
test proposed by Engle and Ng (1993). 
The Engle and Ng (1993) tests are based on the news impact curve implied by 
the GARCH model: (a) the sign bias test, (b) the negative size bias test, (c) the 
positive size bias test, and (d) the joint test, are all presented in Table 3.5. The 
underlying idea is that, if the volatility process is correctly specified, then the 
squared standardized residuals should not be predictable on the basis of 
observed variables. The first test examines the impact of positive and negative 
innovations on volatility not predicted by the GARCH model. The squared 
residuals are regressed against a constant and a dummy St that takes the value 
of one when s, _, <0 and zero otherwise 
(and vice versa for St+ ) 
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Table 3.5: Test for Asymmetry 
Egypt Morocco Nigeria Kenya South Africa Tunisia 
Sign Bias 0.0608 0.1329 0.0158 0.4836** 0.1304 0.275* 
(0.624) (0.782) (0.183) (2.107) (1.594) (1.686) 
Positive Size bias 0.1608** 0.0398 0.1531** -0.0835 -0.185** -0.0178 
(2.103) (0.258) (2.227) (-0.462) (-2.576) (-1.456) 
Negative Size Bias -0.1104 0.0314 -0.0103 -0.3134 -0.149** 0.0285 
(-1.35) (0.247) (-0.139) (-1.625) (-2.316) (0.1977) 
Joint test 11.456 2.203 9.1875 5.394 9.565 5.605 
[0.009] [0.531] [0.003] [0.145] [0.003] [0.133] 
Notes: p-values are shown in [] and t-statistics in O parenthesis. *, **, *** indicates 
significance at 10%, 5% and 1% respectively. 
{a} SB: zt2 = a+ bSt + et 
{b} PSB: zt2 =a+ bSt £t_1 + et 
{c} NSB: zt2 = a+b(1-Sti )£t_1 +et 
{d} Joint test: z, 2 =a+ b1St + b2St £t_1 + b3(1 - St 
)£t_1 + et 
The negative size bias test examines how well the model captures the impact of 
large and small negative innovations. It is based on the regression of the 
standardized residuals against a constant and St-. -t-1. The remaining tests are 
summarised in {a} to {d} in Table 3.5. As shown in Table 3.5, there is negative 
size bias for Egypt, Nigeria, Kenya and South Africa; however, this appears to 
be significant only for South Africa at the 5% level. There is significant positive 
size bias for Egypt and Nigeria. The joint test on the residuals from the 
GARCH model rejects the null of symmetry for Morocco, Kenya and Tunisia. 
For these countries, the symmetric GARCH model would be inadequate. 
However, although some of the individual tests indicate rejection of the null, the 
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overall test does not for South Africa, Nigeria and Egypt. These contradictions 
are somewhat surprising. However, as Engle and Ng (1993) argue, the joint test 
is more powerful than the individual tests. The evidence from Table 3.5 suggests 
that adopting different parameterisation of the conditional variance in Table 3.4 
could be more informative regarding the evolution of the conditional variance. 
The next sections discuss the results of Table 3.4. 
3.4.1. Weak Form Efficiency 
This section focuses on weak form efficiency. It is conjectured in this framework 
that, since 0, (equations 3.2 and 3.6) measures the relationship between current 
and past returns, a statistically significant 0, would indicate that past returns 
are important in forecasting current and future returns; evidence inconsistent 
with weak form efficiency. As shown in Table 3.4, this parameter is significantly 
different from zero in all the markets using any of the estimated GARCH 
models. We restrict the analysis of weak form efficiency to the EGARCH-M and 
the GJR-GARCH-M. In Table 3.4 up to two lags of the previous returns are 
significant for Tunisia, Kenya, Morocco, South Africa and Nigeria. For Egypt, 
only the first lag is significant. These results indicate that stock prices in all the 
African countries do not adjust immediately to the arrival of new information, 
so that future prices could be predicted from lagged prices. Two possibilities 
may account for the return predictability observed in our sample; 1) 
predictability can arise as a consequence of market inefficiency and, 2) 
predictability can also arise as a result of the risk-averse behaviour of investors 
and of time-varying risk premix. For instance, in a world of risk averse 
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investors, some amount of compensation is required for risk taking; thus weak 
form efficiency in this sense may be compatible with the finding of significant 
lagged returns. However, given that our results are based on the EGARCH-M 
and GJR-GARCH-M models, which account for time-varying risk premia, this 
latter possibility is ruled out. 
A close look at Table 3.4 reveals that not only is the mean of returns 
predictable, but also that there is a high degree of persistence in the conditional 
variance. The variance estimates shows significant ARCH and GARCH effects 
with Z a; + ß, close to unity. In fact, a closer examination of the last row of 
Table 3.4 shows that the GJR-GARCH for Egypt, GJR-GARCH and EGARCH 
for Kenya and GARCH for Morocco all indicate a +, 8 >1. In these models the 
second and fourth unconditional moments do not exist, but the conditional 
distribution is still well defined. In contrast to the stationary variance case, the 
impacts of variance shocks remain forever. An appropriate way to model this 
could be to use the FIGARCH to capture the long memory in the return series 
(see section 3.4.4). Further, from Table 3.4, the ß coefficient in the conditional 
variance equation is considerably larger than a. A large sum of these 
coefficients implies that a large positive or negative return causes future 
forecasts of the variance to be high; this is useful in considering these models for 
forecasting (see section 3.5). Overall, the results show the presence of significant 
autoregressive conditional heteroscedasticity. 
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Predictability in the mean and variance of returns in all the African markets 
considered establish that weak form efficiency is rejected. Our results thus 
contradict the findings by Classens et al (1995) and Appiah-Kusi and Menyah 
(2003) that Kenya, Egypt and Morocco are weak form efficient. Our results also 
contrast with Magnussen and Wydick (2002), Appiah-Kusi and Menyah (2003) 
and Smith and Jefferis (2005), who find mixed evidence for weak form 
efficiency. 
Most early empirical research that examined weak form efficiency explicitly 
tested whether the random walk model was adequate or not. However, recent 
evidence indicates that rejection of the random walk does not necessarily imply 
that stock markets are inefficient. Also, there is increasing evidence that return 
predictability, as shown by our estimates, does not necessarily imply market 
inefficiency. For instance, Lo and MacKinlay (1988) reject the random walk 
model using the variance ratio test. However, their results do not imply that 
stock prices are not rational assessments of fundamental values. LeRoy (1973) 
and Lucas (1978) show theoretically that rational expectations equilibrium 
prices need not form a martingale sequence, of which the random walk is a 
special case. Therefore, without an explicit model of the price generating 
mechanism, a finding of return predictability may have few implications for the 
efficiency of market price formation. In our assessment, we depart from the 
purely statistical results presented in Table 3.4 to gain further insight into the 
African markets analysed in this study. Thus our test for weak form efficiency 
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must of necessity be connected with the institutional characteristics of the 
markets. 
The findings here are thus discussed with reference to Chapter 1 (Tables 1.1 
and 1.2), and the institutional characteristics outlined in Chapter 1 and Chapter 
2, section 2.5. With the exception of South Africa, none of the markets possess 
the adequate regulatory, monitoring, supervisory and accounting infrastructure 
required for well functioning markets. The legal system, especially the law 
regarding securities trading in African countries, is weak, even in the most 
advanced African market (South Africa). A weak legal system could impair the 
financial system in several ways-ownership restrictions and taxes could make 
certain sectors closed to foreigners (see Table 1.3); there could be direct 
restrictions on ownership of assets; and the system can even fail to protect 
investors and also fail to punish the culprits of malfeasance. For instance, lax 
legislation is the main cause of insider trading in the Johannesburg Securities 
Exchange. Thus underdeveloped legal and information systems impact on the 
price discovery process and inhibit the speed at which new information can be 
reflected in prices. 
Moreover, a stylized fact of African markets, identified in Chapter 1, is the 
vicious cycle of low trading volume, low liquidity and low turn-over. For 
instance, as indicated in Chapter 1 (see Tables 1.1 and 1.2), buy and hold is the 
dominant feature of trading. There are limited instruments; trading is limited to 
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stocks and bonds (only South Africa has a derivative market and, arguably, 
other investment vehicles such as mutual funds, country funds and unit trusts). 
Turn-over is very low, with less than 10% of market capitalisation trading 
annually in exchanges such as Kenya, Morocco and Tunisia. The stock market 
forms just a minute part of the entire economies of the countries under 
investigation (except South Africa). In the presence of thin trading, low volume 
and illiquidity, stock prices only become noisy and volatile, and do not serve as 
a useful guide to investment and the efficient allocation of capital. 
3.4.2. Risk Return Trade-Off in African Markets 
This section considers risk-return trade-offs and the implications for investors 
interested in African assets. The nominal risk-free rate provides a useful 
benchmark against which risk in a particular investment can be assessed. 
However, since we do not have reliable estimates of daily nominal risk-free 
rates, we rely on the GARCH-M specification, which provides a convenient 
measure of the risk premium, since it connects conditional volatility and 
equation (3.4), which is used as a proxy for the risk premium. The 8 parameter 
in the mean equation may be interpreted as the coefficient of relative risk 
aversion of a representative investor, while the value h, relates to the time- 
varying risk premium. A positive 8 implies that investors are compensated for 
any additional risk (see Chou, 1987, and French et al, 1987). From Table 3.4, 
the risk premium is significant and positive in both the EGARCH-M and GJR- 
GARCH-M for Kenya and Tunisia at the 5% level. The estimates are about 
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0.07 for daily and 0.84 for monthly returns. The estimates for Tunisia are higher 
than Kenya, 0.2 for daily returns and 2.64 for monthly returns. For these 
countries, we can argue that higher risk, proxied by the conditional standard 
deviation, will lead to higher returns. Such results imply that the Tunisian and 
Kenyan markets provide returns that compensate investors for a time-varying 
risk premium-a finding that could be of interest to investors concerned about 
the risk-return relationship in African stock markets. 
For the Kenyan market, a possible explanation for the existence of the 
premiums could be linked to the prevailing interest rates over the sample 
period. Kenya has experienced yields on treasury bills soaring to 80% and 90% 
up to the late 1990s. These have generally declined to between 20% and 30% on 
account of prudential financial management by the close of the 1990s, and 
currently hover around 10%. Such high and volatile interest rates may add 
substantial premiums to equity returns. Thus, for most investors, a return 
above the risk free rate is crucial to induce them to invest in stocks. 
Additionally, African markets, like their counterparts in other emerging market 
economies, may have other forms of risk which are not priced (political risk and 
economic policy risk). Tunisia and Kenya, and indeed all countries in our 
sample (except probably South Africa), are primary commodity exporting 
countries. Tunisia is noted for chemicals and crude oil; Kenya for coffee and 
vegetables. Dominated by primary commodities, vagaries in world market 
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conditions make it difficult to maintain stable macroeconomic environments. 
These might add substantial premiums to equity returns. Finally and most 
importantly, we could argue that low liquidity, which is a key feature of African 
stock markets, plays a major role in explaining the risk premiums, because 
investors in general prefer to have their assets in forms that take less time and 
money to realize. Thus the existence of risk premiums in Tunisia and Kenya 
could serve the dual purpose of either attracting investors or deterring foreigners 
from venturing into these markets. 
The magnitude of the risk premium is also important. Whereas the risk 
premium is negative for Egypt and Morocco, it is positive for South Africa and 
Nigeria. However, the relationship between mean returns and own variance or 
standard deviation is insignificant. These results may suggest that investors in 
these markets consider some other risk measure to be more important than the 
variance (conditional standard deviation) of portfolio returns. 
The variety of results is not surprising since the literature is replete with mixed 
results (see Glosten et al, 1993). This means that each market must be analysed 
using its own model specification, which is consistent with its underlying return 
generation process. Hence, the inclusion of the conditional variance (standard 
deviation) in the mean equation has enabled us to identify those markets where 
conditional volatility impacts upon the return generation process. 
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3.4.3. Asymmetry in African Stock Returns 
Next, we examine the question of asymmetry in volatility. The notion of 
asymmetry has its origins in the work of Black (1976), French et al (1987), 
Nelson (1991) and Schwert (1990). It has been argued that a negative shock to 
a financial time series is likely to cause volatility to rise by more than a positive 
shock of the same magnitude. In the case of equity returns, such asymmetries 
are typically attributed to leverage effects, whereby a fall in the value of a 
firm's stock causes the debt-to-equity ratio to rise. This leads shareholders, who 
bear the residual risk of the firm, to perceive their future cash flow stream as 
being relatively more risky. They parameter captures this in the EGARCH-M 
and GJR-GARCH models, hence for the leverage effect of y>0 and significant. 
From Table 3.4, y is significantly positive for Kenya, Morocco, South Africa and 
Nigeria. However the different specifications differ with respect to the sign and 
magnitude of the asymmetry term. These results could imply different reactions 
of investors to new information, possibly on account of frictions, such as 
transactions cost and/or the existence of taxes that may impact on the ease 
with which information is reflected in prices. The findings are also consistent 
with the existence of a leverage effect in these markets, i. e., investors may 
overreact (underreact) to bad news and underreact (overreact) to good news. 
There are no significant asymmetric effects in Egypt and Tunisia. 
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3.4.4. Long-Memory in African Stock Returns 
We examine the long-memory properties of African stock returns by fitting a 
FIGARCH process to each series. If asset returns display long-memory, or long- 
term dependence, they exhibit significant autocorrelation between observations 
widely separated in time. Since the series realisations are not independent over 
time, realisations from the remote past can help predict future returns, giving 
rise to the possibility of consistent speculative profits. The presence of long- 
memory in asset returns provides further evidence that contradicts the weak 
form market efficiency hypothesis, which states that, conditioning on historical 
returns, future asset returns are unpredictable. The estimates of the fractional 
differencing parameter are shown in Table 3.6. The FIGARCH estimates 
indicate the presence of long-memory in some of the return series. 
Table 3.6: Fractional Differencing Parameter (d) for Daily Stock Returns 
Egypt Kenya Morocco Nigeria South Africa Tunisia 
d -0.0138(-0.37) 0.1331***(8.634) 0.1432***(5.259) 0.2742***(15.43) 0.017(0.545) 0.119***(3.91) 
As Table 3.6 reports, there is evidence that African stock returns exhibit 
fractional dynamics with long-memory features. The fractional differencing 
parameters are similar in value for Tunisia, Morocco and Kenya (d is estimated 
to be 0.1 in these countries), and about 0.3 for Nigeria. 
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The long-memory parameter is highly significant for these countries'. Their 
returns series are not 1(0) processes, which would exhibit a rapid exponential 
decay. However, the series are clearly covariance stationary as the d estimates 
lie below the 0.5 threshold of stationarity. In contrast, the d parameter is 
insignificant for Egypt and South Africa. Additionally, whereas it is positive for 
South Africa, the parameter is negative for Egypt. We could conclude from 
these results that stock returns in these two countries do not follow a long- 
memory process. 
3.4.5. Model Selection 
In order to select the preferred model among the estimated models in Table 3.4, 
we relied on both information criteria and the value of the likelihood function. 
We chose the preferred LARCH model to minimize the value of the AIC and 
SBC. However, where these two criteria gave contradictory results, we chose the 
model with the highest log-likelihood. Using this criterion, we settled on the 
following models: GJR-GARCH-M is preferred for South Africa and Tunisia; 
EGARCH-M is preferred for Nigeria, Egypt and Kenya; in Morocco, GARCH is 
the preferred model. The conditional variance graphs for the best in-sample 
models are presented in Figure 3.3. Figure 3.4 also presents the estimated News 
Impact Curves (NIC) based on the GJR-GARCH-M and EGARCH-M models 
where the asymmetry term was found to be significant. 
S We checked model adequacy and, similar to the models in Table 3.4, the LBQZ (20) statistics 
suggest the FIGARCH model adequately captures the autocorrelations in the conditional 
variance. 
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Figure 3.3 provides plots of the estimated daily conditional variance series. We 
observe the spike in late 1990s for South Africa. Also note the series of spikes in 
Nigeria (2000,2004 and 2006), Kenya (2003) and Morocco (2000,2006), which 
may be due to disturbances in these markets. The plots indicate that the 
volatility series can deviate from its long-term mean for long periods of time. 
The presence of both conditional and unconditional skewness in financial market 
returns, especially stock returns, can also shed important light on the behaviour 
of stock returns, since unmodelled skewness may affect inference on other 
parameters in the model, and hence misleading conclusions may be drawn. Also, 
data generating processes that accurately describe the return process are 
required in option pricing and risk management. As can be seen from our 
estimates in Table 4.4, we utilised the student t-distribution' to account for the 
fat tails observed in Table 4.1. We find that African equity returns are far from 
normally distributed, but instead display very significant leptokurtosis. 
3.4.6. Robustness Checks 
We analysed the robustness of our results to ensure model adequacy. The 
Ljung-Box statistics on the standardized residuals and the standardized squared 
residuals of the estimated GARCH models in Table 3.4 find that there is no 
evidence of serial correlation. Furthermore, the ARCH(10) tests indicate that 
6 For purposes of comparison with the t-distribution, ML estimations were also carried out by 
assuming a GED, as suggested by Nelson (1991). The general picture is that the t-distribution 
does well in terms of asymptotic efficiency and model convergence. 
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there is no evidence of conditional heteroscedasticity in the residuals. Thus we 
find that our models have successfully taken care of the nonlinear dependence 
and that there is no significant autocorrelation among the squared residuals. 
This implies that the fitted volatility models are adequate. 
3.5. Does Anything Beat the RW? 
The parameter estimates in the previous section show that any realistic process 
for stock returns must allow for high degrees of dependence in the series of 
conditional variances and, to some extent, in the series of conditional means. 
Any intertemporal dependence is valuable information for forecasting purposes. 
In this section, forecasts of return variances are calculated and their accuracies 
are compared to a benchmark model (RW). 
Indeed, some econometricians would argue that the statistical adequacy of a 
model, in terms of its violations of the classical linear regression assumptions or 
whether it contains insignificant parameters, is largely irrelevant if the model 
produces accurate forecasts. We are interested in knowing whether the fitted 
volatility models forecast sufficiently better than the simple random walk. 
Forecasts of the returns are useful for several reasons: (1) the predictive 
capabilities of GARCH models constitute further evidence as to their overall 
usefulness as practical models of stock returns and also about their relative 
merits as such; (2) since risk is inherently related to volatility, expected future 
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volatility is a major factor in the pricing of securities. Good forecasts of 
volatility can be used to investigate any relation between current prices and 
expected risk. For example, the future variance is an explicit argument in the 
popular Black-Scholes option-pricing model. The results of the superior 
predictive ability (SPA) tests are presented in Table 3.7. We estimated the 
models in Table 3.4 and left the last 30 observations (one month) in each 
country for out-of-sample forecasts. Two sets of p-values are reported. The SPA 
p-values are reported in the last rows for three sets of regression-based forecasts 
that are compared to a random walk forecast. These are divided into upper 
(SPA), lower (SPA, ) and consistent (SPAc), with the SPAc in bold font. The 
"p-values" reported in the third columns are for the pairwise comparisons of 
"best" and "largest t-statistic" forecasts with the benchmark. These p-values 
(unlike the SPA p-values) do not account for the entire universe of forecasts. 
The models are evaluated by the mean squared error (MSE) criterion with 
10000 bootstrap replications. The `most significant' model in Table 3.7 is the 
model that had the most significant performance relative to the benchmark in 
the sample being analyzed. 
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Table 3.7: Tests for Superior Predictive Ability (SPA) 
EGYPT Kenya Morocco 
11/22/2005 to 1/02/2006 8/28/2006 to 10/09/2006 11/14/2006 to 12/29/2006 
Model Loss p-value Model Loss p-value Model Loss p-value 
Benchmark RWE' 1.364 RAN' 1.256 RNA' 1.245 
Most significant EGARCH 1.382 0.654 EGARCH 1.201 0.044 GJR 1.240 0.432 
Best performing GJR 1.379 0.659 GJR 1.142 0.094 GJR 1.240 0.432 
Median EGARCH 1.382 0.654 EGARCH 1.201 0.044 GARCH 1.242 0.448 
Worst GARCH 1.384 0.655 GARCH 1.261 0.966 EGARCH 1.246 0.531 
SPA p-values SPA, SPA,. SPA SPA, SPA, SPA,. SPA, SPA, SPA 
0.532 0.671 0.671 0.056 0.056 0.056 0.489 0.498 0.498 
Nigeria South Africa Tunisia 
11/18/2006 to 12/29/2006 5/17/2006 to 6/30/2006 11/17/2006 to 12/29/2006 
Model Loss p-value Model Loss p-value Model Loss p-value 
Benchmark RAI' 1.532 RNA' 0.764 R«' 0.091 
Most significant GARCH 1.462 0.035 EGARCH 0.724 0.291 GJR 0.091 0.435 
Best performing GARCH 1.462 0.035 GJR 0.721 0.294 GJR. 0.091 0.435 
Median GJR 1.483 0.085 GARCH 0.724 0.291 EGARCH 0.116 0.847 
Worst EGARCH 1.483 0.087 EGARCH 0.724 0.291 GARCH 0.117 0.863 
SPA p-values SPA, SPA, SPA. SPA, SPA, SPA. SPA, SPA, SPA. 
0.057 0.057 0.057 0.294 0.293 0.294 0.435 0.608 0.608 
Notes: the number of competing models=4. The sample size is 30, equivalent to a month 
forecast. The loss func tion is the mean squared error (VISE) and the number of bootstrap 
resamples is 10000. 
Next are the models with performance that corresponded to the 75% (best), 
50% (median) and 0% (worst) quantile of model performances. This provides 
information about the population of model performances in the sample being 
analyzed. A low p-value (less than 0.05 say) informs us that the random walk 
model is inferior to one or more of the competing GARCH models. 
In Table 3.7, the SPAS p-values for Egypt, Morocco, South Africa and Tunisia 
are 0.671,0.498,0.293 and 0.6084 respectively. There is thus no statistical 
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evidence that any of the volatility based models in these countries (or the 
average of them) is better than the random walk forecast. The discrepancy 
between the upper and lower SPA p-values (Egypt, Morocco and Tunisia) 
suggests that some of the alternative models produce poorer forecasts than the 
benchmark. For instance, a close inspection verifies that GARCH (Egypt, 
Tunisia and Kenya) and EGARCH-M (Morocco) have a performance that is 
substantially worse than the RW. 
Furthermore, where the three sets of p-values give similar results, we can 
conclude that the benchmark is inferior. For instance, the results from Table 3.7 
produce SPA, p-values of 0.057 (Nigeria) and 0.056 (Kenya), which suggests 
that the benchmark is outperformed by the volatility based models in these 
countries. For each of the test statistics we notice that the p-values are quite 
similar, and almost at the 5% level of significance. This is not unusual because 
the worst forecast is only slightly worse than the benchmark. 
Summarising our forecasts, we are able to establish that, with the exception of 
Nigeria, where the standard GARCH performs better than other models, the 
GJR-GARCH-M provides the best out of sample performance based on the SPA 
test. Also, we are able to establish that the simple random walk model is not 
necessarily beaten by any of the GARCH models in 4 out of 6 cases. 
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3.6. Discussions and Conclusions 
This chapter has analysed the behaviour of stock prices in six African markets- 
Egypt, Kenya, Morocco, Nigeria, South Africa and Tunisia, applying different 
econometric approaches to study the first two moments-the mean and the 
variance of returns. We have modelled stock market efficiency, the relationship 
between risk and return, and volatility and produced out-of-sample forecasts 
using the superior predictive ability test. Our analysis leads to some quite 
interesting results. Weak form efficiency is rejected for all markets. This is not 
particularly surprising for, with the exception of South Africa, the stock market 
forms a minute part of the entire economy in African countries. Low 
capitalisation and turnover, coupled with inefficient information disclosure, 
ensure that stock prices do not play their role as signals for the efficient 
allocation of resources. 
Raising liquidity and performance is critical for wealth creation and hence 
economic growth. This requires more listing of indigenous enterprises through 
lowering the present stringent listing requirements in most of the exchanges to 
enable more local business to access capital. In most cases, investors are 
unaware of the existence of the stock market, and this requires massive 
education to raise awareness. Also, dual listing of stocks and policy coordination 
within the ambit of the Association of African Stock Exchanges should be 
encouraged. Integration holds the key to boosting the performance of the small 
illiquid markets while at the same time diversifying risk. 
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Improving the efficiency of Africa's markets will depend to a large extent on the 
diversity of investment instruments in these markets. With the exception of 
South Africa, where the market is well diversified, only equities or bonds are 
traded in the other markets. Introducing products such as mutual funds, 
investment funds and unit trusts alongside the traditional bonds and common 
stock could give investors a wider range of options and encourage the culture of 
saving. 
Institutional reform is essential. Those who invest significant amounts of money 
want daily updates of earnings and prospects of companies, since timeliness of 
information is as important as information itself. Proper disclosure and 
timeliness is essential for price discovery and hence efficiency. Strengthening 
the legal system, especially regarding securities trading, and strengthening the 
capacity of regulatory bodies to function properly are the sine qua non for 
Africa's nascent markets to catch up their emerging counterparts. 
Our findings in this chapter, however, indicate that African markets share some 
characteristics with their counterparts in developed and emerging markets. In 
Kenya and Tunisia, higher risk, proxied by the conditional standard deviation, 
leads to higher returns. The small size of these markets compared to South 
Africa, Egypt and Nigeria suggests that the risks of holding assets in these 
economies could be higher. Thus investors would demand returns over and 
above the risk free rate to invest in these markets. Our evidence implies that 
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these markets provide returns that compensate investors for time-varying risk 
premia. Further, we showed that negative news causes volatility to rise by more 
than positive news of the same magnitude. 
Finally, the results presented in this chapter would be useful for stock market 
regulators and policy makers to implement policies that would strengthen the 
institutional environment in which the markets operate and to improve the 
efficiency of these markets. 
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Chapter Four 
Calendar Effects in African Stock Markets 
`I have personally tried to invest money, my client's money and my own, in 
every single anomaly and predictive device that academics have dreamed up. ... I 
have attempted to exploit the so-called year-end anomalies and a whole variety of 
strategies supposedly documented by academic research. And I have yet to make 
a nickel on any of these supposed market inefficiencies ... a true market 
inefficiency ought to be an exploitable opportunity. If there's nothing investors 
can exploit in a systematic way, time in and time out, then it's very hard to say 
that information is not being properly incorporated into stock prices'. Burton 
(2003) 
4.0. Introduction 
A growing number of studies suggest that betas of common stocks do not 
adequately explain cross sectional differences in stock returns. Instead, a 
number of ad hoc variables, such as firm size, ratios of book to market, and 
earnings/price ratios that have no basis in extant theoretical models, seem to 
have significant predictive ability. Also, stock returns have been found to be 
systematically higher or lower depending on the time of the day, day of the 
week, or month of the year. This chapter focuses on calendar effects. Calendar 
effects may loosely be defined as the tendency of financial asst returns to 
display systematic patterns at certain times of the day, week, month, or year. 
One example is the day-of-the-week effect, which results in average returns 
being significantly higher on some days of the week than others. Studies by 
French (1980), Gibbons and Hess (1981) and Keim and Stambaugh (1984), for 
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example, have found that the average market close-to-close return in the US is 
significantly negative on Monday and significantly positive on Friday. By 
contrast, Jaffe and Westerfield (1985) found that the lowest mein returns for 
the Japanese and Australian markets occur on Tuesday. 
Another important anomaly is the month of the year effect, where stock returns 
are found to be higher in the month of January, especially in the first few 
trading days of the month (see Roseff and Kinney, 1976, Kim, 1983, and 
Gultekin and Gultekin, 1983). There has also been ample evidence that 
indicates that stock returns tend to be higher on days preceding a public 
holiday (see Ariel, 1990, Kim-and Park, 1994, and Vergin and McGinnis, 1999), 
the so-called pre-holiday effect. 
Calendar effects present a seeming paradox in empirical finance: their existence 
casts doubt on the validity of asset pricing models and, hence, challenges the 
belief in stock market efficiency. For instance, investors could buy stocks on 
days (months) with abnormally low returns, and sell on days (months) with 
abnormally high returns. Further, if the pre-holiday effect holds, it is possible to 
devise trading strategies that would yield returns over and above a buy and 
hold. These would be inconsistent with the ENIH. 
However, after nearly four or so decades of research, seasonal patterns in stock 
returns have failed to yield consistent returns over and above buy and hold 
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strategies. As French (1980), Board and Sutcliffe (1988), Draper and Paudyal 
(1997), Brooks and Persand (2001) and Mills and Coutts (1995) argue, any 
"trading rules" derived from the expectations of anomalies will be more than 
offset by the 'round trip' transaction costs and illiquidity. Thus small calendar 
specific anomalies need not violate no-arbitrage conditions. Further, it has been 
argued that, even if there are no calendar specific effects, an extensive search 
(mining) over a large number of possible seasonalities is likely to yield 
something that appears to be an "anomaly" by pure chance (see Lo and 
MacKinlay, 1990, Sullivan et al, 1999, and Burton, 2003). Finally, the apparent 
differences in returns on different days of the week (months of the year) may be 
attributed to time-varying stock market risk premiums (Brooks 2002). Thus, if 
any of these calendar anomalies are present in the data but ignored by the 
model building process, the result is likely to be a risspecified model. 
This area of academic and practitioner research in financial economics has 
generated the most excitement and attracted the most attention, yet there have 
been few studies on African stock markets'. 
Previous studies of stock market anomalies may, in general, be divided into four 
groups based on the methodology employed. The first group of studies calculate 
Coutts and Sheikh (2002) investigate the All Gold Index of South Africa and found no 
evidence of seasonality. Classens et al (1995) find significant returns in March and June for 
Nigeria but no seasonality in Zimbabwe. 
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return means and variances for each day (month) of the week (year) and 
estimate a simple OLS regression with dummies, using standard t or F tests or 
ANOVA to check the significance and equality of mean returns, without paying 
attention to the time series properties of the sample data (see Cross, 1973, 
French, 1980, Gibbons and Hess, 1981, etc, for evidence). The second group of 
studies also report mean daily (monthly) returns based on OLS regressions: 
however, hypothesis tests are carried out using t- and X2_ statistics calculated 
using heteroscedasticity-consistent standard errors. This group does not, 
however, examine the distributional properties of the data used (see Chang et 
al, 1992). In the third group, normality of returns is tested by means of the 
Kolmogorov-Smirnov D statistic. If the returns are found to be normally 
distributed, then t and F-tests or ANOVA are employed. Otherwise, 
nonparametric test are used to tests the existence of anomalies. The last group 
of studies start by reporting descriptive statistics of the distributional properties 
of the return series. If these statistics indicate that the series are highly 
leptokurtic relative to a normal distribution, the outcome provides a 
justification for the use of GARCH models to investigate the presence of 
anomalies. 
This chapter extends the work of the fourth group. The novelty of this chapter 
rests on the following: (a) we test for the existence of three calendar anomalies 
in African indices-day-of-the-week, month of the year and pre-holiday effects. 
African markets have a variety of institutional features that differentiate them 
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from one another and from the markets in industrial and other emerging 
economies. The search for seasonality or other anomalies in the returns of 
African markets can provide important information on the role of institutional 
features on return behaviour. This information may help stock exchange and 
regulatory authorities when they make policy decisions; (b) the chapter explicitly 
accounts for market risk and conditional heteroscedasticity in day-of-the-week 
effects. This enables us to explain whether day-of-the-week effects are 
attributable to certain risk factors or whether they are just a consequence of 
data mining; (c) the question of whether trading rules can yield profits over buy 
and hold by exploiting seasonal patterns. 
Our results from using OLS regressions indicate that daily mean returns on 
Fridays are significantly higher for Nigeria and Zimbabwe. The NSE All Share 
Index returns on Fridays are 0.112%, while the ZSE Industrial Index are 0.18%. 
On an annualized basis, these translate to 1.34% and 2.16% for Nigeria and 
Zimbabwe respectively. After accounting for conditional heteroscedasticity, 
Friday returns fall to 0.067% and are higher than other days of the week for 
Nigeria. A recurring theme in our results, however, is the fact that Friday 
returns are not significantly higher than other days of the week in markets like 
South Africa and Tunisia. Even in Nigeria, the estimated Friday returns exceed 
other days only marginally, and the magnitude of the Friday coefficient 
diminishes when we account for various possible misspecifications. With regards 
to Kenya, Morocco and Egypt and, to some extent, Tunisia, we fail to 
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document any statistically significant daily patterns in returns. By allowing risk 
to vary across days of the week, we find more evidence of seasonality in mean 
than in the conditional variance for South Africa. We find that in the 
Johannesburg market average risk levels vary from a low of 0.38% on Monday 
to a high of 0.52% on Thursday. Also, the responsiveness of the Johannesburg 
exchange movements to changes in the value of the general world stock market 
is considerably lower on Monday than on other days of the week. 
The month of the year effect is more pronounced in mean than in variance for 
Nigeria and Zimbabwe. In Egypt, only January returns are significant. With the 
exception of South Africa, where pre-holiday effects are estimated to be 0.3%, 
there are no pre-holiday effects in the other markets. 
The evidence presented in this chapter represents the first attempt at modelling 
seasonality in African markets. This leaves important areas where future 
research is warranted. First, is the January effect a consequence of the size 
effect? This requires data on different portfolios in the markets to arrive at a 
definite conclusion. This data is not available to us during the sample period 
and thus provides an avenue for future work. Second, do the seasonal patterns 
uncovered in our study yield returns over and above buy and hold? An answer 
to this question would require an idea of transactions costs in African markets. 
Bid-ask-spread and mutual fund spread data are generally icon-existent for our 
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sample, and this provides yet another avenue where future research could spring 
from. 
The rest of the chapter is organised as follows: section 4.1 outlines the 
methodology. We specify the general OLS approach of investigating anomalies 
by including dummy variables in the test equation to test for the statistical 
significance or otherwise of the coefficients. As a point of departure from 
previous literature, we incorporate market risk and also account for conditional 
heteroscedasticity in returns. In section 4.2, we present the results of the day-of- 
the-week effect. Section 4.3 examines the monthly anomaly while the 
penultimate section, 4.4, analyses the presence or otherwise of the pre-holiday 
effect in African stock returns. 
4.1. Investigating Seasonal Patterns in Stock Returns 
4.1.1. Day of the Week Effect 
The stock indices used in this section are daily close-to-close returns for all 
weekdays (Monday to Friday) for the following countries: Egypt (CASE 30), 
Kenya (NSE20), Tunisia (TUNINDEX), Morocco (NIASI), Zimbabwe (ZSE 
Industrials), South Africa (FTSE/JSE) and Nigeria (NSE All Share)'. The 
FTSE All World Price Index is included as a proxy for the market portfolio. For 
2 For a detailed description of the composition of the indices, see Chapter 4, section 4.3. The sample for Egypt, Kenya, 
Morocco and South Africa is from 03/04/2001 to 03/04/2006. Nigeria 6/30/1995 to 6/30/2006; Tunisia 1/02/1998 to 
6/30/2006 and Zimbabwe 1/01/1996 to 3/01/2001. The sample for the FTSE All World Index is defined according to 
the individual country samples. 
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each index, a series of daily (monthly) continuously compounded log returns is 
calculated as 
Rt =1og 
(PL, ) * 100 (4.1) 
The standard methodology employed in investigating seasonality in daily 
returns entails estimating an OLS regression with dummies to capture day-of- 
the-week effects: 
bn 
Rt=1XD; t+Ew3Rt_; +ct 
j=1 i=l 
(4.2) 
Rt is the continuously compounded index return on day t. The autoregressive 
terms account for statistically significant but economically minor 
autocorrelation and correct for possible effects of non-synchronous trading. D1 
are dummy variables such that Dlt =1 if day t is Monday and zero otherwise; 
D2 =1 if day t is Tuesday and zero otherwise, and so forth. 
Previous evidence examined the day of the week anomaly in various markets in 
the context of equation (4.2) using standard t and F-tests without paying 
attention to the time series properties of the data. For instance, the error in the 
model may be autocorrelated, thus resulting in misleading inferences. Also the 
error variances may not be constant over time, resulting in inefficient estimates 
if there is a time- varying variance. The AR(p) specification resolves the first 
drawback , while the second drawback of 
(4.2) is resolved by snaking the 
variance time varying and fitting a GARCH (1,1) process with dummies. This 
also allows us to explore anomalies in the conditional variance of asset returns 
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The coefficients A.; (ý, ) show the difference in mean (volatility) from Monday to 
Friday after correcting for autocorrelation and heteroscedasticity. Under the 
null hypothesis of no day of the week effect in returns and volatility, 0, and 
X :, Vi should be zero. However, adjusting only raw returns from the overall 
sample may result in misleading inferences since market adjusted returns may 
avoid the day-of-the-week effect. Further, (4.2) ignores risk factors that may be 
significant in explaining anomalies. Emerging markets may have unique risk 
factors that could induce variations in intra day returns. For instance, there is 
the possibility that the market can be more or less risky on certain days. Hence 
low (high) significant returns in (4.2) might be explained by low (high) risk (see 
Brooks and Persand, 2001). We address this issue by testing for seasonality 
using the empirical market model. The FTSE All World Price Index is used as a 
proxy for risk. The market model is given as 
5n 
Rit = ai + iliRAMPP +Z XkDkiti + yjRt-i + Fit (4.4) 
k=2 i=1 
where all terminology is as for (4.2) and, in addition, RMP, is the return on the 
market portfolio, given by the return on the FTSE All World Price Index. D; tk 
represent seasonal dummies. If these dummies are insignificant, where they were 
previously significant for equation (4.2), we can say that the day-of-the-week 
effect is captured by the risk-return trade-off. If, on the other hand, they are 
significant, then we must look beyond the market risk for explanations. Given 
this intuition, equation (4.3) could be written alternatively 
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5 
ht=co; +OIRAMPt+ast_12+Rht-1+1: it (4.5) k=2 
However, equations (4.4) and (4.5) treat risk-return relationships in mean and 
volatility as constant over all days of the week. We allow risk to vary across 
days of the week using interactive dummies. Seasonal dummies are multiplied 
by the return on the FTSE All World Price Index to determine whether risk 
increases (decreases) on the day of high (low) returns (volatility) 
Ri, = as +I ll, kDkit +L pik 
[DkitRAIPt +W jRt-i + cit (4.6) 
k=2 k=2 i=1 
and the conditional variance equation becomes 
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k=2 k=2 
Equation (4.7) allows seasonality in the conditional variance given that O, 
accounts for seasonality in the conditional variance that can be attributed to 
the world portfolio. 
4.1.2. The Pre-Holiday Effect 
The pre-holiday effect postulates that returns observed on days preceding a 
public holiday day are, on average, higher than returns on other trading days 
(see Ariel, 1990). The pre-holiday effect is tested via the following regression 
Rt = 4, H,, +42H2, +£t (4.8) 
where 41 and 42 are the mean returns for days prior to holidays and all other 
days respectively. Hit is a dummy that takes the value of unity at all times 
other than days immediately preceding a public holiday. Het , on the other hand, 
takes the value of one before a public holiday and zero at all other tunes. The 
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null hypothesis that mean pre-holiday returns are equal to the mean for other 
days is 
Ho : ýl = ý2 against Hl : 41 4z (4.9) 
4.1.3. January and Month of the Year Effect 
The January effect is investigated by estimating 
Rt = a1Mlt +a21v12t+,..., +a12M12t +st (4.10) 
where Rt is defined as equation (4.2); Mlt =1 if month t is January and zero 
otherwise. M2t =1 if month t is February and zero otherwise and so on. The 
OLS coefficients Cr, to a12 are the mean returns for January through December 
respectively. The presence of monthly seasonality implies the hypothesis test 
Ho : al = a2,..., a12 =0 against Hl: al az,..., a12 0 (4.11) 
If the null hypothesis is rejected, then stock returns must exhibit some form of 
monthly seasonality. Lastly, from (4.3) we extend monthly seasonality to the 
conditional variance as 
iz 
ht =w+ act_12 + ßhc_1 +L ýýM, t (4.12) 
=z 
where Mit represents monthly dummies. 
4.2. Day-of-the-Week Seasonality in African Stock Returns 
In line with the theory of efficient markets, we expect the distributional 
assumptions regarding returns to be identical for all days of the week. This 
hypothesis is checked for each country by examining the equality of the 
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coefficients of (4.2) - from Monday through Friday. We present estimates of 
equation (4.2) in Table 4.1. 
From Table 4.1, the equality of the means is rejected only for Nigeria and 
Zimbabwe (p-values of F-test below 0.05). The finding that average daily 
returns on Friday are higher than other days of the week is only confirmed for 
Nigeria and Zimbabwe. The NSE All Share index records 0.111G% returns on 
Fridays, while returns on other days of the week are insignificant. 
Table 4.1A: Day-of-the-Week Effects 
Egypt' Kenya Morocco Nigeria South Africa Tunisia Zimbabwe 
Monday 0.00046 0.00014 0.0005 0.00048 0.00109* 0.00041 0.0003 
(0.8776) (0.2152) (1.0573) (1.3740) (2.2898) (1.8034) (0.4512) 
Tuesday -0.0004 0.00147 -0.00045 0.00022 -0.0007 -0.0005 0.00082 
(-0.6577) (1.4771) (-0.789) (0.5709) (-1.1318) (-1.976) (0.7066) 
Wednesday 0.0005 0.00091 0.0002 0.00035 -0.0009 -0.00017 0.0011 
(0.7301) (0.9977) (0.3087) (0.8211) (-1.3232) (-0.5932) (0.9742) 
Thursday 0.0009 -0.0004 0.00004 0.00034 -0.0005 
0.00026 0.00132 
(1.2775) (-0.5003) (0.0624) (0.7919) (-0.7455) (0.8721) (1.0963) 
Friday 0.00106 0.00043 0.00028 0.001116** -0.00067 -0.00006 0.0018* 
(1.5459) (0.4758) (0.4687) (3.0262) (-1.0844) (-0.2466) (2.0242) 
ARCH(5) 131.40 107.42 9.9225 74.418 126.01 21.340 80.18 
[0.000] [0.000] [0.000] [0.000] [0.000] [0.000] [0.000] 
F-statistic 1.9587 1.2764 0.1499 5.7438** 1.086 0.0204 80.81** 
[0.1617] [0.277] [0.698] [0.016] [0.297] [0.886] [0.000] 
AIC -5.2971 -6.2182 -7.0771 -6.8957 -6.0503 -7.9548 -54173 
SBC -5.2800 -6.1983 -7.0507 -6.8839 -6.0383 -7.857 -5.3943 
3 All markets except Egypt trade from Monday to Friday. The trading days for Egypt are Sunday to Thursday. 
Thursday in our results for Egypt implies Friday, since that's the end of the trading week in Egypt. The AR 
parameters significant at various lags for all countries but not reported to save space. 
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Table 4.1B: BDS test (Asymptotic/Bootstrap) 
Dimension Egypt Kenya Morocco Nigeria S. Africa Tunisia Zimbabwe 
2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
3 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
4 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Notes: coefficients for equation (4.2) are given in each cell followed by t_ratios in parentheses; * and ** indicates 
significance at the 5% and 1% levels respectively. SBC and AIC are the Schwartz and Akaike criterion respectively. 
ARCH is the Lagrange Multiplier test for conditional heteroscedasticity and F-statistic test the joint significance of all 
the coefficients. Only p-values of the BDS test are reported under the null of independently and identically distributed 
(iid) residuals. 
On an annual basis, this translates to 1.339% for investors on the Nigerian stock 
market. The Friday return on the ZSE Industrials is 0.18% every week (2.16% 
annually) during the sample period. In South Africa, contrary to expectations, 
only Monday returns are significant (0.109%), and these are estimated to be 
1.31% per annum. However, a careful look at the lower panel of Table 4.1 
indicates model inadequacy. 
4.2.1. Adjusting for Conditional Heteroscedasticity 
As noted earlier, the specification of equation (4.2) assumes that the error term 
c, is normally distributed with constant variance. However, the evidence 
presented in Table 4.1 suggests otherwise, for there is evidence of conditional 
heteroscedasticity, as indicated by the ARCH LM test. Secondly, the residuals 
of the model contain some hidden structure as shown by the BDS test (all p- 
values are zero). Inferences based on Table 4.1 can therefore be misleading and 
must be interpreted with caution. Table 4.2 shows the results after accounting 
for conditional heteroscedasticity. Nigeria appears to have significant coefficients 
in both mean and variance. All the coefficients of the variance equation are 
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significant, ranging from 0.07% on Monday to -0.08% on Friday (thus Monday's 
coefficient is not necessarily smaller than other days of the week). Mean daily 
returns on Friday are, however, higher than other days of the week (e. g., 
0.067% on Friday, compared to 0.05% and 0.047% on Wednesday and Tuesday 
respectively). 
Table 4.2A: Day-of-the-Week Seasonality in Return and Volatility 
Egypt Kenya Morocco Nigeria South Africa Tunisia Zimbabwe 
MEAN EQUATION 
Mon 0.0008 -0.0009 0.0003 -0.0004 0.0014** 0.0009 0.0045 
(0.0226) (-0.329) (1.555) (-1.06) (4.297) (0.610) (1.0623) 
Tue -0.0001 0.0017 0.00018 0.00047* -0.0009 -0.0004* 0.0093 
(-0.279) (0.513) (0.5331) (2.289) (-1.996) (-2.199) (1.583) 
Wed -0.0003 0.0004 0.0002 0.0005* -0.0014* -0.00013 0.0009 
(-0.583) (1.283) (0.585) (2.319) (-2.223) (-0.659) (1.661) 
Thu 0.0007 -0.0003 0.00039 0.0006* -0.0004 0.00006 0.0006 
(1.495) (-0.878) (1.0962) (2.994) (-0.858) (0.3432) (1.063) 
Fri -0.0002 0.00067 0.00041 0.00067** -0.0009* 0.0002 0.003* 
(-0.474) (1.9231) (1.2915) (3.1345) (-2.071) (1.172) (2.36) 
F-stat 0.6967 0.8586 3.2613** 12.225** 2.6811 0.0625 0.83** 
[0.4039] [0.3543] [0.0071] [0.005] [0.1017] [0.802] [0.0039] 
VARIANCE EQUATION 
Mon -0.0004 0.0004 0.0005 0.0007** 0.0018 0.0002 0.0023 
(-0.076) (0.2985) (1.656) (24.35) (0.298) (1.5318) (0.836) 
Tue 0.0003 0.00002 0.0012 -0.0001** 0.000014 -0.0007 0.0002 
(0.3932) (1.0442) (0.2127) (-13.81) (1.2959) (-0.3073) (1.4018) 
Wed 0.0011 -0.0008 -0.0005 -0.0007** -0.0006 -0.0004 -0.0017 
(1.0216) (-0.5397) (-1.333) (-9.383) (-0.6609) (-0.2328) (-0.363) 
Thu -0.0003 0.0007 -0.0003 -0.0009** 0.0003 0.0007 0.0001 
(-0.385) (1.788) (-0.0815) (-16.21) (0.359) (0.0419) (1.3008) 
Fri 0.0004 -0.004 -0.0003 -0.0008** -0.0001 -0.0017 -0.0009 
(0.4211) (-0.182) (-0.618) (-24.078) (-0.9902) (-0.7914) (-0.157) 
F-stat 0.0971 2.0959 0.0596 100.29** 98.528** 0.1479 1.704 
[0.7553] [0.1479] [0.8072] [0.000] [0.000] [0.705] (0.191). 
AIC -6.13279 -7.2990 -7.6592 7.4215 -6.3892 -8.3197 6.0884 
SBC -6.1099 -7.2354 -7.5977 -7.3904 -6.3579 -8.2836 -6.0370 
LL 10766.86 4764.01 4410.40 10657.5 9177.06 9223.9 4773.01 
ARCH(S) 2.5449 0.0386 0.2565 1.3398 1.5365 0.21238 0.8452 
[0.0262] [0.9991] (0.9320] [0.2443] [0.1750] [0.957] [0.5175] 
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Table 4.2B: BDS Test (Asymptotic/Bootstrap) on the Standardized Residuals 
Dimensio Egypt Kenya Morocco Nigeria S. Africa Tunisia Zimbabwe 
2 0 001 0000 0.6257 0.608 0 414 0.426 0.058 0.080 0 161 0.184 0.227 0.242 0.158 0.720 
3 0.000 0.000 0.387 0 364 0 687 0 756 0.200 0.210 0.398 0 424 0.384 0.358 0.135 0.147 
4 0.000 0000 0.399 0 398 0 840 0.788 0.223 0.230 0.783 0.816 0.479 0.320 0.448 0.426 
Notes: results from equations (4.2) and (4.3). LL is the log likelikehood function. 
In South Africa, the mean equation. reports significant results from 0.14% on 
Monday to -0.009% on Friday. Only Friday returns are significant in the mean 
equation for Zimbabwe (0.25%). The hypothesis of equal coefficients in variance 
cannot be rejected for Nigeria and South Africa. Likewise, in the mean equation, 
the hypothesis is not rejected for Morocco, Zimbabwe and Nigeria. However, in 
all these cases, we do not find that returns on Monday are significantly lower 
than on other days of the week (for instance, Friday returns are significantly 
higher for both Nigeria and Zimbabwe, but Monday returns are not significant 
in the mean equation). Apart from significant (negative) Tuesday returns for 
Tunisia, we do not find any evidence of significant coefficients in either mean or 
variance for Egypt, Kenya and Morocco4. Furthermore, where significant returns 
occur, they appear to be very small. 
4.2.2. Day of the Weak and Market Returns 
So far we have taken, as given, the impact of risk factors on market returns. 
Yet there is the possibility that the market can be more or less risky on certain 
° The ARCH test and BDS show that for Egypt, the standardised residuals are not lid. GARCH 
successfully models volatility clustering in all countries except Egypt (p-values greater than 0.0.5 
in all cases). We will exclude Egypt, Kenya, Tunisia and Morocco from subsequent analysis of 
day-of- -the-week effects since no such findings were uncovered. 
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days. Hence low (high) significant returns in (4.2) might be explained by low 
(high) risk. Also, adjusting only raw returns may lead to misleading inference 
since market adjusted returns may avoid the day-of-the-week effect in Tables 
4.1 and 4.2. The estimates after adjusting for market returns are shown in Table 
4.3. 
Table 4.3A: Day of the Week in Return and Volatility with Market Risk 
Nigeria South Africa Zimbabwe 
MEAN EQUATION 
Monday -0.00023(0.8829) 0.00133**(3.9907) 0.00043(1.0353) 
Tuesday 0.00048(1.9577) -0.0010*(-2.1036) 0.00093(1.5741) 
Wednesday 0.000503(1.7048) -0.00108*(-2.285) 0.00086(1.4482) 
Thursday 0.00063*(2.1013) -0.00053(-1.1137) 0.00061(0.9771) 
Friday 0.00085**(3.2645) -0.00107*(2.4201) 0.00127*(2.3856) 
FTA 0.0059(0.703) 0.46729**(23.561) 0.0239(1.0012) 
F-statistic 0.1928[0.661] 555.3**[0.000] 1.371[0.241] 
VARIANCE EQUATION 
Monday 0.000016**(6.4058) 0.000012*(2.2077) 0.00003(0.8444) 
Tuesday -0.000023**(5.1546) -0.000003(-0.299) 0.00014(1.3711) 
Wednesday -0.000015**(5.8139) -0.000012(1.4691) -0.00002(0.4811) 
Thursday -0.000016**(6.0990) -0.000006(-0.752) 0.000113(1.2641) 
Friday -0.000018**(7.0229) -0.00002*(-2.444) -0.000003(0.0585) 
FTA 0.000046**(5.2787) 0.00045**(4.2648) 0.00058(0.3771) 
F-statistic 67.211**[0.000] 98.34**[0.000] 0.0459[0.832] 
AIC -7.3613 -6.5331 -6.0708 
SBC -7.328 -6.5007 -6.0232 
LL 10575.8 9390.02 4769.06 
ARCH 1.1740[0.319] 1.488[0.1468] 1.0154[0.3857] 
Table 4.3B: BDS Test (Asymptotic/Bootstrap) 
Nigeria S. Africa Zimbabwe 
Dimension 
2 0.147 0.128 0.323 0.332 0.157 0.150 
3 0.1731 0.142 0.394 0.3G6 0.109 0.122 
4 0.107 0.092 0.761 0.744 0.375 0.340 
Notes; results from equations (4.3) and (4.4). FTA is proxy for market risk. LL is log likelihood. All other comments as 
Table 4.1. 
152 
tiaferdar &'7jtemafies 
The significant returns noted earlier in Tables 4.1 and 4.2 are present in Table 
4.3. Monday returns in the mean equation are higher for South Africa (0.133%) 
than on Fridays (-0.1702%). The same pattern appears in the variance equation 
(Monday 0.0012% and Friday -0.002%). These results are similar to the 
variance equation for Nigeria (Monday returns higher (0.0016%) and Friday 
returns lower (-0.0018%). Across the estimates and alternative specifications, 
Friday mean returns have been found to be significant (0.127 in Zimbabwe, - 
0.001 in South Africa and 0.0009 in Nigeria after accounting for market risk). 
Again, although we find significant daily pattern in both the first and second 
moment of returns in African markets, we fail to consistently validate the 
hypothesis that the markets report negative Monday returns and positive 
Friday returns, and hence the proposition in most markets that Friday returns 
are higher than returns on Mondays is not valid for African countries. 
With regards to market betas in both volatility and returns, we find highly 
significant results for South Africa; however, except for mean returns for South 
Africa, market betas are less than unity in absolute value for Nigeria. 
We further extend our analysis of the day-of-the-week effect by including 
interactive dummies to see how risk varies across days of the week. In terms of 
the mean equation, Monday is significant for South Africa and Nigeria after the 
inclusion of interactive dummies that allows risk to vary across days of the 
week. 
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Table 4.4A: Seasonality with Interactive Dummies and Market Risk 
Nigeria South Africa Zimbabwe 
MEAN EQUATION 
Monday -0.00021(0.6013) 0.00183**(4.765) 0.00053(1.3029) 
Tuesday 0.00052(1.6022) -0.00135*(-2.5503) 0.00084(1.4348) 
Wednesday 0.00031(0.8252) -0.00064(-1.3363) 0.00077(1.30207) 
Thursday 0.00067(1.7781) -0.00113*(-2.12569) 0.00056(0.91797) 
Friday 0.00127**(3.5752) -0.00114*(-2.5709) 0.00132*(2.4803) 
Monday beta 0.0469*(2.0569) 0.37983**(9.2353) 0.11216*(2.8425) 
Tuesday beta 0.0099(0.498) 0.47218**(9.9209) 0.06935(1.1389) 
Wednesday beta 0.0323(1.3195) 0.4863*(10.082) 0.02501(0.4554) 
Thursday beta 0.0134(0.7612) 0.5275**(12.011) 0.03954(0.7691) 
Friday beta 0.0197(0.898) 0.47272**(12.375) 0.00745(1.4914) 
F-statistic 0.155[0.629] 552.7**[0.000] 02.334*[0.0723] 
VARIANCE EQUATION 
Monday 0.00004**(8.2108) 0.000013**(2.344) 0.000012(0.4025) 
Tuesday -0.00006**(6.971) -0.000009(-0.2792) 0.00013(1.5916) 
Wednesday -0.00004**(7.739) -0.000014(-1.6311) 0.000001(0.0225) 
Thursday -0.00004**(7.7103) -0.000006(-0.7311) 0.0001(1.4046) 
Friday -0.00004**(7.781) -0.000025*(-2.525) 0.000015(0.2511) 
Monday beta 0.00041**(8.1601) 0.0005(1.8105) 0.00305(1.0177) 
Tuesday beta 0.000712**(13.301) 0.0007*(2.1587) 0.00207(0.4908) 
Wednesday beta 0.00005(1.0906) 0.00004(0.1178) 0.0053(1.3247) 
Thursday beta 0.00002(0.39266) 0.00057(1.6647) 0.00086(0.2709) 
Friday beta 0.00019*(2.925) 0.0003(0.8679) 0.0034(1.007) 
F-statistic 0.213**[0.0271] 15.765**[0.000] 0.1306[0.7178] 
AIC -7.21012 -6.53022 -6.0758 
SBC -7.16233 -6.48244 -5.9936 
LL 10365.92 9393.87 4775.3 
ARCH 0.2912[0.91802] 1.5264[0.17804] 0.8912[0.48602] 
Table 4.4B: BDS Test (Asymptotic/Bootstrap) 
Nigeria South Africa Zimbabwe 
Dimension 
2 0.011 0.010 0.196 0.240 0.0715 0.066 
3 0.121 0.221 0.278 0.296 0.2338 0.2160 
4 0.167 0.172 0.643 0.666 0.3939 0.440 
Notes: All other comments as Table 4.1. 
In contrast with Table 4.3 for South Africa, however, we observe an increase in 
the t-ratios, indicating that the day-of-the week effect becomes slightly more 
pronounced. Also in South Africa, there is evidence of more seasonality in 
returns than in volatility, as shown in Table 4.4. It is also clear from the 
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Johannesburg market that average risk levels vary from a low of 0.38 on 
Monday to a high of 0.52 on Thursday. Thus, not only is there a significant 
positive Monday effect in this market, but also the responsiveness of the 
Johannesburg exchange movements to changes in the value of the general world 
stock market is considerably lower on this day than on other days of the week. 
By relaxing the assumption that risk in each market is constant over time with 
respect to the market portfolio, we are able to explain some of the remaining 
day of the week effects. However, a significant proportion of the daily anomalies 
remain. For instance, the F-test on the variance equation for South Africa and 
Nigeria cannot be rejected at the 1% level. However, we leave open the question 
of economic versus statistical significance. For instance the estimated coefficient 
for Monday is 0.000013 (which is nearly zero) for South Africa. 
4.2.3. Explaining the Day-of-the-Week Effect in African Markets 
In our empirical investigation, the proposition that Monday's returns are 
significantly lower than other days of the week is not supported in our sample of 
African countries. For four markets (Egypt, Kenya, Morocco and Tunisia) we 
fail to find consistent daily patterns in stock returns. This is quite unusual in 
the anomalies literature since calendar effects are now an accepted stylized fact 
in world- wide equity markets. One possibility is that the four markets are very 
different from their counterparts elsewhere and their institutional features do 
not necessarily conform to what prevails in other emerging and developed 
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markets. Further evidence would therefore be required to confirm or contradict 
our findings. 
With regard to Nigeria, South Africa and Zimbabwe, while we cannot entirely 
dismiss the existence of significant daily patterns in our regression after 
controlling for market risk, we fail to consistently find evidence in favour of the 
day-of-the- week hypothesis, i. e., returns on Fridays are significantly higher 
than Mondays. Part of the daily seasonality in our results is explained by 
market risk factors. However, we can also argue that economy wide risks, such 
as unanticipated inflation or unanticipated changes in exchange rates, the term 
structure or default risk premiums not captured by our model, may induce 
variations in daily returns. Another explanation of calendar effects has been 
attributed to data mining (see Lo and MacKinlay, 1990; Sullivan et al, 1999 and 
Burton, 2003), in the sense that they may appear by `pure chance'. Since we 
account for various misspecifications in our model, the statistically significant 
results are unlikely to be due to data mining. This brings us to the question of 
statistical versus economic significance. For instance, although we find 
statistically significant estimates on different days of the week, their economic 
values are rather small. Given that investors would have to incur transactions 
cost in order to trade securities, coefficients such as those reported here are 
insufficient to violate the no-arbitrage condition. Sutcliffe (1997) suggests that 
total round-trip transaction costs for FTSE stocks are of the order of 1.7% of 
the investment. The bid-ask spread is used as a proxy for transactions cost. 
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However, this data is not available for our sample of African countries. If we 
assume transactions costs of the order of 1.7%, following the work of Sutcliffe 
(1997), the predictive patterns identified in African markets could not be 
employed in any profitable trading rule. Furthermore, African markets 
(including South Africa) are generally illiquid. Liquidity constraints set an 
upper bound to the deployment of trading rules. Similar arguments are 
presented in French (1980), Board and Sutcliffe (1988), Draper and Paudyal 
(1997), Brooks and Persand (2001) and Mills and Coutts (1995). We can thus 
argue that day-of-the-week effects do not present any challenge to the efficient 
market hypothesis using African data. 
4.3. Evidence of Month of the Year and January Seasonality 
Table 4.5 indicates that, over the sample period, monthly stock returns have 
averaged 0.006 in Egypt to 0.082 in Zimbabwe. 
Table 4.5: Summary Statistics of Monthly Returns (Logarithmic Returns) 
Egypt Kenya Morocco Nigeria S. Africa Tunisia Zimbabwe 
1997M07 1990M01 2002M1 1990M01 1997M07 1997M 12 1995M06 
to to to to to to to 
Sample 2006M09 2009M09 2006M10 2009M09 2006M10 2006M09 2006M09 
Obs. 111 201 58 201 112 106 136 
Mean 0.006 0.0086 0.014 0.024 0.008 0.007 0.082 
St. Dev 0.088 0.091 0.050 0.055 0.068 0.037 0.220 
Skewness 1.139 1.923 0.827 0.492 -1.136 1.728 1.117 
Kurtosis 5.546 22.425 6.172 7.798 8.807 9.214 7.093 
Jarque-Bera 53.5** 3267.5** 30.38** 260.9** 179.8** 221.1** 122.3** 
The distributional properties of monthly stock returns are far from being 
normal: for instance, we observe negative skewness in South Africa while, in 
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general, all countries show excess kurtosis. These basic features of the monthly 
returns provide an approximation for examining the month of the year effect in 
African indices in the context of equation (4.10). Results are shown in Table 
4.6. 
The January seasonality is evident in Egypt, Nigeria and Zimbabwe. It can be 
seen from Table 4.6 that, apart from January, there are no significant monthly 
returns in Egypt. Although monthly returns in July are significant in 
Zimbabwe, over all, they are not greater than the January return. Thus for 
these two markets (Egypt and Zimbabwe), we can confirm the hypothesis that 
mean monthly returns in January exceed other months of the year. These are 
estimated to be 0.12 and 0.28 for Egypt and Zimbabwe respectively. Our results 
contrast with Claessens et al (1995), who find no evidence of a month of the 
year effect in Zimbabwe. Table 4.6 also indicates seasonality in other months of 
the year. There is a February effect in Morocco, Kenya, Nigeria and South 
Africa. The hypothesis that returns in all months are equal can be rejected for 
Egypt, Nigeria and Zimbabwe. For four markets (Morocco, Kenya, Tunisia and 
South Africa) there are insignificant variation between monthly returns and 
none exhibit any January seasonality. 
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Table 4.6: Monthly Seasonality African Stock Returns 
Egypt Kenya Morocco Nigeria South Africa Tunisia Zimbabwe 
January 0.119** 0.0223 0.018 0.035* 0.032 0.017 0.282** 
(4.26) (1.004) (0.75) (2.91) (1.43) (1.32) (4.41) 
February -0.027 0.077** 0.073** 0.025* 0.046 0.013 0.00628 
(-0.99) (3.413) (3.001) (2.177) (2.02) * (1.03) (0.09) 
March -0.007 -0.004 0.0201 0.013 0.0002 0.012 -0.016 
(-0.25) (-0.171) (0.915) (1.025) (0.011) (0.980) (-0.25) 
April 0.012 -0.042 0.005 0.023* -0.007 0.017 0.042 
(0.44) (-1.916) (0.247) (2.00) (-0.33) (1.39) (0.67) 
May -0.039 0.013 0.031 0.023 0.024 0.009 0.077 
(-1.41) (0.576) (1.39) (1.96) (1.029) (0.731) (1.21) 
June -0.025 0.007 -0.014 0.051** 0.0006 -0.014 0.112 
(-0.904) (0.329) (-0.64) (4.2641) (0.028) (-1.112) (1.76) 
July -0.004 0.017 -0.010 0.012 -0.004 0.011 0.236** 
(-0.141) (0.764) (-0.459) (0.98) (-0.18) (0.863) (3.70) 
August 0.009 -0.0001 0.014 0.026* -0.015 0.0101 0.097 
(0.31) (-0.006) (0.65) (2.262) (-0.65) (0.793) (1.59) 
September 0.028 -0.018 0.046* 0.012 -0.005 0.0094 0.077 
(1.04) (-0.844) (2.14) (0.99) (-0.23) (0.742) (1.265) 
October -0.003 -0.0009 -0.009 0.029* -0.008 -0.0039 0.094 
(-0.089) (-0.03) (-0.402) (2.44) (-0.36) (-0.293) (1.47) 
November -0.016 0.026 -0.016 0.016 0.041 -0.003 0.019 
(-0.56) (1.16) (-0.66) (1.39) (1.79) (-0.225) (0.300) 
December 0.012 0.013 0.019 0.012* -0.005 0.0061 -0.015 
(0.443) (0.58) (0.781) (2.15) (-0.21) (0.450) (-0.244) 
F-statistic 3.093** 1.575 1.158 2.71** 0.881 0.550 2.995** 
[0.009] [0.101] [0.341] [0.002] [0.561] [0.863] [0.001] 
AIC -2.120 -1.918 -3.0189 -2.992 -2.435 -3.614 -0.257 
SBC -1.799 -1.7029 -2.588 -2.814 -2.142 -3.31 0.023 
ARCH(5) 0.298 1.078 0.531 1.322 0.996 0.165 0.429 
[0.912] [0.373] [0.752] [0.401] [0.423] [0.974] [0.871] 
Estimates of equation (4.10) 
From these results, it appears that the turn-of-the-tax-year effects found for 
many industrial economies do not extend to these four countries. One could 
attribute this to the peculiar characteristics of the trading systems and market 
microstructure of the countries. Equally possible, however, could be that the tax 
codes of these economies do not give rise to the selling of stocks at the end of 
the tax year to generate a loss for tax purposes, the hypothesis often cited as an 
explanation for the turn-of-the-tax-year effect in developed economies. In 
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addition to tax codes that are designed differently in emerging economies 
(compared with industrial economies), weak enforcement of tax codes could well 
explain the lack of evidence for the tax-loss-selling hypothesis. 
Overall, the estimates show that monthly seasonality is pronounced for Nigeria; 
seven months of the year record statistically significant returns, with the highest 
is the month of June. This evidence confirms results by Classeus et al (1995), 
who find June and March returns to be significant in Nigeria. 
For Egypt, Nigeria and Zimbabwe, although we find significant January effects, 
the evidence is not convincing as to whether the tax loss-selling hypothesis 
could be working here. For instance, we do not find evidence of any other 
monthly effect in Egypt, whereas for Zimbabwe and Nigeria, the January 
average return is not necessarily greater than other months. Further evidence is 
thus required to confirm these findings. The results also raise further questions, 
which warrant further investigation. Is the January effect related to the size 
effect? This requires richer data on individual stocks than we have available 
here, and thus opens the door for future research. Finally, is it profitable to 
apply trading rules to exploit these anomalies? Here, data on transactions 
costs/or mutual fund spread would be required to judge the profitability of 
applying a trading rule on the patterns identified. Our own conclusion is that, 
given the current state of illiquidity in African markets, such rules inay prove 
unprofitable. 
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4.4. The Pre-Holiday Effect 
The definition of holidays varies among researchers (Brockman and Micheyluk, 
1998). One definition looks at days, other than Saturday or Sunday, upon which 
the market is closed (Lakonishok and Smidt, 1988). However, this excludes 
exceptional events, - such as 
the end of apartheid in South Africa and natural 
disasters like hurricanes, etc., which can cause abrupt closure of markets. 
Furthermore, some holidays (e. g., Easter and most religious holidays which 
follow the lunar calendar) change over time. To this end, we define the holiday 
effect as the return from the pre-holiday close to the post-holiday close. In other 
words, the holiday returns are the daily returns for the trading weekday that 
follows a non-trading weekday. We summarise these for all the countries in 
Table 4.7. 
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Table 4.7: Summary of National Holidays 
Egypt JANUARY: Coptic Christmas, Eid al Adha, El Hijra. APRIL: Prophet birthday#, Coptic Easter, Sham el Nessim, Sinai 
Liberation Day. MAY 1: Labour day#. JULY 23: National Day #. SEPTEMBER 11: Coptic New year# OCTOBER: Eid al 
Fitr 
DECEMBER: Eid al Adha 
Kenya JANUARY: New Yea Day (1) #; New Year holiday (2) #. APRIL: Good Friday, Easter. MAY: Labour Day (1) #. JUNE: 
Maraka day (1) #. OCTOBER 10: Moi Day; 20#: Kenyatta Day; Eid al Ftr# DECEMBER : independence day (12); Christmas 
day(25)#; Boxing Day(26)# 
Morocco JANUARY : New year Day(1")#; Eiud al Adha; Independence manifesto day(11t)#; Islamic New year 
APRIL: Prophets Birthday (101h) #. MAY: Labour day (1) #. JULY: Throne day (30) #. AUGUST: Oued Eddaha Allegiance 
day; Revolution day (2006) #; the Kings birthday (21") #. OCTOBER: Eid al Ftr. NOVEMEBER: ; Independence Day(18")# 
DECEMBER: Eid al Adha 
Nigeria JANUARY: New year (1st) #; Id el Kabir. APRIL: The Prophets birthday (10") #; Good Friday; Easter. MAY: labour Day (1) 
#; Democracy Day (29t') #. OCTOBER.: National Day (1") #; National Holiday (2"d) #; Id el ftr. DECEMBER: Christmas 
(25t') #; 
Boxing day (26`") #; Id el Kabir. 
S_Africa. JANUARY: New year (Vi); public holiday (2') #. MARCH: Human Rights Day. APRIL: Good Friday; Easter; Freedom 
day(27°h)# 
MAY: Workers day (1) #. JUNE: Youth day. AUGUST: Women's Day. SEPTEMBER: Heritage day; Public holiday. 
DECEMBER: World Aids Day(1")#; Day of Reconciliation(16t')#; Christmas Day(25t')#; Good will day(26t°)# 
Tunisia JANUARY: New Year (la) #; Islamic New Year (31") #. MARCH: Independence Day (20'"); Youth Day. APRIL: martyrs Day. 
MAY: Labour day (1) #. JULY: Republic day (25) #. AUGUST: Women's Day. OCTOBER: Korite. NOCVEMBER: New Era 
Day (7) #. DECEMBER: Tabsaki(31)# 
Zimbabwe JANUARY: New Year (14) #; New year holiday (21d) #. APRIL: Good Friday; Easter; Independence Day (18') #. MAY: 
Labour day (1) #; Africa Day (25) #. AUGUST: Heroes day (14) #; Defence Forces day (151) #. DECEMBER : Unity Day 
(22"d)#; Christmas Day(25`")# ; Boxing Day(26t)# 
Notes: # holidays that occurred throughout the sample period in each country. The day in 
question are given in parenthesis. 
From Table 4.8, for the entire estimation period, the average pre-holiday return 
(apart from South Africa) and that for all other days are insignificant. Thus, 
apart from South Africa, there are no pre-holiday effects in our sample. 
Table 4.8: Pre-Holiday Effect in African Stock Returns 
Egypt Kenya Morocco Nigeria South Africa Tunisia Zimbabwe 
Pre-Holiday -0.003(-0.21) -0.002(-1.21) 0.0003(0.32) -0.002(-0.219) 0.003**(3.107) 0.0002(0.361) -0.0017(-1.082) 
Other 0.001(0.91) 0.001(0.87) 0.0007(0.768) -0.0012(-1.592) 0.0003(0.351) -0.0007(-1.57) -0.002(-1.528) 
F-stat 0.268[0.604] 0.198[0.65] 0.862[0.353] 2.66[0.102] 6.735**[0.009] 1.239[0.289] 4.503**[0.0341 
Estimates of (4.8) 
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Yet again, the results reported in Table 4.8 represent significant departures 
from the empirical literature on other markets. For the six markets with no pre- 
holiday effect, we can surmise that negative information does not arise in the 
days immediately before a holiday. This, however, is an unlikely explanation 
since the general consensus is that information (negative or positive) arises 
randomly. The results could also be specific to African markets microstructure, 
and further evidence is required to explain this. For South Africa, the market is 
more developed and tends to have features similar to those of developed 
economies. It could be that the pre-holiday effect reported in developed 
economies is also present in this market. We are, however, unable to disentangle 
the particular type of holiday responsible for this pre-holiday effect. Again, this 
would require more data and further evidence. 
Conclusion 
Calendar effects are now accepted stylized facts in stock markets world-wide. 
However, the research on African stock markets regarding this issue is virtually 
non-existent. In this chapter we investigated three anomalies-day-of-the- week, 
January and pre-holiday effects. The novelty of our results rests on extending 
the usual approach to modelling anomalies via OLS by controlling for 
conditional heteroscedasticity and market risk. 
Our key conclusions are: 
a) Day-of-the-week patterns exist in both mean and variance for Nigeria, 
South Africa and Zimbabwe, with greater evidence of seasonality 
occurring in volatility rather than expected returns in the case of Nigeria. 
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By allowing risk to vary across different days of the week, we find that 
the estimated coefficients of the days-of-the-week decline in Nigeria, 
South Africa and Zimbabwe. However, they still remain significant, 
indicating that omitted risk factors may be responsible for some of the 
anomaly. 
b) The pre-holiday effect is only significant for South Africa. There are high 
and significant returns in days preceding a holiday, but this finding is not 
applicable to the other stock markets. 
c) January returns are positive and significant for Egypt, Nigeria and 
Zimbabwe. February returns are higher for Kenya, Morocco and South 
Africa. Tunisia has no monthly seasonality. 
The discovery of statistically significant. anomalies could imply the ability of 
trading rules to yield superior outcomes if they are also economically significant. 
This would clearly violate the ENIH. The daily return patterns range from 
0.007% on Monday to -0.08% on Friday for Nigeria and 0.14 %( Monday) to 
0.13 % (Friday) for South Africa after controlling for market risk. These are too 
small to economically justify the deployment of trading rules, and hence do not 
present any challenge to the no arbitrage condition. Moreover, investors must 
incur transactions cost to exploit them, and given the illiquidity of African 
markets, the use of trading rules might not yield profits over and above a simple 
buy and hold strategy. 
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These results present the first attempt to model seasonalities in African indices. 
However, due to data limitations, a number of areas have been left for future 
research. Estimates of transactions costs from bid-ask spread data in African 
markets would provide a useful tool to analyse the prospects of deploying 
various trading rules given the patterns uncovered in our data. This area 
demands future research to compare the profits arising from a simple buy and 
hold strategy to the profits from employing trading rules using the seasonal 
patterns. 
Another promising area for future research would be to confirm or contradict 
our findings that there are no daily seasonalities in the markets in Tunisia, 
Morocco, Egypt and Kenya. We argue that the markets present peculiar 
characteristics not found in other emerging markets or developed economies, 
hence the absence of any seasonal patterns. To this end, this study serves as a 
benchmark from which future research could take off. 
Regarding the January effect, Egypt presents a test case. However, whether the 
January effect is related to the size effect requires data on individual stocks to 
judge performance on different months of the year. 
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Chapter Five 
Equity Market Integration and Portfolio Diversification 
`The world has become a global financial village... But the poorest 20% of the 
world's people have benefited little from the increased globalisation of economies. 
In world trade their share is only 176'. 
United Nations, Human Development Report 1995 
5.0. Introduction 
The rapid integration of financial markets over the past three decades has made 
capital flows across national boundaries easier and faster. This phenomenon, 
produced by the relaxation of controls on capital movements and foreign 
exchange transactions, deregulation and elimination of restrictions on banking 
and securities dealings, and communications and technological changes that 
have occurred in the world economy, have increased cross-border investment 
activity and accelerated the flow of resources between national economies. The 
increasing importance of developing countries in the globalisation process has 
attracted the attention of fund managers as an opportunity for portfolio 
diversification, particularly in the light of the introduction of innovative 
financial products such as American Depository Rights (ADRs) and Country 
Funds. 
Equity market integration plays a crucial role in development. Finance theory 
suggests that an integrated stock market is more efficient than segmented 
national capital markets. Asset pricing models also predict that integrated 
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markets tend to respond more to global events than to local factors, although 
the reverse is also true (see Errunza and Losq, 1985). Evidence by Obstfeld 
(1995), Bracker et al (1999) and Stulz (1999), among others, show that, by 
dismantling investment restrictions, integration allows for international risk 
sharing, which can affect long term economic growth by altering resource 
allocation and savings rates. Bekaert (1995), Bekaert and Harvey (1995,2000) 
and Kim and Singal (2000) argue that a higher degree of market segmentation 
will increase the level of risk, and this will inevitably affect the local cost of 
capital, with ramifications for company financing and, hence, economic growth'. 
Although a number of papers have investigated the dynamic interdependence of 
equity markets world-wide, the emphasis has often been on developed economies 
and the emerging markets of Asia and Latin America. Africa, however, has 
recently witnessed significant economic and financial development, although its 
trade and capital flows remain minor by global standards. Additionally, risk 
perceptions and institutional underdevelopment remain obstacles to increased 
access to capital markets. Political strife and economic instability has plagued 
many African countries. Currently Zimbabwe is undergoing an economic 
meltdown, while unrest in the Niger delta region of Nigeria continues to pose a 
threat to foreign investments. With the exception of South Africa, no African 
country has emerged as an economic power. This might partly explain the lack 
of academic research on the capital markets of Africa. 
At the same time, however, integration may entail significant short-term costs. The stock 
market crash of 1987, the collapse of the Mexican peso in 1994, and the emerging markets crisis 
of the late 1990s all suggest that growing interdependence could result in crises spilling over 
from one country or market to several regions/or markets. 
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Since the beginning of the 1990s a number of developing countries have 
established organised stock exchanges, partly to satisfy their quest for new 
capital and to encourage indigenisation, and partly to incorporate elements of 
market capitalism into their economies 2. Sub-Saharan Africa has also 
participated in this trend, with South Africa rising into the ranks of the leading 
destination of emerging markets and with a number of regional funds 
specifically targeting the continent. At the behest of national governments, and 
with donor support, Africa has expanded its domestic stock exchanges from six 
in the late 1980s to 21 today. The stock markets in Africa present institutional 
and regulatory circumstances that set them apart from markets in other regions. 
They are small in size, highly illiquid, and are mostly not properly regulated. 
Thus a substantial amount of research is required to provide a better 
understanding of the many relevant issues. 
This chapter contributes to the literature on global financial integration by 
investigating the dynamic interdependence of the major equity markets in 
Africa (South Africa, Egypt, Nigeria and Kenya). 
The study is unique for a number of reasons. First, the four countries represent 
the largest markets on the African continent and have common colonial 
experience. The markets are working towards a pan-African stock exchange 
through the African Stock Exchanges Association (ASEA) and integration with 
2 See Singh (1999), Kim and Singal (2000). 
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the world economy. All markets are open to foreign investments, have 
implemented free market reforms, and have changed drastically over the past 
decade. There have been various common policies, such as harmonising trading 
practices, encouraging cross-border listing of shares, developing computerised 
trading systems and promoting greater inter and intra regional trade. These 
efforts, benign as they may be, have important implications for market 
efficiency, risk diversification and asset allocation. 
Second, this chapter is unique in the sense that it analyses not only the linkages 
that exist among African countries, but also those between African markets and 
the rest of the world. We study both long-run relationships and short-term 
dynamics. The former is achieved through cointegration. Following Engle and 
Granger (1987) and Johansen (1988,1991,1995), cointegration has been widely 
used to explore long-run relationships between markets. A priori, one would 
expect that the removal of restrictions on the movement of capital around the 
world would bring national economies together. Second, theory suggests that, if 
stock prices are cointegrated, the underlying fundamentals may equally be 
cointegrated (see Kasa, 1992, and also Engsted and Lund, 1997). Thirdly, 
geographical proximity, international trade agreements and/or historical ties 
tend to drive markets together (see Portes and Rey, 2002). 
The chapter reveals, for the first time, issues relating to regional (within Africa) 
and global integration (between Africa and the rest of the world). Our results 
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indicate that the average monthly stock return correlation between Africa and 
the developed countries is 14% (this is similar to the evidence reported by 
Harvey, 1995); that between Africa and the emerging markets (in Latin 
America and Asia) is only 13%. Through cointegration analysis, African 
markets share weak stochastic trends with both the rest of the world and with 
each other. With the exception of South Africa, the African markets in our 
sample appear almost completely segmented, and to respond more to local 
information than global events. These facts suggest that the integration of 
Africa's markets with the global economy still remains at the most rudimentary 
level. Although African countries have made significant efforts to attract 
portfolio capital, the response of the international investor community has been 
less enthusiastic. This, in turn, could be attributed to a myriad of factors: home 
bias attitude of foreign investors, lack of information on African companies, 
poor accounting and auditing standards, minimal investor protection and 
perceptions of excessive risk in African markets. Policy response through the 
establishment of strong institutional agreements among African equity markets, 
policy coordination through the exchange rate mechanism and intensive trade, 
and other cooperation among national governments is required to remove 
existing impediments that inhibit the flow of investment funds across the 
African continent. A strong will towards the ideals of a pan-African stock 
market would prove useful in the long-run. With an integrated pan-African 
stock market, for example, investors from all member countries would be able to 
allocate capital to the locations in the region where it is the most productive. 
170 
,. n' tejration 
j crtfofio 
6iversi 
cation 
With more cross-border flow of funds, additional trading in individual securities 
will improve the liquidity of stock markets, which will in turn lower the cost of 
capital for firms seeking capital, and lower the transaction costs investors incur. 
From the perspective of investors outside Africa, an integrated regional stock 
exchange will be more appealing as investments become easier and more 
justifiable. As shares become more liquid and transaction costs fall, fund 
managers become increasingly willing to take positions in the stocks. In addition, 
outside investors may take notice of the regional stock exchange instead of 
dismissing a collection of small national exchanges. All these would result in a 
more efficient allocation of capital within the continent of Africa. 
The evidence in this chapter, however, indicates that African markets may also 
play a role in international portfolio diversification. Stock market integration 
suggests that separate markets move together and have high correlations, so 
there is less benefit from portfolio diversification across countries. As indicated 
in this chapter, the weak correlations and weak stochastic trends existing 
between African markets and the rest of the world suggest that significant gains 
can be made by holding a portfolio that includes African assets. This would 
inevitably reduce portfolio risk and increase expected returns. This is 
particularly instructive in the sense that returns on African exchanges are 
attractively valued and the markets generally represent a fast growing part of 
the global economy. 
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The rest of the chapter is organised as follows. A brief review of equity market 
integration is presented in section 5.1. We outline the cointegration 
methodology in section 5.2. The data and their time series properties are 
covered in section 5.3. We explore the integration properties of all the series 
under investigation through various unit root tests in section 5.4. This is 
followed by cointegration analysis, which addresses the issue from both bivariate 
and multivariate perspective. The short-run dynamics of our model are 
presented in section 5.5. Here we consider how shocks are propagated from one 
country to another and assess the contribution of shocks to and from African 
markets to the rest of the world. 
5.1. International Equity Market Integration: Evidence 
The literature on equity markets to date appears to support the view that the 
major stock markets of the world are converging, at least over the long-term. 
Taylor and Tonks (1989), for example, using the two-step Engle and Granger 
(1987) cointegration approach and monthly sterling deflated data covering 1973 
to mid-1986, showed that the abandonment of UK exchange rate controls in 
1979 signalled a marked increase in the long-run integration of the UK stock 
market with those of the US, Japan, the Netherlands and West Germany. Kasa 
(1992), using monthly and quarterly real US dollar deflated data on US, UK, 
Canadian, German and Japanese markets from 1974 through mid-1990, and 
utilising the Johansen (1988) multivariate cointegration approach (which allows 
for the identification of more than one cointegrating vector), suggests that a 
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single common stochastic growth component binds national equity markets 
together. Corhay et al (1993) also report evidence of convergence in the stock 
markets of the UK, France, Germany, Italy and the Netherlands from 1975 
through 1991. Using nominal bi-weekly data and the Johansen procedure, the 
authors report evidence to suggest the existence of more than one common 
stochastic trend in price behaviour, implying that, while nominal convergence 
between these markets is under way, they are not yet fully integrated. Hence, 
while the evidence would appear to support the long-run convergence of stock 
markets, there remains debate on the extent of this convergence. 
For the emerging markets, Harvey (1995) investigates 20 emerging equity 
markets and concludes that they have low correlations with developed markets. 
Bekaert and Harvey (1995) show, using a conditional regime switching model, 
that the degree of integration in emerging markets may be independent of the 
extent of investment restrictions. Chung and Liu (1994) consider a system 
including the US and five East Asian markets (Japan, Taiwan, Hong Kong, 
Singapore, and South Korea) over the period 1985-1992 and find two 
cointegration relationships. Manning (2002) examines both weekly and quarterly 
data over January 1988-February 1999, denominated in both local currency and 
in US dollars, for Hong Kong, Indonesia, Japan, South Korea, Malaysia, 
Philippines, Singapore, and Thailand. The general conclusion is that there are 
two common trends, indicating `partial convergence' of the indices. Sharma and 
Wongbangpo (2002) examine monthly data from January 1986 through 
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December 1996 for five Asian markets. They find a long-run cointegrating 
relationship among the stock markets of Indonesia, Malaysia, Singapore, and 
Thailand, but conclude that the Philippine market does not share the 
relationship. Furthermore, there is only one cointegrating vector among the four 
markets, leaving three common trends. One particularly interesting finding is 
that Malaysia and Singapore move together one-for-one in the cointegrating 
vector, ostensibly because of the distribution of inward foreign direct investment 
flows, the strength of trade between the two economies, the geographical 
proximity, and cultural factors. 
In Latin America, Chen et al (2002) studied integration between Argentina, 
Brazil, Chile, Colombia, Mexico, and Venezuela over the period 1995-2000 and 
found that there is generally -just one cointegrating vector. Seabra (2001) 
employed bivariate and multivariate cointegration tests to conclude that there is 
no common trend linking the Argentine and Brazilian stock price indices. 
The mixed evidence presented in most studies reveals the importance of the 
subject and the implications that equity market integration holds for 
international diversification. However, equity market linkages and their 
subsequent portfolio implications remain largely an under-explored area in 
African economies. Our survey of the literature revealed only two published 
papers. Piesse and Hearn (2002) investigated regional integration between South 
Africa and the markets of Namibia and Botswana. The authors concluded that 
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causality runs from Namibia to South Africa and not vice versa. Wang et al 
(2003) test for cointegration in the aftermath of the financial crises that plagued 
emerging markets in 1997/98. They conclude that there is evidence that both 
long-run relationships and short-run causal linkages between the markets were 
substantially weakened after the crisis. 
Having undergone capital market reforms, African markets are nonetheless 
emerging on the global financial stage. This leaves a number of questions that 
merit the attention of researchers, inter alia: how integrated are African stock 
markets? Are there common trends between African markets and the rest of the 
world? Do we observe- convergence between Africa and the world over time? 
Should a diversified portfolio include African assets and, finally, what are the 
effects of global shocks on African markets? This chapter contributes to the 
literature on integration. 
5.2. Johansen Cointegration 
The early literature (for example, Engle and Granger, 1987, and Taylor and 
Tonks, 1989) argued that the existence of cointegration in a speculative market 
implies a violation of market efficiency, since information in past prices could be 
used to improve forecasts of current prices (that is, an error correction 
mechanism exists). It is now generally accepted that evidence of a cointegrating 
relationship among stock prices need not imply market inefficiency: if 
fundamentals are cointegrated, then stock prices will also be cointegrated. 
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Essentially, the Johansen maximum likelihood procedure provides a unified 
framework for the estimation of multivariate cointegrating systems based on the 
error correction mechanism of the VAR(k) model with Gaussian errors and its 
usefulness in the analysis of convergence issues would be described as follows: 
Define Xt as a set of 1 (1) variables consisting of n stock indices. A VAR(k) 
model, can be expressed as 
X, =1u+A1Xt_, +AZXt_2 +... +AkXt_k +Et (5.1) 
where Ak is an nxn coefficient matrix, t =1,2,..., T and c, is a random error 
term. 
Equation (5.1) may be reformulated into an error correction model as 
k-1 
Axt =ýt-f-I'; OXt_, +flXt-k+S (5.2) 
where 0 is the first difference operator, I', is an nxn coefficient matrix, 
defined as I'; =- (I - Al -... - At) , which represents the short-run 
dynamics, and 
fl is an nxn matrix defined as II =- (I - Al -... - Ak) , where I is an identity 
matrix, whose rank determines the number of distinct cointegrating vectors. 
The usefulness of this methodology in the current analysis essentially comes 
down to determining the rank of the matrix I' l. If II has rank r, then there are 
r cointegrating relationships between the Xt or n-r common stochastic trends. 
The number of cointegrating vectors reveals the extent of integration across 
stock markets. If n-r =0 (r = n) (full rank), we have the absence of any 
stochastic trends, with all elements in Xt being stationary [1(0)] and 
cointegration is not defined. If n-r=n (r = 0) there are no stationary long-run 
relationships among the elements of X, This latter statement has implications 
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for diversification across international equity markets, since a common trend 
implies relatively high cross market correlation, thereby diluting any potential 
diversification benefit over the long-run. Reduced rank (n >n-r> 0) implies the 
existence of at least one common stochastic trend, and there will then exist 
nxr matrices a and ,6 such that II = a, 
6'. The 6 matrix gives the cointegrating 
vectors, while a gives the amount of each cointegrating vector entering each 
equation of the VECM, also known as the adjustment matrix. A finding of 
reduced rank would imply that, while long-run integration is not complete, the 
convergence process is underway, with the number of independent stochastic 
trends reflecting the extent of this convergence and any diversification and 
institutional issues arising from this. 
There are two test statistics for cointegration under the Johansen approach, 
which are formulated as 
r 
(r)=-T± In(1-i) (5.3) 
i=r+i 
and 
2 
8x(r, r+1) - -Tin 
(1-. r 
+1) (5.4) 
where '.; is the estimated value for the ith ordered eigenvalue from the 17 
matrix. Intuitively, the larger is A,, , the more 
large and negative will be 
in and hence the larger will be the test statistic. Each eigenvalue will be 
associated with a different cointegrating vector, which will be the associated 
eigenvector. A significant non-zero eigenvalue indicates a significant 
cointegrating vector. The 2trce statistic is a joint test of the null that the 
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number of cointegrating vectors is less than or equal to r against an unspecified 
alternative that there are more than r cointegrating vectors. The A,,,. statistic 
conducts separate tests on each eigenvalue, and has as its null hypothesis that 
the number of cointegrating vectors is r against an alternative of r+1. 
For both test statistics the asymptotic distribution is generally non-standard, 
and the critical values depend on the value of n-r, the number of non- 
stationary components, and whether constants and trends are included in each 
of the equations. These can be included either in the cointegrating vectors 
themselves or as additional terms in the VAR. 
The test statistics used are taken from Doornik (1998). If the test statistic is 
greater than the critical value from Doornik (1998), then we reject the null 
hypothesis that there are r cointegrating vectors in favour of the alternative 
that there are r+1 (for At,. e 
) or more than r (for Amax ). The testing is 
conducted in a sequence, and under the null, r=0,1,... n -1 , so that the 
hypotheses for 2trae are 
Ho :r=0 versus H1 :0<r <_ n 
Ho :r =1 versus H1 :1<r<n 
Ho : r=2 versus Hi : 2<r: 5 n 
H0 : r=n-1 versus Hl : r=n 
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The main advantage of Johansen's vector autoregressive estimation procedure is, 
however, in the testing and estimation of the multiple long-run equilibrium 
relationships. Also, the testing of various economic hypotheses via linear 
restrictions in the cointegration space is possible when using Johansen's 
estimation method (e. g., Johansen and Juselius, 1990). 
5.3. The Data and their Time Series Properties 
The sample is made up of four African stock markets, which satisfy the 
definition of `emerging market' (South Africa, Egypt, Nigeria and Kenya)'; first 
the data in these countries is well reported and readily available. Second, these 
four. countries represent the largest stock markets and could proxy for stock 
market movements in the rest of the African continent. We have two Latin 
American countries (Brazil and Mexico); one Asian economy (India) and three 
industrialized economies (United States, Japan and the United Kingdom). The 
data consist of monthly closing prices for all countries from January 1997 to 
February 2006. The data for Brazil, Mexico, India, Egypt and South Africa is 
the Morgan Stanley Capital International (MSCI) Index, computed on the basis 
of market performance in global emerging markets. 
3 The Standards and Poor's Emerging Market Database classifies a stock market as `emerging' if 
(i) it is located in a low or middle income economy (which, according to the World Bank high 
income economies, are those with Gross National Income (GNI) greater than $9,386 as of 
2003); (ii) its investable market capitalisation is low relative to its most recent GNI figures, see 
S&P (2005 p. 70). This definition effectively puts all the African, Asian and Latin American 
markets in our sample into the category of emerging market economies. 
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The AISCI is designed to be directly comparable across national exchanges and 
is compiled on a value-weighted basis for freely investable shares. For Kenya 
and Nigeria, the MSCI is unavailable, so we utilise the Standards and Poor 
(S8 P) and International Finance Corporation Global Indices (IFCG). The 
present coverage of the IFCG Index exceeds 75% of total market capitalisation, 
drawing on stocks in order of their liquidity. For the developed countries, we 
used the widely available stock indices, i. e., FTSE100 for UK, S&P 500 for US 
and Nikkei 225 for Japan. All the data are reported in US dollars. Calculating 
the returns in US dollars eliminates location inflation and thus makes the 
results more comparable. It also eliminates exchange rate risk and other trading 
costs associated with investing in developing economies, which may be 
overlooked when using local currency returns. Monthly data is used to 
circumvent the problem of non-synchronous trading, so common in emerging 
markets, and also to avoid the possible effects of `autocorrelation in volatility', a 
feature of high frequency data such as daily or weekly prices. All the indices 
were obtained from Datastream. Figure 5.1 presents each of the stock market 
series in their natural logarithm form. The exchanges of the three developed 
markets (UK, US and Japan) are the most advanced stock markets in the world 
and tend to move in response to events within the global economy. One can see 
the impact of the 2000 dotcom bubble on the three indices around 2000/2001, as 
shown in Figure 5.1. Mexico, South Africa, India and Brazil experienced a 
downward spike in their indices around 1998, with varying degrees of intensity. 
Egypt, Kenya and Nigeria appear to follow similar trends. After initial low 
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values, the Egyptian and Kenyan indices began an upward trend in late 2003; 
Nigeria from 2001. In general, the trend in all markets seems to be upward after 
2004. 
Table 5.1 presents key valuation measures for the markets examined in this 
chapter. These include market capitalisation, turn over ratio, dividend yields 
and price/earning ratios. The table shows that, using annual trading value and 
stock market capitalisation, the African countries (except South Africa) perform 
the worst. For instance, the turn over ratio for Kenya, Nigeria and Egypt in 
2004 was 8.2%, 13.7% and 17.3% respectively. While these are comparable to 
India (10.3%), they are far less than their Latin American counterparts; Mexico 
(29%) and Brazil (34.9%). South Africa is an exception, with a turn over ratio 
surpassed only by the developed economies. In terms of market capitalisation, 
outside South Africa, African markets are small compared to their counterparts 
in Asia and Latin America (see column 4). 
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The low capitalisation and low turnover indicates the embryonic nature of the 
African markets in our sample. 
Table 5.1: Comparative Valuation 
Number of Turnover Capitalisation P/ E Ratio P/ BV Ratio Dividend Change in Index 
Companies Ratio (million$) Yield (%) 
1995 2004 1995 2004 1995 2004 1995 2004 1995 2004 1995 2004 1995 2004 
Kenya 56 47 2.8 8.2 1886 3891 - 19 - 3.4 - 4.9 - -10 
Nigeria 181 207 0.8 13.7 2033 14464 12.5 23.5 3.6 3.2 5.6 3.7 -20.9 27.6 
Fgypt 746 792 10.9 17.3 8088 38515 - 21.8 - 4.4 - 1.5 - 114.0 
S. Africa 640 403 6.5 47.4 28052 455536 18.8 16.2 2.5 2.5 2.3 3.1 17.8 55.9 
Brazil 543 357 47.9 34.9 147636 330347 20.6 10.6 0.5 2.0 3.8 4.1 -18.6 40.3 
Alexico 185 152 33.0 29.4 90,649 171940 26.7 15.5 1.8 2.5 1.1 1.8 -26.0 51.4 
India 5553 4730 16.1 10.3 266443 387851 18.0 18.9 4.0 3.7 1.7 1.6 -2.2 8.9 
lapan 2263 3220 33.3 105.1 3667292 3678262 139.1 29.2 2.3 1.6 0.7 1.1 -1.0 16.9 
IUK 2078 2486 39.0 142.2 1407737 2815928 16.0 23.8 2.4 2.3 4.2 3.1 23.2 21.3 
US 7671 5231 85.7 126.6 6857622 16323726 18.7 20.7 2.9 3.0 2.3 1.9 37.0 12.5 
Source: S&P (200.5) Global Stock Market Factbook. P/E is price-earning ratio; P/B V is the price 
to book value ratio. For the developed markets these are calculated using S&P Citigroup Index 
while for the emerging markets, the S&P/IFCG index is used. 
Interestingly, Table 5.1 reveals that, ranked in terms of key valuation parameters, 
such as dividend yields, price-earning ratios and price-book value ratios, African 
markets compare very well with their counterparts elsewhere. With the exception 
of Kenya, the evidence in Table 5.1 (last column) indicates positive returns on all 
indices in 2004. Price/earning ratios in Nigeria (23.5%) and Egypt (21.8%) exceed 
those of Brazil, Mexico, and the developed markets (except Japan). Dividend 
yields have also been higher in African markets as of 2004. 
In addition to Table 5.1, since 1995 African stock indices have gained about 40%, 
with the value of stocks on the Nigerian stock market registering over a 100% 
increase in dollar terms. These facts indicate that investing in developing 
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countries could provide high returns and thus aid in portfolio diversification, an 
issue we shall turn to shortly. Table 5.2 present summary statistics of the markets. 
Table 5.2: Summary Statistics of Stock Returns July 1997 to February 2006 
EGYPT KENYA NIGERIA S. AFRICA BRAZIL MEXICO INDIA JAPAN UK US 
Mean 0.005 0.013 0.012 0.003 0.007 0.012 0.011 -0.001 . 0.003 0.005 
alaximuin 0.297 0.228 0.243 0.233 0.204 0.301 0.426 0.195 0.128 0.173 
Minimum 
-0.198 -0.249 -0.248 -0.422 -0.417 -0.280 -0.401 -0.158 -0.119 -0.114 
Std. Dev. 0.086 0.079 0.073 0.089 0.112 0.098 0.102 0.060 0.044 0.047 
skewness 0.738 0.061 0.239 -1.195 -1.145 -0.679 -0.407 0.295 -0.308 0.093 
/urtosis 3.88 4.93 4.26 6.72 4.67 3.99 6.73 3.35 3.61 3.79 
4r3 13.42** 18.38** 8.92** 94.4** 36.4 12.8** 66.4** 2.33 3.67 3.267 
`rob 0.001 0.000 0.0115 0.000 0.000 0.001 0.000 0.3118 0.1592 0.195 
The evidence from Table 5.2 shows that mean monthly returns during the sample 
period have been high for the emerging economies. The emerging process is always 
accompanied by high returns. Overall, mean monthly returns are highest in 
Nigeria, Kenya, India and Mexico. The average monthly return for these countries 
is estimated to be 1.2%. This is higher than the corresponding average for the 
three developed economies (0.23%) over the same period. This finding indicates 
that holding the four emerging markets stocks over the period July 1997 to 
February 2006 paid returns of 97%, higher than the developed countries in our 
sample. However, Table 5.2 also indicates that emerging markets arc relatively 
risky (for instance, they carry additional political, economic and currency risks). 
The standard deviation, which is a crude measure of risk, is highest in Brazil and 
lowest in UK. For the four emerging markets with the highest mean, the average 
standard deviation is 0.07, while that of the three advanced economics is 
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estimated to be 0.05. An investor in emerging markets should therefore be willing 
to accept volatile returns, i. e., there is a chance for large profits at the risk 
of large losses. 
The return distribution of the developing African and Asian countries is 
leptokurtic, with too many large returns to be consistent with a normal 
distribution. However, as the Jacque-Bera (J. B) statistics show, the return 
characteristics of the developed markets in Table 5.2 show less extreme behaviour. 
5.3.1. Africa's Correlations with the World 
One of the benefits of investing in emerging markets is that the security returns in 
these markets are not highly correlated with the returns of the developed markets 
(see Harvey, 1995). Therefore, adding emerging market securities to portfolios 
containing only securities from developed markets can reduce overall portfolio risk, 
even though securities from emerging markets are characterised by higher 
expected risk than developed markets. To address this we calculate the return 
correlations between each of the markets in our sample (see Table 5.3). Table 5.3 
divides the sample into two. Table 5.3a shows the return correlations for the 
entire sample July 1997 to February 2006. 
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Table 5.3a: Contemporaneous Correlations- July1997 to February 2006 
EGYPT KENYA NIGERIA S. AFRICA BRAZIL MEXICO INDIA JAPAN UK US 
EGYPT 1.000 
KENYA 0.830 1.000 
NIGERIA 0.267 0.555 1.000 
SAFRICA 0.802 0.733 0.330 1.000 
BRAZIL 0.688 0.567 0.246 0.869 1.000 
MEXICO 0.253 0.343 0.631 0.462 0.499 1.000 
INDIA 0.361 0.349 0.310 0.523 0.489 0.815 1.000 
JAPAN 0.298 -0.047 -0.612 0.361 0.473 -0.158 0.135 1.000 
UK -0.049 -0.325 -0.632 0.002 0.211 0.038 0.299 0.685 1.000 
US 0.041 -0.106 -0.268 0.094 0.229 0.421 0.675 0.407 0.833 1.000 
Table 5.3b Contemporaneous Correlations - July 1997 to February 2000 
EGYPT KENYA NIGERIA SAFRICA BRAZIL MEXICO INDIA JAPAN UK US 
EGYPT 1.000 
KENYA 0.821 1.000 
NIGERIA 0.337 0.428 1.000 
SAFRICA 0.338 0.402 0.591 1.000 
BRAZIL 0.277 0.369 0.739 0.844 1.000 
MEXICO -0.589 -0.619 -0.039 0.259 0.307 1.000 
INDIA -0.668 -0.678 -0.347 -0.030 -0.068 0.788 1.000 
JAPAN 0.127 0.071 0.182 0.548 0.480 0.400 0.426 1.000 
UK -0.731 -0.802 -0.588 -0.354 -0.413 0.574 0.747 -0.038 1.000 
US -0.849 -0.892 -0.541 -0.415 -0.336 0.655 0.792 -0.031 0.878 1.000 
Table 5.3c Contemporaneous Correlations -March 2000 to February 2006 
EGYPT KENYA NIGERIA SAFRICA BRAZIL MEXICO INDIA JAPAN UK US 
EGYPT 1.000 
KENYA 0.924 1.000 
NIGERIA 0.821 0.833 1.000 
SAFRICA 0.910 0.896 0.811 1.000 
BRAZIL 0.774 0.798 0.654 0.865 1.000 
MEXICO 0.740 0.739 0.749 0.828 0.913 1.000 
INDIA 0.813 0.822 0.739 0.877 0.925 0.920 1.000 
JAPAN 0.310 0.358 0.260 0.473 0.728 0.667 0.585 1.000 
U1( 0.103 0.172 0.000 0.221 0.601 0.506 0.432 0.801 1.000 
Us 0.403 0.451 0.263 0.513 0.810 0.721 0.691 0.876 0.867 1.000 
The rationale for dividing the sample is two fold: first, to see whether the 
correlations between each pair of markets have changed over the ten year period 
and, second, to take into account any breaks in the series that could have 
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occurred over the period. For instance, the decade under investigation witnessed 
the Far East financial crisis (following the speculative attack on the Thai ballt in 
1997). By 1998 the contagion had spread to other emerging markets, such as 
Brazil and South Africa, with attendant depreciation of their currencies and dips 
in stock prices (see Figure 5.1 for evidence); hence the choice of the first sub- 
sample from July 1997 to February 2000. The second event is the dot coin bubble 
in early 2000, mainly in developed countries. Given the links that exist between 
nations through trade, technology transfer and other forms of mutual agreements, 
these events are expected to have an impact on the extent to which countries 
interact through trade networks and technology diffusion; thus the second sub- 
sample from March 2000 to February 2006. 
The returns of African markets show varying degrees of correlation with each 
other and with the emerging and developed markets. The return correlation 
between the markets was weaker during the period July 1997 to February 2000 
than from March 2000 to February 2006. Table 5.3b shows that the returns from 
African inarkets typically had low or negative correlations with US and UK stock 
returns. During this period, Egypt had a return correlation of 0.13 with Japan, 
and was negatively correlated with the UK and US. Negative correlations with the 
developed and other emerging markets also appear for Kenya, Nigeria and South 
Africa. During the period March 2000 to February 2006 (Table 5.3c), the 
correlations between each pair of markets have been positive throughout. Several 
major changes occurred over time between each pair of markets. For example, as 
187 
`ntejration jt "ortfo%io bivvrci/ cation 
Table 5.3c shows, the correlation between the Egyptian market and the S&P 
index is 0.4, compared to -0.85 in Table 5.3b. This indicates that the Egyptian 
market has become more related to the US market, probably on account of 
market reforms taking root during this period. The change from negative to 
positive correlation in Table 5.3c shows how volatile the relationship of emerging 
markets to developed markets can be. 
For the entire sample (Table 5.3a), the average correlation among African stock 
markets is 0.58. This compares favourably with the average correlation of the 
three developed markets of 0.64, and emerging India and Latin America of 0.6. 
Thus, we observe quite strong correlations between African markets during the 
period July 1997 to February 2006. This is particularly the case for South Africa, 
Egypt and Kenya, which are strongly correlated. These correlations appear quite 
close to their counterparts in developed and emerging markets. However, when 
one compares Africa and the rest of the world, a different picture emerges. The 
average return correlation between Africa and the developed countries is 0.14, 
while that between Africa and emerging India and the Latin American markets is 
only 0.13. On a pairwise basis, African markets show weak correlations with each 
other. While the correlation coefficients presented in Table 5.3 provide some 
preliminary insight into the interdependence of the markets examined, it must be 
emphasized that these are static measures and, as such, do not reflect the dynamic 
relationships between the markets. 
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5.4. Stationarity and Cointegration 
The empirical investigation of the relationship between African equity markets 
and the rest of the world begins with testing for the presence of uiiit roots. Three 
unit roots test are employed: ADF, PP and Breitang (see Table 5.4). The results 
from Table 5.4 suggest that all prices in log levels are I(1), evidence consistent 
with Figure 5.1. Thus cointegration analysis is a valid method of exploring the 
stochastic trends in the system, or any pair of the series. 
Table 5.4: Unit Root Test 
ADF PP Breitung 
Levels First Differences Levels First Differences Levels First Differences 
Egypt 0.0399 -8.6370** -0.321 -8.702** 0.02814 0.00983* 
Kenya 1.0468 -9.4591** 0.515 -9.719** 0.05148 0.00765* 
Nigeria 0.6820 -10.071** 0.494 -10.12** 0.08318 0.00527* 
S. Africa -1.195 -10.327** -1.248 -10.34** 0.02250 0.00285* 
Japan -1.5537 -10.809** -1.572 -10.80** 0.05602 0.00310* 
UK -1.7628 -12.034** -1.754 -12.02** 0.03614 0.00188* 
US -2.4438 -11.749** -2.443 -11.74** 0.01045 0.00243* 
Brazil -0.7578 -10.942** -0.797 -10.94** 0.01587 0.00312* 
India -0.8758 -10.10** -1.009 -10.098** 0.02861 0.00129* 
Mexico -0.2273 -11.82** -0.227 -10.098** 0.05681 0.00148* 
Note: Critical values of ADF and PP, 1% (-3.44) and 5% (-2.86), taken from MacIiinnon (1991). 
** indicates significance at the 1% level, hence rejection of the null hypothesis of a unit root. ADF 
lag length decision based on Schwarz information criterion: minimum lag=0 and maximum lag=12: 
PP bandwidth selection based on Newey-W'est. Critical values of Breitung, 5% (0.01004) and 10% 
(0.01435). 
The evidence here is based on the Johansen (1991,1995) coiiitegration test to 
investigate the degree of linkage an-long the tell markets. Intuitively, if financial 
markets share a common trend, then there should be no long-term gains to 
international diversification. We consider all African countries as a system; Africa 
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and emerging markets as another system, and lastly Africa and the developed 
markets. The intuition is fairly straightforward: we wish to examine how 
integrated African stock markets are with each other (regional integration), and to 
assess the trends between African markets and the rest of the world (global 
integration). The lag length was determined by both Schwarz (SIC) and Akaike 
(AIC) Information Criterion using 10 lags in the general VAR model. The 
objective is to choose the number of parameters, which minimizes the value of the 
information criteria. The SIC has the tendency to underestimate the lag order, 
while adding more lags increases the penalty for the loss of degrees of freedom. 
However, since we are interested in making sure that there is no remaining 
autocorrelation in the VAR model, we shall adopt the AIC. 
Table 5.5: Order of Lag Selected (Multivariate) 
Africa Africa/Emerging Africa/Developed 
AIC SC AIC SC AIC SC 
1 -0.328 -0.119 -3.930 -3.566 -6.979 -6.615 
2 -8.741* -8.116* -15.019 -13.378* -19.390 -17.749* 
3 -8.697 -7.654 -14.850 -11.932 -19.643 -16.725 
4 -8.601 -7.142 -14.595 -10.401 -19.539 -15.345 
5 -8.676 -6.800 -14.536 -9.065 -19.517 -14.047 
6 -8.504 -6.212 -14.120 -7.373 -19.341 -12.594 
7 -8.450 -5.741 -14.316 -6.292 -19.629 -11.605 
8 -8.432 -5.306 -14.094 -4.793 -19.642 -10.341 
9 -8.314 -4.771 -14.552 -3.975 -19.904 -9.327 
10 -8.365 -4.405 -15.380* -3.526 -20.749* -8.895 
Note: * indicates the lag order selected by the Akaike Information Criteria 
In Table 5.5 and Table 5.6 (column 10), the VAR lags selected were tested to 
ensure there are no remaining residual autocorrelations using the Lagrange 
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multiplier test. Having selected the appropriate lags, we apply the Johansen 
cointegration approach. The coefficient for the deterministic trend in our data is 
restricted to zero. An intercept and no trend are specified for the cointegratiug 
equation. 
Table 5.6: Multivariate Johansen test 
Rank Trace test [ Prob) Max [ Prob] Trace (T-nm) Max (T-nm) LAGS LM (q) 
test test test 
Africa 
0 73.24 [0.006]** 44.26 [0.000]*** 64.45 [0.043]** 38.95 [0.004]*** 2 1.177[0.242] 
1 28.97 [0.569] 15.09 [0.637] 25.49 [0.764] 13.28 [0.783] 
2 13.88 [0.671] 9.72 [0.655] 12.22 [0.796] 8.56 [0.768] 
3 4.16 [0.720] 4.16 [0.721] 3.66 [0.786] 3.66 [0.788] 
Africa/Emerging 
0 405.42 [0.000]*** 109.11 [0.000]*** 121.62 [0.636] 32.73 [0.831] 10 0.987[0.523] 
1 296.31 [0.000]*** 82.59 [0.000]*** 88.89 [0.737] 24.78 [0.932] 
2 213.72 [0.000]*** 69.28 [0.000]*** 64.12 [0.730] 20.78 [0.904] 
3 144.45 [0.000]*** 49.74 [0.000]*** 43.33 [0.722] 14.92 [0.940] 
4 94.71 [0.000]*** 45.58 [0.000]*** 28.41 [0.602] 13.67 [0.753] 
5 49.13 [0.000]*** 33.67 [0.000]*** 14.74 [0.603] 10.1 [0.616] 
6 15.46 [0.014]** 15.46 [0.014]** 4.64 [0.654] 4.64 [0.655] 
Africa/Developed 
0 438.19 [0.000]*** 157.66 [0.000]*** 131.46 [0.076]* 47.3 [0.043]** 10 0.857[0.756] 
1 280.53 [0.000]*** 102.14 [0.000]*** 84.16 [0.478] 30.64 [0.454] 
2 178.39 [0.000]*** 77.23 [0.000]*** 53.52 [0.741] 23.17 [0.597] 
3 101.16 [0.000]*** 40.6 [0.000]*** 30.35 [0.897] 12.18 [0.946] 
4 60.55 [0.000]*** 35.77 [0.000]*** 18.17 [0.828] 10.73 [0.772] 
5 24.78 [0.010]*** 13.21 [0.128] 7.43 [0.863] 3.96 [0.948] 
6 11.57 [0.016]** 11.57 [0.016]** 3.47 [0.508] 3.47 [0.507] 
Note: p-values are based on Doornik (1998); *, **, *** denotes significance of the test statistic at the 10%, 5% and 1% level 
respectively. LM (q) denotes the Lagrange Multiplier Godfrey tests for residual autocorrelation of order q. (T-nm) are the 
small sample corrections. 
We report the trace and max test statistics and their corresponding p-values from 
Doornik (1998) for the null and alternative hypothesis in Table 5.6 and 5,7. The 
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hull hypothesis r=O gives a trace statistic of 73.24 for African countries, which is 
significant at the 1% level. The max statistics has a value of 44.26, which also 
corresponds to the 1% level of significance. Using the small sample corrections the 
trace and max statistic are still significant at the 5% and 1% levels respectively. 
The evidence for African and emerging markets indicates seven cointegrating 
vectors. With the AIC selecting a lag length of 10 we find strong evidence of 
cointegration between African and emerging markets. However, applying the small 
sample corrections, the hypothesis that r=O cannot be rejected using the trace and 
max test statistics. 
The results presented in the last panel of Table 5.6 suggest that African and 
developed countries appear to have seven cointegrating relationships. However the 
small sample corrections indicate just one cointegrating vector. 
It is evident from Table 5.6 that the Johansen test is susceptible to small sample 
bias. In a Monte Carlo study, Cheung and Lai (1993) find that, in small samples, 
the Johansen tests are biased more often than what asymptotic theory suggests. 
In a simulation study, Godbout and van Norden (1997) find considerable size 
distortions in the Johansen test for cointegration, especially in VAR models with 
many lagged variables. Our results suggest that the lag length of 10 for 
African/Emerging markets, and Africa/developed markets may affect the 
empirical distribution of the test statistics. To this end we concentrate on the 
results based on the small sample corrections. 
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The results from Table 5.6 suggest that there are no independent linear 
combinations of the vector of stock price series, X, that are stationary for the set 
of African and emerging countries that we examine during the period 1997 to 2006. 
With regards to African markets and their developed counterparts, Table 6.6 
indicates one stochastic trend in a system of seven countries for the entire sample. 
There is one cointegrating vector binding the African countries in our sample. 
We use the evidence presented in Table 5.6 to address whether market 
convergence is occurring between Africa and the rest of the world. Further, we 
also address the issue of portfolio diversification within the cointegration literature. 
In developing stochastic definitions of convergence and common trends based on 
cointegration analysis, Bernard (1991) argues that a necessary (but not sufficient) 
condition for multi-country convergence is that there be n-1 cointegrating vectors 
for n countries. For time series data, this notion of convergence requires that the 
expected difference between the series become arbitrarily small (or converge on 
some constant as time elapses. In the case of integrated series, stochastic 
convergence can be defined in terms of the differences between the series being of 
a lower order of integration than the original series). Clearly from Table 5.6, this 
condition fails to hold for our sample. The trace test suggests the presence of only 
one cointegrating vector (or equivalently one common stochastic trend) in a seven 
dimensional system (Africa and developed markets), and no cointegrating vectors 
(or no common stochastic trends) in a seven dimensional system (Africa and 
emerging economies), and one common trend among African countries. From 
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these results, we can argue that there is some transmission of stock market shocks 
across the countries, but the rate of stock market performance has not been 
equalised through time. 
A potential problem in interpreting the results presented in Tables 5.6 is that we 
cannot isolate the impact of cointegration on the various pairs of countries in our 
sample. We therefore investigate the issue on a pair-wise basis. With 10 countries 
in our sample, there can be 45 pairings. However, our interest is in the trends that 
exist between African countries and the emerging Asian and Latin American 
countries, and the developed markets. To this end, we present 30 pairings in 
Table 5.7. 
The evidence from Table 5.7 fails to reject the null hypothesis of no cointegration 
for the vast majority of the pairings. Out of 30 pairings, 22 pairs are non- 
cointegrated. The max test is not rejected marginally for the following pairs: 
Egypt/Brazil, Nigeria/India and Kenya/US. However, we cannot reject the 
existence of long-run relations between the following pairs at the 5% level using 
the trace test: South Africa/Egypt, South Africa/UK, Nigeria/Egypt, and 
Kenya/UK. The most interesting finding from Table 5.7 is that none of the 
African countries share common trends with Mexico and Japan. 
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Table 5.7: Bivariate Johansen Test 
Trace test [ Prob] Trace test [ Prob] Max test [ Prob] 
HO: rank<0 HO: rank<1 HO: rank<0 H0: rank<1 LAGS LM (q) 
South Africa/Egypt 29.51 [0.015]" 7.49 [0.305] 22.02 [0.017]** 7.49 [0.30G] 4 0.288 [0.9G] 
South Africa/Kenya 18.79 [0.300] 7.25 (0.329] 11.54 (0.472] 7.25 [0.330] 2 0.288 [0.96] 
South Africa/Nigeria 17.45 [0.390] 3.58 [0.796] 13.87 [0.273] 3.58 [0.798] 2 1.274 [0.259] 
South Africa/Brazil 19.78 [0.242] 8.27 [0.238] 11.51 [0.474] 8.27 [0.238] 2 1.354[0.219] 
South Africa/Mexico 11.89 [0.817] 4.38 [0.689] 7.51 [0.855] 4.38 [0.690] 3 0.666 [0.721] 
South Africa/India 7.93 [0.827] 1.26 [0.900] 6.67 (0.712] 1.26 [0.899] 2 0.433 (0.896] 
South Africa/Japan 14.09 [0.655] 3.77 (0.772] 10.32 [0.594] 3.77 [0.774] 2 0.727 (0.667) 
South Africa/UK 26.34 [0.042]** 6.58 [0.401] 19.76 [0,041]** 6.58 [0.402] 2 1.125 (0.349] 
South Africa/US 16.73 [0.444] 4.11 (0.726] 12.61 [0.372] 4.11 (0.727] 3 0.920 (0.501] 
lgypt/Kenya 22.33 [0.130] 7.85 (0.272] 14.49 (0.230] 7.85 [0.273] 2 0.878 (0.535] 
Igypt/Nigeria 26.5 [0.040]** 8.06 [0.254] 18.44 [0.066]" 8.06 (0.254] 3 0.727 [0.667] 
Igypt/Brazil 21.96 [0.143] 3.03 [0.862] 18.93 [0.056]" 3.03 [0.863] 2 1.559 [0.140] 
Egypt/Mexico 18.62 [0.310] 2.13 [0.945] 16.48 (0.127] 2.13 [0.946] 2 1.432 [0.185] 
Egypt/India 19 [0.287] 3.71 [0.779] 15.29 [0.183] 3.71 [0.781] 3 0.685 [0.704] 
Egypt/Japan 19.24 (0.273] 4.2 [0.714] 15.04 [0.197] 4.2 [0.716] 2 1.379 [0.208] 
Egypt/UK 25.61 [0.052]" 7.96 [0.263] 17.65 [0.087]' 7.96 [0.263] 2 1.638 (0.116] 
Egypt/US 23.24 [0.102] 8.7 [0.205] 14.54 (0.227] 8.7 [0.205] 2 1.075 [0.382] 
1ienya/Nigeria 18.35 [0.328] 2.12 [0.946] 16.23 [0.138] 2.12 [0.947] 2 1.031 (0.414] 
kenya/Japan 21.22 [0.172] 8.48 (0.221] 12.74 [0.361] 8.48 [0.221] 2 1.0576 [0.395] 
1{enya/UK 26.52 [0.039]** 9.09 [0.179] 17.43 [0.094]" 9.09 [0.179] 2 0.360 [0.939] 
I(enya/US 24.81 [0.066]" 9.09 [0.179] 15.72 (0.161] 9.09 (0.179) 4 0.751 [0.645] 
kenya/Brazil 18.02 [0.350] 3.71 [0.780] 14.31 [0.242] 3.71 [0.782] 3 1.603 [0.126] 
Kenya/India 15.96 [0.504] 3.95 (0.748] 12.01 (0.427] 3.95 [0.749] 2 1.306 [0.242] 
lkenya/Mexico 20.09 [0.225] 3.25 [0.836] 16.84 (0.114] 3.25 [0.838] 2 0.805 [0.598] 
Nigeria/Japan 15.47 [0.543] 2.01 [0.954] 13.45 [0.303] 2.01 [0.955] 2 0.391 [0.923] 
Nigeria/UK 15.62 [0.531] 2.74 [0.893] 12.88 [0.349] 2.74 [0.894] 2 0.507 [0.849] 
Nigeria/US 17.17 [0.410] 4.58 [0.662] 12.6 (0.374] 4.58 [0.664] 2 0.912 [0.502] 
Nigeria/Brazil 6.97 [0.893] 2.29 [0.720] 4.68 (0.903] 2.29 [0.719] 5 1.449 [0.179] 
Nigeria/India 22.46 [0.126] 4.89 [0.618] 17.57 [0.089] 4.89 [0.619] 3 1.192 [0.306] 
feria/Mexico 18.73 [0.303] 2.5 [0.916] 16.22 [0.138] 2.5 [0.917] 2 0.482 [0.867] 
Note: p-values are based on Doornik (1998); denotes significance of the test statistic at the 10%, 5% and 1% level 
respectively. LM (q) denotes the Lagrange Multiplier Godfrey test for residual autocorrelation of order q. 
There appear to be strong links between African markets and the UK, rather than 
with the US. This might be due to historical links and colonial ties with the 
former. 
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5.4.1. Implications for Regional and Global Integration 
The cointegration test results can be used to address the issue of whether regional 
integration is occurring, and/or whether African countries are integrated globally. 
The evidence from Table 5.6 indicates that African markets are not integrated 
regionally. The evidence of a single stochastic trend would suggest that the pace 
of integration is slow and at best driven only by the bigger markets (South Africa, 
Nigeria and Egypt). Thus, even in an economic sense, integration inay be 
occurring but is not yet complete. It is tempting to conclude that geographical 
proximity is neither a necessary nor sufficient condition for African stock markets 
to be integrated. This would further suggest that efforts at integrating African 
stock markets remain largely futile to date. 
Globally, the evidence suggests that African markets remain segmented. As shown 
in Table 5.6, the rate of convergence between Africa and the developed markets 
has not equalized over time. The significant relationships that exist seem to be 
driven largely by South Africa and Egypt. With the exception of South Africa, 
African markets are not integrated into world stock markets. The fundamental 
question is why is it that foreign investors shy away from the emerging markets in 
Africa? One may argue that Africa is somehow different and investors are not 
responding rationally to the continent's investment opportunities because of some 
hurdle: perhaps home bias or other concerns, such as lack of information on 
companies, poor auditing and accounting standards, minimal degree of investor 
protection and emerging markets specific risks (political, currency or 
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macroeconomic policy risks, see Bekaert, 1995), systematically discourage 
investors from bringing their capital into Africa. 
Second, one can also argue that liquidity or market size (see Moss et al, 2007) 
present an entry barrier to African markets. This is more compelling given that, 
with the exception of South Africa, all African markets examined in our sample 
are small compared to their emerging counterparts elsewhere. Evidence indicates 
that alternative routes to African markets through American Drawing Rights 
(ADRs) and country funds are sometimes non-existent. A glance through the 94 
global emerging market funds for which data are available shows that they all 
invest in South Africa, but almost none invest elsewhere on the continent (see 
Moss et al, 2007). These reasons could explain our results. 
5.4.2. Implications for Portfolio Diversification 
The lack of strong links among African markets, and between African markets 
and their counterparts in developed economies and Latin America and Asia, 
present an opportunity for portfolio diversification. With the exception of South 
Africa/Egypt and Nigeria/Egypt (Table 5.7), none of the African pairs are 
cointegrated. The practical implication for investors on the continent of Africa is 
that they can gain by holding portfolios from different countries. For instance, our 
results suggest the possibility of Kenyan investors being able to reduce portfolio 
risk by investing in South Africa, Nigeria or Egypt. For the international investor, 
the evidence shows that including African assets in a portfolio should significantly 
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reduce risk. This is particularly useful in the context of the earlier finding of 
negative or low correlation between African markets and the developed countries 
(see Table 5.3). Not only are there low and sometimes negative correlations, but 
also African markets have shown increasing good performance compared to their 
counterparts in Asia and Latin America (Table 5.1). However, as discussed earlier, 
the lack of foreigners have not translated cointegration and the good performance 
into a strong attraction to Africa, largely on account of the factors explained 
earlier. 
The lack of long-run relationships between the African countries and the other 
emerging markets could also indicate that there are fewer spillovers of crises from 
emerging countries to Africa. This is instructive because, during the South Asia 
financial crisis in 1997/98, only South Africa suffered from the contagion (see 
Kamin, 1999). To throw more light on the results in Table 5.6, we carried out 
recursive estimation. Recursive estimation provides a valuable tool for assessing 
constancy in the cointegrated models. The left hand side graphs of Figure 5.2A 
show the linear combinations, 'Xt, the next four graphs on the right hand side 
plot the long-run fitted and actual values. Two of the cointegration vectors look 
fairly stationary, with the fitted and actual tracking each other reasonably closely. 
The other two look less stationary, with not much relationship between fitted and 
actual. Figure 5.2B shows the recursively estimated eigenvalues4. 
We used the R-representation (fixing the short run dynamics at their full sample values) for the 
recursive estimation (see Doornik and Henry, 1995). 
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Figure 5.2A: Estimated Unrestricted Relations- African Countries 
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Figure 5.2B: Recursively Estimated Eigenvalues -African Countries 
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The eigenvalues are relatively constant, the first three at non-zero values, and 
the fourth much smaller but visibly closer to zero throughout. 
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For African/developed countries (Figure 5.3A), only one (perhaps two) of the 
cointegration vectors look stationary, with the fitted and actual values being 
quite close. The wide gap between actual and fitted for the rest of the countries 
in Figure 5.3A could provide supporting evidence to the finding of relative weak 
cointegration between African and developed markets when we employ the 
small sample corrections to our data. 
Figure 5.3A: Estimated Unrestricted Relations- Africa/Developed 
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Figure 5.3B: Recursively Estimated Eigenvalues -Africa/Developed 
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5.5. Are African Stock Markets isolated from the rest of the World? 
An important question worth addressing is whether African markets are 
completely segmented. To investigate further the dynamic relationship between 
African markets and the rest of the world, we estimate a VAR in first 
differences for the non-cointegrated markets (see Table 5.7). The advantage of 
using this model is that it estimates the dependence among the markets, and 
also allows shocking a particular market and analysing how shocks perpetuate 
themselves through impulse responses. 
In general, a kth order VAR in first differences for a 2x1 vector of jointly 
determined (endogenous) variables XX is written as 
ox, =p+ 11 `1 rl, AX ;+c, (5.5) 
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Here, the residual vectors, is said to be the innovation (shock) in X that cannot 
be predicted from past values of variables in the system. Then, either by 
polynomial lag division or by successive substitution, the corresponding moving 
average representation (MAR) is derived from the following equation': 
OXL = Ill (B)st =''(B) st = £t +ý (5.6) 
where `Y; _V I1-1 
T 
_j and 
To = In 
In this model, no distinction is made between endogenous and exogenous 
variables, so the LI'; matrices can be interpreted as the dynamic multipliers of 
the system, since they represent the model's response to a unit shock in each of 
the variables. While the estimated coefficients in the VAR system provide very 
little insight into the dynamic interaction among the series, the MAR presents 
information equivalent to that contained in the original estimates, but allows 
tracing out the time path of the various shocks on the return series (Sims, 1980). 
We compute the dynamic response of each market return series to random 
shocks in other markets. This shows us how unexpected changes in each market 
return change the returns of other markets over time. We apply the generalised 
impulse response function (GIRF) 
GIRF (n, £c, wt-1) =E [Xt+n 1 ei, t, mt-1 
]-E [Xt+n 1 tut-, ]t (5.7) 
s As shown by Sims (1980), it is more informative to analyse the system's reaction to typical 
random shocks by tracing out the system's moving average representation rather than to 
continue with the complicated cross-equation feedbacks involved in the autoregressive 
representation. 
202 
1ntejration jPortfofio Aver 
'J? cation 
We follow Pesaran and Shin (1997) by constructing orthogonal sets of 
innovations that do not depend on the VAR ordering. The GIRF from an 
innovation to the jth variable is derived by applying a variable specific 
Cholesky factor computed with the jth variable at the top of the Cholesky 
ordering. The evidence from Figure 5.4 gives the responses resulting from a one 
standard deviation shock to a pair of the non-cointegrated markets in Table 5.7 
(we produced the impulse response of all the countries but, for the sake of 
brevity, we report only the interesting cases). Monte Carlo constructed 95% 
confidence bands are provided to judge the statistical significance of the impulse 
response functions. 
From Figure 5.4, we observe minimal dynamic interactions between the markets. 
Indeed, the responses of Egypt and Nigeria to innovations in South Africa are 
immediate and subside toward zero quickly. The response of the South African 
market to innovations in Egypt is negative, but dies out in about eight months. 
The response of Egypt to Kenya and vice versa is positive. Admittedly, none of 
the responses are significant. The sensitivity to shocks from other markets is 
related to the degree of openness and to the level of macroeconomic 
coordination between countries. The results of the impulse response functions 
give further evidence that African markets do not appear to have strong links. 
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The responses of the Brazilian market to the South African market appear 
positive and significant up to the fourth month. South Africa also responds 
positively to innovations in Mexico and vice versa. Given the size of these 
markets as emerging market economies, one would expect substantial 
interactions between them. The impulse responses between African countries 
and the developed countries are all minimal and die out in less than six months. 
The general trend for the remaining responses is not very different. Evidence 
shows that shocks from Japan, US and UK are minimal in explaining shocks in 
South Africa and vice versa. 
These results may be attributed to a low level of policy coordination among 
African countries. Although there have been attempts to encourage equity 
market integration through the Association of African Stock Exchanges, the 
evidence presented here indicates that the four markets would have to establish 
institutional agreements concerning equity markets: the exchange rate 
mechanism that might increase coordination among these countries has not yet 
been harmonized, and intensive trade and other cooperation among national 
governments is required to remove existing impediments that inhibit the flow of 
investment funds across the African continent. The weak linkage among African 
markets may also be due to the low proportion of intra-regional trade. Evidence 
from the WTO statistics indicates that inter African trade amounts to only 11% 
per annum. The direction of trade is highly influenced by colonial tics rather 
than continental allegiance. 
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Thus, not only is equity market integration weak, but also overall economic 
integration remains a dream. 
5.5.1. Independence and Interdependence: Granger Causality 
To further understand the dynamic relationship between the markets in our 
sample, we perform Granger causality tests using the VAR model. Causality 
tests seek to answer the question, do changes in African markets lead changes in 
developed and emerging markets in Asia and Latin America (or vice versa)? If 
this is the case, it follows that African markets must be important in explaining 
most of the movements in global markets. The evidence is reported in Table 5.8. 
Consistent with the results from the impulse responses, there appears to be little 
feedback between African countries. However, we find uni-directional causality 
between the South African market and her emerging counterparts. The evidence 
from Table 5.8 shows that the South African market significantly influences 
India, Mexico and Brazil. Given the size of the Johannesburg stock exchange as 
the largest emerging market in our sample, one would expect movements in that 
market to affect movements in other developing stock markets. 
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Table 5.8 Granger Causality 
F-statistic Prob F-statistic Prob 
South-/-ºNigeria 0.374 0.689 Egypt-/-. Kenya 0.731 0.484 
Nigeria-/-South Africa 1.310 0.274 Kenya-/-+Egy pt 0.167 0.846 
Kenya-/->South Africa 0.318 0.728 Nigeria-/--*Japan 0.545 0.461 
South Africa-/Kenya 0.485 0.617 Japan-/--+Nigeria 0.095 0.758 
South Africa-/--+Brazil 11.79** 0.000 Nigeria-/-UK 1.048 0.604 
Brazil-/--South Africa 0.491 0.613 UK-/-Nigeria 0.506 0.354 
South Africa-/-Mexico 4.42** 0.006 Nigeria-/-US 2.113 0.126 
Mexico-/-South Africa 0.108 0.955 US-/->Nigeria 0.091 0.913 
South Africa-/-. US 1.556 0.1297 Nigeria-/-Brazil 1.290 0.280 
US-/--+South Africa 0.390 0.955 Brazil-/-ºNigeria 0.748 0.476 
South Africa-/-. Japan 1.044 0.416 Nigeria-/-+Mexico 1.515 0.225 
Japan-/--+South Africa 0.855 0.578 Mexico-/-+Nigeria 0.624 0.538 
South Africa-/--India 2.831* 0.095 Nigeria-/-'Kenya 1.896 0.117 
India-/-ºSouth Africa 1.548 0.216 Kenya-/-ºNigeria 1.895 0.117 
Egypt-/--+US 1.216 0.294 Kenya-/-'Japan 0.399 0.672 
US-/-'Egypt 1.269 0.263 Japan-/--'Kenya 1.028 0.361 
Egypt-/--)-India 0.278 0.758 Kenya-/-)-Brazil 0.803 0.451 
India-/-Egypt 1.590 0.209 Brazil-/-Kenya 2.317 0.104 
Egypt-/-'Mexico 0.330 0.720 Kenya-/-'India 2.153 0.121 
Mexico-/-'Egypt 0.620 0.540 India-/-Kenya 0.673 0.513 
Egypt-/--+Japan 1.438 0.179 Kenya-/-'Mexico 0.029 0.856 
Japan-/--'Egypt 0.827 0.604 Mexico-/-'Kenya 0.155 0.972 
Note: -/-+ denotes does not Granger cause. *, ** indicates rejection at the 1% and 5% levels 
respectively. The test is based on a bivariate VAR(k) model. Optimal lag length is based on the 
AIC (see Table 5.7). 
Once again, in line with the impulse responses and cointegration tests, very 
little dynamic interaction is found between African markets, and between 
African markets and their developed counterparts. 
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Summary and Conclusions 
Since the late 1980s, a number of African countries have established organised 
stock exchanges, partly to satisfy their quest for new capital, to encourage 
indigenisation and to incorporate elements of market capitalism into their 
economies. Owing to their small size and low liquidity, significant efforts have 
been expended in integrating these equity markets. Through the African Stock 
Exchanges Association (ASEA), closer cooperation among African stock 
exchanges has been forged through the existing regional economic blocks. There 
has also been various policies aimed at integration, such as harmonizing trading 
practices, encouraging cross border listing of stocks, and promoting greater inter 
and intra regional trade. However, there is generally a dearth of empirical 
research on the state of integration of Africa's markets, both within the 
continent and with the rest of the world. Little is known about the 
opportunities and threats presented by these emerging markets. Again, little is 
known about the response of Africa's markets to global information factors, and 
whether disturbances in Africa matter for markets elsewhere. 
The theme of this chapter is centred on equity market integration and its 
implications for market efficiency, portfolio diversification and investment 
analysis. We first examined integration within Africa and then the relationship 
between African markets and other parts of the world. Our data set included 
four of the most developed African stock markets (South Africa, Nigeria, Egypt 
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and Kenya), two Latin American countries (Brazil and Mexico), three developed 
markets (US, UK and Japan), and finally India. We employed cointegration 
analysis to examine the long-run relationships. Finally, we analysed the short- 
run dynamics to learn more about the propagation of stock market shocks. 
Evidence from cointegration and correlation analysis indicates that African 
countries share weak trends with the rest of the world. On the one hand, the 
evidence suggests that, in spite of many years of collaboration and economic 
reforms, the African stock markets are not significantly influenced by each other 
or world stock markets. Thus, geographical proximity and/or economic ties do 
not matter for the integration of African markets. This would suggest that 
increased inter/intra regional trade, greater financial liberalisation, freer 
mobility of capital and more determined macroeconomic coordination should 
precede any attempt at regionalism. On the other hand, the overall results 
indicate that African assets are attractively valued and, given their low 
correlations and weak trends with the rest of the world, can play a significant 
role in international portfolio diversification (i. e., by widening the investment 
opportunity set and hence reducing risk). 
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Chapter Six 
Common Stocks and Consumer Prices 
`Inflation is thought of as a cruel, and may be the cruellest, tax because it hits in 
a many sectored way, in unplanned way, and it hits the people on a fixed income 
hardest'. Paul A. Volcker, US FED Chairman, 1979-1987. 
6.0. Introduction 
The question of whether common stocks can act as a hedge against rising 
inflation has received much attention in the academic literature. According to 
Fisher (1930), the market interest rate comprises the expected real interest rate 
and expected inflation. If the ex-ante real rate of interest is assumed constant, 
certeris paribus, economic agents will require a nominal return that will 
compensate for the marginal utility of forgone current consumption (measured 
by the real interest rate) and the decline in the purchasing power of money. 
This proposition implies that nominal interest rates move one-for-one with 
inflation, so that a permanent change in the rate of inflation has no long-run 
effect on the level of the real interest rate. Transposing this notion to stock 
markets implies a positive, one-for-one relationship between stock returns and 
inflation. Thus, in a competitive market, equity stocks, which represent claims 
against the real assets of a business, inay serve as a hedge against inflation; 
hence the return on common equity should keep pace with the inflation rate. If 
this relationship fails to hold, stock investors will be vulnerable to inflation. 
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Spurred by rising inflation in major industrial economics in the 1970s, the 
literature has concluded, at several points in time and using different datasets, 
that equities in industrialised economies have failed to maintain their value 
during periods of high inflation. Using U. S data, Bodie (1976), Nelson (1976) 
and Fama and Schwert (1977) compared the inflation hedge properties of 
common stocks with those of other financial and real variables, such as human 
capital, and found that common stocks are a poor hedge not only against 
unexpected inflation, but also against expected inflation. Gultekin (1983), in a 
study of 26 countries during the post-war period, consistently failed to find 
support for the hypothesis that common stocks and the expected inflation rate 
are independent, and that nominal stock returns vary in one-to-one 
correspondence with expected inflation. These pieces of evidence are at variance 
with the Fisher hypothesis and numerous papers have attempted to explain the 
anomaly. 
Fama (1981) hypothesizes that the observed inverse relationship between real 
stock returns and inflation is spurious. In his analysis, inflation simply acts as a 
proxy for real activity variables in models that relate stock returns to inflation. 
Under this 'proxy hypothesis', the negative association found between stock 
returns and inflation is the result of two underlying influences: (a) the 
relationship between stock returns and expected economic activity; and (b) the 
relation between expected economic activity and inflation. A positive 
relationship between stock returns and expected economic activity is driven by 
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the expectation of higher future dividends, while a negative relationship between 
expected economic activity and inflation follows from money demand effects 
arising from a rational expectations version of the quantity theory. Therefore, in 
regressions of stock returns on measures of inflation, a significant negative 
coefficient on the inflation term reflects these two underlying relationships. 
Subsequent studies offer additional reasons for a spurious relationship and/or 
provide empirical tests of the proxy hypothesis. Geske and Roll (1983), for 
example, argue that the negative relationship between stock returns and 
inflation is spurious, but that the relationship between inflation and real output 
is due to the central bank's practice of debt monetisation. They argue that, 
when the central bank engages in debt monetisation, a 'reverse causality' exists 
in the stock market, in that stock returns signal expected inflation, rather than 
inflation signalling stock returns. Kaul (1987) extends the previous two works 
by arguing that the relationship between stock returns and inflation depends on 
the equilibrium process in the monetary sector. Relating the growth rate of 
money to the federal deficit, the unemployment rate, and lags of money growth, 
Kaul (1987) concludes that a deficit-induced counter-cyclical monetary policy, 
interacting with money demand, gives rise to the inverse relationship between 
stock returns and inflation in the post-war period. In a follow up article, Kaul 
(1990) analysed the impact of different monetary regimes on the relationship 
between stock returns and unexpected inflation, or changes in expected 
inflation. In those regimes in which a counter-cyclical monetary policy is 
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identified, a significantly stronger negative relationship is found than in pro- 
cyclical or neutral regimes. 
Although the numbers of studies reporting a negative relationship between 
inflation and stock returns 'are numerous, other studies have either found 
evidence in support of the Fisher type relationship or found no relationship at 
all. The studies here have been very sensitive to the techniques employed and 
the datasets analysed. Firth (1979) concludes that the relationship between 
nominal stock returns and inflation in the UK is positive. Although Gultekin 
(1983) finds no evidence for the Fisher hypothesis in most of the countries 
analysed in the post war period, in the UK the author found evidence consistent 
with the Fisher hypothesis. Furthermore, evidence from long-horizon studies has 
tended to favour the stock return-inflation hedge proposition. Boudoukh and 
Richardson (1993) examine the relationship between nominal stock returns and 
inflation with data over a 200-year period. In sharp contrast to studies that 
utilise a short-time horizon, and using a 5-year holding period return, they find 
that nominal stock returns are positively related to both ex-ante and ex-post 
inflation. This implies that stocks are at least a partial hedge against inflation. 
Finally, Boudoukh et al (1994) show that in a world of monetary neutrality, the 
relationship between stock returns and inflation varies cross-sectionally across 
industries depending on the cyclical tendency of the particular industry. As 
argued by Hess and Lee (1999), however, it is evident that the relationship 
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between stock prices and inflation could be positive, negative or insignificant, 
depending on the factors (demand and supply) influencing inflation. 
The evidence in this line of inquiry has been derived from regressions of real ex- 
post stock returns on expected inflation and/or unexpected inflation over short 
periods of time. Evidence has shown that it is impossible to measure accurately 
both contemporaneous and inter-temporal correlations between stock returns (in 
real terms) (Gallagher, 1986). Hendry (1986) and Juselius (1991) observe that, 
when a time series is differenced, long-run information contained in the levels of 
variables is lost. Since the 1990s, the Fisher hypothesis has undergone empirical 
tests that take the potential non-stationarity of the involved series explicitly 
into account (see Mishkin 1992)'. International evidence by Ely and Robinson 
(1997) using cointegration shows that stocks do maintain their value relative to 
movements in overall price indices, and this is invariant to the source of 
inflation. Anari and Kolari (2001) also employed a cointegration approach with 
data from six industrialised countries (US, UK, Canada, France, Germany and 
Japan). The authors show that long-run Fisher elasticities of stock prices with 
respect to goods prices exceed unity and are in the range of 1.04 to 1.65, which 
tend to support the Fisher effect. In a similar study, Luintel and Paudyal (2006) 
analysed whether aggregate and disaggregate industry indices in the UK provide 
'For the relationship between interest rates and inflation, see Evans and Lewis (1995), Crowder 
and Hoffman (1996) and Koustas and Serletis (1999). Evans and Lewis (1995), for instance, find 
evidence in favour of a long-run Fisher coefficient of less than unity for the US whereas Crowder 
and Hoffman (1996) find coefficient estimates greater than unity, evidence consistent with tax 
augmented versions of the Fisher hypothesis. 
216 
tiommor 19toc/s ton, 
rumer i/ ricer 
a hedge against inflation over the 48 year period January 1955 to December 
2002. Accounting for shifts in the cointegrating relationship, the authors' 
estimate the goods price elasticity to be significantly above unity in a large 
number of industry baskets. Thus, studies based on long-run relationships tend 
to be more supportive of the Fisher type explanation than static short-run 
estimates. 
The empirical validity of the generalised Fisher hypothesis has profound 
implications on investment (see Fama and Gibbons, 1982, and Shrestlia et al, 
2002), since if the relationship between nominal returns from common stocks is 
negatively correlated with inflation (as argued by most studies), common stocks 
become financial assets just like T-bonds and, as such, they cannot be regarded 
as a good hedge against inflation. Testing the validity of the hypothesis also 
presents a measure of the relative efficiency of the stock market under 
inflationary conditions, where, all things equal, an efficient stock market would 
be expected to incorporate information contained in expected inflation for the 
concurrent formation of stock prices. 
Following the economic restructuring of the 1980s and the financial reforms that 
ensued, most African countries have generally adhered to strict monetary and 
fiscal policies. In spite of these efforts, however, inflation in African countries 
has assumed a general upward trend. The annual inflation rate in the sampled 
countries in this chapter (Egypt, Kenya, Morocco, Nigeria, South Africa and 
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Tunisia) has averaged about 10.8% between 1990 and 2004, with some countries 
experiencing rates in excess of 30% (Nigeria and Kenya in the early to mid- 
1990s). Inflation rates of this magnitude have significant adverse effects on the 
financial sectors of African countries, particularly in the context of fixed 
nominal interest rates, the choice of investment vehicles, and the composition of 
individual baskets of assets. Two crucial questions that have not been addressed 
are (a) whether the stock markets in African countries offers a shelter to 
investors in the face of rising inflation, and (b) how do the stock markets 
perform under inflationary conditions? 
Given this background, this chapter makes three key contributions. First, there 
has been relatively little work on testing whether the generalised Fisher 
hypothesis is valid with respect to stock markets in Africa-the markets have 
grown increasingly important as avenues for global portfolio diversification, 
especially given their impressive performance over the years and relatively low 
correlation with the developed markets (see chapter 6 for evidence). A study of 
this nature will not only contribute to the literature, but will also serve as a 
benchmark from which subsequent analysis of the relationship between the 
financial markets and the real economy could be assessed. 
Second, the study evaluates whether stock markets in the individual countries 
under investigation are able to separate variations in the expected nominal rate 
of stock returns from variations in the expected nominal rate of inflation. The 
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recent advances in cointegration make the inter-country comparisons of this 
issue possible without the use of other macroeconomic variables that inay 
embody diverse country-specific peculiarities. These peculiarities, relevant to our 
study, are: widely different rates of inflation that the six countries experienced 
over the years and significant variations in the industrial structures, tax policies 
and stock exchange trading rules and regulations and ongoing reforms. By 
employing vector error correction models (VECMs), we can capture the long- 
run relationships between variables. For instance, any equilibrium conditions 
uncovered by cointegration tests can be imposed on the system by introducing 
error correction terms. We can also generate impulse response functions to 
assess the response of share prices to movements in goods prices. The estimated 
response patterns allow us to test if stocks maintain their value relative to goods 
prices. 
Thirdly, this chapter constitutes an examination of the relative efficiency of 
African stock markets under conditions of an upward trend in the general price 
level. 
The evidence presented in this chapter is two fold: short-run estimates using 
OLS and instrumental variables (IV) and long-run estimates through 
cointegration analysis. Generally, the longer the horizon, the more the evidence 
is in favour of a negative relationship between inflation and stock returns in 
African countries. This is true for South Africa, Egypt and Kenya. The 
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relationship also appears to be spurious, in that the variability of stock returns 
tends to swamp that of inflation. This finding is in line with previous evidence 
on the relationship between inflation and stock returns. Further, there exists a 
positive relationship between inflation and stock returns in Nigeria and Tunisia, 
but this is invariant to the time horizon considered, especially in Nigeria. 
However, the evidence from cointegration analysis suggests that all pairs of 
stock and consumer price indices in five countries (excluding Morocco) are 
cointegrated. We estimate a long-run Fisher coefficient of above unity for South 
Africa, while the remaining four countries have elasticities below unity, so that 
the tax-augmented version of the Fisher hypothesis is not supported in many 
African countries. Through impulse response functions, we find that the time 
path of the response of stock prices to a shock in goods prices exhibits an initial 
negative response in Egypt and South Africa. The overall evidence suggests 
that, over a long time, the relationship between stock and goods prices is 
positive in all African countries. Investors in African stock markets should 
expect stocks to be good hedge against inflation over a long time period. 
The next section examines the theoretical and empirical model. The basic Fisher 
equation is presented and its application to stock markets is analysed. The 
stationarity properties of stock and goods prices are examined in section 6.4 
through PP and Breitung unit root tests and the KPSS stationarity test. We 
present evidence from the cointegration literature and examine the rationale 
behind our findings. Given that our data spans almost two decades, there is the 
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possibility that structural changes may have caused the relationship between 
our series to change, with consequences for the estimates. We address the 
stability of the cointegration relations through recursive estimation. In section 
6.5 we carry out impulse response analysis to further uncover the dynamic links 
between the series. 
6.1. The Theoretical Model 
The Fisher equation encapsulates the relationship that exists between nominal 
interest rates and expected inflation. If the ex-ante real rate of interest is 
assumed constant, then economic agents will require a nominal return that will 
compensate for the marginal utility of forgone current consumption (measured 
by the real interest rate) and the decline in the purchasing power of money. The 
decline in the purchasing power of money is commonly proxied by the price 
inflation that is expected to occur over the life of the loan. Therefore the Fisher 
equation is given in its most simple form as 
R= = (Et 1 
ýr=ýý+ýE= 
i 
ýý_ýý+u= (6. i) 
where Rt is the nominal interest rate, (Et-1 [re]) and (Et_1 [; r1]) are the ex-ante 
real interest rate and the expected inflation rate, respectively, and E [e] denotes 
the conditional expectation operator. Imposing rational expectations, the 
expected and the actual inflation rate may differ by a stationary zero mean 
forecast error v, , obtaining 
; rt = Et_1 [; rt]+v, t (6.2) 
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and, similarly, the ex-post real interest rate is the sum of the ex-ante real rate 
and a forecast error v2,, such that 
rt = Et-, [rt]+vet (6.3) 
The inflation rate and nominal interest rate are observable. Thus the ex-post 
real interest rate is 
(1) rt = Rt -2r +vt 
where v, 
(1) 
= u, - v - v21 " 
(6.4) 
Equation (6.4) provides the basis for testing the Fisher hypothesis (see Ra. pach 
and Weber 2004). Assuming v, (') to be stationary, the integration properties of 
r, are determined by the integration properties of Rt and ; r, . 
If the latter 
variables are both stationary (R,,; r, -1 (0)) then r, -I(0) . However, if both 
variables are nonstationary i. e. (Rt,; rt - I(1)) , there may exist a 
linear 
combination of Rt -'z that would be found in the 
long-run, implying a 
cointegration relationship between interest rates and inflation with cointegrating 
vector(1, -1). 
6.1.1. The Empirical Model 
In the context of stock markets, the Fisher hypothesis postulates that the 
nominal stock return reflects market expectations about the real stock return 
and inflation; a 1% increase in expected inflation should be associated with a 1% 
increase in stock returns. Thus investment in stocks may be used as a complete 
hedge against inflation. Before we examine the long-run relationships, we start 
with the simple regression of stock returns on contemporaneous inflation: 
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OSt=a+ßE(LPtk 
-1) 
+£t (6.5) 
where OSt and OPt are the nominal stock return and inflation from I -1 to t 
respectively; a is the expected real stock return; ß =I if the Fisher hypothesis 
holds; E (OPt j (p, -, 
) is the expectation of inflation based on the information set 
rg-, available at t- I and, finally, c, is the residual. Because expected inflation 
is not available in general, estimation of (6.5) has to rely on a regression of 
observables such as 
ASt =a+ ß0PP + ut (6.6) 
with ut as a residual. A unit coefficient,, 6 =1, would imply that common stocks 
are a hedge against inflation. However, when the income from stocks is subject 
to taxes, the rate of return on common stocks. should exceed the inflation rate, 
at least by the tax rate. Therefore, the size of the coefficient (ß) could, in fact, 
exceed unity. 
Using stock returns and inflation tell us only about the short-run solution. To 
investigate the long-run relationship between stock prices (SL) and good prices 
(P, ), we apply Johansen's (1991,1995) multivariate method (where stock prices 
and goods prices are defined as the stock price index and consumer price index 
respectively). Under this approach, a system of endogenous variables can be 
parameterized as a vector error correction model (VECM): 
Ay, =p+r, Ayt-1+r2oyt-2+,..., 
+rk-lAyt-k+l+rIYYt-k+et (6.7) 
where yt = (S,, P, ) I collects observations of stock prices and goods prices in each 
country; et - iid (0, J: ) ;, u is a vector of intercept parameters; r, and n arc 
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(2 x 2) coefficient matrices. If y, is integrated of order one, and cointegrated 
with cointegration rank r =1 , the matrix n allows a 
factorisation as II = aß', 
where both a and 6 are 2xI vectors. To test for cointegration we look at the 
rank of the fI matrix via its eigenvalues. Since the rank of a matrix is the 
number of non-zero eigenvalues (A), the number of A>0 represents the number 
of cointegrating vectors among the variables. The test for non-zero eigenvalues 
is conducted using the trace statistic discussed in chapter 6. 
If we find a long-run relationship between St and Pt then (6.7) can be written 
as 
n-1 n-1 
Ost =. akLSt-k +Eßk'6ýPt-k +ý(St-1 -y-OPt-1) 
ý6.8) 
k=1 k=1 
where the summation terms represent the short-run relation between stock 
prices and goods prices, and the error correction coefficient ý represents the 
speed of adjustment towards long run equilibrium. The term (St_1- y- ©PL_1) is the 
vector of deviations from the long-run relation between S, and PL , and can be 
expressed as 
S, =y+opp (6.9) 
Given that the variables are expressed in logarithins, the coefficient 0 is the 
elasticity of stock prices with respect to consumer prices. 
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6.2. Data and Preliminary Evidence 
The data set consists of monthly stock price indices and consumer price indices 
from six African countries as follows: 
Egypt, MSCI 
Kenya, NSE20 Share Index 
Morocco, AIASI 
Nigeria, NSE All Share index 
South Africa, JSE Share Index 
Tunisia, TUNINDEX 
1997M03 to 2006M12 
1990M02 to 2006NI12 
1995M02 to 200GM12 
1991M08 to 2006M10 
1980M02 to 2007M01 
199GM01 to 2006M10 
Data for the three North African countries is obtained from DataStream, while 
we employ All Share indices from the International Financial Statistics (IFS 
database) of the International Monetary Fund (IMF) for the following countries: 
South Africa, Nigeria and Kenya. The stock indices are composed of the most 
actively traded stocks in each country and include at least 70% of the value of 
shares traded. 
For the inflation rate we utilise the monthly consumer price index (CPI) for 
each country as reported by the IMF (IFS database). Indices for consumer 
prices are the most frequently used indicators of inflation and reflect changes in 
the cost of acquiring a fixed basket of goods and services by the average 
consumer. Preference in the IMF calculation is given to series having wider 
geographical coverage and relating to all income groups. We use monthly data 
because annual series are not available for most of the countries over a 
sufficiently long time period. We begin with a brief descriptive analysis 
comparing average inflation rates with stock returns. 
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Figure 6.1 plots annual inflation for the period 1990-2004, indicating that 
annual inflation has been quite low after the mid-1990s. Prior to that Kenya 
and Nigeria experienced high rates of inflation, in excess of 30% in most periods. 
The most important explanation of inflation in the two countries according to 
IMF studies is money growth, although exchange rate depreciation is also 
important. In South Africa and the three North African countries, inflation has 
been generally low throughout the period. 
Figure 6.1: Annual Inflation in African Countries 
Kenya 
Morocco Nigeria 
South Africa 'Cwiisis 
j ý. 
2000 
This might indicate a greater commitment to containing inflation, particularly 
in South Africa, following the introduction of inflation targeting in 2000. In 
subsequent analysis, we restrict our self to monthly series. Descriptive statistics 
for the monthly (unannualised) stock returns and inflation rates are shown in 
226 
1990 1995 
liommofi NJGotýr c' 
tommumer 
/ rites 
Table 6.1 with the corresponding graphs in Figures G. 2a to 6.2f. Monthly 
inflation is calculated from the individual countries consumer price indices as 
APL -=100 (1nPt -1nPt_12), and monthly stock returns as AS, =100 
(lnSt - lnSt_12) . 
Table 6.1: Descriptive Statistics 
Inflation Stock returns 
/1 Q Skewness Kurtosis /I p' Skewness Kurtosis 
Egypt 0.247 0.286 2.12 8.68 0.064 4.77 0.422 5.9G 
Kenya 1.068 1.91 1.74 8.35 1.397 10.5 4.229 36.5 
Morocco 0.163 0.76 0.58 4.99 0.979 5.19 0.172 5.22 
Nigeria 1.790 2.57 0.53 3.29 2.732 6.45 0.779 6.49 
South Africa 0.813 0.63 0.68 4.37 1.101 5.31 -0.735 5.16 
Tuuisia 0.247 0.27 0.28 4.14 0.064 4.77 1.071 9.45 
Note, U 
,U are the means and standard 
deviations respectively 
Our calculations indicate that the three North African countries, alongside 
South Africa, have managed to tame inflation to industrial country levels. 
Average monthly inflation for these countries range from 0.16% in Morocco to 
0.81% in South Africa. Ignoring uncertainty, as measured by the standard 
deviation, the corresponding stock returns range from 0.98% per month in 
Morocco to 1.1% per month in South Africa. 
A look at Table 6.1, however, reveals that in Kenya and Nigeria inflation is 
typically on the ascendancy, especially up to the mid 1990s. The most 
important explanation of inflation in the two countries according to IMF studies 
is money growth. 
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Figure 6.2: Monthly Stock Returns and inflation in African countries 
Figure 6.2a: Egypt Figure 6.2b: Kenya 
I", CMS GSM 21. loo, no] not 2001 2001 lot IWl i9 
Figure 6.2c: Morocco 
Figure 6.2e: South Africa 
X995 2990 2005 
Figure 6.2d: Nigeria 
Figure 6.2f: Tunisia 
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On an annualised basis, our preliminary calculation of inflation in Nigeria over 
the sample period is 21.5%; that of Kenya is 12.7%. The return on the NSE All 
Share Index and the NSE20 share price index over the same period was 32.8% 
and 16.8% for Nigeria and Kenya respectively. Thus, a casual observation 
indicates a positive real return on stocks, which is consistent with the 
predictions of the Fisher hypothesis. The graphical representation of these 
statistics from Figure 6.2 indicates a generally positive relationship between 
inflation and stock returns in all countries. 
However, as Table 6.1 and Figures 6.2 indicate, not only is the mean of inflation 
and stock returns important, but also their variability (as measured by the 
standard deviation o-). Monthly inflation has been very volatile, especially in 
Nigeria (2.6%) (see Figure 6.2d). Stock returns appear equally volatile. The high 
variances depicted by the two series are expected to play a key role in 
explaining the relationship between inflation and stock returns in African 
countries. 
Lastly, both stock returns and inflation show excess kurtosis. With the 
exception of stock returns in South Africa, both series are positively skewed in 
all other countries and the distributional characteristics of the two series appear 
to be inconsistent with the normality assumption. 
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6.3. Relationship between Stock Returns and Inflation 
As a precursor to the long-run analysis, we estimate the relationship between 
inflation and stock returns. Since the examination of the relationship between 
inflation and stock returns has not been studied (to the best of our knowledge) 
in African countries, this seems to be a useful starting point. We regress the 
stock returns on contemporaneous inflation rates (Table 6.2). Of the six 
countries in our sample, only Egypt has a negative slope estimate (albeit 
insignificant). Thus, contrary to world-wide evidence of a negative relationship 
between stock returns and inflation, African countries appear to be different. 
Table 6.2: Stock Returns and Inflation in African Countries 
Egypt Kenya Morocco Nigeria South Africa Tunisia 
1997M02 1990M02 1995M02 1991M08 1980M02 199GM01 
Sample to 
2006M12 
to 
2006M12 
to 
2006M12 
to 
2006M10 
to 
2007M01 
to 
2006M10 
a 1.658(3.48) 0.486(0.582) 0.914(2.056) 2.001(3.446) 1.032(2.144) -0.432(-0.782) 
P -0.5404(-0.719) 0.852**(2.23) 0.394(0.684) 0.447**(2.114) 0.084(0.18) 2.009(1.37) 
R2 0.004 0.024 0.003 0.032 0.000 0.014 
Dpi' 1.492 2.149 1.883 1.487 1.387 1.659 
B. G(2) 4.352[0.015] 0.576[0.562] 1.932[0.38] 8.027[0.00] 20.14[0.00] 4.051[0.131] 
RESET 4.277[0.233] 3.160[0.367] 0.285[0.86] 2.5779[0.275] 1.827[0.401] 0.647[0.723] 
Wald 0.1503 [0.698] 8.845 [0.002] 
Note: **, indicates significance at the 5%. DW and B. G is the Dubin-Watson and Breush-Godfrey test for first order 
and higher order residual correlation. Wald is the Wald coefficient test on the restriction that 
(ß 
= 1) whiles the 
RESET test is reported to check any functional misrepresentation of the model. HAC t-statistics in O while p-values 
reported in [ ]. 
Of the remaining five countries, the relationship between stock returns and 
inflation is only significant in Kenya and Nigeria (both at the 5% level). Also, 
the proposition that 8 =1 is not rejected by the Wald test only for Kenya. 
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Although 8 appears to be significant for Nigeria, the model does not perform 
well and hence one cannot draw any serious inference from the estimated 
results. In general, the model fits the data very poorly. All six countries have 
low RZ and there is evidence of serial correlation for South Africa, - Nigeria and 
Egypt, as indicated by both the Breusch-Godfrey and Dubin-Watson tests for 
higher order and first order residual autocorrelation respectively. We cannot 
make any valid statement about the results in these countries. It appears that 
the high volatility of stock returns observed in Figure 6.2 may have swamped 
the inflation series, thereby giving us the results observed in Table 6.2. In 
Nigeria in particular, both stock returns and inflation have been very volatile 
over the period. 
6.3.1. Long-Horizon Relationship 
Another approach that has been employed in the stock returns-inflation 
literature is to estimate the relationships over a long-horizon. For instance, an 
examination of (6.6) indicates that ut = st +, 6 
[E (AP, IV, 
-, 
) 
- OP, 
] is correlated 
with OPt . OLS estimation of the coefficients would thus be inconsistent. If we can 
find a variable that is correlated with AP, but uncorrelated with ut, we may 
estimate the coefficients consistently using either instrumental variables (IV) or 
Generalized Methods of Moments (GMM). Since all information in (p, _, 
is 
uncorrelated with ut , and some 
information in y9, _, 
(e. g., OPt_k , where k is the 
previous lags of inflation) is known to correlate with OP, , the lagged inflation 
rate becomes a very good candidate as an instrument. An IV estimator of ß 
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will be consistent. Following the work of Boudoukh and Richardson (1993), we 
use the lagged inflation rate (OPt_, 3.12 and OPt_6,. 60 for twelve and sixty months, 
i. e., one-year and five-year horizons respectively) as an instrument. Table 6.3 
reports the one year horizon results. 
Table 6.3: IV Regression of Stock Returns on Inflation 
Egypt Kenya Morocco Nigeria South Africa Tunisia 
1997M03 1990M02 1995M02 1991M08 1980M 02 1996M 01 
Sample to to to to To To 
2006M12 2006M12 2006M12 2000M10 2007M01 2000M10 
Q, 1.906(2.92) -0.237(-0.202) 1.215(2.205) 0.965(1.157) 2.043(2.77) -0.825(-0.95) 
-0.583(-0.574) 1.605*(1.887) -1.378(-1.133) 1.194*(1.97) . 1.193(-1.27) 3.709(1.094) 
R2 0.005 0.005 -0.047 -0.014 -0.016 0.011 
D`N* 1.473 2.176 1.905 1.531 1,462 1.634 
B. G(2) 9.744[0.00] 1.627[0.443] 0.4284[0.652] 13.0[0001] 27.7[0.000] 4.459[0.105] 
Wald 0.5061 [0.476] 0.247[0.619] 
Note: same comments as Table 6.2. k=12 i. e. for the one year horizon. 
Overall, the results differ in terms of model fit and magnitude of the slope 
coefficients. Similar to the OLS case, we find a significant relationship between 
inflation and stock returns for Kenya and Nigeria. However the magnitude of 
the coefficient now exceeds unity, which may be consistent with the tax- 
augmented version of the Fisher hypothesis. For the rest of the countries we do 
not find any evidence of improvement in terms of the significance of the beta 
estimates. At the one year horizon the evidence favours an inverse relationship 
between stock returns and inflation in South Africa, Morocco and Tunisia. 
Although the IV estimates fit the data poorly in terms of R', the model tends 
to do better than OLS in terms of residual correlation. Except in Egypt and 
South Africa, the calculated D. W statistic is above 1.5. 
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Table 6.4: Long-Horizon (IV) Regression of Stock Returns on Inflation 
Egypt Kenya Morocco Nigeria South Africa Tunisia 
1997M03 1990M02 1995M02 1991M08 1980M02 1996M01 
Sample to to to to to to 
2006M12 2006M12 2006M12 2006M10 2007M01 2006M10 
Q, 2.483(3.165) 0.746(0.833) 0.457[0.72] 1.035(1.007) 1.421(2.54) -0.547(-0,906) 
-0.921( -0.99) -0.282(-0.406) 0.732(0.87) 0.892**(2.121) . 0.259(-0.37) 3.400 (2.52) 
R2 0.017 -0.011 -0.001 0.050 -0.002 0,0891 
DW 1.376 2.317 2.139 1.991 1.460 2.081 
B. G(2) 3.949[0.138] 1.958[0.375] 3.151[0.206] 
Wald 0.065[0.797j 1.788[0.1811 
Note: same comments as Table 6.2. k=60 i. e. for the five year horizon 
The longer the horizon, the less the evidence in favour of a significant positive 
relationship between inflation and stock returns in Table 6.4. Indeed, at the 5 
year horizon, we only find such evidence for Tunisia and Nigeria, with the 
former having a coefficient of above unity, while the latter's coefficient is below 
unity. 
6.4. Long-Run Relationship between Goods Prices and Stock Prices 
6.4.1. Unit Roots and Stationarity Tests 
As indicated earlier, using the variables in their first differences may throw 
away significant information about their long-run relationships (see Hendry, 
1986, and Juselius, 1991) We are also interested in the dynamic relationship 
between goods and stock prices. Cointegration provides a means of examining 
the long-run Fisher effect. 
The long-run relationship between stock prices and goods prices crucially 
depends on the integration and stationarity properties of the two series. We 
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examine the time series properties of stock prices and goods prices using two 
unit root tests; the Philip-Perron (PP) and Breitung (2002) nonparanictric 
tests, and the KPSS test. The KPSS tests the null of stationarity, whereas PP 
and Breitung tests the null of a unit root. If the KPSS test rejects the null but 
the PP and Breitung test does not, all three tests support the same conclusion; 
that is, the series in question is an I(1) process. The results are shown in Table 
6.5. The results are presented for two scenarios; trend and no trend: ý and ýf 
for PP, i and i 1. 
for KPSS, and rw and rr for Breitung respectively. As indicated 
by the second and sixth column of Table 6.5, we cannot reject the null of a unit 
root for the levels of both goods prices and stock prices in five countries, except 
Morocco. The PP test indicates that goods prices are 1(0) in levels in Morocco. 
However, as Kwiatkowski et al (1992) argue, the PP test may fail to reject the 
null frequently because of low power against relevant alternatives and they 
propose the KPSS statistic which tests stationarity against the alternative of a 
unit root. They argue that such tests should complement unit root tests and 
that by testing both the unit root hypothesis and the stationarity hypothesis, 
one can distinguish series that appear to be stationary, series that appear to be 
integrated, and series that are not very informative about whether or not they 
are stationary or have a unit root. The KPSS for level and trend stationarity 
are also presented in columns 4 and 5 and columns 8 and 9 of Table 6.5. 
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Table 6.5: Unit Root and Stationarity test 
No Trend Trend No Trend Trend 
PP KPSS PP KPSS Breitung 
Levels Duff Levels Diff Levels Diff Levels Diff Levels Diff Levels Diff 
PP, PPM KPSSýp KPSSn, ppa PF KPSS /; PSS q. B7 tw BT fu BT ýr BT ,r 
Egypt 
P 
t 
1.293 -8.357** 1.116 0.216** -1.415 -8.38** 0.173 0.073** 0.094 0.015 0.021 0.002* 
S 
t -2.021 -9.732** 
0.980 0.383** -1.120 -9.82** 0.139 0.076** 0.093 0.003** 0.015 0.000** 
Kenya 
P 
t 
1.226 -7.475** 1.617 0.246** -0.955 -7.47** 0.167 0.119** 0.089 0.007** 0.018 0.001 
S -0.894 -13.65** 2.401 0.181** -1.320 -13.65** 0.192 0.159* 0.026 0.001" 0.012 0.001* 
Morocco 
P 
t 
-0.605 -11.62** 1.219 0.080** -4.646** -11.59** 0.085** 0.080** 0.09G 0.002 0.001 0.000* 
S 
r 
-0.987 -12.51** 0.226** 0.201** -1.211 -12.48** 0.150* 0.193* 0.019 0.019 0.012 0.002* 
Nigeria 
P 
L 
1.884 -9.149** 1.446 0.385** -0.901 -9.125** 0.254 0.095** 0.087 0.016 0.019 0.002* 
S 
r 
2.368 -11.35** 1.290 0.487* -0.027 -11.51** 0.325 0.076** 0.091 0.001 0.011 0.001* 
South Africa 
Pt 2.642 -13.82** 2.593 0.109** -2.987 -13.98** 0.506 0.149* 0.097 0.026 0.025 0.001** 
S 
t 
4.868 -13.04** 2.203 0.666* 3.689 -13.12** 0.352 0.194* 0.096 0.00** 0.003 0.000** 
Tunisia 
P 
t 
1.293 -8.35** 1.116 0.216** -1.415 -8.38** 0.173* 0.073** 0.098 0.001** 0.005 0.001** 
St 
' 
-2.021 -9.73** 1.249 0.604* -1.120 -9.82** 0.603 0.086** 0.017 0.004** 0.009 0.001** 
Note: PP= Philip-Perron; P, is consumer price index and S, is the stock index. PP bandwidth 
selection based on Newey-West. ýN and , 
fir ; 77,, and 77r ; T,, and Tr denotes a constant and 
constant with linear time trend in the PP , 
KPS S and Breitung tests respectively 
Critical values of PP taken from MacKinnon (1991) : KPSS from Kwiatkowski et al (1992) and Breitune (200 
PP PPft KPSS7M KPSS,,, BT, BTr 
1% -3.43 -3.93 0.739 0.216 
5% -2.86 -3.41 0.463 0.146 0.01004 0.01781 
10% 0.01435 0.00438 
**significance at the 1% level 
* Significance at the 5% level 
" Significance at the 10% level 
Using the 5% conventional level of significance, the KPSS rejects the null of 
stationarity in goods prices and stock prices of all countries except Morocco. We 
cannot reject the null of stationarity of the stock price index in Morocco in 
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levels using the KPSS. Similarly, the Breiturig test rejects the null of a unit root 
in the Moroccan index. Combining the results of the tests of stationarity with 
the results of the unit root hypothesis, we conclude that all goods price indices 
and stock prices indices in Egypt, Kenya, Tunisia, Nigeria and South Africa 
have at least one unit root. We shall therefore exclude Morocco from the 
analyses that follow. 
6.4.2. Evidence of Cointegration 
Having established the order of integration, we proceed to apply the Johansen 
(1995) cointegration test. The test is sensitive to the lag length chosen. We 
therefore estimate a VECM with 12 lags in each case and use Akaike (AIC) and 
Schwartz (SBC) information criteria to select the appropriate lag. The results 
from both AIC and SBC are shown in Table 6.6. 
Table 6.6: Lau Length Selection 
Egypt Kenya Nigeria South Africa Tunisia 
Lag SC AIC SC AIC SC AIC SC AIC SC AIC 
12 -11.019 -12.21 -6.272 -7.086 -6.112 -7.304 -10.055 -10.630 -10.590 -11.711 
11 -11.113 -12.205 -6.374 -7.120 -6.215 -7.308 -10.109 -10.636 -10.729 -11.756 
10 -11.155 -12.149 -6.436 -7.115 -6.361 -7.354 -10.174 -10.653 -10.865 -11.799 
9 -11.251 -12.145 -6.489 -7.100 -6.509 -7.404 -10.231 -10.662 . 11.005 -11.845 
8 -11.319 -12.114 -6.563 -7.106 -6.630 -7.425 -10.290 -10.673 -11.137 -11.884 
7 -11.436 -12.131 -6.662 -7.137 -6.760 -7.455 -10.357 -10.692 -11.261 -11.915 
6 -11.480 -12.076 -6.748 -7.155 -6.914 -7.510 -10.390 -10.677 -11.407 -11.967 
5 -11.414 -11.911 -6.804 -7.143 -7.044 -7.541 -10.455 -10.694 -11.496 -11.963 
4 -11.455 -11.852 -6.842 -7.114 -7.189 -7.587 -10.505 -10.69 -11.649 . 12.023 
3 -11.572 -11.870 -6.941 -7.145 -7.340 -7.638 -10.540 -10.683 -11.800 -12.080 
2 -11.71* -11.907 -7.017* -7.153 -7.45* -7.649 -10.55* -10.654 -11.943 -12.130 
1 -11.672 -11.772 -7.001 -7.069 -7.273 -7.372 -10.522 -10.570 -11.97* -12.073 
Note: * indicates lag order selected by the Schwartz criterion 
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The specification of the cointegration test is as follows. A constant term is 
restricted in the cointegration space, which allows for a nonzero menu. The lag 
lengths from the VECM are those specified using SBC in Table G. G. The results 
from the trace test based on the Johansen maximum likelihood estimation arc 
provided in Table 6.7. 
Table 6.7: Johansen trace test 
Egypt Kenya Nigeria South Africa Tunisia 
HO: rank<= 
0 39.753** 30.878** 21.464 * 35.329 ** 34.744 ** 
[0.000] [0.001] [0.032] [0.000] [0.002] 
1 6.5892 3.0627 3.7463 9.6614 * 11.075 
[0.155] [0.578] [0.463] [0.039] [0.086] 
Note: Trace test probability in (]. p-values are from Doornik (1998); *', * denotes significance at 
the 1% and 5% respectively. Lag lengths are based on Table 6.6. 
Johansen's trace test determines whether a long-run relation exists between 
each pair of stock prices and goods prices. We start with the null hypothesis 
that there is no cointegrating relation, and if this hypothesis can be rejected, we 
test the hypothesis that there is at most one cointegrating vector. Because there 
are two variables in each model, we test whether the number of cointegrating 
vectors is zero, one, or two. As Table 6.7 shows, the results suggest the 
existence of at least one cointegrating vector (or long-run relation) between each 
pair of stock price index and consumer price index. The evidence indicates two 
cointegrating vectors in South Africa. We also employ the Breitung (2002) and 
Breitung and Taylor (2003) nonparametric cointegration test to examine 
possible deviations from linearity. The latter has a number of advantages: first, 
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the short-run component does not affect the asymptotic null distribution of the 
test statistic. Secondly, the outcome does not depend on the lag length and the 
inclusion of a trend or a constant. 
Table 6.8: Breitung Nonparametric test 
Egypt Kenya Nigeria South Africa Tunisia 
HO: rank<=O 238.62 
H0: rank<=1 10.61 
176.91 
55.53 
314.77 
52.04 
686.03 312 
40.42 106.14 
C. V 10% C. V 5% 
HO: rank<=0 596.2 713.3 
HO: rank<=1 222.4 281.1 
As the cointegration evidence from Table 6.8 shows, only in the case of South 
Africa is cointegration not rejected. Given that the Breitung test does not give 
us a long-run solution or the possibility of imposing restrictions on the 
cointegrating vector, we shall concentrate on the Johansen results. 
The conclusion from Table 6.7 that stock prices and goods prices are 
cointegrated can be used to test if stock prices move one-for-one with goods 
prices. For the five countries where both stock prices and goods prices are 
statistically significant in the cointegrating vector, we also provide likelihood- 
ratio tests of the restriction that stock prices and goods prices enter the 
cointegrating vector with equal but opposite signs (Table 6.9). 
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Table 6.9: Long Run Relationship between Stock and Goods Prices 
Cointegrating vectors Loading P=I 
Egypt SEG = -3.588 + 0.215* ** PEG aEc = -0.0028 27.268 [0.0000) (3.413) (0.082) 
Kenya SKE = 7.742 + 0.292* PKEt ** * aKE = -0.007* 16.743 [0.0002) (1.659) (5.01) 
Nigeria Sr1= -0.752 +0.44* ** PN aNI = -0.0214* ** 16.202 (0.0003) *** (6.85) (3.057) 
South Africa SSA = 8.129 + 2.264* ** PSA aSA =-0.0013* 4.2046 [0.1222]" , , (6.80) (4.33) 
Tunisia STU = -4.425 + 0.015* PTU aTU =-0,155*** 9.6949 [0.0213]** , (1.666) (3.78) 
t-ratios in () and p-values in [ ]. Note: EG, KE, NI, SA and TU = Egypt, Kenya, Nigeria, South Africa, and Tunisia 
respectively. P=I is the restriction that the Fisher coefficient is equal to 1. The formal test of this hypothesis is based 
on the likelihood ratio(LR) statistic. *, ** and *** indicates significance at the 10%, 5% and 1% levels respectively. 
a 
implies that we fail to reject the tax augmented version of the Fisher hypothesis that the coefficient pZ1. 
From Table 6.9, we find no evidence that, where stock prices and goods prices 
are cointegrated, these two series move one-for-one with each other (except for 
South Africa). 
Based on equation (6.9), Table 6.9 reports the estimates of long-run relations 
between stock prices and goods prices. As shown in Table 6.9, the estimated 
coefficients range from 0.015 to 2.264. In all countries the sign of the estimated 
coefficient is positive, which indicates a positive relationship between stock 
prices and goods prices. Since we expressed the variables in logs, the estimated 
coefficient in each equation shows the elasticity of the changes in stock prices 
with respect to corresponding changes in goods prices. For instance, the highest 
estimated coefficient from Table 6.9 is 2.26 for South Africa. This means that 
for every 1% increase in P, , the JSE 
Share Index is expected to rise by 2.2G% 
over the sample period. Three main reasons may explain this result. South 
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Africa has traditionally maintained low inflation rates 2 over the period of this 
study. The evolution of the market, especially following the abolition of 
apartheid in the mid-1990s, was accompanied by a significant rise in stock 
prices following the re-admission of South Africa into the international 
community. Moreover, there have been capital flows following the lifting of 
sanctions, which inay have resulted in a boost to equity prices. The large 
coefficient therefore could be attributed to these developments. 
As argued in many studies, inter alia, Darby (1975), Carrington and Crouch 
(1987) and, more recently, Crowder and Hoffman (1996), asset holders are liable 
for paying taxes on their income (e. g., income as well as capital gains). 
Therefore, for an investor to be fully compensated for inflation, the nominal 
return should include the effects of both taxes and inflation. Although we do 
not have a reliable estimate of taxes in South Africa, we can argue that the 
finding of an above unity elasticity is consistent with the tax-augmented version 
of the Fisher hypothesis; that is, the return on stocks must exceed the inflation 
rate to compensate for the loss in real wealth of tax paying investors. Our 
finding for South Africa is in line with studies such as Anari and Kolari (2001), 
Al-Khazali and Pyun (2004) and Luintel and Paudyal (2006), who also estimate 
Fisher coefficients of above unity. 
2 Single digits, compared to Kenya and Nigeria. Following the introduction of inflation targeting 
by the reserve bank in 2000, rarely has the inflation rate exceeded 6%. 
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Finally, we can argue that the South African market is able to anticipate 
information contained in inflation. The lower Fisher coefficients for Nigeria, 
Egypt, Tunisia and Kenya provide more conservative estimates of how 
consumer prices affect stock prices in the long-run. The emerging African stock 
markets in our sample have experienced appreciation in their respective indices 
over the past decade. Thus the finding of Fisher coefficients less than unity for 
these countries is at variance with the first explanation for South Africa but not 
the second and third. Thus, we do not find evidence of the tax-augmented 
version of the Fisher hypothesis in these countries. However, we can argue that, 
not only do these markets fail to include the information contained in inflation, 
but they also offer a partial hedge to investors against rising inflation. The 
evidence from these countries is consistent with Evans and Lewis (1995). 
Table 6.9 also shows the estimates of the speed of adjustment parameters, 
which indicate how quickly disequilibrium between goods prices and stock prices 
is eradicated. In line with the Fisher hypothesis, any deviation between goods 
prices and consumer prices should be a temporary phenomenon. Intuitively, 
when goods prices increase, we expect an appreciation in the stock price index 
to accompany the rise in goods prices. From Table 6.9, the speed of adjustments 
ranges from 0.0013 to 0.5. Thus stock prices take a longer time to return to 
their long-run equilibrium values following movements in goods prices in South 
Africa than in Tunisia. 
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6.4.3. Stability Analyses 
Stability tests are conducted over the sample period for each country. Most of 
the periods analysed include oil price shocks, emerging market crises, and 
various institutional reforms. Such episodes may induce structural shifts in the 
long-run relationship between stock prices and goods prices. This enables us to 
investigate how the cointegration relationship has changed over time and to 
identify breaks (see Hansen and Johansen, 1999). Using an expanding 
estimation window, we calculate the trace test adding one observation at a time. 
We then divide the trace test with the 5% critical value (obtained from 
MacKinnon et al. 1999). If this is above one, the null of non-cointegration is 
rejected. The evidence from Figure 6.3 indicates that cointegration between 
stock and goods prices have been stable throughout the sample for South Africa 
and Kenya. 
The most unstable relationship is found for Nigeria. Cointegration is found 
between 1995 and 1999; and then after 2006. In Egypt a blip occurred in late 
2003 to mid 2005. These indicate the periods at which there has been a 
significant drift in the relationship between goods prices and stock prices. 
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Figure 6.3: Stability of Cointegrating Relationship 
The blue line gives the threshold at which cointegration in each market can be accepted or rejected. For instance, if the 
red line is above the blue line, we cannot reject stable long-run relationship between goods prices and stock prices, and 
the vice versa 
Figure 6.3a: Egypt Figure 6.3b: Kenya 
Figure 6.3c: Nigeria Figure 6.3f Tunisia 
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6.5. Time Path of Stock Prices to Innovations in Goods Prices 
Next we explore how stock prices react to shocks in goods prices through 
impulse response functions. Under the VECM, a shock to a variable directly 
affects the variable, and is also transmitted to other endogenous variables 
through the dynamic structure of the VECn7 (see Johansen 1991). More 
specifically, an innovation to the error term in (6.8) will immediately change the 
value of current St. It will also impact on all future values of S, and changes in 
P. The impulse response functions shed light on the dynamics of the variables 
included in the VECM system as a result of a shock to either of these variables'. 
The response of the stock price indices to unexpected movements in the goods 
prices with 95% confidence bands is shown in Figure 6.4. The figure shows that 
an unexpected movement in the consumer price index influences the stock price 
index over time with a varying response in each country. 
As we can see from the graphs in Figure 6.4, the initial short-run response of 
stock prices is negative in Egypt (up to 2 quarters) and South Africa (about a 
quarter). The negative short-run relationship between stock prices and goods 
prices (also called the inverted Fisher effect) is very prevalent in the literature. 
3 The impulse response function, or moving average representation, is preferred in this work as 
opposed to the VAR system because autoregressive systems are very difficult to define 
succinctly; for instance, there may be complex patterns of cross-equation feedbacks and 
estimated lagged coefficients that tend to oscillate. 
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Figure 6.4: Response of Stock Prices to innovations in Goods Prices 
Note: The forecast horizon is 24 months (measured on the horizontal axis). The impulse response function Is computed 
by artificially imposing a one standard deviation shock to one variable and by measuring the response of each variable 
in the system. The dotted lines indicate the 95% confidence intervals, constructed with 1000 bootstrap replications. 
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However, the evidence from Figures G. 4a and 6.4d indicate that such negative 
responses are only transitory for Egypt and South Africa. The relationship 
becomes positive as the time horizon increases (after the first two quarters in 
Egypt, while it is even shorter in South Africa). For Nigeria, Kenya and 
Tunisia, the response of stock prices to innovations in the consumer price index 
is invariant to the time horizon. At the 24 month horizon, there exists a positive 
relationship between stock prices and goods prices in the three countries. In two 
countries (Kenya and Nigeria), the impulse responses are insignificant, whiles 
the initial shock in Egypt, Tunisia and South Africa is insignificant, but turn 
significant in the long-term. Generally, the results indicate that stock prices 
exhibit a long memory to shocks from the goods market. This could indicate 
that, over a long time period, investors in African countries should expect the 
stock market to provide a shelter for them against rising goods prices. 
Summary and Conclusions 
This chapter has examined the Fisher hypothesis in six African countries. A 
major problem in estimating the long-run Fisher effect is that stock returns and 
inflation are calculated using first differences of stock prices and goods prices, 
which eliminate long-run information crucial to their measurement. Studies such 
as Boudoukh and Richardson (1993) and Jaffe and Alandelker (1976) 
concentrate on short-run relationships and advocate the use of long sample 
periods to capture a long-run inflation effect. However, a long span of data is a 
perennial problem that researchers face in African countries. Moreover, the use 
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of variables in their first differences side-steps important information that may 
be relevant for their long-run behaviour. 
An alternative approach that obviates the need for a long span of data, and also 
preserves the information contained in our series of interest, is to use levels of 
stock prices and goods prices. In this regard, we examined the Fisher hypothesis 
in African countries using two distinct methodologies: static short-run estimates 
through OLS and IV, and modelling the dynamic relationship between stock 
price and goods price indices using cointegration. 
For the OLS case, little support is found for a negative relationship between 
inflation and stock returns. Out of the six countries in our sample, only Egypt 
has a negative slope estimate (albeit insignificant). Of the remaining five 
countries, the relationship between stock returns and inflation is only significant 
in Kenya and Nigeria (both at the 5% level). Using instrumental variables 
estimation, we find that, generally, the longer the horizon the more the evidence 
in favour of a negative relationship between inflation and stock returns in 
African countries. This is true for South Africa, Egypt and Kenya. There exists 
a positive relationship between inflation and stock returns in Nigeria and 
Tunisia, but this is invariant to the time horizon considered in Nigeria. 
The results of the cointegration test support a positive long-ruii relationship 
between stock prices and goods prices. The long-run Fisher elasticities of stock 
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prices with respect to goods prices vary from 0.015 in Tunisia to 2.25.1 in South 
Africa. We also find that the time path of the response of stock prices to a 
shock in goods prices exhibits an initial negative response in Egypt and South 
Africa, which turns positive over the long-run. The latter results scein more 
plausible and our recursive analysis suggests a stable relationship between goods 
prices and stock prices. We fail, however, to validate the Fisher hypothesis in 
the African data. With the exception of South Africa, where a tax-augmented 
Fisher effect is said to prevail, the positive one-to-one relationship is not 
supported. This could imply that information contained in goods prices may not 
be quickly reflected in stock prices. Moreover, the evidence is consistent with 
the fact that the stock market in the four countries offers a partial hedge to 
investors against goods prices over a long holding period. 
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Chapter Seven 
In the End 
`The effect of noise on the world, and our views of the world, is profound. I.. J 
Most generally, noise makes it very difficult to test either practical or acadcmi. c 
theories about the way that financial or economic markets work. We are forced 
to act largely in the dark-'. Black (1986) 
7.0. Introduction 
To everything that has a beginning, there is an end. This chapter brings the 
thesis to a conclusion. We begin by summarising the key points of this work, 
what guided us in this direction and what can be learned from our estimations 
and findings. We then review our contributions and academic achievements, and 
suggest some possible directions for future research. 
7.1. On the origin of this thesis 
This thesis has been mainly concerned with the behaviour of stock returns in 
African countries and the time series modelling of stock prices. We started by 
acknowledging that the quest for long-term capital for development and the 
increasing role played by stock markets in economic development, coupled with 
liberalisation and deregulation, led many African countries to adopt stock 
market capitalism by the close of the 1980s. Given the low correlation between 
African and developed markets, the continent's fledgling exchanges offer a 
unique opportunity to diversify investment risk. At the same time, however, 
little is known about the characteristics, performance and behaviour of the 
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markets, first, among investors and market professionals, and second among 
academics. Stock price behaviour is best appreciated through an understanding 
of the efficient markets hypothesis (EMH). 
The EMH stipulates that, under conditions of perfectly competitive markets, 
an informationally efficient financial market should price assets to be the best 
possible estimate of their economic value. Together with its precursor, the 
random walk model, we learnt that stock prices incorporate all information such 
that changes in prices reflect news or unanticipated events. Early empirical 
evidence concentrated on testing the random walk in a wide variety of markets, 
using serial correlation tests. Our survey indicates that some of the early 
findings are now untenable. 
Advancements in econometrics and computer power suggest that the random 
walk after all is rejected by robust tests and specifications. Also financial asset 
returns are predictable to some degree. We indicated that returns are not only 
predictable based on past information but also on variables such as dividend 
yields, earnings/price ratios, and term structure variables. In addition, it was 
shown that market prices are far too volatile to be simply explained by the 
arrival of new information, and recent evidence conducted on the role of market 
microstructure and investor psychology questions the belief in market efficiency. 
Stock prices have been found not only to incorporate fundamental or utilitarian 
characteristics such as risk, but also psychological or value-expressive 
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characteristics such as sentiment. Particularly, behavioural finance and inarket 
microstructure have become two research fields that further our understanding 
of the workings of financial markets. 
With regards to the emerging stock markets, we emphasized that the behaviour 
of stock returns could best be appreciated by examining both the time series 
properties of returns, and the institutional conditions of the markets. Further, 
we emphasized that, given the gradual shrinking of the world, an understanding 
of Africa's markets could best be done through the relationship these markets 
have with the rest of the world. 
In order to utilise the wide range of models developed in the time series 
literature, we set up the process of investigating the behaviour of stock returns 
in six of Africa's largest markets. Special attention was paid to the data 
generation process and the specific models that fit the data. The main work is 
divided into four major empirical themes: 
First, to verify whether Africa's markets are weak form efficient; to know 
whether African markets exhibit stylized facts of volatility clustering and 
leverage effects found in other markets; to examine the institutional 
characteristics that sets return generation in Africa apart from other markets 
and to perform out-of-sample forecasts to compare the performance of various 
models of return generation. 
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Second, we employed a variety of techniques to study stock return predictability 
based on seasonal anomalies. Three main anomalies were studied-day-of-the- 
week, month of the year and pre-holiday effects. 
Third, we examined the relation between Africa's stock markets and the rest of 
the world, and the implications for portfolio diversification. 
Finally, we examined whether stock markets in Africa provide a safe haven to 
investors in the face of rising inflation. 
We found that Africa's markets are not weak form efficient. However, this 
should be understood in the context of the institutional characteristics of the 
markets, rather than the statistical properties alone. The process of price 
discovery varies from country to country and the markets seem to be 
segmented, even in the present context of increasing globalisation of financial 
systems. However, the markets provide an avenue through which foreign 
investors could diversify their risk while earning superior return. These became 
the main thesis of this work. 
7.2. Contributions and achievements 
In this thesis we studied the behaviour of stock returns in Africa's largest stock 
markets-Egypt, Kenya, Morocco, Nigeria, South Africa, Tunisia and 
Zimbabwe, applying different econometric approaches to study the first two 
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moments: the mean and the variance of returns. We have modelled stock 
market efficiency and volatility and produced out-of-siunplc forecasts based on a 
benchmark random walk model. Our analysis leads to quite definite and robust 
results: 
" Weak form efficiency is rejected for all the markets. Market efficiency is 
discussed in this context with reference to the institutional characteristics 
of the markets studied. To this end, low capitalisation and turnover, 
coupled with inefficient information architecture and weak legal systems 
relating to securities trading, ensure that stock prices do not play their 
role as signals for the efficient allocation of resources. This inevitably 
compounds the capital raising problems in Africa through the issue of 
equity and slows the pace of economic development. Using a random 
walk model as our benchmark, we found that none of our estimated 
GARCH models consistently outperformed the simple random walk. We 
also found that the empirical stylized facts of volatility clustering, 
leptokurtosis and leverage effects are not peculiar to developed markets, 
but also present in African stock returns. These pieces of evidence are 
novel and constitute a significance advance in our understanding of the 
evolution of stock returns in Africa's nascent markets. 
" Seasonal patterns exist in daily stock returns. However, with appropriate 
modelling to take into account possible misspecification and data 
snooping, most anomalies become insignificant and, indeed, not 
exploitable. The evidence presented here hinges on whether or not 
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trading rules could be deployed to beat buy and hold strategies. But 
since the discovery of anomalies, there has been no evidence to such 
effect. 
" African countries share weak trends with the rest of the world, and there 
is no evidence towards convergence with the rest of the world. We also 
showed that African markets generally show weak correlation with the 
rest of the world. For instance, the return correlation between African 
countries and other emerging markets for the period 1997 to 2006 is 13%. 
That of Africa and the developed countries is 14%. Additionally, African 
markets do not seem to be integrated with each other. On the one hand, 
these pieces of evidence suggest that, in spite of many years of 
collaboration and economic reforms, African stock markets arc not 
significantly influenced by each other or world stock markets. Thus, 
geographical proximity and/or economic ties do not matter for the 
integration of African markets. This would suggest that any attempt at 
regionalism should be preceded by increased inter/intra regional trade, 
greater financial liberalisation, freer mobility of capital and determined 
macroeconomic coordination. On the other hand, we indicated that 
African assets are attractively valued and, given their low correlations 
and weak trends with the rest of the world, can play a significant role in 
international portfolio diversification (i. e., by widening the investment 
opportunity set and hence reducing risk). 
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9 With the exception of South Africa, where a tax-augiiieutccl Fisher effect 
is found to prevail, the positive one-to-one relationship between stock 
prices and goods prices is not supported in the African data. This could 
imply that information contained in goods prices may not be quickly 
reflected in stock prices. Moreover, the evidence is consistent with the 
fact that the stock market in African countries offers a partial hedge to 
investors against inflation, and this is only valid over a long holding 
period. 
7.3. Promising Areas for future research 
The research gap in Africa's economies remains the greatest in the academic 
and practitioner literature. We have covered most of the themes regarding the 
behaviour of stock prices, but nonetheless leave out important areas. With 
regards to stock market efficiency, more empirical evidence is required as more 
and rich data become available. An interesting avenue for future research in this 
regard would be to examine thin trading and how it impacts on the price 
discovery process. We showed in our first empirical chapter that low liquidity is 
a major feature of African markets, including the South African market. This is 
linked to the low trading volume and limited range of investment instruments. 
For markets such as Tunisia, Morocco and Kenya, trading is only limited to few 
stocks. Thus an elaborate way to understand the dynamics of price behaviour 
could be to examine weak form efficiency in the context of thin trading. 
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Further empirical scrutiny is warranted of African stock markets as they make 
their transition from frontier to emerging, and frone emerging to developed 
markets. Such processes would require significant adjustments and real igiiuicnts 
that could cause the structural characteristics of the markets to change over 
time. The composition of the investor base may change as portfolio inflows 
continue. Thus, coupled with cross country heterogeneity, the source of titnc- 
varying heterogeneity is likely to influence the findings of this thesis and 
warrants further empirical scrutiny. This should inevitably bring on board some 
of the smaller markets that were surveyed but not included in the empirical 
analysis due to limitations in their data. Also, future evidence on market 
efficiency should include the information effect of announcements at firm level. 
Existing studies attribute the predictability of stock returns to various factors, 
particularly ad hoc variables such as firm size, ratio of book to market value, 
and calendar related patterns. While the evidence in developed and other 
emerging markets is growing, there is little evidence on African countries. This 
thesis analysed return predictability based on three calendar patterns-day-of- 
the-week, month of the year and pre-Holiday effects. Arguably, this area of 
research is vast and the number of anomalies nearly uncountable. However, the 
study here presents a way forward from which future research could spring 
from. Notably, future research would do well to study other anomalies, such as 
book to market ratio effects. Our study revealed that, with appropriate 
modelling, some anomalies become only a statistical artefact. Further research is 
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required to confirm this. We found the January effect in Egypt. This raises 
important questions? Is the January effect related to the size effect? This 
requires data on individual portfolios over a reasonable length of time to judge 
their performance against specific benchmarks. Can investors make a return 
over and above buy and hold based on the January pattern? An answer to this 
question requires data on transactions cost. However, due to limitations of bid- 
ask-spread data or mutual fund spread, we are unable to devise trading rules to 
see whether it could be exploited or not. Further, we arc unable to tell whether 
the January effect is related to the size effect and the turn of the year effects. 
These warrant further research. The pre-holiday effect was also found to be 
significant in South Africa. This area also warrants further research. 
Another promising area for future research would be to confirm or contradict 
our findings that there are no daily seasonalities in the markets in Tunisia, 
Morocco, Egypt and Kenya. We argue that the markets present peculiar 
characteristics not found in other emerging markets or developed economics, 
hence the absence of any seasonal patterns. To this end, this study serves as a 
benchmark for which future research could spring from. 
There is a need to assess the interaction between domestic stock markets and 
global markets, especially given regional integration and financial globalisation. 
This would involve analysing the response of Africa's markets to the entry of 
foreign investors, finding the level of interactions across markets and testing the 
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robustness of the markets to external shocks. There is iiced to go beyond 
cointegration to examine the effects of diversification. Cointegration tests look 
for long-term relationships in the stochastic trends of financial markets. More 
precisely, if returns in each individual market have a random walk with drift 
component, are these random walk components different, or do they perhaps 
arise from the response of each country to a single, common, world factor? 
(Kasa, 1992, p. 96). The purely intuitive argument raised here is that if financial 
markets share a common trend, then there should be no long-term gains to 
international diversification. Obviously, this argument makes more sense if the 
strategy of the investor is to hold on to stocks for the long-run. If investors have 
short-term investment horizons, or the speed of adjustment towards the 
common trend is very slow, the presence of a common trend may be of little 
value for actual portfolio decisions. Further, if no common trend can be found 
(as is the case in this thesis), we know even less about the weight structure of 
the efficient mean variance portfolio (see Brittin-Jones, 1999). Future research 
would thus be warranted in this regard. 
Finally, we contributed to the debate regarding the relationship between stock 
returns and inflation. However, obvious areas for research still remain. For 
instance, previous empirical research examined whether money demand effects, 
interacting with central bank policy actions, affected the stock market during 
inflationary time periods, giving rise to a negative relationship between stock 
returns and inflation. General equilibrium models that incorporate money as an 
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asset imply that the stock return-inflation relationship depends on whether 
inflation is driven by real or monetary shocks. Models motivated by the proxy 
hypothesis, and more formal general equilibrium models of the relationship 
between the stock market and inflation, both provide a role for money and 
output in affecting the relationship between goods prices and stock prices. 
Empirical tests of this relationship should be conducted, then, within a 
framework that accounts for these variables. 
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Appendix 
A. BDS Test for Randomness 
The BDS is a non-parametric method of testing for nonlinear patterns and 
nonlinear dependence. Deriving its name from Brock, Dechert and Scheinkman 
(1987) and developed in Brock et al (1996), the BDS test the null hypothesis 
that a given time series data is independently and identically distributed (iid). 
The basic idea of the BDS is to make use of the theoretical concept of the 
correlation integral described by Grassberger and Procaccia (1983) popular in 
chaotic time series analysis. 
Let {x, } be a scalar time series generated randomly according to a density 
function f. Form m-dimensional vectors, called m-histories, x, "' = (x,, x, +,,..., x, +m_i) . 
The sample correlation integral at embedding dimension m is computed as 
T_i T'. 
Cm. T 
(£) 22: 1 i6 (x,, x., ) /(T, (T -1» 
'=1 s=r+t 
A. 1 
where T, =T-m+1 and IE 
( m, X'Sm) is an indicator function of the event 
II xlm - xsm II - max, ýoa ma 
IXE+, - xý+, I Further, the correlation integral at 
embedding dimension m is defined as 
Cm(C)-limcm, T( 
) 
T-w 
A. 1.1 
Thus, the correlation integral measures the fraction of pairs that lie within the 
tolerance distance s for the particular embedding dimension m. Under the null 
hypothesis that the elements of a time series are iid, the BDS statistic, 
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denoted, W,,,,, (c), is defined as 
TZ 
[Cmi (s) 
- 
CI, 
T 
(e)m 
J Wm"T ý£) 
0 
m, T 
(c) A. 1.2 
where T is the sample size, c is an arbitrarily chosen proximity parameter, and 
6m T 
(e) is the standard sample deviation of the statistic's numerator that varies 
with dimension m. By using pairs of m-histories that too often cluster together 
within a specific distance c, the BDS test is able to reveal hidden patterns that 
should not occur in truly randomly distributed data. 
B. Hinich Portmanteau Bicorrelation Test. 
Hinich (1995) has suggested a modified version of the Box and Pierce (1970) 
portmanteau Q-statistic for autocorrelation. The test assumes that {r, ) is a 
realisation of stationary stochastic process and tests for serial independence 
using sample bicovariances of the data. The (r, s) sample bicovariances is 
defined as 
N-s 
C3(r, s)=(N-s)_l USr<_s B. 1 
The sample bicovariances are thus a generalisation of a skewness parameter. 
The C3 (r, s) are all zero for zero mean, serially iid data. One would expect non- 
zero values for the C3 (r, s) from the data in which e, depends on lagged cross- 
products, such as and higher order terms. Let G (r, s) = (N - s)1'2 C (r, s) 
and define the Hinich statistic denoted H as 
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L s-1 2 
H=Zj][G(r, s)] 
s=2 r: l 
B. 1.1 
Under the null hypothesis that fr, } is serially iid process, Hinich (1995) and 
Hinich and Patterson (1995) show that H is asymptotically distributed as 
X2 (L -1(L / 2) for L< N' /2 . The number of lags L is specified as L= N' 
with 0<b<0.5, where b is a parameter under the choice of the analyst. Based 
on results from Monte Carlo simulations, Hinich and Patterson (1995) 
recommend use of b to be 0.4 in order to maximise the size and power of the 
test while ensuring a valid approximation to the asymptotic theory. In this test 
procedure, a window is significant if the H statistic rejects the null of pure white 
noise at the specified threshold level. 
C. McLeod and Li 
McLeod and Li (1983) test seeks to determine if there are significant 
autocorrelations in the squared residuals from a pre-whitened data and tests 
whether corr(x, 2, x, _k2) 
is non-random for some k. The autocorrelation function 
for the squared residuals 
{x, 2 } is estimated by 
1 
\x, 
2 
_&2 AX, 
_k 
2 
-a 
) 
c(kl 
_ r=k+l lJC. 1 T (x, 2-U2/ 
r=1 
TZ 
where cr 
2x f 
'_I 
Under the null hypothesis that x, is an iid process, McLeod and Li (1983) show 
that for fixed L: is asymptotically a multivariate unit 
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normal. Consequently, the usual Ljung-Box statistic Q=T (T + 2) is 
,., T-i 
asymptotically %(L) 2 under the null hypothesis of a linear generating mechanism 
for the data. 
D. Tsay test 
The Tsay (1986) test explicitly looks for the quadratic serial dependence in the 
data. Let z, denote the projection of zt on the subspace orthogonal to x, _,,..., x, _k 
i. e. the residuals from a regression of zt on x, _I,..., x, _k . 
And let K= k(k -1)f 2 
column vectors vl,..., vk contain all of the possible cross products of the 
forin x, 
-lx, -J . Thus 
v,. ] = x, -12 + 
V,, 2 = X, -lxr-2 
; V,. 3 ='X, -1X, -3 
; V,. k+l - X, -2X, -3 
v,, k+2 = xI_2xr_4 etc. The parameters yl,..., yk are then estimated applying 
OLS to 
the regression equation 
x, Yo +zYi1,, +ýl, 
1-1 
D. 1 
The Tsay test statistic is then just the usual F statistic for testing the 
hypothesis that vl,..., yk are all zero. 
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