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Kurzfassung
Das hier vorgestellte Softwarekonzept befasst sich hauptsa¨chlich mit
der Unterstu¨tzung eines fortschreitenden Software-Entwicklungspro-
zesses. Dabei wurde der Bedarf nach Hochleistungs-Simulationssoft-
ware genauso beru¨cksichtigt wie eine u¨berwiegende Nutzbarkeit der
Software wa¨hrend des Entwicklungsprozesses. Die vorliegende Arbeit
bescha¨ftigt sich mit allen sich daraus ergebenden Anforderungen und
deren Lo¨sung durch verschiedene Software-Techniken und Strategi-
en. Im Detail handelt es sich um eine schnelle Erweiterbarkeit des
Simulationsprogramms, einer Unterstu¨tzung von stochastischen und
deterministischen Verfahren zur Lo¨sung von Inversionsproblemen und
Unterstu¨tzung moderner ccNUMA-Rechnerarchitekturen. Besonders
die deterministischen Verfahren sind auf die Berechnung von Ablei-
tungen angewiesen. Dafu¨r wird die Technik des automatischen Diffe-
renzierens eingesetzt, mit der effizienter Code zur Berechnung von Ab-
leitungen auf Basis einer automatisierten Programm-Transformation
erzeugt wird.
In dieser Arbeit wird einerseits aufgrund der komplexen Zusam-
menha¨nge eine Software-Technik angewendet und beschrieben, um
die Programmcode-Transformationen wesentlich zu erleichtern. Ande-
rerseits werden verschiedene hierarchische Parallelisierungs-Strategien
analysiert und verglichen, um eine effiziente Lo¨sung fu¨r das Hochleis-
tungsrechnen zu erzielen. Die beschriebenen Software-Techniken wur-
den in Verbindung mit einer mehrstufigen OpenMP-Parallelisierung
an einem hydro-geothermalen Simulationsprogramm beispielhaft um-
gesetzt. Numerische Experimente belegen, dass die bevorzugte Paralle-
lisierungs-Strategie effizient ist und die beispielhafte Anwendung der
beschriebenen Software-Technik zeigt, dass sie praktikabel und robust
ist.

Abstract
This thesis introduces a software concept to support proceeding soft-
ware development processes. The concept considers not only the de-
mand for high performance simulation software but also the maximal
possible usability of the software during the development process. It
addresses the resulting requirements and proposes different techniques
and strategies to fulfill them. More precisely, the requirements are the
fast extensibility of the simulation software, the support for stochastic
as well as deterministic methods for solving inverse problems, and the
support for ccNUMA capabilities of modern computer architectures.
In particular any deterministic method makes necessary the compu-
tation of derivatives. These derivatives are computed by techniques of
automatic differentiation. These techniques are based on an automated
program transformation, generating efficient code for the computation
of derivatives.
The new contributions of this thesis are as follows. On the one hand,
the proposed software techniques alleviate the handling of the com-
plex dependencies between the various requirements and considerably
simplify the involved program transformations. On the other hand, dif-
ferent hierarchical parallelization strategies are introduced providing
an efficient solution for inverse problems on high-performance com-
puting platforms. The novel software techniques are illustrated in the
context of a real-world hydro-geothermal simulation code involving
a multilevel OpenMP parallelization. Numerical experiments indicate
that the proposed parallelization strategy is efficient and that the new
software techniques are feasible and robust.
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11 Einleitung
In vielen Software-Projekten aus der Industrie und in den Wissenschaften gilt es oft, inner-
halb definierter Zeitra¨ume mit einem u¨berschaubaren Aufwand die Projekt-Entwicklung
voranzutreiben. Bei einer herausragenden Klasse von solchen Projekten handelt es sich
um Anwendungen zur numerischen Simulation von physikalischen, chemischen oder bio-
logischen Prozessen. Darauf basierend bestimmt man in der Regel unbekannte Parameter
mit Hilfe von rechenintensiven stochastischen und deterministischen Methoden. Wesent-
lich fu¨r die Nutzung ist dementsprechend eine hohe Rechenleistung fu¨r die Anwendung
und damit eine kurze Berechnungszeit auf den zur Verfu¨gung stehenden Rechnersyste-
men. Unabha¨ngig davon handelt es sich u¨blicherweise auch um einen immer fortschreiten-
den Prozess der Weiterentwicklung dieser Simulationssoftware. Diese nahezu kontinuierlich
stattfindenden Erweiterungen und Verbesserungen du¨rfen dabei nicht die Zuverla¨ssigkeit
oder die generelle Nutzbarkeit der Anwendung beeintra¨chtigen.
Besonders im wissenschaftlichen Umfeld kommt es deshalb ha¨ufig vor, dass man sich
aufgrund beschra¨nkter Personalressourcen innerhalb einer Forschergruppe nicht unbedingt
auf alle diese sehr facettenreichen Aspekte konzentrieren kann. Damit erscheint es notwen-
dig, die einzelnen Aspekte besser zu trennen und damit unabha¨ngig von einander bearbei-
ten zu ko¨nnen. Ein Weg ist es, auf programmtechnischer Ebene spezielle Softwaretechniken
und Datenstrukturen einzusetzen. Diese beiden Softwareaspekte werden in der vorliegen-
den Arbeit in verschiedene Teilbereiche aufgeteilt und geeignete Lo¨sungs-Konzepte vor-
gestellt. Das Gesamtlo¨sungs-Konzept kann dann im industriellen Softwareentwicklungs-
prozess eingesetzt werden. Insbesondere wird es hier fu¨r konkrete Anforderungen bei der
Entwicklung und Anwendung eines geologischen Simulationswerkzeugs beispielhaft durch-
gefu¨hrt.
Die nun vorliegende Arbeit tra¨gt den sich so ergebenden Umsta¨nden im Zusammen-
hang mit einem hydro-geothermalen Simulationscode Rechnung. Bei dessen Entwicklung
ergaben sich eine ganze Reihe von Besonderheiten, die in ihrer Gesamtheit eine Neuheit
im Bereich der geophysikalischen Simulationswerkzeuge darstellen.
1. Die Simulationssoftware muss eine umfangreiche und schnell erweiterbare Berech-
nung verschiedenster geophysikalischer und gekoppelter Zustandsvariablen im poro¨-
sen Medium ermo¨glichen.
2. Gleichzeitig mit der Anpassung und Weiterentwicklung des Simulationscodes fu¨r
die Vorwa¨rtsberechnung muss der dazugeho¨rige Programmcode zur Behandlung von
Inversionsproblemen synchron weiterentwickelt werden ko¨nnen.
3. Es sollen sowohl stochastische [1, 2, 3] als auch deterministische [4, 5, 6] Verfahren
eingesetzt werden.
4. Einen Schwerpunkt bilden dabei die deterministischen Verfahren, wobei hier ein be-
sonderes Gewicht auf die ableitungsbasierten Methoden und die Verwendung exakter
Ableitungen gelegt wird.
5. Daru¨ber hinaus sollen Ableitungen bezu¨glich mo¨glichst vieler verschiedener Gesteins-
parameter und auch zeitabha¨ngiger Randwerte unterstu¨tzt werden, um so neuartige
Untersuchungen im geowissenschaftlichen Umfeld zu ermo¨glichen.
Die Ableitungen zu Unterpunkt 4 sollen durch den Einsatz von Techniken des
”
automa-
tischen Differenzierens“ (AD) berechnet werden. Die durch ein AD-Werkzeug [7, 8, 9]
automatisierte Programmcode-Transformation erlaubt, neben der urspru¨nglichen Funkti-
on auch die Ableitung nach einzelnen Parametern (einzelne Richtungsableitungen) exakt
zu berechnen.
2Das hier vorgestellte Gesamtlo¨sungs-Konzept soll gleichzeitig auch hocheffiziente Lo¨-
sungen in Hinsicht auf die Berechnungszeiten gewa¨hrleisten. Denn alle hier erwa¨hnten
Verfahren ko¨nnen von einer Parallelisierung profitieren oder sind sogar nur durch deren
Einsatz sinnvoll anwendbar. Eine mehrstufige Parallelisierung umfasst sowohl die Lo¨sung
des Vorwa¨rtsproblems (linearer [10, 11] und nicht-linearer Lo¨ser [12]) als auch die ablei-
tungsbasierten und stochastischen Verfahren. Grundsa¨tzlich muss dabei die Parallelisie-
rung und die Software auf die Rechner-Architekturen abgestimmt sein.
Deshalb stellen die Trends bei modernen Rechner-Architekturen einen weiteren wich-
tigen Aspekt dar. Hier kommen standardma¨ßig immer leistungsfa¨higere Prozessoren mit
einer Vielzahl integrierter Rechenkerne zum Einsatz, die oft in einem SMP-System (engl.
”
symmetric multi processor“) zusammen gefasst werden.
Aus der Sicht der Softwareentwicklung beno¨tigt man einen gewissen Zusatzaufwand,
um die Programme fu¨r die Nutzung der vielen Rechenkerne innerhalb eines SMP-Rechen-
knotens vorzubereiten (z.B. Parallelisierung mit OpenMP [13, 14]). Daru¨ber hinaus muss
fu¨r eine u¨bergreifende Nutzung aller Rechenkerne des gesamten verteilten Rechner-Clusters
eine im Vergleich dazu wesentlich aufwa¨ndigere Software-Parallelisierung vorgenommen
werden (z.B. Parallelisierung mit MPI [15, 16]). Aus Entwicklersicht und im Sinne der
Erweiterungsproduktivita¨t ist die weniger aufwa¨ndige und u¨berschaubarere Spracherwei-
terung zur Parallelisierung wu¨nschenswert (z.B. OpenMP). Allerdings ist man dafu¨r oft auf
die entsprechend aufwa¨ndigere Rechner-Architektur z.B. in Form eines einzelnen großen
SMP-Systems beschra¨nkt.
Wegen der hohen Kosten fu¨r große SMP-Einzelsysteme versucht man deshalb, mehrere
kleinere Rechenknoten in neuen Ansa¨tzen
”
virtuell“ in ein großes SMP-System umzuwan-
deln, um die Vorteile der preiswerten Rechner-Cluster zu erhalten. Ein Vertreter dieser
neuen Klasse von
”
vSMP“-Systemen stammt von der Firma ScaleMP
TM
[17], bei denen
man einen solchen Verbund mit einem schnellen Netzwerk und einer Virtualisierungs-
schicht fu¨r den Programmierer als ein großes SMP-Einzelsystem darstellt. Damit liegen
dann alle Vorteile durch weniger Kosten fu¨r das Rechnersystem und einem niedrigeren
Parallelisierungsaufwand (fu¨r OpenMP) beisammen.
Es ist Ziel dieser Arbeit, dass die mehrstufige Parallelisierung sowohl geeignet sein
muss fu¨r die derzeitig verfu¨gbaren vSMP-Systeme als auch fu¨r die neuesten reinen SMP-
Plattformen. Wichtig ist hier eine mo¨glichst hohe
”
Erweiterungsproduktivita¨t“, im Sinne
schneller Erweiterungen, da von einer sta¨ndigen und u¨berdies wichtigen Weiterentwicklung
(zum Erreichen von 1. und 5. wie auch bei den Rechner-Architekturen) auszugehen ist.
1.1 Gesamtlo¨sungs-Konzept
Ausgegangen wird von einem bereits parallelisierten Programmcode fu¨r eine einzelne
Vorwa¨rtsberechnung. Wobei die
”
urspru¨ngliche“ Parallelisierung nur die verteilte Berech-
nung einer Vorwa¨rtssimulation adressiert und nicht die gleichzeitige Berechnung verschie-
dener Simulationen. Fu¨r die stochastischen Verfahren ist im Allgemeinen die Berechnung
einer großen Zahl von Vorwa¨rtssimulationen notwendig. Damit liegt es nahe, eine zusa¨tzli-
che von der Vorwa¨rtsberechnung abweichende Parallelisierung u¨ber die Anzahl der Simu-
lationen einzufu¨hren. Fu¨r die ableitungsbasierten Methoden zur Lo¨sung von Inversions-
problemen kann man analoge U¨berlegungen anstellen, na¨mlich eine von der urspru¨nglichen
Parallelisierung unabha¨ngige u¨ber der Menge aller beno¨tigten Richtungsableitungen.
Damit wird klar, dass zusa¨tzlich und unabha¨ngig zur urspru¨nglichen Parallelisierung
hierarchisch auch u¨ber die Anzahl der Richtungsableitungen oder Vorwa¨rtssimulationen
noch eine
”
a¨ußere“ Parallelisierungsebene aufgespannt werden kann. In Kombination kann
somit die allgemeine Parallelisierbarkeit erho¨ht werden. Das ist immer dann von Vorteil,
wenn eine einzelne Parallelisierungsebene in der maximalen Anzahl der verwendbaren Re-
chenkerne beschra¨nkt ist. Fu¨r die urspru¨ngliche Parallelisierung ko¨nnte die Limitierung
in bestimmten Modelleigenschaften, wie einer zu groben Diskretisierung mit zu wenig
unabha¨ngigen Berechnungsblo¨cken, liegen. Dagegen ist die a¨ußere Parallelisierung natur-
3gema¨ß immer durch die Anzahl der beno¨tigten Richtungsableitungen oder Vorwa¨rtssimu-
lationen beschra¨nkt.
Die gleichzeitig zu erfu¨llenden Eigenschaften wie diese mehrstufige Parallelisierung,
eine hohe Erweiterungsproduktivita¨t, hohe Rechenleistung auf modernen Rechner-Archi-
tekturen und die Nutzung exakter Ableitungen (mit Hilfe von Programmcode-Transfor-
mation) bilden die wichtigen
”
allgemeinen Vergleichskriterien“ und unterscheiden die in
dieser Arbeit vorgestellten Konzeptlo¨sungen von denen herko¨mmlicher Konzeptfindungs-
Prozesse. Sie sind damit ein Alleinstellungsmerkmal der vorliegenden Arbeit. Konkret
umfasst das Gesamtlo¨sungs-Konzept die folgenden Teilbereiche:
A) Da alle Zielsetzungen und allgemeinen Vergleichskriterien untereinander sehr komplexe
Abha¨ngigkeiten bedingen, ist es auch ein Anspruch dieser Forschungsarbeit, die verschie-
denen Facetten im Detail zu untersuchen und darzustellen.
B) Ein großer Teilbereich zur Lo¨sung der Parallelisierungs-Problematik im Sinne der Erwei-
terungsproduktivita¨t ist eine Softwaretechnik fu¨r die Umgehung einiger problembehafteter
Abha¨ngigkeiten und einem weitestgehend automatisierten U¨bergang zwischen A¨nderungen
am Simulationscode (Weiterentwicklung), dem AD-Werkzeug und der Parallelisierung. Im
Wesentlichen handelt es sich hierbei um eine systematische Ausblendung der Parallelisie-
rungsanweisungen gegenu¨ber dem AD-Werkzeug. Wichtigste Maßnahmen sind einmalige
strukturelle Umstellungen und zusa¨tzliche leicht automatisierbare Ersetzungen.
C) An dieser Stelle bleibt die Frage nach der zu verwendenden Parallelisierungsstrategie
fu¨r die Ableitungsberechnungen offen. Da es hierfu¨r eine große Anzahl von Variationen
gibt, befasst sich der zweite große Teilbereich mit dieser Fragestellung. Die Ausfu¨hrung
dieser ganzen Reihe von systematischen Verbesserungen ist wichtig, weil die jeweiligen
Teilerkenntnisse im Rahmen der vorliegenden Forschungsarbeit zu den letztendlichen Ver-
besserungen und Bewertungen fu¨hren. Dabei unterscheiden sich die Strategien nicht nur
in der Art und Weise, wie und womit sie die Rechenarbeit aufteilen, sondern auch in der
Variation der zugrunde liegenden Datenstrukturen.
Fu¨r die stochastischen Methoden sind die Mo¨glichkeiten zur Parallelisierung u¨ber der
Anzahl der Vorwa¨rtssimulationen eingeschra¨nkter, aber fu¨r den Vergleich mit den Rich-
tungsableitungen notwendig.
D) Den letzten Teil stellt ein Vergleich bezu¨glich der Eignung fu¨r moderne SMP und vSMP-
Systeme dar. Ziel ist es hier, die Anforderungen der modernen Rechner-Architekturen fu¨r
eine hohe Rechenleistung mit einzubeziehen. Deswegen wird durch Vergleich der zuvor defi-
nierten
”
allgemeinen Vergleichskriterien“ die finale Parallelisierungsstrategie ausgewiesen
und durch Vergleichsmessungen untermauert. Ein solch umfassender Vergleich der ver-
schiedenen Parallelisierungsstrategien liegt in dem hier betrachteten Anwendungsbereich
bisher nicht vor. Neu ist damit auch das Ergebnis der endgu¨ltigen Strategie in Hinblick
auf alle hier definierten Anforderungen und Zielsetzungen.
Fu¨r die Ableitungsparallelisierung wird außerdem analysiert, ob bei deren Umsetzung
Zusatzanforderungen an das AD-Werkzeug oder andere Werkzeuge anfallen wu¨rden. Im
Sinne der Erweiterungsproduktivita¨t wa¨re dies zu vermeiden. Außerdem ist fu¨r die Aus-
wahl einer finalen Strategie auch wichtig, ob es Gemeinsamkeiten zwischen der Paralleli-
sierung fu¨r die Richtungsableitungen und den stochastischen Vorwa¨rtssimulationen gibt,
denn dies kann auch den Parallelisierungsaufwand klein halten. Gerade diese beiden Kri-
terien ko¨nnen als wichtige Neuheiten fu¨r die Auswahl in solchen Untersuchungen ansehen
werden.
Nicht Ziel dieser Arbeit ist die Erstellung eines verallgemeinerten Entwurfsmusters
(engl.
”
design patterns“ [18, 19]). Diese Einschra¨nkung ergibt sich einerseits daraus, dass
4sowohl die Parallelisierung als auch AD nicht durch eine Objekt-orientierte Beschreibung
erfassbar ist. Andererseits wird in der vorliegenden Arbeit gerade auf die sprachtechni-
schen Eigenheiten und deren Umsetzung mit OpenMP großer Wert gelegt, sodass diese
Spezialisierung kaum fu¨r ein global verallgemeinertes Konzept dienlich sein kann. Da an-
dere Spracherweiterungen zur Parallelisierung wie z.B. MPI sich erheblich von OpenMP
unterscheiden, wu¨rde ein entsprechender Konzeptentwurf, selbst wenn unter den selben
Gesichtspunkten betrachtet, eine vollkommen andere Konzeptlo¨sung erfordern. Deswegen
wird in dieser Arbeit auch auf eine Konzept-Erweiterung in diese Richtung verzichtet.
1.2 Gliederung der vorliegenden Arbeit
Die hier vorliegende Arbeit gliedert sich in sechs Bereiche. Das direkt anschließende Grund-
lagenkapitel 2 gibt als erstes eine Einfu¨hrung in die hydro-geothermale Simulation und die
darauf aufbauenden inversen Problemstellungen. Danach folgen die Projektanforderun-
gen an die Simulationssoftware mit den resultierenden Konzeptanforderungen, die aus den
geowissenschaftlichen Fragestellungen entstehen. Weiterhin wird ein kurzer Vergleich zu
einem Stellvertreter von Simulations-Projekten mit vergleichbaren geowissenschaftlichen
Zielsetzungen gezogen. Abschließend werden die Grundlagen der Rechner-Architekturen
und die dafu¨r no¨tigen Spracherweiterungen zur Parallelisierung besprochen.
Als na¨chstes folgen in Kapitel 3 die zum Gesamtlo¨sungs-Konzept geho¨renden Vor-
betrachtungen und Grundzusammenha¨nge fu¨r die projektgetriebene Softwareentwicklung
(Teilbereich A). Begonnen wird hier als erstes mit einer Abgrenzung bezu¨glich anderer Me-
thoden und Formen der allgemeinen schnellen Softwareentwicklung. Danach werden die
einzelnen elementar definierten Grundanforderungen und deren komplexe Abha¨ngigkeiten
erla¨utert. Diese gliedern sich in vier Unterkapitel bezu¨glich der Simulationssoftware, der
AD-Programmcode-Transformation, der Parallelisierung und der Erweiterungsprodukti-
vita¨t.
In dem Kapitel 4 wird die Softwaretechnik
”
OpenMP-hiding“ vorgestellt (Teilbereich
B). Dabei wird nacheinander erla¨utert, wie der parallelisierungs-spezifische Automatismus
ausgenutzt, die originale Parallelisierung erhalten und spa¨ter auf die Ableitungsanweisun-
gen erweitert wird. Abgeschlossen wird das Teilkonzept mit wichtigen U¨berlegungen zur
Aufwandsminimierung und Umgehung mo¨glicher zusa¨tzlicher Probleme.
Die anschließende Besprechung der Parallelisierungsstrategien (Teilbereich C und D)
erstreckt sich u¨ber die beiden Kapitel 5 und 6. In Kapitel 5 werden die grundlegenden
Parallelisierungsstrategien diskutiert. Es gliedert sich grob selbst in die drei Parallelisie-
rungsaspekte: Vorwa¨rtssimulation, AD-generierter Transformationscode und stochastische
Versuche auf. Die letzten beiden werden jeweils mit einer Bewertung und ersten syntheti-
schen Vergleichstests abgeschlossen. Die wesentlichen Parallelisierungsstrategien befinden
sich dabei in dem Unterkapitel u¨ber den AD-generierten Transformationscode.
Entsprechend widmet sich das zugeho¨rige Kapitel 6 ausfu¨hrlich dem Zusammenspiel
zwischen den mehrstufigen Parallelisierungen, den modernen Rechner-Architekturen und
realen Anwendungsszenarien. Hier werden zuerst die speziellen Anpassungen bezu¨glich
der SMP- und vSMP-Systeme besprochen und im Anschluss detailliert verschiedene Ver-
gleichstests diskutiert. Zuletzt wird ein Unterkapitel mit einem Ausblick auf die U¨bert-
ragbarkeit in andere Projekte gegeben und resultierende zuku¨nftige Forschungsarbeiten
umrissen.
Abgeschlossen wird die hier vorliegende Arbeit mit den Schlussbemerkungen in Kapi-
tel 7. Danach folgen das Literaturverzeichnis, verschiedene Beispiele und Zusatzinforma-
tion im Anhang.
52 Grundlagen - Simulation, Software und Rechner-Archi-
tekturen
2.1 Die hydro-geothermale Anwendungssoftware - Vorwa¨rtssimulation
Bei dem zu Grunde liegenden Simulationscode handelt es sich um eine Neuentwicklung
(Suite-Projekt) basierend auf der Vorga¨ngersoftware SHEMAT [20] mit einer neuen Zie-
lausrichtung fu¨r inverse Problemstellungen, Unsicherheitsanalyse und der Eignung fu¨r das
Hochleistungsrechnen.
Entsprechend haben sowohl das urspru¨ngliche SHEMAT als auch die Neuentwick-
lung einen vergleichbaren Grundstock von Algorithmen und Formeln zur Vorwa¨rtsbe-
rechnung eines Systems von gekoppelten zeitabha¨ngigen partiellen Differentialgleichungen
(kurz PDGL [21, 22, 23]). Die in der Suite enthaltenen einzelnen PDGL stehen fu¨r die
Berechnung des Grundwasserflusses, des Wa¨rmetransports, des Transports von gelo¨sten
Substanzen bei hohen Temperaturen oder auch der Verteilung des elektrischen Poten-
tials. Allerdings sind fu¨r die Suite die chemischen Reaktionen und die damit verbunde-
nen Ru¨ckkopplungen noch nicht implementiert. Davon unabha¨ngig werden die chemischen
Transportgleichungen ganz analog zu dem Wa¨rmetransport behandelt und aufgestellt.
Beispielhaft wird der Kopplungsprozess und die prinzipielle Methodik fu¨r die Vorwa¨rts-
simulation an den partiellen Differentialgleichungen fu¨r den Grundwasserfluss (1) und dem
Wa¨rmetransport (2) erla¨utert.
∇ ·
[
ρf g
µf
k · ∇h
]
+Q = S
∂h
∂t
(1)
U¨ber die Gleichung (1) wird die zu einem bestimmten Druck entsprechende Wasser-
standsho¨he h berechnet. Sie wird in der Einheit [m] angegeben und auch als hydraulisches
Potential bezeichnet. Dazu werden auf der linken Seite die Quellterme Q in [m3 s−1] und
die hydraulische Permeabilita¨t k [m2] mit einbezogen. Außerdem beno¨tigt man hier noch
die Schwerebeschleunigung g [ms−2], Dichte ρf [kgm−3] und die dynamische Viskosita¨t
µf [Pa s] des Porenwassers. Auf der rechten Seite wird die Ableitung nach der Zeit t [s]
mit dem spezifischen Speicherkoeffizienten S [m−1] multipliziert.
Die Temperatur T [◦C] wird in der Wa¨rmetransportgleichung (2) auf der linken Seite
u¨ber einen konduktiven Term und die Wa¨rmeproduktionsrate A [W m−3] (a¨hnlich zu dem
Quellterm Q des Grundwasserflusses) definiert. Auf der rechten Seite steht ein advektiver
Wa¨rmetransportterm, wobei (ρc)e [J m
−3K−1] fu¨r die effektive volumetrische Wa¨rmeka-
pazita¨t des gesa¨ttigten Mediums steht.
∇ · [λe∇T ]− (ρc)f v · ∇T +A = (ρc)e∂T
∂t
(2)
In den Termen der linken Seite fa¨llt auf, dass neben der effektiven Wa¨rmeleitfa¨higkeit
λe [W m
−1K−1] und der thermischen Kapazita¨t (ρc)f [J kg−1K−1] der Flu¨ssigkeit, die
Temperatur auch von der Darcy-Geschwindigkeit
v = −ρf g
µf
k · ∇h (3)
in [ms−1] abha¨ngt.
Die in den Koeffizienten der Differentialgleichungen vorkommenden Gesteins- und
Flu¨ssigkeitseigenschaften (z.B. ρf und µf ) ha¨ngen dabei signifikant von der Tempera-
tur und dem Porenwasserdruck ab. Der Porenwasserdruck basiert dabei auf der Vertei-
lung des hydraulischen Potentials und der Tiefeninformation, siehe dazu die Definition
von Marsily [24]. Auf der anderen Seite wird in der Gleichung (3) auch gezeigt, dass die
Darcy-Geschwindigkeit v auch direkt vom hydraulischen Potential h abha¨ngig ist. Diese
direkten und indirekten Abha¨ngigkeiten (fu¨r T u¨ber v von h) sind nur ein Beispiel fu¨r die
vielen Kopplungen zwischen den partiellen Differentialgleichungen.
6Fu¨r alle weiteren Betrachtungen sind die bis zu dieser Stelle gemachten groben Ausfu¨h-
rungen ausreichend. Weiterfu¨hrende Details zu den hier schon aufgefu¨hrten und ande-
ren physikalischen Prozessen (wie Transport), deren PDGL, gegenseitigen Abha¨ngigkeiten
(physikalische Kopplungen) und der angewendeten Methodik kann man in [20] nachlesen.
Daru¨ber hinaus werden hier alle PDGL mit einem gebra¨uchlichen
”
zell-zentrierten
Finite-Differenzen“-Verfahren diskretisiert. Unter Einbeziehung der Randwerte fu¨hrt das
jeweils zu diskreten Versionen von gekoppelten linearen Gleichungssystemen. Als Beispiel
kann man fu¨r das hydraulische Potential h aus (1) das in (4) angedeutete lineare Ersatz-
gleichungssystem erstellen.
M(T,h) · h = b(T,h) (4)
Hierbei ha¨ngen sowohl die Systemmatrix M(T,h) als auch die rechte Seite b(T,h) jeweils
von der alten Lo¨sung der Temperatur T und des hydraulischen Potentials h des letzten
Zeitschrittes ab. Das vollsta¨ndige nichtlinear gekoppelte System (von linearen Ersatzglei-
chungssystemen) kann dann durch einfache alternierende Fixpunktiterationen [12] (in der
Literatur auch als
”
Picard-Iteration“ bezeichnet) gelo¨st werden.
Der gesamte Berechnungsprozess der Vorwa¨rtssimulation ist schematisch in Abbil-
dung 1 dargestellt. Man sieht hier als erstes die a¨ußerste Iteration u¨ber die einzelnen zu
Abbildung 1: Schematischer Ablauf der Vorwa¨rtssimulation.
simulierenden Zeitschritte (gru¨n). Fu¨r jeden Zeitschritt wird die oben erwa¨hnte Fixpunk-
titeration zur Lo¨sung des gekoppelten Systems durchgefu¨hrt (rot, orange). Entsprechend
wird in jeder einzelnen Iteration fu¨r jeden physikalischen Prozess bzw. seiner PDGL ein
lineares Ersatzgleichungssystem aufgestellt (braun). Ausgenommen ist hier das elektri-
sche Potential, welches nur einmalig am Ende eines Zeitschrittes berechnet werden muss.
7Darauf hin werden jeweils die aufgestellten Systeme an die linearen Gleichungslo¨ser zur
endgu¨ltigen Berechnung der Zustandsgro¨ßen, wie h oder T , u¨bergeben (blau). Einige dieser
Gleichungslo¨ser [10, 11] beno¨tigen externe Aufrufe in Form von Matrix-Vektor-Produkten
M · x (grau) oder ko¨nnen verschiedene Vorkonditionierer [25, 26] (gelb) einbinden.
Die mehrfach hinter einander angedeuteten Objektka¨sten (blaue, braune, gelbe) ste-
hen fu¨r eine bestimmte Flexibilita¨t und Austauschbarkeit auf der jeweiligen Abstrakti-
onsebene. Fu¨r die physikalischen Prozesse heißt das beispielsweise, dass nur eine oder nur
bestimmte Zustandsgro¨ßen berechnet werden. Auf der anderen Seite kann man bei den
linearen Gleichungssystemlo¨sern entscheiden, ob man nicht fu¨r ein sehr kleines Rechen-
modell einen exakt rechnenden direkten Lo¨ser (z.B. aus LAPACK [27]) verwenden mo¨chte
und fu¨r ein großes System einen iterativen (wie BiCGStab [11]). Urspru¨nglich war auch fu¨r
die Lo¨sung der nicht-linearen Kopplung (rot, orange) eine flexible Schnittstelle vorgesehen.
Zwei zwischenzeitlich implementierte Alternativen basierend auf Newton-Krylov [28, 29]
(eine unter Verwendung des NITSOL-Paketes [30]) werden aber nicht mehr verwendet,
weil unter anderem kein geeigneter Matrix-freier Vorkonditionierer zur Verfu¨gung steht.
2.2 Von der Vorwa¨rtssimulation zur inversen Problemstellung
Bei der Untersuchung des geologischen Untergrunds ist man auf begrenzte experimentelle
Methoden angewiesen, die sich in Hinsicht auf gemessenen Gro¨ßen (wie dem Wasserdruck
oder der Temperatur), von erschließbaren Gesteinseigenschaften (z.B. die Permeabilita¨t k
oder die Wa¨rmeleitfa¨higkeit λ) oder von impliziten Annahmen stark unterscheiden. Die-
se unterschiedlichen experimentellen Beobachtungen (
”
Messdaten“) werden oft nur von
wenigen Eigenschaften oder Prozessen bestimmt, so dass damit auch nur eingeschra¨nk-
te Aussagen mo¨glich sind. Ein einfaches Beispiel ist die Temperaturverteilung T , die im
einfachsten Fall hauptsa¨chlich von der ra¨umlichen Verteilung der Wa¨rmeleitfa¨higkeit ver-
einzelter Gesteinsschichten abha¨ngen kann. In Kurzform la¨sst sich das als eine Funktion
F wie in (5) schreiben.
T := F (λ) (5)
Die Erfassung von mehr Messdaten eines Typs (z.B. nur die Temperatur) kann zwar
unter gu¨nstigen Umsta¨nden zu verbesserten oder verfeinerten Vorstellungen fu¨hren, oft
jedoch ist dies aus praktischen Gru¨nden nicht durchfu¨hrbar (Kosten im weitesten Sinn),
oder aus prinzipiellen Erwa¨gungen nicht mo¨glich (physikalisches Messprinzip).
Die Kombination von unterschiedlichen experimentellen Methoden kann eine Lo¨sung
fu¨r das zuletzt genannte Problem sein. Dabei kann es sich beispielsweise um kombinierte
Messungen der Temperatur und indirekt auch von dem hydraulischen Potential h handeln.
Diese Abha¨ngigkeiten als Funktion ausgedru¨ckt ergibt
h, T := F (k, λ). (6)
Das u¨bliche Vorgehen bei der quantitativen Interpretation experimenteller Daten ist
wie folgt. Fu¨r die relevanten physikalischen, chemischen oder biologischen Prozesse wer-
den mathematische Modelle aufgestellt, die das Systemverhalten beschreiben. Dies sind
die schon erwa¨hnten Systeme von gewo¨hnlichen oder partiellen Differentialgleichungen.
Durch eine numerische Simulation des zu untersuchenden Systems (Lo¨sung des Vorwa¨rts-
problems bzw. Auswertung von F ) werden
”
synthetische“ Beobachtungen (h, T ) erzeugt,
welche dann nach zuvor definierten Kriterien mit den
”
wirklichen“ Beobachtungen (hˆ
und Tˆ ) verglichen werden. Bei einer ausreichenden U¨bereinstimmung versucht man dann,
ausgehend von den gemessenen Daten, Ru¨ckschlu¨sse auf die eigentlichen
”
realen“ Modell-
parameter (von z.B. k und λ) zu ziehen.
Hier sind Verfahren vorteilhaft, welche zufa¨llig oder systematisch die Modellparameter
(z.B. Gesteinseigenschaften oder ihre ra¨umliche Verteilung) variieren, bis eine optimale
Anpassung erreicht ist. Alle diese Methoden ko¨nnen als ein zur Lo¨sung des Vorwa¨rtspro-
8blems zugeho¨riges inverses Problem F−1 (Parameterscha¨tzung) im weiteren Sinne aufge-
fasst werden. Die Umkehrfunktion von F kann man einerseits wie
k, λ := F−1(h, T ) (7)
schreiben und mit dem Einsetzen der Beobachtungswerte als kˆ, λˆ := F−1(hˆ, Tˆ ) umfor-
mulieren. Mit der entsprechenden Methodik fu¨r die Berechnung von F−1 lassen sich dann
leichter Fragestellungen nach guten Werten (kˆ, λˆ) fu¨r die Modellparameter (k, λ) zu gege-
benen Messwerten (hˆ, Tˆ ) beantworten.
Bei dieser sehr vereinfachten Sicht wird allerdings nicht beru¨cksichtigt, dass es sich bei
den inversen Problemstellungen im Allgemeinen um so genannte
”
schlecht gestellte“ Pro-
bleme handelt (engl.
”
ill-posed problems“, siehe [31, 32, 33, 34, 35, 36]), also nicht immer
gesichert ist, dass eine eindeutige Lo¨sung existiert. Wa¨hrend das Vorwa¨rtsproblem meist
durch eine gut gestellte Modell-Simulation F (k, λ) gelo¨st werden kann, ko¨nnen die teilwei-
se diskreten Messwerte (hˆ, Tˆ ) fu¨r die Auswertung des inversen F−1 zum Hindernis werden.
So ko¨nnen beispielsweise zu wenige oder widerspru¨chliche Messwerte (wegen Messfehlern)
dazu fu¨hren, dass es keine (oder eine nicht eindeutige) Lo¨sung im numerischen Sinne fu¨r
F−1(hˆ, Tˆ ) gibt. Daru¨ber hinaus ko¨nnen besondere physikalische Modell-Strukturen da-
zu fu¨hren, dass die Lo¨sung von F nicht stetig von den Eingabeparametern (z.B. k, λ)
abha¨ngt. Abhilfe kann bei solchen (schlecht gestellten) Problemen eine Umformulierung
mittels Regularisierung (siehe dazu [37, 38, 5]) schaffen. Dazu ist es hilfreich und bei eini-
gen Methoden notwendig, so genannte
”
a priori“-Vorinformation u¨ber die zu scha¨tzenden
Modellparameter (bzw. deren angestrebten Fehler) einzubringen.
Fu¨r das dieser Arbeit zugrunde liegende Simulationswerkzeug bestehen die Metho-
den zur Lo¨sung der inversen Problemstellung aus Formulierungen einer qualitativen Gu¨te-
funktion und verschiedenen Optimierungsalgorithmen. Die Gu¨tefunktion soll hier lediglich
unter Beru¨cksichtigung der a priori Information die U¨bereinstimmung der synthetischen
mit den gemessenen Daten (bei Beachtung der Messfehler) in mathematischer Form aus-
dru¨cken. Fu¨r die in dieser Arbeit vorgestellten Anwendungen werden deterministische
Varianten des bayesschen Ansatzes zur Optimierung verwendet [39, 40, 41].
Sowohl die Gu¨tefunktion als auch der konkrete Optimierungsalgorithmus mu¨ssen auf-
einander abgestimmt sein, deshalb werden sie hier unter dem Begriff
”
Optimierungsfunk-
tion“ zusammengefasst. Bei den Optimierungsfunktionen fu¨r das zugrunde liegende Pro-
jekt handelt es sich um verschiedene Formulierungen eines Minimierungsproblems [42].
Hauptsa¨chlich wird eine bayessche Formulierung mit einer Minimierung durch ein Gauß-
Newton-Verfahren und anschließender Schrittweitenbestimmung (engl.
”
line-search“) ver-
wendet [2]. Zusa¨tzlich wurden dessen Daten- und Parameterraum Formulierungen nach
[43], direkte Minimierungen mittels
”
nicht-linearer konjugierter Gradienten“-Verfahren
(siehe NLCG in [44]) und Quasi-Newton-Techniken basierend auf der LBFGS-Software-
bibliothek [45, 46] implementiert.
Den ganzen Optimierungsprozess zur Beantwortung der inversen Fragestellung (F−1)
kann man aufbauend auf dem Schema der Vorwa¨rtssimulation (Abbildung 1) wie in Ab-
bildung 2 gezeigt schematisch darstellen. Dieses Schema zeigt beispielhaft die Parame-
terscha¨tzung fu¨r den deterministischen Optimierungsprozess. Es beginnt mit der a¨ußeren
Iterationsschleife (Iteration: Parameterscha¨tzung - obere dunkel-graue Box) u¨ber die An-
zahl der Anpassungsversuche fu¨r die Modellparameter (z.B. k, λ). Fu¨r jeden Anpassungs-
versuch (Inversionsiteration) mu¨ssen zuerst alle Richtungsableitungen (Iteration: Jacobi-
Matrix - gelbe Box) fu¨r alle Zustandsvariablen (z.B. h, T ) nach den verschiedenen Mo-
dellparametern berechnet werden, also jeweils eine Iteration fu¨r ∂(h, T )/∂k und eine fu¨r
∂(h, T )/∂λ. Das kann man entweder direkt durch den Aufruf der Ableitungsfunktion der
Vorwa¨rtssimulation bewerkstelligen oder mit einem zweistufigen Verfahren.
Letzteres ist eine fu¨r die Ableitungsberechnung wichtige Besonderheit und wird in der
Literatur (z.B. [47, 48, 49]) auch als
”
verspa¨teter Einsatz“ bezeichnet (im engl. unter
”
delayed propagation of derivatives“). Man kann die Technik in Abbildung 2 daran erken-
nen, dass innerhalb der Zeitschrittschleife (gru¨ne Box) zuerst die originale nicht-lineare
9Abbildung 2: Schematischer Ablauf fu¨r die Parameterscha¨tzung (Inversion).
Kopplung (originale Modell-Simulation - Hintergrund in orange) ausgefu¨hrt wird. Erst im
Anschluss, wenn dort der Fixpunkt erreicht wurde, wird dann die eigentliche Ableitungs-
berechnung (dunkel-roter Hintergrund)
”
verspa¨tet“ angestoßen.
Hat man die Jacobi-Matrix durch die mehrfachen kompletten Durchla¨ufe der Zeit-
schrittschleife vollsta¨ndig berechnet, kann man sie an eine der Optimierungsfunktionen
(untere dunkel-graue Boxen) u¨bergeben und eine neue Scha¨tzung der Parameter k, λ (An-
passung) vornehmen. Danach beginnt dann die na¨chste Inversionsiteration (oben) mit dem
Ziel weitere Verbesserungen zu erreichen.
Alternative Ansa¨tze sind stochastische Verfahren, wie z.B. die geostatistische Simulati-
on bis hin zur Parameterscha¨tzung mit Monte Carlo (z.B. sequentieller Simulation [50, 51])
oder Ensemble Kalman Filter Methoden (EnKF), die methodisch auf der Berechnung un-
terschiedlich gesto¨rter Versuche (Vorwa¨rtssimulationen) beruhen. Aus technischer Sicht
ergeben sich die wesentlichen Unterschiede gegenu¨ber den deterministischen Methoden in
der Verwendung anderer Optimierungsalgorithmen und der Berechnung vieler Vorwa¨rts-
simulationen statt einzelner Richtungsableitungen.
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2.3 Profil der Projektanforderungen
Die Simulation geowissenschaftlicher Prozesse durch Systeme von partiellen Differential-
gleichungen stellt folgende Herausforderungen.
1. Es liegt hier meist eine Multiphysik-Simulation vor, wobei die Aufstellung des Sys-
tems u¨ber alle PDGL und die Parametrisierung des inversen Problems nicht trivial
ist, da hier problemangepasste Entscheidungen bezu¨glich der zu beru¨cksichtigenden
Prozesse und der physikalischen Modelle getroffen werden mu¨ssen. Diese bestimmen
die Natur und Komplexita¨t des zu lo¨senden Systems.
2. Fu¨r die numerische Lo¨sung ist eine Diskretisierung der PDGL erforderlich. Die An-
forderungen an ra¨umlicher oder zeitlicher Auflo¨sung einerseits und numerischer Ge-
nauigkeit und Stabilita¨t andererseits mu¨ssen in einem vernu¨nftigen Verha¨ltnis zum
Aufwand (Rechenzeit und Speicherverbrauch) stehen, da oft große und komplexe
Modelle notwendig sind.
3. Inverse Probleme erfordern unabha¨ngig von der verwendeten Methode einen um
mehrere Gro¨ßenordnungen ho¨heren Aufwand, da hier entweder eine große Zahl von
Vorwa¨rtsberechnungen erfolgen muss (z.B. bei stochastischen Methoden), oder die
aufwa¨ndige Berechnung von Ableitungsinformationen (z.B. fu¨r deterministische Me-
thoden). Daraus resultiert, dass ein hoher Aufwand fu¨r die systematische Modell-
vera¨nderung no¨tig ist.
Diese Arbeit tra¨gt den sich so ergebenden Umsta¨nden im Zusammenhang mit einem
hydro-geothermalen Simulationscode Rechnung. Ausgehend von einem bestehenden rei-
nen Vorwa¨rtssimulationscode (SHEMAT [20]) wurde durch Neuentwicklung, Umformu-
lierung und Erweiterung ein umfassenderes Werkzeug (Suite) zur Handhabung der ent-
sprechenden inversen Probleme entwickelt. Es wird in dieser Arbeit oft auch als
”
Suite-
Projekt/Software“ oder
”
Simulations-Suite“ bezeichnet. Insgesamt ergaben sich eine ganze
Reihe von Besonderheiten, die in ihrer Gesamtheit eine Neuheit im Bereich der geophysi-
kalischen Simulationswerkzeuge darstellt:
1. Die Programmsuite macht eine umfangreiche und schnell erweiterbare Berechnung
verschiedenster geophysikalischer Zustandsvariablen im poro¨sen Medium mo¨glich.
Dazu geho¨ren der durch Druckunterschiede hervorgerufene Fluidfluss, der Wa¨rme-
und Massentransport durch diesen Fluss, sowie das durch die Fluidbewegung her-
vorgerufene elektrokinetische Potential.
2. Alle diese Prozesse werden gekoppelt betrachtet, da die Gesteinseigenschaften, die
sich in den Koeffizienten der untersuchten partiellen Differentialgleichungen wieder-
finden, von den Zustandsvariablen abha¨ngen.
3. Gleichzeitig mit der Anpassung und Weiterentwicklung des Simulationscodes fu¨r die
Vorwa¨rtsberechnung wird der dazugeho¨rige Programmcode fu¨r die inverse Problem-
behandlung synchron weiterentwickelt.
4. Es werden verschiedene auf dem identischen Vorwa¨rtscode beruhende Optimierungs-
methoden eingesetzt, die eine Parameterscha¨tzung (Inversion) bezu¨glich nahezu al-
ler vorkommenden Gesteinseigenschaften ermo¨glichen. Dies sind sowohl stochasti-
sche [52, 53, 3, 54] als auch deterministische [40, 41, 39] Verfahren. Bei letzteren
wurde besonderes Gewicht auf die ableitungsbasierten Methoden und die Verwen-
dung exakter Ableitungen gelegt.
Der letzten beiden Punkte 3. und 4. wurden durch den Einsatz von Techniken des
”
auto-
matischen Differenzierens“ (AD) [55, 47, 56] erreicht, die durch eine automatisierte Pro-
grammcode Transformation erlauben, neben der urspru¨nglichen Funktion auch die Ablei-
tung nach einzelnen Parametern exakt zu berechnen. Dies ist bei der Lo¨sung von inversen
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Problemen (z.B. in [57]) erforderlich, kann jedoch auch bei der Implementation effizienter
Vorwa¨rtsalgorithmen (Newton basiert [28, 29]) hilfreich sein. Im Fall der inversen Proble-
me wurde gezeigt [58, 59, 60, 61], dass sich Vorteile bei der Parameterscha¨tzung gegenu¨ber
der Verwendung von numerisch bestimmten Ableitungen (z.B. durch Differenzenquotien-
ten) ergeben. Dies ist zu erwarten, da kein Suchprozess fu¨r eine optimale Bestimmung der
Schrittweite mehr notwendig ist und oft auch weniger Inversionsiterationen (Iterationen
der Parameterscha¨tzung) erforderlich sind.
Da bei der Parameterscha¨tzung viel Wert auf mo¨glichst viele verschiedene Gestein-
sparameter und zeitabha¨ngiger Randwerte gelegt wird, ist auch hier eine erho¨hte Flexibi-
lita¨t, u¨ber die Punkte 1. und 2. hinaus, gefordert. Wie in dem Einleitungskapitel 1 schon
erla¨utert wurde, profitieren die erwa¨hnten Verfahren nicht nur von einer Parallelisierung,
sondern die Anforderungen sind teilweise erst dadurch mit einem angemessenen Berech-
nungszeitraum erfu¨llbar. Da die Parallelisierung sowohl die Lo¨sung des Vorwa¨rtsproblems
(linearer und nicht-linearer Lo¨ser) als auch die ableitungsbasierten und stochastischen
Methoden umfassen soll, wurde ein mehrstufiges (geschachteltes) Parallelisierungskonzept
angestrebt.
2.3.1 Aus den Projektanforderungen resultierende Konzeptanforderungen
Fu¨r die zu erarbeitende Simulations-Suite wurde aufgrund des Vorga¨ngers SHEMAT als
Hauptimplementationssprache Fortran77/95 [62, 63] und zur Parallelisierung wegen der al-
gorithmischen Flexibilita¨t und des geringeren Implementationsaufwands die Spracherwei-
terung OpenMP festgelegt. Hieraus ergaben sich im Zusammenhang mit AD verschiedene
Teilproblemstellungen.
Die hier vorliegende Arbeit entwickelt nun neue generalisierte Lo¨sungsansa¨tze der Teil-
problematiken in Hinblick auf ein Gesamtlo¨sungs-Konzept. Im Einzelnen ergeben sich drei
wichtige Teilproblemstellungen:
1. Festlegung der Schnittstellen und Charakteristika aller Funktionen bzw. deren Er-
weiterungen, die fu¨r die Lo¨sung des Vorwa¨rtsproblems erforderlich sind, der konzep-
tionellen Vertra¨glichkeit mit einer mo¨glichen AD-Anwendung sicher stellt oder die
u¨bergeordnete Parallelisierungsstufe der Inversionsverfahren erlaubt.
2. Entwicklung von Parallelisierungsansa¨tzen, die bei der Berechnung von Richtungs-
ableitungen speziell fu¨r mit durch AD generierte Programmcodes verwendbar sind,
unter Beru¨cksichtigung einer geringen Vor- und Nachbearbeitung. Denn AD-Aktuali-
sierungen werden ha¨ufig notwendig, sobald Funktionsmodifikationen am Vorwa¨rts-
problem erzeugt wurden.
3. Festlegung einer effizienten Parallelisierungsstrategie, die mo¨glichst unabha¨ngig von
den geowissenschaftlichen Anforderungen implementiert werden kann und gleichzei-
tig aktuelle SMP- und vSMP-Rechner unterstu¨tzt, um realistische Probleme mit
vertretbaren Zeitaufwand lo¨sen zu ko¨nnen.
Die beiden gleichzeitig zu erfu¨llenden Eigenschaften einer hohen Erweiterungsprodukti-
vita¨t und hoher Rechenleistung auf modernen Rechner-Architekturen (siehe Kapitel 2.5.3)
unterscheidet die in dieser Arbeit vorgestellten Konzeptlo¨sungen von denen herko¨mmlicher
Konzeptfindungsprozesse, welche im numerischen Umfeld typischerweise nur die Rechen-
leistung adressiert.
2.4 Abgrenzung und Vergleich zu anderer Simulationssoftware
Ein Vergleich mit anderen Projekten aus dem geowissenschaftlichen Umfeld veranschau-
licht die wichtigsten Neuerungen und die grundsa¨tzlichen Unterschiede bzw. Vorteile durch
die in den spa¨teren Kapiteln beschriebenen Techniken.
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Stellvertretend fu¨r die große Vielfalt an hydro-geothermalen Simulationswerkzeugen
soll das TOUGH2-Projekt [64, 65] betrachtet werden. Es eignet sich fu¨r den nachfolgenden
Vergleich besonders gut, weil es einerseits sehr ausgereift ist und andererseits viele Aspekte
der den geowissenschaftlichen Projektzielen entsprechenden multiphysikalischen Simulati-
on beherrscht. Es gibt davon abweichend physikalische Aspekte und numerische Algorith-
men, die ausschließlich entweder TOUGH2 oder die hier zugrunde liegende Simulations-
Suite bewa¨ltigen. Das ist den jeweiligen unterschiedlichen wissenschaftlichen Zielsetzungen
geschuldet und fu¨r die nachfolgende Erla¨uterungen unerheblich.
Das TOUGH2-Projekt ist ein gutes Beispiel, fu¨r die typischen Schwierigkeiten bei
der Entwicklung von Hochleistungs-Simulationswerkzeugen. Denn dabei handelt es sich
oft um ein im Nachhinein (mit neuen Anforderungen) wachsenden Entwicklungsprozess.
Das kann zur Folge haben, dass der Simulationscode nur mit sehr großem Aufwand an
neue Anforderungen angepasst werden kann oder separate Entwicklungszweige notwendig
macht, die nicht alle Anforderungen zugleich (oder optimal) erfu¨llen.
Eine oft nachtra¨glich auftretende Anforderung ist beispielsweise die Parallelisierung
und sie fu¨hrte zu dem mit Hilfe von MPI [15] entwickelten TOUGH2-MP [66] Programm-
code. Bei einem anderen Entwicklungszweig handelt es sich um die zur Lo¨sung von In-
versionsproblemen no¨tige Erweiterung ITOUGH2 [67, 68]. Diese Erweiterung la¨sst sich
logisch leicht von dem Vorwa¨rtsproblem trennen und ist so aufgebaut, dass nach Bedarf
der Vorwa¨rtscode TOUGH2 aufgerufen werden kann.
Im Wesentlichen ist das hier mo¨glich, weil ITOUGH2 fu¨r die deterministischen Ver-
fahren, zur Parameterscha¨tzung, mehrere Ableitungen u¨ber die Berechnung von Diffe-
renzenquotienten vornehmen kann. Somit werden dann bei der deterministischen wie
auch fu¨r die stochastische Lo¨sungsfindung mehrere Auswertungen von Vorwa¨rtsproble-
men (TOUGH2-Aufrufe) beno¨tigt. Im Gegensatz dazu soll in der dieser Arbeit zugrunde
liegenden Simulations-Suite bei den deterministischen Inversionsverfahren auf exakte Ab-
leitungen mit Hilfe von AD-Techniken zuru¨ckgegriffen werden ko¨nnen. Dieser numerische
Vorteil (belegt in [58, 59, 60, 61]) ist einer der wichtigen Unterschiede gegenu¨ber den
herko¨mmlichen geowissenschaftlichen Simulationswerkzeugen und war zum Zeitpunkt der
Fertigstellung (siehe dazu [69]) ein Vorreiter in diesem Umfeld.
Um den erho¨hten Berechnungsaufwand bei einer Parameterscha¨tzung gerecht zu wer-
den, kann man auch hier damit beginnen, eine zusa¨tzliche Parallelisierung aufzubauen.
Fu¨r unser Beispiel wurde das mit Hilfe von PVM [70] als gesonderter Entwicklungszweig
ITOUGH2-PVM [71] verwirklicht. Wa¨hrend in TOUGH2-MP ein einzelnes Vorwa¨rtspro-
blem selbst parallel berechnet werden kann, handelt es sich bei ITOUGH2-PVM um eine
Parallelisierung zur gleichzeitigen Berechnung mehrerer unabha¨ngiger (serieller) Vorwa¨rts-
probleme. Aus vielerlei Gru¨nden, die spa¨ter im Kapitel 5.2.4 erla¨utert werden, ist eine
Kombination der Parallelisierungen bei Berechnungen mit ITOUGH2-PVM und den dar-
aus resultierenden TOUGH2-Aufrufen in Form von TOUGH2-MP wu¨nschenswert.
Handelt es sich, wie in diesem Beispiel angedeutet, um sehr unterschiedliche Arten
von Parallelisierungen (MPI und PVM), kann eine kombinierende Implementation sehr
aufwa¨ndig oder in dem gesteckten Rahmen sogar unerfu¨llbar sein. In der speziellen Li-
teratur zu ITOUGH2-PVM [71] und TOUGH2-MP [66] findet man keinen eindeutigen
Hinweis, ob hier eine Kombination der Parallelisierungen mo¨glich ist. Allerdings weist die
Internetseite des Projekts [72] mit
”
PEST/JUPITER“-Protokoll auf eine Erweiterung hin,
die unter anderem genau so eine kombinierte Parallelisierung unterstu¨tzt.
Festzuhalten ist, dass dieser schrittweise Ansatz zu vielen Entwicklungszweigen und
dadurch zu Wartbarkeits- und Installations-Problemen fu¨hren kann. Im Gegensatz dazu
wurde fu¨r die Simulations-Suite ein ganzheitliches Konzept entwickelt, welches Inversion
unter Nutzung von Parallelisierung, und Code-Wartbarkeit sowie Erweiterungsprodukti-
vita¨t realisiert.
Ein wichtiger Hauptunterschied ist die Verwendung einer einzelnen Art der Parallelisie-
rung (OpenMP) und deren Fa¨higkeit, die wu¨nschenswerte Kombination der verschiedenen
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Parallelisierungsanspru¨che in einer natu¨rlichen Art und Weise zu ermo¨glichen. Das verbes-
sert insgesamt die Eignung fu¨r das Hochleistungsrechnen, den Implementationsaufwand
fu¨r die Parallelisierungen und damit die spa¨tere Wartbarkeit und Erweiterbarkeit.
2.5 Rechner-Architekturen
Dieses Kapitel widmet sich den heute wichtigsten Rechner-Architekturen. Es geht dabei
nicht um eine vollsta¨ndige Aufza¨hlung, sondern um Rechnersysteme, die grob in Systeme
mit
”
gemeinsamen Speicher“ und
”
verteilten Speicher“ unterteilt werden ko¨nnen. Sie stel-
len bezu¨glich einer in dieser Arbeit sehr wichtigen Eigenschaft, der Speicherbandbreite,
die aussage-kra¨ftigste Klassifizierung dar.
2.5.1
”
shared memory“-Architektur
Mittlerweile enthalten aktuelle Prozessoren eine Vielzahl von Rechenkernen (engl.
”
cores“).
Da sich alle Rechenkerne den Hauptspeicher teilen (
”
gemeinsamer Speicher“), verwendet
man auch den englischen Fachbegriff
”
shared memory“. Der Programmieraufwand fu¨r eine
Parallelisierung ist auf Grund des einfachen Speichermodells vergleichsweise gering.
Nachfolgende Abbildung 3 soll dies anhand eines einfachen Systems mit einem blau-
markierten Multikern-Prozessor und seinem, fu¨r alle Rechenkerne (Kern1 bis Kern4) gleich-
Abbildung 3: Einfaches Symmetrisches Multiprozessorsystem (SMP) mit einem 4Kern-
Prozessor (engl.
”
quad-core“), der auf einen
”
gemeinsamen“ Hauptspeicher zugreift.
berechtigten, gru¨n-markierten Hauptspeicher (kurz
”
Speicher“) veranschaulichen. Unter
”
gleichberechtigt“ ist zu verstehen, dass alle Rechenkerne einen gleich schnellen Zugriff
auf den Hauptspeicher haben, weshalb ein solches System auch mit
”
Einheitlichen Spei-
cherzugriff“ (engl.
”
uniform memory access“, kurz UMA) oder als
”
Symmetrisches Multi-
prozessorsystem“ (kurz SMP, engl.
”
symmetric multi processor“) bezeichnet wird.
Daraus resultiert, dass sich die Speicherbandbreite mehr oder weniger auf alle Rechen-
kerne aufteilt. Die Speicherbandbreite bezeichnet die Menge an Daten, die pro Zeiteinheit
in den Rechenkern zur Abarbeitung geladen werden kann. Im Allgemeinen kann ein SMP-
System auch aus mehreren Einzel- oder Multikern-Prozessoren bestehen.
”
ccNUMA“-Charakteristika
Wenn es in einem SMP-System viele Rechenkerne oder Prozessoren gibt, dann stehen
sie letztendlich bei dem Zugriff auf den
”
gemeinsamen“ Hauptspeicher in Konkurrenz zu
einander. Das kann zu außerordentlichen Verzo¨gerungen beim Datenzugriff fu¨hren. Um
dies zu umgehen, gibt es die so genannten
”
ccNUMA“-Systeme (engl.
”
cache-coherent
Non-Uniform Memory Architecture“), siehe Abbildung 4. Man kann in dem Schema sehen,
dass jeder der beiden 4Kern-Prozessoren seinen eigenen direkt angebundenen Speicher hat.
Daru¨ber hinaus ko¨nnen in diesem Beispiel die beiden Prozessoren u¨ber einen zusa¨tzlichen
rot-markierten internen Datenbus kommunizieren und auf Daten in dem anderen Speicher
zugreifen.
Dies bedingt zwei wichtige Besonderheiten bei dem Umgang mit ccNUMA-Systemen.
1. Es handelt sich hierbei noch immer um ein SMP-System mit
”
gemeinsam“ nutzbaren
Speicher, da ein Rechenkern von dem linken Prozessor u¨ber den Datenbus auch auf den
Speicher des rechten Prozessors voll zugreifen kann. Aus der Sicht des Programmierers ist
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Abbildung 4: Einfaches
”
cache-coherent Non-Uniform Memory Architecture“-System (cc-
NUMA) bestehend aus einem SMP-Rechenknoten mit zwei 4Kern-Prozessoren.
es hier nicht wahrnehmbar, ob die Daten von dem eigenen direkt angebunden Speicher
geholt wurden oder von dem des Nachbarprozessors. 2. Obwohl der Datenzugriff transpa-
rent erfolgt, dauert der Zugriff auf den Nachbarspeicher deutlich la¨nger. Das hat zur Folge,
dass man fu¨r eine gute Rechenleistung darauf achten muss, die Daten fu¨r einen Rechenkern
mo¨glichst aus dem an den Prozessor direkt angebunden Hauptspeicher zu laden.
Daru¨ber hinaus gibt es gro¨ßere (ho¨hergradige) ccNUMA-Systeme mit einer ganzen
Hierarchie von Datenbussen, bei deren Zugriff man viele unterschiedliche Laufzeiten be-
achten muss. Allerdings ist es bei einer gu¨nstigen Platzierung der Daten denkbar, dass
man auch von einer erho¨hten Gesamtspeicherbandbreite profitieren kann. Denn mit jedem
Prozessor und seinem direkt angebundenen Speicher kann im Idealfall die Gesamtspeicher-
bandbreite mit der Anzahl der Prozessoren (nicht Rechenkerne) skalieren.
Daraus folgt, dass die Datenplatzierung fu¨r alle ccNUMA-Systeme eine entscheidende
Rolle spielt, wenn man von der zur Verfu¨gung stehenden erho¨hten Gesamtspeicherband-
breite profitieren mo¨chte.
2.5.2
”
distributed memory“-Architektur
Im Gegensatz dazu besteht bei einem System mit
”
verteiltem Speicher“ (engl.
”
distribu-
ted memory“) nicht die Mo¨glichkeit, transparent auf den Speicher der anderen Prozes-
soren zuzugreifen. Im einfachsten Fall ko¨nnte ein solches System aus mehreren kleinen
abgeschlossenen Rechenknoten bestehen, die u¨ber ein externes Netzwerk verbunden sind.
Sobald man aus einem Knoten heraus auf die Daten eines anderen Rechenknotens zu-
greifen mo¨chte, muss man hier explizit u¨ber das Netzwerk kommunizieren und die Daten
austauschen, was den Programmieraufwand deutlich erho¨ht. Allerdings steht dem eine
hohe theoretische Speicherbandbreite gegenu¨ber, die mit der Anzahl der Rechenknoten
skaliert.
Moderne Cluster - Netzwerkverbund von SMP-Knoten
Da die Kommunikation u¨ber das Netzwerk langsam sein kann, versucht man die Anzahl
der u¨ber das Netzwerk kommunizierenden Rechenknoten klein zu halten. Deshalb beste-
hen heutzutage viele moderne Rechencluster aus einem Netzwerkverbund von einzelnen
preiswerten kleineren SMP-Systemen.
Die effektive Programmierung erfordert dann allerdings die gleichzeitige Anwendung
verschiedener Parallelisierungs-Paradigmen einmal fu¨r
”
verteilten“ und einmal fu¨r
”
ge-
meinsamen“ Speicher, was die Software-Komplexita¨t stark erho¨ht.
2.5.3 vSMP-Architektur, Besonderheiten bei ScaleMP
Eine Alternative ist die Implementation einer Virtualisierungsschicht [73, 74] zur Ab-
bildung einer Architektur mit
”
gemeinsamen Speicher“ u¨ber einem Netzwerkverbund von
SMP-Konten, verschiedene Ansa¨tze siehe [75, 76, 77]. Eine kommerziell-verfu¨gbare Lo¨sung
wurde von der Firma ScaleMP [17] entwickelt (der vSMP
TM
-
”
versatile symmetric multi-
processor“ -
”
vielseitiger symmetrischer Multiprozessor“).
Das Schema in Abbildung 5 skizziert vSMP an einem Beispiel mit zwei SMP-Knoten.
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Abbildung 5: Ho¨hergradiges ccNUMA-System in Form eines
”
vielseitigen symmetri-
schen Multiprozessor“-System (vSMP) mit zwei SMP-Rechenknoten (je zwei 4Kern-
Prozessoren).
Aus Sicht des Programmierers gibt es nun ein großes (virtuell) zusammen ha¨ngendes SMP-
System mit insgesamt vier 4Kern-Prozessoren. Sollte hier ein Rechenkern im linken Re-
chenknoten Daten aus dem rechten beno¨tigen, dann sorgt die hell-gelb-markierte Virtua-
lisierungsschicht fu¨r die transparente Kommunikation u¨ber das Netzwerk (also zwischen
den Rechenknoten). Dadurch ist der Programmieraufwand genauso gering, wie bei einem
echten SMP-System.
Da der Datenaustausch u¨ber das Netzwerk im Allgemeinen noch langsamer ist als
zwischen zwei Prozessoren innerhalb eines Rechenknotens, kommt praktisch eine Art
ccNUMA-Stufe hinzu. Sind schon die einzelnen Rechenknoten selbst kleine ccNUMA-
Systeme, baut sich eine Art ccNUMA-Hierarchie ho¨heren Grades auf. Das soll heißen,
dass man hier mehr denn je auf eine gu¨nstige Datenplatzierung achten muss.
Abgesehen von dieser erho¨hten ccNUMA-Eigenschaft hat man insgesamt aber ein kos-
tengu¨nstiges und potentiell sehr leistungsfa¨higes Rechnersystem mit geringem Program-
mieraufwand. Das macht diese zukunftsweisende Architektur so interessant fu¨r diese Arbeit
und fu¨r das Hochleistungsrechnen allgemein.
2.6 Spracherweiterungen zur Parallelisierung: OpenMP vs. MPI
Bei der Parallelisierung von Programmcodes kann man auf eine ganze Reihe verschiede-
ner Ansa¨tze zur Parallelisierung zuru¨ckgreifen. Fu¨r die zuvor beschriebenen Architektur-
Klassen verwendet man oft Spracherweiterungen, wie MPI [15, 16] oder OpenMP [13, 14].
Dabei ist der MPI-Standard der flexiblere, weil er sich sowohl auf Systemen mit
”
gemein-
samen“ und
”
verteilten“ Speicher einsetzen la¨sst. Allerdings bedingt dies oft einen nicht
unerheblichen Programmieraufwand. Dagegen geht eine OpenMP-Parallelisierung im All-
gemeinen mit einem viel geringeren Gesamtaufwand einher. Das Einsatzgebiet beschra¨nkt
sich fu¨r OpenMP aber auf Systeme mit
”
gemeinsamen Speicher“. Letztendlich sind der
Programmieraufwand und die Ausweitung der Nutzbarkeit auf vSMP-Systeme die Haupt-
gru¨nde fu¨r den ausschließlichen Fokus auf OpenMP in dieser Arbeit.
Wa¨hrend bei MPI die Datenobjekte fu¨r den Rechenprozess meist als lokal angese-
hen werden, liegt bei OpenMP ein komplexeres Speichermodell vor. Hier wird ein so ge-
nannter Datensichtbarkeitsbereich (engl.
”
data scoping“) definiert, welcher eine generelle
Unterscheidung zwischen
”
lokalen“ (bzw. geschu¨tzten, Fachwort engl. private) und
”
geteil-
ten“ (Fachwort engl. shared) Datenobjekten vornimmt. Fu¨r einen Rechenprozess ist der
Zugriff auf eine Variable mo¨glich, wenn sich diese in seinem
”
Sichtbarkeitsbereich“ be-
findet. Hierbei heißt
”
lokal“, dass nur der Rechenprozess bzw. OpenMP-Unterprozess
(engl.
”
OpenMP thread“) selbst Zugriff auf sein Datenobjekt hat. Im
”
geteilten“ Fall
(shared-Datenattribut) du¨rfen mehrere Unterprozesse gleichzeitig und direkt auf das sel-
be Datenobjekt zugreifen. Zur Vereinfachung definiert der OpenMP-Standard eine Reihe
von Voreinstellungen (
”
Datensichtbarkeitsbereich-Automatismus“). Die voreingestellten
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Datensichtbarkeitsbereichs-Attribute der Datenobjekte ko¨nnen aber fast immer explizit
umdefiniert werden, um sie besser an den Algorithmus anzupassen.
Ein vo¨llig anderer Aspekt bei dem Umgang mit Parallelita¨t ist der Umstand, dass das
Betriebssystem im Allgemeinen selbst entscheidet, welcher Unterprozess wann auf welchem
Prozessorkern ausgefu¨hrt wird. Diese Zugeho¨rigkeit von Prozessorkern und Unterprozess
ist normalerweise nicht fest und kann mehrmals wechseln. Wie schon zuvor erwa¨hnt wurde,
ist es fu¨r ccNUMA-Systeme aber wichtig, die Affinita¨t von Unterprozessen und den von
ihnen beno¨tigten Daten sicherzustellen. Das kann durch eine so genannte automatische
”
Seitenmigration“ (Datenobjekte wechseln automatisch den Speicherplatz) oder durch eine
feste Zuweisung des Rechenkerns gewa¨hrleistet werden.
Deshalb wurde fu¨r diese Arbeit bei allen Messungen implizit oder explizit erzwungen,
dass jeder Unterprozess einem bestimmten Prozessorkern wa¨hrend der gesamten Laufzeit
fest zugeordnet wird. Diese Zugeho¨rigkeit wechselt nicht und sorgt damit dafu¨r, dass pro-
zessornah platzierte Datenobjekte eines Unterprozesses wa¨hrend der gesamten Laufzeit
weitestgehend prozessornah bleiben. Deshalb wird im Weiteren bezu¨glich der Datenloka-
lita¨t mehr oder weniger von einer Gleichstellung der beiden Begriffe Unterprozess und
Prozessorkern ausgegangen. Belege und weiterfu¨hrende Untersuchungen fu¨r die Nu¨tzlich-
keit einer festen Zuordnung von Prozessorkern und Unterprozess findet man in [78].
Wichtig ist hierbei, dass alle in der vorliegenden Arbeit ausgefu¨hrten Erla¨uterungen
zu dem Speichermodell, dem Datensichtbarkeitsbereich-Automatismus und dem Umgang
mit den OpenMP-Direktiven und Klauseln sich auf den OpenMP-Standard [79] in Versi-
on 2.5 beziehen. Diese Einschra¨nkung bedeutet nicht notwendigerweise, dass sich die hier
gemachten Ausfu¨hrungen nicht auch auf neuere Versionen u¨bertragen lassen. Es legt viel-
mehr einen stabilen Zwischenstand zur Anwendbarkeit des vorliegenden Gesamtlo¨sungs-
Konzeptes fest, der weitestgehend mit ausgereiften Compiler-Implementationen verifiziert
werden konnte.
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3 Projektgetriebene Softwareentwicklung
Fu¨r die vorliegende Arbeit zeigt die Abbildung 6 eine U¨bersicht fu¨r eine Reihe von Grund-
anforderungen. Jede dieser Anforderungen hat bestimmte kennzeichnende Merkmale. Die-
se Merkmale bedingen wiederum bestimmte Abha¨ngigkeiten und Beziehungen zwischen
den einzelnen Grundanforderungen. Zum besseren Versta¨ndnis werden die farbigen Ob-
Abbildung 6: U¨bersicht der Grundanforderungen (farbige Objektka¨sten) und deren Be-
ziehungen (schwarze Verbindungslinien).
jektka¨sten der Grundanforderungen mit den dazugeho¨renden Abha¨ngigkeiten (schwarze
Verbindungslinien) als Einfu¨hrung verschiedener Abschnitte wiederholt dargestellt. Die
Gesamtu¨bersicht macht außerdem deutlich, dass eine schnelle Erweiterbarkeit und da-
mit eine hohe Erweiterungsproduktivita¨t fu¨r das zugrunde liegende Softwareprojekt einen
hohen Stellenwert einnimmt. Deswegen ist als erstes eine klare Abgrenzung zu anderen
Konzepten der Softwareentwicklung wichtig und wird direkt im nachfolgenden Kapitel 3.1
ausgefu¨hrt.
Die Abbildung 6 deutet auch die komplexen Zusammenha¨nge zwischen den einzelnen
Grundanforderungen an. Diese Abha¨ngigkeiten wurden im Rahmen der Forschungsarbeit
herausgearbeitet und umfassend untersucht. Deswegen ist die ab Kapitel 3.2 aufgefu¨hrte
detaillierte Zusammenstellung ein wichtiger Bestandteil der vorliegenden Forschungsar-
beit.
3.1 Abgrenzung zu Agilen Methoden, Extreme Programming und Ra-
pid Prototyping
Eine der wichtigsten Anforderungen ist eine hohe Erweiterungsproduktivita¨t mit hoher
Qualita¨t. Fu¨r den stark projektgetriebenen Entwicklungsprozess bedeutet das, dass u¨ber
einen la¨ngeren Zeitraum sta¨ndig neue Teilprojektziele erreicht werden mu¨ssen. Ein Teil-
projektziel gilt als erreicht, wenn zu einem bestimmten Zeitpunkt ein definierter Funk-
tionsumfang fertig gestellt, getestet und fu¨r die wissenschaftliche Forschung verwendet
werden konnte.
Neben dem wissenschaftlichen Anspruch steht bei solchen Prozessen oft das Lo¨sen
der Programmieraufgabe im Vordergrund der Softwareentwicklung und weniger ein for-
malisiertes Vorgehen. Im Gegensatz zu dieser aus dem
”
Extreme Programming“ [80, 81]
bekannten Vorgehensweise muss fu¨r das Suite-Projekt eine gewisse Qualita¨t erhalten blei-
ben. Demnach muss der neue Funktionsumfang reibungslos in den Rahmen der bisherigen
Software hineinpassen, ohne Einschra¨nkungen bezu¨glich der bisherigen Funktionalita¨t zu
besitzen oder solche zu verursachen.
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Die vorliegende Arbeit konzentriert sich deshalb auf Softwaretechniken, die solche
projektgetriebenen Entwicklungsarbeiten programmiertechnisch stark erleichtern und be-
schleunigen. Das ha¨lt einen wichtigen Bereich des Softwareentwicklungsprozesses flexibel
und schlank. Ausgehend von einer notwendigen Agilita¨t (Beweglichkeit in der Softwa-
reentwicklung) und den Vorteilen des
”
Extreme Programming“, werden wichtige
”
agile
Prinzipien“ (manchmal auch als
”
Agile Methode“ bezeichnet) eingebunden und genutzt.
Details zur
”
Agilen Softwareentwicklung“ kann man in [82, 83] nachlesen.
Ein wichtiger Unterschied besteht aber darin, dass in der vorliegenden Arbeit nicht ver-
sucht wird, die reine Entwurfsphase auf das absolutes Mindestmaß zu reduzieren, sondern
die hier beschriebenen Softwaretechniken einzusetzen. Man erha¨lt dafu¨r den Vorteil, dass
man viel schneller und reibungsloser ausfu¨hrbare Software mit dem im Teilprojekt definier-
ten wissenschaftlichen Funktionsumfang erstellen kann. Im Detail wu¨rden sonst einige der
Grundanforderungen, wie z.B. die Parallelisierung, immer einen gewissen Zusatzaufwand
in der Entwicklungsarbeit verursachen.
Auf Grund der hier eingesetzten Softwarekonzepte und Techniken kann dieser fu¨r die
weiteren Projektphasen fast vollsta¨ndig entfallen. Die obersten vier Ziele bei der Software-
Entwicklung bzw. Erweiterung definieren sich hier dementsprechend in Anlehnung an ei-
nige der
”
agilen Prinzipien“ (siehe [82, 83]).
• Vorhandene Datenobjekte (oder Programmroutinen) mu¨ssen mehrfach verwenden
werden ko¨nnen (z.B. tempora¨re Hilfsfelder), um den Speicherbedarf (oder die Pro-
grammwartung) zu reduzieren. Die Wiederverwendung hat gegebenenfalls auch Vor-
rang gegenu¨ber einer nur leicht modifizierten Programmkopie (z.B. die Hilfsfelder
auf maximalen Anwendungsfall ausdehnen). In einem solchen Fall wird dann der
schon vorhandene Programmabschnitt eher um diese neue Fa¨higkeit erweitert.
• Zweckma¨ßigkeit muss im Allgemeinen gegeben sein, darf aber zu Versuchszwecken
im Rahmen der wissenschaftlichen Forschung außer Acht gelassen werden (z.B. Test
einer Newton-Methode als alternativen nicht-linearen Systemlo¨ser). Dabei kann es
sich um kleine Speziallo¨sungen handeln, die zum schnellen Erreichen des Projektziels
notwendig sind, aber langfristig entfernt oder allgemeiner umgesetzt werden mu¨ssen.
• Die gewu¨nschte Flexibilita¨t in der algorithmischen Erweiterbarkeit bedingt eine an
Schnittstellen orientierte Programmierung (z.B. fu¨r die linearen Gleichungslo¨ser).
Diese mo¨glichst stabilen Schnittstellen ko¨nnen aber durchaus voru¨bergehend erwei-
tert werden, um schneller das Projektziel zu erreichen (z.B. um einen linearen Glei-
chungslo¨ser mit alternativer Datenstruktur zu testen).
• Nicht zuletzt ist anzustreben, die einfachste mo¨gliche Lo¨sung eines Problems zu
wa¨hlen, solange keine wichtigen Grundanforderungen gefa¨hrdet werden.
Daru¨ber hinaus konnte man in dem dieser Arbeit zugrunde liegendem Softwareprojekt
davon ausgehen, dass zumindest die Funktionsklassen und Gruppierungen im Wesentlichen
von Anfang an fest standen, nicht aber deren Umfang oder andere Einzelheiten zu den zu
verwendenden Algorithmen selbst.
Rapid Prototyping
Auch fu¨r die Softwareentwicklung gibt es den Begriff des
”
Rapid Prototyping“ (RPT).
Allerdings fasst man darunter oft eine ganze Reihe von Werkzeugen (im weitesten Sinne)
zusammen, die eine große Menge an Funktionalita¨t vereinbaren und erleichtert nutzbar
machen.
Auf diesem Weg kann man oft die grundlegende Funktionalita¨t fu¨r ein neues Projekt
vortesten, und damit eine gute Grundlage fu¨r die eigentliche Softwareentwicklung schaffen.
Dabei bietet die starke Spezialisierung der meisten RPT-Werkzeuge nicht nur Vorteile, sie
erschweren oft auch Optimierungen oder Parallelisierung (soweit nicht direkt vorgesehen).
19
Denn bei ihnen steht u¨blicherweise die schnelle Entwicklung im Vordergrund oder ein
großer Funktionsumfang und nicht unbedingt der Einsatz im Hochleistungsrechnen.
Ein anderes Problem besteht darin, dass der Entwickler einer neuen Anwendung im
sta¨rkeren Maße von dem verwendeten Werkzeug abha¨ngt. Angenommen, man setzt bei-
spielsweise MATLAB
TM
[84] als RPT-Werkzeug fu¨r ein neues Projekt ein. Dann kann
man bei dem Umgang mit
”
dichtbesetzten“ Matrizen teilweise schon auf Parallelisierung
zuru¨ckgreifen, um die anfallende Rechenarbeit zeitlich zu verku¨rzen. Fu¨r
”
schwachbesetz-
te“ Matrizen (Fachwort engl.
”
sparse matrices“) gibt es diese Fa¨higkeit aber noch nicht in
gleicher Weise. Das heißt fu¨r den Anwendungsentwickler, dass er oft erst auf die entspre-
chende Unterstu¨tzung seitens des RPT-Werkzeugs bzw. dessen Hersteller warten muss.
Damit wird auch klar, dass die fu¨r diese Arbeit vorgegebene Zielausrichtung nicht
vereinbar wa¨re mit dem typischen
”
Rapid Prototyping“-Ansatz. Die potentiellen zusa¨tzli-
chen Abha¨ngigkeiten mit dem zu verwendenden RPT-Werkzeug wu¨rde alle unabha¨ngigen
Optimierungen und Anpassungen fu¨r spezielle Rechner-Architekturen oder die Paralleli-
sierungen erschweren und ko¨nnten die Vorteile dadurch sogar zunichte machen.
3.2 Grundanforderungen der Simulationssoftware
Fu¨r die numerische Simulation eines physikalischen Vorgangs (Vorwa¨rts-
simulation), muss im Allgemeinen das zugrunde liegende physikalische Modell spezifiziert
sein. Im Folgenden bezeichnet die Modell-Simulation die Gesamtheit aller Algorithmen
und Funktionen zur vollsta¨ndigen numerischen Berechnung des physikalischen Modells
bzw. Vorgangs. Eine konkrete Modell-Konfiguration legt alle physikalischen und numeri-
schen Eigenschaften fu¨r die eigentliche Simulation fest. Darunter za¨hlt zu den numerischen
Eigenschaften die Art und Genauigkeit der Diskretisierung. Unabha¨ngig von den ande-
ren numerischen und physikalischen Eigenschaften, die die Simulationssoftware bewa¨ltigen
ko¨nnen muss, bedingt der Grad der Diskretisierung direkt bestimmte Anforderungen an
das Rechnersystem. Ein besonders fein diskretisiertes Modell mit hoher Auflo¨sung (vie-
le Gitterpunkte), beno¨tigt unter anderem entsprechend viel Datenplatz fu¨r deren interne
Repra¨sentation auf dem Rechnersystem. Daraus folgt auch, dass mit der Anzahl der re-
pra¨sentierten und zu berechnenden Gitterpunkte auch deren Gesamtberechnungsaufwand
entsprechend hoch ist.
Merkmale: hoher Speicherverbrauch und hoher Berechnungsaufwand entsprechend der
Modell-Diskretisierung, algorithmische Flexibilita¨t in der Berechnung unterschiedlicher
physikalischer Eigenschaften
Stochastische Verfahren [1, 2, 3] ko¨nnen angewendet werden bei Optimie-
rungsverfahren zur Parameterscha¨tzung, genauso wie bei Unsicherheitsanalysen. In beiden
Fa¨llen geho¨rt dazu u¨blicherweise eine vielfache Berechnung von Modell-Simulationen. Die-
se unterscheiden sich dann anhand einer modifizierten Modell-Konfiguration mit kleinen
Abweichungen bzw. Sto¨rungen bezu¨glich bestimmter physikalischer Eigenschaften. Deren
jeweilige Berechnung wird im Folgenden als Versuch bezeichnet. Die Anwendung einer sto-
chastischen Methode kann man prinzipiell in drei Prozessabschnitte aufteilen: 1. die initiale
Generierung der einzelnen Modell-Konfigurationen, 2. die Berechnung dieser unterschied-
lichen Versuche und 3. die Analyse und Weiterverarbeitung der Berechnungsresultate.
Daru¨ber hinaus kann es sich bei dem Verfahren um einen iterativen Prozess handeln, der
abha¨ngig von dem jeweiligen Analyse-Ergebnis weitere Durchla¨ufe der Prozesskette von 1.
bis 3. anstoßen kann. Kritisch ist meist der zweite Prozessabschnitt, da die numerische Si-
mulation aller generierten Versuche einerseits den Berechnungsaufwand insgesamt erho¨ht
und andererseits sich damit auch der Speicherplatzbedarf erho¨hen kann.
Merkmale: erho¨hter Speicherverbrauch und erho¨hter Berechnungsaufwand entsprechend
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der Anzahl der Versuche, algorithmische Flexibilita¨t zur Verwendung verschiedener sto-
chastischer Verfahren und Algorithmen
Neben den stochastischen Methoden gibt es die ableitungsbasierten Op-
timierungsverfahren fu¨r die Parameterscha¨tzung. Obwohl sie unter stark vereinfachten
Annahmen aus stochastischen Grundprinzipien hergeleitet werden ko¨nnen [40, 41], sind
sie eher deterministischer Natur. Sie verlangen im Allgemeinen die Berechnung von Ab-
leitungen fu¨r die so genannten
”
aktiven“ Parameter. Die Verwendung der Gradienten
kann entweder durch explizites Berechnen oder indirekt vorgenommen werden. Im letz-
teren Fall werden nicht die Gradienten selbst, sondern bestimmte Linearkombinationen
dieser Ableitungen berechnet. In der vorliegenden Arbeit wird im Gegensatz dazu von
Optimierungsverfahren mit der Nutzung von explizit berechneten Gradienten ausgegan-
gen, wobei die Ableitungen als Jacobi-Matrix gesammelt werden. Das ermo¨glicht unter
anderem eine effiziente Weiterverarbeitung der Jacobi-Informationen fu¨r numerische Un-
sicherheitsanalysen in Form von Matrizen zur Darstellung der Auflo¨sung und Kovarianz.
Die vollsta¨ndige Bestimmung der Jacobi-Matrix und damit aller beno¨tigter Ableitungen
fu¨hrt deshalb auch zu einem erho¨hten Berechnungsaufwand und mitunter auch zu einem
erho¨hten Speicherplatzverbrauch.
Merkmale: erho¨hter Speicherverbrauch und erho¨hter Berechnungsaufwand entsprechend
der Anzahl der Gradienten, algorithmische Flexibilita¨t zur Verwendung verschiedener ab-
leitungsbasierter Optimierungsverfahren und Algorithmen
Die Gesamtheit aller Programmteile fu¨r die Modell-Simulation, den
stochastischen Verfahren und der Parameterscha¨tzung bilden ein umfangreiches wissen-
schaftliches
”
Programmpaket“ zur numerischen Simulation, Optimierung und Unsicher-
heitsanalyse. Fu¨r die Entwicklung und damit Programmierung eines solchen Programmpa-
ketes sind die Beziehungen der einzelnen Programmteile untereinander von entscheidender
Bedeutung. Es lassen sich bisher folgende Abha¨ngigkeiten formulieren und als Dreiecks-
beziehung zusammenfassen.
• Die stochastischen Verfahren ko¨nnen eine nahezu unvera¨nderte Auswertung der
Modell-Simulation nutzen. Ein eigener Modell-Simulationscode fu¨r die Berechnung
der stochastischen Versuche ist unno¨tig, solange u¨ber eine vereinheitliche Schnitt-
stelle direkt auf den Programmteil der Modell-Simulation zugegriffen werden kann.
Wichtig ist hier nur die Mo¨glichkeit mit unterschiedlichen Modell-Konfigurationen
starten zu ko¨nnen und u¨ber eine entsprechende Schnittstelle die Berechnungsresul-
tate u¨bernehmen zu ko¨nnen. Damit besteht der Programmteil fu¨r die stochastischen
Verfahren, ausschließlich aus Algorithmen-Sammlungen zur systematischen Sto¨rung
der Modell-Konfigurationen und zur Analyse und Weiterverarbeitung der Resultate
aus der Modell-Simulation. Die Abha¨ngigkeit mit der Modell-Simulation definiert
sich hier also u¨ber die Schnittstellen-Spezifikation.
• Die Berechnung von Ableitungen bezu¨glich verschiedener Parameter ha¨ngt nume-
risch stark von der Funktionalita¨t der Modell-Simulation ab. Sie wird im Folgenden
auch als
”
originale Funktion“ bezeichnet. Nach einer Modifikation bzw. Erweiterung
der originalen Funktion muss gewa¨hrleistet werden, dass auch die Ableitungsfunkti-
on fu¨r die Berechnung der Gradienten neu angepasst wird. Daru¨ber hinaus beno¨tigt
man eine einheitliche Schnittstelle zum Aufruf der Ableitungsberechnung und eine
Sammlung mit Optimierungsalgorithmen, die die berechneten Jacobi-Informationen
weiter verarbeiten kann. Eine Abha¨ngigkeit dru¨ckt sich hier in einer mo¨glichst
”
rei-
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bungslosen Anpassung“ der Gradientenberechnung nach wichtigen A¨nderungen an
der Funktionalita¨t der Modell-Simulation aus.
• Sowohl die stochastischen Verfahren als auch die ableitungsbasierte Parameter-Inver-
sion beno¨tigt im Allgemeinen Zugriffsfunktionen auf einzelne physikalische Parame-
ter. Das ist hilfreich, um sie einerseits stochastisch zu sto¨ren und andererseits um
die fu¨r die Invertierung aktiven Parameter aktualisieren zu ko¨nnen. Idealerweise
bilden diese Zugriffsfunktionen eine Abha¨ngigkeit, da sie dann einmalig fu¨r beide
Zwecke zur Verfu¨gung stehen ko¨nnen. Daru¨ber hinaus erzeugen A¨nderungen, die
man fu¨r die stochastischen Verfahren an dem Programmteil der Modell-Simulation
vornimmt, meistens auch Anpassungen an der Berechnungsfunktion fu¨r die Gradien-
ten und umgekehrt. Daraus folgt insgesamt eine direkte Abha¨ngigkeit zwischen den
stochastischen Verfahren und der Parameterscha¨tzung.
Im Weiteren wird diese Dreiecksbeziehung zusammengefasst als Programmpaket oder ein-
fach Simulationssoftware bezeichnet, da die meisten anderen Abha¨ngigkeiten sich oft auf
alle drei Einzelkomponenten beziehen lassen.
3.3 Abha¨ngigkeiten durch AD-Programmcode-Transformation
Das explizite Berechnen von Ableitungen kann mit nume-
rischen Differenzenquotienten oder statt dessen auch mit Hilfe der Techniken des
”
Auto-
matischen Differenzierens“ erfolgen. Bei letzterem werden Ableitungen berechnende Funk-
tionen erzeugt, die effizient und numerisch exakt sind.
Die wichtigsten AD-Techniken beruhen auf einer Programmcode-Transformation (bzw.
”
Quellcode zu Quellcode“, Fachbegriff engl.
”
source to source“) oder dem Ersetzen (U¨ber-
laden) der Rechenoperatoren, das im Englischen auch als
”
operator overloading“ bezeich-
net wird. Hierbei ist zu beachten, dass fu¨r Fortran das
”
Ersetzen der Rechenoperato-
ren“ erst ab Fortran90/95 wirklich mo¨glich ist. Das urspru¨ngliche Softwareprojekt (SHE-
MAT) basierte dagegen weitestgehend auf Fortran77 und bildete zum Teil die anfa¨ngliche
Codebasis fu¨r das neue Suite-Projekt. Daraus ergab sich eine Notwendigkeit, AD u¨ber eine
Programmcode-Transformation durchzufu¨hren. Daru¨ber hinaus stellt die Programmcode-
Transformation auch gleichzeitig den allgemeineren Fall bezu¨glich auftretender Probleme
in diesem Projekt dar.
Deswegen wird fu¨r die weiteren Betrachtungen davon ausgegangen, dass man eine
Programmcode-Transformation mit einem geeigneten AD-Werkzeug (z.B. Adifor [7, 85],
TAF [8, 86] oder Tapenade [9]) durchfu¨hrt. Dabei wird aus dem Programmcode der Modell-
Simulation ein neuer zusa¨tzlicher AD-Programmcode erzeugt, der neben der originalen
Funktion nun auch die Berechnung einer Ableitung fu¨r einen spezifizierten Parameter
ermo¨glicht.
Die Vertra¨glichkeit des AD-Werkzeugs mit dem reinen Sprachstandard der Program-
miersprache des Modell-Simulationscodes bedingt dabei eigentlich eine eigene Abha¨ngig-
keit. Diese Abha¨ngigkeit wird im Weiteren vernachla¨ssigt, weil von einem fu¨r diese Pro-
grammiersprache geeignetem AD-Werkzeug ausgegangen wird. Andererseits muss der er-
zeugte AD-Programmcode u¨ber weitestgehend stabile Schnittstellen mit der Parameter-
scha¨tzung verfu¨gen. Ohne diese Forderung ko¨nnte eine etwaige Anpassung, die nach einer
A¨nderung in der Modell-Simulation no¨tig wa¨re, auch eine A¨nderung an der Schnittstelle
erfordern.
Merkmale: Programmcode-Transformierbarkeit durch das AD-Werkzeug, ausreichend fle-
xible bzw. stabile Schnittstellen
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3.4 Abha¨ngigkeiten durch die Parallelisierung
Eine wichtige Ressource fu¨r die Anwendung des Pro-
grammpaketes ist die zu erwartende hohe bzw. erho¨hte Rechenzeit. Diese soll durch eine
gleichzeitige Kombination zweier Parallelisierungsstufen angegangen werden. Dazu bringt
man im Allgemeinen bestimmte Programmbefehle und Informationen in den Simulati-
onscode ein, welche nach Mo¨glichkeit die Flexibilita¨t in der algorithmischen Vielfalt (po-
tentiellen Erweiterungen) nicht erschweren. Davon abgesehen mu¨ssen fu¨r eine erfolgreiche
Kombination beide Parallelisierungsstufen unabha¨ngig von einander sein, d.h. A¨nderungen
an dem Parallelisierungscode fu¨r die eine Stufe du¨rfen den Code und die Funktionsweise
der Anderen nicht beeinflussen.
Merkmal: zwei von einander unabha¨ngige Parallelisierungsstufen
Im Sinne des Hochleistungsrechnens gibt es aus der
Sicht der Simulationssoftware an das Rechnersystem zwei Anforderungen: genu¨gend Re-
chenleistung und ausreichend Speicherplatz. Details zu den wichtigen Rechner-Architek-
turen findet sich in Kapitel 2.5. Eine Neuheit auf diesem Gebiet stellt eine so genannte
”
vSMP“-Architektur (siehe Kapitel 2.5.3) dar, die die besten Eigenschaften, wie Paralle-
lisierbarkeit und gu¨nstiger Preis vereinigt. Fu¨r eine hohe Rechenleistung ist die
”
ccNU-
MA“-Eigenschaft (Kapitel 2.5.1), die ein solches vSMP-System mit vielen Anderen gemein
hat, ein wichtiges Merkmal. Um diese Fa¨higkeit auszunutzen, muss die zugrunde liegen-
de Software (und eingesetzte Softwaretechnik) bestimmte Anforderungen im Umgang mit
den Datenstrukturen erfu¨llen. Im Einzelnen beeinflusst dabei die Rechner-Architektur die
Fragestellung nach der Verwendung von globalen oder lokalen Daten, welche Daten von
welchem Prozessorkern behandelt werden und auf welchem Teil des Rechnersystems die
Daten platziert werden.
Merkmal: Ausnutzung der
”
ccNUMA“-Architektur
Einerseits kann man die Unterstu¨tzung der ccNUMA-
Eigenschaften als Teil der Frage nach den Datenstrukturen und damit allgemein als Aspekt
der Simulationssoftware sehen. Andererseits ist sie wegen der Abha¨ngigkeit zu den Rechen-
kernen nicht von der Parallelisierung zu trennen. La¨sst man dies hier einmal außen vor,
verbleiben noch die Abha¨ngigkeiten, die sich auf eine unterschiedliche Ressourcennutzung
beziehen.
So ist es beispielsweise ein Unterschied, ob mehrere Rechenkerne (zur Leistungsstei-
gerung) redundante Berechnungen ausfu¨hren oder ob diese Berechnung von nur einem
Rechenkern erledigt wird. Im ersten Fall ergibt sich mehr Rechenarbeit und gegebenen-
falls auch ein ho¨herer Speicherbedarf. Bei dem Letzten kann die notwendig gewordene Da-
tensynchronisation mit den anderen Kernen die Rechenleistung negativ beeinflussen. Es
gilt also verschiedene Parallelisierungsstrategien hinsichtlich bestimmter Einschra¨nkungen
durch die Rechnersysteme abzuwa¨gen.
Merkmale: sparsamer oder zumindest flexibler Speicherplatzverbrauch, leistungsfa¨hige
bzw. effiziente Rechenarbeitsverteilung
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3.5 U¨bergreifende Abha¨ngigkeiten durch die Erweiterungsproduktivita¨t
Die schon erwa¨hnte Erweiterungsproduktivita¨t hat
einen nahezu universellen Einfluss auf fast alle anderen Grundanforderungen, da die For-
derung nach einer effizienten Entwicklungsarbeit im Wesentlichen eine sehr schnelle Hand-
habung in jeglicher Hinsicht notwendig macht. Die bei den Merkmalen geforderte Flexibi-
lita¨t nach algorithmischer Erweiterbarkeit und Vielfalt bedingt deshalb zusa¨tzliche stabile
Schnittstellen und eine entsprechend komplexe Funktionsmodularisierung auf Program-
mebene. Das ist eine bekannte Technik und wird an dieser Stelle nur der Vollsta¨ndigkeit
halber aufgefu¨hrt, da sie schon als gegeben betrachtet wird. Wichtiger sind statt dessen die
Fernwirkungen auf die anderen Grundanforderungen und Beziehungen, die in den nach-
folgenden Abschnitten erla¨utert werden.
Eine Maßnahme zur Verbesserung der Erweiterungspro-
duktivita¨t ist eine Vereinfachung des Anpassungsprozesses nach einer Modifikation der
originalen Funktion (Erweiterung an der Modell-Simulation). Dies kann durch eine Redu-
zierung der Anpassung auf nur no¨tige Programmabschnitte erreicht werden. Man lagert
dazu alle zu u¨bergehenden Programmabschnitte in einzelne Routinen aus. Im Detail han-
delt es sich dabei um fast alle Ein-/Ausgaben und solche Funktionen und Programmab-
schnitte, die nicht von den aktiven Parametern abha¨ngen. Daraus folgt eine tiefer gehende
zusa¨tzliche Funktionsmodularisierung, die sich an der Abha¨ngigkeit von den aktiven Ab-
leitungsparametern orientiert. Erst damit ist man in der Lage, dem AD-Werkzeug nur
noch diese unbedingt no¨tigen Programmabschnitte vorzulegen. Der Vorteil liegt in einer
schnelleren und reibungsloseren Anpassung der Ableitungsfunktion.
Merkmal: erweiterte ableitungs-spezifische Modularisierung
Normalerweise erfordert die Parallelisierung von Pro-
grammen zusa¨tzlichen Code. Jede A¨nderung oder Erweiterung an der allgemeinen Funktio-
nalita¨t fu¨hrt deshalb potentiell auch zu einem Anpassungsaufwand bezu¨glich der Paralle-
lisierung. Um diese zeitraubende und anspruchsvolle Problematik zu minimieren, wird oft
mit einer geeigneten Abstraktion oder Modularisierung gearbeitet. Dadurch sollen die Par-
allelisierungsabschnitte im Allgemeinen gebu¨ndelt, u¨bersichtlich, klein und damit hand-
habbarer gehalten werden. In der vorliegenden Arbeit wird eine daru¨ber hinaus gehende
Softwaretechnik beschrieben, die zusa¨tzlich gezielt bestimmte parallelisierungs-spezifische
Automatismen so versta¨rkt, dass Einsparungen erzielt werden ko¨nnen. Fu¨r OpenMP be-
ziehen sich die Automatismen auf den so genannten
”
Datensichtbarkeitsbereich“ (mehr in
Kapitel 4.2). Zusammen mit der Modularisierung kann der Anpassungsaufwand drastisch
verku¨rzt und damit die Erweiterungsproduktivita¨t verbessert werden.
Merkmale: erweiterte parallelisierungs-spezifische Modularisierung, Nutzung der Daten-
sichtbarkeitsbereich-Automatismen
Die nachfolgend beschriebene (letzte) Abha¨ngigkeit bezieht sich indirekt auch auf die Er-
weiterungsproduktivita¨t, weshalb sie hier im selben Abschnitt aufgefu¨hrt ist.
Die von den AD-Werkzeugen beherrschten Programmier-
sprachen umfassen oft nur wenige Spracherweiterungen. So werden die zur Parallelisierung
no¨tigen Spracherweiterungen meist nicht flexibel genug oder nur teilweise unterstu¨tzt. Das
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kann zu falschen Ableitungsfunktionen oder zur Zersto¨rung der urspru¨nglichen Paralleli-
sierung fu¨hren. Deshalb ist bei der Anwendung von Werkzeugen mit Codetransformation
oft ein erheblicher Vorbereitungs- oder Nachbearbeitungsaufwand fu¨r jede Aktualisierung
no¨tig.
Mo¨chte man diesen sta¨ndigen Zusatzaufwand vermeiden, muss man entweder ein ge-
eignetes Werkzeug finden oder das gegebene anpassen. Eine ga¨nzlich andere Strategie wird
in dieser Arbeit vorgestellt. Sie versteckt gewissermaßen die Parallelisierung vor dem AD-
Werkzeug. Das erfordert ein paar einmalige Vorbereitungen am Vorwa¨rtssimulationscode
und gegebenenfalls zusa¨tzlich noch einige wenige leicht automatisierbare Schritte. Letzt-
endlich handelt es sich hierbei um eine Erweiterung des schon in der letzten Abha¨ngigkeit
beschrieben Zusammenspiels von Modularisierung und Automatismennutzung.
Merkmale: erweiterte parallelisierungs-spezifische Modularisierung, Nutzung der Daten-
sichtbarkeitsbereich-Automatismen
Algorithmische Flexibilita¨t und stabile Schnittstellen
Die im Rahmen der Weiterentwicklung der Simulationssoftware geforderte Flexibilita¨t
bezu¨glich
• unterschiedlicher physikalischer Eigenschaften,
• verschiedener stochastischer Verfahren oder
• verschiedener ableitungsbasierten Optimierungsverfahren
wird im Folgenden einfach als Forderung nach
”
Algorithmen-Modularisierung“ zusam-
mengefasst. Diese Algorithmen-Modularisierung wird gemeinsam mit allen no¨tigen stabi-
len Schnittstellen-Definitionen als ausreichend gegeben betrachtet. Die dafu¨r verwendete
Softwaretechnik oder deren Entwicklung ist nicht Bestandteil dieser Arbeit, da die Vorge-
hensweisen als hinreichend untersucht und bekannt gelten. Wichtig fu¨r alle weitergehenden
Betrachtungen sind die daraus resultierenden Algorithmen-Sammlungen, die jeweils als ei-
ne Menge von unterschiedlichen und gekapselten Funktionsbausteinen angenommen wird.
Das fu¨hrt zu der Notwendigkeit, alle Funktionsbausteine mo¨glichst unabha¨ngig voneinan-
der und ohne Nebeneffekte bezu¨glich der Grundanforderungen implementieren zu ko¨nnen.
Die nachfolgend beschriebenen Softwaretechniken sollen diese Unabha¨ngigkeit weitestge-
hend gewa¨hrleisten.
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4 Teilkonzept - Softwaretechnik:
”
OpenMP-hiding“
Bei der hier vorgestellten
”
OpenMP-hiding“-Technik handelt es sich im Wesentlichen um
eine Ausblendung (engl.
”
hiding“, im Sinne von verstecken) der Parallelisierungsanweisun-
gen fu¨r alle notwendigen Programmteile. Die Erweiterungsproduktivita¨t hat dabei Einfluss
auf die Auswahl der notwendigen Programmteile. Eine U¨bersicht aller damit lo¨sbaren
Abha¨ngigkeiten und Anforderungen zeigt die Abbildung 7. Weiter unten werden dann die
Abbildung 7: Grundanforderungen (farbige Objektka¨sten) und Abha¨ngigkeiten (schwarze
Verbindungslinien) die durch den Einsatz der
”
OpenMP-hiding“-Softwaretechnik gelo¨st
werden.
einzelnen Abha¨ngigkeiten und Zusammenha¨nge na¨her erla¨utert. Zuvor muss aber fu¨r ein
besseres Versta¨ndnis die Aufteilung der Parallelisierung genauer beschrieben werden.
Geht man von dem Programmcode der originalen Modell-Simulation aus und generiert
den zugeho¨rigen Ableitungscode durch ein Transformations-Werkzeug, ergeben sich fu¨r
das mehrstufige Parallelisierungskonzept insgesamt drei Forderungen. Diese Forderungen
gliedern sich in:
1. Erhaltung der originalen Parallelisierung fu¨r die verbliebenen originalen Program-
manweisungen im generierten Ableitungscode,
2. Erweiterung der originalen Parallelisierung auf die neuen Programmanweisungen zur
Ableitungsberechnung und
3. Erweiterung um eine zusa¨tzliche Parallelisierung fu¨r die gleichzeitige mehrfache Ab-
leitungsberechnung.
Die in diesem Kapitel vorgestellte Softwaretechnik bescha¨ftigt sich mit einer Lo¨sung zur
Erfu¨llung der ersten beiden Forderungen. Gleichzeitig darf die zusa¨tzliche Parallelisie-
rungsstufe der 3. Forderung (Lo¨sung in Kapitel 5) durch den Einsatz dieser Technik nicht
beeintra¨chtigt werden.
Im Allgemeinen geht man von einer gemeinsamen Parallelisierung fu¨r die beiden For-
derungen 1. und 2. aus, allerdings wird in diesem und den nachfolgenden Unterkapiteln
einzeln auf den jeweiligen Parallelisierungsteil eingegangen. Diese vorerst getrennte Be-
trachtung ist notwendig, da es sich um aufeinander aufbauende Einzelmaßnahmen und
Richtlinien mit unterschiedlichen Zielsetzungen handelt.
Wegen des hohen Stellenwerts der Erweiterungsproduktivita¨t ist es no¨tig, alle anfallen-
den Vor- und Nachbearbeitungs-Maßnahmen (fu¨r das Zusammenspiel von Parallelisierung
und AD-Werkzeug) entweder automatisch oder durch einmalige manuelle Umstrukturie-
rungen minimal zu halten. Die
”
OpenMP-hiding“-Technik erfordert dazu
• die Einhaltung bestimmter struktureller Richtlinien wa¨hrend der Softwareentwick-
lung und erlaubt so
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• einen automatisierten U¨bergang von dem originalen Programmcode zum AD-Werk-
zeug und zuru¨ck zum transformierten Ableitungscode.
Dies ergibt eine schnelle Aktualisierung des Ableitungscodes nach A¨nderungen am origina-
len Programmcode, sowie eine umfassende und effiziente Erweiterung der Parallelisierung
des Ableitungscodes.
Wie schon zuvor erwa¨hnt wurde, bezieht sich die hier zu unterstu¨tzende Parallelisierung
auf den OpenMP-Standard bis Version 2.5, wobei die hier vorgestellte Softwaretechnik den
Umgang mit den wichtigsten OpenMP-Direktiven und Klauseln systematisch beschreibt.
Die auch als OpenMP-Konstrukte bezeichneten Direktiven ko¨nnen im Programmcode se-
parat auftreten und definieren die unterschiedlichen Berechnungsblo¨cke, regeln die Art und
Weise der Arbeitsverteilung oder spezifizieren verschiedene Arten der Synchronisation. Ei-
ne Synchronisation kann beispielsweise das Warten auf andere Unterprozesse, eine (nicht
parallele) nacheinander erfolgende Abarbeitung eines Programmabschnitts durch einzeln
laufende Unterprozesse oder die Herstellung einer einheitlichen konsistenten Datensicht
(durch Austausch u¨ber den Hauptspeicher) der Unterprozesse bedeuten. Dazugeho¨rige
Nebenbestimmungen in Form von Klauseln stehen immer unmittelbar nach bestimmten
Direktiven. Die Mehrheit der Klauseln spezifiziert unter anderem Sichtbarkeitsbereichs-
Attribute von Datenobjekten oder verschiedene Synchronisationen (auch globale Rechen-
operationen). Eine U¨bersicht mit entsprechenden Kurzbeschreibungen findet man im An-
hang A in Tabelle 2 (Direktiven) und Tabelle 3 (Klauseln). Daru¨ber hinaus gibt es im
Standard 2.5 noch weitere Klauseln, wie beispielsweise schedule, nowait oder num threads,
die aufgrund vernachla¨ssigbarer Nebeneffekte nicht explizit in dieser Arbeit besprochen
werden.
Im Einzelnen handelt es sich bei dem hier vorgestellten Lo¨sungskonzept um vier aufein-
ander zugeschnittene Maßnahmen. Mit der ersten wird so viel wie mo¨glich in einen Auto-
matismus (fu¨r den
”
Datensichtbarkeitsbereich“, engl.
”
data scoping“) hineingesteckt, wo-
durch ein erster Teil von OpenMP-Klauseln u¨berflu¨ssig wird und entfallen kann. Versta¨rkt
wird dieser Effekt durch ein zusa¨tzliches Verschieben der verbliebenen OpenMP-Direktiven
und Klauseln in andere Programmregionen oder neue Zwischenroutinen (
”
parallelisie-
rungs-spezifische Modularisierung“). Die dritte Maßnahme bezieht sich auf strukturel-
le A¨nderungen, mit deren Hilfe zusa¨tzliche problematische U¨berga¨nge geregelt werden
ko¨nnen (Kapitel 4.4.1). Als letztes mu¨ssen fu¨r eine korrekte Ableitungsberechnung einige
wenige OpenMP-Konstrukte bzw. Klauseln umgangen werden, indem man die zugrunde
liegenden Rechenoperationen explizit ausformuliert (Kapitel 4.5). Zusammen sorgt das in
den fu¨r die Algorithmen-Modularisierung wichtigen Programmteilen fu¨r ein Minimum an
Parallelisierungsspezifikationen.
Damit ergibt sich direkt eine Verbesserung der Er-
weiterungsproduktivita¨t bezu¨glich der Simulationssoftware an sich. Ausgangspunkt ist die
geforderte Flexibilita¨t durch
”
Algorithmen-Modularisierung“ mit den flexiblen Schnittstel-
len. Wenn die notwendig flexiblen Programmabschnitte von expliziten Parallelisierungs-
Anweisungen nahezu frei gehalten werden, dann beno¨tigt der Großteil aller Erweiterungen
entsprechend wenig Anpassungen bezu¨glich der Parallelisierung und ist somit wesentlich
einfacher und schneller zu realisieren.
Weiterhin ist die Parallelisierung selbst entsprechend
den Einschra¨nkungen der Richtlinien nach vereinfacht und damit insgesamt handhabbarer
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geworden. Damit kann auch die Erweiterungsproduktivita¨t in Hinblick auf Anpassungen
der Parallelisierungs-Strategie fu¨r zuku¨nftige Rechner-Architekturen gewa¨hrleistet werden.
Das entspricht nicht unbedingt einer kompletten Lo¨sung bzw. einer Befreiung von der ma-
nuellen Spezifikation der Parallelisierung, kann aber auch eine Verbesserung im Sinne der
Erweiterungsproduktivita¨t sein.
Alle anfallenden Vor- und Nachbearbeitungsschritte, die
nicht mit einer einmaligen Codeumstellung (der Vorwa¨rtssimulation) gelo¨st werden ko¨n-
nen, sind so vereinfacht, dass sie mit kleinen Werkzeugen leicht automatisiert werden
ko¨nnen. Außerdem gilt: U¨ber den Erhalt der Parallelisierung fu¨r die originalen Modell-
Simulation hinaus soll auf dem generierten Ableitungscode auch sichergestellt sein, dass
die Ableitungsberechnung selbst von einer Parallelisierung profitiert. Dafu¨r ist es zusa¨tzlich
no¨tig, einige OpenMP-Direktiven und Klauseln direkt durch ihre explizite Ausformulierung
zu ersetzten. Das betrifft im Wesentlichen bestimmte Rechenoperationen, die dort implizit
erzeugt werden. Meist ist dies mit nur einem geringen und einmaligen Zusatzaufwand
realisierbar.
4.1 Flexibilita¨t fu¨r Datensichtbarkeitsbereichs-Attribute
Grundlegend mo¨chte man bei der Verwendung einer Spracherweiterung (zur Parallelisie-
rung) so wenig wie mo¨glich Einschra¨nkungen unterliegen. Fu¨r OpenMP folgt daraus, dass
ho¨chste Flexibilita¨t beim Umgang mit den Daten notwendig ist. Insbesondere betrifft dies
die Datensichtbarkeitsbereichs-Attribute aller Variablen. Der Datensichtbarkeitsbereich
wurde bereits in Kapitel 2.6 eingefu¨hrt und definiert die jeweiligen Zugriffs-Rechte der
Unterprozesse auf die Datenobjekte.
Im einfachsten Fall gibt es nur eine parallele Region (kurz PR) und keine der Varia-
blen wechselt sein Datensichtbarkeitsbereichs-Attribut. Dabei umfasst die parallele Regi-
on einen bestimmten Programmbereich, fu¨r den eine (neue) Gruppe von Unterprozessen
(
”
OpenMP-Threads“) gestartet wird. Diese Gruppe kann dann innerhalb des eingeschlos-
senen Bereichs die Rechenarbeit aufteilen oder redundant ausfu¨hren. Fu¨r die Kurzdar-
stellung im Weiteren wird eine einzelne parallele Region mit runden Klammern und dem
Datensichtbarkeitsbereichs-Attribut private oder shared versehen (hier werden die origi-
nalen Attributs-Namen aus dem Englischen verwendet, um ein erleichtertes Versta¨ndnis
bei der Verwendung innerhalb von Programmbeispielen zu erreichen). Das ergibt dann
beispielsweise
”
(private in PR)“.
Im Allgemeinen hat man dagegen mehrere parallele Regionen mit vielen tempora¨ren
A¨nderungen der Attribute innerhalb und zwischen den einzelnen Regionen. Solche A¨nde-
rungen sind normalerweise nur an bestimmten Bereichsu¨berga¨ngen mo¨glich. Dabei ergeben
sich ha¨ufig Probleme an den U¨berga¨ngen (Kurzdarstellung mit→) in eine parallele Region
oder in ein Arbeitsverteilungs-Konstrukt (engl.
”
work-sharing construct“).
Ein
”
Arbeitsverteilungs-Konstrukt“ (kurz AK) definiert innerhalb einer parallelen Re-
gion einen festgelegten Teilbereich, in dem unterschiedliche Berechnungsblo¨cke systema-
tisch auf unterschiedliche Unterprozesse aufgeteilt werden. Sie werden im Folgenden auch
als (OpenMP spezifische) Anweisungen zur Arbeitsverteilung bezeichnet. Ein einfaches
Beispiel kann eine beliebige Programmschleife von 1 bis 10 sein. Der dazu geho¨rende Schlei-
fenko¨rper entspricht dann den zehn verschiedenen Berechnungsblo¨cken (einer fu¨r jeden
Durchlauf). Eingegrenzt wird so ein Arbeitsverteilungs-Konstrukt (fu¨r eine Programm-
schleife) in der Kurzdarstellung mit eckigen Klammern analog zur parallelen Region, z.B.
”
[private in AK]“.
Ein Arbeitsverteilungs-Konstrukt befindet sich immer innerhalb einer parallelen Regi-
on. Eine parallele Region dagegen kann alleine (außerhalb) oder innerhalb einer anderen
parallelen Region PR stehen. Deshalb wird fu¨r eine bessere U¨bersicht noch das Schlu¨ssel-
wort
”
a¨ußere“ oder
”
innere“ mit eingefu¨gt. Das erstere kennzeichnet einen a¨ußeren großen
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parallelen Programmbereich - z.B.
”
(private in a¨ußerer PR)“, das Zweite einen inneren
versta¨rkt parallelisierten Teilbereich - z.B.
”
(private in innerer PR)“. Fu¨r zwei geschach-
telte parallele Regionen erha¨lt man so
”
( private in a¨ußerer PR → ( private in innerer PR ) )“.
Zur Vereinfachung betrachtet man im Folgenden nur den U¨bergang bzw. die Definition der
Datensichtbarkeitsbereichs-Attribute einer einzelnen Variable. Diese Attribute regeln den
Zugriff der einzelnen Unterprozesse auf die Daten, hierfu¨r muss fu¨r alle Datenvariablen ein-
deutig festgelegt sein, ob die OpenMP-Unterprozesse gemeinsam darauf zugreifen ko¨nnen
(shared), oder jeder Unterprozess auf seiner eigenen Kopie (mit private-Attribut) arbei-
ten soll. Daraus ergeben sich fu¨r eine einzelne Variable die folgen U¨bergangs-Szenarien in
Tabelle 1.
U¨pPsP ( private in a¨ußerer PR → ( shared in innerer PR ) )
U¨pPpP ( private in a¨ußerer PR → ( private in innerer PR ) )
U¨sPsP ( shared in a¨ußerer PR → ( shared in innerer PR ) )
U¨sPpP ( shared in a¨ußerer PR → ( private in innerer PR ) )
U¨pPsA ( private in a¨ußerer PR→ [ shared in innerem AK ] ) Nicht OpenMP konform!
U¨pPpA ( private in a¨ußerer PR → [ private in innerem AK ] )
U¨sPsA ( shared in a¨ußerer PR → [ shared in innerem AK ] )
U¨sPpA ( shared in a¨ußerer PR → [ private in innerem AK ] )
U¨pspP ( private in PR ) → ( shared in PR ) → ( private in PR ) → ...
Tabelle 1: U¨bergangs-Szenarien der Datensichtbarkeitsbereichs-Attribute einer Variable
zwischen parallelen Regionen (PR) und Arbeitsverteilungs-Konstrukten (AK).
Die ersten vier Varianten (U¨pPsP , U¨pPpP , U¨sPsP und U¨sPpP ) behandeln den allgemeinen
U¨bergang, wenn innerhalb einer parallelen Region eine weitere geo¨ffnet wird (geschach-
telte Parallelisierung). Dabei wird eine neue Gruppe von Unterprozessen erzeugt und je
nachdem von der Variable eine neue Kopie fu¨r jeden Unterprozess angelegt oder der ge-
meinsame Zugriff der gesamten Gruppe erlaubt.
Bei den na¨chsten vier Szenarien (U¨pPsA, U¨pPpA, U¨sPsA und U¨sPpA) handelt es sich um
den U¨bergang der Variablen in einen Bereich, der durch eine OpenMP-Arbeitsverteilungs-
Direktive parallelisiert ist. Man ero¨ffnet hier keine neue Gruppe von Unterprozessen, kann
aber trotzdem entscheiden, wie der Variablenzugriff fu¨r die derzeitige Unterprozess-Gruppe
innerhalb dieses neuen Bereiches sein soll. Hierbei ist speziell der U¨bergang U¨pPsA von pri-
vate zu shared nach dem OpenMP-Standard unzula¨ssig, da es als zu aufwendig angesehen
wird, im Nachhinein mehrere Kopien konsistent zu einem einzelnen gemeinsam nutzbaren
Datenobjekt zusammen zu fassen.
Das letzte Szenario U¨pspP zeigt einen beliebigen nicht-geschachtelten U¨bergang der
Variablen von einer abgeschlossenen parallelen Region in die Na¨chste (auf gleicher Ebe-
ne), wobei sie einmal private und ein anderes Mal shared sein soll (unabha¨ngig von der
Reihenfolge).
Es ist vorteilhaft, wenn man sich auf bestimmte U¨bergangs-Szenarien einschra¨nken
kann. Fu¨r solchen Programmcode verha¨lt sich eine OpenMP-Parallelisierung stabiler bzw.
robuster gegenu¨ber einer mo¨glichen Programmcode-Transformation. Erfahrungen durch
die Implementation an dem dieser Arbeit zugrunde liegenden Simulationswerkzeug besta¨-
tigten dies. In Kapitel 4.4.4 wird dazu ein detailliertes Anschauungsbeispiel ausgefu¨hrt,
bei dem sich ein so genannter
”
kritischer Datenwettlauf“ (engl.
”
Data-Race“) und falsche
Initialisierungen in dem generierten Ableitungscode vermeiden lassen.
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Es ist Bestandteil der hier vorgestellten Strategie, eine bestimmte Teilmenge der U¨ber-
gangs-Szenarien aus den erwa¨hnten Gru¨nden zu bevorzugen (Vorzugsvarianten). Fu¨r die
restlichen Mo¨glichkeiten muss man dann lediglich sicherstellen (will man sie nicht ver-
bieten), dass sie effizient und mo¨glichst ohne nachteilige Nebeneffekte realisierbar sind
(ausgenommen U¨pPsA).
4.1.1 Vorzugsvarianten
Die eigentliche Bevorzugung entsteht durch eine zielgerichtete Ausnutzung der Voreinstel-
lungen (bezu¨glich der Datensichtbarkeitsbereichs-Attribute) die im OpenMP-Standard de-
finiert sind und hier zu Richtlinien in Form von Vorzugsvarianten fu¨hrt. Im Detail erkla¨ren
sich die Vorzugsvarianten (gekennzeichnet durch ⊕) und die zu umgehenden Varianten (ge-
kennzeichnet durch 	) fu¨r die acht gu¨ltigen U¨bergangsszenarien (aus Tabelle 1) wie folgt.
⊕ U¨pPsP , U¨sPsP : Es erwies sich als besonders hilfreich, den U¨bergang in eine neue par-
allele Region nach U¨pPsP (Wechsel von private → shared) und U¨sPsP (Durchreichen
des shared-Attributes) zu bevorzugen. Denn bei diesen U¨berga¨ngen mu¨ssen keine
zusa¨tzlichen lokalen Kopien (private) der bisherigen Datenobjekte angelegt werden
(speichereffizient). Hierbei wird praktisch der Zugriff auf die Variablenobjekte bei-
behalten und fu¨hrt damit auch zu weniger Problemen bei einer AD-Programmcode-
Transformation.
	 U¨pPpP , U¨sPpP : Andererseits lassen sich sowohl U¨pPpP als auch U¨sPpP , also das zusa¨tz-
liche Anlegen einer lokalen Kopie (private) fu¨r die neue Region, leicht durch das ex-
plizite Anlegen einer neuen lokalen Variable nachholen (ohne OpenMP-Direktive).
Da beide eine manuelle (wenn auch einmalige) Umstellung beno¨tigen, sollen sie hier
nicht bevorzugt werden.
⊕ U¨pPpA, U¨sPsA: Fu¨r den U¨bergang in einen Arbeitsverteilungsbereich (innerhalb ei-
nes Arbeitsverteilungs-Konstruktes) a¨ndert sich der zu bevorzugenden Wechsel, um
auch hier den Zugriff auf eine Variable beizubehalten. Variablen sollten innerhalb
des Bereichs des Arbeitsverteilungs-Konstrukts so genutzt werden, wie in der um-
gebenden parallelen Region, die bevorzugten U¨berga¨nge sind jetzt also U¨pPpA und
U¨sPsA.
	 U¨sPpA: Analog dazu la¨sst sich die letzte gu¨ltige ”Arbeitsverteilungs-Variante“ U¨sPpA
ebenfalls wie U¨pPpP und U¨sPpP mit einer neu anzulegenden lokalen Variable leicht
realisieren, wird aber wegen der no¨tigen Codeumstellung ebenfalls nicht bevorzugt.
	 U¨pspP : Die letzte Variante U¨pspP stellt auch einen nicht zu bevorzugenden Fall
dar. Denn man ko¨nnte mehrere parallele Regionen auf einer Ebene auch wie vie-
le Arbeitsverteilungs-Konstrukte innerhalb einer parallelen Region auffassen. Der
Vergleich stimmt nicht ganz, kann aber so interpretiert werden, dass kontinuierliche
U¨berga¨nge, also nur
”
geteilt“ oder nur
”
lokal“, zu bevorzugen sind. Entsprechend
sind alle wechselhaften U¨berga¨nge von
”
geteilt“ zu
”
lokal“ (oder anders herum) pro-
blematisch und mu¨ssen wieder durch das Anlegen neuer lokaler Variablen (fu¨r die
Bereiche mit private-Attribut) realisiert werden.
Durch die Nutzung dieses Automatismus ko¨nnen dann bestimmte OpenMP-Klauseln
weggelassen werden. Alles in Allem widmen sich die nachfolgenden zwei Unterkapitel u¨ber
den
”
Datensichtbarkeitsbereich-Automatismus“ und der parallelisierungs-spezifischen Mo-
dularisierung dem Einrichten der Vorzugsvarianten (U¨pPsP , U¨sPsP , U¨pPpA und U¨sPsA).
Diese ersten Maßnahmen beschreiben die Richtlinien am Definitionsbereich der Daten-
strukturen. Das resultierende Entfernen der ersten OpenMP-Klauseln gestaltet sich hier
vergleichsweise unproblematisch, da noch keine Programmcode-Transformation (durch ein
AD-Werkzeug) betrachtet wird.
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Danach werden die von den Vorzugsvarianten abweichenden Mo¨glichkeiten (U¨pPpP ,
U¨sPpP , U¨sPpA und U¨pspP ) im Kapitel 4.4.1 betrachtet und deren Handhabung erla¨utert.
Hier muss im Gegensatz zu vorher schon auf eine mo¨gliche Weiterverarbeitung in einem
AD-Werkzeug eingegangen werden. Allerdings bezieht sich dieses und die ersten zwei Un-
terkapitel immer noch nur auf die korrekte Berechnung der originalen Modell-Simulation
und haben dementsprechend noch wenig mit der Berechnung von Ableitungen zu tun.
Dabei erleichtern sie, wie man spa¨ter sieht, die Parallelisierung der Ableitungsberechnung
enorm und machen insgesamt die Weiterverarbeitung in einem AD-Werkzeug einfacher.
Unabha¨ngig von der Erhaltung der Flexibilita¨t bei den Datensichtbarkeitsbereichs-
Attributen, gibt es noch zwei Teilprobleme, die auch innerhalb dieser Softwaretechnik
gelo¨st werden mu¨ssen. Bei dem Ersten handelt es sich um Verschiebungen von Program-
manweisungen, wie sie bei bestimmten Optimierungen auftreten ko¨nnen. Das Kapitel 4.4.1
zeigt unter anderem eine gewisse Vertra¨glichkeit damit auf, geht aber fu¨r alles Weitere von
nur lokalen Verschiebungen aus, die unproblematisch sind.
Das zweite Teilproblem entsteht bei zusa¨tzlichen Rechenoperationen und Synchroni-
sationen auf einer eingeschra¨nkten Menge von Variablen, die durch bestimmte OpenMP-
Direktiven impliziert werden. Abgesehen von der Problematik mit den Verschiebungen,
betrifft diese Problemklasse im Wesentlichen nur die parallelisierte Berechnung der Ab-
leitungsanweisungen. Hiermit befasst sich ausfu¨hrlich das Kapitel 4.5 und beschreibt, wie
dieses Teilproblem umgangen werden kann.
4.2 Datensichtbarkeitsbereich-Automatismus
In diesem Kapitel liegt das Hauptaugenmerk auf den Datensichtbarkeitsbereichs-Attribu-
ten, da sie die Grundlage fu¨r alle nachfolgenden Betrachtungen bildet. Dazu muss als
erstes eine Zerlegung des Begriffs
”
OpenMP-Parallelisierung“ erfolgen, der im Wesentli-
chen aus: (1) Anweisungen fu¨r die
”
Arbeitsverteilung“ auf die einzelnen Unterprozesse,
(2) den
”
OpenMP abha¨ngigen Rechenoperationen“, (3) den Synchronisationen und (4)
der Spezifikation der Datensichtbarkeitsbereichs-Attribute, besteht.
Mit Anweisungen fu¨r die
”
Arbeitsverteilung“ (1) sind hier ausschließlich Direktiven
gemeint, die an sich keine Rechenoperationen (2) oder Synchronisationen (3) beinhalten
und hauptsa¨chlich die Verteilung der Rechenarbeit auf die Unterprozesse regeln. Hierbei
werden implizite Synchronisationen, wie das Warten auf alle Unterprozesse am Ende eines
OpenMP-do-Konstrukts, ignoriert. Bei den Datensichtbarkeitsbereichs-Attributen (4) ist
zu beachten, dass Voreinstellungen implizit angenommen werden oder explizit definiert
sind, die im Folgenden auch als
”
Datensichtbarkeitsbereich-Automatismus“ bezeichnet
werden.
Damit sind nicht die
”
autoscoping“-Fa¨higkeiten einiger Compiler gemeint, die wa¨hrend
der Codeu¨bersetzung automatisch solche Datenattribute durch aufwa¨ndige Analysetech-
niken hinzufu¨gen ko¨nnen (siehe dazu [87]).
Hier geht es in erster Linie um die durch den OpenMP-Standard definierte Voreinstel-
lungen. Es nimmt dem Entwickler allerdings nicht die Entscheidung ab, ob eine Variable
fu¨r
”
geteilten“ oder
”
lokalen“ Zugriff ausgelegt sein muss. Vielmehr gibt es eine Reihe
von impliziten Annahmen. Im Folgenden werden drei Gruppen unterschieden. Die erste
bezeichnet mit
”
global u¨bergeben“ alle Variablen die u¨ber ihre globale Deklaration ihre
Werte an Unterroutinen weitergeben. Andere Variablen heißen
”
intern deklariert“, wenn
diese Variablen nicht global und ausschließlich innerhalb einer parallelen Region dekla-
riert und angelegt werden. Als letzte Gruppe werden alle u¨brigen Variablen mit
”
lokal
u¨bergeben“ zusammengefasst.
Bei den lokal u¨bergebenen Variablen kann es sich auch um eigentlich global dekla-
rierte Datenobjekte handeln. Das kann der Fall sein, wenn die globale Variable als Funk-
tionsparameter von außerhalb einer parallelen Region in den inneren Bereich u¨bergeben
werden. Alle Variablen, die schon vor dem U¨bergang in die parallele Region deklariert
waren und u¨bergeben werden, ko¨nnen der Standard-Voreinstellung entsprechend, entwe-
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der als
”
geteilt“ (shared) oder
”
lokal“ (private) angenommen werden. Ein Beispiel hierfu¨r
ist die Variable dauto im ersten Programmauszug Abbildung 8. In dieser Abbildung gibt
Abbildung 8: Beispielcode fu¨r drei Variablen mit unterschiedlichem Datensichtbarkeits-
bereich.
es ganz allgemein einen main-Programmteil mit einer global deklarierten Variable dglo-
bal und einer lokalen Variable dauto. Außerdem gibt es dort eine parallele Region, in
der eine Unterroutine foo aufgerufen wird. In dieser wiederum wird die im main-Teil
deklarierte Variable dauto u¨ber die Parameterliste von foo durchgereicht und durch ei-
ne zusa¨tzliche lokale Variable dlocal innerhalb der Unterfunktion foo erga¨nzt. Weiterhin
entha¨lt foo auch die globale Deklaration von dglobal. Diese global u¨bergebene Variable
wird laut OpenMP-Standard erst einmal fu¨r einen
”
geteilten“ Zugriff (shared-Attribut)
angelegt. Fu¨r alle innerhalb einer parallelen Region deklarierten Variablen (z.B. dlocal)
ist dagegen das private-Attribut vorgesehen. Von dieser Standardannahme abweichend
ko¨nnen die Datensichtbarkeitsbereichs-Attribute immer auch explizit umdefiniert werden
(vergleiche dazu Kapitel 2.6). Da die Variable dauto als Funktionsparameter direkt und
damit lokal u¨ber die Parallelisierungsgrenze u¨bergeben wird, ist sie hier ein Beispiel fu¨r
die voreingestellten Attributseigenschaften (entsprechend der Standard-Voreinstellung).
Allerdings muss beachtet werden, dass nur diese lokal u¨bergebenen Variablen fu¨r unter-
schiedliche nacheinander stehende parallele Regionen auch unterschiedliche Datensichtbar-
keitsbereich-Attribute aufweisen du¨rfen. Dagegen haben die global u¨bergebenen Variablen
einheitlich fu¨r das gesamte Programm ausschließlich einen nur geteilten Zugriff (shared-
Attribut) oder sind nur lokal (durch Spezifikation mit threadprivate). Hier ist kein Wechsel
zwischen unterschiedlichen parallelen Regionen mo¨glich. Fu¨r die intern deklarierten Varia-
blen (wie dlocal) darf das Datenattribut nur gegenu¨ber einer in dieser Region enthaltenen
weiteren parallelen Region (geschachtelte Parallelisierung) wechseln, da sie bezu¨glich die-
ser inneren Parallelisierung als außerhalb angelegt gilt. In so einem Fall wirkt die Variable
gegenu¨ber der inneren Region wie
”
lokal u¨bergeben“.
Das zweite Programmbeispiel in Abbildung 9 zeigt einen solchen inneren U¨bergang.
Dort ist die Variable dlocal innerhalb von foo erst einmal lokal (gru¨ner Bereich), da sie
innerhalb der a¨ußeren parallelen Region (oberer roter Bereich) deklariert und angelegt
wird. Innerhalb der zweiten inneren Region (unterer roter Bereich) hat man dagegen die
freie Auswahl. Hier kann dlocal sowohl fu¨r einen
”
geteilten“ Zugriff vorgesehen oder auch
”
lokal“ angelegt sein (grauer Bereich).
Fu¨r alle weiteren Erkla¨rungen wird nun ein einfaches Programmbeispiel (Abbildung 10)
betrachtet. Es entha¨lt wie bisher einen main-Teil, in dem eine Unterfunktion foo aufgerufen
wird. Die Routine foo entha¨lt eine einfache Schleife fu¨r die Berechnung der Variablen
y und eine angedeutete Weiterverarbeitung außerhalb dieser Schleife (
”
use vector [y]“).
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Abbildung 9: Geschachtelte Parallelisierung mit Datensichtbarkeitsbereich-
Wechselmo¨glichkeit fu¨r die Variable dlocal.
Abbildung 10: Beispiel-Routine ohne Parallelisierung, bestehend aus dem main-
Programmteil mit dem eigentlichen Funktionsaufruf der Unterfunktion foo.
Ausgehend von diesem Grundbeispiel soll nun die Berechnung von y in der Schleife auf
mehrere OpenMP-Unterprozesse aufgeteilt, also parallelisiert werden.
Dazu wird als erstes und unmittelbar u¨ber der Rechenschleife eine parallele Region
ero¨ffnet und anschließend mit der OpenMP-Direktive do die Arbeit verteilt (siehe Abbil-
dung 11(a)). Vorgabe und damit wichtig ist hierbei, dass innerhalb dieser Rechenschleife
der Vektor y nur einmal existiert und die einzelnen Unterprozesse bestimmte Teile davon
berechnen, ohne sich davon eine eigene Kopie anzulegen. Dadurch wird es no¨tig, eine ei-
gene Kopie der Zwischenvariable tmp fu¨r jeden beteiligten Unterprozess anzulegen. Fu¨r
ein besseres Versta¨ndnis aller Mo¨glichkeiten entha¨lt die Abbildung 11 drei Varianten fu¨r
unterschiedliche Standard-Voreinstellungen.
Im Beispiel der Abbildung 11(a) wird eine explizite Deklaration durch die Verwen-
dung der Klausel
”
default(none)“ erzwungen. In diesem Fall mu¨ssen alle innerhalb der
parallelen Region zu verwendenden Variablen eindeutig einem Datensichtbarkeitsbereichs-
Attribut zugewiesen werden (private(i, tmp) shared(N, x, y)). Als zweites befindet sich in
Abbildung 11(b) die Definition der Routine foo mit private als default-Voreinstellung. Da-
mit wu¨rden fast alle Variablen
”
lokal“ deklariert, insbesondere auch die y-Variable. Da
man y nach Vorgabe aber nicht als lokale Kopie verwenden soll, muss man explizit durch
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Abbildung 11: Parallelisierung der Routine foo: (a) mit erzwungener expliziten Deklara-
tion der Datensichtbarkeitsbereich-Attribute, (b) mit private-Attribut als Voreinstellung
und (c) mit shared-Attribut als Voreinstellung.
die Angabe von shared(y) die default-Deklaration u¨berschreiben. Als letzte Variante (Ab-
bildung 11(c)) sieht man die analoge Umsetzung mit shared als default-Voreinstellung.
Entsprechend wu¨rde jetzt y als shared umgesetzt, die Variable tmp allerdings auch. Des-
halb muss tmp explizit mit private(tmp) der shared-Voreinstellung (siehe default-Klausel)
entgegen definiert werden.
4.2.1 Ersetzung der expliziten shared-Spezifikation
Ziel soll es nun sein, sich der expliziten Spezifizierung des Datensichtbarkeitsbereichs-
Attributs zu entledigen. Dazu kann man in einem ersten Schritt die parallele Region aus foo
heraus nach außen ziehen. Beispielhaft wird dies in der Abbildung 12 versucht. Allerdings
muss dazu der Vektor y explizit mit shared spezifiziert werden. Sonst wu¨rde y nur lo-
kal angelegt werden, da er innerhalb der parallelen Region deklariert ist. Hinzu kommt,
dass man diese shared-Deklaration erst in der Routine foo vornehmen kann, weil erst dort
der Vektor deklariert ist. Das ist auf die hier gezeigte Weise aber nicht mo¨glich, denn es
versto¨ßt gegen den vorausgesetzten OpenMP-Standard. Deshalb muss man entweder den
Vektor y in den globalen Speicher- bzw. Variablenbereich verschieben oder dessen Dekla-
ration aus der parallelen Region mit hinaus verschieben. Letzteres wird in der Variante
der Abbildung 13 gezeigt, dort wird y genauso wie die parallele Region in den main-Teil
verschoben und entsprechend als zusa¨tzlicher Funktionsparameter y an die Unterroutine
foo u¨bergeben.
Allgemein mo¨chte man solche zusa¨tzlichen Parameteru¨bergaben vermeiden, da sie
einen betra¨chtlichen Nachbearbeitungsaufwand erforderlich machen ko¨nnen. Stattdessen
kann man y auch in den globalen Speicherbereich verschieben. Im Folgenden werden drei
Mo¨glichkeiten gezeigt. Dazu beginnt die Abbildung 14 mit der
”
MODULE“-Version. Dabei
wird die Deklaration der Variable y einfach in ein eigenes nur fu¨r foo verfu¨gbares
”
Fortran-
MODULE“ (
”
foo dummy shared“) verschoben. Die in einem
”
Fortran-MODULE“ dekla-
rierten Variablen sind zwar nicht uneingeschra¨nkt global, liegen aber im globalen Speicher-
bereich, weshalb sie entsprechend den Richtlinien fu¨r globale Variablen als shared vorein-
gestellt werden. Dasselbe gilt fu¨r die anderen beiden Varianten. Die zweite Version in
Abbildung 15 verschiebt durch einen foo-eigenen
”
COMMON“-Block das y in den globa-
len Bereich. Die letzte Lo¨sung (Abbildung 16) nutzt dazu das
”
SAVE“-Attribut.
Alle vier Varianten (Abbildungen 13 bis 16) haben gemein, dass man innerhalb der Un-
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Abbildung 12: Verschiebung der parallelen Region in den main-Programmteil, wobei die
grau markierte shared(y)-Klausel zur parallel-Direktive geho¨rt und damit an dieser Stelle
nicht nachtra¨glich definiert werden darf - nicht OpenMP konform. Andererseits kann diese
shared-Klausel auch nicht zu der nachfolgenden do-Direktive geho¨ren, da es sich dann um
den nicht-erlaubten U¨bergang U¨pPsA aus Tabelle 1 handeln wu¨rde.
Abbildung 13: Verschiebung der parallelen Region in den main-Programmteil - Lo¨sung
durch zusa¨tzlichen U¨bergabeparameter
terroutine foo keine Datensichtbarkeitsbereichs-Attribute mehr spezifizieren musste. Das
gilt nicht allgemein, da man fu¨r einige Spezialfa¨lle, wie z.B. bei
”
Arbeitsverteilungs“-
Konstrukten, voru¨bergehend
”
lokale“ Kopien von
”
geteilten“ Variablen anlegen und ver-
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Abbildung 14: Variante mit nachtra¨glichem shared Datensichtbarkeitsbereich der Varia-
blen y - mit Hilfe einer zusa¨tzlichen
”
Fortran-MODULE“-Deklaration.
Abbildung 15: Variante mit nachtra¨glichem shared Datensichtbarkeitsbereich der Varia-
blen y - mit einem
”
COMMON“-Block.
Abbildung 16: Variante mit nachtra¨glichem shared Datensichtbarkeitsbereich der Varia-
blen y - mit einer
”
SAVE“-Direktive.
wenden kann. Innerhalb des OpenMP-Standards ist das allerdings explizit erlaubt und
damit vorgesehen. Dennoch kann dies bei der Weiterverarbeitung wa¨hrend einer automa-
tischen Programmcode-Transformation zu erheblichen Problemen fu¨hren. Wann dies auf-
36
tritt sowie Strategien zur Umgehung dieser Probleme werden ausfu¨hrlich in Kapitel 4.4.1
und 4.5 beschrieben.
Insbesondere fu¨r AD-Werkzeuge mit Codetransformation muss man im Nachfolgenden
von einem vollsta¨ndig von expliziten Datensichtbarkeitsbereichs-Attributen bereinigten
Programmcode ausgehen ko¨nnen. Erlaubt sind dann nur noch Direktiven zur Arbeitsver-
teilung und damit keine impliziten Synchronisationen oder OpenMP-Rechenoperationen.
Fu¨r alle Variablenobjekte, auf die
”
geteilt“ zugegriffen werden soll (shared-Attribut),
fasst das nachfolgende Maßnahmenpaket 4.1 die mo¨glichen Umstrukturierungen zusam-
men, um die expliziten Attributsdeklarationen u¨berflu¨ssig werden zu lassen.
Maßnahmen 4.1 Ersatz von shared-Spezifikationen
• Als neue U¨bergabeparameter einfu¨hren und damit von außen
”
lokal u¨bergeben“
• Verschiebung in den globalen Speicherbereich durch U¨berfu¨hrung in ein neues
”
Fortran-MODULE“,
”
COMMON“-Block oder mit einer zusa¨tzlichen
”
SAVE“-
Deklaration
Anmerkung: Alle in dieser Arbeit beschriebenen Maßnahmen und Richtlinien ko¨nnen Pro-
grammumstellungen verursachen, die die Rechenleistung bzw. Effizienz beeinflussen. Wenn
keine zusa¨tzlichen Angaben aufgefu¨hrt sind, wird davon ausgegangen, dass gegebenen-
falls auftretende Nachteile fu¨r den typischen realen Programmcode vernachla¨ssigt werden
ko¨nnen. Insbesondere entspricht das den gemachten Erfahrungen fu¨r das dieser Arbeit zu-
grunde liegende Simulationswerkzeug, da keine im Suite-Projekt umgesetzten Maßnahmen
zu beachtenswerten Verlusten bei der Rechenleistung fu¨hrten.
4.2.2 Ersetzung der expliziten private-Spezifikation
Fu¨r eine allgemeine Lo¨sung beno¨tigt man die volle Kontrolle, welche Variablen
”
geteil-
ten“ Zugriff haben oder
”
lokal“ sein sollen. Deshalb wird nun erla¨utert, wie mit zwingend
”
lokalen“ Variablen zu Verfahren ist. Es gilt hier, drei wichtige Fa¨lle zu unterscheiden.
Einerseits gibt es die
”
globale“ Gruppe der im globalen Kontext deklarierten oder in der
Parameteru¨bergabe stehenden Variablen, welche eine lokale Verwendung finden sollen.
Andererseits gibt es die Gruppe aller lokal in der Subroutine und gleichzeitig außerhalb
der parallelen Region deklarierten Variablen. Zuletzt gibt es noch eine Gruppe, zu denen
die
”
echt“ lokal deklarierten Variablen geho¨ren. Um die
”
echt“ lokal Deklarierten braucht
man sich nicht zu ku¨mmern, da sie fu¨r eine lokale Verwendung schon korrekt innerhalb der
parallelen Region von jedem Unterprozess selbst angelegt werden. Die lokalen Variablen (in
der Subroutine), die außerhalb der parallelen Region deklariert sind, werden dagegen nur
dann automatisch korrekt von jedem Unterprozess lokal angelegt, wenn man die parallele
Region (wie im letzten Unterkapitel schon erwa¨hnt) nach außen und damit außerhalb der
Subroutine verschiebt. Damit werden auch sie dann
”
echt“ lokal. Einige Vor- und Nachteile
dieses Ansatzes werden im nachfolgenden Unterkapitel 4.3 erla¨utert.
Damit bleiben die lokalen Variablen der globalen Gruppe u¨brig, die urspru¨nglich global
deklariert sind oder in der Parameteru¨bergabe stecken. Generell muss man beachten, dass
der Zugriff auf diese Variablen außerhalb der parallelen Region in einer Art shared-Kontext
verwendet werden und nur innerhalb der Region die Arbeit auf lokale Kopien vorgesehen
ist. Je nach OpenMP-Klausel kann dabei ein Kopieren der Werte hinein oder heraus beim
Regionsu¨bergang impliziert sein. Damit bescha¨ftigt sich ausfu¨hrlich das Kapitel 4.4.5,
weshalb hier erst einmal die Wertekonsistenz bei einem U¨bergang vernachla¨ssigt wird.
Fu¨r die Programmbereiche, in denen voru¨bergehend auf echten
”
lokalen“ Kopien (Va-
riablen der globalen Gruppe) gearbeitet werden muss, fasst das nachfolgende Paket 4.2
drei mo¨gliche Maßnahmen zusammen.
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Maßnahmen 4.2 Ersatz von private-Spezifikationen
1. Spezifizierung durch threadprivate (siehe [13]) - Allerdings nur dann, wenn die
Variable fu¨r alle auftretenden parallelen Regionen
”
lokal“ sein soll und darf.
2. Einfu¨hrung einer neuen lokalen Zwischenvariable - Dies ist wenig aufwa¨ndig,
kann aber zu kleinen Nachteilen im Speicherverbrauch oder der Rechenleistung
fu¨hren.
3. Beibehaltung des globalen oder Parameteru¨bergabe-Kontextes, allerdings mit einer
Erho¨hung der Dimensionierung der Variable → Jeder Unterprozess (
”
OpenMP
thread“) arbeitet dann auf einem eigenen Teilbereich.
Der 3. Unterpunkt ist insbesondere dann wichtig, wenn es sich um mehrfach geschachtel-
te parallele Regionen handelt. Um die Problematik zu veranschaulichen, betrachtet man
dazu einfach einen Fall, bei dem zwei geschachtelte parallele Regionen innerhalb einer
Subroutine liegen und in beiden Regionen die Variable x in zusa¨tzliche lokale Kopien auf-
gespalten werden soll. Durch eine neue lokale Zwischenvariable (2. Unterpunkt) in der
Subroutine la¨sst sich hier nur die Erschaffung der lokalen Kopien fu¨r die erste parallele
Region erfu¨llen. Die Erweiterung auf die zweite Region ko¨nnte man durch eine zusa¨tzli-
che Funktionsmodularisierung des inneren Bereichs, im Sinne von Kapitel 4.3 erreichen.
Wenn dies zu aufwa¨ndig wird, ist es oft einfacher, statt dessen eine mehrdimensionale
Umstrukturierung entsprechend des 3. Unterpunktes vorzunehmen.
Im Detail muss man fu¨r zwei geschachtelte parallele Regionen entsprechend auch zwei
zusa¨tzliche Dimensionen fu¨r jede lokale Variable x einfu¨hren. Dabei ist zu beachten, dass
man dann fu¨r die Variablen den Hauptspeicher u¨ber den ganzen Programmbereich reser-
viert halten muss, was ein versta¨rkter Nachteil gegenu¨ber der 2. Lo¨sung sein kann. Mehr
Details zu der Verwendung zusa¨tzlicher Dimensionen findet man im Abschnitt
”
Verwen-
dung ho¨her-dimensionaler Datenobjekte“ auf Seite 74.
In gleicher Art und Weise, wie man jetzt alle Datensichtbarkeitsbereichs-Attribute
innerhalb der Unterroutine foo eliminiert, kann man auch in anderen Programmbereichen
(z.B. im main-Teil) vorgehen. Als Resultat erha¨lt man einen Programmcode, in dem stark
reduziert und nur noch fu¨r bestimmte Ausnahmen ein Datensichtbarkeitsbereichs-Attribut
spezifiziert werden muss. Das erleichtert eine automatische Weiterverarbeitung durch ein
AD-Werkzeug, wie sie in Kapitel 4.4 beno¨tigt wird.
Bezu¨glich des Aufwands fu¨r die Wartbarkeit ist anzumerken, dass das explizite Setzen
der Datensichtbarkeitsbereichs-Attribute scheinbar nur durch eine nachtra¨gliche Globali-
sierung der Variablen oder die anderen Maßnahmen eingetauscht wird (Ersatzaufwand).
Bei einer genaueren Betrachtung der geforderten Erweiterbarkeit (aus Kapitel 3) fa¨llt
auf, dass durch das Entfallen der expliziten Attributs-Spezifikationen (durch Maßnah-
men 4.1 und 4.2) ein entscheidender Vorteil fu¨r die Wartbarkeit entsteht: Denn bei rein
algorithmischen Erweiterungen ohne neue Variablen erweitert man einen wesentlich u¨ber-
sichtlicheren Programmcode ohne nennenswerten Zusatzaufwand fu¨r Attributs-Spezifika-
tionen. Wa¨ren noch explizite Attributs-Spezifikationen vorhanden, mu¨sste man diese wahr-
scheinlich zusa¨tzlich nach pflegen.
In anderen Fa¨llen handelt es sich um Erweiterungen mit zusa¨tzlich einzufu¨hrenden Va-
riablen. Fu¨r diese spielen insbesondere die zusammengefassten Datenstruktur-Richtlinien,
wie sie in Kapitel 6 festgelegt und erla¨utert werden, eine wichtige Rolle. Diese Richtli-
nien sind natu¨rlich auf die Parallelisierung gut abgestimmt. Deren Einhalten sorgt da-
mit automatisch fu¨r die korrekten Datensichtbarkeitsbereich-Eigenschaften von neu ein-
gefu¨hrten Variablen. So gesehen handelt es sich auch hier nicht um einen eingetausch-
ten Ersatzaufwand anstelle der expliziten Datensichtbarkeitsbereich-Spezifizierung. Denn
die (automatische) Voreinstellung der Datensichtbarkeitsbereichs-Attribute implizit durch
den Deklarationspunkt der Variablen fu¨hrt zu einer Bu¨ndelung (geringerer Aufwand), da
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die Attribute nicht mehr fu¨r jede parallele Region oder Arbeitsverteilungs-Direktive ein-
zeln spezifiziert werden mu¨ssen. Nur wenn man von einer nachtra¨glichen A¨nderung des
Datensichtbarkeitsbereichs-Attributs einer schon vorhandenen Variable ausgeht, handelt
es sich noch um einen vergleichbar großen Ersatzaufwand.
4.3 Parallelisierungs-spezifische Modularisierung
Bisher wurden Strategien zur Entfernung der expliziten Datensichtbarkeitsbereichs-Attri-
bute vorgestellt. Im Folgenden soll daru¨ber hinaus der Umgang mit dem Ero¨ffnen und
Schließen einer parallelen Region allgemein erleichtert werden. Es empfiehlt sich, wie spa¨ter
noch erla¨utert wird, von shared als Voreinstellung auszugehen. Dafu¨r muss keine Spezifika-
tion von
”
default(shared)“ zu Beginn jeder parallelen Region einfu¨gt werden (vergleiche
dazu Abbildung 11(c)), denn der Compiler geht nach dem OpenMP-Standard 2.5 fu¨r
Fortran bereits von shared als Standard-Voreinstellung aus.
Daru¨ber hinaus empfiehlt es sich, die Beginn- und Ende-Direktiven der parallelen Re-
gion aus der jeweiligen Routine (z.B. foo) in eine eigene Zwischenroutine auszulagern.
Na¨heres zu diesem Ansatz findet man auch in der Literatur [88, 89] unter dem englischen
Begriff
”
outlining“. Dort geht es u¨blicherweise um eine hilfreiche Compiler-Technik fu¨r
einen erleichterten Umgang mit den OpenMP-Unterprozessen. Im Gegensatz dazu geht
es hier um Erleichterungen bei der Implementierung der Parallelisierung bzw. einer bes-
seren Wartbarkeit. Das ist wichtig, denn man versucht dadurch eine Gleichbehandlung
aller in einer Routine deklarierten Variablen zu erzwingen. Das hat zur Folge, dass man
bei den Variablen nicht mehr zwischen außerhalb und innerhalb (der parallelen Region)
unterscheiden muss. Denn ein Unterschied ko¨nnte sich sonst bei dem U¨bergang in die
parallele Region ergeben, wenn einige Variablen entgegen der Voreinstellung mit private
explizit deklariert sind (verwendungsabha¨ngig). Diese erzwungene Konvention der Gleich-
behandlung erho¨ht nicht nur die U¨bersichtlichkeit, sondern reduziert entsprechend auch
die expliziten Datensichtbarkeitsbereichs-Attribute. Andererseits erha¨lt man noch den po-
sitiven Nebeneffekt, dass man mit Hilfe der neuen Zwischenroutine unabha¨ngig von der
Voreinstellung wird. Es ist dann unerheblich, ob man abweichend von dem bisherigen
default-Vorschlag auch mal private als Voreinstellung verwendet. Die Abbildung 17 zeigt
eine solche komplette Umstellung.
In dem Beispiel der Abbildung 17 gleicht die Umstellung erst einmal einer Mischung
aus den Varianten der Abbildungen 12 und 15 des vorherigen Unterkapitels 4.2. Nach der
Abbildung 17: Eine zusa¨tzliche Zwischenroutine omp foo und exemplarischer
”
COM-
MON“-Block Lo¨sung fu¨r die Variable y in foo.
Umstellung haben alle bisher lokal und direkt in foo deklarierten Variablen ein private-
Attribut, da sie nun innerhalb der außerhalb von foo beginnenden parallelen Region de-
klariert und angelegt werden.
39
Daru¨ber hinaus ist die ausgelagerte parallele Region nicht in die foo aufrufende Routine
(z.B. main) hinein verlegt worden, sondern in eine neue Zwischenroutine (engl.
”
wrapper“).
Dadurch entfa¨llt bei der main-Routine die Notwendigkeit fu¨r zusa¨tzliche Spezifikationen
mittels Datensichtbarkeitsbereichs-Attributen an der Regionsgrenze. Diese Zwischenrouti-
ne (links-unten in der Abbildung) hier als omp foo bezeichnet, soll weiter nichts beinhalten
als alle bisherigen Funktionsparameter vom originalen foo, dem Ero¨ffnen und Schließen der
parallelen Region und dem dort enthaltenen eigentlichen Unterroutinen-Aufruf von foo.
An dieser Stelle sei nochmal darauf hingewiesen, dass die Zwischenroutine nur dazu da ist,
die parallele Region auf und zuzumachen und deshalb dort nur die Funktionsparameter
deklariert und durchgereicht werden, die schon in der originalen Version von foo vorhanden
waren. Außerdem ist es, anders als in Abbildung 17 gezeigt, auch mo¨glich, die Zwischen-
routine mit foo zu benennen und die urspru¨ngliche Routine mit omp foo. Das ha¨tte den
Vorteil, dass der main-Programmteil gegenu¨ber dem Urzustand immer noch unvera¨ndert
einen
”
call“ auf foo enthalten wu¨rde und damit unvera¨ndert bleiben ko¨nnte. Nachfolgend
wird die Zwischenroutine weiterhin mit omp foo bezeichnet, um ihn speziell als eingefu¨gte
Modifikation zu kennzeichnen. Letztendlich kann man mit der Verwendung von Zwischen-
routinen die eigentlichen Direktiven fu¨r das Ero¨ffnen und Beenden der parallelen Region
und gegebenenfalls explizitem Datensichtbarkeitsbereich zusa¨tzlich gut verstecken.
An dieser Stelle wird ersichtlich, welchen Vorteil man in Bezug auf eine wechselnde
Voreinstellung erha¨lt. Fu¨r Zwischenroutinen ohne Funktionsparameter hat man eine kom-
plette Entkoppelung von jeglicher Voreinstellung (mittels default), da es hier keine
”
lokal
u¨bergebenen“ Variablen gibt, auf die sich eine Voreinstellung auswirken ko¨nnte. Ande-
rerseits erha¨lt man fu¨r die Weiterverarbeitung bei einer Programmcode-Transformation
eine verbesserte Vereinbarkeit bei wechselnden Voreinstellungen (durch z.B. unterschied-
liche default-Spezifikationen). Voraussetzung dafu¨r sind lediglich zwei Punkte, die in dem
nachfolgenden Grundannahmepaket 4.1 zusammengefasst sind.
Grundannahme 4.1 Deklaration und Verschiebung nach Code-Transformation
1. Neue Variablen mu¨ssen durch das Transformations-Werkzeug im korrekten De-
klarationskontext angelegt werden (unter anderem niemals nur in der Zwi-
schenroutine
”
omp foo“). Das ist normalerweise gegeben und kann beispiels-
weise zum Anlegen eines neuen U¨bergabeparameters (analog zu einem bereits
bestehenden) fu¨hren. Dadurch hat der neue U¨bergabeparameter dann dasselbe
Datensichtbarkeitsbereichs-Attribut, egal was fu¨r default spezifiziert ist.
2. Programmanweisungen und Deklarationen du¨rfen durch die Programmcode-
Transformation nicht aus einer Unterroutine (z.B.
”
foo“) heraus oder hinein ver-
schoben werden. Da die verwendeten Transformations-Werkzeuge dies gewa¨hr-
leisten konnten, wird es hiermit als Grundlage und als gegeben betrachtet.
4.3.1 Eliminierung expliziter Datensichtbarkeitsbereichs-Attribute
In den vorherigen Kapiteln wurde separat erla¨utert, wie mit expliziten Datensichtbarkeits-
bereich-Attributen einzelner Variablen umgegangen werden soll. An dieser Stelle soll zu-
sammenfassend an einem allgemeineren Beispiel diese Anwendung, bis hin zur vollsta¨ndi-
gen Eliminierung der expliziten Attributsdeklarationen, demonstriert werden. Dieses Bei-
spiel ist fu¨r ein besseres Versta¨ndnis sehr wichtig und ist deshalb sehr allgemein gehalten.
Insbesondere geht es hier nicht auf komplizierte Datensichtbarkeitsbereich-Klauseln ein,
die neben der Attributs-Festlegung auch Werte von Variablen kopieren (z.B. firstprivate).
Das ist hier aber keine Einschra¨nkung, denn fu¨r deren Handhabung sind bezu¨glich des
Datensichtbarkeitsbereichs-Attributs die selben Maßnahmen erforderlich.
Das verallgemeinerte Richtlinienpaket 4.1 beschreibt die Strategie bei der Erstellung
einer
”
neuen“ Software. Andererseits kann dies auch nachtra¨glich als einmalige Vorberei-
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tungsmaßnahme auf einem bestehenden Programmpaket erfolgen.
Richtlinien 4.1 Ausschließliche Verwendung des Datensichtbarkeitsbereich-Automatis-
mus statt expliziter Attributs-Spezifikation
• Die parallelen Regionen mu¨ssen entweder entsprechend Kapitel 4.3 in Zwischen-
routinen ausgelagert oder aus der Subroutine heraus verschoben werden.
• Programmbereiche, die neu in eine parallele Region hinein verschoben wer-
den, mu¨ssen dort seriell ausgefu¨hrt werden (beispielsweise durch eine master-
Direktive mit anschließender Synchronisation durch eine barrier-Direktive).
• Als Voreinstellung (default) wird shared verwendet.
• Jedes Datenobjekt, welches mindestens einmal mit
”
geteilten“ Zugriff (shared)
verwendet wird, muss durch die Maßnahmen 4.1 vorbereitet werden.
• Jedes Datenobjekt, welches zusa¨tzlich an einigen Programmstellen
”
lokal“ (pri-
vate) verwendet werden soll, beno¨tigt zusa¨tzlich Variablen entsprechend der zwei-
ten oder dritten Variante des Maßnahmenpaketes 4.2.
• Jedes Datenobjekt, welches ausschließlich
”
lokal“ verwendet wird, muss durch die
Maßnahmen 4.2 vorbereitet werden.
Das resultierende mehrstufige Vorgehen bei einer Nachbearbeitung von einer bestehenden
Software wird nun am folgenden komplexen Beispiel in Abbildung 18 veranschaulicht:
Dieses Vorgehen stellt in analoger Weise den tatsa¨chlichen Ablauf auch fu¨r das dieser
Arbeit zugrunde liegende Software-Projekt nach.
Ausgangspunkt ist der linke Programmausschnitt fu¨r eine Subroutine foo mit einer
einzelnen parallelen Region und innerer OpenMP-Arbeitsverteilung. In der Mitte von
Abbildung 18 sieht man den erfolgreich transformierten Programmcode ohne explizite
Datensichtbarkeitsbereichs-Attribute. Er steht damit beispielhaft fu¨r die Anwendung aller
bis hierher vorgeschlagenen Maßnahmen. Ganz rechts sieht man eine Reihe von farbig mar-
kierten Hilfspfeilen, wobei ein gru¨ner Pfeil eine gleichbleibende Nutzung der Variable bzw.
ihres Datensichtbarkeitsbereichs markiert. Ein roter Pfeil steht dagegen fu¨r den Wechsel
von einer Variable mit shared-Attribut zu einer mit private-Attribut (oder umgekehrt).
Im Detail ist der linke Ausgangscode (Abbildung 18) in insgesamt fu¨nf Programmteile
A bis E gegliedert, wobei A und E außerhalb der parallelen Region liegen und der Pro-
grammteil C zusa¨tzlich u¨ber die do-Direktive ein OpenMP-Arbeitsverteilung vornimmt.
Um das Beispiel mo¨glichst allgemein zu halten, gibt es drei unterschiedliche Variablen
deren Deklarationen erst einmal beliebig (<Deklaration>) vorgegeben sind.
Die Unterschiede dru¨cken sich durch ein wechselnden bzw. gleichbleibenden Datensicht-
barkeitsbereich aus. Auf die Variable vss soll durchga¨ngig mit shared-Attribut zugegriffen
werden. Bei der vsp soll innerhalb der parallelen Region auch shared, aber innerhalb der
Schleifenparallelisierung (do-Direktive u¨ber Abschnitt C) das private-Attribut gelten. Als
letztes steht die Variable vpp fu¨r einen durchga¨ngigen private-Zugriff. Da in dem gesam-
ten Beispiel shared als Voreinstellung gelten soll, muss man nur die expliziten private-
U¨berga¨nge spezifizieren. Deshalb wird fu¨r vpp sowohl zu Beginn der parallelen Region,
wie auch an der Schleifen-Direktive, eine explizite Spezifizierung vorgenommen. Fu¨r vsp
muss es dagegen nur an der Schleifen-Direktive angegeben werden und fu¨r vss gar nicht.
Schrittweise Codetransformation
Entsprechend des Richtlinienpaketes 4.1 wird im Beispiel der Abbildung 18 die paralle-
le Region als erstes nach außen u¨ber die Programmteile A bis E hinaus (in den main-
Bereich) verschoben. Das ist meist zweckma¨ßiger, als eine minimale Zwischenroutine mit
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Abbildung 18: Links: Programmcode im Ausgangszustand; Mitte: Mit den Richtlinien 4.1
konformer nachbearbeiteter Programmcode; Rechts: Variablenu¨berga¨nge zwischen den ein-
zelnen Programmteilen.
Gleichbleibendes Datensichtbarkeitsbereichs-Attribut; wechselndes Datensichtbar-
keitsbereich-Attribut (Umbenennung der Variablen mit und ohne
”
p“)
vielen U¨bergabeparametern fu¨r die parallele Region und die Programmteile B bis D zu
generieren. Dagegen kann man eine in den main-Bereich verschobene parallele Region von
dort auch in eine Zwischenroutine kapseln und beno¨tigt dann nur die selben U¨bergabepa-
rameter, wie fu¨r das urspru¨ngliche foo.
Wenn man den weiteren Richtlinien 4.1 folgt, dann muss man als na¨chstes fu¨r alle
Variablen einen shared-Zugriff sicherstellen, die einen solchen beno¨tigen. In diesem Beispiel
(Abbildung 18) geht man deshalb davon aus, dass in den Programmteilen A und E (also
außerhalb der urspru¨nglichen parallelen Region) auf alle drei Variablen shared zugegriffen
wird. Deswegen wurde jede urspru¨ngliche Variable dem Maßnahmenpaket 4.1 entsprechend
im globalen Kontext angelegt (<globale Deklaration>). Die obere Ha¨lfte in Abbildung 18
verdeutlicht die bisherigen Transformationen.
Der ganz rechte Teil der Abbildung zeigt zu den einzelnen Programmabschnitten die
jeweilig verwendeten Variablen. Hier sieht man auch auf der Ho¨he der Programmabschnit-
te A und E, dass dort die global deklarierten Varianten der Variablen vss, vsp und
vpp verwendet werden. Man sieht auch, wozu man die master-Direktive mit der barrier-
Synchronisation beno¨tigt. Da sowohl A und E jetzt innerhalb der parallelen Region liegen,
muss ein Unterprozess stellvertretend fu¨r alle anderen die Berechnung vornehmen (oder
A und E von allen redundant berechnet werden). Außerdem muss sicher gestellt werden,
dass alle Unterprozesse zu Beginn des Programmteils B konsistent auf die Werte (von A)
in den bearbeiteten Variablen zugreifen ko¨nnen. Analog dazu muss nach dem Ende von
D auch die Datenkonsistenz sicher gestellt werden.
Betritt ein Unterprozess jetzt den Bereich B, muss nach Vorgabe auf einer
”
loka-
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len“ Kopie von vpp gearbeitet werden. Das wird mit dem Maßnahmenpaket 4.2 sicherge-
stellt, in dem bei diesem Beispiel fu¨r vpp eine neue lokale Variable vpp p eingefu¨hrt wurde
(<lokale Deklaration> vpp p). Der Wechsel von vpp zu vpp p wurde fu¨r den U¨bergang
von A zu B mit einem roten Pfeil und die neu zu verwendende Variable vpp p mit grauem
Hintergrund markiert. Im Gegensatz dazu wird in B genauso wie in A noch auf vss und
vsp shared zugegriffen und dies entsprechend mit einem gru¨nen Pfeil verdeutlicht. Bei dem
U¨bergang zum Programmteil C wird weiterhin auf dasselbe
”
lokale“ vpp p und dasselbe
vss (shared-Attribut) zugegriffen (gru¨ne U¨bergangspfeile).
Neu ist hier allerdings der zusa¨tzliche Wechsel von dem
”
geteilten“ vsp zu seiner
”
loka-
len“ Variante vsp p, was durch den entsprechenden roten Pfeil gekennzeichnet wird. Fu¨r
die U¨berga¨nge von C zu E mu¨ssen die Variablen-Wechsel, wie in der Abbildung gezeigt,
analog wieder zuru¨ck in umgekehrter Reihenfolge durchgefu¨hrt werden.
Das Beispiel zeigt anhand der wesentlichen Schritte des Richtlinienpaketes 4.1, dass
auch vielfa¨ltige Mischungen von U¨bergangskonfigurationen verschiedener Variablen inner-
halb eines Programmabschnittes handhabbar sind.
4.4 Erweiterte Automatisierung bei der Erzeugung von Ableitungscode
Dieses Kapitel widmet sich der Vereinbarkeit von parallelisierten Programmcode und AD-
Werkzeug. Ein Ziel in diesem Kapitel ist es, die speziellen Anforderungen an das AD-
Werkzeug zu erla¨utern, die fu¨r den Erhalt der Grundanforderung Parallelisierung notwen-
dig sind. Ausgegangen wird dafu¨r nicht mehr vom originalen Code der Modell-Simulation,
sondern von dem erzeugten AD-Transformationscode. Im Detail sollte es sich dabei um
einen von expliziten Datensichtbarkeitsbereichs-Attributen befreiten AD-Programmcode
handeln, der entsteht, wenn man das AD-Werkzeug auf den entsprechend vorbereiteten
Code der Modell-Simulation anwendet: (1) Die erste Teilanforderung an diese Transfor-
mation ist, dass die in dem Programmcode der originalen Modell-Simulation enthaltene
Parallelisierung u¨bernommen werden kann (Unterkapitel 4.4.1) und damit nutzbar bleibt;
(2) Daru¨ber hinaus soll in einem zweiten Schritt gewa¨hrleistet werden, dass diese Paralleli-
sierung sich analog auf die Berechnung der Ableitungen erweitert la¨sst (Unterkapitel 4.5);
(3) Unabha¨ngig von der Machbarkeit wird im danach folgenden Unterkapitel 4.6 erla¨utert,
wie man den Prozess der automatischen Erzeugung von Ableitungscode effizienter gestal-
ten kann, indem man den Programmcode bezu¨glich der Notwendigkeit fu¨r die Ableitung
restrukturiert.
Alle drei Aspekte zusammen ergeben eine Erweiterung der bisher beschriebenen Stra-
tegie fu¨r eine effiziente und nahezu automatisch ablaufende Erzeugung von Ableitungscode
ohne negative Nebeneffekte auf andere Grundanforderungen.
Entha¨lt das zu transformierende Programm eine Paralle-
lisierung, erfordert dies eine spezielle Unterstu¨tzung vom AD-Werkzeug, um die urspru¨ng-
liche Parallelisierung auf die Ableitungsberechnung der Modell-Simulation zu reaktivieren
und auszudehnen. Andererseits ist eine davon unabha¨ngige Parallelisierung fu¨r die reine
Ableitungsberechnung nicht eindeutig. Deswegen wird davon ausgegangen, dass die vom
Anwender erwu¨nschte Parallelisierungsstrategie nicht vom AD-Werkzeug unterstu¨tzt wird.
Normalerweise geht man bei der Erzeugung von Ab-
leitungscode durch ein AD-Werkzeug weitestgehend von einem automatisierten Prozess
aus. Aus der Annahme einer fehlenden Unterstu¨tzung der Parallelisierung durch das AD-
Werkzeug, folgt die Notwendigkeit zu einer speziellen Vor- und Nachbearbeitung des er-
zeugten Programmcodes. Umso wichtiger ist es in dem hier vorgestellten Konzept, die
sonst manuelle Nachbearbeitung voll automatisch zu ermo¨glichen. Insgesamt entspricht
dies damit einer Verbesserung im Sinne der Erweiterungsproduktivita¨t.
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4.4.1 Eine die Parallelisierung erhaltene Erzeugung von Ableitungscode
An dieser Stelle wird der Einsatz der im letzten Kapitel vorgestellten Techniken voraus-
gesetzt, wodurch nur noch OpenMP-Direktiven erlaubt sind, die die parallelisierte Ar-
beitsverteilung regeln. Dabei handelt es sich z.B. um Schleifen-Direktiven wie
”
c$omp
do“ in der Routine foo der Abbildung 17 (rechts). Weiter wird dabei vorausgesetzt, dass
die Zwischenroutinen dem AD-Werkzeug entweder vorenthalten werden, oder vom AD-
Werkzeug korrekt behandelt werden. Um etwaige Probleme mit dem AD-Werkzeug aus-
zuschließen, wird deswegen vereinfacht angenommen, dass die Zwischenroutinen entfallen
und voru¨bergehend alle Aufrufe von
”
call omp foo(100)“ durch
”
call foo(100)“ ersetzt
wurden (beispielhaft im main-Teil der Abbildung 17). Das kann vollautomatisch mit ein-
fachen Ersetzungs-Werkzeugen (z.B. mit dem Text-Ersetzungs-Werkzeug
”
sed“) durch-
gefu¨hrt werden.
Eine wichtige Anforderung an das AD-Werkzeug ist zusa¨tzlich das Beibehalten be-
stimmter OpenMP-Direktiven an festgelegten algorithmischen Programmstellen. Denn die
Direktiven zur Arbeitsverteilung sind immer noch vorhanden und du¨rfen meist nicht aus
ihrem algorithmischen Kontext entfernt werden. So geho¨rt beispielsweise die OpenMP-
Schleifendirektive
”
c$omp do“ unmittelbar vor die Fortran-Schleifendeklaration (siehe da-
zu die Routine foo in Abbildung 19(1)). Abha¨ngig vom AD-Werkzeug genu¨gt dafu¨r die
Abbildung 19: (1) die originale Funktion foo; (2) mit automatisierter Ersetzung vor-
bereitet; (3) nach AD-Anwendung; (4) mit automatisierter Ersetzung nachbereitet. Die
Routine dummy openmp ist nicht weiter definiert, da sie keine Funktionalita¨t entha¨lt.
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Angabe bestimmter Optionen. Andernfalls kann man versuchen, dies durch eine voru¨ber-
gehende Verkapselung aller verbliebenen OpenMP-Direktiven und Klauseln in Dummy-
Funktionen zu erreichen.
Eine einfache automatisierte Ersetzung ko¨nnte demnach jedes
”
c$omp do“ in
”
call
dummy openmp(’c$omp do’)“ automatisch umsetzen und alles nach der Transformation
auf dem generierten AD-Code wieder ru¨ckga¨ngig machen. Abbildung 19 zeigt einen sol-
chen Werdegang (von links-oben) fu¨r eine originale Funktion foo (Abbildung 19(1)) und
deren automatisch ersetzte Variante rechts daneben (Abbildung 19(2)). Danach geht es
links-unten (Abbildung 19(3)) mit dem entsprechenden generierten Ableitungscode g foo
weiter und endet dann rechts-unten (Abbildung 19(4)) mit dem (wieder automatisch)
nachbearbeiteten fertigen Ableitungscode. Falls das verwendete AD-Werkzeug OpenMP
ausreichend unterstu¨tzt (teilweise in TAF [8]), sind dieser U¨berga¨nge automatisch vom
AD-Werkzeug und damit ohne manuell erstellte Ersetzungsautomatik mo¨glich.
Eine weitere Mo¨glichkeit bietet den Vorteil, dass es bei einer einmaligen Umstellung
des Programmcodes bleibt. Dabei wird vorausgesetzt, dass das Transformations-Werkzeug
keine Anweisungsverschiebungen heraus oder hinein in eine Unterroutine erzeugt (siehe
Grundannahmen 4.1 auf Seite 39). Dann kann man einen wichtigen Programmteil von
innerhalb der Direktivengrenzen in eine eigene neue Unterroutine auslagern und damit
sicherstellen, dass die Direktiven in unmittelbarer Na¨he bleiben (vor und nach der neuen
Unterroutine). Es muss insbesondere nicht mehr wegen ungu¨nstiger Anweisungsverschie-
bungen vor- und nachbearbeitet werden. Natu¨rlich kann dies im Allgemeinen die U¨bersicht
verschlechtern. Deshalb gilt es abzuwa¨gen, wann man diese Alternative einsetzt.
Fu¨r einen spa¨teren Schnellzugriff und einer besseren U¨bersicht wird das noch einmal
in Kurzform in dem Maßnahmenpaket 4.3 zusammengefasst.
Maßnahmen 4.3 Erhaltung der OpenMP-Direktiven in unmittelbarer Na¨he
• Voru¨bergehendes Verkapseln von OpenMP-Direktiven und Klauseln in einzelne
Dummy-Funktionsaufrufe.
• Auslagern des Inhalts eines zusammenha¨ngenden Direktiven-Bereichs in eine
neue Unterroutine.
Wichtig fu¨r alle weiteren Betrachtungen ist die Grundannahme, dass alle OpenMP-Direk-
tiven nach der Codetransformation sich noch im korrekten Programmkontext befinden.
Auf der anderen Seite ko¨nnen viele Programmanweisungen auch so verschoben werden,
dass der Programmkontext der OpenMP-Direktiven dabei nicht gesto¨rt wird. Damit sind
dann ganz andere Probleme verbunden. Fu¨r eine Teilmenge dieser Anweisungsverschiebun-
gen kann man Probleme ausschließen, wenn bestimmte Grundannahmen gelten. Durch
zusa¨tzliches Setzen bestimmter Einstellungen (Ausschalten von Optimierungen bei den
AD-Werkzeugen) oder durch bestimmte Ersetzungsmaßnahmen (Kapitel 4.4.2) ko¨nnen
auch die meisten anderen Probleme bewa¨ltigt werden. Fu¨r einen spa¨teren Schnellzugriff
und einer besseren U¨bersicht werden die Voraussetzungen fu¨r
”
unproblematische“ Anwei-
sungsverschiebungen in dem folgenden Grundannahmenpaket 4.2 zusammengefasst.
Grundannahme 4.2 Eigenschaften von unproblematischen Anweisungsverschiebungen
• Sie sind lokal und treten nur innerhalb der OpenMP-Direktivengrenzen auf.
• Durch Ersetzungen sind sie vermeidbar und werden damit unproblematisch.
• Es handelt sich um gutmu¨tige Verschiebungen bei Schleifen-Direktiven.
Fu¨r ein allgemeines Beispiel ko¨nnen die folgenden zwei Problemklassen dienen. Bei der ers-
ten ko¨nnte es beispielsweise vorkommen, dass Berechnungen einer Variable von innerhalb
einer parallelen Schleife nach außen verlegt wurden (Codeoptimierungen durch ein AD-
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Werkzeug). Problematisch wird es dann, wenn fu¨r eine korrekte Berechnung der Variable
vorher innerhalb der Schleife das private-Attribut beno¨tigt wird und nun außerhalb shared
erforderlich ist. Da diese Problematik durch Umstellungen in der urspru¨nglichen Anwei-
sungsreihenfolge verursacht wird, wird sie im Weiteren als
”
Umstrukturierung entgegen
der Reihenfolge“ (Kapitel 4.4.4) bezeichnet.
Die zweite Problematik kann unter anderem dann auftreten, wenn zu einer originalen
Programmanweisung eine zusa¨tzliche Ableitungsanweisung unmittelbar davor eingefu¨gt
worden ist. Das la¨sst sich nur schwer verhindern und wird im direkt nachfolgenden Kapitel
”
Verschiebung durch automatisch erzeugte Zusatzanweisungen“ gelo¨st.
Unabha¨ngig von den Anweisungsverschiebungen gibt es eine bisher noch nicht erwa¨hn-
te Fehlerquelle bei der AD-Programmcode-Transformation. Diese (eigentlich dritte) Klasse
von Problemen ergibt sich, wenn neue Datenobjekte erstellt oder originale Variablen umge-
stellt werden und diese damit nicht mehr im korrekten Datensichtbarkeitsbereich-Kontext
auftreten. Es wa¨re also denkbar, dass eine neue Variable global (d.h. fu¨r
”
geteilten“ Zu-
griff) angelegt wird, aber im Programmcode jeder Unterprozess die Arbeit mit einer
”
loka-
len“ Kopie voraussetzt. Alle urspru¨nglichen Variablen, die beispielsweise aus einer lokalen
Deklaration nach einer Programmcode-Transformation in den globalen Bereich verschoben
wurden, ko¨nnten aus diesem Grund genauso zu einer fehlerhaften Parallelisierung fu¨hren.
Diese dritte Problemklasse trat bei den hier betrachteten AD-Werkzeugen nicht auf
(siehe Grundannahme 4.1, Seite 39). Aufbauend auf der Grundannahme 4.1 wird im Wei-
teren vorausgesetzt, dass alle betrachteten Werkzeuge die nachfolgenden Konsistenzbedin-
gungen (Grundannahme 4.3) einhalten.
Grundannahme 4.3 Konsistenzbedingungen fu¨r die Programmcode-Transformation
• Keine Variable wird aus ihrem bisherigen Deklarationskontext heraus verschoben.
• Ableitungsobjekte, die fu¨r eine bestimmte in der Originalfunktion enthaltene Va-
riable stehen, werden im selben oder einen analogen Deklarationskontext wie die
originale Variable angelegt.
• Bei allen anderen neu angelegten Variablen handelt es sich um tempora¨re Zwi-
schenvariablen, und sie werden lokal in der jeweiligen Routine angelegt.
Hierbei bezieht sich der Deklarationskontext sowohl auf die Art und im weiteren Sinne
auch auf den Ort. Im einzelnen heißt das, dass eine (originale) Variable deklariert in einem
bestimmten globalen Bereich (z.B. benannter COMMON-Block) weder als lokale Variable
umdeklariert, noch in einem anderen globalen Bereich verschoben werden darf.
4.4.2 Verschiebung durch automatisch erzeugte Zusatzanweisungen
Ab jetzt soll es um unterschiedliche Anweisungsverschiebungen entsprechend der ersten
Problemklasse gehen. Ausgangspunkt ist eine kleine Rechen-Schleife mit einer einfachen
explizit synchronisierten Berechnung im originalen Programmcode. Wie in der Einfu¨hrung
von Kapitel 4 erwa¨hnt, kann es sich bei der synchronisierten Berechnung um eine (nicht
parallele) nacheinander erfolgende Abarbeitung eines Programmabschnitts durch einzeln
laufende Unterprozesse handeln. Fu¨r solche Synchronisationen kann es vorkommen, dass
im erzeugten AD-Code (nach der Transformation) die Synchronisation ungu¨nstig verscho-
ben wurde. Links in der Abbildung 20 sieht man eine Beispiel-Schleife mit einer einfachen
Summen-Berechnung auf u (
”
geteilter“ Zugriff) und einer tempora¨ren Zwischenberech-
nung auf einer
”
lokalen“ Variable t (jeder Unterprozess beno¨tigt hier seine eigene Kopie).
Die Summen-Bildung selbst, ist durch eine atomic-Direktive (siehe Tabelle 2 im Anhang A)
synchronisiert. Auf der rechten Seite sieht man den dazugeho¨rigen korrekten Ableitungsco-
de. Unter der Annahme, dass OpenMP vom AD-Werkzeug nicht unterstu¨tzt wird oder dem
Werkzeug die Direktiven vorenthalten werden, ist von einem Fehlen der rot-invertierten
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Abbildung 20: Links: originale Schleife mit funktionstu¨chtiger Summenreduktion auf u;
Rechts: dazugeho¨riger Ableitungscode mit zusa¨tzlicher rot-invertierter atomic-Direktive.
Variablen: t, g t - Skalare mit private-Attribut; u, g u - Skalare mit shared-Attribut; y,
g y - Vektoren mit shared-Attribut
atomic-Direktive auszugehen. Das fu¨hrt dazu, dass anstatt von u nur sein Ableitungsobjekt
g u korrekt synchronisiert (durch atomic) und damit richtig aufsummiert wird.
Wie hier gezeigt wird, muss sichergestellt werden, dass das zweite rot-invertierte atomic
ebenfalls an der richtigen Stelle vom AD-Werkzeug erzeugt wird, da sonst die Berechnung
von u unsynchronisiert und damit fehlerhaft bleibt. Es gibt nun mehrere Mo¨glichkeiten,
diesen Problemfall zu verhindern, ohne auf zusa¨tzliche Fa¨higkeiten des Transformations-
Werkzeugs zuzugreifen oder manuell jedes Mal neu nachbessern zu mu¨ssen. Das Hauptpro-
blem von atomic ist eigentlich, dass es sich bei seinem Direktiven-Bereich nur um eine ein-
zelne nachfolgende Programmzeile handelt. Sie hat anders als z.B. das critical-Konstrukt
keine Anfangs- und Ende-Direktive fu¨r einen gro¨ßeren Bereich von Programmzeilen.
Ein Beispiel fu¨r die Verwendung einer critical-Direktive ist in Abbildung 21 gegeben.
Auf der linken Seite sieht man (analog zum atomic-Beispiel) die originale Programm-
Abbildung 21: Links: originale Schleife mit funktionstu¨chtiger Summenreduktion auf u;
Rechts: dazugeho¨riger Ableitungscode mit intakter Summenreduktion fu¨r u und g u.
Variablen: t, g t - Skalare mit private-Attribut; u, g u - Skalare mit shared-Attribut; y,
g y - Vektoren mit shared-Attribut
Schleife und rechts daneben den generierten Ableitungscode. Mit der Grundannahme 4.2
fu¨r Anweisungsverschiebungen hat sich hier fu¨r den critical-Bereich keine Programmanwei-
sung aus dem korrekten Kontext heraus verschoben. Deshalb ist der transformierte AD-
Code auf der rechten Seite korrekt, indem er sowohl u als auch g u synchronisiert. Da eine
critical-Region fu¨r einen ganzen Programmzeilen-Bereich genau dieselbe Synchronisation
bedingt, wie sie die atomic-Direktive fu¨r nur genau eine Zeile hervorruft, ist eine Ersetzung
die einfachste Lo¨sung. Also ersetzt man auf dem originalen Programmcode alle atomic-
Vorkommen durch critical-Regionen genau so, wie es der U¨bergang von Abbildung 20 zu
21 fu¨r die Beispielprogramm-Schleife zeigt (linke Seiten in beiden Abbildungen).
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Gruppierung nach Problemgrad und Lo¨sung
Im Nachfolgenden wird eine leichter zu verstehende Einteilung bezu¨glich des Grades des
Problems und Art der Lo¨sung erla¨utert. Fu¨r die folgenden Betrachtungen ist eine Trennung
der Direktiven von den Klauseln sinnvoll, da sich die Problematik mit den Datensichtbar-
keitsbereich-Klauseln hauptsa¨chlich auf die Berechnung der eigentlichen Ableitungen be-
schra¨nkt und weniger auf die Originalfunktion innerhalb des transformierten Codes. Des-
halb werden zuna¨chst die u¨blichen OpenMP-Direktiven hinsichtlich ihrer Problembehaf-
tung gegenu¨ber den Programmanweisungsverschiebungen gruppiert.
1. gutmu¨tig: parallel, do
2. nur lokal: sections, single, master, critical, ordered, barrier, task, taskwait
3. zu ersetzen: atomic, flush, workshare
Innerhalb dieser drei Gruppen wurde die threadprivate-Direktive nicht eingeordnet, da sie
in ihrer Wirkung eher den Datensichtbarkeitsbereich-Klauseln entspricht und deshalb in
deren Kontext und Abschnitten in Kapitel 4.4.5 beschrieben wird. Die Direktiven task und
taskwait gibt es erst ab OpenMP in Version 3.0 und definieren einzelne Teilaufgaben bzw.
einen Warte-Bereich fu¨r die bisherige Abarbeitung.
Die erste Gruppe der
”
gutmu¨tigen“ Direktiven hat den Vorteil, dass man etwaige Pro-
grammanweisungsverschiebungen u¨ber die Direktiven-Grenze hinaus und unter bestimm-
ten Einschra¨nkungen als unproblematisch ansehen kann. Dieser Vorteil wird anhand der
OpenMP-Schleifen-Direktive do im Unterkapitel 4.4.4 (Problem bei
”
Umstrukturierungen
entgegen der Reihenfolge“) genauer beleuchtet.
Im Gegensatz dazu bedingt die zweite Gruppe eine gewisse Einschra¨nkung, denn es
sind hier
”
nur lokale“ Verschiebungen innerhalb des Direktiven-Bereichs zula¨ssig. Fu¨r die
Synchronisationen mit eingrenzender Direktiven-Region (sections, single, master, critical,
ordered, task) ist das leicht ersichtlich, da fu¨r sie analoge Aussagen wie fu¨r critical gel-
ten (siehe Erla¨uterungen zu Abbildung 21). Wenn man fu¨r barrier und taskwait einfach
den gesamten Programmbereich nach dieser Direktiven-Stelle (oder bis zu) als die da-
zu geho¨rende Direktiven-Region ansieht, fu¨hrt das zu derselben Argumentation wie fu¨r
critical. Bei den Arbeitsverteilungs-Direktiven in dieser zweiten Gruppe (z.B. sections)
verhindert die Lokalita¨t, dass damit keine Durchmischung der Teilaufgaben in den sonst
unabha¨ngigen Arbeitseinheiten entstehen kann (das wa¨re sonst problematisch).
Die letzte Gruppe (3.) von Direktiven wirft die sta¨rksten Probleme auf, da sie oft auf
unterschiedliche Art und Weise ersetzt werden mu¨ssen. Fu¨r die atomic-Direktive wurde
bereits gezeigt, dass eine einfache Ersetzung durch ein critical-Konstrukt hilft. Dagegen
kann man die flush-Direktive nicht einfach durch eine barrier ersetzen. Hier ist die Erset-
zung mittels einer Dummy-Routine hilfreich. Diese Maßnahme wird zusammen mit der
Handhabung der workshare-Direktive im nachfolgenden Unterkapitel 4.4.3 beschrieben.
Damit verbleiben noch die Klauseln, die nicht nur den Datensichtbarkeitsbereich be-
einflussen. Dazu geho¨rt beispielsweise die reduction-Klausel. Da sie indirekt bestimmte
Rechenoperationen beinhaltet wird sie zusammen mit den
”
conditional compilation“-
Programmanweisungen in Kapitel 4.5 ausgefu¨hrt. Andere Klauseln, die weder den Da-
tensichtbarkeitsbereich noch Rechenoperationen beeinflussen (z.B. schedule), werden in
dieser Arbeit nicht betrachtet, da sie die Berechnungen durch den transformierten Pro-
grammcode in ihrer Richtigkeit im Allgemeinen nicht beeinflussen.
4.4.3 Ersetzung weiterer OpenMP-Direktiven
Die Vorbereitungen fu¨r den voru¨bergehenden Einsatz einer Dummy-Routine veranschau-
licht die Abbildung 22 in drei Schritten. Links befindet sich der originale Programmcode.
Als erstes zerlegt man hier die flush-Direktive bezu¨glich ihrer einzelnen Variablen u und
v (Mitte in Abbildung 22). Das ist ein einmaliger genereller Schritt der die voru¨berge-
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Abbildung 22: Links: originaler Programmcode mit Sammel-flush; Mitte: die Zerlegung in
einzelne flush-Direktiven; Rechts: die leicht automatisierbare Dummy-Routinen-Ersetzung.
Variablen: u, v - Skalare mit shared-Attribut
hende automatische Dummy-Routinen-Ersetzung unterstu¨tzt, da dann nur noch Dummy-
Varianten definiert werden mu¨ssen, die je einen einzelnen U¨bergabeparameter haben. Ganz
rechts in dieser Abbildung sieht man dann den Einsatz der Dummy-Routine bevor der Co-
de transformiert wird. Zu beachten ist hierbei, dass man solch eine Dummy-Routine fu¨r
jeden Variablentyp anlegen sollte. Sicherheitshalber kann man dann diese Ersetzung fu¨r al-
le flush-Direktiven vornehmen und nicht nur fu¨r die ableitungs-aktiven Variablen. Dadurch
ist es leichter, diesen Ersetzungsprozess zu automatisieren.
Angenommen, in diesem Beispiel ist nur v eine ableitungs-aktive Variable, dann wird
entsprechend auch nur fu¨r v und g v der Ableitungsaufruf
”
call g dummy flush(v, g v)“ er-
zeugt. Abschließend kann man dann automatisch alle Aufrufe von
”
dummy flush“ und
”
g dummy flush“ in Direktiven (c$omp flush(u) und c$omp flush(v, g v)) zuru¨ck wan-
deln.
Ersatz fu¨r workshare
Zuletzt bleibt noch die workshare-Direktive u¨brig. Dabei handelt es sich um eine OpenMP-
Arbeitsverteilung, die speziell auf die seit Fortran90 auftretenden Vektor-Operationen ab-
gestimmt ist. Daraus ergibt sich zusa¨tzlich zur generellen Anweisungsverschiebung noch ein
weiteres Problem. Ein AD-Werkzeug ko¨nnte wa¨hrend der Codetransformation innerhalb
des Direktiven-Bereiches nicht standardkonforme Zusatz-Programmanweisungen (z.B. ska-
lare Zwischenberechnungen) einfu¨gen. Da diese dann nicht mit der workshare-Direktive
kompatibel sein mu¨ssen, sollte man die Direktive sicherheitshalber speziell ersetzen. Falls
man eine Inkompatibilita¨t ausschließen kann, ist workshare analog zu den Direktiven mit
”
nur lokalen“ Verschiebungen (z.B. critical) einzuordnen.
In der dieser Arbeit zugrunde liegenden Simulationssoftware wurde fast ausschließlich
auf Fortran77-Programmcode [62, 90] gearbeitet, weshalb mit den workshare-Direktiven
keine Erfahrungen gesammelt wurden. Trotzdem soll an dieser Stelle eine theoretische Be-
trachtung einen mo¨glichen Lo¨sungsweg aufzeigen. Dabei wird davon ausgegangen, dass
man alle Fortran90/95-Vektoranweisungen [63, 91] in explizite Schleifen mit analoger
OpenMP-Parallelisierung umformulieren kann. Das sieht dann beispielsweise wie in Ab-
bildung 23 aus. Auf der linken Seite sieht man den urspru¨nglichen workshare-Code und
Abbildung 23: Links: originale workshare-Direktive; Rechts: umgewandelte Ersatz-
Schleife.
Variablen: u, v, x - Vektoren mit shared-Attribut
auf der rechten Seite den umgewandelten Ersatz-Code. Damit beruht der umgewandelte
Programmcode auf besser handhabbaren OpenMP-Direktiven und passt sich damit in die
anderen Lo¨sungsstrategien ein.
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Insgesamt lassen sich an dieser Stelle die Maßnahmen fu¨r die
”
zu ersetzenden“ Direk-
tiven (Gruppe 3) in dem folgenden Maßnahmenpaket 4.4 zusammenfassen.
Maßnahmen 4.4 Ersetzung von OpenMP-Direktiven
• Alle atomic-Direktiven jeweils durch eine critical-Region ersetzen.
• Alle flush-Direktiven mit voru¨bergehenden Dummy-Routinen (automatisiert) er-
setzen.
• Alle workshare-Direktiven vorsichtshalber in explizite Ersatz-Schleifen mit ent-
sprechender Parallelisierung umwandeln.
4.4.4 Problem bei
”
Umstrukturierungen entgegen der Reihenfolge“
Diese Teilproblemklasse tritt bekanntermaßen nur bei so genannten
”
Quellcode zu Quell-
code“-Transformations-Werkzeugen (engl.
”
source to source“) auf. Dagegen sind alle AD-
Werkzeuge, die auf
”
Ersetzen der Rechenoperatoren“ (engl.
”
operator overloading“) be-
ruhen, nicht von dieser Problematik betroffen, da sie in keiner Weise eine Quellcode-
Optimierung oder sonstige gro¨ßere Umstrukturierung vornehmen.
Die anderen AD-Werkzeuge (auch die in dieser Arbeit verwendeten) stellen durch-
aus die Anweisungsreihenfolge um. Allerdings sind viele der u¨blichen Umstrukturierungen
lediglich nur geschickte Anweisungszerlegungen mit relativ lokalen Auswirkungen (Einhal-
tung von Grundannahme 4.2). U¨brig bleiben diejenigen Umstrukturierungen, bei denen
u¨ber OpenMP-Direktiven hinaus die Programmanweisungen verschoben werden.
Die nachfolgenden Abschnitte befassen sich mit dieser Verschiebungsproblematik am
Beispiel einer OpenMP-Schleifendirektive. Dabei wird zuerst ein
”
gutmu¨tiger“ Fall ge-
zeigt, der resistent gegenu¨ber mo¨glichen Verschiebungsproblemen ist. Daran wird dann
der Unterschied in einem nur leicht modifizierten Beispiel erarbeitet, welches zu Proble-
men fu¨hrt. Hieraus ergeben sich dann zusa¨tzliche Richtlinien, die es ermo¨glichen, fu¨r die
gutmu¨tigen Direktiven do und parallel auch u¨bergreifende Umstrukturierungen seitens des
Transformations-Werkzeugs hinzunehmen. Das wa¨re wu¨nschenswert, wenn man von den
Optimierungen durch die Codetransformation profitieren mo¨chte.
Die nachfolgende Abbildung 24 veranschaulicht anhand einer Programm-Schleife diese
gutmu¨tigen Umstrukturierungen. Hierbei wird zuerst auf die linke Seite eingegangen (auch
fu¨r Abbildung 25) und dann auf die Problemfa¨lle der jeweiligen rechten Seite. Links oben
in Abbildung 24 ist als erstes die originale Funktion dargestellt (eine einfache Schleife).
Wichtige Grundannahme ist hier die shared-Voreinstellung fu¨r die Variablen y und v.
Weiterhin wird die Variable dlocal als
”
lokal“ deklariert (mit private-Attribut). Unter
diesem Codebeispiel (links-unten in der Abbildung 24) befindet sich der dazugeho¨rige
automatisch erzeugte Ableitungscode. Neu ist hier unter anderem die Variable g dlocal,
welche genau wie ihr originales Objekt dlocal auch
”
lokal“ deklariert ist. Analog dazu
haben die Ableitungsobjekte g y und g v genau wie ihre Originale das shared-Attribut per
Voreinstellung. Hierbei wurde noch keine Umstrukturierung entgegen der urspru¨nglichen
Anweisungsreihenfolge vorgenommen.
Im Gegensatz dazu zeigt der linke Codeausschnitt in Abbildung 25 eine Mo¨glichkeit
fu¨r einen optimierteren Ableitungscode (durch Umstrukturierungen). Wie man hier sieht,
wurde die Berechnung von dlocal und g dlocal aus der Schleife heraus gezogen (Umstruk-
turierung entgegen der urspru¨nglichen Anweisungsreihenfolge), ohne die Richtigkeit der
Parallelisierung zu beeinflussen. Hierbei ko¨nnten beide Variablen auch shared sein, ohne
dass die Richtigkeit schaden nehmen wu¨rde. Entha¨lt die Parallelisierung (wie hier gezeigt)
keinerlei OpenMP implizierte Rechenoperationen, keine zusa¨tzlichen Synchronisationen
und keine expliziten Datensichtbarkeitsbereichs-Attribute, ist der generierte Ableitungs-
code trotz Optimierungen a¨ußerst robust bezu¨glich der Parallelisierung. Der Grund dafu¨r
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Abbildung 24: Links-oben: Originalfunktion mit
”
lokaler“ Zwischenvariable; Links-unten:
entsprechender Ableitungscode ohne Optimierungen; Rechts-oben: Originalfunktion mit
global deklarierter Zwischenvariable (
”
geteilter“ Zugriff) - nur voru¨bergehend innerhalb
der Schleife
”
lokal“; Rechts-unten: entsprechender Ableitungscode mit gutmu¨tigen
”
Da-
tenwettlauf“ (engl.
”
data-race“) - siehe Abschnitt weiter unten.
Variablen: dlocal, g dlocal - Skalare mit private-Attribut; v, g v, dglobal, g dglobal - Skalare
mit shared-Attribut; y, g y - Vektoren mit shared-Attribut
Abbildung 25: Links: Ableitungscode mit Optimierungen; Rechts: optimierter Ableitungs-
code mit fehlerhafter Parallelisierung.
Variablen: dlocal, g dlocal - Skalare mit private-Attribut; v, g v, dglobal, g dglobal - Skalare
mit shared-Attribut; y, g y - Vektoren mit shared-Attribut
ist, dass entsprechend den Vorzugsvarianten der
”
OpenMP-hiding“-Technik alle Variablen
bei dem Bereichsu¨bergang ihre Werte beibehalten. Damit bleibt eine Verschiebung u¨ber
die Bereichsgrenze genau dann korrekt, wenn sie auch im seriellen Kontext richtig war.
Im Kontrast zu diesem gutmu¨tigen Beispiel, soll jetzt anhand einer einfachen expli-
ziten Datensichtbarkeitsbereich-A¨nderung die damit einhergehende Problematik veran-
schaulicht werden. Ein Beispiel dafu¨r wird auf der jeweiligen rechten Seite der Abbil-
dungen 24 und 25 dargestellt. Es ist im Wesentlichen analog zur linken Seite aufgebaut,
allerdings mit einer wichtigen A¨nderung. Aus der Variable dlocal wurde nun dglobal, was
sie damit als globale Variable und somit mit
”
geteilten“ Zugriff kennzeichnen soll. Aus
Entwicklersicht hat sie nur außerhalb der Rechenschleife das shared-Attribut, denn fu¨r die
Verwendung innerhalb der Schleife wurde dglobal voru¨bergehend und explizit mit dem
private-Attribut deklariert.
Gutmu¨tiger
”
Datenwettlauf“
Entsprechend sieht zum neuen Originalcode (rechts-oben in Abbildung 24) der generier-
te Ableitungscode wie darunter (rechts-unten) aus. Ein AD-Werkzeug, welches OpenMP
nicht hinreichend unterstu¨tzt oder dem die Direktiven und Klauseln vorenthalten werden,
bela¨sst hier wahrscheinlich die OpenMP-Anweisung
”
c$omp do private(dglobal)“, wie sie
51
ist. Das fu¨hrt dazu, dass fu¨r dglobal mit private gearbeitet wird, wa¨hrend fu¨r g dglobal
in der Schleife weiterhin das shared-Attribut gilt. Fu¨r g dglobal wu¨rde es hier zu einem
so genannten
”
kritischen Datenwettlauf“ (engl.
”
data-race“) kommen, da innerhalb der
Schleife alle OpenMP-Unterprozesse gleichzeitig auf die selbe Variable g dglobal schreiben
wu¨rden. Da in diesem Beispiel alle Unterprozesse aber den selben Wert hineinschreiben,
ha¨tte das hier keine negativen Folgen (
”
gutmu¨tig“) fu¨r die Berechnung der Originalfunk-
tion oder deren Ableitung.
Im Gegensatz dazu wu¨rde eine tiefer greifende Codeoptimierung (Umstrukturierung)
zu einer inkorrekten Parallelisierung fu¨hren. Im Vergleich zu vorher (links in Abbildung 25)
sorgt nun die explizite private-Deklaration in dem rechts gelegenen Programmbeispiel der
Abbildung 25 fu¨r eine fehlerhafte Berechnung. Da dglobal noch genauso wie vorher als
lokale Variable deklariert ist, fu¨hrt die Verschiebung der Initialisierung von dglobal da-
zu, dass zu Beginn der Schleife ein undefinierter oder zu Null initialisierter Anfangswert
verwendet wird. An dieser Stelle muss die Parallelisierung in jedem Fall manuell nach
gebessert werden.
Deswegen geho¨rt es zu dieser Strategie, solche expliziten Datensichtbarkeitsbereichs-
Attribute in allen Programmteilen zu vermeiden, die zur Weiterverarbeitung an ein AD-
Werkzeug weiter gereicht werden sollen.
Richtlinien 4.2 Vermeidung expliziter Datensichtbarkeitsbereichs-Attribute
• Keine Verwendung von expliziten Datensichtbarkeitsbereichs-Attributen. Das ist
erzielbar
– durch die Ausnutzung der Vorzugsvarianten (OpenMP-Standard Voreinstel-
lung),
– oder durch die Anwendung des Maßnahmenpaketes 4.2.
Durch Anwendung des Maßnahmenpaketes 4.2 kann man ein explizites (voru¨bergehendes)
Umdeklarieren der Datensichtbarkeitsbereichs-Attribute vermeiden. Im letzten Beispiel
(rechte Seite in Abbildung 25) ko¨nnte man dies sehr einfach nachbessern, indem man an
der Stelle von dglobal eine tempora¨re neue lokale Variable verwendet. Das entspricht fu¨r
dieses Beispiel genau der Lo¨sung, wie sie die linke Seite in den Abbildungen 24 und 25
bereits zeigte.
4.4.5 Wertekonsistenz bei dem Bereichsu¨bergang
Bis hierhin wurde an Beispielen gezeigt, welche Probleme explizite Datensichtbarkeitsbe-
reich-Attribute nach sich ziehen ko¨nnen, und wie man einige Probleme der OpenMP-
Direktiven umgehen kann. Geht man an dieser Stelle noch einmal zuru¨ck auf die in Ka-
pitel 4 beschriebenen Probleme bei dem U¨bergang einer Variablen in eine neue parallele
Region oder in eine OpenMP-Arbeitsverteilungs-Direktive, dann erkennt man, dass fu¨r
die nicht-bevorzugten Varianten (U¨pspP , U¨pPpP , U¨sPpP und U¨sPpA, siehe Tabelle 1 auf
Seite 28) ein explizites Setzen von Datensichtbarkeitsbereichs-Attributen kennzeichnend
ist.
In den nachfolgenden Abschnitten wird deshalb das explizite Setzen von Datensichtbar-
keitsbereich-Attributen bzw. deren mo¨gliche Vermeidung untersucht. Zur Vereinfachung
geht man hier davon aus, dass dem Transformations-Werkzeug die Parallelisierung vorent-
halten wird. Davon unabha¨ngig bleibt die grundlegende Voraussetzung weiterhin notwen-
dig, dass alle Anweisungsverschiebungen aus serieller Sicht korrekt bzw. konsistent sein
mu¨ssen. Zusa¨tzlich ist zu beachten, dass es nicht nur einfache Klauseln fu¨r das Setzen
von Datensichtbarkeitsbereichs-Attributen gibt, sondern auch Kombinationen mit dem
systematischen Hinein- oder Hinauskopieren der Anfangs- und Endwerte.
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Daru¨ber hinaus gibt es andere Klauseln (z.B. reduction), die nur bestimmte Kom-
binationen von Datensichtbarkeitsbereichs-Attributen zwischen außerhalb und innerhalb
des neuen Direktiven-Bereiches zulassen. Diese fassen oft bestimmte Daten in Variablen
zusammen (Aggregation) und geben die Ergebniswerte anschließend nach außen wei-
ter. Die nachfolgende Aufza¨hlung klassifiziert die einzelnen OpenMP-Klauseln und die
threadprivate-Direktive in vier Gruppen.
K1: nur Attribute: private, shared, threadprivate
K2: Attribute und Hineinkopieren: firstprivate, copyin
K3: Attribute und Herauskopieren: lastprivate, copyprivate
K4: Attribute und Daten-Aggregation: reduction
Wie schon angedeutet, gliedert sich die threadprivate-Direktive in gewisser Weise in die
erste Gruppe K1 ein. Sie wird, anders als bei den Klauseln, nicht beim Bereichsu¨bergang
spezifiziert, sondern bei der Variablen-Deklaration. Diese Direktive erzwingt eine private-
Handhabung fu¨r alle einschließenden Variablen fu¨r jede neu auftretende parallele Region,
insbesondere auch bei inneren (geschachtelten) parallelen Regionen. Bei diesem U¨bergang
verhalten sich threadprivate-Variablen wie die U¨pPpP -Variante aus Kapitel 4. Im Gegensatz
dazu gilt fu¨r den U¨bergang zu einer Arbeitsverteilungs-Direktive innerhalb einer parallelen
Region, dass der private-Status beibehalten wird, vergleichbar mit der U¨pPpA-Variante.
Die letzte Gruppe K4 ist etwas komplizierter, weshalb ihr ein eigenes Kapitel 4.5 ge-
widmet wird. Bis dahin soll es nachfolgend um die Klauseln aus K1 bis K3 gehen. Sie
unterscheiden sich nur durch das implizite Werte-Kopieren. Unabha¨ngig davon gilt, dass
bei einem U¨bergang in einen Bereich mit zusa¨tzlichen neuen lokalen Kopien ein generelles
anfa¨ngliches Hinein- und spa¨teres Herauskopieren den Programmcode gegenu¨ber Anwei-
sungsverschiebungen stabilisieren kann. Das ist im Normalfall mit einem zusa¨tzlichen Be-
rechnungsaufwand verbunden und muss deshalb von Fall zu Fall abgewogen werden. Im
Folgenden wird die Handhabung der verbliebenen Klauseln anhand ihres Einsatzzweckes
und mo¨glichen Vorkommens erla¨utert. Dazu werden weiter unten systematisch alle 8 gu¨lti-
gen U¨bergangsszenarien (vergleiche Tabelle 1, Seite 28), beginnend mit den Vorzugsvari-
anten, untersucht. Die nachfolgenden Definitionen sind die Grundlage fu¨r alle weiteren
Betrachtungen:
• m - ist die Anzahl der Unterprozesse der a¨ußeren parallelen Region.
• n - ist die Anzahl der Unterprozesse der inneren parallelen Region.
• A1, A2 · · ·Am - bezeichnet die m Unterprozesse der a¨ußeren parallelen Region.
• I11, I21 · · · Imn - bezeichnet die Unterprozesse der inneren parallelen Regionen, wobei
jede der m Gruppen (a¨ußere parallele Region) aus genau n Unterprozessen besteht.
• Ik1, Ik1 · · · Ikn - sind die n inneren Unterprozesse zu dem a¨ußeren Unterprozess Ak.
Angenommen, man hat eine neue parallele Region (Unterprozesse ∈ {A1, A2 · · ·Am}
und Prozessanzahl m) und die zu betrachtende Variable v ist
”
lokal“. Dann gibt es m ent-
sprechende Kopien {v1, v2 · · · vm} von v, siehe dazu die Abbildung 26. Eine runde Klammer
bedeutet hier den U¨bergang in eine parallele Region und die U¨berschrift
”
private“ de-
klariert die Datensichtbarkeitsbereich-Eigenschaft der Variablen fu¨r diesen Bereich. Ein
gestrichelter Pfeil von z.B. v nach v1 kennzeichnet im Folgenden einen mo¨glichen Werte-
U¨bergang bzw. den Variablenfluss. Wenn dies nicht eindeutig ist, weil mo¨glicherweise ein
weiterer Pfeil auch zu vm fu¨hrt, wird der Variablen-Wert von v nicht unbedingt u¨bernom-
men und die Anfangswerte von v1 · · · vm ko¨nnen damit undefiniert zu Beginn des neuen
Bereiches sein.
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Abbildung 26: Ein private-U¨bergang der Variablen v in eine innere parallele Region.
Die firstprivate-Klausel aus Gruppe K2 kann deshalb verwendet werden, um zu Beginn
einer parallelen Region (und einigen Arbeitsverteilungs-Direktiven) explizit dafu¨r Sorge zu
tragen, dass der Wert von v als erstes in die jeweilige lokale Kopie initialisiert wird. Eine
Ausnahme bildet die copyin-Klausel, sie muss statt dessen verwendet werden, wenn es sich
um eine threadprivate-Variable handelte. Analog markiert die Mu¨ndung mehrerer Pfeile
auf ein Ziel auch die Uneindeutigkeit, welcher letzte Wert von v1 · · · vm in die Zielvariable
v am Ende u¨bernommen wird. Entsprechend kann dies auch zu einen undefinierten An-
fangswert fu¨r die Zielvariable v am Ende bzw. außerhalb des Bereiches fu¨hren (nach der
geschlossenen runden Klammer). Entsprechend hilft dann die lastprivate-Klausel der Grup-
pe K3, um sicher zu stellen, dass ein Endwert der lokalen Variablen v1 · · · vm als definierter
Anfangszustand fu¨r außerhalb in v u¨bernommen wird. Fu¨r den single-Direktivenbereich
gilt der Sonderfall, dass man dazu die copyprivate-Klausel verwenden muss.
Dieses letzte Gesamtbeispiel la¨sst sich nun zu der U¨bergangsvariante U¨pPsP erwei-
tern (links Abbildung 27). Fu¨r sie gilt, es gibt eine zusa¨tzliche innere parallele Region
Abbildung 27: U¨bergang der Variablen v fu¨r eine innere parallele Region. Links: fu¨r
U¨bergang U¨pPsP ; Rechts: fu¨r U¨bergang U¨sPsP ; Vergleiche Tabelle 1 auf Seite 28.
mit einer Gruppengro¨ße n (Anzahl der Unterprozesse) und v soll in dieser das shared
Datensichtbarkeitsbereichs-Attribut besitzen. Hierbei geho¨rt zu einem a¨ußeren Unterpro-
zess Ak mit (1 ≤ k ≤ m) entsprechend eine innere Gruppe {Ik1, Ik2 · · · Ikn} von Unterpro-
zessen. Fu¨r diesen Fall U¨pPsP (links Abbildung 27) greifen dann alle inneren Unterprozesse
Ik1, Ik2 · · · Ikn auf das selbe vk des Unterprozesses Ak zu. Deswegen gib es auch auf der
Ebene der inneren parallelen Region trotzdem insgesamt nur m Kopien von v. Oder anders
ausgedru¨ckt, es gibt fu¨r jede der m inneren Unterprozess-Gruppen je nur eine Variable vk.
Wenn nun eine vk-berechnende Programmanweisung aus dem inneren Bereich in den
A¨ußeren verschoben wird (z.B. durch eine Optimierung), muss es sich um eine Berech-
nung handeln, die aus serieller Sicht verschiebbar ist. Das gilt eigentlich nur, wenn es
sich dabei um eine Berechnung handelt, die fu¨r alle inneren Unterprozesse einer Gruppe
gleich ist. Hierbei handelt es sich sozusagen um u¨berflu¨ssige Rechenarbeit, da ein Einzelner
stellvertretend fu¨r alle anderen Unterprozesse Ik1, Ik2 · · · Ikn die Berechnung u¨bernehmen
kann. In diesem Fall kann der Unterprozess Ak (außen) diese einmalige Berechnung auf vk
durchfu¨hren. Da in der inneren Region dieser von Ak berechnete Wert vk fu¨r alle Unterpro-
zesse dieser k-ten Gruppe gleich ist (innen shared), ist die Verschiebung unproblematisch.
Natu¨rlich funktioniert das analog auch in umgekehrter Reihenfolge bei einer Verschiebung
von außen nach innen mit dem Unterschied, dass alle inneren Unterprozesse einer Grup-
pe k dann u¨berflu¨ssigerweise dieselbe Berechnung auf demselben vk vornehmen wu¨rden.
Dieser kritische
”
Datenwettlauf“ kann aber ignoriert werden, weil das vk (wegen der an-
genommenen seriellen Verschiebbarkeit) innerhalb des inneren Bereiches nur gelesen oder
nur geschrieben wird. Das fu¨hrt dann ho¨chstens zu Einbußen in der Rechenleistung. Fu¨r
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die U¨pPsP -Variante ist insgesamt noch anzumerken, dass man auf Grund des Werteerhaltes
keine expliziten Direktiven mit Kopierfunktionalita¨t beno¨tigt. Das ist ein wichtiger Vorteil
und gilt fu¨r alle vier Vorzugsvarianten (U¨pPsP , U¨sPsP , U¨pPpA und U¨sPsA).
Die Variante U¨sPsP (rechts in Abbildung 27) unterscheidet sich nur darin, dass v auch
in der a¨ußeren Region shared ist und damit insgesamt nur ein einheitliches v (v1) fu¨r alle
a¨ußeren und inneren Unterprozesse (A1 · · ·Am, I11 · · · Imn) existiert. Damit ist klar, wenn
hier die Berechnung von v aus serieller Sicht verschiebbar ist, dann wird auch hier bei einer
Verschiebung u¨ber die innere Bereichsgrenze (in beide Richtungen) dieselbe Rechenarbeit
gegebenenfalls dupliziert oder verringert. Der Wert von v bleibt wie fu¨r die U¨pPsP -Variante
bei dem inneren U¨bergang erhalten. Damit ist die eigentliche Berechnung immer noch
korrekt.
Der Unterschied zu den Varianten U¨pPpA und U¨sPsA besteht nun darin, dass hier
keine neue innere Unterprozess-Gruppe erzeugt wird, sondern ein neuer Bereich mit ei-
ner OpenMP-Arbeitsverteilung. Die Abbildung 28 zeigt beide Varianten, wobei der Ar-
beitsverteilungsbereich durch eckige Klammern eingegrenzt wird. Um auch hier außer-
Abbildung 28: U¨bergang der Variablen v fu¨r eine OpenMP-Arbeitsverteilung. Links: fu¨r
U¨bergang U¨pPpA; Rechts: fu¨r U¨bergang U¨sPsA; Vergleiche Tabelle 1 auf Seite 28.
halb und innerhalb des definierten Bereichs auf die selben Variablen(-Kopien) und damit
auf die selben Werte zuzugreifen, mu¨ssen solche Variablen auf beiden Seiten das selbe
Datensichtbarkeitsbereichs-Attribut aufweisen. Die U¨sPsA Variante entspricht deshalb ge-
nau der U¨sPsP mit außen und innen shared-Attribut fu¨r die Variable v. Wa¨hrend die
U¨pPsP -Variante innen ein shared beno¨tigt, wenn außen private deklariert ist (Arbeit auf
vk), erreicht man dies bei einer OpenMP-Arbeitsverteilung genau dann, wenn auch inner-
halb das private-Attribut beibehalten wird. Das entspricht genau der Kombination, wie
sie in der U¨pPpA-Variante gefordert wird. Damit kann man die Betrachtungen zur Rich-
tigkeit von U¨pPpA und U¨sPsA ganz analog zu U¨pPsP und U¨sPsP abschließen. Ein direkter
Vergleich zwischen den Abbildungen 27 und 28 in Hinblick des Zugriffs und Vorkommens
aller Variablenkopien von v verdeutlicht das. Im Umkehrschluss kann man daraus folgern,
dass es nur noch dann kritisch fu¨r eine korrekte Berechnung werden kann, wenn nach einer
Verschiebung u¨ber die Grenze nicht mehr auf dieselben vk oder v zugegriffen wird.
Dazu genu¨gt es, den Wechsel zwischen verschiedenen parallelen Region auf einer Ebe-
ne zu betrachten (U¨pspP -Variante aus Kapitel 4). In Abbildung 29 wird unter anderem
ein v1 (bzw. v) aus einer shared-Region zu den Kopien v1 · · · vm in einer private-Region.
Allerdings entha¨lt dieser U¨bergang von v zu vk das Problem, dass der Wert von v irgendwie
Abbildung 29: U¨bergang U¨pspP der Variablen v fu¨r verschiedene parallele Regionen auf
gleicher Ebene. Vergleiche Tabelle 1 auf Seite 28.
in vk u¨bernommen werden ko¨nnen muss. Das gilt entsprechend auch umgekehrt bei einem
U¨bergang von vk zu v. Im Allgemeinen ist das nicht immer erforderlich, wie z.B. bei einer
private-Region, in der vk einfach u¨berschrieben wird, ohne darin den vorherigen Wert von
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v zu beachten. Wie schon erwa¨hnt, kann man mit Hilfe der Klauseln aus K2 und K3 (Sei-
te 52) explizit veranlassen, die Werte hinein bzw. heraus zu kopieren. Solche zusa¨tzlichen
OpenMP-Klauseln will man bei der
”
OpenMP-hiding“-Technik aber gerade vermeiden, da
man sie sonst auch auf neue (automatisch erzeugte) Datenobjekte nachpflegen muss. Wie
im Kapitel 4 bereits angedeutet wurde, soll die Problematik der U¨pspP -Variante dadurch
gelo¨st werden, indem man shared als Standard-Deklaration fu¨r alle von außen u¨bergebe-
nen Variablen v annimmt und die private-Regionen mit Hilfe von neuen lokalen Variablen
v lokal versorgt. Das entbindet den Programmcode bisher aber nur von der expliziten De-
klaration von private(v). Den Ersatz fu¨r das OpenMP-interne Hinein- und Herauskopieren
kann man durch eine explizite Ausformulierung wie v lokal = v und v = v lokal erreichen.
Jetzt kann man die anderen nicht-bevorzugten Varianten U¨pPpP und U¨sPpP betrachten,
siehe linke und mittlere Variante in Abbildung 30. Beiden ist gleich, dass es sich um einen
Abbildung 30: Verschiedene U¨bergangsvarianten der Variablen v. Links: fu¨r U¨bergang
U¨pPpP ; Mitte: fu¨r U¨bergang U¨sPpP ; Rechts: fu¨r U¨bergang U¨sPpA; Vergleiche Tabelle 1 auf
Seite 28.
inneren U¨bergang in eine neue parallele Region handelt und die Variable v1 · · · vm (außen
private) bzw. nur v1 (außen shared) nun zusa¨tzlich private in der inneren Region sein
soll. Das ist wie bei der U¨pspP -Variante auch nur durch eine explizite private-Deklaration
(innen) zu erreichen. Fu¨r jedes vk aus v1 · · · vm (bzw. das einzelne v1) werden damit fu¨r
alle Unterprozesse einer inneren Gruppe neue Kopien vk1 · · · vkn bzw. v1 · · · vn angelegt.
Sofern kein OpenMP impliziertes Werte-Kopieren angewendet wird, handelt es sich damit
prinzipiell um die gleiche Problemstellung wie fu¨r die U¨pspP -Variante. Deswegen kann
man es auch genauso umgehen: neue lokale Variable anlegen und explizites Kopieren falls
erforderlich.
Wie man leicht sieht, handelt es sich bei der noch nicht betrachteten U¨sPpA-Varian-
te (ganz rechts in Abbildung 30) um ein analoges Problem zu U¨sPpP (Mitte) fu¨r eine
OpenMP-Arbeitsverteilung mit allen Konsequenzen und Lo¨sungsmo¨glichkeiten.
Zusammenfassend kann man sagen, dass das implizite Verwenden der Datensichtbar-
keitsbereich-Attribute entsprechend den Vorzugsvarianten unproblematisch ist. Alle nicht
bevorzugten Varianten sind ebenfalls im Kontext einer Programmcode-Transformation
korrekt anwendbar, wenn die explizite Datensichtbarkeitsbereich-Deklarationen und da-
mit alle Klauseln und Direktiven aus K1 bis K3 (Seite 52) durch entsprechende Ersatz-
Programmierung umgangen werden. Hierbei kann insbesondere auf alle shared-Klauseln
verzichtet werden, da sie im Rahmen der realisierbaren Varianten u¨berflu¨ssig sind. Der ge-
nerierte Transformationscode entha¨lt damit eine funktionstu¨chtige Parallelisierung analog
zu dem aus der originalen Modell-Simulation. Das gilt auch weiterhin nur fu¨r die Pro-
grammanweisungen der originalen Modell-Simulation und nicht fu¨r zusa¨tzlich generierte
Ableitungsanweisungen.
Betrachtet man alle bisher erla¨uterten OpenMP-Direktiven und Klauseln bzw. die
dazugeho¨rigen Strategien zum Umgehen etwaiger Probleme, dann wurde bis hierher aus-
schließlich dafu¨r gesorgt, dass die Parallelisierung der originalen Funktion nach der Pro-
grammcode-Transformation erhalten bleibt. Das na¨chste Unterkapitel nimmt sich nun der
Erweiterung der Parallelisierung auf die zusa¨tzliche Ableitungsfunktionalita¨t an.
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4.5 Ableitungs-spezifische Reduzierung von OpenMP-Anweisungen
Eine einfache und doch effiziente Erweiterung der Parallelisierung auf den Code der Ab-
leitungsberechnung erha¨lt man, wenn die folgenden Grundannahmen 4.4 erfu¨llt werden
ko¨nnen.
Grundannahme 4.4 Erweiterung der Parallelisierung auf den Ableitungscode
• Die Datensichtbarkeitsbereichs-Attribute der Ableitungsobjekte gleichen denen
der dazugeho¨rigen originalen Objekte.
• Die Datensynchronisation (mit impliziten Rechenoperationen) auf den Ablei-
tungsobjekten wird im selben Kontext und analog zu den dazugeho¨rigen originalen
Objekten vorgenommen.
• Die Transformation der expliziten Rechenoperationen auf den Ableitungsobjekten
ist korrekt (entspricht der Ableitung der originalen Rechenoperationen).
Mit diesen Grundannahmen unterscheidet sich das Ableitungsobjekt nur in dem eigentlich
berechneten Wert, nicht aber in der Datenkonsistenz, von dem der originalen Variable.
Daraus kann man folgern, dass innerhalb einer Parallelisierung jeder Unterprozess genau
dann auf seine Ableitungswerte korrekt zugreifen kann, wenn dies gerade auch fu¨r seine
originalen Funktionswerte gilt. Damit ergibt sich insgesamt eine fehlerfreie Parallelisierung
auf den Ableitungsobjekten, wenn die Parallelisierung auch fu¨r die originale Funktion
korrekt ist. Letzteres war aber Voraussetzung, womit sich der Kurzbeweis schließt.
Angenommen, sowohl die Datensichtbarkeitsbereichs-Attribute, wie auch eine korrek-
te Transformation der Rechenoperation ko¨nnen vorausgesetzt werden, dann bleibt noch
die Forderung nach der Datensynchronisation u¨brig. Fu¨r einige OpenMP-Direktiven (z.B.
flush) wurde bereits erla¨utert, wie die Werte-Synchronisation auf die Ableitungsobjek-
te ausgedehnt werden kann. Offen sind aber noch OpenMP-Klauseln und Konstrukte,
in denen (implizite) Rechenoperationen mit einer Synchronisation kombiniert werden.
Hier muss man eine explizite Trennung der Rechenoperation von der Synchronisation
durchfu¨hren und fu¨r beide sicherstellen, dass bei der Programmcode-Transformation auch
die Rechenoperation beru¨cksichtigt wird. So etwas wird im nachfolgenden Unterkapitel fu¨r
die reduction-Klausel gezeigt. Andererseits gibt es Konstrukte, die eine Art versteckte Re-
chenoperation enthalten. Damit befasst sich dann das darauf folgende Unterkapitel 4.5.2.
Um beide Aspekte einfacher handhaben zu ko¨nnen, wird im Folgenden angenommen,
dass keine expliziten Datensichtbarkeitsbereichs-Attribute mehr verwendet werden und
der generierte Transformationscode eine korrekte Parallelisierung der originalen Modell-
Simulation durch die in den letzten Kapiteln beschriebenen Maßnahmen entha¨lt. Au-
ßerdem wird vorausgesetzt, dass neu eingefu¨gte Datenobjekte (z.B. Ableitungsvariablen)
analog zu ihren originalen Objekten die gleichen Datensichtbarkeitsbereichs-Attribute auf-
weisen. Es lassen sich damit die wichtigsten verbliebenen Probleme auf eine grundlegende
Ursache zuru¨ckfu¨hren.
In diesen Fa¨llen werden einzelne Variablen spezifiziert und nur auf diesen werden be-
stimmte Rechenoperationen bzw. Synchronisationen ausgefu¨hrt. Das trifft nicht nur auf
die in der Gruppe K4 (Seite52) enthaltene reduction-Klausel zu, sondern auch auf die
so genannten
”
conditional compilation“-Programmanweisungen. Gemeinsam ist beiden,
dass sie genauso wie die flush-Direktive sich auf einzelne Variablen beziehen ko¨nnen und
nur deren Werte-Konsistenz beeinflussen. Im Gegensatz zu flush reicht es aber nicht aus,
eine Dummy-Routine voru¨bergehend einzusetzen. Diese Mo¨glichkeit kann man verwen-
den, wenn man sich bei den allgemeinen Variationsmo¨glichkeiten einschra¨nken wu¨rde.
Das wa¨re aber kein genereller Ansatz mehr, weswegen sich die nachfolgenden beiden Un-
terkapitel mit der Umgehung dieser Beschra¨nkung bescha¨ftigen. Im Wesentlichen verfolgt
man dabei das Ziel, die enthaltenen Rechenoperationen explizit und damit sichtbar fu¨r
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das Transformations-Werkzeug umzuformen. Hierfu¨r mu¨ssen auch enthaltene Synchroni-
sationen so konvertiert werden, dass sie wie im bisherigen handhabbaren Kontext sowohl
fu¨r die originalen Variablen als auch fu¨r neue Ableitungsobjekte funktionieren.
4.5.1 Behandlung der OpenMP-reduction-Klausel
Als Anschauungsbeispiel dient das nachfolgende Programmbeispiel in Abbildung 31 mit
der reduction-Klausel. Hier ist auf der linken Seite die originale Funktion gezeigt, in der auf
Abbildung 31: Anschauungsbeispiel mit reduction-Klausel. Links: die originale Funktion;
Rechts: der korrekte Ableitungscode.
Variablen: u, g u - Skalare mit shared-Attribut; y, g y - Vektoren mit shared-Attribut
der Variablen u eine Reduktion durchgefu¨hrt werden soll (analog zu dem atomic-Beispiel
aus Abbildung 20). Allerdings sorgt jetzt die reduction-Klausel dafu¨r, dass die Summe
u¨ber alle lokalen Teilergebnisse von u am Ende der Schleife gebildet wird.
Auf der rechten Seite der Abbildung 31 sieht man das Ergebnis nach einer AD-
Transformation, wenn OpenMP korrekt erweitert werden wu¨rde. Im Detail muss dazu
die hier rot-invertierte Variable g u mit in die Klausel aufgenommen werden. Man sieht
hier sehr einfach, dass die Berechnung der Ableitungsfunktion nicht korrekt wa¨re, wenn
diese Aufnahme fehlt. Bevor ein Lo¨sungsweg erla¨utert wird, gibt es noch eine Beson-
derheit zu beachten. Die in diesem Beispiel enthaltene reduction-Klausel impliziert in der
Regel einen Datensichtbarkeitsbereich-Wechsel fu¨r u bzw. g u von außen
”
geteilt“ zu innen
”
lokal“. Das bedeutet, dass hier zusa¨tzlich zu der Summenbildung und Synchronisation
die private-Charakteristik innerhalb des Arbeitsverteilungs-Direktivenbereiches umgesetzt
werden muss.
Fu¨r einen allgemeinen Lo¨sungsansatz werden ausgehend vom reduction-Beispiel nach-
einander die drei Facetten, beginnend mit dem Datensichtbarkeitsbereichs-Attributswech-
sel, der Rechenoperation und der Synchronisation betrachtet. Als erstes wird links in der
Abbildung 32 eine neue
”
lokal“-angelegte Variable u local eingefu¨hrt (grauer Hintergrund).
Diese realisiert den schon angesprochenen voru¨bergehenden private-Status von u und ist
Abbildung 32: Allgemeine Lo¨sung fu¨r reduction-Klausel. Links: private-Attributs-
Umsetzung; Mitte: explizite Rechenoperation; Rechts: Synchronisation auf Rechenope-
ration.
Variablen: u local - Skalar mit private-Attribut; u - Skalar mit shared-Attribut; y - Vektor
mit shared-Attribut
insbesondere auch dann hilfreich, wenn es mehr als eine Modifikation von u (oder jetzt
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auf u local) innerhalb des Schleifenbereiches gibt (Berechnungen auf lokaler Kopie von
u). Wa¨hrend fu¨r u local die Lokalita¨t mit private-Attribut sichergestellt werden muss,
bleibt u eine Variable mit
”
geteilten“ Zugriff. Danach muss die eigentliche Rechenopera-
tion explizit ausformuliert werden. Das sieht dann beispielsweise, wie der mittlere Code-
ausschnitt in Abbildung 32 aus. Hier wurde die in der Klausel definierte Rechenoperation
”
(+: u)“ explizit in die Anweisung
”
u = u + u local“ hineingezogen (grau markiert au-
ßerhalb der Schleife). Letztendlich fehlt noch die Synchronisation, die man mit Hilfe einer
critical-Direktive etablieren kann. Wie ganz rechts in Abbildung 32 zu sehen ist, reicht
es dazu, den Synchronisationsbereich ausschließlich u¨ber der expliziten Rechenoperation
”
u = u+ u local“ aufzubauen.
Anmerkung: Oft ist fu¨r die Unterprozesse eine Synchronisation von u notwendig, was mit
einer zusa¨tzlichen barrier-Direktive nach der critical-Region und einer nowait-Spezifikation
auf der
”
end do“-Direktive gewa¨hrleistet werden kann.
Das nachfolgende Maßnahmenpaket 4.5 fasst fu¨r eine bessere U¨bersicht diesen gene-
rellen Ansatz in drei Schritten zusammen.
Maßnahmen 4.5 Ersetzung
”
reduction“-Klausel
• Einfu¨hrung neuer lokaler Datenobjekte und vollsta¨ndige Ersetzung innerhalb des
Schleifenbereiches fu¨r alle spezifizierten reduction-Variablen.
• Explizite Ausformulierung der eigentlichen reduction-Rechenoperationen auf
den dazugeho¨rigen shared-Variablen.
• Etablierung einer neuen critical-Region u¨ber den expliziten Rechenoperationen.
In Abbildung 33 wird der dazugeho¨rende generierte Ableitungscode aufgezeigt. Dieser
Abbildung 33: Erfolgreich transformierter Ableitungscode basierend auf dem rechten Pro-
grammcode der Abbildung 32 als originale Funktion.
Variablen: u local, g u local - Skalare mit private-Attribut; u, g u - Skalare mit shared-
Attribut; y, g y - Vektoren mit shared-Attribut
entha¨lt nicht nur eine korrekte Parallelisierung fu¨r die Berechnung der originalen Funktion
mit dem Endergebnis in u, sondern auch eine korrekte parallelisierte Ableitungsberechnung
in g u. In Hinsicht auf die Effizienz der Berechnungen ist anzumerken, dass die critical-
Region gegenu¨ber der reduction-Klausel durchaus Nachteile haben kann. Sie sind aber
oft vernachla¨ssigbar, solange es im Vergleich zum Rechenaufwand fu¨r die critical-Region
genug Rechenarbeit auf den lokalen Datenobjekten innerhalb der Schleife gibt.
An diesem letzten Beispiel wird auch deutlich, dass ohne diese einmaligen Vorverar-
beitungsschritte ein AD-Werkzeug eine entsprechend aufwa¨ndige Unterstu¨tzung der Par-
allelisierung bereitstellen muss, egal ob es sich dabei um Techniken mit
”
Quellcode zu
Quellcode“-Transformation oder
”
Ersetzen der Rechenoperatoren“ handelt. Insbesondere
letzteres wurde bisher als unproblematisch eingestuft. Vereinzelt gibt es auch Simulati-
onscodes, die trotz ihrer Komplexita¨t mit einer verha¨ltnisma¨ßig einfachen Parallelisierung
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auskommen. Ein Beispiel dafu¨r wird in [92] vorgestellt. Hier ist keine aufwa¨ndige Un-
terstu¨tzung durch das AD-Werkzeug erforderlich, dafu¨r ist dies aber auch nicht so ohne
weiteres auf andere Software-Projekte u¨bertragbar.
Betrachtet man aber die Details aus dem reduction-Beispiel genauer, muss auch ei-
ne mit
”
Ersetzen der Rechenoperatoren“ arbeitende Werkzeugumgebung die OpenMP-
Direktiven und Klauseln explizit unterstu¨tzen. Wenn das nicht der Fall ist, kann allein
schon bei der reduction-Klausel mit Multiplikationsoperator
”
∗“ inkorrekter Ableitungsco-
de entstehen. Es mu¨ssen also nahezu alle OpenMP-Klauseln (Datensichtbarkeitsbereichs-
Attribute eingeschlossen) und einige Direktiven (z.B. flush etc.) korrekt ersetzt (in der
Fachsprache:
”
u¨berladen“) werden. Fehlt diese spezielle OpenMP-Unterstu¨tzung kann man
alle Vorbereitungsmaßnahmen analog wie fu¨r die
”
Quellcode zu Quellcode“-Werkzeuge
verwenden, um korrekten Ableitungscode und Parallelisierung zu erzeugen.
4.5.2
”
conditional compilation“-Programmanweisungen
Eine abschließende, aber dafu¨r allgemeinere Problematik ergibt sich fu¨r die sogenannten
”
conditional compilation“-Programmanweisungen, fu¨r die man links in der Abbildung 34
ein Beispiel findet. Kennzeichnend sind hier die rot eingefa¨rbten OpenMP-Pragmas c$,
Abbildung 34: Allgemeine Lo¨sung fu¨r
”
conditional compilation“-Programmanweisungen.
Links: originaler Beispielcode; Rechts: mit expliziter if-Abfrage.
Variablen: u, v - Skalare mit private-Attribut
die dafu¨r sorgen, dass der danach gru¨n-markierte Programmcode nur dann vom Compiler
kompiliert und beachtet wird, wenn die OpenMP-Parallelisierung eingeschaltet wurde. Der
darin enthaltene Programmcode ist unter AD-Aspekten relevant, wenn er aktive Variablen
entha¨lt. Geht man auch hier wieder von einer Nicht-Beachtung seitens des AD-Werkzeugs
aus, mu¨ssen auch solche Zeilen explizit umgeschrieben werden, damit sie in korrekten
Ableitungscode transformiert werden ko¨nnen.
Am einfachsten geht das, indem man eine explizite if-Abfrage einbaut. Veranschaulicht
wird das in dem rechten Teil der Abbildung 34. Hier wurde in 5 Schritten (Maßnahmen-
paket 4.6) der Zweizeiler von links in einen 6 Zeilen langen Block umgewandelt.
Maßnahmen 4.6 Ersetzung
”
conditional compilation“-Programmanweisung
• Eine neue lokale logical-Variable einfu¨gen.
• Diese mit dem
”
Falsch“-Wert vorinitialisieren.
• Eine neue
”
conditional compilation“-Programmanweisung einbauen, um die neue
Variable gegebenenfalls mit dem
”
Wahr“-Wert zu u¨berschreiben.
• Eine if-Abfrage u¨ber die urspru¨nglichen Programmanweisungen spannen, die vom
Wahrheitsgehalt der logical-Variable abha¨ngig ist.
• Das
”
conditional compilation“-Pragma der urspru¨nglichen Programmanweisun-
gen entfernen.
Das Beispiel in Abbildung 34 funktioniert unter der Annahme, dass das Transformations-
Werkzeug die if-Abfrage nicht weg optimiert hat. Wenn das nicht unterbunden werden
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kann, la¨sst sich dies oft durch geeignete Werkzeug-Parameter oder ein verstecktes Vorini-
tialisieren (des
”
Falsch“-Wertes) in einer Dummy-Routine erreichen.
4.6 Ableitungs-spezifische Modularisierung
Ein ga¨nzlich anderer Aspekt, der ausschließlich die Vertra¨glichkeit mit dem AD-Werkzeug
und die Erweiterungsproduktivita¨t positiv beeinflusst, ist eine tiefer greifende Funktions-
modularisierung u¨ber eine Auswahl von abzuleitenden Routinen hinaus. Dies betrifft die
Extraktion von nicht abzuleitenden Programmcode aus gro¨ßeren Routinen, die Behand-
lung von nicht-standard Spracherweiterungen, und manuelle Anpassungen um die Kon-
vergenz oder die Effizienz der Ableitungsberechnungen durch Ausnutzung numerischen
Wissens zu optimieren.
4.6.1 Minimierung des Aufwands fu¨r die Programmtransformation
Der zeitliche Aufwand fu¨r die Durchfu¨hrung einer AD-Programmcode-Transformation
wird minimiert, wenn man mo¨glichst viele (zusammenha¨ngende) Codeteile neu in eigene
Unterroutinen auslagert fu¨r die mindestens eine der folgenden zwei Eigenschaften zutrifft.
E1: Es ist keine Berechnung der abzuleitenden Zustandsgro¨ßen der Modell-Simulation
enthalten, noch wird sie hierdurch beeinflusst oder gesteuert.
E2: Es handelt sich um so genannten Einlese-Code, der aus externen Quellen die Werte
einliest bzw. initialisiert.
Im Allgemeinen geho¨ren dazu z.B. alle Ausgaberoutinen, die die berechneten Daten nur
konvertieren oder in Dateien oder auf den Bildschirm schreiben und die meist problemlos
in separate Routinen ausgelagert werden ko¨nnen.
Eine Besonderheit stellt der Punkt E2 dar, denn eingelesene Werte ko¨nnen die Modell-
Simulation und damit potentiell auch die Ableitungsberechnung beeinflussen. Aus AD-
Sicht werden eingelesene Werte aus externen Quellen aber als Konstanten angesehen,
weswegen die Ableitungsobjekte an diesen Stellen zumeist zu Null initialisiert werden
mu¨ssen.
Tritt das zu Null-Setzen nur an definierten Stellen ganz zu Anfang und damit vor
Beginn der eigentlichen Modell-Simulation auf, fa¨llt die zu Null-Setzung meist mit der
Erstinitialisierung der Ableitungsobjekte zusammen. In solchen Fa¨llen wird es dann ein-
facher und u¨bersichtlicher, wenn man die Erstinitialisierung gesondert in einer eigenen
Routine fu¨r alle Ableitungsobjekte abarbeitet. Dann kann dort erst der Speicher reserviert
und dann zu Null gesetzt werden (Initialisierungsphase der Ableitungsobjekte). Wenn das
generell so gehandhabt wird, ist es zusa¨tzlich sinnvoll, solche Einlese-Abschnitte zusam-
menzufassen und dem AD-Werkzeug entsprechend vorzuenthalten. Dies ist oft auch in
Hinblick auf die Nutzung von ccNUMA-Fa¨higkeiten (Kapitel 2.5.1) wichtig, wenn man
dafu¨r die Rechenleistung optimieren mo¨chte (siehe Kapitel 6).
Abschließend sei noch darauf hingewiesen, dass viele
”
Quellcode zu Quellcode“-Trans-
formations-Werkzeuge (z.B. in TAPENADE [9]) fu¨r eine statische Datenfluss-Analyse ver-
schiedene Analysetechniken (siehe dazu unter TBR [93, 94, 95]) einsetzten. Dabei kann es
vorkommen, dass bei einer großen Menge von Codezeilen potentiell auch Variablen bzw.
Felder als aktiv markiert werden ko¨nnen, die nicht wirklich die Ableitungsberechnung be-
einflussen.
Angenommen, eine aktive Variable a beeinflusst das erste Element eines Vektorfeldes v,
wobei v selbst u¨ber sein erstes Element v(1) auf die Variable e und u¨ber sein letztes v(L) auf
die Variable l einwirkt. Zusa¨tzlich soll hier gelten, das l eine weitere Variable w beeinflusst.
Dann gib es eigentlich nur einen
”
ableitungs-aktiven“ Datenpfad a → v(1) → e. Wegen
u¨blicher
”
konservativer“ Annahmen, wird hierbei aber oft das Feld v(1 · · ·L) komplett
als aktiv markiert. Das kann damit auch zu der u¨berflu¨ssigen Aktivierung von l und w
(v(L)→ l→ w) fu¨hren.
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Daraus resultiert oft unno¨tig viel Arbeitsspeicher und Rechenaufwand (wg. Ableitungs-
objekte fu¨r l und w). Hat man dagegen den Programmcode stark auf die wesentlichen Teile
ausgedu¨nnt (ohne den Code fu¨r l→ w), haben die Analysetechniken es einfacher, wodurch
oft weniger Ableitungsobjekte (nicht mehr fu¨r w) erzeugt werden, was insgesamt den Spei-
cherverbrauch und die Rechenarbeit senkt.
4.6.2 Umgehung unno¨tiger Probleme von Programmteilen
Neben dem auf Masse ausgerichteten Aussparen von mo¨glichst viel komplizierten Pro-
grammcode gibt es auch konkrete Probleme mit AD-Werkzeugen, die sich nur durch Ex-
trahieren (Verkapseln von Programmteilen) und durch Vermeidung von AD auf diesem
Code umgehen lassen. Probleme treten oft dann auf, wenn Spezial-Erweiterungen der
Programmiersprache verwendet wurden (z.B Cray-Pointer, Pra¨prozessor-Direktiven, Par-
allelisierung etc.), die vom AD-Werkzeug nicht unterstu¨tzt werden. Zusammenfassen la¨sst
sich das in einem kleinen Richtlinienpaket 4.3 fu¨r das Verkapseln von Programmcode. Die
Zielausrichtung liegt dabei auch bei einer Verbesserung im Sinne der Erweiterungsproduk-
tivita¨t (wg. Nachbearbeitung).
Richtlinien 4.3 Bedingungen fu¨r eine allgemeine Verkapselung von Programmcode
• Der Code ist fu¨r das Werkzeug nicht korrekt bearbeitbar und entha¨lt auch keine
ableitungs-relevanten Berechnungen (z.B. fu¨r einige OpenMP-Zwischenroutinen
Kapitel 4.3).
• Immer dann, wenn der Code nicht zur Ableitungsberechnung beno¨tigt wird und
durch die Verkapselung keine nennenswerten Nachteile fu¨r die Rechenleistung
oder die Wartbarkeit entsteht (z.B. komplizierte ccNUMA-Speicherreservierung).
Die Erfahrungen in dem zugrunde liegenden Software-Projekt zeigten, dass sich der
u¨berwiegende Teil der kritischen Fa¨lle durch Verkapselung vermeiden la¨sst (z.B. Daten-
Konvertierung oder komplizierte Ein- und Ausgabe-Konstrukte fu¨r den Dateizugriff). Die
verbliebenen kritischen Fa¨lle konnten durch ein Umschreiben des Programmabschnitts
gelo¨st werden (beispielsweise wie im nachfolgenden Unterkapitel 4.6.3).
4.6.3 Umgang mit Spezialcode - manuelle Ableitungen
Es gibt Spezialfa¨lle, welche immer einer manuellen Nachbearbeitung bedu¨rfen oder die
generell anders gehandhabt werden sollen als einfach durch ein AD-Werkzeug. Dabei geht
es um Verbesserungen in der Ableitungsberechnung allgemein und speziell in deren Steu-
erbarkeit bezu¨glich der Konvergenz und der Genauigkeit. In Einzelfa¨llen kann es sich
auch um manuell erstellten Code zur Ableitungsberechnung (z.B. analytische Teillo¨sun-
gen) handeln, der aus Gru¨nden der Effizienz dem automatisch erzeugten Ableitungscode
vorzuziehen ist.
Beispielsweise wird angenommen, es gibt eine einfache
”
do while“-Schleife wie links-
oben in Abbildung 35. Es soll sich dabei um eine Konvergenzschleife u¨ber einen linearen
oder nicht-linearen Prozess (update a) handeln. Weiterhin wird dieser iterative Prozess von
der Konvergenzeigenschaft (a− a old soll kleiner als 10−8 sein) u¨ber der Zustandsgro¨ße a
gesteuert. Vom AD-Werkzeug wird daraus dann ein Ableitungscode erzeugt, bei dem die
Konvergenzsteuerung immer noch durch die Abfrage auf der originalen Zustandsgro¨ße a
beruht (siehe rechts-oben in Abbildung 35). Die Ableitungen konvergieren im Allgemeinen
aber langsamer (siehe z.B. [96]) und deshalb empfiehlt es sich, im Ableitungscode die Kon-
vergenzkriterien auch auf die Ableitungsobjekte zu erweitern. Wenn dies nicht innerhalb
des AD-Werkzeugs durch entsprechende Zusatzinformationen unterstu¨tzt wird, kann man
es auch mit Hilfe einer weiteren Funktionskapselung erreichen.
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Abbildung 35: Beispiel Konvergenzschleife. Links-oben: originale Schleife; Rechts-oben:
Standard-AD Ableitung der originalen Schleife; Links-unten: verbesserte Schleife; Rechts-
unten: Ableitung der verbesserten Schleife.
Variablen: a, a old, g a, g a old - Skalare (mit private-Attribut)
Im Beispiel links-unten (Abbildung 35) lagert man die Konvergenzabfrage (a−a old >
1.0d-8) des originalen Codes deshalb in eine eigene Funktion conv fkt aus. Der Wahr-
heitsgehalt wird hier u¨ber die logische Variable conv in der
”
do while“-Schleife weiter-
verarbeitet. Angenommen, die Funktion mit der Konvergenzabfrage conv fkt wird in dem
AD-Werkzeug als aktiv behandelt, dann erha¨lt man den dazu geho¨renden Ableitungscode,
wie rechts-unten in Abbildung 35. An dieser Stelle ist es nun mo¨glich, die automatisch
erzeugte Konvergenzfunktion g conv fkt durch eine manuell erstellte zu ersetzen, welche
sowohl die Konvergenz der originalen Zustandsgro¨ße a als auch die des Ableitungsobjektes
g a beru¨cksichtigt.
Alternativ und erga¨nzend kann man diesen ganzen
”
do while“-Iterationsprozess durch
eine Verkapselung noch mehr verbessern. Hierunter kann man auch eine Anwendung der
Technik des
”
verspa¨teten Einsatzes“ za¨hlen, siehe dazu Kapitel 2.2 und in der Literatur [47,
48, 49]. Hier beginnt die Ableitungsberechnung erst, wenn die originalen Zustandsgro¨ßen
bereits konvergiert sind.
Im Detail geht man am Beispiel einer Fixpunktiteration dazu in fu¨nf Schritten vor.
• Als erstes kapselt man die Fixpunktiteration, falls nicht schon so vorgegeben, in eine
extra Routine FIter.
• Danach fu¨gt man eine zusa¨tzliche Zwischenroutine Wrapper FIter ein, die nichts
weiter aufruft als das urspru¨ngliche FIter.
• Anschließend stellt man den sonstigen originalen Programmcode auf den entspre-
chenden la¨ngeren Funktionspfad (u¨ber Wrapper FIter statt direkt FIter) um.
• Man generiert mit Hilfe des AD-Werkzeugs die neuen Routinen g Wrapper FIter
und g FIter.
• Zuletzt erstellt man manuell eine Version fu¨r g Wrapper FIter die im Gegensatz
zur AD-generierten, zuerst das originale FIter aufruft (auskonvergieren la¨sst) und
danach die Ableitungsberechnung mit g FIter ansto¨ßt.
Sofern die Schnittstellen fu¨r Wrapper FIter bzw. FIter genug verallgemeinert sind, sollte
sie im spa¨teren Verlauf kaum gea¨ndert werden mu¨ssen. Damit muss auch die einmal manu-
ell erstellte g Wrapper FIter-Routine spa¨ter kaum noch angepasst werden. Die doppelte
Funktionskapselung erho¨ht so die robusten Eigenschaften gegenu¨ber den meisten A¨nde-
rungen im sonstigen Programmcode (speziell bei Verschiebungen des Aufrufs von FIter
bzw. Wrapper FIter).
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Einen etwas anderen Fall stellt der Lo¨sungsalgorithmus eines linearen Gleichungssys-
tems dar. Angenommen, das lineare Gleichungssystem (8) besteht aus einer Matrix A und
einer rechte Seite b.
A · x = b (8)
Die gesuchte Lo¨sung von (8) soll x sein und alles ist zusammen in der Routine solver
verkapselt. Weiterhin soll es sich hier um einen iterativen Gleichungslo¨ser [10, 11, 97]
mit Konvergenzsteuerung handeln. Dann empfiehlt die Literatur [98, 99] (allgemeiner im
anderem Zusammenhang auch in [96, 48]), nicht den gesamten Lo¨seralgorithmus durch
das AD-Werkzeug weiter zu verarbeiten. Stattdessen kann man unter der Annahme, dass
sowohl A, b als auch x aktive Variablen sind, die Ableitung auch analytisch und ausgehend
von (8) als
A′ · x+A · x′ = b′ (9)
schreiben, was sich direkt in
A · x′ = c mit c = b′ −A′ · x (10)
umformen la¨sst. Daraus folgt, dass das Gleichungssystem mit vera¨nderter rechten Seite
c (eine pro Ableitung) gelo¨st wird, wobei der Programmcode des Gleichungssystemlo¨sers
nicht abgeleitet werden muss. Die in (10) beschriebene Variante ist oft auch effizienter als
ein automatisch erzeugter Ableitungscode.
Dies ist ein Beispiel, bei dem wegen einer Optimierung fu¨r bessere Rechenleistung
eine Modularisierung stattfindet, die dem AD-Werkzeug vorenthalten werden soll. Mit
wenigen Schritten kann man dann einen Programmcode fu¨r die analytische Ableitung von
solver erstellen, der zweimal die urspru¨ngliche Version von solver aufruft (einmal mit
rechter Seite b und einmal mit c) und dazwischen c berechnet. Auch hierfu¨r gilt, dass dies
nur dann mit wenig Aufwand gelingt und nur selten erneuert werden muss, wenn solver
ausreichend verallgemeinert und verkapselt ist.
Abschließend zeigt das Richtlinienpaket 4.4 als Erga¨nzung zu 4.3 eine Zusammenfas-
sung der weiteren Gru¨nde zur Modularisierung bzw. Verkapselung von Programmteilen in
extra Funktionen oder Routinen.
Richtlinien 4.4 Gru¨nde fu¨r zusa¨tzliche Verkapselung von Programmcode
1. Wenn man die Berechnungszeit der Ableitungen oder den resultierenden Spei-
cherverbrauch verku¨rzen kann, z.B. durch Einsatz analytischer Ableitungen oder
Code mit besonderen Optimierungen.
2. Wenn sich damit manuelle Nachbearbeitungen allgemein umgehen lassen. Z.B.
fu¨r eine bessere Genauigkeit mittels einer Anpassung der Konvergenzabfrage oder
Anwendung von dem
”
verspa¨teten Einsatz“.
3. Wenn eine manuelle Umstrukturierung im Ableitungscode (im Sinne von 2.) we-
niger oft angepasst werden muss. Z.B. die doppelte Verkapselung fu¨r den
”
ver-
spa¨teten Einsatz“ (siehe Kapitel 2.2).
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5 Teilkonzept - Parallelisierungsstrategien
Fu¨r eine der wichtigen Grundanforderungen, die Par-
allelisierung, gibt es viele mo¨gliche Ansa¨tze. Deshalb werden in den nachfolgenden Ab-
schnitten dieses Kapitels alle
”
relevanten“ Parallelisierungsstrategien anhand eines Bei-
spielprogramms und hinsichtlich der Unterschiede in ihrem (1) Berechnungsaufwand, (2)
dem Speicherverbrauch und (3) dem Synchronisationsanteil bewertet und verglichen. Zu al-
len drei Merkmalen wird eine gewichtete und begru¨ndete Bewertung mittels Performance-
Modellen durchgefu¨hrt. Allerdings geht es nicht nur ausschließlich um eine effiziente Ver-
teilung der Rechenarbeit, sondern auch um eine Parallelisierung, die u¨bersichtlich, leicht
zu pflegen und mo¨glichst unabha¨ngig von den meisten zu erwartenden Erweiterungen und
A¨nderungen am Programmcode ist.
In Abbildung 36 wird ein U¨berblick der grundsa¨tzlich zu unterscheidenden Berech-
nungsaufgaben gezeigt, in dem zwischen einer inneren und einer a¨ußeren Parallelisie-
rung unterschieden wird. Die (rot markierte) rechte Parallelisierung steht in dieser Abbil-
Abbildung 36: Zwei von einander unabha¨ngige Parallelisierungsstufen; Links die a¨ußere
und rechts die innere Parallelisierungsschicht.
dung fu¨r die innere Parallelisierungsschicht. Sie fasst alle Teilaufgaben zusammen, die bei
der originalen Modell-Simulation (Vorwa¨rtsberechnungen) parallelisiert berechnet werden
ko¨nnen und wird deswegen auch als
”
originale Parallelisierung“ bezeichnet. Sie steht aber
auch fu¨r die parallelisierte Berechnung einer einzelnen Richtungsableitung, da die originale
Parallelisierung, durch die im letzten Kapitel 4 beschriebenen Richtlinien und Maßnahmen
auch auf die Berechnung der Ableitungsanweisungen ausdehnt wird. Der Vollsta¨ndigkeit
halber werden in dem nachfolgenden Unterkapitel 5.1 einige grundlegende Details zu der
hier verwendeten originalen Parallelisierung ausgefu¨hrt.
Auf der anderen Seite liegt die blau-markierte a¨ußere Parallelisierung (links in Abbil-
dung 36) die fu¨r die Mehrfachberechnung von Modell-Simulationen (stochastische Versu-
che) oder Richtungsableitungen steht. Es wird hier also immer vorausgesetzt, dass man eine
bestimmte Anzahl von verschiedenen und unabha¨ngig berechenbaren Modell-Simulationen
oder Gradienten beno¨tigt. Letztere werden in dieser Arbeit immer durch den automatisch
erzeugten Programmcode eines AD-Werkzeugs berechnet. Ein systematischer Vergleich
findet in Kapitel 5.2 statt. Die Parallelisierung fu¨r die Modell-Simulationen wird in Kapi-
tel 5.3 erla¨utert.
Diese zahlreichen Mo¨glichkeiten zur parallelen Berechnung mehrerer Ableitungen oder
Modell-Simulationen sind alle fu¨r die zugrunde liegende Anwendungsfragestellung relevant
und werden umfassend verglichen. Diese Gegenu¨berstellung ist in der Vollsta¨ndigkeit und
in Bezug auf die Vergleichskriterien neu. Neu ist damit auch die letztendliche Auswahl in
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Hinblick auf die in dieser Arbeit vorgestellten Softwaretechniken, um die hier definierten
Grundanforderungen besonders gut erfu¨llen zu ko¨nnen.
Um eine gro¨ßere Verallgemeinerbarkeit zu erreichen, werden alle Strategiebetrachtun-
gen losgelo¨st von den vielfa¨ltigen Mo¨glichkeiten einer konkreten originalen Parallelisie-
rung durchgefu¨hrt. Deren Speicherverbrauch, Rechenaufwand und Synchronisation sind
also nicht Gegenstand des Vergleiches. Aus diesem Grund nehmen in dem Vergleich die
Performance-Modelle immer einen allgemeinen Bezug auf die Eigenschaften der Vorwa¨rts-
simulation in Form der folgenden Kenngro¨ßen:
Mo(N): Allgemeiner Speicherverbrauch
To(N,1): Serieller Berechnungsaufwand bzw. Zeitverbrauch
To(N,t): Paralleler Berechnungsaufwand fu¨r t Unterprozesse, d.h. maximaler Berech-
nungsaufwand fu¨r einen einzelnen der t Unterprozesse
So(N): Anzahl an Programmanweisungen, zu denen durch die AD-Transformation
Ableitungsanweisungen erzeugt werden (Optimierungen werden hier vernachla¨ssigt)
Ao(N): Anzahl der vom Programmcode ”
explizit“ zu reservierenden Datenelemente
(implizite Speicherreservierungen oder explizite von außerhalb des Betrachtungsbe-
reichs werden hier nicht mitgeza¨hlt)
Hierbei steht der Index o fu¨r den
”
originalen“ Programmcode (einfache Vorwa¨rtssimulati-
on) und N steht fu¨r eine allgemeine Modellgro¨ße bzw. fu¨r die zu betrachtende Datenmenge.
Wichtig ist außerdem, dass es sich in der vorliegenden Arbeit bei dem Berechnungsauf-
wand (wie bei To(N, t) angedeutet) um eine grobe Scha¨tzung fu¨r die maximale Laufzeit
eines Unterprozesses und damit um eine Scha¨tzung der Gesamtlaufzeit handelt. Damit
sind nicht die tatsa¨chlichen Rechenschritte oder Operationen gemeint, denn Wartezeiten
werden mit einbezogen.
Bei der gleichzeitigen Kombination der inneren mit der a¨ußeren Parallelisierung erha¨lt
man eine Hierarchie von Unterprozessen. Ausgegangen wird davon, dass in der a¨ußeren
Parallelisierung eine Gruppe von Unterprozessen ero¨ffnet wird und anschließend alle die
innere parallele Region erreichen. Dann ero¨ffnet an dieser Stelle jeder dieser a¨ußeren Unter-
prozesse eine eigene innere Gruppe von neuen Unterprozessen, womit dann mehrere innere
Gruppen von Unterprozessen in der Ausfu¨hrung sind. Hierbei kommt es unter anderem
auch darauf an, welche Parallelisierungsalgorithmen sich fu¨r die innere Parallelisierung eig-
nen bzw. was bei der Auswahl und deren Implementation beachten werden muss, damit
sie in Kombination mit der a¨ußeren einsetzbar ist.
5.1 Parallelisierung der Vorwa¨rtssimulation
Die innere Parallelisierung [100] gliedert sich grob in zwei Regionen. Die erste bildet einen
parallelisierten Bereich rund um die Aufstellung des linearen Ersatzgleichungssystems (sie-
he Kapitel 2.1) fu¨r jeden physikalischen Prozess. Die Zweite ist eine unabha¨ngige Region
u¨ber die parallelisierten linearen Gleichungssystemlo¨ser (in dieser Arbeit werden CG und
BiCGStab betrachtet). In Abbildung 37 kann man die Aufteilung anhand der zwei rot ge-
strichelten Bereiche erkennen. Die Gleichungssystem-Aufstellung wird innerhalb der braun
gefa¨rbten Physik-Module vorgenommen, welche fu¨r die Berechnung der einzelnen physika-
lischen Zustandsgro¨ßen zusta¨ndig sind. Hierbei wird nacheinander fu¨r die jeweils aktiven
physikalischen Zustandsgro¨ßen das Ersatzsystem aufgestellt und anschließend mit dem li-
nearen Gleichungssystemlo¨ser gelo¨st, bevor die na¨chste Zustandsgro¨ße berechnet wird. Die
nacheinander ausgefu¨hrten Berechnungen der einzelnen Zustandsgro¨ßen werden durch die
nicht-lineare Iterationsschleife gekoppelt.
Betrachtet man das Aufstellen des Ersatzsystems etwas genauer, findet man eine aus-
schließliche Abha¨ngigkeit der Berechnungen vom letzten Zustand vor dem Betreten des
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Abbildung 37: Schematischer Ablauf der Vorwa¨rtssimulation. Parallele Regionen sind
durch die rot gestrichelten Bereiche gekennzeichnet.
jeweiligen Physik-Moduls. Mit dieser Voraussetzung ergibt sich eine weitestgehende Un-
abha¨ngigkeit aller innerhalb eines Moduls stattfindenden Berechnungen und damit ei-
ne parallelisierbare Aufstellung des Ersatzgleichungssystems. Im Detail kann nahezu jede
einzelne Zeile der Systemmatrix und der dazugeho¨rigen rechten Seite weitestgehend un-
abha¨ngig von den anderen berechnet werden. Einzige Ausnahme bilden hier die nachtra¨gli-
chen Modifikationen bezu¨glich der Dirichlet- und Neumann-Randbedingungen. Diese teil-
weise seriell ausgefu¨hrten Randwerte-Modifikationen sind nur ein Grund fu¨r die zweiteilige
Parallelisierung.
Ein anderer Grund fu¨r diese Trennung liegt in der schon erwa¨hnten Mo¨glichkeit,
dass der Gleichungslo¨ser spa¨ter bei der Erzeugung von Ableitungscode nicht als
”
Black-
box“ (Fachbegriff fu¨r die Verwendung von automatisch erzeugten AD-Code ohne diesen
zu untersuchen oder zu a¨ndern) beibehalten werden soll. Hier kann stattdessen ein ma-
nuell erstellter und optimierter Ableitungscode oder eine externe Lo¨sung in Form eines
Bibliotheksaufrufs eingesetzt werden. Neben einer Vielzahl von manuell optimierten bzw.
parallelisierten Gleichungslo¨sern findet sich hier auch die Aufrufmo¨glichkeit von externen,
nicht-parallelisierten Gleichungslo¨sern (z.B. aus LAPACK [27]). Deswegen wird, falls vor-
handen, die zweite parallele Region explizit neu fu¨r das Lo¨sen des eigentlichen linearen
Gleichungssystems ero¨ffnet (unterer rot-gestrichelter Bereich in Abbildung 37).
An dieser Stelle kann man in Hinblick auf die spa¨tere, parallelisierte Mehrfachausfu¨h-
rung (a¨ußere Parallelisierung) eine wichtige Forderung (Grundannahme 5.1) formulieren.
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Grundannahme 5.1 Bedingung fu¨r eine mehrfache Ausfu¨hrbarkeit
Der Programmcode bzw. die Algorithmen innerhalb der parallelen Regionen (der
Vorwa¨rtssimulation) mu¨ssen fu¨r die gleichzeitige Nutzung durch verschiedene Unter-
prozesse ausgelegt sein (engl.
”
thread-safe“).
Diese Annahme 5.1 bedingt zweierlei Unabha¨ngigkeiten. Einerseits mu¨ssen die verwende-
ten Implementierung innerhalb einer solchen parallelen Region unabha¨ngig von einander
ausfu¨hrbar sein. Andererseits muss es mo¨glich sein, dass gleichzeitig mehrere Gruppen
von Unterprozessen ihre parallelen Regionen unabha¨ngig auf verschiedenen Datenberei-
chen bearbeiten ko¨nnen.
Im ersten Fall kann es sich beispielhaft um verschiedene logisch unabha¨ngige Berech-
nungen auf unterschiedlichen Zeilen innerhalb eines Datenvektors handeln. Die Berech-
nung soll dabei fu¨r die eine Zeile nicht von den Ergebnissen in einer anderen abha¨ngen.
Fu¨r den zweiten Fall muss man meistens sicherstellen, dass die unterschiedlichen Gruppen
von Unterprozessen verschiedene Datenvektoren bearbeiten ko¨nnen. Dies scheint auf den
ersten Blick einfacher erfu¨llbar, fu¨hrt aber oft bei der Verwendung externer Bibliotheken
zu Problemen. Diese treten oft bei einer integrierten Parallelisierung fu¨r die Verteilung
der Rechenarbeit auf mehrere Rechenkerne auf. Genauso oft kommen dabei aber globa-
le Schnittstellen zum Einsatz, die im Nachhinein nicht ohne Weiteres die gleichzeitige
Verwendung in mehreren Unterprozess-Gruppen unterstu¨tzen. Na¨heres zu einer Lo¨sungs-
strategie wird in Kapitel 6 beschrieben.
Unabha¨ngig von den manuell implementierten Gleichungslo¨sern wird auf den externen
LAPACK-Lo¨ser gleichzeitig mit verschiedenen Unterprozess-Gruppen zugegriffen, obwohl
der Lo¨ser selbst nicht parallelisiert auf einer inneren Gruppe ausgefu¨hrt wird. Bei den ma-
nuell implementierten Lo¨sern handelt es sich ausschließlich um
”
konjugierte Gradienten“-
Verfahren [10, 11, 101, 102] mit wahlweiser Vorkonditionierung [26, 103, 104, 105]. Hier
wird unter anderem massiver Gebrauch von BLAS1-Routinen der BLAS-Bibliothek [106,
107] gemacht.
Der dieser Arbeit zugrunde liegende Simulationscode hat eine weitere besondere Eigen-
schaft. Er entha¨lt Algorithmen, die fu¨r stark bzw. fein diskretisierte Modellgitter geeignet
sind. Das bedeutet einerseits eine hohe Rechenlast die mittels Parallelisierung bewa¨ltigt
wird. Andererseits belasten die verwendeten Algorithmen sehr intensiv den Hauptspei-
cher, was sich nicht nur im Gesamtverbrauch des zur Berechnung no¨tigen Hauptspeichers,
sondern auch in einem hohen Datenverkehr zwischen Speicher und Prozessorkern a¨ußert.
Deshalb ist maßgeblich eine hohe Hauptspeicherbandbreite fu¨r eine gute Skalierbarkeit
(im Sinne der Parallelisierung) und damit fu¨r eine kurze Berechnungszeit no¨tig.
U¨brig bleibt fu¨r die spa¨teren Vergleiche einmal der maximale Speicherverbrauch, der
in den hell-gelben U¨bersichten mit mem abgeku¨rzt wird und zum anderen der maximale
Berechnungsaufwand. Letzterer wird mit cpu abgeku¨rzt und wird in Abha¨ngigkeit von der
jeweiligen Anzahl der Unterprozesse angegeben. Beide Kriterien erho¨hen sich mit zuneh-
mend verfeinerter Modell-Diskretisierung, weswegen die Vergleiche bezu¨glich einer fiktiven
Gro¨ße N und damit unabha¨ngig von der tatsa¨chlichen Modellgro¨ße betrachtet werden. Das
selbe gilt auch fu¨r die Anzahl zu berechnender Zeitschritte oder sonstige modellspezifische
Konfigurationen, fu¨r die insgesamt das N als Na¨herung steht. Die einzigen Ausnahmen
bilden hier die Anzahl der fu¨r die Parameterscha¨tzung beno¨tigten Gradienten P oder die
Anzahl der zu berechnenden stochastischen Versuche V. Sie werden zur Skalierung der
Vergleichskriterien eingesetzt.
Beginnend mit dem Berechnungsaufwand soll die in Abbildung 38 aufgefu¨hrte Beispiel-
routine einen typischen Simulationsverlauf der originalen Modell-Simulation charakteri-
sieren. In der abgebildeten Routine vdiv wird im Wesentlichen ein Skalar α elementweise
durch einen Vektor x dividiert und das Resultat elementweise in dem Vektor y gespeichert.
Entsprechend gibt es hier N Divisions-Operationen. Ohne Parallelisierung wird hierfu¨r der
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Abbildung 38: Beispielfunktion vdiv stellvertretend fu¨r den Speicherverbrauch und Be-
rechnungsaufwand einer Modell-Simulation.
(dicke Umrandung) Markierung fu¨r Berechnungsroutine
serielle Berechnungsaufwand (N Rechenoperationen) mit cpu = To(N, 1) definiert. Analog
dazu wird der Speicherverbrauch einfach mit mem = Mo(N) spezifiziert, wobei es sich
im Detail um 2 · N + 1 Datenelemente fu¨r die beiden Vektoren x, y und dem Skalar α
handelt (die Variablen N und i werden vernachla¨ssigt). Das ist allerdings noch nicht aus-
reichend, um auch bei einer Parallelisierung die dahinter liegenden Datenstrukturen bzw.
deren Speicherverbrauch u¨berschaubar zu machen.
Fu¨r ein besseres Versta¨ndnis ist es deshalb wichtig, die mo¨glichen Datenstrukturen
schematisch und gesondert zu veranschaulichen. Im Folgenden wird deshalb oft zu den
Parallelisierungsstrategien ein Schema mit blauen Datenblo¨cken gezeigt. Zusa¨tzlich werden
Ableitungsobjekte grau statt blau eingefa¨rbt. In der Abbildung 39 sind die drei ha¨ufigsten
Varianten dargestellt. Sie zeigen von links nach rechts jeweils drei Datenobjekte (Blo¨cke),
Abbildung 39: Datenstruktur und Speicherverbrauch. Links: Mehrfachnutzung zu
unterschiedlichen Zeitpunkten; Mitte: jeweils einzelne Datenobjekte; Rechts: ho¨her-
dimensionales Datenobjekt.
wobei die Anordnung der drei Datenblo¨cke die unterschiedlichen Strukturen kennzeichnet.
Die erste (linke) Variante steht fu¨r eine zeitliche Mehrfachnutzung des selben Datenobjek-
tes, d.h. dieselbe Vektorvariable wird in diesem Beispiel fu¨r insgesamt drei verschiedene
unabha¨ngige Berechnungen eingesetzt. Der entsprechende Hauptspeicher kann fu¨r die je-
weilige Berechnung wieder verwendet werden, weshalb man nur ein Datenobjekt beno¨tigt
und damit in der Darstellung nur einen aktiven Block vollsta¨ndig sieht.
Bei der mittleren Variante verwendet dagegen jeder Unterprozess fu¨r seine Berechnung
eine eigene Vektorvariable (bzw. Kopie des Datenobjektes) und muss somit das Datenob-
jekt insgesamt mehrmals im Hauptspeicher anlegen. Deswegen sind hier die drei Daten-
blo¨cke deutlich getrennt und sichtbar vereinzelt dargestellt. Dies ist unabha¨ngig davon,
ob zu einem Zeitpunkt tatsa¨chlich vielleicht nur ein Datenobjekt vorhanden ist; bei einer
Parallelisierung ko¨nnten es auch mehrere sein.
Der Unterschied zur letzten Variante (ganz rechts in Abbildung 39) besteht hier deshalb
hauptsa¨chlich in der Anzahl der einzeln erzeugten Datenobjekte. Hier handelt es sich
nur um ein einzelnes Vektorobjekt mit einer erho¨hten Dimensionsanzahl. Die Gro¨ße der
zusa¨tzlichen Dimension entspricht dafu¨r aber der Anzahl der beno¨tigten Kopien bzw.
einzelnen Datenbereiche.
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5.1.1 Vorwa¨rtssimulation - Konzeptuelle Richtlinien
Unabha¨ngig von den bisher schon angesprochenen funktionellen Modularisierungen oder
technischen Maßnahmen gibt es eine Reihe von wichtigen Richtlinien fu¨r das Hochleis-
tungsrechnen (engl.
”
high performance computing“) und einen dafu¨r tauglichen Simula-
tionscode. Die allgemeinen Anforderungen und eigenen Erfahrungen im Softwareprojekt
lassen sich in Hinsicht auf (1) schonende Ressourcennutzung, (2) leistungsfa¨hige Daten-
platzierung, (3) Datenstrukturen fu¨r effizienten Zugriff und (4) hoch skalierender Paralle-
lisierung zu einer Reihe von Richtlinien zusammenfu¨hren. Hierbei profitierte das im Rah-
men dieser Forschungsarbeit erstellte Softwareprojekt maßgeblich von einer Ausrichtung
auf diese Pakete. Das erste Richtlinienpaket 5.1 bescha¨ftigt sich mit der allgemeinen Da-
tenverwaltung und besagt außerdem, wann Ersatzfunktionen statt Datenfelder verwendet
werden sollten.
Richtlinien 5.1 Allgemeiner Umgang mit den Datenobjekten und Ersatzfunktionen
• Große Datenfelder auflo¨sen und durch Funktionsaufrufe ersetzen (Ersatzfunktio-
nen), um die Speicheranforderungen gering zu halten. Das ist gu¨nstig bei selten
verwendeten Werten, die leicht zu berechnen sind.
• Ein Datenfeld fu¨r Zwischenwerte immer dann anlegen, wenn die Werte sehr oft
beno¨tigt werden und eine sonst notwendige Neuberechnung (durch Ersatzfunktio-
nen) die Rechenleistung zu sehr negativ beeinflusst. Insbesondere gilt das dann,
wenn die Neuberechnung eine Synchronisation oder unregelma¨ßige Speicherzu-
griffe erfordert. Vorsicht erfordern Datenfelder, die selbst auch sehr unregelma¨ßi-
ge Zugriffe auslo¨sen.
• Zweckma¨ßige Parameter-Listen bei der Funktionsdeklaration einsetzen. Bei Fort-
ran handelt es sich oft nur um Referenzen, aber eine lange Liste kann sowohl die
Rechenleistung wie auch die U¨bersicht stark mindern. Einsparungen erreicht man
durch globale U¨bergaben (z.B. innerhalb von Fortran-Modulen).
• Speicherverwaltung mo¨glichst selten aufrufen. Wiederverwendbarkeit von Date-
nobjekten reduziert den Gesamtverbrauch und Kosten durch die Speicherverwal-
tung; kann z.B. bei tempora¨ren Feldern ha¨ufig verwendeter Routinen vorkommen.
Statt die Routine die tempora¨ren Felder sta¨ndig neu anlegen zu lassen, ist es oft
besser, sie permanent aktiv zu halten und gegebenenfalls anderen Routinen zur
Verfu¨gung zu stellen.
• Arbeit auf lokalen Datenbereichen prozessornah bevorzugen. Unabha¨ngig von
Cache-Optimierungen ist es bei ccNUMA-Architekturen immer dann vorteilhaft,
wenn man besonders ha¨ufig Daten mit dem Hauptspeicher austauschen muss.
Eine Lo¨sung besteht in dem Anlegen von lokalen Datenkopien und muss deshalb
gegenu¨ber der Erho¨hung des Speicherverbrauches abgewogen werden.
Das zweite Richtlinienpaket 5.2 bescha¨ftigt sich na¨her mit der Strategie fu¨r die Daten-
sichtbarkeitsbereichs-Attribute (Ausnahme Unterpunkt D4). Das kann man zuna¨chst un-
abha¨ngig von einem konkreten Algorithmus und dessen Parallelisierung aber abha¨ngig von
dem verwendeten Rechnersystem betrachten.
Denn die im Kapitel 4.1 beschriebene uneingeschra¨nkte Flexibilita¨t fu¨r die Datensicht-
barkeitsbereich-Attribute ermo¨glicht eine von der Parallelisierung unabha¨ngige Betrach-
tung, solange die Datenobjekte die dort geforderten Attribute aufweisen und die Paral-
lelisierung oder der Algorithmus nicht einschra¨nkt, durch welche Maßnahme (z.B. lokal
oder global deklariert) das bewerkstelligt werden muss. Das bedeutet, dass die Paralle-
lisierung grundsa¨tzlich frei in der Wahl bleibt, welcher Unterprozess, was zu berechnen
hat und was fu¨r ein Zugriff auf die Daten ihm erlaubt ist. Das ist wichtig in Bezug auf
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die Verallgemeinerbarkeit bzw. U¨bertragbarkeit der im Kapitel 4 vorgestellten
”
OpenMP-
hiding“ Softwaretechnik.
Bezu¨glich des Rechnersystems macht es dagegen schon einen Unterschied, durch welche
technische Maßnahme die Datenobjekte eher prozessornah platziert sind und wann nicht.
Deswegen fasst das Richtlinienpaket 5.2 die gemachten Erfahrungen aus der Sicht des
Rechnersystems in einer bewa¨hrten Strategieu¨bersicht zusammen.
Richtlinien 5.2 Allgemeine Strategie fu¨r Datensichtbarkeitsbereichs-Attribute und Syn-
chronisation
D1: Grundsa¨tzlich sollen alle Datenvariablen innerhalb einer parallelen Region als
lokale Kopie (private-Attribut) vorliegen.
D2: Als nahezu gleichwertig gelten auch global und damit als shared angelegte Da-
tenobjekte, wenn jeder Unterprozess nur auf einem eigenen (großen) Teilbereich
dieser Variable zugreift.
D3: Davon abweichend ko¨nnen große Datenobjekte, die nach einer Erstinitialisie-
rung nie modifiziert, sondern nur gelesen werden, als shared zur Verfu¨gung
gestellt werden. Das ist eine wesentliche Maßnahme, um den Speicherverbrauch
zu reduzieren.
D4: Redundante Berechnungen fu¨r mehrere Unterprozesse sind Synchronisationen
vorzuziehen, es sei denn, daraus ergeben sich zu schwerwiegende Nachteile in
der Rechenleistung.
Der erste Unterpunkt D1 steigert die Leistung, da die
”
lokalen“ Variablen hauptsa¨chlich
im lokalen (schnellen) Speicherbereich angelegt werden (wichtig fu¨r ccNUMA). Außerdem
darf hier nur jeweils ein Unterprozess darauf zugreifen, wodurch die Bedingung fu¨r eine
mehrfache Ausfu¨hrbarkeit (Grundannahme 5.1) gewa¨hrleistet wird.
Sowohl fu¨r D2 als auch D3 ist es auf ccNUMA-Systemen entscheidend, die Datenob-
jekte mit Hilfe einer verteilten bzw. parallelisierten Speicherreservierung durchzufu¨hren,
um die ansonsten auftretenden Nachteile fu¨r die Recheneffizienz abzufangen.
5.2 Parallelisierung des automatisch erzeugten Transformationscodes
Aufgrund des erho¨hten Berechnungsaufwands fu¨r Gradienten ist eine Parallelisierung von
automatisch erzeugten Ableitungscode notwendig. In der Literatur finden sich zahlreiche
Beschreibungen fu¨r nachtra¨gliche Parallelisierungen (z.B. in [108, 109, 110]).
Die vorliegende Arbeit betrachtet dagegen eine automatisierte Weiterverwendung einer
bereits bestehenden (originalen) Parallelisierung, z.B. durch die in Kapitel 4 beschriebene
”
OpenMP-hiding“-Technik. Damit kann man sowohl die originale Berechnungsfunktion
als auch die eigentliche Gradientenberechnung beschleunigen. In den nachfolgenden Un-
terkapiteln 5.2.1 und 5.2.2 werden deshalb alle Beispiele mit der originalen Parallelisierung
ausgefu¨hrt, wobei ti fu¨r die Anzahl der an der parallelen Berechnung beteiligten Unter-
prozesse steht.
5.2.1 Die originale Parallelisierung mit Skalar-Gradienten-Modus
Man unterscheidet bei der Ableitungsberechnung u¨blicherweise zwei ga¨ngige Betriebsmo-
di, die in der Anzahl der berechenbaren Gradienten von einander abweichen. Die erste
Betriebsart kann als Skalar-Gradienten-Modus bezeichnet werden. Dabei wird bei der
Verwendung einer
”
Quellcode zu Quellcode“-Transformation ein speziell fu¨r diesen Fall
eingeschra¨nkter Programmcode erzeugt. Dieser kann nur solche Ableitungsobjekte anle-
gen und handhaben, die fu¨r die Berechnung einer einzelnen Richtungsableitung notwendig
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sind. Mit einer zusa¨tzlichen a¨ußeren Schleife und unterschiedlicher Initialisierung lassen
sich dann aber durchaus mehrere Ableitungen berechnen.
In Abbildung 40 wird dies anhand eines einfachen Beispiels und ausgehend von dem
originalen Programmcode verdeutlicht. Auf der linken Seite dieser Abbildung, wird die
Abbildung 40: Links: Fortran-Modul (grauer Hintergrund) und Funktionsaufruf der origi-
nalen Routine (grau-schraffierter Hintergrund); Rechts: Fortran-Modul und mehrmaliger
Funktionsaufruf der Ableitungsroutine in einer Schleife u¨ber P.
Wichtige Kennzeichnung fu¨r die Berechnung der Ableitungen; Fortran-Modul Defi-
nition; Hauptabschnitt Funktionsaufruf;
originale Variablen-Deklaration im Modul
”
caller shared“ und darunter der urspru¨ngli-
che Aufruf der aus Abbildung 38 bekannten Routine vdiv gezeigt. Hierbei wird allerdings
omp vdiv statt vdiv aufgerufen, um anzudeuten, dass es sich um eine parallelisierte Version
von vdiv handelt. Fu¨r den Ableitungscode auf der rechten Seite sind die wichtigsten Un-
terschiede gegenu¨ber der originalen Version mit gru¨nem Hintergrund hervorgehoben. Dies
sind einerseits die Konstante P und die Ableitungsobjekte der Vektoren x, y (gekennzeich-
net durch g x, g y) in dem neuen Fortran-Modul
”
g caller shared“. Zum Anderen findet
sich rechts-unten in der Ableitungsversion des Funktionsaufrufs die lokale Deklaration des
Ableitungsobjektes g α und eine Schleife mit j von 1 bis P fu¨r die Nacheinanderberechnung
aller P Richtungsableitungen.
In dieser einfachen Schleife befinden sich zwei zusa¨tzliche gru¨n markierte Kommenta-
re. Dabei steht
”
seeding“ (engl. Fachbegriff) fu¨r eine spezielle Initialisierung zur Berech-
nung der j-ten Ableitung. Entsprechend gibt es nach der j-ten Gradientenberechnung (in
g omp vdiv) einen (mit
”
evaluate“ gekennzeichneten) Vermerk, dass anschließend das j-te
Ergebnis (hier in g y gespeichert) weiterverarbeitet oder kopiert wird. Im Folgenden wird
nicht weiter auf die jeweiligen Details fu¨r die Initialisierung und die Weiterverarbeitung
na¨her eingegangen, und fu¨r alle spa¨teren Vergleiche wird die darin enthaltene Rechenarbeit
oder der Speicherverbrauch vernachla¨ssigt. Wegen kleinen aber wichtigen Unterschieden
werden sie dennoch immer mit aufgefu¨hrt. Abschließend sei noch angemerkt, dass diese
Variante als Skalar-Gradienten-Modus mit einfachen Datenobjekten und einer Speicherre-
servierung außerhalb des hier gezeigten Funktionsaufrufs bezeichnet wird (zusammen kurz
SG-Mode (einfach außen)).
Der Vollsta¨ndigkeit halber zeigt die Abbildung 41 die Parallelisierung von vdiv bzw.
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g vdiv. Entsprechend der in Kapitel 4.3 vorgeschlagenen Modularisierung findet eine Auf-
Abbildung 41: Links: Zwischenroutine omp vdiv und parallelisierte Original-Routine vdiv
(dicke Umrandung); Rechts: analog dazu erzeugter Ableitungscode mit originaler Paral-
lelisierung. Das Innere der rot markierten parallelen Region wird mit einem Hintergrund
in orange hervorgehoben.
Innere parallele Region; Wichtige Kennzeichnung fu¨r die Berechnung der Ableitungen;
Zwischenroutine; Berechnungsroutine; Performance-Modelle
teilung der in Abbildung 38 eingefu¨hrten Beispielfunktion in eine Zwischenroutine (hier
omp vdiv) und die eigentliche Funktion vdiv (schwarze Umrandung) statt. Die Schlu¨ssel-
wo¨rter fu¨r den Anfang (c$omp parallel) und das Ende (c$omp end parallel) einer
parallelen Region werden hier in omp vdiv mit einem kra¨ftigen Rot hervorgehoben. Der
dazugeho¨rige innere Bereich wird deshalb mit einer schwa¨cheren Einfa¨rbung (hier rosa
Hintergrundfarbe) gekennzeichnet. Das ist no¨tig, um sie spa¨ter von einer zusa¨tzlichen par-
allelen Region (mit blauer Einfa¨rbung) unterscheiden zu ko¨nnen. Auf der rechten Seite
(rechts in Abbildung 41) befindet sich, wie schon zuvor, der erzeugte Programmcode fu¨r
die Ableitungsberechnung von ∂y/∂(α, x). Die wesentlichen Unterschiede zur originalen
Version sind auch hier wieder mit gru¨nem Hintergrund hervorgehoben.
Bei der Betrachtung des eigentlichen Berechnungsaufwands (rechts-unten in Abbil-
dung 41) fa¨llt auf, dass fu¨r die Ableitungsberechnung eine einzelne neue Programmzeile
in g vdiv hinzugekommen ist, die ihre Resultate in g y(i) speichert. Damit erho¨ht sich der
Berechnungsaufwand cpu (seriell betrachtet) erst einmal von To(N, 1) auf
P · To(N, 1) + 3 · P · To(N, 1) = P · (1 + 3) · To(N, 1),
denn die Berechnung von y(i) entha¨lt eine und g y(i) drei weitere Rechenoperationen fu¨r
jedes der N Datenelemente pro Vektor und fu¨r P Richtungsableitungen. Da das Verha¨ltnis
von neuen Rechenoperationen (fu¨r die Ableitungsberechnung) gegenu¨ber den originalen
Operationen schwanken kann, werden im Folgenden die zusa¨tzlichen Ableitungsoperatio-
nen allgemein auf eine Konstante c gescha¨tzt. Damit ergibt sich P · (1 + c) · To(N, 1).
Hier kommt jetzt noch die Anzahl der verwendeten Unterprozesse ti hinzu, wobei
der Index
”
i“ fu¨r die innere Parallelisierung (orange-markiert in Abbildung 41) steht.
Idealerweise soll fu¨r den originalen Programmcode (allgemein) eine perfekte originale Par-
allelisierung mit To(N, 1)/ti = To(N, ti) und der Nebenbedingung ti|N (mathematische
Abku¨rzung fu¨r ti teilt N) gelten, genau wie in dem Beispielcode. Dann ergibt sich fu¨r die
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Berechnung aller Ableitungen ein Berechnungsaufwand von cpu = P · (1 + c) · To(N, 1)/ti
pro Unterprozess und damit insgesamt P · (1 + c) · To(N, ti) gegenu¨ber von nur To(N, ti)
der originalen Funktion. Siehe dazu auch den hell-gelben Bereich mit den Performance-
Modellen ganz unten in Abbildung 41.
Ausgehend von mem = Mo(N) fu¨r die originalen Funktion verdoppelt sich der Spei-
cherverbrauch fu¨r die nacheinander stattfindende Ableitungsberechnung auf insgesamt
2 ·Mo(N). Denn zu jedem originalen Datenobjekt kommt hier nur ein Ableitungsobjekt,
wie in Abbildung 42 angedeutet, mit gleicher Gro¨ße hinzu. Andererseits kann man auch
Abbildung 42: Datenstruktur-Speicherschema mit a¨ußerer Speicherreservierung und ein-
fachen Datenobjekten, fu¨r die Mehrfachnutzung zu unterschiedlichen Zeitpunkten.
die anderen beiden Datenstrukturvarianten links und rechts in Abbildung 43 (analog zu
Abbildung 39) nachbilden. Dazu muss lediglich das Fortran-Modul und der Teil mit dem
Funktionsaufruf umgeschrieben werden. Im Anhang B.1 finden sich deshalb die dazu-
Abbildung 43: Datenstruktur-Speicherschema. Links: mit innerer private-
Speicherreservierung; Rechts: mit a¨ußerer Speicherreservierung und ho¨her-dimensionalen
Datenobjekten.
geho¨rigen Programmabschnitte in den Abbildungen 64 und 65. Fu¨r beide gelten die sel-
ben Scha¨tzungen bezu¨glich des Berechnungsaufwands von cpu = P · (1 + c) ·To(N, ti). Bei
dem Speicherverbrauch folgt die
”
innen private“-Variante (Abbildung 64; Anhang B.1)
dem bisherigen mit mem = 2 ·Mo(N), denn sie legt zwar innerhalb der Gradientenschlei-
fe fu¨r jede Ableitungsberechnung neue Datenvektoren im Speicher mit allocate(...) an,
gibt aber vorher den Speicher der letzten Berechnung mit deallocate(...) wieder frei.
Allerdings kann das sta¨ndig neue Reservieren und Freigeben von vielen Variablenobjekten
die Effizienz stark negativ beeinflussen. Dabei kann es sich um Nachteile in dem Berech-
nungsaufwand und bei der Synchronisation handeln. Dieser Effekt kann sich noch dadurch
versta¨rken, wenn die expliziten Speicherreservierungen innerhalb der Ableitungsfunktion
(bzw. originalen Funktion) noch o¨fters (z.B. in einer Schleife) auftreten. Diese Variante
steht deshalb stellvertretend fu¨r eine ganze Klasse mit innerer
”
lokaler“ Speicherreservie-
rung.
Mit der Verwendung von ho¨her-dimensionalen Datenobjekten (rechts in Abbildung 43
und Programmbeispiel in Abbildung 65; Anhang B.1) ergibt sich dann ein anderer Nach-
teil. Die Datenobjekte werden zwar wie bei der ersten Variante (Abbildung 42) außen
einmalig angelegt, aber man muss P-mal soviel Speicher gleich fu¨r alle Datenobjekte an-
legen (mem = 2 · P ·Mo(N)). Das ist eigentlich fu¨r die originalen Variablenobjekte nicht
no¨tig, wir nehmen dies hier aber aus praktischen Gru¨nden an (Erkla¨rung im nachfolgen-
den Abschnitt) und folgenden damit dem zuvor abgebildeten Speicherschema (rechts in
Abbildung 43). So lange man nur die originale Parallelisierung verwenden will, ist dieser
große Nachteil zu beachten. Er fa¨llt, wie spa¨ter noch gezeigt wird, aber nicht mehr so stark
ins Gewicht, sobald man andere Arten der Parallelisierung betrachtet.
Verwendung ho¨her-dimensionaler Datenobjekte
Ein Vorteil bei der Verwendung von ho¨her-dimensionalen Datenobjekten ist es, dass jede
Richtungsableitung direkt auf ihrem eigenem Teilbereich von g x, g y, g a ungesto¨rt und
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frei von Nebeneffekten berechnet werden kann. Angenommen die Vektorvariable y wurde
mit y(N) angelegt (N = Vektorla¨nge) und man beno¨tigt drei Richtungsableitungen (P = 3),
dann kann das dazugeho¨rige Ableitungsobjekt mit g y(N, 3) statt mit g y(N) dimensioniert
werden.
Dies erha¨lt man automatisch, wenn die originale Variable schon mit y(N,P) neu dimen-
sioniert wurde, wie zuletzt vorgeschlagen. Das wird spa¨ter noch einmal wichtig, sobald man
wegen einer anderen Parallelisierung diese zusa¨tzliche Dimension auch auf den originalen
Variablenobjekten beno¨tigt. Mit der zusa¨tzlichen Dimension ist die erste Richtungsablei-
tung jetzt auf dem Teilbereich g y(1 : N,1) und die Zweite und Dritte in g y(1 : N,2) und
g y(1 : N,3) direkt berechenbar.
Die zusa¨tzliche Dimension in der Gro¨ßenordnung der Anzahl der Richtungsableitungen P
wird im Folgenden auch als
”
Ableitungsdimension“ und bei den stochastischen Versuchen
als
”
Versuchedimension“ (mit der Anzahl V) bezeichnet.
Um den Vorteil der ho¨her-dimensionalen Datenobjekte zu nutzen, muss man die Ab-
leitungsdimension auf allen notwendigen Datenvariablen einfu¨hren. Außerdem muss man
dabei sicher stellen, dass eine einzelne Ableitungsberechnung auch nur auf dem jeweiligen
Teilbereich arbeitet. Dazu kann man entweder, wie in den Beispielen gezeigt, nur den je-
weiligen Teilbereich weiter geben oder eine lokale Variable mit der jeweiligen Indexnummer
(hier 1 bis 3) u¨bergeben. Im Hinblick auf eine spa¨tere Parallelisierung mit vielen globalen
Datenobjekten ist eine lokale Indexvariable sinnvoller.
Die spezielle Initialisierung (fu¨r die Gradientenberechnung) la¨sst sich direkt schon von
Anfang an auf den ho¨her-dimensionalen Datenobjekten vornehmen und ein U¨berfu¨hren
der Ableitungsergebnisse (bei der Weiterverarbeitung) in zusa¨tzliche Datenobjekte wu¨rde
wegfallen.
5.2.2 Die originale Parallelisierung mit Vektor-Gradienten-Modus
Im Gegensatz zu dem Skalar-Gradienten-Modus bietet der im Folgenden als Vektor-Gradi-
enten-Modus bezeichnete die Mo¨glichkeit, direkt mit einem Lauf mehrere Richtungsablei-
tungen berechnen zu lassen. Den Unterschied zeigt das in der Abbildung 44 aufgefu¨hrte
Programmbeispiel. Grundsa¨tzlich wird dabei so vorgegangen, dass zu fast jeder originalen
Berechnungsanweisung auch direkt eine Gradientenschleife im Ableitungscode eingefu¨gt
wird. Eine zu diesem Zweck eingefu¨gte Gradientenschleife ist mit gru¨nem Hintergrund
in der dick-umrandeten Routine g vdiv markiert. Da diese Gradientenschleifen (im All-
gemeinen mehrere) nun direkt im Ableitungscode vorkommen, gestaltet sich der Funkti-
onsaufruf (links daneben in Abbildung 44) entsprechend einfach. Auch hier arbeitet man
u¨blicherweise mit ho¨her-dimensionalen Datenobjekten a¨hnlich dem zuletzt vorgestellten
im Skalar-Gradienten-Modus.
Es gibt aber zwei Unterschiede. Zum einen ist die P-Dimension als erste fu¨r die
Ableitungsobjekte definiert worden (siehe gru¨n-markierte Ableitungsobjekte im Modul
”
g caller shared“), um in Fortran die Berechnung der Gradientenschleife mit einem sehr
effizienten Datenzugriff zu ermo¨glichen. Der zweite Unterschied betrifft die spezielle In-
itialisierung. Bei dem Skalar-Gradienten-Modus hatte man noch die Mo¨glichkeit, sie fu¨r
jede Gradientenberechnung gesondert durchzufu¨hren; jetzt muss man vor dem Ableitungs-
aufruf alle Gradienten vollsta¨ndig initialisieren (im Programmcode der Abbildung 44 mit
”
full seeding“ gekennzeichnet).
Zur Scha¨tzung des Berechnungsaufwands kann man verallgemeinert von To(N, 1) fu¨r
eine originale Funktion mit von N abha¨ngigen Berechnungsanweisungen ausgehen. Un-
ter der bisherigen Annahme, dass zu jeder originalen Programmanweisung genau c-viele
Ableitungsanweisungen (im g vdiv Beispiel ist c = 3) hinzukommen, kann man auch
hier fu¨r eine einzelne Ableitungsberechnung von einem seriellen Gesamtaufwand cpu 1 =
To(N, 1) + c · To(N, 1) = (1 + c) · To(N, 1) ausgehen.
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Abbildung 44: Ableitungsberechnung im Vektor-Gradienten-Modus mit originaler Paral-
lelisierung.
Innere parallele Region; Wichtige Kennzeichnung fu¨r die Berechnung der Ableitungen;
Fortran-Modul Definition; Hauptabschnitt Funktionsaufruf; Zwischenroutine;
Berechnungsroutine; Performance-Modelle
Fu¨r alle P Richtungsableitungen zusammen (im Vektor-Gradienten-Modus) erha¨lt man
entsprechend
cpu VG = (1 + c · P) · To(N, 1),
wobei hier wichtig ist, dass P nicht die originalen Programmanweisungen mit skaliert.
Dagegen gilt fu¨r den Skalar-Gradienten-Modus ein Aufwand von
cpu SG = P · (1 + c) · To(N, 1),
da die originalen Programmanweisungen genauso oft wiederholt werden mu¨ssen, wie die
Anzahl der Richtungsableitungen P. Daraus ergibt sich dann ein Verha¨ltnis von
cpu SG
cpu VG
=
P · (1 + c) · To(N, 1)
(1 + c · P) · To(N, 1) =
(1 + c)
(1/P + c)
(11)
und fu¨r ein hinreichend großes P erha¨lt man:
lim
P→∞
(1 + c)
(1/P + c)
= 1/c+ 1. (12)
Normalerweise gilt c ≥ 1, wobei hier aber keine Aktivita¨tsanalyse vom AD-Werkzeug
beru¨cksichtigt wird. Fu¨r diese Analyse geht man davon aus, dass nur fu¨r die zur Ablei-
tungsberechnung no¨tigen Rechenoperationen (der originalen Funktion) auch Ableitungs-
operationen generiert werden. Da es deswegen fu¨r einen allgemeinen Fall mehr originale
Rechenoperationen als Ableitungsoperationen geben kann, soll hier c als durchschnittliches
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Verha¨ltnis (AD-Operationen zu originalen Operationen) angenommen werden. Fu¨r einen
typischen Durchschnittswert (auch nach eigenen Erfahrungen) von c ≈ 1, ergibt sich aus
1/c + 1 ein Verha¨ltnis von ungefa¨hr 2. Hieraus folgt, dass sich typischerweise durch den
Vektor-Gradienten-Modus in etwa die Ha¨lfte des Berechnungsaufwands gegenu¨ber dem
Skalar-Gradienten-Modus einsparen la¨sst. Das gilt dann auch unter der Einbeziehung der
Parallelisierung mit ti Unterprozessen.
U¨blicherweise werden bei dem Vektor-Gradienten-Modus nur die Ableitungsobjekte
automatisch mit einer zusa¨tzlichen Ableitungsdimension erzeugt. Die Abbildung 45 ver-
deutlicht das in Form eines Schemas zum Speicherverbrauch.
Abbildung 45: Datenstruktur-Speicherschema typisch fu¨r Vektor-Gradienten-Modus.
Die Scha¨tzung des Speicherverbrauchs ergibt mem VG = (1 + P) ·Mo(N). Vergleicht man
das mit dem Skalar-Gradienten-Modus mit ho¨her-dimensionalen Datenobjekten (rechts in
Abbildung 43, mem SG-hd = 2 · P ·Mo(N)), erkennt man leicht, dass sich ein a¨hnlicher
Vorteil ergibt. Im Detail berechnet sich das Verha¨ltnis fu¨r den Speicherverbrauch dann
wie
mem SG-hd
mem VG
=
2 · P ·Mo(N)
(1 + P) ·Mo(N) =
2
(1/P + 1)
. (13)
Der Speicherverbrauch vom Vektor-Gradienten-Modus ist damit in etwa auch nur halb so
groß wie bei dem Skalar-Gradienten-Modus mit vollsta¨ndig ho¨her-dimensionaler Speicher-
reservierung (fu¨r hinreichend großes P). Zu beachten ist hierbei, dass beide parallelisierten
Varianten fu¨r P  1 immer noch deutlich mehr beno¨tigen, als die am Anfang eingefu¨hrten
seriellen Versionen im Skalar-Gradienten-Modus (mem = 2 ·Mo(N)).
5.2.3 Die Varianten der Gradientenparallelisierung
Dieses Unterkapitel handelt ausschließlich von der a¨ußeren Parallelisierung direkt u¨ber
der Menge der zu berechnenden Richtungsableitungen. Dazu muss man einen Blick auf
den schematischen Ablaufplan der Parameterscha¨tzung werfen. Er wird zusammen mit
einer blau-gestrichelten Markierung in Abbildung 46 dargestellt. Dieser blau-markierte
Bereich kennzeichnet den durch die a¨ußere Parallelisierung erfasste Programmregion. Hier
sind weder die Konvergenzsteuerung der Parameterscha¨tzung noch die Optimierer von
der Parallelisierung betroffen, denn diese ko¨nnen im Allgemeinen von ihrem Berechnungs-
aufwand her gegenu¨ber der vollsta¨ndigen Berechnung der Jacobi-Matrix vernachla¨ssigt
werden.
Zusa¨tzlich zu dem schon aus dem Kapitel 2.2 bekannten, kann man fu¨r die hell-gelbe
Iterationsschleife
”
Iteration: Jacobi-Matrix“ sagen, dass es sich nicht wie hier angedeu-
tet, um die explizite a¨ußere Gradientenschleife fu¨r den Skalar-Gradienten-Modus handeln
muss. Es ko¨nnte auch eine interne Schleife sein, wie fu¨r den Vektor-Gradienten-Modus.
Fu¨r beide gilt, dass die im nachfolgenden Kapitel ausgefu¨hrten Gradientenparalle-
lisierungen auf der sogenannten a¨ußeren Parallelisierung die jeweilige Rechenarbeit auf
ta Unterprozesse aufteilt. Die vorherige innere Parallelisierung wird hier erst einmal als
entfernt betrachtet, weshalb die Performance-Modelle hier nur Bezug auf den seriellen
Berechnungsaufwand To(N, 1) nehmen. Fu¨r die nachfolgenden cpu-Scha¨tzungen der ma-
ximalen Rechenarbeit pro Unterprozess soll deshalb immer ta|P gelten (P ist die Anzahl
der Richtungsableitungen).
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Abbildung 46: Schematischer Ablauf der Parameterscha¨tzung (Inversion). Die parallele
Region ist durch den blau-gestrichelten Bereich gekennzeichnet.
Parallelisierung mit der Einzel-Variante
Gerade fu¨r den rechnerisch effizienten Ableitungscode im Vektor-Gradienten-Modus findet
man in der Literatur (allgemein: [58, 47], OpenMP: [108] oder Werkzeuge: [7]) ausreichend
viele Informationen. Der einfachste Ansatz wa¨re, wie in Abbildung 47 gezeigt, wenn man
einfach auf jeder Gradientenschleife eine eigene parallele Region (dunkel-blaue Direktiven)
ero¨ffnet, um die Berechnung (hell-blauer Hintergrund) der Richtungsableitungen auf ein-
zelne Unterprozesse zu verteilen. Der Vorteil ist hier, dass sich die Datenstrukturen und
der Funktionsaufruf von der zuletzt vorgestellten Vektor-Gradienten-Modus Variante mit
originaler Parallelisierung (Abbildung 44) nicht unterscheidet. Dementsprechend bleibt der
Speicherverbrauch a¨quivalent bei mem = (1 + P) ·Mo(N).
Da man sofort nach jeder Gradientenschleife die parallele Region wieder schließt, muss
man fu¨r jede weitere Gradientenschleife jeweils eine eigene neue parallele Region verwen-
den. Daraus resultiert ein sehr hoher Synchronisationsanteil. Bei einer Parallelisierung mit
ta Unterprozessen fu¨hrt dieser dazu, dass der theoretische Berechnungsaufwand von nur
cpu = (1 + c · P/ta) · To(N, 1) durch die zeitraubende Synchronisation dominiert wird.
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Abbildung 47: Einzel-Variante im Vektor-Gradienten-Modus und Gradientenparallelisie-
rung.
A¨ußere parallele Region; Wichtige Kennzeichnung fu¨r a¨ußere Region; Zwischen-
routine; Berechnungsroutine; Performance-Modelle
Verschiedene Formen der Synchronisation
Aus diesem Grund wird ab jetzt zusa¨tzlich auch der Synchronisationsanteil (Schlu¨sselwort
sync) mit gescha¨tzt und zu einem besseren Vergleich mit herangezogen. Fu¨r die originale
Parallelisierung wurde dies bisher nicht beru¨cksichtigt, denn von besonderem Interesse
sind hier nur die Gradientenparallelisierungen. Wegen der Verallgemeinerbarkeit geht man
deshalb fu¨r die originale Parallelisierung einfach von einer effizienten und vor allem nicht
verbesserbaren Parallelisierung aus.
Es gibt verschiedene Arten von Synchronisationen mit unterschiedlichen Ursachen,
die in den kommenden Beispielen eine Rolle spielen. Die nachfolgende U¨bersicht zeigt
die wichtigsten Synchronisationen, beginnend mit dem ho¨chsten und damit ungu¨nstigsten
Einfluss auf die Rechenleistung bzw. deren Skalierbarkeit.
PR: Der Beginn und das Ende einer parallelen Region entha¨lt neben einer allgemeinen
Unterprozess-Barriere (
”
thread barrier“) auch das Ero¨ffnen und Schließen einer neu-
en Gruppe von Unterprozessen. Das ist hier die sta¨rkste Synchronisation mit dem
ho¨chsten negativen Einfluss auf die Skalierbarkeit einer Parallelisierung.
B: Eine allgemeine Unterprozess-Barriere (z.B. explizit durch eine barrier-Direktive) hat
oft einen um so ho¨heren Einfluss, je mehr Unterprozesse beteiligt sind. Sie kann
zu sehr vielen Datensynchronisationen mit starken Einbußen in der Skalierbarkeit
fu¨hren.
Bdo: Die implizite Unterprozess-Barriere kann nach jedem Ende eines do-Arbeitsvertei-
lungsbereiches vorkommen, sofern die nowait-Klausel nicht spezifiziert wurde. Zu-
sa¨tzlich beinhaltet sie auch jede sonstige Synchronisation zum Aushandeln des na¨chs-
ten Arbeitspaketes fu¨r die beteiligten Unterprozesse.
A(t): Die Speicherreservierung ist auf einigen Systemen (z.B. ScaleMP) ein kritischer Eng-
pass. Besonders nachteilig wird es genau dann, wenn sehr viele Unterprozesse gleich-
zeitig versuchen eine Speicherreservierung durchzufu¨hren. Der Gesamteinfluss ist von
der Anzahl t der beteiligten Unterprozesse und von der Menge der zu reservieren-
den Daten Ao(N) abha¨ngig (siehe dazu S.66). Deswegen wird diese Synchronisation
vollsta¨ndig immer mit A(t) ·Ao(N) abgescha¨tzt.
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fs: Eine Fehlaufteilung beim Datenzugriff (engl.
”
false-sharing“) kann auftreten, wenn
zwei Unterprozesse auf zwei sehr nahe bei einander liegende Datenelemente zugreifen.
Das kann dann zu zusa¨tzlicher Synchronisation zwischen den Unterprozessen fu¨hren.
Teilt man die Berechnung eines sehr keinen Vektors auf sehr viele Unterprozesse auf,
ko¨nnen die dadurch verursachten Synchronisationen die Skalierbarkeit entscheidend
beeinflussen.
[ ]: Das Auftreten einiger Synchronisationen kann durch besondere Umstrukturierungen
so minimiert werden, dass sie damit teilweise vernachla¨ssigt werden ko¨nnen. Ge-
kennzeichnet werden vernachla¨ssigbare oder stark abgeschwa¨chte Synchronisationen
durch zusa¨tzliche eckige Klammern (z.B. [fs] statt fs).
Die letzte Gradientenparallelisierung im Vektor-Gradienten-Modus (Einzel-Variante;
Abbildung 47) entha¨lt schon in diesem kleinen Beispiel die Erzeugung einer parallelen Re-
gion fu¨r jeden der N Durchla¨ufe (i-Schleife von 1 bis N). Falls es in der Schleife jedoch mehr
als eine Ableitungsanweisung geben wu¨rde, ko¨nnten so auch mehrere Gradientenschleifen
und damit mehrere parallele Regionen pro Iteration erzeugt werden. Die entsprechen-
de Anzahl wird mit So(N) (siehe S.66) bezeichnet und fu¨hrt zu einer Scha¨tzung fu¨r die
Synchronisation mit sync = So(N) · PR. Damit ist ein akzeptables Skalierungsverhalten
praktisch ausgeschlossen.
Erfahrungen (aufbauend auf den Arbeiten in [111]) zeigten, dass alle Parallelisierungen,
bei denen fu¨r ein so einfaches Beispiel Synchronisationen in Form von parallelen Regio-
nen oder Unterprozess-Barrieren potentiell in der Gro¨ßenordnung von So(N) auftreten,
zu viel in der Skalierbarkeit bzw. der Effizienz einbu¨ßen. Daru¨ber hinaus wird im Folgen-
den angenommen, dass man Probleme mit der Fehlaufteilung beim Datenzugriff (siehe
fs) vernachla¨ssigen kann, wenn gleichzeitig Synchronisationen durch parallele Regionen
oder Unterprozess-Barrieren in diesem hohen Maße (Gro¨ßenordnung So(N)) vorkommen.
Mathematisch la¨sst sich das mit: PR,B,Bdo fs ausdru¨cken.
Parallelisierung mit der Master-Variante
Eine erste Verbesserung gegenu¨ber der Einzel-Variante ist in [108] beschrieben. Bei dieser
wird nicht jedes Mal u¨ber den einzelnen Gradientenschleifen eine neue parallele Region
ero¨ffnet. Wie in Abbildung 66 (Anhang B.2) aufgezeigt wird, wird stattdessen die notwen-
dige parallele Region ganz nach außen u¨ber den Funktionsaufruf von g omp vdiv gezogen.
Dafu¨r mu¨ssen aber alle originalen Programmanweisungen (Zeile
”
y(i) = · · ·“ in g vdiv)
in einem OpenMP-master-Konstrukt seriell und teilweise auch synchronisiert (OpenMP-
barrier) ausgefu¨hrt werden. Hier gibt es Ausnahmen, wie z.B. originale Schleifenkonstrukte
(i=1, N in Abbildung 66), sie mu¨ssen entsprechend der beschriebenen Strategie von jedem
Unterprozess vollsta¨ndig (
”
lokale“ Kopie) und damit redundant ausgefu¨hrt werden.
Sowohl fu¨r den Speicherverbrauch mem (Schema in Abbildung 48) als auch fu¨r den
Berechnungsaufwand cpu gibt es keine wesentlichen Unterschiede gegenu¨ber der Einzel-
Variante, wenn man die redundanten Ausfu¨hrungen der Schleifenkonstrukte vernachla¨ssigt.
Allerdings belegen Messungen, dass die vielen erforderlichen barrier-Synchronisationen
Abbildung 48: Datenstruktur-Speicherschema fu¨r Master-Variante.
nach den master-Konstrukten zwar deutlich effizienter sind als das sta¨ndige Ero¨ffnen einer
ganzen parallelen Region, aber andererseits immer noch die Skalierbarkeit stark beein-
tra¨chtigen. Hinzu kommt die Schleifenparallelisierung an sich, die je nachdem, wie sie
konfiguriert ist (mit oder ohne nowait), zusa¨tzliche Synchronisation (implizit man Ende
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der Schleife) verursachen kann. Trotz Verbesserung muss insgesamt der verbliebene Syn-
chronisationsanteil auf sync = So(N) ·B+So(N) ·Bdo gescha¨tzt werden, was auch diesen
Ansatz nur wenig geeignet fu¨r das Hochleistungsrechnen macht.
Parallelisierung mit der Private-Variante
Weitere Verbesserungen kann man erzielen, wenn man statt der Verwendung der master-
Konstrukte (und ihrer anschließenden barrier-Synchronisation) einfach redundante Berech-
nungen der originalen Programmanweisungen auf allen Unterprozessen ausfu¨hren la¨sst.
Dann bleiben, wie in Abbildung 67 (Anhang B.2) ausgefu¨hrt, nur noch Synchronisa-
tionen auf den Gradientenschleifen selbst u¨brig. Diese ko¨nnen erforderlich sein, um einen
”
kritischen Datenwettlauf“ zu vermeiden. Bei statischer Aufteilung (der Schleifen-Indizes)
auf die Unterprozesse oder wenn ein
”
kritischer Datenwettlauf“ ausgeschlossen werden
kann, du¨rfen einige Synchronisationen der Gradientenschleifen entfallen (z.B. durch Ver-
wendung der nowait-Klausel). Damit wird potentiell noch weniger synchronisiert. Deshalb
wird der Synchronisationsanteil der impliziten Barrieren am Schleifenende abgewertet und
fu¨r die Modellberechnung (Scha¨tzung) mit eckigen Klammern [· · ·] dargestellt.
Das ist auch der Grund, weshalb ein anderer Effekt hier in den Vordergrund treten
kann. Eigene Messungen ergaben, dass besonders auf einem ScaleMP-System sta¨ndiges
Reservieren und Freigeben von Speicher schnell zum Engpass A(t) fu¨r die Effizienz und
Skalierbarkeit werden kann. Da man in dieser Beispielvariante nur die originalen Date-
nobjekte nachtra¨glich
”
lokal“ anlegt, mu¨ssen auch nur diese Ao(N)-Objekte (in Abbil-
dung 67 nur die Vektoren x, y) beim Eintritt in die parallele Region aufwa¨ndig von jedem
der ta Unterprozesse reserviert werden. Daraus ergibt sich insgesamt eine Scha¨tzung mit
sync = [So(N) ·Bdo] + A(ta) ·Ao(N) fu¨r die Private-Variante.
Da jeder Unterprozess redundante Berechnungen auf den originalen Datenobjekten
ausfu¨hren muss, beno¨tigt jeder eine eigene
”
lokale“ Kopie zum Arbeiten. Hieraus resultiert
ein zusa¨tzlicher Speicherverbrauch von ta · Mo(N). Das dieser Variante entsprechende
Speicherschema wird in der Abbildung 49 veranschaulicht. Man erkennt hier leicht, dass
Abbildung 49: Datenstruktur-Speicherschema mit
”
lokalem“ Zugriff auf originale Daten-
objekte und Gradientenobjekte mit ho¨herer Dimensionierung (
”
geteilter“-Zugriff).
der Speicherverbrauch mit mem = (ta + P) · Mo(N) gegenu¨ber den letzten Varianten
(mem = (1 + P) ·Mo(N) und Schema in Abbildung 48) etwas gro¨ßer ausfallen kann.
Anders verha¨lt es sich mit dem Berechnungsaufwand, denn seriell gesehen hat ein
einzelner Unterprozess einen Aufwand von cpu = (1 + c · P) · To(N, 1). Aber fu¨r ta-
Unterprozesse mu¨ssen ta-viele redundante Berechnungen ausgefu¨hrt werden. Das erga¨be
eigentlich cpu = (ta + c · P) · To(N, 1), wobei aber die P Richtungsableitungen und auch
die redundanten Berechnungen auf ta-Unterprozesse aufgeteilt werden. Letztendlich fu¨hrt
das mit (ta + c ·P)/ta ·To(N, 1) wieder zu der bisherigen Scha¨tzung (1 + c ·P/ta) ·To(N, 1)
fu¨r den maximalen Berechnungsaufwand eines Unterprozesses.
Parallelisierung mit der Intervall-Variante
Ein anderer Ansatz (vorgestellt in [109]) versucht nun, die verbliebenen Synchronisationen
auf den Gradientenschleifen zu eliminieren. Dazu wird statisch die Zuordnung aufgeteilt,
welcher Unterprozess welche Richtungsableitung zu berechnen hat. Im Detail teilt man die
Gesamtzahl P der zu berechnenden Richtungsableitungen in feste Intervalle auf. Fu¨r den j-
ten Unterprozess ko¨nnte das z.B. [j min, j max] sein. Das kann man zu Beginn vornehmen,
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gleich nach dem Ero¨ffnen der parallelen Region. Links-unten in der Abbildung 50 wird das
im Funktionsaufruf-Teil durch den dunkel-blau markierten Kommentar
”
compute interval
[j min, j max]“ angedeutet.
Abbildung 50: Intervall-Variante im Vektor-Gradienten-Modus und Gradientenparalleli-
sierung.
A¨ußere parallele Region; Wichtige Kennzeichnung fu¨r die Berechnung der Ableitun-
gen; Fortran-Modul Definition; Hauptabschnitt Funktionsaufruf; Zwischenroutine;
Berechnungsroutine; Performance-Modelle
Danach entspricht die generelle Vorgehensweise zuna¨chst der Private-Variante, mit
Ausnahme des Beginns der urspru¨nglichen Gradientenschleife (siehe g vdiv rechts-unten).
Hier ist der Code so vera¨ndert, dass fu¨r jeden Unterprozess eine einfache Schleife ohne
OpenMP-Direktiven steht. Sie za¨hlt allerdings nicht mehr fu¨r j von 1 bis P, sondern nur
noch dem eigenen Intervall entsprechend von j min zu j max (dunkel-blauer Hintergrund).
Der Speicherverbrauch und der Berechnungsaufwand haben sich gegenu¨ber der Private-
Variante nur unerheblich vera¨ndert und werden deshalb wieder analog bewertet. Dagegen
fallen erstmals alle expliziten OpenMP-Synchronisationen ganz heraus. U¨brig bleibt die
Speicherreservierung A(ta) · Ao(N) im Sinne der Synchronisation, welche auch im Pro-
grammcode sichtbar ist. Nicht sichtbar dagegen ist der bisher vernachla¨ssigte Effekt der
Fehlaufteilung beim Datenzugriff.
Problem der Fehlaufteilung beim Datenzugriff
Dies ist eine fu¨r die Skalierbarkeit wichtige Besonderheit und wird hier deshalb generell fu¨r
die Parallelisierungen im Vektor-Gradienten-Modus hervorgehoben. Alle bisher aufgefu¨hr-
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ten Vektor-Gradienten-Varianten setzten bei den Ableitungsobjekten auf eine zusa¨tzliche
Dimension P entsprechend der Anzahl der Richtungsableitungen (z.B. g x(P,N) statt
g x(N)). Diese wird, abha¨ngig vom AD-Werkzeug, sehr oft fu¨r einen effizienten Speicher-
zugriff ausgelegt.
Im Detail wird dabei dafu¨r gesorgt, dass die Berechnungen in der Gradientenschleife
effizient und systematisch auf die einzelnen Daten zugreifen ko¨nnen. Das ist in der Regel
dann der Fall, wenn die Daten der P einzelnen Richtungsableitungen direkt hintereinander
im Speicher stehen. Angenommen, man hat zu einem Vektor x der La¨nge N die Ablei-
tungsvariable g x mit g x(P,N) dimensioniert, dann ko¨nnen in der Gradientenschleife sehr
effizient mittels einer Datenvorladung (Fachbegriff engl.
”
data prefetching“) u¨ber der ers-
ten Dimension von g x die Daten gelesen bzw. geschrieben werden. Denn in Fortran stehen
die Daten der ersten Dimension direkt hintereinander im Speicher. Hat man aber gerade
diesen Zugriff auf mehrere Unterprozesse verteilt, kann es vorkommen, dass zwei unter-
schiedliche Unterprozesse auf direkt benachbarte Daten zugreifen mu¨ssen. Liegen mehrere
Datenelemente unterschiedlicher Unterprozesse in der selben
”
Cache-Zeile“, dann kann es
zu einem Effekt der Fehlaufteilung (engl.
”
false-sharing“) kommen.
Bei einer Fehlaufteilung mu¨ssen die zu den Unterprozessen geho¨renden Prozessorkerne
mitunter direkt kommunizieren. Dies kann besonders viel Synchronisationszeit erfordern,
wenn die Prozessorkerne sich keinen gemeinsamen Prozessorcache teilen (unabha¨ngige
Prozessoren oder Systeme).
Diesen Nachteil und damit die Ha¨ufigkeit von Fehlaufteilungen kann im Verha¨ltnis zur
sonstigen Rechenarbeit verringert werden, wenn es sehr viele Richtungsableitungen pro
Unterprozess zu berechnen gibt, oder man die Dimension u¨ber die Anzahl der Richtungs-
ableitungen von der ersten (inneren) auf die letzte (a¨ußere) verschiebt. Im letzteren Fall
mu¨sste man also g x mit g x(N,P) dimensionieren. Dann greifen unterschiedliche Unter-
prozesse auf weit entfernte Datenelemente zu, die nur selten (an den Grenzen) in einer
gemeinsamen
”
Cache-Zeile“ mit Anderen liegen.
Dieser Vorteil wird dafu¨r aber mit dem neuen Nachteil erkauft, dass kaum noch ein
effizientes Datenvorladen eingesetzt werden kann. Der Hauptgrund liegt eigentlich darin,
dass außen die originale Schleife sich u¨ber die N Datenelemente erstreckt, wa¨hrend in-
nen jeweils Schleifen u¨ber die P Gradienten stehen. Hier wird dann sehr oft (weil innere
Schleife) auf Daten mit dem großen Abstand N zugegriffen.
Parallelisierung mit der Spaltungs-Variante
Im Folgenden werden zwei Lo¨sungsmo¨glichkeiten fu¨r die Umgehung der Fehlaufteilung
beim Datenzugriff vorgestellt. Bei der ersten handelt es sich um eine Mischung aus innerer
und a¨ußerer Dimensionierung. Hierfu¨r spaltet man die P zu berechnenden Richtungs-
ableitungen in beispielsweise K anna¨hernd gleichgroße Gruppen von je ca. G Richtungs-
ableitungen auf, vergleichbar dem
”
strip-mining“-Ansatz [112, 113]. Wa¨hrend es in diesen
Vero¨ffentlichungen eher um die Parallelisierungstechnik an sich geht, ist die Motivation
hier das Vermeiden der Fehlaufteilung beim Datenzugriff. Das ist auch der Grund, warum
es hier im Detail so ausfu¨hrlich noch einmal aufgegriffen wird, denn das besondere Interesse
gilt hier den Datenstrukturen bei einer reinen Parallelisierung mit OpenMP.
Fu¨r ein Beispiel soll idealerweise K als echter Teiler von P angenommen werden, also
P = K · G. Ebenfalls empfiehlt es sich, dass K gleichzeitig auch der Anzahl der maximal
zu Verfu¨gung stehenden Prozessorkerne (und Unterprozesse) entspricht. Dann kann man
eine Schleife u¨ber diese K Gruppen von Ableitungen nach außen ziehen, wa¨hrend ganz
innen eine einfache lokale Schleife bis G la¨uft. Daher berechnet jeder der K Unterprozes-
se seine eigene Gruppe von G Richtungsableitungen. Hierfu¨r bietet sich eine (G,N,K)-
Dimensionierung von g x an, gezeigt im g caller shared-Modul der Abbildung 68 des
Anhangs B.2.
Die aus der Intervall-Variante bekannten Teilintervalle [j min, j max] sind hier auf die
lokal zu berechnenden G Richtungsableitungen abgebildet (in g vdiv rechts-unten in Ab-
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bildung 68). Die Parallelisierung u¨ber der Anzahl der Gradienten wird hier nur auf der
m-Schleife von 1 bis K durchgefu¨hrt (links-unten Abbildung 68). Dabei muss man si-
cherstellen, dass jeder Unterprozess genau einen Durchlauf ausfu¨hrt und den jeweiligen
m-Index nach unten bis g vdiv durchreicht. Dadurch erha¨lt man die Vorteile, dass die
Fehlaufteilung beim Datenzugriff nur noch selten auftritt (nur an den Grenzen mit Ab-
stand G ·N) und gleichzeitig ein effizientes Datenvorladen innerhalb eines Unterprozesses
bezu¨glich G mo¨glich ist. Im Nachfolgenden wird deshalb von der Vernachla¨ssigbarkeit der
Fehlaufteilungen beim Datenzugriff ausgegangen.
Fu¨r den Berechnungsaufwand ergibt sich hier ein kleiner Unterschied gegenu¨ber der
Intervall-Variante, da durch die a¨ußere m-Schleife (von 1 bis K) jetzt K statt ta red-
undante Berechnungen der originalen Programmanweisungen durchgefu¨hrt werden. Das
ergibt einerseits einen Faktor von K/ta und andererseits den fu¨r jeden Unterprozess glei-
chen Aufwand To(N, 1) · (1 + c · G). Zusammenfassend erha¨lt man damit die Scha¨tzung
cpu = (K + c · P)/ta · To(N, 1).
Bezu¨glich des Speicherverbrauches sind beide Varianten vergleichbar, weshalb mem
analog gescha¨tzt werden kann. Der einzige wesentliche Unterschied findet sich bei dem
Synchronisationsaufwand, der auf nur noch sync = [fs] + A(ta) ·Ao(N) gescha¨tzt wird.
Parallelisierung durch Skalare-Varianten
Eine zweite Mo¨glichkeit zur Vermeidung von Fehlaufteilungen beim Datenzugriff ergibt
sich, wenn man die Gradientenschleife u¨ber P von innen nach außen zieht. Das ist einer
der zu erhoffenden Vorteile, wenn man den Skalar-Gradienten-Modus einsetzt, siehe Kapi-
tel 5.2.1. Im Gegensatz zu dem Vektor-Gradienten-Modus befindet sich bei der Berechnung
mehrerer skalarer Gradienten die Schleife u¨ber die P Richtungsableitungen von vornherein
ganz außen. Dem zufolge greift ein Unterprozess bei der Berechnung einer einzelnen Rich-
tungsableitung fast immer folgerichtig auf die N Datenelemente eines Vektors x bzw. g x
zu. Das soll an dieser Stelle als gegeben angenommen werden, weil von einem effizienten
und optimierten Programmcode der originalen Modell-Simulation ausgegangen wird.
Mo¨chte man nun die Berechnung der einzelnen Gradienten auf verschiedene Unter-
prozesse aufteilen, hat man laut Kapitel 5.2.1 bezu¨glich der verwendbaren Datenstruktu-
ren mehrere Mo¨glichkeiten. Dabei fa¨llt die in Abbildung 42 vorgestellte Mehrfachnutzung
mehr oder weniger aus, da verschiedene Unterprozesse zum gleichen Zeitpunkt jeweils
ihre eigenen Arbeitskopien der Datenobjekte beno¨tigen. Die Mehrfachnutzung war mit
mem = 2 ·Mo(N) sehr speichereffizient, aber wie dort schon angedeutet wurde, erfordert
dies einen ho¨heren Speicherverbrauch in der Gro¨ßenordnung von 2 · P ·Mo(N), da man
bis zu P Kopien beno¨tigt. Die in Abbildung 43 beschriebenen zwei Mo¨glichkeiten (
”
loka-
le“ Speicherreservierung oder ho¨her-dimensionale Datenobjekte mit
”
geteilten“ Zugriff)
stellen dies sicher und eignen sich damit hervorragend fu¨r eine Gradientenparallelisierung.
In der nachfolgenden Abbildung 51 sieht man den Beispielcode in einer Version mit
den ho¨her-dimensionalen Datenobjekten aufbauend auf der urspru¨nglichen Variante mit
originaler Parallelisierung (siehe Abbildung 65 im Anhang B.2).
Zum Vergleich findet man im Anhang B.2 in Abbildung 69 auch die zweite Alternative
(Skalare-Variante 2) analog mit
”
lokaler“ Speicherreservierung. Dort sieht man, dass es
mo¨glich ist, den Speicherverbrauch auf nur mem = 2 · ta ·Mo(N) zu beschra¨nken, also
abha¨ngig von ta anstatt von P. Angenommen, man hat nur ta Unterprozesse (mit ta < P
und ta|P) zur Verfu¨gung, dann beno¨tigt man eigentlich auch nur ta Kopien gleichzeitig
wa¨hrend der parallelen Berechnung. (Speicher fu¨r die spezielle Initialisierung und Wei-
terverarbeitung fu¨r alle P Gradienten wird weiterhin vernachla¨ssigt.) Diese Verbesserung
la¨sst sich fu¨r die Version mit ho¨her-dimensionalen Datenobjekten (Skalare-Variante 3)
nachholen und wird im Anhang B.2 in Abbildung 70 gezeigt.
Der Berechnungsaufwand ist fu¨r alle Skalar-Gradienten-Modus Varianten mit cpu =
(1+ c) ·P/ta ·To(N, 1) gleich, da bei allen die Routine g vdiv genau P-mal aufgerufen wird
und dann jeweils Berechnungen in der Gro¨ße von (1 + c) · To(N, 1) statt finden.
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Abbildung 51: Skalare-Variante 1 mit ho¨her-dimensionalen Datenobjekten, ein um Faktor
P ho¨heren Speicherverbrauch fu¨r jedes Datenobjekt und Gradientenparallelisierung.
A¨ußere parallele Region; Wichtige Kennzeichnung fu¨r a¨ußere Region; Wichti-
ge Kennzeichnung fu¨r neue ho¨her-dimensionale Datenobjekte; Fortran-Modul Defini-
tion; Hauptabschnitt Funktionsaufruf; Zwischenroutine; Berechnungsroutine;
Performance-Modelle
Insgesamt spielen noch zwei wesentliche Effekte bei der Synchronisation eine Rolle. Fu¨r
die Skalare-Variante 2 mit lokaler Speichernutzung kann deren Reservierung (mit sync =
2 · A(ta) · Ao(N)) noch immer zu einem Problem werden. Ein Grund ist die jetzt dop-
pelte Anzahl von Speicherreservierungen (zusa¨tzlich fu¨r die Ableitungsobjekte). Auf der
anderen Seite muss an dieser Stelle hervorgehoben werden, dass generell die lokalen Spei-
cherreservierungen auch innerhalb der Schleife j=1, P (sync = 2·P/ta ·A(ta)·Ao(N)) oder
noch tiefer innerhalb der i-Schleife der g vdiv-Routine (sync = 2 ·P/ta ·N ·A(ta) ·Ao(N))
stattfinden ko¨nnte. Solch ein drastisches Anwachsen (fu¨r ta  P) muss also umgangen
werden.
Dagegen ist der zweite Effekt mit der Fehlaufteilung beim Datenzugriff fu¨r die Vari-
anten mit ho¨her-dimensionalen Datenobjekten eher selten, solange man die P-Dimension
als letzte a¨ußere Dimension bei den Datenobjekten definiert. Durch diese starke Vermin-
derung der Fehlaufteilungen beim Datenzugriff (in den Performance-Modellen durch [fs]
verdeutlicht) erha¨lt man sehr gute Voraussetzungen fu¨r eine hohe Skalierbarkeit.
Damit liegen alle zuletzt hier vorgestellten Skalare-Varianten vom Synchronisationsan-
teil her in etwa auf dem Niveau der Spaltungs-Variante. Abschließend ko¨nnen die Skalare-
Varianten und die Spaltungs-Variante als gleich gute Lo¨sungen angesehen werden.
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Vorteil durch Lastausgleich
Ein anderer wichtiger Vorteil bei dem Skalar-Gradienten-Modus ist ein automatischer
Lastausgleich der Rechenarbeit, wenn viele Richtungsableitungen mit stark unterschied-
lichem Rechenaufwand auftreten. Das kann zum Beispiel dann auftreten, wenn der Ab-
leitungscode einen numerisch iterativen Prozess beinhaltet, der schon in dem originalen
Programmcode der Modell-Simulation enthalten war.
Angenommen, ein iterativer Prozess steuert in einer Programmfunktion f die Genau-
igkeit der im Sinne der Ableitungsberechnung aktiven Zustandsgro¨ßen H und T. Dann
kann sich der Berechnungsaufwand der einzelnen Richtungsableitungen bezu¨glich verschie-
dener Parameter k und λ erheblich von einander unterscheiden. Fu¨r ein Beispiel sollen in
f sowohl H als auch T iterativ berechnet werden, aber nur H von k abha¨ngen und T
nur von λ. Dann kann es vorkommen, dass man fu¨r die Ableitungsberechnung von f nach
k mehrere Iterationen zur Berechnung von ∂H/∂k beno¨tigt, aber nur eine einzige oder
keine fu¨r ∂T/∂k, da sie wegen fehlender Abha¨ngigkeit gleich Null ist. Analog soll gelten,
dass fu¨r die Berechnung von ∂f/∂λ nur ∂T/∂λ viele Iterationen (und somit Rechenzeit)
beno¨tigt, ∂H/∂λ dagegen sehr wenig.
Die Abbildung 52 illustriert dies an einem kleinen Laufzeit-Diagramm. Hier ist als ers-
Abbildung 52: Laufzeit-Beispiel fu¨r die originale Funktion f (Berechnung von H(k)
und T(λ)) auf einem Unterprozess A (oben); Ableitungen im Vektor-Gradienten-Modus
(V G(f), in der Mitte) und im Skalar-Gradienten-Modus (SG(f), ganz unten), wobei
∂f/∂k auf Unterprozess A und ∂f/∂λ auf Unterprozess B berechnet werden.
tes (oben), zum Vergleich, die urspru¨ngliche Laufzeit der originalen Funktion f auf einem
einzelnen Unterprozess A aufgefu¨hrt. Ausgehend davon folgt fu¨r die Ableitungsberechnung
im Vektor-Gradienten-Modus zuerst die serielle Berechnung von H(k) auf A und dann erst
die parallele Berechnung von ∂H/∂k und ∂H/∂λ auf A und B (untereinander dargestellt).
Erst wenn die la¨ngste Berechnung der beiden (in dem Fall ∂H/∂k) beendet ist, wird se-
riell auf dem Unterprozess A das T(λ) berechnet. Nachdem die danach folgende parallele
Berechnung von ∂T/∂k und ∂T/∂λ fertig ist, endet die gesamte Ableitungsberechnung.
Fu¨r die Ableitungsberechnung im Skalar-Gradienten-Modus rechnen dagegen beide
Unterprozesse A und B unabha¨ngig von einander die Teile der originalen Funktion H(k),
T(λ) aus und jeweils nur ihre eigenen Ableitungen nach entweder k oder λ. Wie man leicht
sieht, ist in diesem Beispiel der Skalar-Gradienten-Modus kompakter und schneller, da er
keinerlei Wartezeiten oder sonstige Synchronisation zwischen den Unterprozessen entha¨lt.
Versta¨rkend kann hier noch hinzu kommen, dass bei einem iterativen Prozess durch
unterschiedliche Initialisierungen auch deren Konvergenz (z.B. ausgedru¨ckt durch die An-
zahl der Berechnungsschritte) stark von einander abweichen kann. Das kann, wie spa¨ter
noch gezeigt wird, sowohl bei der Gradientenberechnung als auch bei den stochastischen
Versuchen fu¨r reale Anwendungsfa¨lle großen Einfluss auf die (parallele) Berechnungszeit
haben.
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Bei der Berechnung von Ableitungen im Vektor-Gradienten-Modus ist eine automati-
sche Gleichverteilung der Rechenarbeit nur schwer zu erreichen und meist mit erheblichen
manuellen Programmieraufwand verbunden. Fu¨r den Skalar-Gradienten-Modus gibt es
dagegen den Vorteil, dass bei einer genu¨gend großen Anzahl P von Richtungsableitun-
gen, sich jeder Unterprozess dynamisch immer einen neuen Auftrag fu¨r eine neue Rich-
tungsableitung holen kann, sobald er mit der letzten fertig ist. Dadurch ko¨nnen manche
Unterprozesse entsprechend ihrer Auslastung mehrere Richtungsableitungen (aber dafu¨r
ku¨rzere) berechnen als andere und es entsteht ein hilfreicher Lastausgleich. Dieser ist im
Allgemeinen nicht ideal, kann aber zu einem großen Vorteil in Bezug auf die Gesamtbe-
rechnungszeit gegenu¨ber der Vektor-Gradienten-Berechnung fu¨hren.
5.2.4 Kombinierte geschachtelte Parallelisierung
Ausgehend von den unterschiedlichen Mo¨glichkeiten der Parallelisierung auf einer Ebene
(nur originale oder nur Gradientenparallelisierung) liegt es nahe, diese verschiedenen Ebe-
nen mit einander zu kombinieren, siehe dazu auch [111]. Erfahrungen mit realita¨tsnahen
Fragestellungen (siehe Inversions-Beispiele in Kapitel 6.2.2 und synthetische Grenzen von
dem Rechnersystem Nehalem-EX in Kapitel 6.2.1) zeigten, dass zahlreiche Beschra¨nkun-
gen in jeder einzelnen Ebene eine Kombination geradezu zwingend notwendig machen
kann.
Angenommen es kann fu¨r das der Simulation zugrunde liegende Modell nur eine be-
schra¨nkte Menge von unabha¨ngig berechenbaren Arbeitseinheiten definiert werden (z.B.
durch die vorgegebene Diskretisierung). Dann begrenzt diese Menge parallel berechenbarer
Einheiten damit die maximale Anzahl der nutzbaren Unterprozesse (Prozessorkerne). Die-
se maximale Anzahl soll im Weiteren mit I bezeichnet werden. Hiermit ist fu¨r ein gegebenes
Modell aber auch die sta¨rkste Verku¨rzung der Gesamtberechnungszeit beschra¨nkt. Dies
ist unabha¨ngig davon, wie viele Prozessorkerne zur Verfu¨gung stehen. Andererseits ko¨nnte
die innere Parallelisierung (wegen ihres Synchronisationsaufwands) generell nur innerhalb
eines Rechenknotens (eines ScaleMP-Systems, Kapitel 2.5.3) ausreichende Skalierungsei-
genschaften aufweisen. Hieraus wu¨rde sich auch eine Beschra¨nkung von I auf die Anzahl
der Rechenkerne pro Rechenknoten ergeben. Damit folgt insgesamt eine Begrenzung fu¨r
die sogenannte innere Parallelisierungsebene.
Analog beschra¨nkt aber auch die Anzahl P der zu berechnenden Richtungsableitungen
die Parallelisierung in der zweiten, der a¨ußeren Ebene. Funktioniert die innere Paralleli-
sierung auch fu¨r die Berechnung einer einzelnen Richtungsableitung (Vorarbeiten siehe
Kapitel 4), kann man beide Ebenen kombinieren. Bei einer erfolgreichen gleichzeitigen
Kombination beider Parallelisierungsebenen kann man daher bis zu I ·P unabha¨ngig bere-
chenbare Arbeitseinheiten erwarten. Theoretisch kann man damit die Berechnungszeit auf
das 1/(I ·P )-Fache gegenu¨ber einer seriellen Berechnung verku¨rzen, was deutlich schneller
ist als nur das 1/I- bzw. 1/P -Fache.
Wie im letzten Unterkapitel bereits erla¨utert wurde, gibt es bei der Gradientenpar-
allelisierung hinsichtlich ihrer Rechenleistung in Bezug auf den Berechnungsaufwand und
den Synchronisationsanteil drei als gleichwertig erscheinende Strategien. Stellvertretend
soll hier im Detail die auf der Spaltungs-Variante beruhende Kombination untersucht wer-
den. Der fu¨r die geschachtelte Parallelisierung no¨tige Beispielcode ist in der nachfolgenden
Abbildung 53 aufgefu¨hrt.
Deutlich sieht man hier die mit ocker-farbigen Hintergrund markierten OpenMP-
Direktiven der geschachtelten parallelen Regionen. Die erste und a¨ußere Region wird wie
immer in dem Funktionsaufruf-Teil ero¨ffnet. Der mit blauen Hintergrund gekennzeichne-
te innere Bereich (links-unten) erstreckt sich hier auch u¨ber die Ero¨ffnung der zweiten
inneren parallelen Region in der Zwischenroutine g omp vdiv (rechts-oben). Bis hierhin
existieren nur ta Unterprozesse, aber mit Beginn der inneren Region ero¨ffnet sich jeder
der ta Unterprozesse eine eigene ”
innere“ Gruppe mit ti Unterprozessen.
Der nun folgende innerste Bereich (orange-blau-gestreifter Hintergrund, rechts-unten
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Abbildung 53: Geschachtelte Parallelisierung, aufbauend auf Spaltungs-Variante.
A¨ußere parallele Region; Wichtige Kennzeichnung fu¨r innere parallele Region;
Geschachtelte parallele Region; Wichtige Kennzeichnung fu¨r geschachtelte Region;
Fortran-Modul Definition; Hauptabschnitt Funktionsaufruf; Zwischenroutine; Be-
rechnungsroutine; Performance-Modelle
in Abbildung 53) wird also auf einer Gesamtmenge von ta · ti Unterprozessen ausgefu¨hrt.
Jede der
”
a¨ußeren“ Gruppen berechnet in g vdiv ausschließlich die fu¨r ihren a¨ußeren Un-
terprozess festgelegte Menge G von Richtungsableitungen, mit Hilfe der originalen Paral-
lelisierung (auf ti Unterprozessen).
In der Routine g vdiv sind fu¨r eine bessere U¨bersicht die Teile des Programmcodes
mit entweder orange oder hell-blauen Hintergrund eingefa¨rbt, wenn es Unterschiede nur
bezu¨glich einer der beiden parallelen Regionen gibt. So ist die i-Schleife von 1 bis N
fu¨r alle Gruppen gleich und die Abarbeitung ist nur innerhalb einer ti-Gruppe fu¨r die
Unterprozesse unterschiedlich (Hintergrund in orange). In analoger Weise kann man die
Berechnungszeile fu¨r g y(j,i,m) = · · · in verschiedene Zugeho¨rigkeiten zerlegen. Hier greifen
beispielsweise alle ti Unterprozesse einer Gruppe auf dieselben g α-Werte zu (hell-blauer
Hintergrund), sind gleichzeitig aber unterschiedlich fu¨r jede Gruppe. Der Zugriff auf y(i)
ist fu¨r jeden Unterprozess einer ti-Gruppe ein anderer (markiert durch Hintergrund in
orange), der Vektor selbst ist aber fu¨r alle Gruppen gleich. Damit zeigt der gemischte
Hintergrund fu¨r g y an, dass er eindeutig nur fu¨r seine bestimmte Kombination aus (ta, ti)
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Unterprozessen erfolgt und damit unterschiedlich bezu¨glich aller Gruppen-Zugeho¨rigkeiten
ist.
In a¨hnlicher Weise ko¨nnen auch die auf den Skalar-Gradienten-Modus beruhenden Va-
rianten mit der originalen Parallelisierung kombiniert werden. Fu¨r die Version mit ho¨her-
dimensionalen Datenobjekten (SG-Variante 3) findet man im Anhang B.3 (Abbildung 71)
den entsprechenden Beispielcode mit geschachtelter Parallelisierung.
Ist die innere Parallelisierungsebene wirklich unabha¨ngig von der a¨ußeren, also vom
Programmcode her ohne technische Nebeneffekte, kann man die Bewertung (in Bezug auf
Speicherverbrauch und Synchronisationsaufwand) von der zugrunde liegenden Gradienten-
parallelisierung ableiten. Das ist an dieser Stelle aus zweierlei Gru¨nden sinnvoll. Einmal
enthalten die Betrachtungen zur Gradientenparallelisierung schon eine Bewertung zu der
Speicheranforderung, die sich durch die zusa¨tzliche innere Parallelisierung kaum a¨ndert.
Der zweite Grund liegt darin, dass der Synchronisationsanteil nicht im Detail fu¨r die in-
nere Parallelisierung betrachtet wurde, und somit unabha¨ngig davon ein Ru¨ckschluss nur
aus der Gradientenparallelisierung gezogen werden kann. Diese Unabha¨ngigkeit ist unter
anderem in Hinblick auf eine Verallgemeinerbarkeit wichtig.
U¨brig bleibt der Gesamtberechnungsaufwand, der sich fu¨r die geschachtelte Spaltungs-
Variante mit cpu = (K + c ·P)/ta · To(N, ti) und fu¨r die geschachtelten Skalare-Varianten
erwartungsgema¨ß mit cpu = (1 + c) · P/ta · To(N, ti) angeben la¨sst. Alle liegen damit in
einer Gro¨ßenordnung, die bis auf eine kleine Konstante von P und To abha¨ngt und im
Wesentlichen die Berechnungen um einen Faktor 1/(ta · ti) verku¨rzen kann.
5.2.5 Bewertung und Vergleich
Fu¨r einen vollsta¨ndigen Vergleich muss an dieser Stelle ein noch nicht angesprochener
aber sehr wichtiger Unterschied hervorgehoben werden. Dieser ergibt sich aus den Anfor-
derungen an das AD-Transformations-Werkzeug. Fu¨r die Umsetzung der Intervall- oder
Spaltungs-Variante beno¨tigt man eine Programmcode-Transformation auf dem generierten
Ableitungscode, der die Berechnung in den Gradientenschleifen auf die Intervallgrenzen
[j min, j max] oder auf die doppelte Dimensionierung mit G und K anstatt nur mit P um-
stellt. Im Detail muss dazu fu¨r eine zusa¨tzliche Parameteru¨bergabe dieser Grenzen bzw
Indizes von ganz außen in die inneren Routinen gesorgt werden. Hierfu¨r beno¨tigt man
entweder eine Erweiterung oder Unterstu¨tzung des AD-Werkzeugs selbst oder ein zusa¨tz-
liches Transformations-Werkzeug. Das stellt ein nicht unerhebliches Problem dar, weshalb
eine solche Anforderung als zusa¨tzliches Bewertungskriterium fu¨r die abschließende Ent-
scheidungsfindung mit eingeht.
Im Weiteren konnte die Unterstu¨tzung der Intervallgrenzen bzw. doppelten Dimensio-
nierung seitens des AD-Werkzeugs nicht vorausgesetzt werden. Daru¨ber hinaus war die
Konfiguration oder Erstellung eines externen Werkzeugs fu¨r die nachtra¨gliche Transfor-
mation nicht gegeben bzw. im Rahmen der Entwicklungsarbeit nicht gewu¨nscht. Deshalb
mussten die auf der Intervall- bzw. Spaltungs-Variante beruhenden Strategien fu¨r das die-
ser Arbeit zugrunde liegende Softwareprojekt als unerfu¨llbar angesehen werden. Eine fu¨r
diesen Zweck nachtra¨gliche manuelle Nachbearbeitung nach jeder AD-Neugenerierung ist
auf Grund der im Rahmen dieser Arbeit definierten Grundanforderungen nach einer hohen
Erweiterungsproduktivita¨t ein klarer Nachteil. Damit ergibt sich ein zusa¨tzliches Manko
neben dem schon ohnehin vorhandenen Nachteil eines nur schwer implementierbaren Last-
ausgleichs.
Ausgehend von der Tatsache, dass fu¨r die heutigen Hochleistungsrechner der Haupt-
speicher immer noch ein limitierender Faktor fu¨r die Berechnung großer Simulationen sein
kann, darf man die Frage nach speichereffizienten Algorithmen nicht vernachla¨ssigen. Auf
der anderen Seite nu¨tzt es nichts, wenn man Dank einer speichereffizienten Implementation
das Simulationsmodell zwar laden, aber aufgrund einer unverha¨ltnisma¨ßig hohen Berech-
nungszeit nicht schnell genug berechnen kann. Deswegen sollen der Speicherverbrauch und
der Berechnungsaufwand kurz gegeneinander abgewogen werden.
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Ein vollsta¨ndiger Vergleich aller zuvor aufgefu¨hrten reinen Gradientenparallelisierun-
gen untereinander ergibt, dass ein deutlicher Vorteil bei dem Speicherverbrauch nicht die
damit einhergehende Beeintra¨chtigung der Rechenleistung aufwiegen kann. Die Betrach-
tung der reinen Gradientenparallelisierungen soll hier stellvertretend fu¨r die geschachtelten
Parallelisierungen ausreichend sein, da sich deren Charakteristiken u¨bertragen lassen.
Stellvertretend fu¨r die sparsamen Parallelisierungen (bezu¨glich Speicherverbrauch und
Berechnungsaufwand) sollen die Einzel-Variante (
”
EV“, auf S. 79) und als extremes Ge-
genbeispiel die Skalare-Variante 1 (
”
SV1“, auf S. 85) betrachtet werden. Die resultierenden
Verha¨ltnisse fu¨r den Speicherverbrauch kann man in Gleichung (14) und fu¨r den Berech-
nungsaufwand in Gleichung (15) sehen.
mem SV1
mem EV
=
2 · P ·Mo(N)
(1 + P) ·Mo(N) =
2
(1/P + 1)
(14)
cpu SV1
cpu EV
=
(1 + c) · P/ta · To(N, 1)
(1 + c · P/ta) · To(N, 1) =
(P/ta + c · P/ta)
(1 + c · P/ta) =
(1 + c)
(ta/P + c)
(15)
Fu¨r den Speicherverbrauch kann man wegen des gleichen Ergebnisses auch zu der selben
Schlussfolgerung gelangen, wie sie schon fu¨r Gleichung (13) auf Seite 77 ausgefu¨hrt wurde.
Damit wu¨rde der maximal erzielbare Speichervorteil ungefa¨hr bei 50% liegen.
Dagegen muss man hinsichtlich des Berechnungsaufwands zwei Fa¨lle unterscheiden.
Einmal erha¨lt man fu¨r ta = P Unterprozesse nach Gleichung (15) einen Faktor von 1,
also keine Vorteil. Zum Anderen erha¨lt man mit ta = 1 wieder ein analoges Ergebnis
(Faktor 2, 0) zu dem von Gleichung (11) (mit c ≈ 1 auf Seite 76) und kann damit den
maximalen Vorteil wiederum auf Einsparungen von 50% scha¨tzen. Allerdings la¨sst sich
diese Einsparung nur bei serieller Berechnung (ta = 1) erzielen, was dem eigentlichen Sinn
der Parallelisierung entgegen steht.
Zudem sind die in den Synchronisationsanteilen steckenden Nachteile bei den sparsa-
meren Varianten so gravierend, dass sie fu¨r ein leistungsfa¨higes bzw. effizientes Paralleli-
sierungskonzept nicht mehr in Frage kommen. Bei den unterschiedlichen Parallelisierungs-
ansa¨tzen sind letztendlich die verwendeten Datenstrukturen und der Synchronisationsauf-
wand wichtiger als der Speicherverbrauch oder der Berechnungsaufwand.
Es verbleiben hiermit einzig die auf dem Skalar-Gradienten-Modus (Skalare-Variante 2
und 3) beruhenden kombinierten bzw. geschachtelten Parallelisierungen als finale Kon-
zeptstrategie(n) u¨brig.
Ausgehend von diesem Ergebnis wurden die vorgestellten Techniken eingesetzt und
auf das geophysikalische Softwareprojekt angewendet. In einer ersten Version wurde die
Parallelisierung auf einer modernen Multiprozessor-Plattform getestet. Die nachfolgende
Abbildung 54 stammt aus der Vero¨ffentlichung [114] und zeigt eindrucksvoll, wie die Kom-
bination aus originaler und zusa¨tzlicher Gradientenparallelisierung (gru¨ne Markierungen:
comb.par.) schneller die Ergebnisse berechnen kann, als die jeweilige Parallelisierung allei-
ne.
Fu¨r den Vergleich zeigen die blauen Werte den Beschleunigungsfaktor (engl.
”
spee-
dup“) fu¨r die reine originale Parallelisierung (orig.par.) an. Der rote Graph steht dage-
gen fu¨r die reine Gradientenparallelisierung (deriv.par.). Zudem ist fu¨r die geschachtelte
Parallelisierung (comb.par. als gru¨ner Graph) die verwendete Unterprozess-Konfiguration
angegeben. U¨ber den gru¨nen Dreiecken zeigt die jeweilige Konfiguration (ta× ti) an, dass
ta Unterprozesse fu¨r die ”
a¨ußere“ Gradientenparallelisierung und gleichzeitig jede
”
inne-
re“ Gruppe aus ti Unterprozessen besteht.
Im Detail handelt es sich bei dem Datenstrukturschema um eine gute Mischung aus
den Strategien mit der lokalen Speicherreservierung und der mit ho¨her-dimensionalen Da-
tenobjekten (
”
geteilter“ Zugriff). Zugrunde liegt eine fru¨he Optimierung fu¨r Programm-
teile, die besonders stark von der Speicherbandbreite abha¨ngen, wobei urspru¨nglich lokale
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Abbildung 54: Quelle: aus [114]. Beschleunigungsfaktor (engl.
”
speedup“) einer
”
a¨lte-
ren“ Skalar-Gradienten-Modus Parallelisierung auf SMP-Architektur mit 16 Prozessor-
kernen. Die X-Achse zeigt die Anzahl der verwendeten Unterprozesse (engl.
”
number
of threads“). Der Programmcode basiert auf einer (a¨lteren) Version mit teilweise
”
lo-
kaler“ Speicherreservierung und teilweise mit ho¨her-dimensionalen Datenobjekten. Nume-
rische und physikalische Modellbeschreibung siehe Anhang C.1.
Datenobjekte bevorzugt wurden, um eine mo¨glichst gute Datenplatzierung auf ccNUMA-
Architekturen zu erhalten. Auf der anderen Seite wurden viele Datenobjekte global mit
einer erho¨hten Dimensionierung eingesetzt, um die Implementation fu¨r die Gradienten-
parallelisierung zu erleichtern (siehe Vergleich zwischen a¨ußerer und innerer lokaler Spei-
cherreservierung in Kapitel 5.2.1). Der Nachteil der oft beno¨tigten lokalen Speicherreser-
vierung ist auf dieser
”
echten“ SMP-Architektur noch kein Problem, mehr dazu und u¨ber
ScaleMP-Systeme in Kapitel 6.2.1.
5.3 Parallelisierung der stochastischen Versuche
Bei den stochastischen Verfahren beno¨tigt man oft, wie schon erwa¨hnt wurde, eine große
Menge von unterschiedlich gesto¨rten Modell-Simulationen. Das bedeutet, dass nicht wie bei
den Ableitungsberechnungen ein transformierter Programmcode verwendet wird, sondern
der fast unvera¨nderte Programmcode der originalen Modell-Simulationssoftware. (Einma-
lige Vorbereitungen fu¨r AD und die zusa¨tzlichen stochastischen Initialisierungen werden
hier ignoriert.)
Im Wesentlichen muss dazu vor dem Beginn einer jeden Vorwa¨rtsberechnung auf
den Initialisierungsdaten eine systematische Sto¨rung abha¨ngig vom stochastischen Ver-
fahren aufgebracht werden. Im Folgenden soll die etwaige Weiterverarbeitung fu¨r eine
Unsicherheitsanalyse oder Parameterscha¨tzung wie schon zuvor vernachla¨ssigt werden,
da angenommen wird, dass der Hauptanteil des Berechnungsaufwands in der mehrfachen
Vorwa¨rtssimulation liegt. Die jeweilige Initialisierungssto¨rung der Daten kann zur Ver-
einfachung als Bestandteil der originalen Modell-Simulation angesehen werden und muss
deshalb im Weiteren nicht gesondert beru¨cksichtigt werden.
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5.3.1 Basismo¨glichkeiten
Dementsprechend gestalten sich die in Abbildung 55 dargestellten Basismo¨glichkeiten fu¨r
die Datenstrukturen sehr a¨hnlich zu denen von der Ableitungsberechnung bekannten (sie-
he Kapitel 5.2.1). Damit ergeben sich je nach Implementation die u¨blichen Unterschie-
Abbildung 55: Datenstruktur-Varianten fu¨r die Berechnung mehrerer stochastischer Ver-
suche. Links: Mehrfachnutzung zu unterschiedlichen Zeitpunkten; Mitte: jeweils einzelne
Datenobjekte; Rechts: ho¨her-dimensionales Datenobjekt.
de bezu¨glich einer sta¨ndigen lokalen Speicherreservierung (mittleres Schema) oder den
Fehlaufteilungs-Effekten beim Datenzugriff fu¨r das rechte Schema. Die dazu geho¨rigen
unterschiedlichen Speicheranforderungen ko¨nnen vo¨llig analog zum Skalar-Gradienten-
Modus (nur ohne Ableitungsobjekte) betrachtet werden. Der serielle Berechnungsauf-
wand richtet sich nach der Anzahl der stochastischen Versuche V und ist deshalb mit
cpu = V · To(N, 1) fu¨r alle gleich.
Unter Beru¨cksichtigung der originalen Parallelisierung la¨sst sich das in Abbildung 56
dargestellte Programmbeispiel am besten mit dem Skalar-Gradienten-Modus der Ablei-
tungsberechnung (aus Kapitel 5.2.1) vergleichen. Die hier ausgewa¨hlte Variante entspricht
Abbildung 56: Stochastische Versucheberechnung fu¨r die Routine aus Abbildung 38 und
fu¨r V = 10 stochastische Versuche.
Innere parallele Region; Wichtige Kennzeichnung; Fortran-Modul Definiti-
on; Hauptabschnitt Funktionsaufruf; Zwischenroutine; Berechnungsroutine;
Performance-Modelle
dem linken Datenstruktur-Schema (Abbildung 55) mit einem Speicherverbrauch von nur
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mem = Mo(N) und einem maximalen Berechnungsaufwand fu¨r die einzelnen Unterpro-
zesse von cpu = V · To(N, ti) bei Verwendung von ti Unterprozessen.
Die Varianten der Versucheparallelisierung
Man betrachtet den schematischen Ablaufplan fu¨r die multiple Berechnung stochastischer
Versuche in Abbildung 57. Wichtig ist hier die eingezeichnete blaue Markierung begin-
Abbildung 57: Schematischer Ablauf fu¨r die stochastischen Simulation. Die parallele Re-
gion ist durch den blau-gestrichelten Bereich gekennzeichnet.
nend mit der Iterationsschleife
”
Iteration: Stochastische Versuche“ u¨ber die Anzahl der
Versuche. Wa¨hrend bei der Ableitungsberechnung viele verschiedene Strategien denkbar
sind, bleibt hier nur noch der intuitive Ansatz u¨brig (abgesehen von den Parallelisie-
rungsmo¨glichkeiten der originalen Modell-Simulation). Der einfachste Ansatz ist es, die
verschiedenen Versuche von je einem einzelnen Unterprozess berechnen zu lassen, dar-
gestellt im Anhang B.4 (Abbildung 72). Das ist verha¨ltnisma¨ßig einfach und entspricht
hier dem Vorgehen wie fu¨r die Gradientenparallelisierung im Skalar-Gradienten-Modus.
Im Weiteren wird die Parallelisierung u¨ber der Menge der Versuche (analog zur Gradien-
tenparallelisierung) auch als
”
Versucheparallelisierung“ bezeichnet.
Im Allgemeinen ergibt sich aus Sicht der Parallelisierung ein Vorteil, denn die Anzahl
der beno¨tigten stochastischen Versuche ist oft sehr viel gro¨ßer als die Anzahl beno¨tigter
Richtungsableitungen. Da die einzelnen Vorwa¨rtsberechnungen rechnerisch fast vollkom-
men unabha¨ngig von einander sind (ausgenommen die stochastisch abha¨ngigen Sto¨run-
gen und Initialisierungen), lohnt es sich in solchen Fa¨llen meist nicht, eine kombinierte
Parallelisierung anzustreben. Dies gilt besonders dann, wenn die
”
originale Parallelisie-
rung“ durch die Modelleigenschaften Beschra¨nkungen aufweist und die Anzahl der Versu-
che (einige Hundert bis Tausende) ein deutliches Vielfaches der zur Verfu¨gung stehenden
Prozessorkerne ist.
Allerdings zeigen Erfahrungen gerade in Hinsicht auf stochastische Verfahren zur Para-
meterscha¨tzung (z.B. ENKF [52, 53, 3, 54]), dass kleine Mengen von 50 bis 150 stochastisch
verteilter Versuche durchaus schon ausreichend sein ko¨nnen. Bei diesen kleineren Mengen
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gelangt man deswegen schnell in einen Bereich, in dem mo¨glicherweise wieder mehr Pro-
zessorkerne als Versuche vorliegen. In anderen Fa¨llen kann aber auch ein zu hoher Spei-
cherverbrauch (skalierend mit der Anzahl der parallel rechnenden Versuche) gegen eine
ausschließliche Versucheparallelisierung sprechen. Fu¨r solche Fa¨lle ist es dann wieder sehr
wichtig, die nachfolgend ausgefu¨hrte Kombination aus mehreren Parallelisierungsebenen
zu ermo¨glichen.
5.3.2 Kombinierte geschachtelte Parallelisierung
Bei einem direkten Vergleich der in Abbildung 58 gezeigten resultierenden Parallelisie-
rung fu¨r die Kombination von originaler und Versucheparallelisierung mit der geschach-
telten Parallelisierung zur Ableitungsberechnung (Skalar-Gradienten-Modus mit ho¨her-
dimensionalen Datenobjekten in Anhang B.3; Abbildung 71) fa¨llt eine starke U¨berein-
stimmung auf.
Abbildung 58: Geschachtelte Parallelisierung mit a¨ußerer Speicherreservierung (ho¨her-
dimensionale Datenobjekte) und effizienter Speichernutzung fu¨r ta Unterprozesse.
A¨ußere parallele Region; Wichtige Kennzeichnung fu¨r a¨ußere Region; Wichtige
Kennzeichnung fu¨r innere parallele Region; Geschachtelte parallele Region; Wichtige
Kennzeichnung fu¨r geschachtelte Region; Fortran-Modul Definition; Hauptabschnitt
Funktionsaufruf; Zwischenroutine; Berechnungsroutine; Performance-Modelle
Selbst bei einer genaueren Untersuchung in Bezug auf den Berechnungsaufwand, dem
Speicherverbrauch und dem Synchronisationsanteil lassen sich keine wesentlichen Unter-
schiede identifizieren. Nur absolut gesehen gibt es den bekannten Unterschied durch den
Mehraufwand fu¨r die zusa¨tzliche Ableitungsberechnung. Die geschachtelten Parallelisie-
rungen mit Skalar-Gradienten-Modus (Skalare-Variante 1, 2 und 3) sind mit denen der
stochastischen Versuche vergleichbar und erfordern auf dem originalen Programmcode der
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Modell-Simulation die gleichen Vorbereitungen bezu¨glich der Datenstrukturen. Im Detail
sind auch die Maßnahmen mit der automatischen Ableitungsparallelisierung (
”
OpenMP-
hiding“) kompatibel.
5.3.3 Bewertung und Vergleich
Abschließend zeigt die Abbildung 59 einen einfachen synthetischen Vergleichstest auf ei-
nem ScaleMP-System fu¨r eine Parallelisierung mit ho¨her-dimensionalen Datenobjekten.
Die Zeitmessungen wurden sukzessiv auf 1 bis 6 Rechenknoten mit jeweils vier unterschied-
Abbildung 59: Beschleunigungsfaktor fu¨r geschachtelte Parallelisierung mit ho¨her-
dimensionalen Datenobjekten auf bis zu 48 Prozessorkerne (6 vSMP-Knoten). Hier wurde
eine neuere Programmcode-Version mit fast ausschließlich ho¨her-dimensionalen Datenob-
jekten verwendet. Das Test-Modell (Beschreibung im Anhang C.2) basiert auf der Diskre-
tisierung mit 330×75×60 Gitterpunkten und 320 nicht gesto¨rten (identischen) Versuchen.
lichen Konfigurationen durchgefu¨hrt. Auf der X-Achse werden jeweils die Unterprozess-
Konfigurationen in Form von (ta×ti)-Paaren aufgefu¨hrt. Die Konfigurationen unterschei-
den sich in der Gro¨ße ti der ”
inneren“ Gruppe (8, 4, 2 und 1 Unterprozess(e) pro Gruppe).
Die Anzahl ta fu¨r die ”
a¨ußere“ Versucheparallelisierung entspricht dabei passend zu ti ge-
nau immer dem Faktor, bei dem die jeweilig beteiligten Rechenknoten voll ausgenutzt
werden (Ausnahme 1× 1).
Alle Messungen wurden im laufenden Regelbetrieb einmalig durchgefu¨hrt, wa¨hrend im
Hintergrund auf den anderen 7 Rechenknoten des Gesamtsystems unspezifiziert viele (an-
dere) Rechenla¨ufe aktiv waren. Der blaue Graph zeigt eindrucksvoll wie gut die geschach-
telte Parallelisierung fu¨r 320 (nicht gesto¨rte) Versuche mit der Anzahl der verwendeten
Rechenknoten nahezu linear skaliert. Zu beachten ist hierbei, dass einige Zeitmessungen
benachteiligt sind, wenn insgesamt nur 24 oder 48 Unterprozesse verwendet werden. Da
die Gesamtmenge von 320 Versuchen nicht ganzzahlig durch 24 oder 48 teilbar ist, liegt
bei ihnen in der letzten Rechenphase keine gleichma¨ßige Lastverteilung mehr vor. Abge-
sehen von den sonstigen Nachteilen durch einen unspezifizierten Regelbetrieb und dem
allgemeinem Systemverhalten, kann es so aber auch zu positiven Ausnahmen (z.B. 20× 2-
Konfiguration) kommen.
Fu¨r den Beschleunigungsfaktor (engl.
”
speedup“) liegt die (1 × 1)-Konfiguration als
serielle Basiszeit zugrunde. Fu¨r einen einzelnen Rechenknoten ergibt sich aufgrund der
Limitierung der Hauptspeicherbandbreite ein maximaler Beschleunigungsfaktor von 3, 2
(bester Wert mit der (8×1)-Konfiguration). Entsprechend kann man theoretisch maximal
das 6-fache (also 19, 2) fu¨r 6 Knoten erwarten. Die Abbildung 59 zeigt mit einem maxima-
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len Beschleunigungsfaktor von 18, 4 eindrucksvoll das Potential unter diesen nur teilweise
synthetischen Bedingungen.
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6 Gesamtlo¨sungs-Konzept
Globale Bewertung der Parallelisierungsstrategien
Wichtig fu¨r einen abschließenden Vergleich der in den letzten Kapiteln aufgefu¨hrten Par-
allelisierungsstrategien ist auch eine mo¨gliche U¨bereinstimmung zwischen der Gradienten-
parallelisierung und der Versucheparallelisierung. Denn die augenscheinliche A¨hnlichkeit
in der Parallelisierungsstrategie la¨sst sich auch direkt bei der Implementierung der Paralle-
lisierung wieder finden. Das hat zur Folge, dass man die grundlegende Implementationsar-
beit fu¨r die Gradientenparallelisierung auch fu¨r die Parallelisierung u¨ber die stochastischen
Versuche wieder verwenden kann (und umgekehrt). Hieraus entsteht ein im Sinne der Er-
weiterungsproduktivita¨t zusa¨tzlicher entscheidender Vorteil bei der Verwendung der auf
den Skalar-Gradienten-Modus beruhenden Parallelisierungsstrategien gegenu¨ber allen an-
deren beschriebenen Varianten der Gradientenparallelisierung. Damit steht eindeutig fest,
dass die geschachtelten Parallelisierungen (Skalare-Variante 2 und 3) durch ihre zahlrei-
chen Vorteile fu¨r ein verallgemeinertes Gesamtlo¨sungs-Konzept zu bevorzugen sind!
6.1 Anpassung der Strategie fu¨r moderne Rechner-Architekturen
In diesem Abschnitt werden die resultierenden Probleme und Lo¨sungen bezu¨glich neuere
Rechnersysteme vorgestellt. Abbildung 60 stellt das Beziehungsgeflecht zwischen Rech-
nerhardware, Parallelisierung und Simulationssoftware dar. Bei den Anforderungen der
Abbildung 60: U¨bersicht der Abha¨ngigkeiten zwischen Rechnerhardware, Parallelisierung
und Simulationssoftware.
Simulationssoftware in Hinblick auf die Rechnerhardware handelt es sich um einen hohen
Speicherverbrauch und einen hohen Berechnungsaufwand. Gleichzeitig muss die auf der
Simulationssoftware implementierte Parallelisierung auf dem Rechnersystem mo¨glichst gut
skalieren, da sonst wertvolle Ressourcen verloren gehen.
Ein weiteres Mittel fu¨r eine kurze Rechenleistung und effiziente Ressourcennutzung
kann der schon erwa¨hnte Lastausgleich sein. Im weiteren Sinn kann man auch die ge-
schachtelte Parallelisierung als Instrument zur Steigerung der Ressourcennutzung ansehen.
Denn wie bereits erla¨utert, verbessert die geschachtelte Parallelisierung insgesamt auch die
maximale Anzahl von nutzbaren Prozessorkernen. Das ist um so wichtiger, wenn jede ein-
zelne Parallelisierungsebene fu¨r sich nur eine stark begrenzte Anzahl von Prozessorkernen
unterstu¨tzt.
Ein anderes Mittel zur besseren Ressourcennutzung bezieht sich auf den Speicherver-
brauch. Fu¨r die bisher als
”
a¨ußere“ Parallelisierung bezeichnete Strategie geht man im
Allgemeinen von einem skalierenden Speicherverbrauch bezu¨glich der Anzahl der einzu-
setzenden Prozessorkerne aus. Das muss aber nicht auch fu¨r die originale
”
innere“ Paral-
lelisierung gelten. Auch in der hier zugrunde liegenden Simulationssoftware gilt, dass die
originale Parallelisierung deutlich speichereffizienter ist, um eine ganze Gro¨ßenordnung.
Daraus ergibt sich die Mo¨glichkeit, abha¨ngig von dem verfu¨gbaren Hauptspeicher des
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Rechnersystems, die Konfiguration fu¨r die geschachtelte Parallelisierung auf die konkre-
te Modell-Anforderung (z.B. die Diskretisierung) abzustimmen. Mit dieser Konfiguration
ist im Wesentlichen das Verha¨ltnis gemeint, wie viel a¨ußere Unterprozesse ta es geben
soll und mit welcher Anzahl ti an inneren Unterprozessen pro Gruppe. Eine ausgewogene
Konfiguration macht manche Modelle erst in angemessener Zeit berechenbar.
6.1.1 Unterstu¨tzung der ScaleMP-Plattform
Davon abgesehen sind oft Besonderheiten moderner Rechner-Architekturen zu beru¨ck-
sichtigen. Im Detail mu¨ssen daher zukunftsweisende Architekturen wie ScaleMP speziell
unterstu¨tzt werden, um die Vorteile von Preis und Leistung nicht zu verlieren. Der Haupt-
unterschied zwischen
”
echten“ ccNUMA-Systemen und solch virtuellen wie ScaleMP ist,
dass viele der system-nahen Prozesse durch Software und u¨ber ein herko¨mmliches (ver-
gleichsweise langsames) Netzwerk abgebildet werden. Erfahrungen zeigen insbesondere
die Bedeutung der Speicherreservierung auf [115]. Speziell implementierte Leistungstests
zeigten, dass die Erstinitialisierung von u¨ber 100 Vektoren mit insgesamt 80 GByte Spei-
cherplatzbedarf bis zu 25 Minuten dauerte. Das entsprach nicht den Erwartungen von
moderner Rechnerhardware und fu¨hrte zu einer Eingrenzung bei den zu verwendenden
Parallelisierungsstrategien.
Demnach sind die vielen sonst fu¨r ccNUMA so gu¨nstigen lokal angelegten Datenobjekte
(mit optimaler ccNUMA Speicherplatzierung) auf der ScaleMP-Plattform der Grund fu¨r
starke Einbru¨che in der Rechenleistung. Dieses Wissen wurde dann so genutzt, dass die
fru¨here Strategie-Mischung aus lokaler Speicherreservierung und globalen Datenobjekten
aufgehoben wurde. In einer verbesserten Variante wurde danach mo¨glichst vollsta¨ndig
auf die globalen Datenobjekte mit erho¨hter Dimensionierung umgeschwenkt. Der Vorteil
entsteht nun dadurch, dass nur noch zu Beginn einmalig in der Initialisierungsphase alle
gro¨ßeren Datenobjekte initialisiert werden.
Abbildung 61 zeigt auf der ScaleMP-Plattform genau diesen erhofften Vorteil anhand
eines synthetischen Vergleichstests fu¨r die Berechnung von 240 verschiedenen Richtungs-
ableitungen. Dabei besteht die erste (a¨ltere) Parallelisierung (blaue Quadrate) aus der be-
Abbildung 61: Beschleunigungsfaktor der Parallelisierungsstrategien: Alt und Neu auf
ScaleMP-Architektur mit bis zu 80 Prozessorkernen (10 vSMP-Knoten). Die Erstinitialisie-
rung der globalen Datenobjekte fu¨r Neu wird vernachla¨ssigt und ist nicht in den Messungen
enthalten. Das Test-Modell (Beschreibung im Anhang C.3) basiert auf der Diskretisierung
mit 330× 75× 60 Gitterpunkten und 240 Richtungsableitungen.
reits erwa¨hnten Mischung von lokalen und globalen Datenobjekten, beide in Kapitel 5.2.5
beschrieben. Daru¨ber hinaus zeigt hier der Beschleunigungsfaktor fu¨r die neue verbesserte
99
Variante (rote Karos), dass sie nahezu vollsta¨ndig mit der Anzahl der Knoten skaliert.
Auch hier liegt wieder der Bestimmung des Beschleunigungsfaktors die jeweilige serielle
Rechenzeit aus der (1× 1)-Konfiguration zugrunde.
Zum Vergleich ist mit den gelben Dreiecken das theoretische Skalierungsverhalten
eingezeichnet. Es basiert auf der besten Rechenzeit innerhalb eines Knotens (limitierte
Speicherbandbreite). Der resultierende Beschleunigungsfaktor wurde dann einfach mit der
Anzahl der Knoten multipliziert. Diese theoretischen Vergleichswerte gehen also vom idea-
len Fall mit einer Erho¨hung der Rechenleistung entsprechend der Hinzunahme von weiteren
Rechenknoten aus. Die in Abbildung 61 gezeigten Ergebnisse belegen die bisherigen po-
sitiven Scha¨tzungen in den Performance-Modellen fu¨r den Synchronisationsaufwand der
Strategien mit ho¨her-dimensionalen Datenobjekten. Auch hier sind auf der X-Achse wie-
der die u¨blichen Unterprozess-Konfigurationen in Form von (ta × ti)-Paaren angegeben,
siehe dazu Kapitel 5.3.3.
Unterstu¨tzung von ccNUMA
Eine allgemeinere Unterstu¨tzung von ccNUMA-Systemen besteht darin, die schon erwa¨hn-
te Erstinitialisierung von einzelnen Variablen (mehrdimensionale) so parallelisiert vorzu-
nehmen, dass deren verschiedene Speicherblo¨cke verteilt auf unterschiedliche prozessor-
nahe Speicher angelegt werden. Diese systematische Initialisierung muss natu¨rlich zu der
spa¨teren Verwendung passen. Angenommen, man hat zwei gleichwertige Prozessoren mit
jeweils eigenen prozessornahen Hauptspeicher. Weiterhin soll auf einen Vektor so zugegrif-
fen werden, dass der erste Prozessor die erste Ha¨lfte bearbeitet und der andere Prozessor
die zweite Ha¨lfte. Dann kann man bei entsprechender Hard- und Software (vom Betriebs-
system abha¨ngig) die erste Initialisierung so vornehmen, dass der erste Prozessor die erste
Ha¨lfte initialisiert und der Zweite die andere Ha¨lfte. Als Folge kann dann sichergestellt
werden, dass mo¨glicherweise der gro¨ßte Teil der ersten Ha¨lfte des Vektors auch tatsa¨chlich
im lokalen Hauptspeicher des ersten Prozessors liegt und die zweite Ha¨lfte weitestgehend
im Speicher des Zweiten.
Das funktioniert umso besser, solange man jeweils ein gutes Vielfache der Standard-
Speicherseitengro¨ße (oft 4 KByte) verwendet, denn eine Speicherseite selbst kann nicht
in der Mitte aufgeteilt bei verschiedenen Prozessoren lokal vorliegen. Die parallelisierte
Datenplatzierung ist eine wichtige Maßnahme und die
”
Erstplatzierung“ der Speicherseiten
(engl. auch unter dem Begriff
”
first touch“) oder a¨hnliche Mechanismen mu¨ssen auf einem
ccNUMA-System gewa¨hrleistet werden, um die wichtige Speicherbandbreite ausscho¨pfen
zu ko¨nnen. Die Beschreibung anderer Mechanismen wird in der Literatur unter
”
next
touch“ oder
”
automatic page migration“ diskutiert.
6.1.2 Erga¨nzende konzeptuelle Anmerkungen
Neben den bisherigen Erla¨uterungen u¨ber die Verwendung von ho¨her-dimensionalen Da-
tenobjekten, soll erga¨nzend zu den Richtlinien 5.1 und 5.2 noch die nachfolgenden Anmer-
kungen fu¨r Klarheit sorgen.
• Die dieser Arbeit zugrunde liegenden Anwendungsszenarien erlauben eine große
Gruppe von Berechnungen, die weitestgehend unabha¨ngig von einander sind. Sie
werden im Wesentlichen in einer parallelisierbaren
”
a¨ußeren“ Schleife zusammen-
gefasst. Alle Berechnungen bzw. die Programmcodes mu¨ssen dazu Eigenschaften
erfu¨llen, die unter dem engl. Fachbegriff
”
thread-save“ bekannt sind. Diese Eigen-
schaften und damit die rechnerische Unabha¨ngigkeit erha¨lt man z.B. durch eine von
Nebeneffekten freie und vor allem datenstrukturelle Unabha¨ngigkeit. Erreicht wer-
den kann dies unter anderem durch die Arbeit auf eigenen Kopien der Datenobjekte.
• Dies darf allerdings nicht dazu fu¨hren, dass sta¨ndig neue lokale Datenobjekte ange-
legt und aufgelo¨st werden (siehe Problematik Kapitel. 6.1.1). Vielmehr ist es aber
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akzeptabel, dass einmal pro
”
a¨ußerem“ Unterprozess alle lokal beno¨tigten Datenob-
jekte angelegt werden. Das kann man durch eine
”
echte“ lokale Speicherreservierung
zu Beginn der
”
a¨ußeren“ parallelen Region erreichen. Andererseits kann man statt
dessen auch außerhalb der parallelen Region die lokal beno¨tigten Datenobjekte in
Form von ho¨her-dimensionalen shared-Datenobjekten anlegen. Im letzten Fall muss
man dann eine parallelisierte Erstinitialisierung (oder Vergleichbares) vornehmen,
um die prozessornahe Datenlokalita¨t zu gewa¨hrleisten.
• Um den Speicherverbrauch nicht unno¨tig zu erho¨hen, ist eine genaue Analyse u¨ber
die Verwendung der einzelnen Datenobjekte hilfreich. Eine Besonderheit sind bei-
spielsweise Daten, die zu Beginn und außerhalb jeglicher Parallelisierung nur einmal
eingelesen oder initialisiert werden. Viele dieser Daten sind oft statisch, d.h. sie wer-
den danach und speziell wa¨hrend den parallelen Berechnungen nicht mehr vera¨ndert,
sondern ihre Werte werden in den Unterprozessen nur gelesen. Hier hat man im All-
gemeinen die Wahl, ob man fu¨r eine bessere Rechenleistung lokale Kopien anlegt oder
eine einzige Version fu¨r alle Unterprozesse global (shared) zur Verfu¨gung stellt. Das
kann viel Speicher sparen. Allerdings sollte man speziell auf einem ScaleMP-System
bedenken, dass hier durchaus schon automatisch lokale Kopien je nach Bedarf erzeugt
werden. Das beinhaltet manchmal auch nur die
”
wirklich notwendigen“ Teilbereiche
der Datenobjekte. Bei dem dieser Arbeit zugrunde liegendem Suite-Projekt schien
dieser Effekt recht effizient zu sein und fu¨hrt damit zu einem Vorteil, da dadurch ein
Teil des no¨tigen Programmier- oder Wartungsaufwands wegfallen kann.
• Explizit soll an dieser Stelle nochmal darauf hingewiesen werden, dass alle anderen
Datenobjekte, die wa¨hrend der parallelen Ausfu¨hrung von den Unterprozessen modi-
fiziert werden, am besten in Form einer eigenen Kopie (oder Teilbereichs) vorliegen.
Ansonsten fu¨hrt das fast immer zu Synchronisationen, die es zu vermeiden gilt.
6.2 Skalierbarkeit der Konzeptlo¨sung - Parallelisierung auf ScaleMP
Abschließend werden vergleichende Messungen auf unterschiedlichen Rechnersystemen
vorgestellt. Es werden dazu Ergebnisse von Vergleichstests vorgestellt, die auf modernen
bzw. ju¨ngst vero¨ffentlichten Rechnerplattformen ausgefu¨hrt wurden. Dass soll die generel-
le Eignung der hier vorgestellten Konzeptlo¨sung besta¨tigen und das Potential aufzeigen,
welches man auch auf zukunftsweisenden Rechner-Architekturen (allg. Kapitel 2.5), wie
ScaleMP (spez. Kapitel 2.5.3), oder aktuellen
”
echten“ SMP-Maschinen erzielen kann.
6.2.1 Vergleichstest - synthetische Modelle
Als erstes werden zwei ScaleMP-Systeme verglichen, die sich in den verwendeten Rechenk-
noten unterscheiden. Das urspru¨ngliche System wird, genauso wie bisher auch, einfach als
ScaleMP-System bezeichnet und besteht aus 13 Rechenknoten, wobei jeder mit zwei 4Kern-
Prozessoren Intel-Xeon (Harpertown) bestu¨ckt ist. Hierbei handelt es sich jeweils um ein
System mit echten
”
gemeinsamen Speicher“. Aufgrund der geteilten Speicherbandbreite
erreicht man einen maximalen Beschleunigungsfaktor von nur 3, 2 fu¨r den Simulationscode
und fu¨r 1 bis 8 Unterprozesse.
Das moderne Vergleichssystem basiert auf 16 Rechenknoten mit je zwei Nehalem
4Kern-Prozessoren der Firma Intel
TM
[116] und wird im Folgenden als ScaleMP-N be-
zeichnet. Außerdem handelt es sich bei jedem Knoten des ScaleMP-N Systems selbst um
ein kleines ccNUMA-System. Die entsprechend ho¨heren Erwartungen konnten fu¨r den Si-
mulationscode mit einem maximalen Beschleunigungsfaktor von 7, 5 (1 bis 8 Unterprozess)
erfu¨llt werden.
Die Abbildung 62 (vero¨ffentlicht in [115]) zeigt fu¨r beide Systeme und je fu¨r drei
verschiedene Unterprozess-Konfigurationen das Skalierungsverhalten. Die in der Legende
und in Klammern spezifizierte Unterprozess-Konfiguration (ta× ti-Notation) bezieht sich
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Abbildung 62: Beschleunigungsfaktor fu¨r verschiedene Unterprozess-Konfigurationen auf
zwei vSMP-Systemen. Modell-Diskretisierung mit 330 × 75 × 60 Gitterpunkten und 320
Richtungsableitungen, Modellbeschreibung siehe Anhang C.4. Quelle: eigene Bearbeitung
nach [115].
dabei auf jeden einzelnen verwendeten Rechenknoten. Fu¨r drei Knoten mit einer (4× 2)-
Konfiguration sind beispielsweise insgesamt 3 · 4 = 12 a¨ußere Unterprozesse aktiv, die
jeweils eine Gruppe mit 2 inneren Unterprozessen zur Berechnung ero¨ffnen. Entsprechend
wurde systematisch das selbe Testmodell unter Verwendung von 1 bis 13 (16) Rechenkno-
ten berechnet.
Fu¨r beide Systeme sieht man, nahezu unabha¨ngig von der Unterprozess-Konfiguration,
einen sehr starken linearen Zusammenhang mit der Anzahl der zur Testmodell-Berechnung
eingesetzten Rechenknoten. Das deutet auf ein sehr gutes Skalierungsverhalten fu¨r diese
Art von modernen Architekturen an und besta¨tigt damit die bisherigen Vorbetrachtungen.
Fu¨r ein ccNUMA basierend auf einem System mit echten
”
gemeinsamen Speicher“ soll-
te man analog einen a¨hnlich linearen Effekt, skalierend mit der Anzahl der Prozessoren
(bzw. Prozessorsockel, engl.
”
socket“), beobachten ko¨nnen. Aus der Reihe der aktuellen
und erst ku¨rzlich verfu¨gbar gewordenen Systeme stammt die Nehalem-EX Plattform mit
vier 8Kern-Prozessoren (8 Rechenkerne). Hier stehen somit insgesamt 4× 8 = 32 Prozes-
sorkerne zur Verfu¨gung.
Den jeweiligen Beschleunigungsfaktor fu¨r verschiedene Unterprozess-Konfigurationen
(ta×ti-Notation) zeigt der blaue Graph in der Abbildung 63. Zum Vergleich befinden sich
hier zusa¨tzlich auch rot-markierte Werte fu¨r die Beschleunigungsfaktoren eines wesentlich
kleineren Systems (
”
gemeinsamer Speicher“), bestu¨ckt mit zwei 4Kern-Prozessoren (a¨hn-
lich zu einem Knoten der ScaleMP-N Plattform). Die Abbildung 63 erlaubt zwei wichtige
Beobachtungen. Einerseits skaliert auch hier der Beschleunigungsfaktor linear mit der An-
zahl der verwendeten Prozessoren (bzw. Sockel). Dazu betrachtet man am besten nur die
Werte, die bezu¨glich eines Prozessors (8 Kerne) die selbe Unterprozess-Konfiguration auf-
weisen. Fu¨r die Konfiguration (8 × 1) wa¨re das z.B. die Reihe (8 × 1), (16 × 1), (24 × 1)
und (32× 1), welche mit schwarzen Kreisen in der Abbildung 63 hervorgehoben ist.
Andererseits sieht man in dieser Abbildung auch Konfigurationen, in denen nicht nur
alle Unterprozesse in der a¨ußeren Gradientenparallelisierung rechnen. Stattdessen sieht
man auch gegensa¨tzliche Fa¨lle, bei denen alle Unterprozesse nur fu¨r die innere originale
Parallelisierung verwendet werden. Wa¨hrend fu¨r die ga¨nzlich A¨ußere (32 × 1), mit 320
Richtungsableitungen, genug unabha¨ngige Berechnungsblo¨cke zur Verfu¨gung stehen, gilt
dies hier fu¨r die Innere nicht. Das Testmodell weist mit 1,485 Mio. Gitterpunkten nicht zu
jedem Zeitpunkt genug unabha¨ngige Teilaufgaben auf, um idealerweise alle Unterprozesse
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Abbildung 63: Beschleunigungsfaktor fu¨r verschiedene Unterprozess-Konfigurationen
auf zwei Systemen mit
”
gemeinsamen Speicher“. Die schwarzen Kreise markieren die
Prozessor-Unterprozess-Konfiguration (8 × 1). Modell-Diskretisierung mit 330 × 75 × 60
Gitterpunkten und 320 Richtungsableitungen, Modellbeschreibung siehe Anhang C.4.
unter Last zu halten (modellabha¨ngige Limitierung der inneren Parallelisierungsstufe).
Deswegen ist der Beschleunigungsfaktor fu¨r (1× 32) deutlich schlechter als fu¨r (32× 1).
Allerdings sieht man hier auch, dass die Beschleunigungsfaktoren fu¨r die Unterprozess-
Konfigurationen (2 × 16) und (16 × 2) nahezu gleichwertig sind. An dieser Stelle lohnt
sich also eine genaue Abwa¨gung, welche Konfiguration man verwenden sollte. Im Detail
beno¨tigt man bei diesem Beispiel fu¨r die (2× 16)-Konfiguration ca. nur 1/8 soviel Haupt-
speicher wie fu¨r die (16× 2)-Konfiguration.
6.2.2 Vergleichstest - realita¨tsnahe Modelle und Anwendung
Die Erfahrungen und die daraus resultierenden Richtlinien konnten erfolgreich in der die-
ser Arbeit zugrunde liegenden Simulationssoftware umgesetzt werden, obwohl es sich dabei
um einen sta¨ndig fortlaufenden Entwicklungsprozess handelte. Diese hohe Erweiterungs-
produktivita¨t ermo¨glichte einen Leistungsvergleich an großen, realita¨tsnahen Modellen.
Entsprechend werden im Nachfolgenden fu¨r drei wissenschaftlich relevante Modelle
Zeitmessungen diskutiert. Sie zeigen auf, wie sich die Erwartungen aus den syntheti-
schen Vergleichstests auf die realen Anwendungen: Parameterscha¨tzung und stochasti-
sche Simulation, u¨bertragen lassen. Dabei wurden alle drei Beispielanwendungen auf der
hauptsa¨chlich zur Verfu¨gung stehenden ScaleMP-Plattform (13 Rechenknoten mit je zwei
4Kern-Prozessoren) im laufenden Betrieb berechnet. Allerdings standen dabei immer zwei
Knoten nicht dem regula¨ren Rechnerbetrieb zur Verfu¨gung.
Bei den drei realita¨tsnahen Anwendungen handelt es sich im Detail um zwei Parame-
terscha¨tzungen und eine stochastische Simulation. Die stochastische Simulation nutzte auf
Grund des hohen zu erwartenden Berechnungsaufwands alle 11 verfu¨gbaren Rechenkno-
ten und lief damit mehr oder weniger ungesto¨rt (a¨hnlich den synthetischen Bedingungen).
Dagegen beanspruchten die Parameterscha¨tzungen jeweils (zu verschiedenen Zeitpunkten)
nur 6 der 11 Rechenknoten. Auf den anderen 5 Knoten liefen wa¨hrend dessen unregelma¨ßig
und nicht weiter spezifizierbare Anwendungen (reale Bedingungen). Weiterfu¨hrende geo-
physikalische und numerische Details zu allen drei Anwendungsbeispielen findet man im
Anhang D ab Seite 135.
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Modell DIPL S3D NC 2 3B 3 (kurz D.1)
Bei der ersten Parameterscha¨tzung D.1 handelt es sich, wie bei den anderen auch, um einen
Pumpversuch einer
”
Hot Dry Rock“ (HDR) Versuchseinrichtung des Soultz-Reservoirs (sie-
he [117, 118, 119]). Hierbei ist D.1 von allen drei nachfolgenden Beispielen das am feins-
ten diskretisierte Modell mit der kleinsten Anzahl an simulierten Zeitschritten. In dem
D.1-Beispiel wurden 11 Inversionsiterationen (Parameterscha¨tzungen) fu¨r P = 6 Gestein-
sparameter berechnet. Fu¨r eine einzelne Parameterscha¨tzung (einzelne Inversionsiterati-
on) wurden genau 6 Richtungsableitungen (Ableitungen nach den Gesteinsparametern)
berechnet und anschließend einem Optimierungsalgorithmus u¨bergeben. Danach folgte,
noch innerhalb der Inversionsiteration, eine Art
”
line-search“, welche im Wesentlichen die
(parallelisierte) Auswertung mehrerer einfacher Modell-Simulationen zur Folge hat.
Insgesamt wurde fu¨r die vollsta¨ndige Berechnung aller 11 Iterationen von D.1 und
fu¨r die Unterprozess-Konfiguration (6 × 8) nur 5659 min aufgewendet. An dieser Stelle
beno¨tigt man einen Vergleichswert, um zu beurteilen, wie stark man von einer effizienten
Parallelisierung profitiert. Dazu wurde (analog auch fu¨r die anderen Beispiele) die ers-
te Inversionsiteration durch eine serielle Berechnung nachgestellt, allerdings nur fu¨r eine
aktive Richtungsableitung (statt 6). Die Berechnung einer einzelnen Iteration (inklusi-
ve Optimierungsfunktion, siehe Kapitel 2.2) fu¨r eine ausschließliche Parameterscha¨tzung
nach dem ersten Gesteinsparameter erforderte ca. 1000 min auf einem einzelnen Prozes-
sorkern (1× 1-Konfiguration). Das soll als Vergleichswert auch deshalb genu¨gen, weil eine
komplette serielle Nachberechnung u¨ber mehr als einen Monat hinweg auf Grund von re-
gelma¨ßigen etwa alle zwei Wochen stattfindenden Wartungszyklen ohnehin nicht am Stu¨ck
durchfu¨hrbar gewesen wa¨re.
Der Einfachheit halber kann man zusa¨tzlich grob scha¨tzen, dass fu¨r die gleichzeiti-
ge Inversion nach 6 Gesteinsparametern (bei jeder Iteration) auch ungefa¨hr die 6-fache
Rechenleistung beno¨tigt wird. Fu¨r dieses Modell ist außerdem bekannt, dass die erste
Inversionsiteration nach 410 min abgeschlossen war. Das ergibt dann einen gescha¨tzten
Beschleunigungsfaktor von 6 · 1000 min/410 min ≈ 14, 6. Nach dem synthetischen Ver-
gleichstest ha¨tte man fu¨r 6 Knoten und einer (6 × 8)-Konfiguration ca. 17, 6 (vergleiche
Abbildung 62; ScaleMP (1 × 8) auf 6 Knoten) erwarten ko¨nnen. Dieser erste Vergleich
zwischen einem synthetischen und realita¨tsnahem Beispiel zeigt, wie gut die Erwartun-
gen umgesetzt bzw. erfu¨llt werden ko¨nnen, obwohl das reale Anwendungsbeispiel sehr
viel ungu¨nstigere Modelleigenschaften (gro¨bere Diskretisierung, weniger Richtungsablei-
tungen) fu¨r die Parallelisierung aufweist.
Daru¨ber hinaus kann man fu¨r eine Betrachtung u¨ber alle 11 Iterationen einmal zusa¨tz-
lich annehmen, dass fu¨r jede Iteration in etwa gleich viel berechnet werden muss. Das fu¨hrt
zu einer groben Scha¨tzung von 6 · 11 · 1000 min = 66000 min ≈ 1100 h ≈ 46 Tage ≈
1, 5 Monate fu¨r die vollsta¨ndige serielle Parameterscha¨tzung. Dem steht die zuvor ge-
nannte parallele Rechenzeit von 5659 min ≈ 4 Tage ≈ 1/2 Woche gegenu¨ber, was in etwa
einem Beschleunigungsfaktor von 11, 7 entspricht. Dies erscheint noch weniger effizient als
17, 6, ist aber auf Grund der sehr groben Annahmen immer noch beeindruckend hoch
fu¨r ein realita¨tsnahes Anwendungsbeispiel. Insbesondere konnte wegen der Verku¨rzung
der Gesamtrechenzeit von gescha¨tzten 1, 5 Monaten auf nur eine halbe Woche deutlich
schneller auf Modell-Fehler reagiert werden oder andere Anpassungen ausprobiert werden.
Modell DIPL S3D NC 4Q 10 (kurz D.2)
Bei dieser zweiten Parameterscha¨tzung handelt es sich um ein ungefa¨hr halb so fein-
diskretisiertes Modell mit doppelt so vielen Zeitschritten. Fu¨r die gleichzeitige Para-
meterscha¨tzung von P = 12 Gesteinseigenschaften durch D = 8 Inversionsiterationen
beno¨tigte man hier 5664 min. Dabei wurde zur Berechnung auf 6 Rechenknoten die
Unterprozess-Konfiguration (12 × 3) gewa¨hlt. Eine serielle Nachberechnung der ersten
Inversionsiteration mit nur einer Richtungsableitung erforderte hier 1003 min. Eine Scha¨t-
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zung des Beschleunigungsfaktors Bf kann man durch
Bf =
P ·D · tser
tpar
berechnen, wobei gilt:
P : Anzahl der Parameter (12 fu¨r Modell D.2),
D : Anzahl der Inversionsiterationen (8 fu¨r Modell D.2),
tser : serielle Rechenzeit fu¨r P = 1 und D = 1 (1003 min) und
tpar : parallele Rechenzeit (5664 min fu¨r P und D entsprechend Modell D.2).
Eingesetzt erha¨lt man mit Bf = (12 · 8 · 1003 min)/5664 min insgesamt einen Faktor von
17 fu¨r die D.2-Parameterscha¨tzung.
Ein nicht ganz vergleichbarer, aber naheliegender Wert (fu¨r das synthetische Modell)
ist der Beschleunigungsfaktor fu¨r die (12× 4)-Konfiguration auf 6 Knoten. Er ist nicht in
Abbildung 62 dargestellt, Messungen ergaben aber 18, 7 fu¨r das dort verwendete synthe-
tische Testmodell. Der kleine Unterschied zwischen 17 (realen) und 18, 7 (synthetischen)
Faktor ist fast vernachla¨ssigbar und unterstu¨tzt so die hohen Erwartungen an die Skalier-
barkeit fu¨r die geschachtelte Parallelisierung bei der allgemeinen Ableitungsberechnung.
Modell S3D STOCH COARSE 0009 (kurz D.3)
Im Gegensatz zu den ersten beiden Beispielen mu¨ssen fu¨r dieses D.3-Modell keine Ab-
leitungen berechnet werden. Statt dessen wurden 10000 Modell-Simulationen (Versuche)
berechnet, um sie stochastisch auswerten zu ko¨nnen. Die Modell-Diskretisierung ist dabei
a¨hnlich fein gewa¨hlt, wie fu¨r D.2. Ausgehend von einer Simulation mit nur 3000 Zeitschrit-
ten (pro Versuch) beno¨tigte man fu¨r die serielle Berechnung (1 × 1-Konfiguration) nur
51 min fu¨r eine einzelne Modell-Simulation. Hierbei ist immer auch die stochastisch rele-
vante Initialisierungssto¨rung enthalten. Sie wird fu¨r jeden Versuch mit Hilfe eines externen
Aufrufs der SGSIM-Bibliothek [120] durchgefu¨hrt und ist von dem Berechnungsaufwand
her gegenu¨ber der eigentlichen Modell-Simulation vernachla¨ssigbar.
Rechnet man die Laufzeit dieser Einzelsimulation auf die 10000 Versuche hoch, ergibt
das insgesamt 10000 · 51 min = 510000 min = 8500 h ≈ 354 Tage ≈ 1 Jahr. Sicherlich
kann man die stochastisch numerischen Abha¨ngigkeiten fu¨r die Initialisierungssto¨rung auch
anders gewa¨hrleisten als innerhalb eines Programmaufrufs. Beispielsweise ko¨nnte man die
Gesamtmenge aller Berechnungen generell auf unterschiedliche Programmstarts aufteilen
und wa¨re nicht gezwungen, ein Jahr ununterbrochen durchrechnen zu mu¨ssen. Durch einen
einzelnen Programmstart ist man aber in der Lage, Dateizugriffe und im gewissen Umfang
auch einen erho¨hten Speicherverbrauch oder anderen Rechenoverhead effektiver vermeiden
zu ko¨nnen.
Das D.3-Beispiel wurde auf dem ScaleMP-System mit einer (88× 1)-Konfiguration auf
11 Rechenknoten in 12260 min ≈ 204 h ≈ 8, 5 Tage berechnet. Das entspricht einem
gescha¨tzten Beschleunigungsfaktor von 510000 min/12260 min ≈ 41, 6. Da als Vergleichs-
wert kein Beschleunigungsfaktor auf 11 Knoten fu¨r das synthetische Testmodell (vergleiche
Abbildung 59) vorliegt, soll hier eine einfache Scha¨tzung ausgehend von dem maximalen
Wert 18, 5 genu¨gen. Wie in Kapitel 5.3.3 schon ausgefu¨hrt wurde, entspricht dieser maxi-
mal erreichte Beschleunigungsfaktor in etwa halb so vielen Rechenknoten wie fu¨r D.3, was
fu¨r die Verwendung von doppelt so vielen Rechenknoten einen Beschleunigungsfaktor von
2 · 18, 5 = 37, 0 vermuten la¨sst.
Man liegt hier mit 41, 6 (fu¨r D.3) deutlich daru¨ber und dies la¨sst sich auch nicht
dadurch ausgleichen, dass man die grob angenommene Verdoppelung der Rechenknoten
genauer einbezieht. Vielmehr sind die Ursachen in den unterschiedlich langen Berechnungs-
zeiten der Versuche und dem schon oft erwa¨hnten positiven Lastausgleich zu suchen. Der
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Vorteil der Verku¨rzung der theoretischen Berechnungszeit von ca. einem Jahr auf nur etwas
mehr als eine (reale) Woche ist aus Sicht des wissenschaftlichen Arbeitens enorm.
Auch wenn diese Parallelisierung trivial erscheint, hat sie doch ein paar entscheidende
Vorteile gegenu¨ber einer mehr oder weniger externen Lo¨sung mit mehreren Programm-
starts. Die Erfahrungen zeigten, dass nicht nur der Programmcode ohne diese zusa¨tz-
liche Unterstu¨tzung (externe Lo¨sung) etwas einfacher ist, sondern auch der mehrfache
Programmstart mit sta¨ndig wiederkehrenden Speicherreservierungen einher geht, die sehr
nachteilig auf der ScaleMP-Plattform sind. Insgesamt ist somit eine Einmalstart-Lo¨sung
gerade auf den vSMP-Systemen sehr effizient und schont wichtige Ressourcen. Konkret
verbraucht in diesem Beispiel die serielle Berechnung fu¨r eine einzelne Modell-Simulation
ca. 14, 5 MByte und die Einmalstart-Lo¨sung mit 88 Unterprozessen ca. 923 MByte. Dage-
gen wu¨rden 88 einzelne parallel laufende Simulationen mit 88·14, 5 MByte = 1276 MByte
rund 30% mehr verbrauchen als die Einmalstart-Lo¨sung, was bei deutlich gro¨ßeren Mo-
dellen ausschlaggebend sein ko¨nnte.
6.3 Ausblick auf Werkzeugunterstu¨tzung, ho¨here Ableitungen und Ver-
allgemeinerung
Im Folgenden sollen drei Aspekte diskutiert werden, wie sich die in dieser Arbeit vorge-
schlagenen und erarbeiteten Konzepte leichter auf andere Projekte u¨bertragen lassen.
6.3.1 Werkzeugunterstu¨tzung
Als erstes ko¨nnte zuku¨nftig eine erweiterte Unterstu¨tzung fu¨r Parallelisierung in den AD-
Werkzeugen in Betracht gezogen werden. Generell gibt es schon einfache Unterstu¨tzungen
von Parallelisierung in einigen der AD-Werkzeuge (z.B. OpenMP bei TAF), diese sind
aber oft stark limitiert und konzentrieren sich normalerweise auf nur eine rudimenta¨re
Parallelisierungsebene.
Wie in dieser Arbeit gezeigt wurde, sind jedoch keine ausgefeilten Analysetechniken
seitens der Werkzeuge vonno¨ten, um mehrstufige Parallelisierungsebenen zu unterstu¨tzen.
Hiermit ist gemeint, dass nicht vom AD-Werkzeug verlangt wird eine Art Autoparallelisie-
rung fu¨r die Gradientenparallelisierung einzufu¨hren, sondern statt dessen eine vorgegebene
Parallelisierung zu erweitern. Gerade die Fa¨higkeit zur Nutzung zusa¨tzlicher Parallelisie-
rungsebenen macht diesen Ansatz dann besonders interessant fu¨r große Anwendungen.
Zusammenfassend beno¨tigt man dafu¨r in den Werkzeugen vier wichtige Fa¨higkeiten,
die teilweise in Grundzu¨gen schon vorhanden sind. Die ersten beiden beziehen sich auf
die Einhaltung des Programmkontextes fu¨r die originalen OpenMP-Direktiven und die
Einhaltung des Deklarationskontextes fu¨r die (neuen) Datenobjekte (siehe Kapitel 4.4).
Hier verhalten sich die AD-Werkzeuge bereits entweder genau richtig oder machen etwas
zu viel, was oft einfach abschaltbar ist.
Bei der dritten Fa¨higkeit handelt es sich im Wesentlichen um eine echte Erweiterung
zum automatischen Umgang mit den in den Direktiven und Klauseln versteckten Rechen-
operationen (siehe reduction-Klausel Kapitel4.5). Hierfu¨r lassen sich aber bei genauerer
Betrachtung oft einfache Regeln erstellen. Notfalls kann man auch, wie in dieser Arbeit
vorgestellt, durch einen (automatisierten) Vorverarbeitungsschritt diese Rechenoperatio-
nen explizit herausarbeiten. Das ist dann wohl auch ein gangbarer Weg, wenn es bei der
AD-Umgebung mittels
”
Ersetzen der Rechenoperatoren“ zu Problemen kommt.
Die vierte und letzte Anpassung in einem Quellcode transformierenden AD-Werkzeug
kann no¨tig sein, weil man im Allgemeinen nicht von einem Datensichtbarkeitsbereichs-
Attribute freien Programmcode ausgehen kann, wie er im Kapitel 4.2 beschrieben und in
dieser Konzeptlo¨sung vorausgesetzt wird. Die Vorteile bezu¨glich der Erweiterungsproduk-
tivita¨t sind klar, mu¨ssen aber nicht anderen Projekten aufgezwungen werden. So gesehen
muss diese letzte Anpassung nur so viel beinhalten, dass sie die Datensichtbarkeitsbereichs-
Attribute korrekt erweitert, bzw. die mo¨glichen Folgen auf neue Datenobjekte beru¨cksich-
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tigt. Insbesondere muss hier nicht die in dieser Arbeit vorgeschlagene vollsta¨ndige Elimi-
nierung dieser Attribute durchgefu¨hrt werden, da eine solche Umstrukturierung mo¨glicher-
weise auch sehr aufwa¨ndig zu implementieren wa¨re. Ein anderer Weg wa¨re auch denkbar,
indem man die sogenannten
”
autoscoping“-Fa¨higkeiten [87] fu¨r das Werkzeug durch eine
Art Zusammenarbeit mit Compilern mit entsprechender Fa¨higkeit herstellt.
6.3.2 Unterstu¨tzung ho¨herer Ableitungen
Fu¨r viele Optimierungsalgorithmen und Anwendungen empfiehlt es sich, ho¨here Ablei-
tungen (z.B. zweite Ableitung - Hesse-Matrix) einzubeziehen. Dazu gibt es in mehreren
AD-Werkzeugen eine entsprechende Unterstu¨tzung. U¨blicherweise kann das auf drei ver-
schiedenen Wegen erreicht werden.
1. Kombination aus AD im Vorwa¨rts-Modus und Ru¨ckwa¨rts-Modus, siehe [121].
2. Eine direkte AD-Transformation fu¨r die zweite Ableitung bzw. die Verwendung von
effizienten Hesse-Modulen (siehe [122]).
3. Die mehrmalige AD-Anwendung im Vorwa¨rts-Modus.
Da die in dieser Arbeit vorgeschlagenen Techniken sich ausschließlich auf AD im Vorwa¨rts-
Modus beziehen, ko¨nnen hier keine Aussagen u¨ber die Nutzbarkeit im Zusammenhang
mit dem Ru¨ckwa¨rts-Modus getroffen werden. Fu¨r die U¨bertragbarkeit der in dieser Ar-
beit vorgestellten Techniken auf die obige 1. Mo¨glichkeit fehlen deshalb weitergehende
Untersuchungen.
Daru¨ber hinaus kann man in zuku¨nftigen Arbeiten untersuchen, in wieweit bei AD-
Werkzeugen, die direkte zweite Ableitungen mit Hilfe von Hesse-Modulen (2. Mo¨glichkeit)
generieren ko¨nnen, Probleme auftreten ko¨nnen. Da hier A¨hnlichkeiten mit der ersten Ab-
leitung im Vorwa¨rts-Modus bestehen, kann man fu¨r die U¨bertragbarkeit mo¨glicherweise
mit weniger Problemen rechnen als fu¨r den Ru¨ckwa¨rts-Modus.
Fu¨r spezielle Anwendungsfa¨lle kann man Ableitungscode ho¨herer Ordnung erzeugen,
in dem man eine mehrmalige Anwendung des AD-Werkzeugs im Sinne der 3. Mo¨glichkeit
durchfu¨hrt. Da hier u¨blicherweise die zweite Ableitung analog zur Ersten durchgefu¨hrt
wird, sollte die hier besprochene Unterstu¨tzung der Parallelisierung mit kleinen Anpas-
sungen ebenfalls durchfu¨hrbar sein. Weitergehende Untersuchungen ko¨nnten dann kla¨ren,
ob eine mehrstufige Parallelisierung fu¨r jede zusa¨tzliche Ableitungsstufe sinnvoll ist oder
nur fu¨r die Letzte.
6.3.3 Verallgemeinerung auf C und C++
Ein weiterer wichtiger Aspekt fu¨r die U¨bertragbarkeit auf andere Projekte ist die Mach-
barkeit im Zusammenhang mit anderen Programmiersprachen wie C oder C++. Als erstes
soll es deshalb um AD-Werkzeuge mit Unterstu¨tzung fu¨r den hier vorgeschlagenen Paral-
lelisierungsansatz gehen.
Handelt es sich um ein Werkzeug bei dem die Rechenoperatoren
”
ersetzt“ werden (engl.
”
operator overloading“), sind im Wesentlichen nur analoge Probleme wie bei Fortran zu
erwarten.
Bei Werkzeugen mit Programmtransformation gilt es zu beachten, dass es fu¨r C und
C++ eine von Fortran abweichende Datensichtbarkeitsbereich-Voreinstellung fu¨r OpenMP
gibt. An dieser Stelle wa¨re auch denkbar, dass sich diese Voreinstellungen in einem neueren
OpenMP-Standard (Version > 2.5) auch fu¨r Fortran a¨ndert. Dementsprechend mu¨ssen
nicht nur Anpassungen fu¨r C und C++ entwickelt werden, sondern gegebenenfalls auch
fu¨r Fortran.
Daru¨ber hinaus mu¨ssten auch Erfahrungen erarbeitet werden, inwieweit Codeopti-
mierungen durch die Programmtransformation auf noch unbekannte Art und Weise die
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Richtigkeit der OpenMP-Direktiven und Klauseln fu¨r C und C++ (Programmcode) be-
einflussen. Diese und andere weiterfu¨hrende Untersuchungen sind ein interessantes Ziel
fu¨r zuku¨nftige Projekte. Da der Fokus in dieser Arbeit auf Fortran liegt, wird hier kein
Anspruch auf eine allgemeine Aussagekra¨ftigkeit bezu¨glich anderer Programmiersprachen
erhoben.
Abschließend kann man noch fu¨r die letztendlich bevorzugten Parallelisierungsstrate-
gien sagen, dass sie wahrscheinlich auch mit denselben Vorteilen fu¨r C oder C++ an-
wendbar sind. Allgemein, auch in Fortran stehen dem oft sogenannte
”
projektabha¨ngige
Programmierstile“ oder Richtlinien entgegen. Diese ko¨nnen beispielsweise die Verwendung
von globalen Datenobjekten untersagen oder nur mit Ausnahmen zulassen. Ein damit
verbundener Zwang zu mo¨glichst lokalen Datenobjekten kann deshalb allgemein auf den
vSMP-Plattformen zu Nachteilen in der Rechenleistung wegen erho¨hter Speicherreservie-
rung fu¨hren. In solchen Fa¨llen empfiehlt es sich, die Programmierrichtlinien fu¨r einen
”
guten“ Programmierstil mit effizienten Datenstrukturen zu revidieren.
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7 Abschließende Bemerkungen
Ausgehend von einem bereits etablierten Simulationswerkzeug (SHEMAT) sollte eine Neu-
entwicklung zur Erreichung neuer wissenschaftlicher Zielsetzungen durchgefu¨hrt werden.
Das urspru¨ngliche SHEMAT wurde zur ausschließlichen Vorwa¨rtsberechnung einer hydro-
geothermalen Simulation entwickelt. Dagegen ist die Neuentwicklung (Simulations-Suite)
jetzt ein wertvolles Werkzeug zur Beantwortung inverser Problemstellungen (Parame-
terscha¨tzung) und ein hochwertiges Hilfsmittel zur Durchfu¨hrung von stochastischen Un-
sicherheitsanalysen. Die im Rahmen dieser Forschungsarbeit mitentwickelte Simulations-
Suite profitiert daher maßgeblich von den folgenden neuen Eigenschaften (gegenu¨ber der
urspru¨nglichen SHEMAT-Software).
• Verfu¨gbarkeit der stochastischen Simulation fu¨r die Unsicherheitsanalyse.
• Verfu¨gbarkeit stochastischer und deterministischer Methoden fu¨r die Parameter-
scha¨tzung.
• Verwendung exakter Ableitungen fu¨r die deterministischen Methoden zur Parame-
terscha¨tzung.
• Eine mehrstufige Parallelisierung mit einer vorteilhaften Verteilung der Rechenarbeit
auf mehrere Prozessoren.
• Effiziente Nutzung der Rechnerkapazita¨ten moderner Rechner-Architekturen bezu¨g-
lich der Anzahl der Prozessoren und des Hauptspeichers.
Dazu wurde ein Gesamtlo¨sungs-Konzept bestehend aus mehreren Teilbereichen vor-
gestellt. Dieses wurde auf dem umfangreichen Programmcode innerhalb eines Software-
Projektes (Simulations-Suite) vollsta¨ndig umgesetzt und die praxisnahe Tauglichkeit in
einen mehrja¨hrigen Entwicklungszeitraum unter Beweis gestellt. Abschließend wurde fu¨r
wissenschaftlich relevante Anwendungsszenarien basierend auf geophysikalischen Modell-
Simulationen die Fa¨higkeiten fu¨r das Hochleistungsrechnen erfolgreich u¨berpru¨ft.
Der gro¨ßte Teilbereich des Gesamtlo¨sungs-Konzeptes besteht aus einer Reihe von
Richtlinien und Maßnahmen, um eine
”
erweiterte“ Parallelisierung auf dem sogenannten
Ableitungscode zu erhalten. Aus Sicht des AD-Werkzeugs wird dazu die originale Par-
allelisierung des urspru¨nglichen Programmcodes ausgeblendet. Im Detail wurde gezeigt,
wie ein parallelisierungs-spezifischer Datensichtbarkeitsbereich-Automatismus (engl.
”
data
scoping“) ausgenutzt werden kann, um einen Teil der Parallelisierungsanweisungen u¨ber-
flu¨ssig zu machen. Dies und weitere Richtlinien wurden ausgefu¨hrt, um sicher zu stellen,
dass die urspru¨ngliche Parallelisierung gu¨ltig bleibt. Danach wurde veranschaulicht, wie
man durch Umgehung bestimmter problematischer Parallelisierungsanweisungen die Par-
allelisierung auf die zusa¨tzlichen Ableitungsanweisungen ausdehnt. Abschließend wurde
dargelegt, wie durch Einhaltung einer bestimmten Aufrufstruktur und Funktionskapse-
lungen diese Softwaretechnik unterstu¨tzt wird.
Bei der U¨bertragung auf das zugrunde liegende Software-Projekt konnte erreicht wer-
den, dass die verwendeten AD-Werkzeuge (Adifor2, Tapenade, TAF) die originale (ur-
spru¨ngliche) Parallelisierung nicht speziell unterstu¨tzen mu¨ssen. Diese originale Paralle-
lisierung wurde daru¨ber hinaus erst nach und nach bis zu ihrer jetzigen Vollsta¨ndigkeit
(entsprechend den definierten Richtlinien) erweitert. Diese reibungslose Vervollsta¨ndigung
u¨ber einen la¨ngeren Entwicklungszeitraum belegt damit die weitestgehende Unabha¨ngig-
keit gegenu¨ber den anderen definierten physikalischen und numerisch funktionellen Erwei-
terungen (siehe Kapitel 2.3) und somit eine leistungsfa¨hige Erweiterungsproduktivita¨t.
Daru¨ber hinaus konnte der Prozess zur Ableitungscodegenerierung effizient umgesetzt
werden, da er u¨berwiegend automatisiert abla¨uft. Diese Automatisierung konnte erst durch
die hier eingesetzte und vorgestellte
”
OpenMP-hiding“-Technik ermo¨glicht werden, da die
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AD-Werkzeuge eine OpenMP-Parallelisierung gar nicht oder fu¨r die hier geforderten Zwe-
cke unzureichend unterstu¨tzten. Von den einmaligen Vorbereitungsmaßnahmen zur Auto-
matisierung abgesehen, entfiel spa¨ter weitestgehend eine manuelle Vor- und Nachbearbei-
tung, die u¨blicherweise nach jeder A¨nderung am Programmcode der Vorwa¨rtssimulation
anfallen wu¨rde.
Gleichzeitig zielt die hier eingesetzte Technik auch darauf ab, den Parallelisierungsauf-
wand in Form von weniger Direktiven und Klauseln u¨bersichtlicher zu gestalten und zu
verringern. Das verbesserte wesentlich die Wartbarkeit und damit die Erweiterungspro-
duktivita¨t.
Da eine umfassende Konzeptlo¨sung Gegenstand der wissenschaftlichen Zielausrichtung
war, wurde kontinuierlich zur
”
OpenMP-hiding“-Technik auch der zweite große Teilbe-
reich dieser Konzeptstudie u¨ber eine mo¨glichst leistungsfa¨hige Parallelisierungsstrategie
erforscht. Diese Studien bauen auf bestehende Forschungsarbeiten aus dem vergleichbaren
Umfeld der Gradientenparallelisierung mit MPI und ersten Ansa¨tzen mit OpenMP auf.
Weiterfu¨hrend wurde im Rahmen dieser Arbeit dann systematisch untersucht, wie sich die
ersten Ansa¨tze mit OpenMP soweit verfeinern lassen, dass sie allgemeiner einsetzbar und
in gro¨ßeren wissenschaftlich-relevanten Projekten von Nutzen sind.
Gezeigt wurde dazu, wie die Ableitungsberechnung von einer erweiterten und mehrstu-
figen Parallelisierung profitieren kann. Hierfu¨r wurden Richtlinien fu¨r die Datenstrukturen
und Maßnahmen entwickelt, um zu gewa¨hrleisten, dass die innere Parallelisierungsebene
unabha¨ngig von der a¨ußeren ist. Im Detail gelingt dies fast ohne Nebeneffekte, was in
Hinblick auf eine Verallgemeinerbarkeit wichtig ist.
Ein wichtiges Ergebnis der systematischen Verbesserungen und deren Vergleiche ist die
Empfehlung einer finalen Parallelisierungsstrategie fu¨r die Ableitungsberechnung. Hier-
bei zeigte sich, dass die auf den skalaren Gradienten-Modus beruhenden Mo¨glichkeiten
(Skalare-Variante 2 und 3) das gro¨ßte Potential bei mehrfach limitierten Anwendungssze-
narien haben.
Unabha¨ngig davon war es fu¨r die Varianten im skalaren Gradienten-Modus auch leich-
ter, die Besonderheiten moderner und insbesondere ho¨hergradiger ccNUMA-Architekturen
zu beru¨cksichtigen. Das fu¨hrte zu der Erkenntnis, immer wiederkehrende Speicherreser-
vierungen in ihrer Anzahl stark beschra¨nken zu mu¨ssen. Insbesondere fu¨hrte das zu Um-
wandlungen von Datenobjekten mit lokaler Speicherreservierung (private-Datenobjekte)
zu ho¨her-dimensionalen und damit globalen Datenobjekten. Die Anwendbarkeit und Leis-
tungsfa¨higkeit der in dieser Arbeit definierten und eingesetzten Techniken und ihrer Richt-
linien wurde durch die erfolgreiche U¨bertragung in das dieser Arbeit zugrunde liegende
Software-Projekt belegt [100, 115].
Ein erstes positives Ergebnis der mehrstufigen Parallelisierung zeigte sich dabei an
einem synthetischen Modell-Beispiel. Dieser Vergleichstest besta¨tigte die generelle Fa¨hig-
keit, mit einer limitierten Modellgro¨ße (grobe Diskretisierung) und einer beschra¨nkten
Anzahl von beno¨tigten Richtungsableitungen effizient umgehen zu ko¨nnen. Da die Paralle-
lisierung u¨ber der Menge der Richtungsableitungen bestimmte gu¨nstige Eigenschaften auf-
weist, konnte sie analog auch als a¨ußere Parallelisierung u¨ber der Menge der stochastischen
Versuche ausgenutzt werden. Fu¨r beide Anwendungen erbrachten spa¨tere Zeitmessungen
auf vSMP-Systemen ein nahezu lineares Skalierungsverhalten mit einer steigenden Anzahl
von verwendeten Rechenknoten. Das entsprach den erwu¨nschten (und vorausgesagten)
Erwartungen und konnte dementsprechend auch auf mehrere reale Anwendungsszenarien
transportiert werden.
Diese liefen im laufenden Regelbetrieb unter teilweise realen Bedingungen. Im Ein-
zelnen besta¨tigten die Performance-Modelle fu¨r serielle Vergleichslaufzeiten, dass fu¨r die
hier gemachten Parameterscha¨tzungen die prognostizierte Rechenzeit von weit u¨ber ei-
nem Monat auf ca. eine halbe Woche (im parallelen Betrieb) reduziert werden konnte.
Fu¨r eine stochastische Versuchsreihe konnte die prognostizierte Rechenzeit von fast einem
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Jahr sogar auf etwas mehr als nur eine reale Woche reduziert werden. Insbesondere konn-
te wegen diesen drastischen Verku¨rzungen der Gesamtrechenzeiten deutlich schneller auf
Modell-Fehler reagiert werden und andere Anpassungen und Modellvarianten ausprobiert
werden. Die darauf gru¨ndenden geowissenschaftlichen Forschungsarbeiten wurden damit
enorm unterstu¨tzt und die hier vorgestellte konzeptuelle Gesamtlo¨sung wurde hinsichtlich
ihrer hochleistungsfa¨higen Eigenschaften nochmals besta¨tigt.
Ein weiterer wichtiger Teilbereich dieser Konzeptstudie ist die Eignung fu¨r moderne
und zukunftsweisende Rechner-Architekturen. Diese Fa¨higkeit konnte ebenfalls erfolgreich
vorbereitet werden. Ausgangsbasis sind hier neuere Systeme mit einem gemeinsamen Spei-
cher (engl.
”
shared memory“), die sich in ihrer modernen Form als flache ccNUMA-Systeme
mit einer hohen Anzahl von Prozessorkernen auszeichnen. Die derzeitigen Tendenzen las-
sen darauf schließen, dass solche Systeme bald noch viel sta¨rker zunehmen werden. Auf
einem erst vor kurzem verfu¨gbar gewordenen Vertreter, einem vier-Sockel System mit
Nehalem-EX Prozessoren (insgesamt 32 leistungsfa¨hige Rechenkerne), konnte die Eignung
fu¨r das Hochleistungsrechnen mit dem hier vorgestellten Gesamtlo¨sungs-Konzept aufge-
zeigt werden.
Solche Systeme ko¨nnen auch als Mo¨glichkeit zur Vorhersage dienen, ob das Gesamtlo¨-
sungs-Konzept auch fu¨r die zuku¨nftigen vSMP-Generationen geeignet ist. Denn die vier-
Sockel Systeme und gro¨ßere ko¨nnten als Basisknoten in den kommenden vSMP-Systemen
eingesetzt werden. Da sowohl fu¨r die jetzigen vSMP-Systeme als auch fu¨r die zu erwarten-
den neuen Basisrechenknoten (bzw. einem Stellvertreter) die positiven Skalierungseigen-
schaften erfolgreich aufgezeigt werden konnten, kann man auf eine generelle Eignung fu¨r
die in naher Zukunft kommenden Hochleistungssysteme (dieser Art) schließen.
Hiermit wird das Teilziel, den besonderen Anforderungen von neuen Rechner-Archi-
tekturen gerecht zu werden, als erreicht betrachtet. Damit ist gezeigt, dass die Vorteile
von preiswerten und potentiell sehr leistungsfa¨higen Rechnersystemen verbunden mit ge-
ringem Programmieraufwand gleichzeitig erfu¨llbar sind.
Zusammenfassend sind die einzelnen bis hierhin erfolgreich umgesetzten Teilaspekte
und Konzeptlo¨sungen das Ergebnis des Konzeptfindungsprozesses. Dieser stellt, wie in
der Einleitung dieser Arbeit angemerkt wurde, hinsichtlich der Zusammenstellung der
”
allgemeinen Vergleichskriterien“ eine Neuheit dar. Die nachfolgende U¨bersicht zeigt alle
letztendlich entscheidenden Vergleichskriterien.
1. Hohe Erweiterungsproduktivita¨t durch Automatisierung und unabha¨ngige Erweiter-
barkeit
2. Nutzung exakter Ableitungen mit automatisierter Generierung des Ableitungscodes
3. Notwendigkeit zur Unterstu¨tzung seitens des AD-Werkzeugs oder eines zusa¨tzlichen
Transformations-Werkzeugs
4. Mehrstufige Parallelisierung mit guten Synchronisationseigenschaften und angemes-
senem Berechnungsaufwand (und Speicherverbrauch)
5. Kompatibilita¨t der Parallelisierungen fu¨r stochastische Versuche und Richtungsablei-
tungen
6. Hohe Rechenleistung auf modernen Rechner-Architekturen (insbesondere neue SMP-
und derzeit verfu¨gbare vSMP-Systeme)
Dabei sind insbesondere die Punkte 3. und 5. neue Ergebnisse dieser mehrja¨hrigen For-
schungsarbeit, da sich diese beiden Fragestellungen und ihre Antworten erst wa¨hrend der
Projektarbeit ergaben.
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Im Rahmen der geowissenschaftlichen Forschungsarbeiten wurde die Simulations-Suite
umfangreich und weitestgehend unabha¨ngig fu¨r verschiedenste geophysikalische und gekop-
pelte Zustandsvariablen im poro¨sen Medium erweitert. Die fu¨r die Parameterscha¨tzung
spezifizierbaren physikalischen Gro¨ßen beziehen sich mittlerweile auf alle 13 im Vorwa¨rts-
code definierten Gesteinsparameter (fu¨r alle Gesteinsschichten). Daru¨ber hinaus werden
auch zeitabha¨ngige Randwerte unterstu¨tzt und damit erste Analysen und numerische Ver-
suche durchgefu¨hrt. Eine erste Implementation zur Lo¨sung inverser Probleme mit exakten
Ableitungen wurde in [69] ausgefu¨hrt. Weitere Vero¨ffentlichungen zu darauf aufbauenden
Anwendungen sind derzeit noch in Arbeit. Fru¨he Implementationen der stochastische Me-
thoden wurden fu¨r eine Reihe von stochastischen Unsicherheitsanalysen in [123, 124, 125]
belegt.
Die hier zugrunde liegende Entwicklungsarbeit kennzeichnet sich durch eine in Groß-
projekten u¨bliche Praxisumgebung mit einer permanent voranschreitenden Weiterentwick-
lung aus. Im Laufe des bisher zuru¨ck gelegten Entwicklungszeitraums fu¨r die Simulations-
Suite konnten wegen der verwendeten Konzeptlo¨sungen weit u¨ber 30 physikalisch und
numerisch funktionelle Erweiterungen implementiert werden. Alle diese Erweiterungen er-
folgten in relevanten und schon zu Beginn der Projektphase definierten Bereichen. Eine
kurze Gesamtu¨bersicht aller bisher erfolgten Erweiterungen findet man in Tabelle 4 im
Anhang E.
Im Zusammenhang mit einer generellen Verallgemeinerbarkeit bzw. U¨bertragbarkeit
auf andere Projekte wurde im Kapitel 6.3 ein Ausblick gegeben, inwieweit dazu noch
weiterfu¨hrende Untersuchungen notwendig sind. Davon unabha¨ngig la¨sst sich sagen, dass
das vorgestellte Gesamtlo¨sungs-Konzept sich zumindest auf fast alle Fortran77/95 und
OpenMP (bis Version 2.5) basierende Projekte u¨bertragen lassen ko¨nnen sollte.
Damit sollte diese Arbeit als Unterstu¨tzung im wissenschaftlichen wie auch im indus-
triellen Softwareentwicklungsprozess nutzbar sein. Die jeweiligen Entwickler und Forscher
ko¨nnen sich damit besser und unabha¨ngiger auf ihre speziellen, sehr facettenreichen For-
schungsaspekte bei der Softwareentwicklung konzentrieren.
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A Kurzbeschreibungen der OpenMP 2.5 Direktiven und
Klauseln
Direktive Kurzbeschreibung
parallel Bereich zwischen parallel und end parallel ist eine parallele Region. Ei-
ne Gruppe von Unterprozessen berechnet parallel alle hierin definierten
Berechnungsblo¨cke (gesteuert durch Arbeitsverteilungs-Direktiven).
do Aktiviert die Arbeitsverteilung fu¨r die nachfolgende Schleife. Der Schlei-
fenko¨rper definiert die unabha¨ngigen Berechnungsblo¨cke (die verschie-
denen Schleifen-Iterationen).
sections Aktiviert die Arbeitsverteilung fu¨r die mit section definierten Berech-
nungsblo¨cke.
section Definiert den Beginn der einzelnen Berechnungsblo¨cke innerhalb des
sections-Bereichs.
single Nachfolgender Berechnungsblock wird von nur einem Unterprozess aus-
gefu¨hrt.
master Nachfolgender Berechnungsblock wird nur von dem Haupt-Unterprozess
der Gruppe ausgefu¨hrt.
workshare Aktiviert die Arbeitsverteilung auf den Vektor-Rechenoperationen des
nachfolgenden Bereichs.
barrier Alle Unterprozesse mu¨ssen an dieser Stelle auf einander warten. Es muss
eine einheitliche Daten-Sicht hergestellt werden (durch gegenseitigen
Daten-Austausch bzw. Konsistenz-Abgleich u¨ber den Hauptspeicher).
Danach erst du¨rfen die Unterprozesse weiter rechnen.
critical Nachfolgender Bereich darf zeitgleich von nur einem Unterprozess aus-
gefu¨hrt bzw. betreten werden.
atomic Nachfolgende Rechenoperation (kein Bereich) darf zeitgleich von nur
einem Unterprozess ausgefu¨hrt werden.
flush Fu¨r die spezifizierten Variablen muss an dieser Stelle eine einheitliche
Daten-Sicht (durch Konsistenz-Abgleich u¨ber den Hauptspeicher) her-
gestellt werden.
ordered Nachfolgender Bereich darf nur in der durch die Schleifen-Iterationen
festgelegte Reihenfolge von den einzelnen Unterprozessen ausgefu¨hrt
bzw. betreten werden.
threadprivate Fu¨r die spezifizierten global definierten Variablen werden lokale Kopien
angelegt. Die Verwendung erfolgt dann analog zu Variablen mit dem
private-Datensichtbarkeitsbereichs-Attribut.
Tabelle 2: Direktiven fu¨r den OpenMP-Standard in Version 2.5. Mehr Details zur genauen
Verwendung und Einschra¨nkungen finden sich im Standard [79].
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Klauseln Kurzbeschreibung
default Definiert die Voreinstellungen bezu¨glich der Datensichtbarkeitsbereichs-
Attribute.
shared Die spezifizierten Variablen werden mit dem Daten-Attribut fu¨r einen
geteilten Zugriff versehen. Alle Unterprozesse ko¨nnen gemeinsam auf
diese Variablen zugreifen.
private Die spezifizierten Variablen werden mit dem Daten-Attribut fu¨r einen
geschu¨tzten Zugriff versehen. Jeder Unterprozess arbeitet auf seiner ei-
genen lokalen Variablen-Kopie.
firstprivate Die spezifizierten Variablen werden mit dem Daten-Attribut private
versehen, wobei jede Kopie mit dem Wert von vor Eintritt in den
Direktiven-Bereich initialisiert wird.
lastprivate Die spezifizierten Variablen werden mit dem Daten-Attribut private
versehen, wobei der Wert der letzten Kopie beim Austritt aus dem
Direktiven-Bereich u¨bernommen wird.
reduction Die spezifizierten Variablen werden mit dem Daten-Attribut private
innerhalb der nachfolgenden Schleife versehen. Beim Austritt aus der
Schleife wird die spezifizierte Rechenoperation global auf alle lokalen
Kopien angewendet und so ein gemeinsames globales Ergebnis fu¨r alle
Unterprozesse berechnet.
copyin Der Wert der spezifizierten threadprivate-Variablen des Haupt-
Unterprozesses wird zu Beginn des Direktiven-Bereichs fu¨r alle anderen
Unterprozesse der Gruppe u¨bernommen.
copyprivate Der Wert der spezifizierten lokalen Variablen eines Unterprozesses wird
fu¨r alle anderen Unterprozesse der Gruppe u¨bernommen.
Tabelle 3: Klauseln fu¨r den OpenMP-Standard in Version 2.5. Mehr Details zur genauen
Verwendung und Einschra¨nkungen finden sich im Standard [79]. Die Klauseln schedule,
nowait und num threads werden aufgrund vernachla¨ssigbarer Nebeneffekte nicht explizit
in dieser Arbeit besprochen.
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B Programmbeispiele Parallelisierung
B.1 Originale Parallelisierung
Abbildung 64: Fortran-Modul und Gradientenschleife (originale Parallelisierung) mit in-
nerer lokaler Speicherreservierung.
Kennzeichnung fu¨r
”
lokale“ Speichernutzung; Fortran-Modul Definition; Hauptab-
schnitt Funktionsaufruf; Performance-Modelle
Abbildung 65: Fortran-Modul und Gradientenschleife (originale Parallelisierung) mit
a¨ußerer Speicherreservierung und ho¨her-dimensionalen Datenobjekten.
Kennzeichnung fu¨r ho¨her-dimensionale Datenobjekte; Fortran-Modul Definition;
Hauptabschnitt Funktionsaufruf; Performance-Modelle
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B.2 Gradientenparallelisierung
Abbildung 66: Gradientenaufruf, Zwischenroutine und Ableitungsfunktion g vdiv als
Master-Variante und mit Gradientenparallelisierung.
A¨ußere parallele Region; Kennzeichnung fu¨r Master-Parallelisierung; Kennzeich-
nung der impliziten Synchronisation; Hauptabschnitt Funktionsaufruf; Berechnungs-
routine; Performance-Modelle
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Abbildung 67: Komplettes Programmbeispiel fu¨r die Private-Variante und mit Gradien-
tenparallelisierung.
A¨ußere parallele Region; Wichtige Kennzeichnung der Private-Variante; Fortran-
Modul Definition; Hauptabschnitt Funktionsaufruf; Zwischenroutine; Berechnungs-
routine; Performance-Modelle
128
Abbildung 68: Komplettes Programmbeispiel fu¨r die Spaltungs-Variante und mit Gradi-
entenparallelisierung.
A¨ußere parallele Region; Wichtige Kennzeichnung der Spaltungs-Variante; Fortran-
Modul Definition; Hauptabschnitt Funktionsaufruf; Zwischenroutine; Berechnungs-
routine; Performance-Modelle
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Abbildung 69: Komplettes Programmbeispiel fu¨r die Skalare-Variante 2 mit lokaler Spei-
cherreservierung und Gradientenparallelisierung.
A¨ußere parallele Region; Wichtige Kennzeichnung der Skalare-Variante 2; Fortran-
Modul Definition; Hauptabschnitt Funktionsaufruf; Zwischenroutine; Berechnungs-
routine; Performance-Modelle
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Abbildung 70: Komplettes Programmbeispiel fu¨r die Skalare-Variante 3 mit ho¨her-
dimensionalen Datenobjekten, effiziente Variante mit ein um Faktor ta ho¨heren Speicher-
verbrauch fu¨r jedes Datenobjekt und Gradientenparallelisierung.
A¨ußere parallele Region; Wichtige Kennzeichnung fu¨r a¨ußere Region; Wich-
tige Kennzeichnung fu¨r ho¨her-dimensionale Datenobjekte; Fortran-Modul Definiti-
on; Hauptabschnitt Funktionsaufruf; Zwischenroutine; Berechnungsroutine;
Performance-Modelle
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B.3 Geschachtelte Parallelisierung fu¨r Gradienten
Abbildung 71: Komplettes Programmbeispiel fu¨r die geschachtelte Parallelisierung, auf-
bauend auf Skalare-Variante 3 mit ho¨her-dimensionalen Datenobjekten.
A¨ußere parallele Region; Wichtige Kennzeichnung fu¨r a¨ußere Region; Wichtige
Kennzeichnung fu¨r innere parallele Region; Geschachtelte parallele Region; Wichtige
Kennzeichnung fu¨r geschachtelte Region; Fortran-Modul Definition; Hauptabschnitt
Funktionsaufruf; Zwischenroutine; Berechnungsroutine; Performance-Modelle
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B.4 Versucheparallelisierung
Abbildung 72: Komplettes Programmbeispiel fu¨r die Versucheparallelisierung mit a¨ußere
Speicherreservierung (ho¨her-dimensionale Datenobjekte).
A¨ußere parallele Region; Wichtige Kennzeichnung fu¨r a¨ußere Region; Fortran-
Modul Definition; Hauptabschnitt Funktionsaufruf; Zwischenroutine; Berechnungs-
routine; Performance-Modelle
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C Modellbeispiele, synthetische Vergleichstests
C.1 Parameterscha¨tzung: bench 33MB
Autor: Dipl.-Inform. Andreas Wolf
Modellbeschreibung: Ein 3-Schichten Modell im stationa¨ren Zustand, unter Beru¨cksich-
tigung von dem hydraulischen Potential und der Temperatur. Abbruch der nicht-
linearen Konvergenz nach der ersten Iteration.
Charakteristika: Diskretisierung 30× 30× 30 Gitterpunkte; kein Injektor; kein Producer;
keine Messdaten; Re-Injektionscode=
”
none“; Kopplung=
”
bas“
Parameterscha¨tzung: Inversion von der Porosita¨t, der Permeabilita¨t, der Wa¨rmeleitfa¨hig-
keit und der Wa¨rmeproduktion fu¨r alle 3 Schichten (12 aktive Parameter); Optimiert
fu¨r Vergleichstests
Berechnung: verschiedene Unterprozess-Konfigurationen (a¨ußere Unterprozesse × innere
Unterprozesse); 1 Inversionsiteration; Zeitmessung nur u¨ber Ableitungsberechnung
Rechnersystem: SMP-System mit 8×2Kern-Prozessoren (
”
dual-core“, Opteron 885)
C.2 Stochastische Versuche: bench 1288MB
Autor: Dipl.-Inform. Andreas Wolf
Modellbeschreibung: Ein 160-Schichten Modell im stationa¨ren Zustand, unter Beru¨cksich-
tigung von dem hydraulischen Potential und der Temperatur. Abbruch der nicht-
linearen Konvergenz nach der ersten Iteration.
Charakteristika: Diskretisierung 330×75×60 Gitterpunkte; kein Injektor; kein Producer;
keine Messdaten; Re-Injektionscode=
”
none“; Kopplung=
”
bas“
Simulation: 320 nicht-stochastisch gesto¨rte identische Versuche; Optimiert fu¨r Vergleichs-
tests
Berechnung: verschiedene Unterprozess-Konfigurationen (a¨ußere Unterprozesse × innere
Unterprozesse); Zeitmessung nur u¨ber Versucheberechnung
Rechnersystem: ScaleMP (13 Rechenknoten mit je 2×4Kern-Prozessoren)
C.3 Parameterscha¨tzung: bench XXL small
Autor: Dipl.-Inform. Andreas Wolf
Modellbeschreibung: Ein 100-Schichten Modell im stationa¨ren Zustand, unter Beru¨cksich-
tigung von dem hydraulischen Potential und der Temperatur. Abbruch der nicht-
linearen Konvergenz nach der ersten Iteration.
Charakteristika: Diskretisierung 330×75×60 Gitterpunkte; kein Injektor; kein Producer;
keine Messdaten; Re-Injektionscode=
”
none“; Kopplung=
”
bas“
Parameterscha¨tzung: Inversion von der anisotropen Permeabilita¨t in X,Y und Z Richtung
fu¨r 80 (von 100) Schichten (240 aktive Parameter); Optimiert fu¨r Vergleichstests
Berechnung: verschiedene Unterprozess-Konfigurationen (a¨ußere Unterprozesse × innere
Unterprozesse); 1 Inversionsiteration; Zeitmessung nur u¨ber Ableitungsberechnung
Rechnersystem: ScaleMP (13 Rechenknoten mit je 2×4Kern-Prozessoren)
C.4 Parameterscha¨tzung: bench 1288MB
Autor: Dipl.-Inform. Andreas Wolf
Modellbeschreibung: Ein 160-Schichten Modell im stationa¨ren Zustand, unter Beru¨cksich-
tigung von dem hydraulischen Potential und der Temperatur. Abbruch der nicht-
linearen Konvergenz nach der ersten Iteration.
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Charakteristika: Diskretisierung 330×75×60 Gitterpunkte; kein Injektor; kein Producer;
keine Messdaten; Re-Injektionscode=
”
none“; Kopplung=
”
bas“
Parameterscha¨tzung: Inversion von der anisotropen Permeabilita¨t in X und Y Richtung
fu¨r alle 160 Schichten (320 aktive Parameter); Optimiert fu¨r Vergleichstests
Berechnung: verschiedene Unterprozess-Konfigurationen (a¨ußere Unterprozesse × innere
Unterprozesse); 1 Inversionsiteration; Zeitmessung nur u¨ber Ableitungsberechnung
Rechnersystem: verschiedene ScaleMP- und SMP-Systeme (siehe Kapitel 6.2.1)
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D Modellbeispiele, reale Anwendung
D.1 Parameterscha¨tzung: DIPL S3D NC 2 3B 3
Quelle: E.ON ERC, Applied Geophysics and Geothermal Energy
Autoren: Dipl.-Geol. Christian Kosack, Dr. Volker Rath
Modellbeschreibung: Ein zeitabha¨ngiger Pumpversuch fu¨r Hot Dry Rock (HDR) Versuchs-
einrichtung in Soultz [117, 118, 119], unter Beru¨cksichtigung von dem hydraulischen
Potential, der Temperatur und der Tracer-Konzentration.
Charakteristika: Diskretisierung 29× 60× 29 Gitterpunkte; 1×Injektor; 2×Producer;
2×Bohrungen (284 Messdaten); 2000 Zeitschritte;
Re-Injektionscode=
”
wells3dN CK3B“; Kopplung=
”
const“
Parameterscha¨tzung: Inversion von der Porosita¨t, der Permeabilita¨t und der Diffusivita¨t
fu¨r je 2 Schichten (6 aktive Parameter); Optimiert fu¨r Tracerverlauf
Berechnung: im laufenden Betrieb auf 6 Rechenknoten mit (6× 8)-Konfiguration (a¨ußere
Unterprozesse × innere Unterprozesse); 11 Inversionsiterationen; Laufzeit = 5659
min
Rechnersystem: ScaleMP (13 Rechenknoten mit je 2×4Kern-Prozessoren)
D.2 Parameterscha¨tzung: DIPL S3D NC 4Q 10
Quelle: E.ON ERC, Applied Geophysics and Geothermal Energy
Autoren: Dipl.-Geol. Christian Kosack, Dr. Volker Rath
Modellbeschreibung: Ein zeitabha¨ngiger Pumpversuch fu¨r Hot Dry Rock (HDR) Versuch-
seinrichtung in Soultz [117, 118, 119], unter Beru¨cksichtigung von dem hydraulischen
Potential, der Temperatur und der Tracer-Konzentration.
Charakteristika: Diskretisierung 29× 36× 29 Gitterpunkte; 1×Injektor; 1×Producer;
1×Bohrungen (142 Messdaten); 4000 Zeitschritte;
Re-Injektionscode=
”
wells3dN CK“; Kopplung=
”
const“
Parameterscha¨tzung: Inversion von der Porosita¨t, der Permeabilita¨t und der Diffusivita¨t
fu¨r je 4 Schichten (12 aktive Parameter); Optimiert fu¨r Tracerverlauf
Berechnung: im laufenden Betrieb auf 6 Rechenknoten mit (12×3)-Konfiguration (a¨ußere
Unterprozesse × innere Unterprozesse); 8 Inversionsiterationen; Laufzeit= 5664 min
Rechnersystem: ScaleMP (13 Rechenknoten mit je 2×4Kern-Prozessoren)
D.3 Stochastische Versuche: S3D STOCH COARSE 0009
Quelle: E.ON ERC, Applied Geophysics and Geothermal Energy
Autoren: Dipl.-Phys. Chrsitian Vogt, Dr. Gabriele Marquart, Dipl.-Geol. Christian Kosack
Modellbeschreibung: Ein zeitabha¨ngiger Pumpversuch fu¨r Hot Dry Rock (HDR) Versuch-
seinrichtung in Soultz [117, 118, 119], unter Beru¨cksichtigung von dem hydraulischen
Potential, der Temperatur und der Tracer-Konzentration.
Charakteristika: Diskretisierung 21×36×21 Gitterpunkte; 1×Injektor; 1×Producer; 3000
Zeitschritte; Re-Injektionscode=
”
wells3d stoch“, Kopplung=
”
bas“
Simulation: 10000 mit SGSIM [120] stochastisch gesto¨rte Versuche
Berechnung: exklusiv auf 11 Rechenknoten mit (88× 1)-Konfiguration (a¨ußere Unterpro-
zesse × innere Unterprozesse); Laufzeit= 12251 min (204h)
Rechnersystem: ScaleMP (13 Rechenknoten mit je 2×4Kern-Prozessoren)
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E Aufza¨hlung der bisher im Suite-Projekt insgesamt imple-
mentierten Erweiterungen und Module
Modul Anzahl Aufza¨hlung
physikalische 5 hydraulisches Potential, Wa¨rmetransport,
Prozesse Stofftransport, elektrisches Potential, Druck1
physikalische 11 IAPWS, bas, basc, bascl, const, conv, frac,
Kopplungen freezing, ice, kola, soultz
nicht-lineare 1(+2) Picard-Fixpunktiteration [12], (zusa¨tzlich nur
Systemlo¨ser fu¨r Testzwecke: zwei Alternativen basierend auf
Newton-Methode [29], davon eine mit NITSOL [30])
lineare Gleichungs- 4 CG [10], BiCGStab [11]; extern: LAPACK [27],
systemlo¨ser NAG [126]
Vorkonditionierer 4 keine, Diagonal, SSOR-Eisenstadt, ILU-0
(Varianten)
Optimierer 5
”
bayessche“-Ansatz [39, 40, 41], dessen
(deterministisch) Daten- und Parameterraum Formulierungen [43],
LBFGS [45, 46], NLCG [44]
stochastische 2 SGSIM[120], VISIM
Initialsto¨rungen
Optimierer 1 ENKF [52, 53, 3, 54]
(stochastisch)
Tabelle 4: Flexible Modul-Schnittstellen (Klassifizierung), mit entsprechender Aufza¨hlung
insgesamt bisher implementierter Varianten und Erweiterungen; 1Es kann nicht gleichzeitig
basierend auf dem hydraulischen Potential und dem Druck gerechnet werden.
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