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ABSTRACT 
This thesis addresses the problem of scheduling replacements for 
absent workers in a hierarchy of jobs that are required to run a 
facility. The decision criteria for evaluating a schedule are the costs 
based on the loss of productivity due to rearranging the workers and the 
wages of the replacement workers as a function of their assignment in 
the hierarchy. 
The scheduling problem takes the form of an assignment type 
problem, and an integer programming formulation is employed to provide a 
solution. The union rules for protecting the seniority of its workers in 
the reassigning of jobs are maintained through the use of several 
unique constraints. A program that can be used for any number of mills 
and job positions requests information on mill data and the absent 
workers, constructs the corresponding integer program, and solves for an 
optimal schedule. 
The range of scenarios where the integer program is applicable is 
limited by the run time of a model, in terms of both the clock time 
needed and the cost of the cpu time. Sensitivity analysis shows that 
the run time is affected by all of the inputs: the number of mills, the 
number of job positions, the number and position of the absent workers, 
wage data, mill performance rates, and the assessed movement cost. 
Several constraints of the integer program depend on the 0,1 nature 
of the assignment variables and thus restrict the use of the relaxed 
linear programming solution in heuristic procedures for larger problems. 
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Schedules of minimum and maximum movement can be quickly generated to 
compare extreme alternatives. 
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CHAPTER 1 
INTRODUCTION 
Scheduling of manpower is a key element in the efficient operation 
of· labor intensive industrial processes. At Bethlehem Steel's several 
plants, each steel operation must ,schedule its work force to insure 
proper performance of the large furnaces and mills involved in the 
process of making and shaping steel. Typically, this scheduling is 
initiated on a weekly basis when the scheduler for a particular mill 
draws up a schedule on Thursday or Friday for the next Sunday to 
Saturday time frame. 
specific worker. 
Each position of the operation is assigned a 
Generally the schedule of a particular operation is similar from 
week to week and contains constant crew assignments all week. A crew is 
a set of workers, each assigned to a specific position, who work 
together to run a facility. Although a crew may switch to different 
turns (7 am to 3 pm, 3 pm to 11 pm, 11 pm _to 7 .am) from week to week, 
the worker make up of the crew remains consistent. The few exceptions 
to this occur when scheduling around known week-long absences such as 
scheduled vacation. On the whole, composing the weekly, or "master", 
schedule is not a difficult task. 
The problem addressed here occurs on a day to day, turn by turn, 
basis. When workers are absent, whether they call in sick, report off, 
or just don't show up, the master schedule must be modified. Adjustment 
is also necessary when someone in the crew leaves during the turn. 
Rescheduling is not as simple as assigning a replacement worker to the 
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vacant position. Job positions in a given operation are ranked by 
importance, skill needed, and, correspondingly, pay. Workers are 
assigned to jobs on a seniority basis. When someone is absent, the 
·worker in the next lower position is entitled to move up to the higher 
paying job. In turn, this leaves a new position open which the next 
lower worker will fill. One absence causes a chain reaction of movement 
from that position down to the lowest one. Replacement workers are 
brought in to the lowest positions from indirect mill jobs. 
The matter is further complicated when several mills are considered 
one operating unit. These mills perform the same function and have the 
same job positions on each mill. Workers are allowed to transfer from 
their mill to another mill if they have the seniority over the other 
workers for an open position. 
higher paying job positions. 
Naturally, workers only transfer to 
An exception to the movement occurs when certain workers ''freeze" 
themselves in their scheduled job position, refusing to move up the 
ladder when a higher position is available. They turn down the 
opportunity to earn more, possibly for reasons of security or job 
familiarity. Workers do not often freeze themselves, and with a high 
degree of absenteeism, almost every turn the scheduler must reassign 
workers to jobs. The scheduling of the labor force thus becomes a 
timely concern at the start of each turn. 
- 4 -
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CHAPTER 2 
BACKGROUND 
In late 1985, a vice president of Bethlehem Steel Corporation 
requested that the corporate Industrial Engineering Department study the 
impact of crew movement. Mill supervisors were complaining that daily 
movement of workers to different positions was negatively impacting 
productivity on their mills. Workers frequently shifted to new 
positions, and the concept of a ''crew" operating the mill was seldom 
maintained in practice. The purpose of the industrial engineering study 
was to determine if the worker movement was causing a loss of 
productivity and to categorize the reasons for the ·absenteeism to 
) 
ascertain if corrective measures were possible. 
The tandem mills at Bethlehem Steel's Sparrows Point plant were 
chosen as the area to be studied. These mills were suffering from a 
high degree of absenteeism and, consequently, extensive worker movement. 
Tandem mills· take hot rolled coils of steel and cold roll them through 
three to five rolling stands operating in "tandem" to reduce the 
thickness. Sparrows Point has two tandem mills, the 56" and the 66" (a 
reference to the maximum width of coils that can be rolled), which are 
considered as one unit. Thus, workers can transfer between the two 
mills when a position is available. 
The seven jobs most crucial to the operation of a tandem mill were 
chosen to be included in the bounds of the study. Although there are 
several other positions related to the functioning of these mills, the 
top seven are directly connected to getting coils through the mills and, 
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therefore, have the most impact on productivity. These jobs, ranked by 
priority (high value for most important), are shown in Figure 1. 
Sparrows Point Tandem Mills 
56" Mill, 66" Mill 
JOB TITLE 
---------
Roller 
Assistant Roller 
Sticker 
Catcher 
Firs.t Feeder 
Second Feeder 
Extra Feeder 
RANK 
----
7 
6" 
5 
4 
3 
2 
1 
Figure 1 Tandem Mill Job Positions 
After several weeks of gathering data and tracing sources of 
absenteeism, it was shown that on one of the mills a correlation existed 
between the amount of worker movement and the mill productivity. 
Movement was captured as the number of positions in a given turn for 
which the actual worker was not the one on the weekly master schedule 
for that position. Productivity was measured by the IOIP, the index of 
incentive performance, the measure of mill performance used to determine 
- 6 -
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incentive pay. Data on the major reasons of absenteeism was tabulated 
so that management could determine if any of these causes could be 
reduced, consequently reducing crew movement. 
In determining that worker movement did hinder productivity, it was 
noted that a large portion of the movement (approximately 64%) was not 
due directly to absenteeism but to the seniority system that allows 
workers to change to a better position. For example, if the roller on 
the 56'' mill is absent, all of the other workers on that mill will move 
up one slot. All seven positions will be counted with a move, but only 
one move will be directly due to absenteeism. The other six moves are 
attributed to the practice of moving up workers to a higher paying 
position. 
In light of this fact, a suggestion was made to fix the workers in 
their scheduled position and replace the absent workers in their own 
position. However, such a radical change in the scheduling practice 
would not be allowed by the union if it reduced the pay opportunities of 
the workers. To follow through with this suggestion, each worker would 
have to be paid for the highest position to which they would have been 
entitled if they had moved up. The savings for management would be in 
the form of better productivity. However, the cost would be in paying 
for the replacement workers at the absentee workers' positions, instead 
of at the bottom of the ladder. 
Given that the workers are paid for the highest position they could 
have worked, whether they actually move or not, the question then 
becomes: what is the best way to trade off loss of productivity costs 
due to worker movement with the cost of paying replacement workers? More 
- 7 -
movement can push replacement workers to lower paying positions in the 
ladder. The optimal answer may be to move up some of the workers 
and fix others in their scheduled positions. 
The alternatives for scheduling the replacement workers are 
numerous, increased by multiple mills in a unit, many workers~per mill, 
or more than one absent worker. A scheduler could not consider all of 
the alternatives at the beginning of each turn to determine the optimal 
assignment of workers to jobs. It would be difficult to produce a 
schedule in a timely fashion to begin operation of the mill. The 
scheduler must be provided with a tool that will find the optimal 
schedule of workers to minimize costs associated with the loss of 
productivity and with replacement workers' wages. 
- 8 -
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CHAPTER 3 
INTEGER PROGRAM FORMULATION 
An integer programming approach can be used to provide the 
scheduler with an optimal placement of workers. The scheduling problem 
is viewed as an assignment type problem where workers must be assigned 
to jobs and jobs must be assigned to workers. The union rules to 
protect the rights of the workers limit the assigning of jobs and add 
several unique constraints to the problem, particularly those rules that 
maintain the seniority system in the mills. The assignment variables 
are 0,1 in nature, and the problem takes the form of an integer program 
that minimizes costs. 
3.1 VARIABLES 
The integer program is constructed with a series of 0,1 X variables 
that have four dimensions. Xijkl • 1 if the worker originally scheduled 
for position ion mill j is assigned to job k on mill 1, otherwise 
Xijkl = 0. Wi is the amount of wages paid to a worker in position i. M 
is defined as the movement cost, or the cost for each job position that 
is not assigned the original worker. Rj is the IOIP, or average rate of 
performance, on mill j. 
A few other variables are used in the following description of the 
constraints. The number of mills is denoted by m. These mills must 
make up one scheduling unit, having identical job positions and allowing 
the transfer of workers between mills. The variable pis used for the 
- 9 -
---
number of job positions being scheduled in the problem. This value is 
the number of job positions on one mill since, by definition of the 
problem, each mill has the same number of positions. The letter a is 
used to denote the number of absent workers for a given scheduling 
problem. 
3.2 CONSTRAINTS 
The constraints to the scheduling problem are a combination of the 
typical assignment problem constraints and the union rules relating to 
the seniority system. The following development of the constraints 
often refers to the "initially scheduled position' (on the weekly master 
schedule) and the ''final assignment" of a worker to a position (what is 
actually worked that turn). The tandem mill example described in 
Chapter 2 and shown in Figure 1 is used to demonstrate the constraints. 
3.2.1 0,1 
All xijkl variables are 0,1 variables; there can b~ no partial 
assignments of workers to positions. 
3.2.2 One Job Per Worker 
Each worker can only be assigned to one job, and each worker must 
be assigned to a job. Therefore, the sum over all possible job 
assignments will equal one for each worker. 
- 10 -
p m 
E l: Xijkl • 1 
k•l l•l 
for each worker ion each mill j (l) 
This generates one constraint for each worker or a total of mp 
constraints. If a worker ion mill j is frozen in his position and is 
not absent, then equation (1) is replaced by (2). 
xij ij • 1 for worker ion mill j (2) 
' In the tandem mill example, for the worker initially scheduled as the 
sticker (position /15) on the 56" mill (mill Ill) the following constraint 
is included: 
xs111 + xs121 + xs131 + x5141 + xs1s1 + x516I + xs111 + xs112 + xs122 
+ x5132 + x5142 + xs1s2 + x5162 + xs112 = 1 
3.2.3 One Worker Per Job 
As is the case in job assignment problems, each job can be assigned 
one and only one worker. For all jobs considered in this scheduling 
problem, it is necessary to fill the position; the operation will not 
run without a complete crew. It is assumed that any number of absent 
workers can be replaced and that the replacement workers can perform any 
job. Typically, the jobs that will be considered in these scheduling 
problems will be the ones that are important to the running of the mill. 
- 11 -
Replacement workers will be drawn in from less critical or indirect 
positions. 
• 1 for each job k on each mill 1 (3) 
This will generate one constraint for each job or a total of mp 
constraints. To demonstrate, for the position of catcher (position #4) 
on the 66" tandem mill (mill #2), the following constraint would be 
generated: 
x1142 + x2142 + x3142 + x4142 + xs142 + x6142 + x7142 + x1242 + 
x2242 + x3242 + x4242 + x5242 + x6242 + x7242 • 1 
3.2.4 Equal or Better Position 
Workers will not move to a job that is a lower position on the 
ladder. For example a roller will not move down to the assistant roller 
position or any other job below that. The reasoning for this is obvious 
because jobs that have lower rank also have lower pay compensation, and 
no one desires to move to a position of lesser earning potential. In 
the present multiple mill case, a worker may have the opportunity to 
earn more money in a lower position if he moves to a mill that has a 
higher productivity rate (IOIP). However, this type of move does not 
occur, possibly for reasons of prestige or job satisfaction. In the 
proposed format, final job position will not affect a worker's pay; 
however, it is assumed that he will still not move to a lower position. 
- 12 -
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All job assignments to lower positions are prohibited by summing 
them to zero. 
1-1 
1: 
k•l 
for each worker ion each mill j (4) 
This creates at most one constraint for each worker, except for those 
scheduled to the lowest position on each mill. In the scope of the 
scheduling problem, there are no lower positions to assign to these 
workers. Also, this constraint is not applied to positions where the 
worker is absent because replacement workers do not have seniority 
rights in the mill hierarchy. 
constraints to the problem. 
Thus, this provision adds m(p-1)-a 
In the tandem mill example, the worker initially scheduled as the 
sticker (pos-ition 115) on the 66" mill (mill 112) would eliminate all 
lower positions with this constraint: 
Under the present scenario, workers are also protected from moving 
to a job of lesser pay. This situation of less pay could occur even 
when moving to a better position if the worker moves to another mill 
where the IOIP, or performance rate, is lower than that of the original 
mill. This would be restricted by insisting that the final pay is 
greater than or equal to the initial pay for each worker, or 
- 13 -
for each worker ion 
each mill j (5) 
However, the premise of this problem is that a worker will be paid the 
wages of the highest position he would be entitled to if everyone moved 
up as they do today. Where he is assigned will not affect his pay, so 
moving to a lower paid position will be allowed in this problem as long 
as the position rank is higher. 
3.2.5 No Leap-frogging 
The union protects the seniority of its workers through the ranking 
of mill jobs. In scheduling and re-assigning workers to the jobs, the 
seniority system must be preserved. It is not enough to guarantee that 
a worker will have as least as good a position and as least as much pay 
when reassigning jobs; his place in the seniority hierarchy must also be 
maintained. A sticker will not be content in the assistant roller's 
position if he sees the extra feeder in the roller's position. 
For each worker A we must look at all other workers on all mills 
who were originally scheduled to a lower position than the job to which 
worker A was assigned on the master schedule. Each of these other 
workers must receive a final assignment to a position of equal or lower 
importance than the final assignment of worker A. This is accomplishe_d 
by using a ranking system for the final job assignments, where a 1 
signifies the lowest job position, 2 the next lowest job, etc. The 
final rank of any worker is found by multiplying the possible job 
assignment variables for that worker (of which only one will be equal to 
one and the rest will be zero) times the rank of that job. 
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p 
Final rank• E 
k•l 
k X for a given worker ion 
mill j (6) 
Using equation (6), the final rank of any worker can be compared to 
that of another. For each worker ion each mill j, a set of m(i-1) 
constraints is developed: 
p 
r 
k=l 
m p 
r k x xijkl - r 
l•l k•l 
m 
r k xx kl > o yz -1ml 
for each worker y < i 
on each mill z (7) 
The maximum number of constraints that will be generated is 
p-1 
m2 x r k. These constraints will not be generated for worker ion 
k=l 
mill j if he is absent since replacement workers can be assigned to 
any position, regardless of the absent worker's position. From the 
tandem mill example, the scheduled sticker (position #5) on the 56" 
mill (mill #1) would prevent the scheduled catcher (position #4) on 
the 66'' mill (mill #2) from receiving a higher assignment with 
the following constraint: 
x5111 + ZX5121 + 3x5131 + 4x5141 + sx5151 + 6XS161 + 7x5171 
+ X5112 + ZX5122 + JX5132 + 4XS142 + SX5152 + 6X5162 + 7XS172 
- x4211 - ZX4221 - )X4231 - 4x4241 - sx4251 - 6x4261 - 7X4271 
- x4212 - zx4222 - 3x4232 - 4x4242 - sx4252 - 6x4262 - 7x4272 ~ O 
- 15 -
3.2.6 Mill Priority 
The last constraint gives a worker priority on his own mill. If a 
worker remains assigned to his own mill, he must maintain a higher job 
position on that mill than any other worker originally of equal 
position. In other words, a worker gets first dibs on his own mill over 
equally entitled workers. This helps stabilize crews familiar with a 
particular mill. 
Again the ranking system by job position is used in this 
constraint. For each worker i from mill j : 
p 
I: 
km 1 
k X -
p 
L k X Xinkj 
k=l 
> 0 for each mill n ~ j (8) 
This generates m-1 constraints for each worker, or a total of mp(m-l) 
constraints. In illustration of this constraint, the sticker (position 
115) on the 56'' ·m·ill (mill Ill) would be given assignment· priority on the 
56" mill over the scheduled sticker from the 66" mill in the following 
fash-ion: 
- zx5221 - 3x5231 - 4x5241 - sx5251 - 6XS261 - ]X5271 > O 
3.3 PROBLEM SIZE 
An upper bound on the number of constraints can be calculated by 
assuming no absent or frozen workers. In this scenario everyone would 
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remain in their originally assigned position, and there would be no need 
for a scheduling algorithm. However, this case does provide a good feel 
for the number of constraints. 
The maximum number of constraints for a scheduling problem of m 
mills and p job positions on each mill is: 
mp 
+ mp 
+ m(p-1) 
p-1 
+ m2 x E k 
ka:l 
+ mp(m-1) 
one job per worker. 
one worker per job. 
equal or better position. 
no leap-frogging of position. 
priority on one's own mill. 
Table I in Appendix A shows the calculated maximum number of constraints 
for a range of mill and job configurations. Table II in Appendix A shows 
the corresponding number of 0,1 decision variables for these problems. 
This value is calculated as m2p2 , or mp possible job assignments for mp 
workers. 
The total number of. constraints for a given schedu-ling unit ·varies 
with the number -of absent and frozen workers and also with their 
original position. For example, in the two mill, seven worker case, if 
a roller (the highest position) is absent, one constraint is dropped 
from the maximum number for equal or better positioning, one (m-1) 
constraint is not included for priority on one's own mill, and twelve 
(m(i-1)) constraints are dropped from the equations that prevent 
position jumping. Thus, a total of fourteen equations are subtracted 
from the maximum number. On the other hand, if the extra feeder is 
absent, just one constraint is dropped for priority on one's own mill. 
- 17 -
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3.4 OBJECTIVE FUNCTION 
The purpose of this integer program is to find an optimal 
scheduling of manpower to minimize costs. The costs that are considered 
in this problem are twofold: first, the cost of the wages of the workers 
and second, the cost associated with the loss of productivity due to 
daily fluctuation in the makeup of a crew to run a mill. The latter 
cost, as defined in the study described in Chapter 2, is a fixed cost 
applied to each position that is not filled by the originally scheduled 
worker. This "movement" cost must be developed in the form of dollars 
per hour to be consistent with the wage costs. 
The movement cost is translated into the objective function by 
assigning a cost penalty for all jobs and then subtracting out those 
jobs that retain their original worker. The cost penalty for all jobs 
is the total number of jobs times the movement cost per job, or mpM. 
This is a fixed cost, independent of the final schedule, artd therefore 
is not included in the objective function. For each non-absent worker 
~ho remains in his original position, the movement penalty ·1s subtracted 
from the total cost that is being minimized. 
p 
Movement cost a mpM-E 
i=l 
MxXijij where Xijij = 1 if worker 
ion mill j retains his 
original job assignment (9) 
The only wage costs applied to the objective function are those of 
the replacement workers. One might argue that all of the workers' wages 
should be considered since their final pay is a function of the absent 
- 18 -
workers and therefore changes daily. However, the premise of this 
scheduling problem is that since the workers were entitled to move up in 
the case of absences, management must pay them for that highest position 
to which they would be entitled, even if they are not placed there. 
The wage cost for each replacement worker is strictly a function of 
their assigned position and is found by multiplying all possible job 
assignments for that worker (knowing only one will be equal to one and 
the rest will be zero) times the pay for that position times the average 
IOIP for that mill. Mill performance comes into play here; replacement 
workers' pay depends not only on the position assignment but on the mill 
assignment also. 
p 
Pay= E 
k=l 
for each worker ion each mill 
j who is absent (10) 
This constraint will override any movement cost coefficient for this 
worker. If a replacement worker is assigned to the same position as the 
absent worker, the movement penalty is not subtracted because there is 
still a different worker in that position. 
- 19 -
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CHAPTER 4 
PROGRAM IMPLEMENTATION AND EXECUTION 
The goal of this integer program is to provide a cost effective 
schedule of workers assigned to job positions at the beginning of each 
turn based on the workers who are absent. The structure of the integer 
program, i.e. the number of variables, the number of constraints, and 
the form of the constraints, will change from mill to mill and from day 
to day on a given mill unit depending on the absent workers. However, it 
is not practical to expect a mill scheduler, presumably with no 
operations research background, to sit down at the start of the turn and 
formulate an integer program. In the tandem mill example, this would be 
a program of 196 variables and approximately 138 constraints. Much of 
the turn would. be used in formulating, entering, and solving the integer 
program. 
A series of programs were written to construct the integer program 
and then run it. These programs are general enough to work for any mi.11 
/ job scenario (within defined limitations), yet are designed to require 
a minimal amount of input and effort from the scheduler. The scheduler 
must simply invoke a single program that will prompt for all the 
necessary information and call the other programs. The main program is 
executed by typing in EXEC SCHEDULE on the technical computing system 
accessible to all plants at Bethlehem Steel. Through this system the 
scheduling program is run on an IBM 3083 computer. The program structure 
is shown in Figure 2. 
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MILL 
# of 
mills, 
jobs 
I 
I 
' I 
I 
SCHEDULE 
generate schedule for that turn 
FROZEN 
frozen 
workers 
I 
I 
I 
t 
IPGEN 
ABSENT 
absent 
workers 
I 
I 
I 
I 
I 
/ 
/ 
/ 
/ 
/ 
- -
generate IP constraints and objective function 
IP 
IPRUN 
solve the IP 
' \ 
\ 
....... ---~~----- schedule 
of 
workers 
Figure 2 Program Structure of Schedule Generator 
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wage 
data 
mill 
IOIP 
data 
move-
ment 
cost 
data 
4. 1 DATA INPUT 
Program SCHEDULE first runs a FORTRAN program called MILL, which 
prompts the user for the number of mills and number of job positions 
that are being evaluated in this scheduling scenario. This data is 
written to a file. The number of mills is limited to 9, and the number 
of job positions cannot exceed 99. The program is terminated if either 
of these boundaries is violated. 
SCHEDULE then queries the user if data will be entered on workers 
frozen in their jobs. If so, SCHEDULE then calls FROZEN, a FORTRAN 
program that asks for the mill number and job number of each frozen 
worker and then writes this information to a file. Checks are made to 
confirm that the mill numbers and job numbers are less than or equal to 
the maximums allowed. If not, an error message is written and SCHEDULE 
is terminated. 
In the next step, the user is given the option of entering data on 
absent workers. FORTRAN program ABSENT is invoked if the user requests, 
prompting for the mill numbers and job position numbers of workers who 
are absent that day. Again, an error will occur if these numbers are out 
of range of the maximums, and processing will cease. 
The next three steps consist of SCHEDULE asking for the names of 
three data files containing information on workers' wages, mill IOIP 
performance rates, and the calculated cost from loss of productivity due 
to worker movement. This data does not change daily, and therefore does 
not need to be entered worker by worker, mill by mill, on a daily basis. 
It is stored in flat files that can be edited when necessary. Files are 
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constructed for each mill/ job scenario, e.g. the seven positions in 
the tandem mills. 
The wage file contains a line for each job position with two fields 
per line: first, the job position number, and then the corresponding 
wage in dollars per hour. The mill performance file also has two 
fields, one for the mill number and one for the IOIP. An IOIP of 132.5% 
is entered as 132.5. Again there is one line per mill. However, only 
one entry is necessary in this file. Any mills not included will be 
presumed to have an IOIP of 100%. The movement cost file contains a 
single data value of the cost in dollars per hour for each job not 
filled by the originally scheduled worker. This value is determined 
from studies correlating a loss of productivity to worker movement. 
4.2 INTEGER PROGRAM FORMULATION 
Once all the data has been collected, SCHEDULE asks the ~s~r if the 
integer program should be constructed. If the answ.er is yes, FORTRAN 
program IPGEN is executed. IPGEN reads in all the data and flags errors 
if any given mill or job numbers are out of range of this particular 
scenario. IPGEN then runs through code that generates the constraint 
equations and writes them to an output file. Each constraint develops a 
coefficient for every variable in the problem. In the tandem mill 
example there are 22 x7 2 = 196 variables; thus, each constraint contains 
196 coefficients. By nature, the constraints will contain many 
coefficients equal to zero. Each constraint is given a statement type 
(EQ, GE, LE) followed by the appropriate right hand side value. 
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' 
In IPGEN the indices of the DO loops are a function of the number 
' 
of jobs and the number of mills. IF statements are used to bypass 
constraints if workers are absent or frozen. With this flexibility the 
integer program can be formulated for any scenario. 
Three additional statements are included with the constraints. The 
first is written with a coefficient of one for every variable to label 
them as integer variables. This has an INTEGER statement type. A 
similar statement, with an UPPERBD statement type, is also assigned a 
coefficient of one, equal to the upper bound, for each variable. By 
these two statements, all variables are defined as 0,1. Finally, the 
objective function is generated, giving each variable a coefficient 
associated with its cost and defining the problem objective with a MIN 
statement type. 
4.3 SCHEDULE GENERATION 
Once the integer program has been constructed, the user is given 
the option of running the program to generate an optimal schedule. The 
integer program is run using the LP procedure of the SAS/OR software 
package. The SAS program, IPRUN, reads the number of mills and job 
positions in the current scheduling scenario, and then runs a macro to 
construct and name the corresponding number of input variables. These 
variables are named with the same Xijkl format described in the variable 
section of Chapter 2. The SAS macro adapts the naming of the variables 
and the number of variables that are defined to the scenario of mills 
and jobs that is being scheduled. 
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' 
' 
- _,; 
The LP procedure is run, and the primal solution is dumped to a 
data set. For each Xijkl variable assigned a value of one, the worker 
and corresponding job assignment are extracted from the variable name 
and written to an output file which then contains the optimal schedule. 
4.4 PROBLEM SOLUTION PROCEDURE 
SAS solves the integer program by first solving the relaxed problem 
with no integer constraints using a two-phase revised simplex method. A 
branch and bound search for the optimal integer solution is then 
initiated, adding a constraint for each new linear programming problem 
in the search tree. 
Problems or nodes are added in the following fashion: starting with 
the linear programming solution to problem k, Xopt(k), two new problems 
are added to the list of active problems. A variable i that is non-
integer defines the new problems by adding the constraint Xi 2 LXopt(k)iJ 
to one problem (Xi 
parent problem k) 
is less than the largest integer less than Xi 
and the constraint X > i - to the 
of the 
other 
problem (Xi is greater than the smallest integer greater than Xi of the 
parent problem k).(7) The scheduling problem under consideration 
constrains the variables to greater than zero and less than one; there-
fore, the two new problems are generated by selecting a non-integer 
variable and setting it to zero for one node and to one for the other 
node. These new problems are solved using the dual algorithm. If 
the solution is integer, the branch is fathomed and the objective 
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value is evaluated against the current best solution. Otherwise, two 
more problems'are generated by branching on another variable. 
4.4.1 Controlling The Branch and Bound Search 
SAS gives the user the control of selecting the branching variable 
at each node using the VARSELECT= option and of choosing the next node 
(problem) to solve using the CANSELECTc option. The options for choosing 
the next problem are LIFO, the last active problem added to the tree; 
FIFO, the first active problem added to the tree; PROJECT, the problem 
with the smallest projected objective value; OBJ, the problem with the 
smallest parent objective value; and ERROR, the problem with the least 
error. Some of the ways of choosing the branching variable are CLOSE, 
the variable whose value is closest to O or l; FAR, the variable whose 
value is farthest from O or l; PRICE, the variable with the maximum 
price coefficient; and PRIOR, corresponding to a priority ranking on the 
variables. (7) 
Any combination of the VARSELECT and CANSELECT options· can be run. 
In the interest of minimizing run time, several of these combinations 
were tried. On a small problem (2 mills, 5 workers, 2 absent) several 
options provided similarly good run times, as can be seen in Table 1. 
However, for larger, more time consuming problems the best pair was 
CANSELECT a PROJECT and VARSELECT = FAR. The projected objective value 
for the PROJECT option is estimated based on the objective value of the 
parent problem and the sum of the infeasibilities (the distance the 
non-integer variables are from zero or one) times a rate of increase in 
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the objective function. Thus, for the scheduling problem it appears that 
the best approach for performing the branch and bound search is to 
branch on the variables that are farthest from zero or one, thus getting 
maximum reduction in the sum of the infeasibilities, and then to solve 
the problem with the minimum projected objective value. Each of these 
steps works to quickly move the non-integer variables closer to zero or 
one. 
Table 1 Run Times from Varying Branch and Bound Search Methods 
VARSELECT 
-------------------------------------------------
CANSELECT CLOSE FAR PRIOR I PENALTY I PRICE 
----------- -------------------------------------------------
LIFO 61.06 29.44 
(362.96) 
33.61 28.71 
(>720) 
57.82 
----------- --------------------------------------------------
FIFO 57.95 39.98 50.62 50.01 74.82 
------------- -------------------------------------------------
OBJ 71.63 37.56 25.16 
(>720) 
, . 19.89 
(>720) 
40.84 
----------- ----------------------------~--------------------
PROJECT 57.60 33.37 
(309.28) 
35.70 22.77 
(>720) 
76.76 
------------ -------------------------------------------------
ERROR 26.86 26.92 
(>720) 
31.22 
(>720) 
27.02 
(>720) 
>720 
* Values are in cpu seconds to run the 2 mills, 5 workers, 2 
absent case. Values in parenthesis are for the 1 mill, 16 
workers, 1 absent case. For VARSELECT=PRIOR all priorities 
are 1. 
4.4.2 An Alternative Branch and Bound Procedure 
The PRIOR option can be used for VARSELECT to branch on non-
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integer variables in the order of the value that is entered in the 
INTEGER type statement. An investigation was made into decreasing run 
time by reducing the branch and bound search with the PRIOR option. As 
Beale states, 
In principle we should try to branch first on the important 
variables. We can see this by noting that a first branch on an 
irrelevant variable doubles the size of the problem without making 
any progress towards solving it. Often the formulator of the 
problem can assess the relative importance of the variables. So he 
should have the option to assign them priorities, and the code will 
then always branch on some unsatisfied integer variable with the 
highest priority.(!) 
It was hypothesized that by finding the first feasible integer 
solution faster, the resulting bound on the problem would reduce run 
time by fathoming more nodes. It is obvious that leaving all workers in 
their initially scheduled position is a feasible solution, and for all 
workers above the highest absent worker, remaining in their initial 
position is the only feasible assignment. Working toward this solution, 
a priority of one (lowest values are branched on first) was given to all 
variables Xijij. A priority value of two was given to variables 
Xijkj where position k >ion mill j. This gave preference to assigning 
workers to higher positions on their own mill. Branching on worker 
assignments to other mills (Xijkl where position k ~ion mill 1 I j) 
was assigned the rank of three. Absent workers (Xijkl for all k and 1 
if worker i on mill j is absent) were given a four ranking value, and 
all other variables were assigned a coefficient of five in the 
INTEGER statement. 
The VARSELECT • PRIOR statement with the rankings described ;above 
was run with CANSELECT options of PROJECT, OBJ, FIFO, and LIFO. 
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Contrary to the expected results, all cases resulted in much poorer 
performance than the PROJECT/ FAR combination. In the interest of 
minimizing run time, the options of CANSELECT • PROJECT and VARSELECT • 
FAR are used in all of the runs for the sensitivity analysis. 
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CHAPTER 5 
ANALYSIS OF RESULTS 
Spielberg states that "Perhaps the most striking characteristic of 
Integer Programming is the great instability of any given algorithm as a 
function of the data"(8). Sensitivity analysis of the integer program 
input data substantiates this observance. Required cpu time to run the 
integer program quickly establishes itself as the critical element in 
evaluating the usefulness of the schedule generator. The run time 
varies significantly as a function of the number of mills, number of 
jobs, number and location of the absent workers, wage data, mill 
performance data, and the assessed movement cost. The objective is to 
judge the effect of these parameters and to determine a boundary of the 
scheduling problems where the integer program is a practical solution 
method. 
5.1 DATA AND RUN TIME PARAMETERS 
The sensitivity analysis is constrained i·n that the actual data is 
unavailable for workers' wages, mill performance rates, and the movement 
cost factor. Most of the test runs made were to analyze the integer 
program performance as a function of the input parameters, and therefore 
do not represent actual mills. The movement cost and the mill 
performance rates are a function of the actual mills under study and 
cannot be established for hypothetical situations. In the same respect, 
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workers' wages are based on the job to be performed on that mill and 
therefore must be fabricated for the generic case. 
In the following cases the standard wage data is generated by 
giving the lowest worker fourteen dollars per hour and each higher 
worker one dollar per hour more than the last. Mill performance rates 
are equalized at 100% except in the cases where the effect of this 
parameter is tested. The movement cost remains constant for all of the 
mill/ job scenarios tested. It was chosen as a value that does not 
lead to a quick and obvious solution in the 2 mill, 7 position tandem 
mill test case. 
The key element in evaluating the integer programs is the cpu time. 
At some point the cost and time of running the integer program outweigh 
the benefits of using it for cost effective scheduling. Establishing 
the break even point is difficult without the availability of real data 
for each scenario. Currently computer time is $20 per cpu minute in 
prime time (7am to 5pm, Mon.-Fri.) and $5 per cpu minute in non-prime 
time. Two shifts (7-3 and 3-11) would have to schedule during prime 
time; the 11-3 shift could take advantage of the discount rates. 
A time limit of 720 cpu seconds (12 minutes) is used in all the 
runs, bounding the run costs at $240 and $60, respectively. This 
parameter is chosen more as a function of clock run time than cost; 
schedules must be generated quickly to establish placement of the 
workers and start up the mill soon after the available work force is 
known at the start of the turn. SAS runs that are terminated at 720 cpu 
seconds take on the order of 20 clock minutes to run. This is too much 
time to lose production on the mill and leave workers idle. The 720 
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second time limit is set as an extreme to judge the performance of the 
mill and job combinations. 
5.2 SENSITIVITY ANALYSIS 
5.2.1 Position of the Absent Workers 
The first factor observed is how the program run time is affected 
by the position of the absent workers-for a given mill scenario with a 
fixed number of absent workers. Intuition suggests that the run time 
will be greater when the highest workers on the ladder are out because 
there are more options for assignment of the replacement workers. All 
workers above the absent worker are fixed in their position. If only the 
lowest worker is absent, there is one feasible schedule, and the run 
time should be short. With the top worker out, more alternatives must 
be considered, and run time should be longer. 
A test of the tandem mill scenario of 2 mills, 7 jobs, and 2 absent 
workers bears out this theory. The run times were collected for the 
cases of absent workers in the highest positions, in the lowest 
positions, in the middle positions, in the lowest and middle positions, 
and in the middle and highest positions. As can be seen in Table 2, the 
run time increases with the sum of the ranks of the absent workers. 
In the interest of trying to establish mill / job configurations 
where an integer program is appropriate for scheduling, the worst case 
of the highest workers being absent is used in all of the following 
runs. A scheduler may try the integer program in ''out of bounds" cases 
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if the absent workers for that turn are toward the middle or bottom of 
the job ladder. 
Table 2 Run Times Based on the Positions 
of Absent Workers 
Location of 
the Absent 
Workers 
Combined Rank 
of the Absent 
Workers 
Run 
Time 
--------------------------------------------
Top two 14 > 720 
---------------------,_---------------------
Top/ middle 11 I ,sa.ss 
-------------------------------------------
Middle two 8 53.30 
-------------------------------------------
Middle/ Bottom I 5 I 1s.11 
--------------------------·-----------------
Bottom two 2 8.01 
* Run times are in cpu seconds for the 2 
mills, 7 workers, 2 absent case. 
5.2.2 Range of Application 
Numerous scenarios were tested to find the limits of mill and job 
combinations where the integer program is a viable solution procedure. 
The number of job positions varied from three to the maximum possible. 
Since it is conceivable that the top three positions on a mill would be 
considered most crucial, in a multiple mill case this would not be 
trivial scheduling problem. Two workers, however, would not be a 
realistic scheduling scenario. The number of mills varied from one to 
the maximum allowed. The number of absent workers tested ranged from 
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one worker to approximately 60% of the total number of workers. Any more 
than 60% was judged to be highly unlikely. 
The list of scenarios tested and their run times are tabulated in 
Appendix B. It is interesting to note that there is a large gap between 
the maximum time allowed of 720 seconds and the longest feasible run at 
391 seconds. 
According to the test runs, sixteen workers are the maximum that 
can be scheduled in a one mill case, but only with one absent worker. 
For up to thirteen workers, any number of absent workers can be 
scheduled, except for the twelve workers with five absent scenario. For 
fourteen and fifteen workers, the limit on absent workers is again one. 
The feasible runs are realistic scenarios because many mills do operate 
individually, and thirteen job positions is a large number to consider. 
As the number of mills increases, the number of allowed workers 
decreases, substantiating that the number of variables (m2 p2 ) seems to 
be a significant factor in run time. In the two mill case, six workers, 
with only one or two absent, are the maximum that can be scheduled with 
the integer program. Again, these are reasonable scenarios because many 
operations in the steel plants have two mills that operate as one unit. 
Four to six jobs would be a reasonable number to consider although many 
situations would involve more workers. 
I 
\ 
I 
For example, the test case of 
I two mills and seven j~b positions that triggered this study does not run 
\ 
within the prescribed·time limit. 
For three mill units, at most four workers can be scheduled, and 
three workers are the only number that can be scheduled on four to six 
mills. Seven or more mills cannot be scheduled with the given time 
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limitation. Thus, the integer program works for several practical mill 
and job combinations but is ineffective for others. 
5.2.3 Number of Absent Workers 
The number of absent workers for a given mill and job scenario is 
shown to influence run time. A trend in run time can be seen in several 
mill / job cases where several different absent worker scenarios were 
tested. Figure 3 shows a sample of that trend in the two mills, five 
jobs case. Run time begins to increase with the number of absent workers 
but then drops off as the absent workers become more numerous. This can 
be expected since the situation of more absent workers allows more 
movement of the other workers and, consequently, more alternatives to 
consider. However, as the number of absent workers increases, the number 
of present workers to schedule decreases. There are more positions to 
assign to less workers, and the number of feasible alternatives begins 
to decrease. Several cases (such as five mills and three workers, as 
shown in Figure 4) show only an increasing trend in run time to the 
point of bombing out, ·possibly indicating that the peak of the curve 
exceeds 720 second~. 
5.2.4 Distribution of Wages 
Wages for the preceeding problems were incremented in $1 per hour. 
intervals for each higher job position. Although actual wage data is 
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not available, its impact on run time was tested in three cases (2 
mills, 6 jobs, 2 absent; 3 mills, 4 jobs, 3 absent; 1 mill, 15 jobs, 1 
absent) by constructing three different alternatives. First, the lower 
jobs were given closer pay values; second, the middle jobs were payed 
more equally; and finally, the higher jobs had smaller wage differences. 
Table 3 
Number 
of 
Mills 
Run Time Based on Distribution of Wages 
Number 
of 
Jobs 
Number 
Absent 
Wage 
Distribution 
Run 
Time 
--------------------------------------------------------Even increments 175.84 
-------------------- --------
Low jobs closer 219.09 
1 15 l 
-------------------- --------
Middle jobs closer > 720. 
--------------------- --------
High jobs closer 55.34 
-------~-------------------------------------------------
Even increments 156.81 
. 
-------------------- --------
Low jobs closer 187.12 
2 6 2 
-------------------- --------
Middle jobs closer 33.28 
-------------------- --------
High jobs closer 22.97 
-----------~--------------------------------------------Even increments 168.72 
--------------------
--------
Low jobs closer 108.67 
3 4 3 
---------------------
--------
Middle jobs closer 19.09 
--------------------
--------
High jobs closer 9.64 
* Run times are in cpu seconds. 
Table 3 shows that there is a resulting impact on run time. With 
one exception, the run time is either less or only slightly more than 
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the case of even wage distribution. 
mill/ job scenarios in Appendix B can 
This suggests that the feasible 
still be scheduled with an 
integer program if the wage data is not uniformly increasing. 
5.2.5 Mill Performance Rates 
Mill performance rates affect the wages of the replacement workers 
and can consequently affect their final position. All of the preceeding 
multiple mill cases used equal mill IOIPs of 100%. Table 4 demonstrates 
that the run time can vary with unequal mill rates as certain problems 
on th~ branch and bound tree become more or less competitive in the cost 
minimization. These results give no clue as to the nature of the impact 
because it is highly problem and data dependent. Again, an encouraging 
result is that none of the problems bombed on time with changes in the 
mill rates, suggesting that most feasible problems in Appendix B will 
remain so with unequal IOIP values. 
5.2.6 Movement Cost 
The movement cost that is assessed against positions not containing 
the initially scheduled worker directly influences the schedule that is 
developed and also impacts cpu time to run the integer program. Table 5\ 
shows two sample cases where the movement cost ranges from a low value, 
to force maximum movement, to a high value that minimizes movement. In 
both cases the shortest run time is seen when a high movement cost 
forces all workers to remain in their own position. Movement costs that 
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cause some but not total movement result in the longest run times. The 
case of one mill and thirteen workers with three absent suggests that 
the cases with longer run times in Appendix B may not stay within the 
720 second time limit with a different movement cost. 
Table 4 Run Time Based on Mill Performance Rates 
Number Number Number 
of of 
Mills Jobs Absent 
Mill IOIP 
(Mill 1/Mill 2/etc) 
Run 
Time 
---------------------
---------------------
--------------
100 I 100 50.68 
--------------------
--------
]J)O I 115 79. 48 
2 5 3 -------------------- --------
100 I 122 15.60 
----------~---------
--------
100 I 130 14.11 
---------------------
---------------------
--------------
100 / 100 156.81 
----------------~--- --------
100 / 115 127.21 
2 6 2 -------------------- --------
100 / 122 122.20 
--------------------
--------
100 / 130 117.53 
-·-~-------------.~------------------------
-·---------------
100 / 100 / 100 168.72 
--------------------
--------
100 / 115 / 122 412.75 
3 4 3 -------------------- --------
100 / 115 / 130 335.36 
--------------------
--------
100 / 122 / 130 144.89 
* Run times are in cpu seconds. 
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Table 5 
Number 
of 
Mills 
Run Time Based on Movement Cost 
Number 
of 
Jobs 
Number 
Absent 
Movement 
Cost 
($/hr.) 
Resulting 
Schedule 
Run 
Time 
------------------------------------------------------------------
1.4 I max. movement I 305.0, 
-------------------------------------
2.5 I not generated I> 120. 
l 13 3 
-------------------------------------
3.5 I some movement I 537.41 
-------------------------------------
5.0 I min. movement 64.91 
----------------------------------------------------------------
.4 I max. movement 61.05 
___ _. ________________________________ _ 
.9 I max. movement I 59.46 
-------------------------------------
2 6 1 1.0 I some movement I 82.91 
-------------------------------------
1.2 I min. movement I 51.85 
-------------------------------------
1.4 min. movement 47.12 
* Run times are in cpu seconds. 
The application of an integer program to solve the scheduling 
problem is limited by the cpu time required to generate a solution. The 
run time is influenced by the data for the number of mills, the number 
of job positions, the number and positions of the absent workers, wage 
distributions, mill performance rates, and the movement cost. The 
results in Appendix B give an indication of the domain of practical 
scenarios that the integer program can evaluate. Depending on the 
inputs, "out of bounds" problems may be effectively solved by an integer 
program. Conversely, "in bound'' ones may require too much time as a 
result of the data. The integer programming approach to the scheduling 
problem is an effective tool with a limited range of application. 
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CHAPTER 6 
HEURISTIC SOLUTIONS 
The results presented in Chapter 5 demonstrate that for some mill 
and job configurations, it is not practical to find the optimal solution 
by running a time consuming integer program. Naturally, .the next step is 
to take these particular problems and approach them in some heuristic 
fashion to find a good, if not necessarily optimal, solution in a 
reasonable amount of time. The heuristic solution must provide some 
scheduling scenario that has an advantage over the schedule produced by 
hand by the mill scheduler under the present system. This advantage may 
be a less costly schedule or just a higher degree of confidence that the 
manually generated schedule is a "better" solution for the given input. 
6.1 CONTROLLING THE INTEGER PROGRAM SOLUTION 
The first approach taken is to work with the information generated 
by SAS from the initial linear programming solution. A sample of nine 
linear programming runs of the scheduling problems without the integer 
constraint ran at an average of 12.9 cpu seconds with a range of .7 to 
81.2 seconds. For the five of those runs that have known integer 
programming run times, the average linear program to integer program 
processing time ratio is 1.2%. The linear program run times are 
practical to work with under any realistic mill/ job configuration. 
Therefore, it is desirable to search for a heuristic procedure that 
l'I 
works with the low run times and the minimum cost objective of the 
linear program solution. 
A possible approach is to generate a good feasible integer solution 
from the linear program output and use this value to control the branch 
and bound search for the optimal solution. SAS provides several methods 
for controlling the integer programming run. One option is to assign the 
IOBJECTIVE parameter a value that becomes the initial upper bound for 
the branch and bound search and fathoms nodes that will not lead to an 
integer solution of equal or smaller value.(7) 
Five time consuming, but solvable (within the 720 second limit) 
integer programming problems were tested to evaluate the maximum 
possible reduction in run time using the !OBJECTIVE parameter. The 
maximum reduction is found by using the optimal objective value as the 
!OBJECTIVE value. The resulting integer program run times and the 
percent reductions in run time are shown in Table 6. The average 
reduction in cpu time is only 26% when the optimal solution bounds the 
problem. Therefore, a good integer solution, even if it is close to the 
optimal objective value, would probably not significantly shorten the 
run time of most mill/ job configurations that exceed the 720 second 
maximum. 
! 
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Tabla 6 Run Time Using IOBJECTIV! 
Number 
of 
Mills 
Number Number Optimal 
of 
Jobs Absent Solution 
Run 
Time 
Run Time 
with 
I OBJECTIVE 
Reduction 
in 
Run Time 
-------------------------------------------------------------
1 I 13 I 2 I 29.0 I 269.41 I 201. 13 I 22.9\ 
---~---------------------------------------------------------
1 I 13 I 3 I ,s.o I 3os.o4 I 168.88 I 46.6\ 
--------------------------------------------------------------
1 I 16 I 1 I a.o I 309.34 I 291.10 I 4.0\ 
-------------------------------------------------------------
3 1 , I 6 I a1.o I 212.10 I 166.10 I 21.9\ 
--------------------------------------------------------------
5 3 4 1 ,a.6 I 344.89 I 226.09 I 34.4\ 
Beale comments that an advantage of branch and bound methods is 
"that one will usually have a good solution if the search is terminated 
before a guaranteed optimum has been found"(!). In this vein SAS 
provides an option to stop the branch and bound search by setting the 
parameter IFEASIBLEPAUSE = 1. This will halt the integer program branch 
and bound search when the first feasible integer solution is found.(7) 
Since the integer solution is developed from the minimum cost linear 
progrannning solution, it is logical to anticipate that the first 
feasible integer solution generated may be a good solution to the 
pr.oblem. 
The IFEASIBLEPAUSE • 1 method was tested on four cases that are 
unable to be solved by integer programming in the 720 second time limit. 
The cases were: 1) 2 mills, 7 jobs, 1 absent worker, 2) 1 mill, 14 jobs, 
2 absent workers, 3) 3 mills, 5 jobs, 1 absent worker, and 4) 6 mills, 4 
,. 
jobs, 1 absent worker. These scenarios were chosen because they are only 
one degree larger (one more job or absent worker) than problems that ran 
• 
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in a reasonable amount of time. In all four cases, even the first 
feasible integer solution is not found in the 720 second time limit. 
For the large scheduling problems, IFEASIBLEPAUSE generally does not 
provide a good solution, and !OBJECTIVE does not appear to substantially 
shorten run time. Working with the SAS controls of the integer program 
does not broaden the spectrum of feasible scheduling scenarios. 
6.2 USING THE LINEAR PROGRAM SOLUTION 
An alternative action is to take the linear progrannning solution, 
which is calculated at low computing cost and time, and develop a 
heuristic method for generating an integer solution. The approach 
proposed here is to take the X variables that are assigned a value of 
one from the linear program and to designate from them definite worker 
to job assignments. The remaining workers are assigned to jobs on the 
basis of the X variable values from the linear program solution. The X 
values are sorted in descending order from one to zero in the SAS 
program. Then the jobs and wo-rkers from the X variable name are written 
to a file in the sorted order. For example, if x2434 is given a value 
of .478 in the optimal relaxed solution, the assignment of worker 2 on 
mill 4 to job 3 on mill 4 is written to the assignment file. Its 
relative placement is a function of the .478 value. From the assignment 
file a new schedule is developed. 
The linear program is constructed by using the same FORTRAN routine 
that generates the integer program constraints minus the INTEGER 
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statement type that defines the integer variables. SAS automatically 
generates a linear program solution instead of an integer program. 
A FORTRAN program, HRSTC, is used to generate a new schedule. 
First, it assigns the frozen workers to their own jobs. Then it runs 
through a subroutine called SCHEDL to read the list of workers and jobs 
ranked by the linear program value and make worker to job assignments. 
If the worker has already been assigned to a job, that data field is 
ignored. If the job position has already been allocated, a conflict for 
that position is recorded. Replacement workers are not assigned until 
all other workers are, giving the replacement workers a low priority 
since they are less constrained to where they can be assigned. Any 
assignment of a worker to a lower job position is rejected. When an 
assignment is made, the worker and the job position are eliminated from 
the list of available assignments. 
Once the entire linear programming output is read, subroutine 
ASSIGN is called if there are any remaining unassigned workers. These 
workers are given job assignments starting with the highest seniority to 
the highest position available and working down the ladder. Workers 
will not be assigned to a lower position, leaving the possibility of an 
incomplete schedule. If this is the case, subroutine SCHEDL is called 
several times again, once for each job position conflict that was 
recorded in the first iteration. For each iteration, the particular job 
assignment is bypassed the first time it is encountered so that the next 
worker competing for the job gets the assignment. 
The objective value is calculated for each iteration through SCHEDL 
and ASSIGN if a complete schedule is generated. This schedule is then 
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processed through subroutine CHECK to look for constraint violations of 
lower scheduled workers jumping other workers to higher job assignments 
and of workers not given priority on their own mill over workers 
initially scheduled to the same position on a different mill. Each 
violation is tallied. 
Three separate arrangements of the linear program output were 
generated to test the heuristic solution method. In the first case, as 
described previously, the worker to job assignments defined by the X 
variable (Xijkl) are sorted by decreasing value so that the higher 
values are given first priority in the heuristic assignment procedure. 
In the second case, the assignments are sorted by descending initial 
worker position and, within that, by the linear program solution values. 
This strategy gives assignment priority to the workers with the highest 
seniority in an attempt to prevent jumping violations in the final 
schedule. Each worker is assigned to the job given the most weight from 
the relaxed problem. The third list of potential worker to job 
assignments is generated by sorting the linear programming output first 
by the worker's initially scheduled position, and then for each worker 
. 
by the position of the job assignment. These assignments are only 
considered if the X value is greater than zero, i.e. some weight is 
given by the linear program to assigning that worker to that job. Top 
workers are assigned first to top positions regardless of the value of 
the X variable. Again, this is an attempt to preserve the seniority 
system in the final schedule. 
The heuristic procedure was tested on ten different mill/ job 
configurations. Four of these did not solve the integer program in the 
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720 second time 
known. All of 
limit; for 
the scenarios 
the other six the optimal solutions were 
were tested with the three sorting 
procedures of the linear programming output described above. Each test 
case provided multiple schedules based on the job conflict iterations in 
the heuristic procedure. 
In all cases the mill seniority system was violated (workers leap-
frogged other workers) when using the assignments sorted by the worker's 
initial position and then by the linear program solution value. The same 
result is true of the assignments sorted by the worker's initial 
position and then by the rank of the job assignment. Because 
leap-frogging is not allowed by the definition of these problems, the 
schedules generated cannot be used. 
Feasible schedules were generated in five of the ten scenarios when 
using assignment data sorted by the linear program solution values only. 
For two of these feasible schedules, the optimal schedule was also 
known. In both of these cases, the heuristic provided the same schedule 
and consequently the same objective value as the optimal integer program 
solution. However, it must be noted that in both situations, the input 
data of wage costs and the movement cost forced a solution of assigning 
the replacement workers to the position of the absent workers. No 
movement was permitted for the other workers, so there was no 
opportunity to have jumping violations. In the three cases where the 
integer program optimal schedule was not known, the only heuristic 
solutions with no constraint violations again had schedules with 
replacement workers assigned to the absent workers position and all 
other workers remaining in their initially scheduled positions. 
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The heuristic solution encounters a problem because some of the 
constraints in the integer program formulation are dependent on the 0,1 
nature of the X variables. The ranking of jobs to prevent leap-frogging 
depends on the final solution assigning a value of one to only one 
variable and zero to all of the other variables for a particular worker 
in order to compare his rank to another worker. When the linear program 
relaxes the 0,1 constraint, partial assignments are allowed, and the 
ranking comparison becomes ineffective. 
In illustration of this problem, one test case assigns the variable 
a value of one in the linear program. Consequently, in the 
heuristic, worker 5 on mill 1 is assigned to stay in that position 
because there are no other workers with partial assignments competing 
for the job. Job 6 on mill 1 is vacant, however, because of an absent 
worker. Any assignment to this position will cause a leap-frogging 
situation. In. the heuristic solution, worker 2 on mill 1 is assigned to 
position 6. is assigned a value of .389 so that the ranking 
constraint (.389 x 6 < 1.0 x 5) is not violated in the relaxed problem. 
-
If the workers and their union remain inflexible on violations of 
the seniority system established in the mill, the heuristic procedure 
described above will not provide a feasible solution to the scheduling 
problem in most cases. Furthermore, from the problem encountered here 
it is evident that any heuristic that starts with the linear program 
solution will be invalidated by the jumping constraint. 
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6.3 EVALUATING MOVEMENT EXTREMES 
For the problems that are too large for an integer programming 
solution, the question still remains: is there any method of generating 
a schedule that is advantageous over the current, manual, one-solution 
system? This can be answered by looking at the purpose of the integer 
program. The integer program chooses the optimal schedule by balancing 
the amount of worker movement with the cost of replacing absent workers. 
The final configuration may leave the replacement workers in the absent 
workers' positions, move them to the bottom of the job ladder, as is 
done now, or choose any of the numerous assignments in between. 
Movement costs are minimized by the extreme of assigning 
replacement workers to the absent worker's position and leaving everyone 
else in their initially scheduled position. Minimum wage costs are 
found at the other extreme of pushing replacement workers to the bottom 
of the ladder and moving everyone up, as is done now. Although the best 
answer may lie in between these two extremes, it is possible that the 
better of these two solutions will be close to the optimal. Even if the 
answer in a particular case is to move everyone, as is done now, there 
is a higher degree of confidence that the generated schedule is cost 
effective. 
A program was developed that will evaluate the two extreme 
solutions. It is run from an EXEC called SCHED that mirrors the program 
SCHEDULE described in Chapter 4 in prompting for information on the 
number of mills, number of jobs, frozen workers, absent workers, wage 
data, mill performance rates, and movement costs. Instead of 
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constructing the integer program, it calculates the cost for each of the 
two extreme replacement cases in a FORTRAN program. 
In subroutine NOMOVE, the case of minimum movement, the objective 
value is calculated as the sum of the replacement workers' wages at the 
absent workers' positions plus the movement cost times the number of 
absent workers. Subroutine ALMOVE calculates the objective value for 
the schedule of maximum movement. Replacement wages are for the bottom 
y positions on each mill where y is the number of absent workers on that 
mill. The total movement cost on each mill is calculated as the movement 
cost factor times the number of workers from the highest absent position 
on down. 
The two solutions can be compared in terms of their cost to 
determine the better schedule and a potential starting point for another 
heuristic procedure. An advantage of using this procedure is that a 
solution is produced in a very short amount of time for any mill/ job 
scenario, allowing for quick start up of the mill. 
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CHAPTER 7 
CONCLUSION 
An integer progranuning formulation can be effectively applied to 
the worker scheduling problem using constraints to preserve union rules. 
The extent of the application is limited by the amount of clock time and 
the cost of cpu time needed to solve the integer program. The cpu time 
is largely a function of the input parameters of the number of mills, 
the number of jobs, the number and position of the absent workers, wage 
distributions, mill performance rates, and the assessed movement costs. 
The constraints of the integer program that preserve the mill 
seniority system are dependent on the 0,1 nature of the variables, thus 
invalidating heuristic procedures that work from the relaxed (linear 
programming) solution. The alternative schedules of minimum and maximum 
movement can be quickly evaluated to determine a "better'' solution. 
Future work in the area of these scheduling problems could involve 
starting with the bet.ter of the minimum and maximum movement schedules 
and working towards a better solution by incremental position changes of 
the replacement workers. 
•·· 
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APPENDIX A 
Table I Maximum NtJmber ot Constraints in a Problem 
Number Number of Mills 
of 
-------------------------.-----------------------------
Jobs 1 2 3 4 5 6 7 8 9 
--------
-----------------------------~------------...------------
1 2 6 12 20 30 42 56 72 90 
2 6 18 36 60 90 126 168 216 270 
3 11 34 69 116 175 246 329 424 531 
4 17 54 111 188 285 402 539 696 873 
5 24 78 162 276 420 594 798 1032 1296 
6 32 106 222 380 580 822 1106 1432 1800 
7 41 138 291 500 765 1086 1463 1896 2385 
8 51 174 369 636 975 1386 1869 2424 3051 
9 62 214 456 788 1210 1722 2324 3016 3798 
10 74 258 552 956 1470 2094 2828 3672 4626 
11 87 306 657 1140 1755 2502 3381 4392 5535 
12 101 358 771 1340 2065 2946 3983 5176 6525 
13 116 414 894 1556 2400 3426 4634 6024 7596 
14 132 474 1026 1788 2760 3942 5334 6936 8748 
15 149 538 1167 2036 3145 4494 6083 7912 9981 
16 167 606 1317 2300 3555 5082 6881 8952 11295 
17 186 678 1476 2580 3990 5706 7728 10056 12690 
18 206 754 1644 2876 4450 6366 8624 11224 14166 
19 227 834 1821 3188 4935 7062 9569 12456 15723 
20 249 918 2007 3516 5445 7794 10563 13752 17361 
21 272 1006 2202 3860 5980 8562 11606 15112 19080 
22 296 1098 2406 4220 6540 9366 12698 16536 20880 
23 321 1194 2619 4596 7125 10206 13839 18024 22761 
24 347 1294 2841 4988 7735 11082 15029 19576 24723 
25 374 1398 3072 5396 8370 11994 16268 21192 26766 
26 402 1506 3312 5820 9030 12942 17556 22872 28890 
27 431 1618 3561 6260 9715 13926 18893 24616 31095 
28 461 1734 3819 6716 10425 14946 20279 26424 33381 
29 492 1854 4086 7188 11160 16002 21714 28296 35748 
30 524 1978 4362 7676 11920 17094 23198 30232 38196 
31 557 2106 4647 8180 12705 18222 24731 32232 40725 
32 591 2238 4941 8700 13515 19386 26313 34296 43335 
33 626 2374 5244 9236 14350 20586 27944 36424 46026 
34 662 2514 5556 9788 15210 21822 29624 38616 48798 
35 699 2658 5877 10356 16095 23094 31353 40872 51651 
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Table I Continuad 
Number Number of Mills 
ot -----------------~--------------------------~--------
Jobs 1 2 3 
' 
5 6 7 8 9 
____ ... ____ 
-----------------------------------------------------
36 737 2806 6207 10940 17005 24402 33131 43192 54585 
37 776 2958 6546 11540 17940 25746 34958 45576 57600 
38 816 3114 6894 12156 18900 27126 36834 48024 60696 
39 857 3274 7251 12788 19885 28542 38759 50536 63873 
40 899 3438 7617 13436 20895 29994 40733 53112 67131 
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Table II Number of Variables in a Problem 
Number Number of Mills 
/ ot 
---------------------------------------------------------------~ f 
I ( 
Jobs 1 2 3 
' 
5 6 7 8 9 
--------
-----------------------------------------------------------
1 1 4 9 16 25 36 49 64 81 
2 4 16 36 64 100 144 196 256 324 
3 9 36 81 144 225 324 441 576 729 
4 16 64 144 256 400 576 784 1024 1296 
5 25 100 225 400 625 900 1225 1600 2025 
6 36 144 324 576 900 1296 1764 2304 2916 
7 49 196 441 784 1225 1764 2401 3136 3969 
8 64 256 576 1024 1600 2304 3136 4096 5184 
9 81 324 729 1296 2025 2916 3969 5184 6561 
10 100 400 900 1600 2500 3600 4900 6400 8100 
11 121 484 1089 1936 3025 4356 5929 7744 9801 
12 144 576 1296 2304 3600 5184 7056 9216 11664 
13 169 676 1521 2704 4225 6084 8281 10816 13689 
14 196 784 1764 3136 4900 7056 9604 12544 15876 
15 225 900 2025 3600 5625 8100 11025 14400 18225 
16 256 1024 2304 4096 6400 9216 12544 16384 20736 
17 289 1156 2601 4624 7225 10404 14161 18496 23409 
18 324 1296 2916 5184 8100 11664 15876 20736 26244 
19 361 1444 3249 5776 9025 12996 17689 23104 29241 
20 400 1600 3600 6400 10000 14400 19600 25600 32400 
21 441 1764 3969 7056 11025 15876 21609 28224 35721 
22 484 1936 4356 7744 12100 17424 23716 30976 39204 
23 529 2116 4761 8464 13225 19044 25921 33856 42849 
24 576 2304 5184 9216 14400 20736 28224 36864 46656 
25 625 2500 5625 10000 15625 22500 30625 40000 50625 
26 676 2704 6084 10816 16900 24336 33124 43264 54756 
27 729 2916 6561 11664 18225 26244 35721 46656 59049 
28 784 3136 7056 12544 19600 28224 38416 50176 63504 
29 841 3364 7569 13546 21025 30276 41209 53824 68121 
30 900 3600 8100 14400 22500 32400 44100 57600 72900 
31 961 3844 8649 15376 24025 34596 47089 61504 77841 
32 1024 4096 9216 16384 25600 36864 50176 65536 82944 
33 1089 4356 9801 17424 27225 39204 53361 69696 88209 
34 1156 4624 10404 18496 28900 41616 56644 73984 93636 
35 1225 4900 11025 19600 30625 44100 60025 78400 99225 
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Table II Continued 
Number Number of Mills 
of -------------------------------------------------------
Jobs 1 2 3 4 5 6 7 8 9 
--------
--------------------------------------------------------36 1296 5184 11664 20736 32400 46656 63504 83944 104976 37 1369 5476 12321 21904 34225 49284 67081 87616 110889 38 1444 5776 12996 23104 36100 51984 70756 92416 116964 39 1521 6084 13689 24336 38025 54756 74529 97344 123201 40 1600 6400 14400 25600 40000 57600 78400 102400 129600 
\ 
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\ APPENDIX B 
Table III Test Runs or the Integer Programming Approach 
Number Number Number Number Number Run 
of of of of 
Mills Jobs Absent Constraints Variables Time 
---------------------------------------------------------------
1 4 1 14 16 0.06 
1 4 2 11 16 0.03 
1 5 1 20 25 0.20 
1 5 2 16 ' 25 0.10 
1 6 1 27 36 0.31 
1 6 2 .22 36 0.33 
1 6 3 18 36 0.13 
1 7 1 35 49 1.03 
1 7 3 24 49 0.32 
1 7 4 20 49 0.13 
1 8 1 44 64 1.93 
1 8 2 37 64 2.34 
1 8 3 31 64 1.41 
1 8 4 26 64 0.50 
1 9 1 54 81 3.63 
1 9 2 46 81 13.34 
1 9 3 39 81 4.35 
1 9 4 33 81 1.06 
1 9 5 28 81 0.73 
1 10 1 65 100 8.05 
1 10 2 56 100 33.72 
1 10 3 48 100 10.64 
1 10 4 41 100 5.99 
1 10 5 35 100 1.46 
1 11 1 77 121 13.42 
1 11 2 67 121 67.17 
1 11 3 58 121 69.26 
1 11 4 so 121 148.28 
1 11 5 43 121 21.04 
1 12 1 90 144 17.63 
1 12 2 79 144 * 
1 12 3 69 144 66.84 
1 12 4 60 144 108.55 
1 12 5 52 144 391.12 
1 13 1 104 169 48.15 
1 13 2 92 169 269.47 
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Table III Continued 
Number Number Number Number Number Run of of of of Mills Jobs Absent Constraints Variables Time 
______________________ ,_, _________________________ ... ____ _. _____ .... ______ .... 
1 13 3 81 169 305.04 1 13 4 71 169 133.75 l 13 5 62 169 90.58 1 14 1 119 196 78.38 1 14 2 106 196 * 1 14 3 94 196 * l 14 4 83 196 * 1 14 5 73 196 * 1 15 1 135 225 175.84 1 15 2 121 225 * 1 15 3 108 225 * 1 15 4 96 225 * 1 15 5 85 225 * 1 16 1 152 256 309.34 1 17 1 170 289 * 1 18 l 189 324 * 1 20 1 230 400 * 2 3. 1 29 36 0.26 2· 3 2 23 36 0.26 2 3 
.3 19 36 0.23 2 4 1 47 64 1.10 2 4 2 39 64 2.93 2· 4 3 33 64 3.49 2 4 4 27 64 0.75 2 4 5 23 64 0.22 2 5 1 69 100 8.98 2 5 2 59 100 33.56 2 5 3 51 100 50.68 2 5 4 43 100 7.77 2 5 5 37 100 3.86 2 6 1 95 144 47.12 . 2 6 2 83 144 156.81 2 6 3 73 144 * 2 6 4 63 144 * 2 7 1 125 196 * 2 10 1 239 400 * 3 3 1 61 81 1.36 3 3 2 52 81 1.64 3 3 3 43 81 1.50 3 3 4 37 81 3.86 3 3 5 31 81 2.64 
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Table III Continued 
Number Number Number Number Number Run 
of of of of Mills Jobs Absent Constraints Variables Time 
____________________ ,_, ________ ... ___________________________________ 
3 4 l 100 144 12.27 3 4 2 88 144 45.87 3 4 3 76 144 168.72 3 4 4 67 144 * 3 4 5 58 144 131.56 3 4 6 49 144 212.70 3 4 1 43 144 32.39 3 5 l 148 225 * ~ 3 5 5 94 225 * 4 3 l 105 144 4.85 4 3 2 93 144 11.22 4 3 3 81 144 18.66 4 3 4 69 144 46.30 4 3 5 61 144 153.98 4 3 6 53 144 43.83 4 3 7 45 144 54.39 4 4 1 173 256 * 5 3 1 161 225 22.29 5 3 2 146 225 53.04 5 3 3 131 225 173.36 5 3 4 116 225 344.89 5 3 5 101 225 * 5 4 1 266 400 * 6 3 1 . 229 324 28.51 6 3 2 211 324 57.28 6 3 3 193 324 102.92 6 3 4 175 324 * 6 . 3 6 139 324 * 6 4 1 379 576 * 7 3 1 309 441 * 9 3 1 sos 729 * 
IOIP = 100\ for all mills. Movement cost is 1.4 for all runs. Wages increase in $1/hr. increments, starting with $14/hr. for the lowest position. Absent workers are in the top positions. Run times are in cpu seconds. 
*Runtime exceeds 720 cpu seconds. 
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