We introduce a vector differential operator P and a vector boundary operator B to derive a reproducing kernel along with its associated Hilbert space which is shown to be embedded in a classical Sobolev space. This reproducing kernel is a Green kernel of differential operator L := P * T P with homogeneous or nonhomogeneous boundary conditions given by B, where we ensure that the distributional adjoint operator P * of P is well-defined in the distributional sense. We represent the inner product of the reproducing-kernel Hilbert space in terms of the operators P and B. In addition, we find relationships for the eigenfunctions and eigenvalues of the reproducing kernel and the operators with homogeneous or nonhomogeneous boundary conditions. These eigenfunctions and eigenvalues are used to compute a series expansion of the reproducing kernel and an orthonormal basis of the reproducing-kernel Hilbert space. Our theoretical results provide perhaps a more intuitive way of understanding what kind of functions are well approximated by the reproducing kernel-based interpolant to a given multivariate data sample.
25]) in an "optimal" way. Here this optimality can be quantified in terms of the norm induced by the Hilbert space inner product. It is therefore of importance to understand these spaces (and their inner products) as well as possible since such an understanding will provide us with insight into the "correct" choice of kernel for any given application. Potential applications of kernel approximation methods can be found in an increasingly wider array of topics of which we mention only scattered data approximation [5, 7, 9, 21, 25] , numerical solution of partial differential equations [9, 13, 14, 18, 19, 20, 25] , statistical learning [4, 23, 24] and engineering design [15] . Future applications may see the combination of meshfree approximation methods and stochastic Kriging methods used within a common reproducing kernel framework to approximate the numerical solution of stochastic partial differential equations (see, e.g., [11] ).
However, kernel approximation methods still face quite a few difficulties and challenges. Two important questions in need of a satisfactory answer are: What kind of functions belong to a given reproducing-kernel Hilbert space? and Which kernel function should we utilize for a particular application? Our recent paper [10] establishes what kind of (full-space) Green function is a (conditionally) positive definite function and then shows how to embed its related reproducing kernel Hilbert space (or native space) into a generalized Sobolev space defined by a vector distributional operator P = (P 1 , · · · , P n , · · · )
T . This construction results in an arguably more intuitive interpretation of the reproducing kernel Hilbert space associated with any given kernel. In some cases these two spaces are even shown to be equivalent. Our theoretical results produce a rule that allows us to determine which Green function can be used to approximate (well) an unknown smooth function. Conversely, we can use a Green function to formulate an interpolant for a corresponding class of smooth functions. The framework discussed in our earlier paper was restricted to full-space Green functions defined on the whole space R d , i.e., without taking into consideration the effect of boundary conditions. In the present paper we will show that the Green kernel derived using boundary conditions in a regular bounded open domain Ω ⊂ R d is a reproducing kernel and that its reproducing kernel Hilbert space is embedded in a classical Sobolev space. We begin by precisely defining what we mean in this paper by a function space being embedded in or being isomorphic to another space.
Definition 1.1 ([1, Definition 1.25])
We say the normed space H is embedded in the normed space H if H is a subspace of H and the identity operator I : H → H is a bounded (continuous) operator, i.e., there is a positive constant C such that f H ≤ C f H for each f ∈ H ⊆ H. In particular, if H is also embedded in H then we say that H and H are isomorphic, i.e., H H.
Remark 1.1
Here equality of two function spaces, H = H, means that H ⊆ H and H ⊆ H only, i.e., we do not compare their norms. Unless specifically indicated otherwise, all functions discussed in this article are real-valued.
We now present a standard Green kernel example from the theory of partial differential equations (see [8, Just as in our discussion below, the Laplace operator L = −∆ = P * T P = −∇ T ∇ can be computed using the gradient P = (P 1 , · · · , P d )
, · · · , ∂ ∂xd ) T and its adjoint
With the help of Green's formulas [8] we can further check that the kernel G satisfies a reproducing property with respect to the gradient-semi-inner product, i.e., for all f ∈ C 1 0 (Ω) and y ∈ Ω, we have
However, this Green kernel G is not a reproducing kernel (cf. Definition 2.2) because G is singular along its diagonal, i.e., G(x, x) = ∞ for each x ∈ Ω. Therefore, it is our goal to show what kind of Green kernel is a reproducing kernel while maintaining a similar concept for the reproducing property. Our Green kernel will be associated with a differential operator L with homogeneous or nonhomogeneous boundary conditions (see Definition 4.1), and the inner product of its reproducing-kernel Hilbert space will be represented through a vector differential operator P = (P 1 , · · · , P np )
T and a vector boundary operator B = (B 1 , · · · , B nb )
T , where the differential operators P j :
(Ω) and the boundary operators B j : H m (Ω) → L 2 (∂Ω) are bounded linear operators which are defined and discussed in Section 3.
Because the Dirac delta function δ y is a tempered distribution in the dual space D ′ (Ω) of the test function space D(Ω) (see Section 3.1) we shall extend the differential operators and their adjoint operators to distributional operators from
. Thus the differential operator L can be represented by the vector differential operator P and its distributional adjoint operator P * via the formula L = P * T P = nb j=1 P * j P j . In this article, a differential operator P, its distributional adjoint operator P * and a boundary operator B are assumed to be linear with non-constant coefficients, i.e.,
where ρ α ∈ C ∞ (Ω), b β ∈ C(∂Ω) and α, β ∈ N d 0 (see Definition 3.1 and 3.3). Based on this construction we can establish a direct connection between Green kernels and reproducing kernels. We are also able to show how to use the differential operator P and boundary operator B to set up reproducing kernel Hilbert spaces which are embedded in classical Sobolev spaces (see Section 4). For example, Theorems 3.2, Corollary 3.1 and Theorem 4.5 allow us to arrive at a theorem such as 
LG(·, y) = δ y , in Ω, BG(·, y) = 0, on ∂Ω.
If the null space Null(P) := { f ∈ H m (Ω) : P f = 0} is a finite-dimensional space, then the direct sum space
equipped with the inner product
is a reproducing-kernel Hilbert space whose reproducing kernel is a Green kernel K of L with boundary conditions given by B and {Γ(·, y) :
where the boundary conditions also satisfy {Γ(x, ·) : ) Theorem 1.1 shows that the vector differential operator P and vector boundary operator B enable us to verify the reproducing property of the reproducing-kernel Hilbert space. This allows us to show that the Green kernel K becomes a reproducing kernel even with nonhomogeneous boundary conditions, not just for the case of homogeneous boundary conditions. If Null(P) ≡ {0} then K = G has homogeneous boundary conditions which implies that the reproducing property depends on P without having to resort to B -just as we had above for the case of the Poisson Green kernel. We can now reconsider the question of why the Poisson Green kernel above is not a reproducing kernel. Essentially this happens because m = 1 ≤ d/2 so that the Sobolev embedding theory does not apply. On the other hand, Remark 4.1 gives us a counter example demonstrating that the Green kernel may not be a reproducing kernel even if it is uniformly continuous in the whole domain.
In Section 4 we also consider the solution of eigenvalue problems via the method presented in [3] , where the authors discuss how to find the eigenfunctions and eigenvalues of elliptic partial differential equations of order 2 with Dirichlet or Neumann boundary conditions. This will enable us to see the relationships between the eigenfunctions and eigenvalues of Green kernels and those of differential operators L with homogeneous or nonhomogeneous boundary conditions given by B. Propositions 4.2 and 4.6 allow us to transfer eigenfunctions and eigenvalues from Green kernels to L and vice versa. We also use these eigenfunctions and eigenvalues to obtain the orthonormal basis of the reproducing-kernel Hilbert space and the explicit expansion of the Green kernel as, e.g., stated in Proposition 4.3 and 4.7.
In Section 5, we demonstrate that many well-known reproducing kernels are also Green kernels. Examples include the min kernel and the univariate Sobolev spline kernel. We also construct other reproducing kernels that can be used in scattered data interpolation such as a modification of the thin-plate spline.
In this article we limit our discussion of nonhomogeneous boundary conditions to those that are determined by a finite bases. However, all the theoretical results presented here can be extended to much more general nonhomogeneous boundary conditions constructed using a countable basis (see the Ph.D. thesis [26] of the second author). Such Green kernels K can be seen as a reproducing kernel for the interpolation of multivariate scattered data obtained from an unknown function f ∈ H m (Ω) at data sites X = {x j } N j=1 ⊂ Ω. In a similar fashion as described in [9, 23, 25] , we further obtain error bounds and optimal recovery properties for
Positive Definite Kernels and Reproducing-Kernel Hilbert Space
We now provide a very brief summary of reproducing kernel Hilbert spaces. Much more background information can be found in, e.g., [25] .
If the quadratic form is only nonnegative, then the kernel K is said to be positive semidefinite. 
In order to formulate the following proposition which we will later use to verify some of our results on eigenfunctions and eigenvalues of a Green kernel we first consider a kernel K ∈ L 2 (Ω × Ω) and define an integral operator 
Let Ω ⊂ R d be an open bounded domain (connected subset). We first introduce a test function space C 
For example, the Dirac delta function (Dirac delta distribution) δ y concentrated at the point y ∈ Ω is an element of D ′ (Ω), i.e., δ y , γ Ω = γ(y) for each γ ∈ D(Ω). Our later proofs will make frequent use of the following two bilinear forms. We define a dual bilinear form
and the usual integral bilinear form
dx, where f g is integrable on Ω.
[16, Chapter 1.5] shows that for each locally integrable function f ∈ L loc 1 (Ω) there exists a unique tempered distribution T f ∈ D ′ (Ω) that links these two bilinear forms by the Riesz representation theorem, i.e.,
. This distributional derivative is well defined by
equipped with the natural inner product
Moreover, the completion of C m 0 (Ω) with respect to the
. In the literature (see, e.g., [16] ) one also often finds differential operators written in the
and ρ α ∈ C ∞ (Ω) (uniformly smooth functions space). The formal adjoint operator can be represented as p
Here we identify P ρ with ρ. Then this differential operator p(·, D) and its adjoint operator p
(Ω) similar as the distributional derivatives. To avoid any confusion with the symbols we will write
Definition 3.1 A differential operator (with non-constant coefficients) P :
We further denote its order by
A vector differential operator P := (P 1 , · · · , P np ) T is constructed using a finite number of differential operators P 1 , · · · , P np and its order O(P) := max{O(P 1 ), · · · , O(P np )}.
After replacing the test function space S (metric space of rapidly decreasing functions in C ∞ (R d )) and tempered distribution space S ′ (dual space of S) in paper [10] , the differential operator P and its distributional adjoint operator P * have the same properties as [10,
Since Ω is compact and
is also bounded. So we can further use a vector differential operator P : 
T the P-semi-inner product is the same as the gradientsemi-inner product on the Sobolev space H 1 (Ω). The Poincaré inequality [17, Theorem 12 .77] states that the gradient-semi-norm is equivalent to the H 1 (Ω)-norm on the space H 1 0 (Ω), i.e., there are two positive constants C 1 and C 2 such that
In order to prove a generalized Poincaré (Sobolev) inequality for the Sobolev spaces H m (Ω) we need to set up a special class of vector differential operators.
Definition 3.2 P
m Ω is defined to be a collection of vector differential operators P = (P 1 , · · · , P np ) T of order m ∈ N which satisfy the requirements that for each fixed |α| = m and
, are differential operators and their distributional adjoint operators.
Let's consider an example. If d = 2, then both vector differential operators P 1 := (P 11 , P 12 , P 13 )
and (using the definitions of P 1 j just made)
Therefore we can verify that P * T
However, the null spaces of P 1 and P 2 are different, in fact Null(P 1 ) Null(P 2 ).
The following lemma extends the Poincaré inequality from the usual gradient semi-norm to more general P-semi norms and higher-order Sobolev norms. Since we could not find it anywhere in the literature we provide a proof. 
Proof By the method of induction, we can easily check that the second inequality in (3.2) is true. We now verify the first inequality in (3.2). Fixing any f ∈ H m 0 (Ω), there is a sequence
Since the uniformly continuous function ρ α is positive in the compact subset Ω, we have min x∈Ω |ρ α (x)| > 0. Therefore,
where 
By choosing C 1 := C P C D > 0 we complete the proof. ⊓ ⊔
Boundary Operators
In this section we wish to define boundary operators on the Sobolev spaces H m (Ω), m ∈ N. Since these boundary operators can not be set up in an arbitrary bounded open domain, we will assume that Ω ⊂ R d is a regular bounded open domain (connected subset), e.g., it should satisfy a strong local Lipschitz condition or a uniform cone condition (see [1, Chapter 4.1] and [17, Chapter 12.10] ). This means that Ω has a regular boundary trace ∂Ω. Moreover ∂Ω is closed and bounded which implies that ∂Ω is compact because the domain Ω is open and bounded.
We begin by defining special L 2 spaces restricted to the boundary trace ∂Ω as
together with an inner product given by
Here ∂Ω f (x)dS (x) implies that f is integrable on the boundary trace ∂Ω and dS is the surface area element whenever d ≥ 2. In the special case d = 1 we interpret the restricted space as
and its inner product as
because the measure at the endpoints is defined as S (a) = S (b) = 1. The crucial ingredient that allows us to deal with boundary conditions will be a boundary trace mapping which restricts the derivative of an H m (Ω) function to the boundary trace ∂Ω. 
) and x ∈ {a, b}. 
We will call B β : 
Remark 3.2
The construction and definition of these boundary trace mappings are the same as in [1, 17] . In these references it is further shown that D β | ∂Ω is a surjective mapping from
However, we will not be concerned with the space H m−|β|−1/2 (∂Ω) in this paper. 
The order of B is given by
T is formed using a finite number of boundary operators 
While these are both first-order vector boundary operators, their B 1 and B 2 -semi-inner products defined in H 
Constructing Hilbert Spaces by Differential and Boundary Operators
Let Ω be a regular bounded open domain of R d . We want to observe the relationship between our differential and boundary operators. Given a vector differential operator and a vector boundary operator, i.e.,
Next we can construct homogeneous differential equations with respect to L and B in the Sobolev space
Combining Equation (3.3) and the following Lemma 3.3, we will be able to verify that the inner product spaces H 0 P (Ω) and H A B (Ω) defined below are well-defined (see Definitions 3.5 and 3.6).
Lemma 3.3 Equation (3.3) has the unique trivial solution f
Proof It is obvious that f ≡ 0 is a solution of Equation (3.3). Suppose that f ∈ H m (Ω) is a solution of Equation 
Since P ∈ P m Ω , the generalized Sobolev inequality of Lemma 3.1 provides the estimate
This, however, implies that f ≡ 0 is the unique solution of Equation (3.3).
⊓ ⊔ Note that in the above proof we employed both the integral and dual bilinear forms. Since we can only ensure that P * j P j f ∈ D ′ (Ω), this quantity needs to be handled with the dual bilinear form. On the other hand, P j f ∈ L 2 (Ω) implies that we can apply the integral bilinear form in this case. Using the notation introduced in (3.1), we therefore obtain that
and it is equipped with the inner product
P (Ω). 13 We now show that the H 0
Thus f solves Equation (3.3) and then Lemma 3.3 states that f = 0. In Section 4 we will establish relationships between H 0 P (Ω) and Green kernels with homogeneous boundary conditions. Furthermore, we will consider Green kernels with nonhomogeneous boundary conditions. To this end we need to define the inner product spaces H A PB (Ω) defined below. According to Lemma 3.3, the B-semi-inner product becomes an inner product on Null(L) which implies that the H A B (Ω)-inner product is well-defined. It is obvious that H A B (Ω) is a separable Hilbert space which is embedded in the Sobolev space H m (Ω) because it is finite-dimensional.
Definition 3.6 Let the pair
We have now finally arrived at the definition we will use in our construction of reproducing kernel Hilbert spaces connected to Green kernels with nonhomogeneous boundary conditions.
Definition 3.7 The direct sum space H
where f P , g P ∈ H 0 P (Ω) and f B , g B ∈ H A B (Ω) are the unique decompositions of f, g, i.e.,
Theorem 3.2 H A PB (Ω) is a separable Hilbert space and it is embedded in
Proof Since H 
we have
Summarizing the above discussion, we obtain that
, where the direct sum space is defined by the H m (Ω)-norm.
Corollary 3.1 If Null(P) is finite-dimensional, then there is a pair A as in Definition 3.6 such that H
To achieve the proof, we first show that Null(L) is complete with respect to the H m (Ω)-norm. For each f ∈ H m (Ω) we can find its orthogonal projection f P in H m 0 (Ω) with respect to the P-semi-inner product. Finally, we can check that f B := f − f P ∈ Null(L). The complete proof is worked out in the thesis [26] .
Constructing Reproducing Kernels via Green Kernels
Let is an orthonormal subset with respect to the B-semi-inner product. In this section, we will show that the Green kernels with either homogeneous or nonhomogeneous boundary conditions are reproducing kernels and that their reproducing-kernel Hilbert spaces can be represented by P, B and A . 
(We can also use Lemma 3.3 to show that the Green kernel is a unique solution.)
Next we will view the relationship between the eigenvalues and eigenfunctions of the Green kernels (reproducing kernels) and those of the differential operators with either homogeneous or nonhomogeneous boundary conditions. 
The reader may be wondering about our use of different names for Green kernels. In the following we will use these different names to distinguish between a various types of Green kernels. The kernels G and K are defined in Theorems 4.1 and 4.5, and they are Green kernels with homogeneous and nonhomogeneous boundary conditions respectively. Moreover, a kernel R determined by the set A is introduced in Theorem 4.4. We will verify below that K, G and R are reproducing kernels. Finally, we use the symbol Φ to denote the Green kernel corresponding to the general boundary conditions stated in Definition 4.1. The Green kernel Φ may not be a reproducing kernel. An example of such a typical case is given in Remark 4.1. 
Green Kernels with Homogeneous Boundary Conditions
we can determine that
where the positive constant C P is independent of the function f . Here -as before -the two notations (·, ·) Ω and ·, · Ω denote the integral bilinear form and the dual bilinear form, respectively (see Section 3.1). Combining Equations (4.1) and (4.2), we will get
Corollary 4.1 G is a symmetric positive definite kernel on Ω.
Proof Fix any set of distinct points
Since G is the reproducing kernel of the reproducing kernel Hilbert space H 0 P (Ω), G is symmetric and positive semi-definite, i.e.,
To get strict positive definiteness we assume
To show that c j = 0, j = 1, · · · , N, we pick an arbitrary x j ∈ X and construct γ j ∈ D(Ω) such that γ j vanishes on X\{x j }, but γ j (x j ) 0. Therefore 
This shows that Le p = λ Proof According to Theorem 4.1 G is a reproducing kernel, i.e., we have
Applying the same method as in Equation (??), we obtain
Combining the above equations, we can easily verify that (G (·, y) , e p ) Ω = µ In particular, when n a = 0 or A = {0; 0} then R := 0.
Proof We fix any y ∈ Ω. It is obvious that R(·, y) = na k=1 (a k ψ k (y))ψ k ∈ H A B (Ω). We now turn to the reproducing property. Let any f =
⊓ ⊔ 
By Corollary 4.1 we know that G is a symmetric positive definite kernel, and using similar arguments we can check that R is symmetric positive semi-definite. Together, this allows us to formulate the following corollary.
Corollary 4.2 K is a symmetric positive definite kernel on Ω.
On the other hand, K may not be positive definite on ∂Ω (see the min kernel in Example 5.1). According to Definition 4.1 we also have Remark 4.1 To see that not every Green kernel is a reproducing kernel, assume that Φ is a Green kernel of the differential operator L. Then, according to Corollary 3.2, Φ can be uniquely written in the form
This means that Φ P is a Green kernel of L with homogeneous boundary conditions given by B. However, there may be no pair A such that R = Φ B even though A is extended to a countable pair set. This shows that Φ may not be a reproducing kernel of a reproducingkernel Hilbert space. For example, Φ(x, y) := − We are now ready to address nonhomogeneous boundary conditions. Consider a kernel Γ ∈ L 2 (∂Ω × Ω). Then we can define an integral operator
(Ω) and x ∈ ∂Ω.
Let Γ denote the vector function Γ(·, y) = (Γ 1 (·, y), · · · , Γ nb (·, y)) T := BK(·, y) for any y ∈ Ω, i.e., Γ j (·, y) = B j K(·, y), j = 1, · · · , n b . Since B j G(·, y) = 0, y ∈ Ω, we have
As a consequence we have Γ j ∈ L 2 (∂Ω × Ω). 
is an orthonormal basis of L 2 (Ω).
Proof Using the same method as in the proof of Proposition 4.2, we can verify that Le p , γ Ω = λ 
It follows that the boundary conditions have the form Be p = η p for all p ∈ N.
Then Lv p = 0 and Bv p = η p because BK(·, y) = BR(·, y) for each y ∈ Ω.
Define u p := e p − v p , so that Lu p = Le p = µ p e p and Bu p = Be p − Bu p = 0 which implies that u p ∈ H 0 P (Ω). As in Proposition 4.3, we can obtain that
It follows from the above discussion that Remark 4.2 In Remark 3.3 we mentioned that the nonhomogeneous boundary conditions discussed in the present paper can be generalized to such that are generated by a countable set A . One will also want to know which Green kernels associated with such nonhomogeneous boundary conditions are reproducing kernels. In the thesis [26] it is shown that, e.g., a Green kernel Φ ∈ H m,m (Ω × Ω) is a reproducing kernel if and only if B j,x B j,y Φ is positive semi-definite on ∂Ω for each j = 1, · · · , n b . This Green kernel can then be expanded as the sum of eigenvalues and eigenfunctions analogous to Propositions 4.6 and 4.7. This allows us to approximate the interpolant s f,X by a truncated expansion of the Green kernel.
Examples

Example 5.1 (Modifications of the Min Kernel)
Let
It is easy to check that P ∈ P In order to obtain a second, related, kernel we consider the same differential operator with a different set of nonhomogeneous boundary conditions. One of the obvious orthonormal subsets of Null(L) = span{ψ 1 , ψ 2 } with respect to the B-semi-inner product is given by ψ 1 (x) := x, ψ 2 (x) := 1 − x, x ∈ Ω, and we can further obtain that We also observe that the homogeneous Green kernel G σ of L σ converges uniformly to the homogeneous Green kernel G of L when σ → 0. This matter is discussed in detail for radial kernels of even smoothness orders in the paper [22] . One might hope to exploit this limiting behavior to stabilize the positive definite interpolation matrix corresponding to G σ when σ is small by augmenting the matrix with polynomial blocks that correspond to the better-conditioned limiting kernel G.
does not allow us to discuss the resulting Green kernel Φ m,σ and to check whether it is a reproducing kernel in a regular bounded open domain Ω. This is done in the thesis [26] where it is shown that for each σ the reproducing-kernel Hilbert space associated with Φ m,σ is equivalent to the Sobolev space H m (Ω). However, different shape parameters σ allow us to choose a specific norm for H m (Ω) that reflects the relative influence of various derivatives in the data.
Acknowledgements
The second author would like to express his gratitude to Dr. K. E. Atkinson, who hosted Q. Ye at the University of Iowa and provided valuable suggestions that allowed us to make significant improvements to this paper.
