The problem considered is interval estimation of the stress -strength reliability R = P(X<Y) where X and Y have independent exponential distributions with parameters θ and λ respectively and a common location parameter µ . Several types of asymptotic, approximate and bootstrap intervals are investigated.
Introduction
The problem of making inference about R = P(X<Y) has received a considerable attention in literature. This problem arises naturally in the context of mechanical reliability of a system with strength X and stress Y. The system fails any time its strength is exceeded by the stress applied to it. Another interpretation of R is that it measures the effect of the treatment when X is the response for a control group and Y refers to the treatment group. Beg (1980) obtained the (MVUE) of R when X and Y are independent exponential random variables with unequal scale and unequal location parameters. Gupta and Gupta (1988) obtained the maximum likelihood estimator (MLE), the MVUE, and a Bayes estimator of R in case of different location parameters and a common scale parameter. Various other versions of this problem have been discussed in literature, see Johnson et al. (1994) .
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The problem of developing confidence intervals for the stress -strength probability has received relatively little attention; Halperin (1987) and Hamdy (1995) developed distribution free confidence intervals, while Bai and Hong (1992) discussed point and interval estimation of in the case of two independent exponentials with common location parameter, they derived two types of approximate intervals but did not study their finite sample properties and did not give an idea about how do they compare with each other.
In this article, for the same problem considered by Bai and Hong (1992) , we shall investigate and compare the performance of the two intervals of Bai and Hong together with some other types of confidence intervals like intervals based on the transformed maximum likelihood estimator, the likelihood ratio statistic and intervals based on the bootstrap (Efron & Tibshirani, 1993) . The model and maximum likelihood estimation of its parameters will be presented in section 2. The "non-bootstrap" confidence intervals will be presented in section 3, while bootstrap intervals are discussed in section 4. A Monte Carlo study designed to investigate and compare the intervals is described in section 5. Results and conclusions are given in the final section.
The Model and Maximum Likelihood Estimation
In this study, X and Y are independently exponentially distributed random variables with scale parameters θ and λ respectively and a common location parameter µ , that is 
The likelihood function can be written as . Now we will describe the various intervals under study.
Confidence Intervals for R
Exact confidence intervals that are convenient to use for R are not available and hence approximate methods that exist in a simple closed form are needed. In this section and the following section we shall develop various types of intervals for the stressstrength reliability (R).
Intervals Based on the Asymptotic Normality of the MLE (AN Intervals) Bai and Hong (1992) showed that if
. This fact can be used to construct approximate confidence intervals for R. The intervals are of the form Bai and Hong's Intervals (BH intervals) Ghosh and Razmpour (1984) showed
and that the joint probability density function of ( ) 
Using standard transformation techniques, it can be shown that the probability density function of the random variable
is given by (Bai and Hong, 1992) ( ) ( ) ( ) ( )
is the beta probability density function with parameters r and s. Bai and Hong (1992) showed that an approximate The likelihood function of ( )
The likelihood ratio statistic for testing 
Parametric Bootstrap Intervals
The following methods of deriving confidence intervals are based on the Bootstrap approach (Efron & Tibshirani, 1993) . They are computer intensive methods based on resampling with replacement from the original data and then using these Bootstrap samples to study the behaviour of estimators and tests. When the parametric form of the distribution from which the data are generated is known except for some unknown parameters, we generate from this distribution after its parameters are replaced by their estimates. The advantage of bootstrap methods is their wide applicability and remarkable accuracy, especially in situations where the traditional methods do not work. There are several Bootstrap based intervals discussed in the literature (Efron and Tibshirani, 1993) , the most common ones are the bootstrap -t interval, the percentile interval and the bias corrected and accelerated ( 
Attainment of lower and upper nominal error
probabilities is important because otherwise we will use an interval with unknown error probabilities and our conclusions therefore are imprecise and can be misleading. Attainment of nominal error probabilities (assumed equal) means that if the interval fails to contain the true value of the parameter, it is equally likely to be above as to be below the true value. Users of two sided confidence intervals expect the lower and upper error probabilities to be symmetric because they are using symmetric percentiles of the approximating distributions to form their confidence intervals. However, symmetry of error probabilities may not occur due to the skewness of the actual sampling distribution Jennings (1987). Another criterion for comparing confidence intervals is their expected lengths, obviously the shortest confidence interval among intervals having the same confidence level is the best. We have simulated the expected lengths of the three considered intervals.
A simulation study is conducted to investigate the performance of the intervals. The indices of our simulations are: ,  40  ,  40  ,  20  ,  10  ,  40  ,  40  ,  10  ,  40  ,  40  ,  30  ,  30  ,  20  ,  20  ,  10  , Conclusion Our simulations indicate that the performance of intervals based on asymptotic normality (AN intervals) are not satisfactory even for relatively large samples, they are quite anti-conservative in the sense that their coverage probabilities are often higher than the nominal confidence level. Also they are quite asymmetric, especially for values of R far from 0.5. The performance of the intervals based on the transformed maximum likelihood estimator (TRAN intervals) is about similar to that of AN intervals, but their anticonservativeness and asymmetry being slightly less severe than AN intervals. Concerning Bai and Hong (BH) intervals, they often attain the nominal sizes but are asymmetric for values of R away from 0.5. On the other hand, the Likelihood ratio (LR) intervals attain the nominal size and are almost symmetric even for small sample sizes.
For the Bootstrap intervals, it appears that the bootstrap -t intervals (BTST) and (TRBTST) are symmetric but tend to be conservative for small sample sizes, while the percentile interval (PRC) attains the nominal level but tends to be asymmetric for values of R far from 0.5. The bias corrected and accelerated interval appear to be the best interval based on the bootstrap principle, they attain the nominal level and are symmetric in almost all situations considered.
With regard to interval widths, our simulation results suggest that all intervals have about equal performance. No intervals appear to be uniformly shorter or longer than the others.
Overall, the (BCa) interval appears to have the best performance according to the criteria of attainment of coverage probability, symmetry and expected length followed by the (LR) intervals. Although the other intervals (especially AN intervals) are anti-conservative and sometimes extremely asymmetric, which limit their usefulness, especially when lower or upper confidence bounds are desired.
