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Abstract
If G is a locally compact groupoid with a Haar system λ, then a positive definite function p on
G has a form p(x) = 〈L(x)ξ(d(x)), ξ(r(x))〉, where L is a representation of G on a Hilbert bundle
H = (G0, {Hu}, µ), µ is a quasi invariant measure on G
0 and ξ ∈ L∞(G0,H). [10].
In this paper firt we prove that if µ is a quasi invariant ergodic measure on G0, then two corre-
sponding representations of G and Cc(G) are irreducible in the same time. Then by using the theory
of positive linear functionals on C∗(G) we show that when µ is an ergodic quasi invariant measure
on G0, for a positive definite function p which is an extreme point of Pµ
1
(G) the corresponding repre-
sentation L is irreducible and conversely, every irreducible representation L of G on a Hilbert bundle
H = (G0, {Hu}, µ) and every section ξ ∈ H(µ) with norm one, define an extreme point of P
µ
1
(G).
Keywords: Topological groupoid, Irreducible representation, positive definite functions.
MR(2000) Subject Classification 22A22, 22A25, 43A35
Introduction
In the representation theory of locally compact groups, unitary representations of such a groupG
are integrated up with respect to the left Haar measure against Cc(G) (or even L
1(G)) functions
to give a representation of the convolution algebra Cc(G). Also all the representations of L
1(G)
are obtained in this way and two corresponding representations of G and Cc(G) are irreducible
at the same time. [4, section.22].
In the locally compact groupoid case, a representation of such a groupoid is defined by a
Hilbert bundle. Jean Renault in [8] showed that, as in the group case, integrating up such
a representation with respect to the left Haar system gives a ∗−representation of Cc(G), the
Hilbert space of the representation of Cc(G) is the space of square integrable section of the
Hilbert bundle. Renault also showed that all representations of Cc(G) are obtained in this way.
The set of positive definite functions on a locally compact groupoidG with a left Haar system
λ is defined by Arlan Ramsay and Martin E. Walter in [10] and for measured groupoids is by
Jean Renault in [9]. In this paper the set of positive definite function of a measured groupoid
(G, λ, µ) is denoted by Pµ(G). If (G, λ, µ) is a measured groupoid and L is a representation of
G on a Hilbert bundle H and ξ is a section in L∞(G0,H), then p(x) = 〈L(x)ξ(d(x)), ξ(r(x))〉
defines an element of Pµ(G). Conversely if p ∈ Pµ(G), then there exists a representation L of
G on a Hilbert bundle H and a section ξ ∈ L∞(G0,H) such that p(x) = 〈L(x)ξ(d(x)), ξ(r(x))〉
[9, Theorem 1.1] and [10].
In Section 2 of this paper we prove that if µ is a quasi invariant ergodic measure on G0, then
two corresponding representations of G and Cc(G) are irreducible in the same time. In section
3 for quasi invariant measure µ we introduce a subset of Pµ(G) which is denoted by Pµ1 (G).
After proving some necessary lemma and by using the theory of positive linear functionals on
C∗(G), when µ is an ergodic quasi invarianr measure we prove that if p is an element of Pµ1 (G)
and is an extreme point of Pµ1 (G), then the corresponding representation to p is irreducible, and
conversely if µ is an ergodic quasi invariant measure on G0 and L is an irreducible representation
of G on a Hilbert bundle H = (G0, {Hu}, µ) and ξ ∈ H(µ) is a square integrable section with
norm one, then p(x) = 〈L(x)ξ(d(x)), ξ(r(x))〉 for x ∈ G is an extreme point of Pµ1 (G).
1 Preliminaries
The reader who is unfamiliar with groupoids will find the definiteion of a groupoid and also topo-
logical, locally compact groupoid in [6], [8]. Throughout the paper we shall use the definiteion
of a locally compact groupoid given by Alan L.T.Paterson in [6, P.31].
We just indicate that the range and domain maps on G are r : G → G0, d : G → G0
by setting r(x) = xx−1, d(x) = x−1x and G0 = r(G) = d(G) is the unit space of G. Each
of the maps r, d fibers the groupoid G over G0 with fibers {Gu}, {Gu} (u ∈ G
0), so that
Gu = r−1({u}), Gu = d
−1({u}).
A left Haar system for a locally compact groupoid G is a family λ = {λu} (u ∈ G0), where
each λu is a positive regular Borel measure on Gu, with support equal to Gu. In addition, for
any g ∈ Cc(G), the function g
0, where g0(u) =
∫
Gu
g(z)dλu(z) belongs to Cc(G
0) and for any
x ∈ G and f ∈ Cc(G),∫
Gr(x)
f(x−1z)dλr(x)(z) =
∫
Gd(x)
f(y)dλd(x)(y). (∗)
Two positive measures µ and µ′ are called equivalent if each one is absolutely continuous
with respect to the other, and in this case we write µ ∼ µ′.
For any topological space X we denote by B(X) the σ− algebra of Borel subsets of X .
For a locally compact groupoid G with a left Haar system λ if µ is a probability measure
on G0 then µ and λ determine two regular Borel positive measures ν and ν−1 on B(G) with
ν =
∫
G0
∫
Gu
λudµ(u) and ν−1(E) = ν(E−1)(E ∈ B(G)), and if µ1 ∼ µ2 then ν1 ∼ ν2. Also the
measure ν2 on G2 is defined by ν2 =
∫
G0
∫
Gu
∫
Gu
dλu(x)dλ
u(y)dµ(u), where λu = (λ
u)−1 on
Gu. The probability measure µ is called quasi invariant if ν ∼ ν
−1. If µ is quasi invariant, then
the Radon-Nikodym derivative δµ =
dν
dν−1
is called the modular function of µ and dν0 = δ
−1
2
µ dν
defines a measure which satisfies ν0(E) = ν0(E
−1) for every Borel subset E of G.( cf. [6, p.
87]).
We denoted by Q the set of all quasi invariant measure on G0. If µ ∈ Q and U ⊆ G0 is
a µ−conull Borel set, then G|U = r
−1(U) ∩ d−1(U), which is a subgroupoid and ν−conull, is
called inessential reduction of G.
Throughout the paper we shall use the theory of Hilbert bundles given by Dixmier in [2,
Part II].
Definiteion 1.1 A Hilbert bundle H is a triple such as (X, {Hu}, µ). Here X is a (second
countable) locally compact Hausdorff space and µ is a probability measure on X and Hu is a
Hilbert space for every u ∈ X . A section of a Hilbert bundle H is a function f : X →
⋃
u∈X Hu
where f(u) ∈ Hu. There is also a linear subspace S consisting of sections which are called
µ−measurable and there exists a sequence (ξ1, ξ2, ξ3, . . .) of elements of S such that, for every
u ∈ X , {ξn(u)}
∞
n=1 forms a total sequence in Hu. The sequence {ξi}
∞
i=1 is called a fundamental
sequence for H.
The Hilbert space H(µ) = L2(X, {Hu}, µ) is defined in the obvious way as the space of
equivalence classes of measurable sections f for which the function u→ ‖f(u)‖22 is µ− integrable.
The space H(µ) with the inner product
〈f, g〉 =
∫
X
〈f(u), g(u)〉dµ(u) (f, g ∈ H(µ)
is a Hilbert space [2, P.168].
For two Hilbert spaces H and K, an operator T ∈ B(H,K) ( the space of all bounded
linear operators from H into K) is called unitary if T is bijective and isometry. The space of
all unitary operators in B(H,K) is denoted by U(H,K).
Definiteion 1.2 [5, P. 69] An a.e. representation of the locally compact groupoid G consists
of a µ ∈ Q (with the associated measures ν and ν2) and a Hilbert bundle H = (G0, {Hu}, µ)
and a µ−conull subset U of G0 with L(x) ∈ U((Hd(x), Hr(x)) for ν. a.e. x ∈ G|U such that:
1) L(u) = I(u) is the identity operator on Hu for µ. a.e u ∈ G
0,
2) L(x)L(y) = L(xy) ν2. a.e (x, y) ∈ G2,
3) L(x)−1 = L(x−1) ν. a.e x ∈ G,
4) for any ξ, η ∈ H(µ), the function x→ 〈L(x)ξ(d(x)), η(r(x))〉 is ν− measurable on G.
The space of continuous functions with compact support is denoted by Cc(G). The space
Cc(G) with ‖.‖I and involution f
∗(x) = f(x−1) is a normed ∗− algebra [6, P.40]. If L is a
representation of the locally compact groupoid G on a Hilbert space H, then piL : Cc(G) →
B(H(µ)) given by :
〈piL(f)ξ, η〉 =
∫
G
f(x)〈L(x)(ξ(d(x)), η(r(x))〉dν0 (x)
is a representation of Cc(G) of norm ≤ 1. Also every representation of Cc(G) is of the form
piL for some representation L of G and the correspondence L → piL preserves the natural
equivalence relation on the representation of G and the representation of Cc(G) [6, P. 98] and
[8, P. 72]. The completion of Cc(G) with respect to
‖f‖ = sup
L
‖piL(f)‖
is defined to be ([8, P.58]) the C∗−algebra of G denoted C∗(G).
Let µ ∈ Q and H = (G0, {Hu}, µ) be a Hilbert bundle, and T be a section u → T (u) ∈
B(Hu) of bounded linear operators, then the section T is called measurable if for each measur-
able section ξ, the section Tξ defined by (Tξ)(u) = T (u)ξ(u) is measurable. Also the section
T is called essentially bounded if the essential sup u → ‖T (u)‖ is finit. A linear operator
T : H(µ)→ H(µ) is called decomposable if it is defined by an essentially bounded measurable
section of bounded operators u → T (u) ∈ B(Hu). In this case we write T =
∫ ⊕
T (u)dµ(u),
where
〈Tξ, η〉 =
∫
G0
〈T (u)(ξ(u)), η(u)〉dµ(u) (ξ, η ∈ H(µ).
For µ ∈ Q let L∞
C
(G0, µ) be the set of all Complex valued µ−measurable essential bounded
function onG0, in which we identify two functions that are equal almost everywhere, and C0(G
0)
be the set of complex-valued function on G0 which are continuous and vanish at infinity. Also
(G0, {Hu}, µ) a Hilbert bundle, then if f ∈ L
∞
C
(G0, µ) or if f ∈ C0(G
0), the section of operators
u → f(u)I(u) ∈ B(Hu) is a measurable and essentially bounded, where I(u) is the identity
operator of Hu. We denote by Tf the corespondence operator on L
2(G0, {Hu}, µ) which is
Tf =
∫ ⊕
f(u)I(u)dµ(u).
Definiteion 1.3 an operator T ∈ B(L2(G0, {Hu}, µ)) is called diagonalisable [resp. continu-
ously diagonalisable] if T has the form Tf for some f ∈ L
∞
C
(G0, µ) [resp. f ∈ C0(G
0)]. We
put
Z = {Tf : f ∈ L
∞
C (G
0, µ)}
Y = {Tf : f ∈ C0(G
0)}
It is easy to check that if T ∈ B(L2(G0, {Hu}, µ)) is a decomposable operator, then TU = UT
for each U ∈ Z.
Lemma 1.4 (Dixmear page 187) Let µ ∈ Q and (G0, {Hu}, µ) be a Hilbert bundle and T :
L2(G0, {Hu}, µ)→ L
2(G0, {Hu}, µ) be a bounded linear operator. If TU = UT for each U ∈ Z,
then T is a decomposable operator.
Corollary 1.5 (Dixmier, P.188) For an operator T ∈ B(L2(G0, {Hu}, µ)) to be decompos-
able it is necessary and sufficient that it commute with the diagonalisable operators.
Since for a locally compact groupoid G, the set of units, G0 is σ− compact set therefor by
[Dixmier, P.188] we have the following Lemma.
Lemma 1.6 If T : L2(G0, {Hu}, µ)→ L
2(G0, {Hu}, µ) is a bounded linear operator and TU =
UT for each U ∈ Y, then T is a decomposable operator.
2 Hilbert bundle with ergodic measure on G0
We start this section by the following definiteion.
Definiteion 2.1 Let µ ∈ Q. A measurable set A in G0 is almost invariant (with respect to µ)
if for ν. a.e x ∈ G, r(x) ∈ A if and only if d(x) ∈ A. The measure µ is called ergodic if every
almost invariant measurable set is null or conull [8, P.24].
We refer the reader for the definiteion of Hilbert subbundle to [2, P 173].
Definiteion 2.2 Let µ ∈ Q and L be a representation ofG on a Hilbert bundleH = (G0, {Hu}, µ)
, then a Hilbert subbundle M = (G0, {Mu}, µ) of H is nontrivial invariant if:
1) L(x)Md(x) ⊆Mr(x) ν. a.e x ∈ G,
2) µ{u : Mu 6= 0} > 0 and µ{u :Mu 6= Hu} > 0.
Remark 2.3 WhenM is a Hilbert subbunle, then the section u→ P (u) ∈ B(Hu) is a bounded
measurable section of projections, where P (u) is the projection corresponding to Mu [2, P. 173].
Working with fundamental sequence we can show that if M is a nontrivial Hilbert subbundle,
then there exists two nonzero sections ξ, η ∈ H(µ), which ξ(u) ∈Mu, η(u) ∈M
⊥
u (µ a.e u ∈ G
0).
By [2, P. 173], M(µ) = L2(G0, {Mu}, µ) is a closed subspace of H(µ) and by [2, P. 183]
P =
∫ ⊕
P (u)dµ(u) is the projection corresponding to M(µ).
Definiteion 2.4 For a locally compact groupoid G with a left Harr system λ, a representation
L on a Hilbert bundle H is called reducible if L admits a nontrivial invariant Hilbert subbundle.
And L is called irreducible if it is not reducible. A representation pi of C∗(G) on a Hilbert space
H is called irreducible if there isn’t any nontrivial invariant closed subspace of H under pi.
Remark 2.5 If µ is a non ergodic quasi invariant measure, then there exists an almost invariant
measurable subset E ⊆ G0 with µ(E) > 0 and µ(Ec) > 0. Now if L is a representation of G on
a Hilbert bundle (G0, {Hu}, µ), then (G
0, {Mu}, µ) is a Hilbert subbundle, where
Mu =
{
Hu if u ∈ E
0 otherwise,
and is obviously nontrivial. It is easy to check that it is invariant under L. Therefore when
we talk about an irreducible representation, µ must be an ergodic measure. Also when µ is an
ergodic measure, then a Hilbert subbundle (G0, {Mu}, µ) of (G
0, {Hu}, µ) is nontrivial if and
only if µ{u : 0 6= Mu 6= Hu} > 0
We will to show that if µ ∈ Q is an ergodic measure and L is a representation of G on a
Hilbert bundle H, then (L,H) is irreducible iff (piL,H(µ)) is irreducible.
Lemma 2.6 Let H = (G0, {Hu}, µ) be a Hilbert bundle, P ∈ H(µ) be a decomposable projection
and P =
∫
T (u)dµ(u), then T (u) is a projection for µ. a.e u ∈ G0.
Proof. Suppose that M is the closed subspace corresponding to P . Therefore ξ ∈ M if
and only if Pξ = ξ. Since (Pξ)(u) = T (u)ξ(u) for µ. a.e u ∈ G0, so ξ ∈ M if and only
if T (u)ξ(u) = ξ(u) for µ. a.e u ∈ G0. Put Mu = closed linear span {ξ(u) : ξ ∈ M} and
let {ξn}
∞
n=1 be a fundamental sequence for H. Since Pξn ∈ M , so T (u)(ξn(u)) ∈ Mu µ.a.e.
We can find a µ−conull set F ⊂ G0 with T (u)(ξi(u)) ∈ Mu for u ∈ F and i ∈ N. Since
{ξn(u)}
∞
n=1 spans a dence subspace of Hu, we have T (u)Hu ⊆ Mu for u ∈ F . Now let u ∈ F
and x ∈ Mu, then there exists a sequence ξk(u) such that ξk ∈ M and ξk(u) → x. If E ⊆ G
0
be a µ− conull set which T (u)ξk(u) = ξk(u) for u ∈ E and k = 1, 2, 3 . . ., then for u ∈ E ∩ F ,
T (u)ξk(u) = ξk(u)→ T (u)x. So for u ∈ E ∩F , T (u)x = x and therefore T (u) is the projection
corresponding to Mu for µ. a.e u ∈ G
0.
Remark 2.7 [8, p.59] If g is a bounded continuous function on G0 and f ∈ Cc(G), we define
(gf)(x) = g(r(x))f(x), then gf ∈ Cc(G). It is easy to show that if L is a representation of G,
then piL(gf) = TgpiL(f).
Theorem 2.8 Let µ ∈ Q be an ergodic measure and L be a representation of G on a Hilbert
bundle H = (G0, {Hu}, µ). If (piL,H(µ)) is a reducible representation of C
∗(G), then L is a
reducible representation.
Proof. Suppose that 0 6= M 6= H(µ) is a closed subspace of H(µ) invariant under piL. Then
PM ∈ (piL(C
∗(G)))′ (the commutant of piL(C
∗(G))), where PM is the projection corresponding
to M . Let g ∈ C0(G
0) and {fα} be an approximate identity for C
∗(G), therefore fα ∗ h →
h (h ∈ Cc(G)) which implies that piL(fα ∗ h)→ piL(h). So TgpiL(fα)piL(h)ξ = TgpiL(fα ∗ h)ξ →
TgpiL(h)ξ for each ξ ∈ H(µ). Hence TgpiL(fα) → Tg in strong operator topology, by Remark
2.7, Tg ∈ (piL(Cc(G)))
S.O.T
= (piL(Cc(G))
′′
. So PMTg = TgPM . Hence by Lemma 1.3 PM is
decomposable, and by Lemma 2.6, P =
∫ ⊕
P (u)dµ(u), where P (u) is a projection in B(Hu)
for all elements u in a µ− conull set E. If we put Mu = P (u)Hu for u ∈ E, then it is easy to
show that M = {ξ ∈ H(µ) : ξ(u) ∈Mu} and M
⊥ = {ξ ∈ H(µ) : ξ(u) ∈M⊥u }. Since for every
measurable section ξ ∈ H(µ) the section u → P (u)ξ(u) is measurable, M = (G0, {Mu}, µ) is
a Hilbert bundle of H [2, P. 173]. Also nontriviality of M , implies that M is nontrivial. The
only thing which must be proved is L(x)Md(x) ⊆Mr(x) ν. a.e. Let {ξn}
∞
n=1 be a fundamental
sequence for Hilbert bundle H, then {Pξn}
∞
n=1 and {(I − P )ξn}
∞
n=1 are fundamental sequence
for M and M⊥ = (G0, {M⊥u }, µ) respectively. Now let f ∈ C
∗(G), then for m,n ∈ N,
∫
G
f(x)〈L(x)P (d(x))(ξn(d(x))), (I(r(x)) − P (r(x)))ξm(r(x))〉dν0(x)
=
∫
G
f(x)〈L(x)(Pξn)(d(x)), ((I − P )(ξm))(r(x))〉dν0(x)
= 〈piL(f)Pξn, (I − P )ξm〉
= 0
.
Therefore 〈L(x)P (d(x))(ξn(d(x))), (I(r(x)) − P (r(x)))ξm(r(x))〉 = 0 ν. a.e. But {(I(r(x)) −
P (r(x)))ξm(r(x))}
∞
m=1 for x ∈ G|E spans a dence subspace ofM
⊥
r(x), therefore L(x)P (d(x))(ξn(d(x))) ⊆
Mr(x) for x ∈ G|E . So L(x)Md(x) ⊆Mr(x) for x ∈ G|E , where G|E is ν−conull set.
Theorem 2.9 Let µ ∈ Q be an ergodic measure and L be a reducible representation of G on a
Hilbert bundle H = (G0, {Hu}, µ), then (piL,H(µ)) is a reducible representation of C
∗(G).
Proof. Suppose that M = (G0, {Mu}, µ) is a nontrivial invariant Hilbert subbundle for
the representation L, then by Remark 2.3 M(µ) is a nontrivial closed subspace of H(µ). We
show that M(µ) is invariant under the representation piL. Let f ∈ C
∗(G), ξ ∈ M(µ) and
η ∈ (M(µ))⊥. Therefore U1 = {u : ξ(u) ∈ Mu} and U2 = {u : η(u) ∈ M
⊥
u } are two µ− conull
subsets of G0, hence U = U1∩U2 is µ−conull subset of G
0 which implies G|U is ν conull subset
of G. Also L(x)Md(x) ⊆Mr(x) ν. a.e, so
〈piL(f)ξ, η〉 =
∫
G
f(x)〈L(x)ξ(d(x)), η(r(x))〉d(ν0 )(x)
=
∫
G|U
f(x)〈L(x)ξ(d(x)), η(r(x))〉d(ν0 )(x)
= 0.
That is piL(f)ξ ∈ ((M(µ))
⊥)⊥ =M(µ).
Definiteion 2.10 Suppose L and L′ are two representations of a locally compact groupoid G
associated with two Hilbert bundles (G0, {Hu}, µ) and (G
0, {H ′u}, µ) respectively, then we put
C(L,L′) =
{
T : u→ Tu ∈ B(Hu, H
′
u) T is essentialy bunded measurable
and L′(x)Td(x) = Tr(x)L(x)
}
and C(L) = C(L,L).
Definiteion 2.11 Let µ ∈ Q and L a representation of G on a Hilbert bundle (G0, {Hu}, µ).
Put
C(piL) = {T ∈ B(L
2(G0, {Hu}, µ)) : piL(f)T = TpiL(f) (f ∈ Cc(G))}.
Lemma 2.12 If µ ∈ Q and L a representation of G on a Hilbert bundle (G0, {Hu}, µ), then
C(piL) = {T : T =
∫ ⊕
T (u)dµ(u),where (T (u)) ∈ C(L)}.
Proof. If (T (u)) ∈ C(L), then by [Dixmear] the operator T =
∫ ⊕
T (u)dµ(u) is an element
of B(L2(G0, {Hu}, µ)). Let ξ, η ∈ L
2(G0, {Hu}, µ) and f ∈ Cc(G), then
〈piL(f)Tξ, η〉 =
∫
f(x)〈L(x)T (d(x))ξ(d(x)), η(r(x))〉dµ ◦ λ(x)
=
∫
f(x)〈T (r(x))L(x)ξ(d(x)), η(r(x))〉dµ ◦ λ(x)
=
∫
f(x)〈L(x)ξ(d(x)), T (r(x))∗η(r(x))〉dµ ◦ λ(x)
= 〈piL(f)ξ, T
∗η〉
= 〈TpiL(f)ξ, η〉.
So T ∈ C(piL).
Conversaly: Let T ∈ C(piL), then T ∈ (piL(Cc(G)))
′. In the proof theorem [2.8] we shown that if
g is a bounded continuous function on G0, then Tg ∈ (piL(Cc(G)))
′′. Therefore TTg = TgT for
every continuous bounded function on G0, hence by Lemma 1.6 T is decomposable, that is there
exists an essential bounded measurable section u → T (u) ∈ B(Hu) whith T =
∫ ⊕
T (u)dµ(u).
It is enough to show that L(x)T (d(x)) = T (r(x))L(x) µ ◦ λ x ∈ G. Let f ∈ Cc(G) and
ξ, η ∈ L2(G0, {Hu}, µ), then∫
f(x)〈L(x)T (d(x))ξ(d(x)), η(r(x))〉dµ ◦ λ(x) = 〈piL(f)Tξ, η〉
= 〈TpiL(f)ξ, η〉
= 〈piL(f)ξ, T
∗η〉
=
∫
f(x){L(x)ξ(d(x)), T (r(x))∗η(r(x))〉dµ ◦ λ(x)
=
∫
f(x){T (r(x))L(x)ξ(d(x)), η(r(x))〉dµ ◦ λ(x) ,
hence 〈L(x)T (d(x)) − T (r(x))L(x)ξ(d(x)), η(r(x))〉 = 0 for µ ◦ λ x ∈ G. So L(x)T (d(x)) =
T (r(x))L(x) µ ◦ λ x ∈ G.
3 Positive definite functions and irreducibility
Definiteion 3.1 Let G be a locally compact groupoid with a Haar system λ and µ ∈ Q. We
denote by Pµ(G) the set of all ν−measurable functions p onG which satisfy for every f ∈ Cc(G),∫ ∫
f(x)f¯ (y)p(y−1x)dλu(x)λu(y) ≥ 0 µ a.e u ∈ G0.
We also put
P(G) =
⋃
µ∈Q
Pµ(G).
An element of P(G) is called positive definite function.
Two elements p1 and p2 of P(G) are equivalent and we write p1 ∼ p2, if p1 ∈ P
µ1(G),
p2 ∈ P
µ2(G)) with µ1 ∼ µ2 and p1(x) = p2(x)ρ(d(x))ρ(r(x)) ν a.e x ∈ G, where ρ is a positive
function such that ρ2(u) = dµ2(u)
dµ1(u)
and ν = µ1 ◦λ. It is easy to check that ”∼” is an equivalence
relation.
By [9, Thm 1.1] if µ ∈ Q and p ∈ L∞(G0, µ) is an element of Pµ(G), then there exists a
representation L of G on a Hilbert bundle (G0, {Hu}, µ) and a section ξ in L
∞(G0,H) such
that p(x) = 〈L(x)ξ(d(x)), ξ(r(x))〉. Conversely if µ ∈ Q and L is a representation of G on a
Hilbert bundle (G0, {Hu}, µ) then a section ξ ∈ L
∞(G0,H) defines an element of Pµ(G) by
p(x) = 〈L(x)ξ(d(x)), ξ(r(x))〉.
We are interested to the elements p of P(G) which are of the form p(x) = 〈L(x)ξ(d(x)), ξ(r(x))〉
for some representation L of G on a Hilbert boundel H with ξ ∈ H(µ).
Definiteion 3.2 If µ ∈ Q and L is a representation of G on a Hilbert bundle H = (G0, {Hu}, µ)
we denote by Pµ1 (G) the set of all complex valued functions p on G which are of the form
p(x) = 〈L(x)ξ(d(x)), ξ(r(x))〉, where ξ ∈ H(µ) and ‖ξ‖ = 1 and we put
P1(G) =
⋃
µ∈Q
Pµ1 (G)
Lemma 3.3 Let µ ∈ Q and L be a representation of G on a Hilbert bundle H = (G0, {Hu}, µ)
and ξ ∈ H(µ), then p(x) = 〈L(x)ξ(d(x)), ξ(r(x))〉 defines an element of Pµ(G), therefore
Pµ1 (G) ⊆ P
µ(G).
Proof. By definiteion 1.2 p is ν−measurable. Let ξ ∈ H(µ) and f ∈ Cc(G), then by [3]
piL(f)ξ(u) =
∫
f(x)L(x)ξ(d(x))dλu(x) µ a.e u ∈ G0,
where the integral is weakly defined. Therefore∫ ∫
f(x)f¯(y)p(y−1x)dλu(x)λu(y) =
∫ ∫
f(x)f¯(y)〈L(x)ξ(d(x)), L(y)ξ(d(y))〉dλu(x)λu(y)
= 〈
∫
f(x)L(x)ξ(d(x))dλu(x),
∫
f(y)L(y)ξ(d(y))dλu(y)〉 ≥ 0,
for µ a.e u ∈ G0, therefore p ∈ Pµ(G).
Remark 3.4 Suppose µ, L, ξ, p are such as Lemma 3.3, we put
φp(f) = 〈piL(f)ξ, ξ〉 =
∫
f(x)p(x)dν0(x)
for f ∈ C∗(G), then φp is a positive linear functional on C
∗(G) and if p ∈ Pµ1 (G), then φp is a
state on C∗(G).
Lemma 3.5 Let φ be a state on C∗(G), then there exists a µ ∈ Q and a p ∈ Pµ1 (G) such that
φ(f) = φp(f) for f ∈ C
∗(G).
Proof. Since φ is a positive linear functional on C∗(G), then by GNS construction there
exists a representation (piφ, Hφ) of C
∗(G), unique up to unitary equivalence, with a cyclic vector
ξφ with norm one such that φ(f) = 〈piφ(f)ξφ, ξφ〉 for f ∈ C
∗(G). Since every representation
of C∗(G) comes from a representation of G, there exists a µ ∈ Q and a representation L of G
on a Hilbert bundle H = (G0, {Hu}, µ), such that (piφ, Hφ) is unitary equivalent to (piL,H(µ)).
Suppose that T : H(µ) −→ Hφ is the unitary operator such that TpiL(f) = piφ(f)T for every
f ∈ C∗(G). If ξ ∈ H(µ) is such that Tξ = ξφ, then
φ(f) = 〈piφ(f)ξφ, ξφ〉
= 〈piφ(f)Tξ, T ξ〉
= 〈T ∗piφ(f)Tξ, ξ〉
= 〈piL(f)ξ, ξ〉
=
∫
G
f(x)〈L(x)ξ(d(x)), ξ(r(x))〉dν0 (x).
Now if we put p(x) = 〈L(x)ξ(d(x)), ξ(r(x))〉, then by Lemma 3.3, p ∈ Pµ(G) and φ(f) =
φp(f) for f ∈ C
∗(G). Finally ‖ξφ‖ = 1 implies that ‖ξ‖ = 1, so p ∈ P
µ
1 (G).
Lemma 3.6 Let p(x) = 〈L(x)ξ(d(x)), ξ(r(x))〉 and p′(x) = 〈L′(x)ξ′(d(x)), ξ′(r(x))〉 are two
elements of P(G), where L and L′ are two representations of G respectively on (G0, {Hu}, µ)
and (G0, {H ′u}, µ
′) and ξ ∈ H(µ) and ξ′ ∈ H(µ′), then φp = φp′ if and only if p ∼ p
′. So the
maping p→ φp from P1(G) onto Σ(C
∗(G)) is one to one on Pµ1 (G) for each µ ∈ Q.
Proof. Suppose that φp = φp′ , therefore for f ∈ C
∗(G)
φp(f) = 〈piL(f)ξ, ξ〉 = 〈piL′(f)ξ
′, ξ′〉 (∗∗),
it is well known that the representation associated to a positive linear functional φ on a C∗
algebra is unique (up to unitary equivalence), therefore (piL,H(µ)) and (piL′ ,H(µ
′)) are unitary
equivalent. Hence by [8, Cor 2.1.23] µ ∼ µ′. Let ρ be a positive function which (ρ(u))2 = dµ
′(u)
dµ(u)
then by [10, P.327] ρ2(r(x)) = dν
′(x)
dν(x) and ρ
2(d(x)) = dν
′−1(x)
dν−1(x) . Therefore ρ
2(r(x))δµ(x) =
ρ2(d(x))δµ′ (x) and consequently δ
−1
2
µ (x) =
ρ(r(x))
ρ(d(x))δ
−1
2
µ′ (x). By (**) for f ∈ Cc(G)
∫
f(x)p(x)δ
−1
2
µ (x)dν(x) =
∫
f(x)p′(x)δ
−1
2
µ′ (x)dν
′(x)
=
∫
f(x)p′(x)δ
−1
2
µ′ (x)ρ
2(r(x))dν(x)
=
∫
f(x)p′(x)ρ(d(x))
ρ(r(x))δ
−1
2
µ (x)ρ2(r(x))dν(x)
=
∫
f(x)p′(x)ρ(d(x))ρ(r(x))δ
−1
2
µ (x)dν(x)
So p(x) = p′(x)ρ(d(x))ρ(r(x)) ν a.e, hence p ∼ p′.
The converse is strightforward.
Definiteion 3.7 Let µ, µ′ ∈ Q and L,L′ are two unitary equivalent representations of G re-
spectively on two Hilbert bundles (G0, {Hu}, µ) and (G
0, {H ′u}, µ
′). For (ξ, ξ′) ∈ H(µ)×H(µ′)
we write ξ ∼ ξ′, if there exists a unitary operator T ∈ C(piL, piL′) with Tξ = ξ
′, where C(piL, piL′)
is the commutant of piL and piL′
Lemma 3.8 Let L,L′ are two unitary equivalent representations of G respectively on two
Hilbert bundles (G0, {Hu}, µ) and (G
0, {H ′u}, µ
′), where µ, µ′ ∈ Q. If (ξ, ξ′) ∈ H(µ)×H(µ′) and
ξ ∼ ξ′, then p ∼ p′, where p(x) = 〈L(x)ξ(d(x)), ξ(r(x))〉 and p′(x) = 〈L′(x)ξ′(d(x)), ξ′(r(x))〉.
Proof. By Lemma 3.3 p ∈ Pµ(G) and p′ ∈ Pµ
′
(G). Also µ ∼ µ′, since L,L′ are unitary
equivalent. Suppose that T ∈ C(piL, piL′) is a unitary operator with Tξ = ξ
′, then
∫
f(x)p(x)δ
−1
2
µ (x)dν(x) = 〈piL(f)ξ, ξ〉
= 〈T ∗piL′(f)Tξ, ξ〉
= 〈piL′(f)Tξ, T ξ〉
= 〈piL′(f)ξ
′, ξ′〉
=
∫
f(x)p′(x)δ
−1
2
µ′ (x)dν
′(x)
=
∫
f(x)p′(x)ρ(d(x))
ρ(r(x))δ
−1
2
µ (x)ρ2(r(x))dν(x)
=
∫
f(x)p′(x)ρ(d(x))ρ(r(x))δ
−1
2
µ (x)dν(x)
Therefore p(x) = p′(x)ρ(r(x))ρ(d(x)) ν a.e, where ρ2(u) = dµ
′(u)
dµ(u) . So p ∼ p
′.
Theorem 3.9 Let G be a locally compact groupoid with a Haar system λ and µ ∈ Q. If
p ∈ Pµ1 (G) and p ∈ Ext(P
µ
1 (G)) then φp ∈ Ext(Σ(C
∗(G))), where Σ(C∗(G)) is the state space
of C∗(G).
Proof. By Remark 3.4 φp ∈ Σ(C
∗(G)). Suppose that there are φ1, φ2 ∈ Σ(C
∗(G)) such
that φp = αφ1 + βφ2, where α, β ≥ 0 and α + β = 1. By Lemma 3.5 φ1 = φp1 and φ2 =
φp2 , where p1 ∈ P
µ1
1 (G) and p2 ∈ P
µ2
1 (G) and µ1, µ2 ∈ Q. Suppose that L1, L2 are two
representations of G respectively on two Hilbert bundles (G0, {Hu}, µ1) and (G
0, {H ′u}, µ2) with
two section ξ1 ∈ H(µ1) and ξ2 ∈ H(µ2) which p1(x) = 〈L1(x)ξ1(d(x)), ξ1((r(x))〉 and p2(x) =
〈L2(x)ξ2(d(x)), ξ2((r(x))〉. Since αφp1 ≤ φp, piL1 are unitary equivalent to a subrepresentation
of piL, hence µ ∼ µ1, similarly µ ∼ µ2. Now if we choice two section η1, η2 ∈ H(µ) with
ξ1 ∼ η1 and ξ2 ∼ η2, then by Lemma 3.6 and 3.8, q1(x) = 〈L(x)η1(d(x)), η1((r(x))〉 and
q2(x) = 〈L(x)η2(d(x)), η2((r(x))〉 which are two elements of P
µ
1 (G) satisfing in φp1 = φq1 and
φp2 = φq2 . Therefore φp = αφq1 + βφq2 = φαq1+βq2 . But p, αq1 + βq2 ∈ P
µ
1 (G), so in this
case Lemma 3.6 implies p = αq1 + βq2, and the assumption of p implies p = q1 = q2. Hence
φ1 = φ2 = φp.
Theorem 3.10 Let φ ∈ Σ(C∗(G)) be an extreme point of Σ(C∗(G)), then there exists µ ∈ Q
and an extreme point p of Pµ1 (G) such that φ = φp.
Proof. By Lemma 3.5 every element φ of Σ(C∗(G)) is of the form φp for some µ ∈ Q and
some p ∈ Pµ1 (G). Assume there are p1, p2 ∈ P
µ
1 (G) such that p = αp1 + βp2, where α, β ≥ 0
and α+β = 1, then φp = αφp1 +βφp2 . By Remark 3.4 φp1 , φp2 ∈ Σ(C
∗(G)), so φp = φp1 = φp2 .
Note that p, p1, p2 ∈ P
µ
1 (G), in this case by Lemma 3.6 p = p1 = p2.
Corollary 3.11 Let G be a locally compact groupoid with Haar system λ and let µ ∈ Q be an
ergodic measure. If p ∈ Pµ1 (G) and p ∈ Ext(P
µ
1 (G)), then the representation L which is related
to p is an irreducible representation of G.
Proof. Suppose p ∈ Ext(Pµ1 (G)), then by theorem 3.9 φp ∈ Ext(Σ(C
∗(G))). Hence by [1,
32.7] φp is a pure state on C
∗(G) and therefore piL is an irreducible representation of C
∗(G) so
theorem 2.9 implies L is irreducible
Corollary 3.12 Let µ ∈ Q be an ergodic measure, L be an irreducible representation of G on
a Hilbert bundle (G0, {Hu}, µ) and ξ ∈ H(µ) with ‖ξ‖ = 1, then p(x) = 〈L(x)ξ(d(x)), ξ(r(x))〉
is an extreme point of Pµ1 (G).
Proof. Since L is irreducible, piL is irreducible and by [1, 32.6] φp is a pure state and
consequently is an extreme point of Σ(C∗(G)). By Theorem 3.10 there exists a µ′ ∈ Q and
an extreme point q of Pµ
′
1 (G) which φp = φq. Therefore p ∼ q and it is easy to show that
p ∈ Ext(Pµ1 (G)).
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