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Notations
N natural numbers
N0 N ∪ {0}
R real numbers
R+ real positive numbers
R2 Euclidean space with points x = (x1, x2), xj ∈ R, |x| =√
x21 + x
2
2
Ω closure of a set Ω ⊂ R2
∂Ω boundary of Ω
B(R) {x ∈ RN : |x| < R} open ball with radius R > 0
S(R) {x ∈ RN : |x| = R} sphere of a radius R > 0
∇u (∂u/∂x1, ∂u/∂x2) gradient of a function u(x)
∆u (∂u/∂x1)
2 + (∂u/∂x2)
2 Laplacian of a function u(x)
supp(u) support of a function u, the closure of the set {x : u(x) 6=
0}
f̂(ξ) (1/
√
2pi)
∫
R exp(−ixξ)f(x)dx the Fourier transform of
f(x)
f˜(x) (1/
√
2pi)
∫
R exp(ixξ)f(ξ)dξ the inverse Fourier trans-
form of f(ξ)
C(Ω) Banach space of continuous functions on Ω with the
norm ||ϕ||∞,Ω = sup
x∈Ω
|ϕ(x)|
C0,γ(Ω) with 0 < γ < 1 Banach space of bounded, uniformly
Ho¨lder continuous functions ϕ on Ω with the norm
||ϕ||0,γ,Ω = sup
x∈Ω
|ϕ(x)|+ sup
x,y∈Ω
x6=y
|ϕ(x)−ϕ(y)|
|x−y|γ
Cm(Ω) set of functions on Ω having all derivatives up to order
m ∈ N continuous in Ω
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12 NOTATIONS
Cm(Ω) set of functions in Cm(Ω) all of those derivatives up to
order m ∈ N have continuous extensions to Ω, it is a
Banach space with the norm
||f ||Cm(Ω) = max
x∈Ω
max
k≤m
j=1,2
∂kf
∂xkj
Cm0 (Ω) set of functions on C
m(Ω) with compact support in Ω
C∞(Ω)
∞⋂
m=1
Cm(Ω)
Lp(Ω) set of measurable functions on Ω with 1 ≤ p < ∞ and
the norm ||f ||p =
(∫
Ω
|f(x)|pdx)1/p <∞
Lpρ(Ω) the weighted space with the norm ||f ||Lρp = ||((1 +
|x|2)1/2)ρf ||Lp
Dα (∂/∂x1)
α1(∂/∂x2)
α2 for α = (α1, α2)
|α| for α = (α1, α2) |α| = α1 + α2
H2(Ω) Sobolev space of functions from L2(Ω) all of whose weak
derivatives up to order 2 exist and are in L2(Ω) with the
norm ||f ||H2(Ω) =
∑
|α|≤2
||Dαf ||L2(Ω)
Chapter 1
Introduction
1.1 Introduction
Tomography is a name for a collection of methods used for image re-
constructions based on projections of an object. With the increase of the
computing power the methods became usable in practice and have been used
in medical imaging since the early 70’s. The tomographic techniques are
based on either penetrating radiation which is sent from a set of active sen-
sors through the object or on passive sensors recording signals emitted from
inside of the object. Ultrasound is a type of penetrating radiation which is
widely used in medical applications nowadays. Ultrasound is usually defined
to be sound with frequencies above the limit of human hearing, i.e., above
20 kHz.
Speaking about the history of the development of ultrasound and its ap-
plications we should mention Rayleigh who described sound wave in terms
of a mathematical equation in his famous book ”The Theory of Sound”
[Rayleigh1945] first published in 1877. This was a basis for further theo-
retical work in acoustics. From the experimental side, sound waves with
high frequency were first generated by English scientist Galton in 1876, by
means of his invention, the Galton whistle. The real breakthrough in the
evolution of high frequency echo-sounding techniques came after the piezo-
electric effect in certain crystals was discovered by brothers P. and J.Curie
in 1880.
The principle of the ultrasound tomography is that ultrasound pulses
are transmitted through the object to be imaged. These pulses received on
the opposite side of the object will be changed (attenuated and delayed),
corresponding to the properties of the object (specifically speed of sound in
the object).
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Ultrasound has quite a lot of technological applications. The latter in-
clude medical imaging, geophysics [Pintavirooj2004], robotic vision [Bolomey1989]
etc.
As we already mentioned in ultrasound tomography one has to do with
the propagating of the high-frequent wave field in a nonhomogeneous media.
Despite of numerous investigations the image reconstruction (preciesly, the
reconstruction of the sound speed in the object or, equivalently the refractive
index) for this case is still a challenge. In this thesis we propose a new
reconstruction method for the ultrasound tomography. This method is based
on approximation of the geometrical optic which is valid in the high-frequent
case.
1.2 Overview
We begin in the Chapter 2 with the Helmholtz equation (2.1) which de-
scribes the propagation of the time-harmonic acoustic waves. Adding the
radiation condition (2.2) to it we state the direct scattering problem. The
latter has been already detailed studied (see, e.g. [Colton1992, Ha¨hner1998,
Ho¨rmander1994]). By use of Rellich’s lemma 2.2.2 and the unique continu-
ation principle 2.2.3 it is proven that the problem has at most one solution.
Such a solution (if any) can be represented with the help of the Lippmann-
Schwinger equation (2.2.3), which is an Fredholm integral equation of the
second kind. It follows that the equation has a unique solution if it has a
trivial nullspace. Since the problem has at most one solution it is the case.
Thus, the direct scattering problem is uniquely solvable.
Unfortunately the analytical solution of the problem exists only in bare
handful of cases. In the Section 2.3 we present three of them: propagation
of the plane wave in the free space, scattering on a homogeneous disk and
on two concentric disks (see, e.g. [Wu¨bbeling1994]). These examples are
basically used to test our reconstruction algorithm thereafter.
The reconstruction algorithm is based on the eikonal approximation (3.4),
which is presented in the Chapter 3. The eikonal approximation is a well-
known approximation of the geometrical optics, which is valid in the case
when the wave length is smaller than all characteristic geometrical scales
of the problem, i.e, the wave number k is large (see, e.g., [Babich1991,
Babich1979, Born1999]). In the Section 3.5 we show some examples of
ray propagation, i.e., the ray tracing, for different media. These exam-
ples illustrate that the ray family may have singularities: rays may inter-
sect, focus or have an envelope. Such singularities of a ray family, the
caustics, (see, e.g., [Bruns1895, Babich1991, Kravtsov1999]) are considered
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in the Section 3.6. In the neighbourhood of a caustic the amplitude for-
mally is infinite hence the eikonal approximation is not valid there. Nev-
ertheless comparing the exact solution computed in the Section 2.3 with
the corresponding ray tracing we conclude that the exact ray field becomes
strong in the neighbourhood of a caustic. In the region near a caustic one
should use other type of asymptotic expansions for the wave field (see, e.g.,
[Kravtsov1999, Babich1979, Vainberg1989]). To avoid the caustic problem
we will suppose in this thesis that in the region of interest the ray family has
no singularities.
The first problem to solve is: How good is the eikonal approximation in
the region of its validity? Thus, we need an estimate of the difference between
the eikonal approximation and the exact solution of the Helmholtz equation,
which satisfies radiation condition, in terms of the asymptotic parameter 1/k.
This question leads to the problem of finding an estimate of the solution of
the inhomogeneous Helmholtz equation in terms of 1/k. This problem was
studied by Vainberg [Vainberg1975] and Burq [Burq2002], who estimated
the resolvent of the Helmholtz operator assuming the non trapping condition
(see, e.g., [Pauen2000]). We present a new proof naturally connected to the
question. If we consider the difference between the eikonal approximation and
the exact solution of the Helmholtz equation we see that it satisfies an initial-
value problem for the Helmholtz equation. Although the initial-value problem
is unstable, the stabilized versions of it can be developed and actually used
in numerical applications (see, e.g., [Natterer1995, Natterer2004]). Using the
initial-value problem approach we get the estimate for the solution of the
Helmholtz equation and apply it in the Section 4.3 to get the estimate for
the eikonal approximation.
In the Chapter 5 we turn to a different problem connected to the direct
scattering problem. Suppose that the refractive index of the medium under
consideration is a small perturbation of a known one. If it is the case, one
can express the perturbed eikonal function in terms of the non perturbed
one and the integral of the perturbation over the non perturbed rays (5.1).
The expansion (5.1), heuristic derived in, e.g., [Farra1987], is widely used in
seismology [Snieder1992, Cerveny1982], but it never was rigorously proven.
In Section 5.2 we give the formal proof of this approximation and give an
error estimate of it.
The Chapter 6 is devoted to the ultrasound tomography, where the re-
fractive index is unknown. The task is to reconstruct it from the knowledge
of the scattered field measured by detectors. We start with the inverse scat-
tering problem 6.1. The uniqueness for the problem was stated by Nach-
mann [Nachman1988]. Many reconstruction algorithms have been proposed,
most of them are based on the Born and Rytov approximations (see, e.g.,
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[Kak1988, Devaney]). The case with large values of the wave number k is still
a challenge. Up to now the only class of reconstruction algorithms to han-
dle with this case is based on the propagation-backpropagation mathod intro-
duced by Natterer and Wu¨bbelling (see, e.g. [Natterer1995, Caponnetto1998,
Natterer2004]). We propose a new reconstruction algorithm after the Palam-
odov’s idea ([Palamodov1996]) for the case of large k, which is based directly
on the eikonal approximation (3.4).
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Chapter 2
Helmholtz equation
Consider an inhomogeneous medium in R2 with a compact supported
inhomogeneity. The propagation of time-harmonic acoustic waves in the
medium obeys the Helmholtz equation
∆u(x) + k2n(x)u(x) = 0, (2.1)
where u(x) describes the pressure field, k > 0 is the wave number and n(x)
is the square of the refractive index of the medium, which will be referred
as refractive index further. The quantities k and n(x) are related to the
frequency ω of the wave and to the speed of propagation in the medium via
k = ω/c0 and n(x) = c
2
0/c
2(x) where c0 the speed of the propagation in
the homogeneous medium and c(x) is the speed at the point x ∈ R2 (see
[Colton1992, Werner1960]).
2.1 Radiation condition
The Helmholtz equation itself does not have a unique solution, which
follows from the lemma:
Lemma 2.1.1 Let H
(1)
0 and H
(2)
0 be the Hankel functions of the first and
second kind respectively. Then the functions
G(x,y) = − i
4
H
(1)
0 (k|x− y|), G˜(x,y) =
i
4
H
(2)
0 (k|x− y|)
are the fundamental solutions of the Helmholtz equation (2.1) with n(x) = 1
in R2.
Proof See [Vladimirov1971].
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The lemma implies that one needs more conditions to guarantee unique-
ness. Sommerfeld was first who proposed to consider the behaviour of a
solution for the large values of r = |x| and stated a radiation condition
to select solutions of physical meaning. He formulated the radiation con-
dition in his paper [Sommerfeld1912] for the tree-dimensional case. Rellich
extended the Sommerfeld’s radiation condition for the arbitrary-dimensional
case [Rellich1943]. For the two-dimensional case, which is of our interest, the
radiation condition is
lim
r→∞
√
r
(
∂u
∂r
− iku
)
= 0 (2.2)
uniformly in all directions.
More detailed account of the history of this problem can be found in
[Miranker1957, Magnus1949].
2.2 Unique solvability of the direct scattering
problem
Now we are ready to complete the statement of the problem, prove unique-
ness of a solution and then turn to the existence. Since the solvability of the
scattering problem requires more regularity from the refractive index than
it is required for the uniqueness, we formulate it in the higher regularity
assumption on the refractive index. All results from this section are well-
known. For this reason we do not give proofs.
2.2.1 The direct scattering problem
The problem describing the scattering of an incident wave ui(x) in an
inhomogeneous medium with a compact inhomogeneity in R2 can be formu-
lated as follows. Assume that k > 0 and n ∈ C0,γ(R2), 0 < γ < 1 with
supp(1 − n) ⊂ B(R) with B(R) = {x ∈ R2 : |x| < R} are known and
ui ∈ C2(R2) with
∆ui + k
2ui = 0
is given. The problem is to find us ∈ C2(R2) such that
u = ui + us
satisfies the Helmholtz equation (2.1)
∆u(x) + k2n(x)u(x) = 0
and us satisfies the radiation condition (2.2).
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2.2.2 Uniqueness
First we are going to show that the direct scattering problem can not have
two different solutions. Further we use the uniqueness to show the existence
of the solution.
Lemma 2.2.1 If u(x) ∈ C2(R2) solves in R2 the Helmholtz equation
(2.1) and the radiating condition (2.2), then for S(R) = {x ∈ R2 : |x| = R}
lim
R→∞
∫
S(R)
|u|2ds = 0.
Proof See [Colton1992, Ha¨hner1998].
Lemma 2.2.2 (Rellich’s lemma) Assume R > 0 and let u(x) ∈ C2(R2\
B(R)) be a solution of the Helmholtz equation ∆u(x) + k2u(x) = 0 for
|x| > R, which satisfies
lim
r→∞
∫
S(r)
|u(x)|2ds = 0
and the radiation condition (2.2). Then
u(x) = 0
for all |x| ∈ R2 \B(R).
Proof See [Rellich1943, Miranker1957, Kupradze1934].
Lemma 2.2.3 (unique continuation principle) If u ∈ C20 (R2) satis-
fies |∆u(x)| ≤M |u(x)| for all x ∈ R2. Then u(x) = 0 for all x ∈ R2.
Proof See [Ha¨hner1996].
We combine the lemmas above to prove the following theorem.
Theorem 2.2.4 The direct scattering problem (2.2.1) has at most one
solution.
Proof Since the problem (2.2.1) is linear it is enough to prove that the prob-
lem with null incident field has only trivial solution. For the homogeneous
Helmholtz equation we obviously have
|∆u(x)| = |k2n(x)u(x)| ≤M |u(x)|, M = max
x∈R2
|k2n(x)|.
Moreover, by Rellich’s lemma supp(u) ⊂⊂ R2. Thus, u(x) = 0 for all x ∈ R2.

Remark 2.2.5 The uniqueness result remains in the case of n(x) ∈
L2(R2) [Ha¨hner1998].
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2.2.3 Existence of the solution
Now we are going to show the solvability of the problem (2.2.1).
First we give a representation of smooth functions in a bounded domain
with a smooth boundary in terms of fundamental solutions.
Lemma 2.2.6 (Green’s representation formula) Let Ω ⊂ R2 be a
nonempty bounded domain with C2-smooth boundary and let G(x,y) be the
fundamental solution of the Helmholtz equation satisfying the radiating con-
dition. Then for a function u ∈ C2(Ω) the following representation formula
holds for x ∈ Ω
u(x) =
∫
∂Ω
(
∂u
∂ν(y)
G(x,y)− u(y) ∂G
∂ν(y)
(x,y)
)
ds(y)−
∫
Ω
(∆u(y) + k2u(y))G(x,y)dy,
where ν(y) denotes the unit exterior normal to the ∂Ω at y.
Proof See [Colton1992].
Remark 2.2.7 Green’s formula is also true in the case of u ∈ C2(Ω)⋂C1(Ω)
with ∆u+ k2u ∈ C(Ω) [Colton1992].
Applying the Green’s representation formula (2.2.6) to the solution u of
the problem (2.2.1) for Ω = B(r) and r > |x|+R we arrive at the equation
u(x) =
∫
∂B(r)
(
∂u
∂ν(y)
G(x,y)− u(y)∂G(x,y)
∂ν(y)
)
ds(y)−
k2
∫
B(r)
(1− n(y))u(y)G(x,y)dy.
Putting u = ui + us in the first integral we obtain the Lippmann-Schwinger
equation
u(x) = ui(x)− k2
∫
B(R)
(1− n(y))u(y)G(x,y)dy, x ∈ R2,
which is the integral equation in B(R) for the unknown field u. Using the
Lippmann-Schwinger equation we can prove that the direct scattering prob-
lem has a solution.
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Lemma 2.2.8 Let u ∈ C(B(R)) be a solution of the Lippman-Schwinger
equation in B(R). Define us(x) by
us(x) = −k2
∫
B(R)
(1− n(y))u(y)G(x,y)dy, x ∈ R2,
then us is a solution of the direct scattering problem (2.2.1).
Proof See [Colton1992].
Lemma 2.2.9 The Lippmann-Schwinger equation (2.2.3) is a Fredholm
integral equation of the second kind with a compact integral operator in C(B(R))
Proof See [Colton1992].
Theorem 2.2.10 The direct scattering problem (2.2.1) has a solution.
Proof The Lippman-Schwinger equation, being the Fredholm integral equa-
tion of the second kind, has a unique solution, if it has a trivial nullspace.
Since the solution of the direct scattering problem is unique the nullspace is
trivial. Since the solution of the Lippman-Schwinger equation yields a so-
lution of the scattering problem (2.2.1), the problem (2.2.1) has a solution.

22 CHAPTER 2. HELMHOLTZ EQUATION
2.3 Examples
In only few cases the Helmholtz equation (2.1) has an analytical solution.
We discuss here some cases which will be used in the next sections.
Before we start with cases of nonconstant refractive index, we notice
that in the case of a homogeneous medium, i.e., for n(x) = 1, the direct
scattering problem has a trivial solution us = 0. Thus, the whole wave
field is u = ui + us = ui, where ui is a plane wave moving in the direction
Θ = (cos(θ), sin(θ)) with 0 ≤ θ < 2pi
ui(x) = exp(ikx ·Θ).
Unless otherwise stipulated we will use only plane incident waves.
2.3.1 Scattering on a homogeneous disk
The first case is the scattering on a homogeneous disk. We consider the
disk of radius R with the centrum at the origin and refractive index is equal
to n inside of the disk, i. e. the Helmholtz equation with the refractive index
n(x) is
n(x) =
{
n, for |x| ≤ R
1, for |x| > R (2.3)
Theorem 2.3.1 The Helmholtz equation (2.1) with the refractive index
(2.3) together with the radiation condition (2.2) for the scattered part us has
the solution
u(r, ϕ) =
∞∑
q=−∞
iq exp(iqϕ)aqJq(k1r) (2.4)
for r < R and k1 = k
√
n and
u(r, ϕ) =
∞∑
q=−∞
iq exp(iqϕ)(Jq(kr) + bqHq(kr)) (2.5)
for r > R, where (r, ϕ) are the polar coordinates of x ∈ R2 and the coefficients
aq and bq do not depend on (r, ϕ).
Proof First we treat the Helmholtz equation with a constant wave number
k in polar coordinates (r, ϕ)
1
r
∂
∂r
(
r
∂u
∂r
)
+
1
r2
∂2u
∂ϕ2
+ k2u = 0. (2.6)
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Separating the variables
u(r, ϕ) = ur(r)uϕ(ϕ)
we arrive at the equation
1
r
uϕ
(
r
d2ur
dr2
+
dur
dr
)
+
1
r2
ur
d2uϕ
dϕ2
+ k2uruϕ = 0.
Hence the function uϕ(ϕ) satisfies differential equation
u′′ϕ + q
2uϕ = 0
for some constant q, therefore the function ur(r) satisfies Bessel equation
u′′r +
1
r
u′r −
(
k2 − q
2
r2
)
ur = 0.
The first differential equation has two linear independent solutions
uϕ(ϕ) =
{
exp(iqϕ)
exp(−iqϕ)
}
and the second equation
ur(r) =
{
Jq(kr)
Hq(kr)
}
where k 6= 0, q ∈ N, Jq(z) and Hq(z) are Bessel and Hankel functions respec-
tively.
Thus, functions
uq(r, ϕ) =
{
Jq(kr)
Hq(kr)
}
·
{
eiqϕ
e−iqϕ
}
(2.7)
solve the Helmholtz equation (2.6) for every q.
See [Abramowitz1965] for the proofs of the following lemmas.
Lemma 2.3.2 The functions Jq(z) and Hq(z) form a fundamental sys-
tem of solutions of the Bessel’s differential equation.
Lemma 2.3.3 The functions Hq(kr) exp(iqϕ) satisfy the radiation con-
dition (2.2).
Moreover, the plane wave can be presented in terms of the Bessel functions
Jq(z). It is a direct consequence of the lemma [Smirnov1972]:
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Lemma 2.3.4 The function exp(z(t− 1/t)/2) is the generating function
for the Bessel functions with integer index, that is,
exp
(
1
2
z(t− 1
t
)
)
=
+∞∑
q=−∞
Jq(z)t
q.
Thus, the plane wave exp(ikr cos(ϕ)) has the representation in terms of
the Bessel functions
exp(ikr cos(ϕ)) =
+∞∑
q=−∞
iqJq(kr) exp(iqϕ),
where the series converges uniformly on every compact set.
Now we return to the problem of scattering of a plane wave on a homoge-
neous disk. The function u(r, ϕ) defined in (2.4, 2.5) satisfies the Helmholtz
equation
∆u+ k21u = 0
inside B(R) and the Helmholtz equation
∆u+ k2u = 0
outside B(R). Further, the scattered part us(r, ϕ) of the solution u(r, ϕ)
us(r, ϕ) =
+∞∑
q=−∞
iq exp(iqϕ)bqHq(kr),
satisfies the radiation condition. We choose the coefficients aq and bq so that
the whole function u(r, ϕ) and its normal derivative ∂u(r, ϕ)/∂ν are contin-
uous on the boundary of the disk. It means that the system of equations
aqJq(k1R) = Jq(kR) + bqHq(kR)
aqJ
′
q(k1R) = J
′
q(kR) + bqH
′
q(kR)
(2.8)
has to be hold. Since Bessel functions of any kind with an integer index fulfill
the condition [Abramowitz1965]
Cq−1(z)− Cq+1(z) = 2C ′q(z),
the last equation of the system (2.8) can be written as
aqk1(Jq−1(k1R)− Jq+1(k1R)) =
k(Jq−1(kR)− Jq+1(kR)) + bqk(Hq−1(kR)−Hq+1(kR)). (2.9)
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Thus, we have the system of linear equations to define aq and bq. The case
aq = 0 is trivial, otherwise we have a linear system to define 1/aq and bq/aq.
This system has the determinant
det = Hq(kR)J
′
q(kR)−H ′q(kR)Jq(kR),
which is the Wronski-determinant of the functions Hq(kR) and Jq(kR). det 6=
0 for kR > 0 [Abramowitz1965]. 
The next figures show the incident wave field ui, the solution of the
Helmholtz equation (2.4,2.5) u and the scattered part us for different val-
ues of k. For the numerical details see [Wu¨bbeling1994].
We see that the scattered field us is much smaller than the incident field
ui. Moreover, in the case of a large value of k the whole wave field u becomes
stronger after passing the circle. We will see further that the geometrical-
optics approximation is not valid in the neighbourhood of this area.
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Figure 2.1: The real (left) and imaginary (right) parts of the incident wave
ui for k = 10 and the side of the square Side = 4.
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Figure 2.2: The real (left) and imaginary (right) parts of the resulting field
u for k = 10, n = 1.37, the disk radius R = 1, the square side Side = 4.
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Figure 2.3: The real (left) and imaginary (right) parts of the scattered field
us for k = 10, n = 1.37, the disk radius R = 1, the square side Side = 4.
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Figure 2.4: The real (left) and imaginary (right) parts of the incident wave
ui for k = 50 and the side of the square Side = 4.
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Figure 2.5: The real (left) and imaginary (right) parts of the resulting field
u for k = 50, n = 1.37, the disk radius R = 1, the square side Side = 4.
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Figure 2.6: The real (left) and imaginary (right) parts of the scattered field
us for k = 50, n = 1.37, the disk radius R = 1, the square side Side = 4.
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2.3.2 Scattering on two concentric disks
Similarly to the problem considered in the previous section the scattering
on the homogeneous disk the problem of the scattering of a plane wave on a
homogeneous ring and a concentric disk in it can be treated. In this case we
look for the solution of the Helmholtz equation with the refractive index
n(x) =

n1, for |x| ≤ R1
n2, for R1 ≤ |x| ≤ R2
1, for |x| > R2
where R1 < R2 are the radii of the smaller and larger disks respectively.
The solution in polar coordinates (r, ϕ) is supposed to have the form
u(r, ϕ) =
∞∑
q=−∞
iq exp(iqϕ)aqJq(k1r) (2.10)
for r < R and with k1 = k
√
n1
u(r, ϕ) =
∞∑
q=−∞
iq exp(iqϕ)(bqJq(k2r) + cqHq(k2r)) (2.11)
for R1 < r < R2 and k2 = k
√
n2 and
u(r, ϕ) =
∞∑
q=−∞
iq exp(iqϕ)(Jq(kr) + dqHq(kr)) (2.12)
for r > R2. Again choosing the coefficients aq, bq, cq and dq to obtain
the C2(R2) function u(r, ϕ) we derive a system of linear equations for the
coefficients.
The following figures show again the incident wave field ui, the solution
of the Helmholtz equation u and the scattered part us of it for the square
with the side Side = 4 and the radii of disks R1 = 0.5, R2 = 1, k = 50,
n1 = 1.2 n2 = 1.1 (the values of the wave numbers are k1 = 60 and k2 = 55
in this case). Further we will use this exact solution to test our reconstruction
method.
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Figure 2.7: The real (left) and imaginary (right) parts of the incident wave
ui for k = 50 and the side of the square Side = 4.
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Figure 2.8: The real (left) and imaginary (right) parts of the resulting field
u for k = 50, radii of disks R1 = 0.5, R2 = 1, n1 = 1.2, n2 = 1.1.
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Figure 2.9: The real (left) and imaginary (right) parts of the scattered field
us for k = 50, radii of disks R1 = 0.5, R2 = 1, n1 = 1.2, n2 = 1.1.
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Chapter 3
The eikonal approximation
3.1 The asymptotic expansion
In the case of an arbitrary smooth refractive index n(x) the analytical
solution of the Helmholtz equation usually does not exist. But we still want
to study the behaviour of the solution in the high-frequent case. That is, we
are interested in the finding of some approximation for the solution of the
Helmholtz equation (2.1)
∆u(x, k) + k2n(x)u(x, k) = 0
with a smooth variable nonnegative refractive index n(x) for large values of
k.
We suppose that the equation has only one solution, i.e, we require the
sufficient smoothness for the refractive index and the radiation condition
(2.2) for the scattered part us = u− ui of the wave field u.
The usual way to describe high-frequent wave fields is to obtain an asymp-
totic expansion and to study it.
Definition 3.1.1 The sequence of functions aj(ε), j ∈ N0 is called an
asymptotic sequence as ε→ 0 if
aj+1(ε) = o(aj(ε)), as ε→ 0.
Given a function g(x, ε), we call the series
∑N
j=0 gj(x)aj(ε) an asymptotic
expansion for the function g
g(x, ε) ∼
N∑
j=0
gj(x)aj(ε) as ε→ 0
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where the coefficients gj(x) are the functions of x only and aj(ε) is the asymp-
totic sequence, if
g(x, ε) =
N−1∑
j=0
gj(x)aj(ε) + rN(x, ε),
rN(x, ε) = O(aN(ε)).
Lemma 3.1.1 The functions gj(x) can be determined uniquely from the
members of the asymptotic sequence.
Proof See [Nayfeh1973].
The asymptotic series, which is used to describe the wave field u = ui+us
is called the geometrical-optics approximation or the ray series. We are
looking for the solution in the form of the asymptotic series in terms of the
small parameter 1/k
u(x, k) ∼ exp(ikφ(x))
∞∑
j=0
1
(ik)j
uj(x) (3.1)
where functions φ(x), uj(x) are to be determined.
3.2 The eikonal approximation
Substituting the ray series (3.1) into the equation (2.1) and separating
powers of k we arrive at the equations :
|∇φ(x)|2 − n(x) = 0 (3.2)
for φ(x) and
2∇φ∇uj + uj∆φ−∆uj−1 = 0 (3.3)
for uj(x) with
j ∈ N0; u−1 = 0.
The equation (3.2) is called the eikonal equation and its solution φ eikonal
function or eikonal. The equations (3.3) are called the transport equations.
Remark 3.2.1 The notion eikonal (from the Greek εικ$ν means im-
age) was introduced first by H.Bruns in 1895 [Bruns1895].
Further we will use only the first two terms of the ray series to approxi-
mate the solution of the Helmholtz equation (2.1).
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Definition 3.2.1 The expression provided by the first term of the ray
series
uE(x) = A(x) exp(ikφ(x)) (3.4)
is called the eikonal approximation of the solution u(x).
3.3 The eikonal equation and rays
The eikonal equation in some way contains all of geometrical optics within
itself. Solving it we come to the basic objects of geometrical optics.
To solve the eikonal equation we consider the Fermat functional
Φ(γ) =
∫ x
x0
√
n(γ(s))ds, (3.5)
where x0 and x are points in R2, γ is a curve joining them with |γ ′(s)| = 1,
and ds is an arc length element. This functional represents the time required
for a wave disturbance propagating with the velocity c(x) = c0/
√
n(x) to
travel between two points x0 and x along the curve γ.
Definition 3.3.1 The curve γ is called an extremal curve or character-
istic of the functional (3.5) if it satisfies the Euler equation
d
ds
(s0
√
n)−∇√n = 0, (3.6)
where s0 is a unit vector tangent to γ.
Definition 3.3.2 (Fermat’s principle) The extremal curves of the Fer-
mat’s functional are called rays.
The Fermat’s principle can be used to derive the Snell’s law of geometrical
optic, which describes the refraction of a ray path at an interface between
media of different refractive indexes: n1, the refracting index of the ”medium
of incidence”, and n2, the refracting index of the ”medium of refraction”.Let
θ1 and θ2 be the angels which the incident and the refracted rays make with
the normal to the refracting surface.
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Figure 3.1: refraction of a ray by Snell’s law, n2 > n1.
The total time between points x and y is
φ = n2
√
x22 + (s− x1)2 + n1
√
y22 + (s− y1)2
and by Fermat’s principle dφ/ds = 0, so
n2(s− x1)√
x22 + (s− x1)2
+
n1(s− y1)√
y22 + (s− y1)2
= 0,
which gives the Snell’s law
n2 sin(θ2) = n1 sin(θ1). (3.7)
We will use the Snell’s law to test some numerical examples.
Let us return to the eikonal equation. Consider the function
φ(x,x0) =
∫ x
x0
√
nds, (3.8)
where the integral is taken along the extremal curve.
Lemma 3.3.1 The function φ satisfies the eikonal equation (3.2), that
is,
|∇φ|2 = n.
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Proof See [Babich1991, Babich1979].
The common way to find the extremal curves of the functional (3.5) is
based on incorporating of the associated Hamiltonian system (see [Ho¨rmander1994]).
Let H(x,p) be the Hamiltonian function of a form
H(x,p) =
1
2
(|p|2 − n(x)),
which corresponds to the Helmholtz equation (2.1). Here p is the momentum
of the extremal curve, which indicates the direction of the propagation p/|p|.
The corresponding Hamiltonian equations are
x˙ = ∇pH(x,p) = p
p˙ = −∇xH(x,p) = ∇n(x)/2, (3.9)
where an appropriate initial condition
(x0(t),p0(t)) (3.10)
is assumed for x(s),p(s) at s = 0. The extremal curves are solutions x(s).
Definition 3.3.3 The trajectories (x(t, s),p(t, s)), which solve the initial
value problem (3.9,3.10) are called bicharacteristics.
Lemma 3.3.2 Along the bicharacteristics holds |p(s)|2 = n(x(s)).
Proof See [Kucherenko1969].
3.4 Ray coordinates and the transport equa-
tion
With the help of rays we have found the eikonal function φ. To complete
the eikonal approximation (3.4) we will find the function A(x) representing
the amplitude of the wave field, that is, we are going to solve the transport
equation (3.3). To solve this equation we consider a new coordinate system
which is naturally connected with rays and wave fronts, surfaces with a con-
stant value of the eikonal φ. We take a wave front S with some fixed value
of φ = φ0 on it. Let α be a parameter defining a point on S. Through each
point x0 ∈ S we pass a ray perpendicular to S at this point. A point on the
ray we characterize then by the value of the eikonal according to (3.8).
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Thus, in the neighborhood of the wave front S the coordinate system
(α, φ) is defined : α defines the point x0 on S and at a point x on the ray γ
φ(x,x0) = φ0 ±
x∫
x0
√
n(γ(s))ds,
with φ0 = const. The ”+” sign should be taken on one side of S and the ”-”
sign on the other.
Remark 3.4.1 Often we will use the notation φ(x). We mean that giving
the initial wave front we consider a ray γx(s) starting on the wave front and
ending at the point x: γx(sx) = x and calculate the value of the eikonal over
this ray starting on the given wave front:
φ(x) =
sx∫
0
√
n(γx(s))ds. (3.11)
Definition 3.4.1 The coordinates α, φ are called ray coordinates.
The transport equation (3.3) for j = 0
2∇φ∇u0 + u0∆φ = 0 (3.12)
is easily solvable in terms of the ray coordinates. First we rewrite this equa-
tion.
Lemma 3.4.2
2∇φ∇u0 = 2 ∇φ|∇φ|∇u0|∇φ| = 2n
∂u0
∂φ
and
∆φ =
n
J
∂J
∂φ
,
where for a point x = (x1, x2)
J =
∂(x1, x2)
∂(α, φ)
(3.13)
is the Jacobian of the transformation from the cartesian to the ray coordi-
nates.
3.4. RAY COORDINATES AND THE TRANSPORT EQUATION 37
Proof See [Babich1991, Babich1979].
Hence the transport equation (3.12) can be rewritten as
2n
∂A
∂φ
+ A
n
J
∂J
∂φ
= 0.
The solution of this equation is
A = a0
√
1
J
, (3.14)
where a0 is a constant along each ray.
Now we have solved both the eikonal and transport equations. Thus,
given the initial wave front Γ with φ|Γ = 0 and supposing that the initial
a0 = 1 (which is true for the case of the initial plane wave) we have found
for the eikonal approximation:
uE(x) =
√
1
J
exp
ik s0∫
0
√
n(γ(s))ds
 .
Here the ray γ satisfies γ(s0) = x.
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3.5 Examples of a ray tracing
Ray tracing is a wide used numerical technique to characterize the wave
propagation. It consists in solving of the Hamiltonian system, which de-
scribes bicharacteristics and, therefore, rays. With the help of ray tracing
the propagation is reduced to the set of independent initial-value problems,
each of them defines a single ray.
In this section we are going to show ray tracing examples in media with
various profiles n(x).
3.5.1 Scattering on a homogeneous disk
We start with scattering on a homogeneous disk of radius ρ = 1 with
refractive index n = const, i.e.
n(x) =
{
n, for |x| ≤ ρ
1, for |x| > ρ . (3.15)
We apply the Snell’s law (3.7) to the problem of scattering on a homogeneous
disk to calculate the rays traces exactly. This exact solution coincides with
the numerical one, calculated by use of the Hamiltonian system (3.9) for n(x)
smoothed by use of Fourier series.
The next figures show the ray tracing for the Snell’s index nSnell =
noutside/ninside = 0.65, which corresponds to n = 2.37.
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Figure 3.2: rays calculated by use of Snell’s law.
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Figure 3.3: rays calculated using the Hamiltonian system.
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3.5.2 Luneberg Lens
The next example is the propagation through a medium with index of
refraction which varies with distance r from the centrum of some sphere.
The classical Luneberg lens [Luneberg1944] has a value of one at the surface
of the sphere and two at its centrum. The refractive index of this lens is
given by
n(r) =
{
2− ( r
R
)2
for r < R,
1, otherwise,
(3.16)
where R is a radius of the lens. It is presented in the following figure.
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Figure 3.4: the refractive index: n(r) = 2− r2.
It is known [Morgan1958], that the Luneberg lens focuses a parallel rays
bundle to the point on its boundary. For this reason this example is a good
test for the numerical calculations of the ray pathes.The refraction of a hor-
izontal plane wave described by the Hamiltonian system, produces the ray
family shown on the (Fig. 3.5).
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Figure 3.5: parallel rays bundle refracted on the the Luneberg lens (the circle)
n(r) = 2− r2.
3.5. EXAMPLES OF A RAY TRACING 41
3.5.3 Simulated data
For the last two examples we are using data simulating some real velocity
or refractive index profiles. The first one represents a slow varying refractive
index, while the second one represents a refractive index with strong hori-
zontal and vertical gradients. These two type of data are conditioned by the
nature of the problems under consideration.
Figure 3.6 shows a model of a human breast simulated by [Borup1992].
The refractive index is complex. We considered the real part only. With the
speed of sound c in the breast tissue, c0 = 1500 m/s the sound speed in the
surrounding water we have for the refractive index n(x) = 1 + c20/c
2(x). The
values of c vary in the range from 1458 m/s to 1568 m/s.
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Figure 3.6: the refractive index profile.
The next Figure 3.7 shows the result of the ray tracing for the horizontal
incident plane wave.
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Figure 3.7: ray tracing with the refractive index.
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The second example is the Marmousi velocity model. This synthetic
data set is based on a profile through the North Quenguela through in the
Cuanza basin [Versteeg1993]. It was created to produce a complex seismic
data which require advanced processing techniques to obtain a correct earth
image. For the ray tracing computation we used the smooth Marmousi model
from [Benamou]. The modeled section is 9192 m long and 2904 m deep. The
velocity varies between 1500 m/s and 5500 m/s.
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Figure 3.8: The smooth velocity model.
We show the rays tracing calculated by using Hamiltonian system with
the point source located at (6000m, 2800m) for the Marmousi model with
the velocity normalized by c0 = 5500 m/s.
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Figure 3.9: Refractive index with the ray tracing for the point source located
at (6000, 2800) and rays with starting directions from 00 to 1800 with equal
spacing between them.
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3.5.4 Some remarks
We are now in a position to discuss our examples. It is clear that even
a very simple and smooth refractive index can lead to a singular behavior of
the ray family, i.e., to the intersection or focusing of the rays, formation of
an envelope of the ray family. That is, eikonal can be a multivalued function.
The simulated data profiles show that the picture of the ray tracing for the
practical applications is rather complicated and tends to have singularities.
Such a singular behavior is considered in the next section.
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3.6 Caustics
Let us return to the eikonal approximation (3.4). As it can be seen from
the expression
uE(x) =
1√
J(x)
exp(ikφ(x)),
the eikonal approximation breaks down whenever J = 0, where J is the
geometrical divergence, the Jacobian of the transformation from the cartesian
to ray coordinates. Although J 6= 0 for the initial field, it does not necessarily
remain nonzero and the amplitude calculated by the expression (3.14) blows
up at these points.
Definition 3.6.1 The set {x : J(x) = 0} is called caustic.
So the ray structure breaks down in the neighborhood of a caustic, be-
cause the ray family cannot be uniquely resolved for the ray coordinates.
Since the amplitude becomes infinite at a caustic, the eikonal approximation
is not valid any more as it is known that the solutions of the Helmholtz
equation are analytic outside the support of singular sources in a case of a
smooth index of refraction [Gilbarg2001]. However, exact solutions which are
available for some cases (see, e.g., section (2.3.1)), show that the wave field
becomes very strong in the neighborhood of a caustic.
To describe wave fields in the neighbourhood of caustics local and uniform
methods were investigated. The first type of methods is based on the bound-
ary layer techniques (see [Babich1979, Babich1991]). The second one is based
on the fact that rays may intersect or the family of rays may have an envelope,
but bicharacteristics may not. It allows to construct a formal asymptotic so-
lutions that are valid in the neighbourhood of caustics and at caustics. This
is the method of Maslov’s canonical operator (see [Vainberg1989]).
We will present in the next section an example of the caustic formation
for the scattering on a homogeneous disk and compare the geometrical optic
solution with the wave field to confirm the fact that the wave field becomes
strong on the caustic.
To find the location of a caustic one should solve the equation J(x) = 0.
It follows from the definition of the geometrical divergence (3.13) that the
Hamiltonian system (3.9) is not sufficient to define the Jacobian J . Differ-
entiating this system with respect to the initial parameter s we obtain
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d
ds
(
dx
dt
)
= ∇p∇xH(x,p)dx
dt
+∇p∇pH(x,p)dp
dt
,
d
ds
(
dp
dt
)
= −∇x∇xH(x,p)dx
dt
−∇x∇pH(x,p)dp
dt
(3.17)
and will consider the Hamiltonian system (3.9) together with (3.17) which is
dx1
ds
= p1,
dx2
ds
= p2,
dp1
ds
=
1
2
∂n
∂x1
,
dp2
ds
=
1
2
∂n
∂x2
,
d
ds
dx1
dt
=
dp1
dt
,
d
ds
dx2
dt
=
dp2
dt
,
d
ds
dp1
dt
=
1
2
(
∂2n
∂x21
dx1
dt
+
∂2n
∂x1∂x2
dx2
dt
)
,
d
ds
dp2
dt
=
1
2
(
∂2n
∂x1∂x2
dx1
dt
+
∂2n
∂x22
dx2
dt
)
and corresponding initial conditions for s = 0
x1(0) = x
0
1(t), x2(0) = x
0
2(t),
p1(0) = p
0
1(t), p1(0) = p
0
1(t),
dx1
dt
= 0,
dx2
dt
= 0,
dp1
dt
(0) =
dp01(t)
dt
,
dp2
dt
(0) =
dp02(t)
dt
.
The solution of this system provides the family of rays (x1(t, s), x2(t, s)) to-
gether with values of the derivatives (dx1/dt(t, s), dx2/dt(t, s)).
Lemma 3.6.1 The rays divergence is defined by the equation
J(t, s) = p1(t, s)
dx2
dt
(t, s)− p2(t, s)dx1
dt
(t, s). (3.18)
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Proof See [Tichonov1985, Engquist2003].
3.7 An example of a caustic
In the examples of the ray tracing we have already seen that rays may
intersect, focus or the ray family may have an envelope. Now we calculate the
caustic for the scattering of the parallel rays bundle on a homogeneous disk.
The solution of the system (3.17) for the incident plane wave is shown on the
Figure 3.10. The Figures 3.11,3.12 show the absolute value of the total field,
which can be analytically found (see equations (2.4, 2.5)), calculated for two
different wave numbers. As we mentioned above the wave field concentrates
in some neighborhood of a caustic, what can be seen on the figures below.
We mention that the value nSnell = 0.65, which is the ratio of the refractive
index value outside the disk to the value inside, corresponds to the refractive
index n = 2.37.
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Figure 3.10: the rays tracing and the caustic (red curve) for nSnell = 0.65.
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Figure 3.11: the absolute value of the total wave field |u| for k = 50, n =
1 + q, q = 1.37.
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Figure 3.12: the absolute value of the total wave field |u| for k = 20, n =
1 + q, q = 1.37.
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Chapter 4
Error estimates
An important problem is to estimate in some suitable norm the difference
between the eikonal approximation and the exact solution of the Helmholtz
equation (2.1) with radiation condition (2.2) in terms of 1/k.
This problem leads to the problem of finding an estimate for the solution
of the inhomogeneous Helmholtz equation in terms of 1/k. The estimates of
this type can be found in the literature [Vainberg1989, Burq2002]. The Vain-
berg’s and Burq’s estimates for the resolvent of the Helmholtz equation are
based on some special condition called the non trapping condition expressing
a condition of the energy decay at infinity. Burq presented a new proof of
the estimates given by Vainberg. For this reason we are not presenting both
results and formulate the estimate following [Burq2002].
4.1 The Burq’s 1/k estimate
Definition 4.1.1 The energy e ∈ R+ is called non trapping if every
bicharacteristic drawn on the surface Se = {(x,p) : H(x,p) = e} does leave
any compact set in finite time (”leaving any compact set” means ”going to
the infinity in the x variable”).
There are other (equivalent to the presented here and to each other under
some natural conditions) formulations of the non trapping condition. The
detailed study of the non trapping conditions can be found in [Pauen2000].
Remark 4.1.1 Let us note that the resolvent R(z, k) = ((∆ + k2n(x))−
z)−1 is defined and holomorphic for Imz 6= 0. Moreover it admits a meromor-
phic continuation as a bounded operator from L2(R2) to L2,loc(R2) across the
continuous spectrum R+ to the Riemann surface of the function ln z (which
we will denote by C˜).
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Proof See [Vainberg1989].
Definition 4.1.2 The poles of the resolvent meromorphic continuation
(4.1.1) are called resonances of the Helmholtz operator.
Theorem 4.1.2 (Burq’s estimate) Consider a compact set K ⊂ R+.
Suppose that every energy level e ∈ K is non trapping. Then for any N ∈ N
there exists εN > 0 such that for any 0 < 1/k < εN the Helmholtz operator
(∆ + k2n(x)) has no resonance in the set
ΛN(k) = {z ∈ C˜ : Rez ∈ K, |Imz| ≤ N/k}.
Moreover for any χ ∈ C∞0 (R2) and any N ∈ N there exists εN and C > 0
such that for any 0 < 1/k < εN and any z ∈ ΛN
||χR(z, k)χ||L(L2(R2)) ≤
C
k
. (4.1)
Proof See [Burq2002].
Our goal is to estimate the error of the eikonal approximation: the dif-
ference between it and the exact solution of the problem (2.1,2.2) in terms
of 1/k. Unfortunately the Vainberg-Burq’s estimate can not be used in our
case. Vainberg shows in ([Vainberg1975]) that the non trapping condition
implies the radiation condition (2.2) in some way, which is not satisfied by
the error.
In the next section we present a new proof, which allows us to estimate
the error in terms of 1/k.
4.2. 1/K ESTIMATE: INITIAL-VALUE APPROACH 51
4.2 1/k estimate: initial-value approach
Considering the difference between the solution of the Helmholtz equation
with the radiating conditions and the eikonal approximation we deduce that
it is the subject of the initial value problem for the Helmholtz equation.
It is known that although the Cauchy problem for the Helmholtz equation
is uniquely solvable, it is notoriously unstable. Nevertheless the stabilized
versions of the Cauchy problem play role in the numerical treatment of inverse
problems (see, e.g., [Natterer1997, Natterer1995]).
So we are going to study an initial value problem for the Helmholtz equa-
tion
(∆ + k2n(x))u = g(x),
u(x1, 0) = 0,
∂u
∂x2
(x1, 0) = 0
(4.2)
with g such that supp(g) ⊂ B = [−r, r]× [0,∞) and n(x) = (1 + f(x)) such
that n(x) ∈ C∞(R2), n(x) > 0, n(x) = 1 for |x| > R for some R > 0.
First we define uk the low pass filtered version of u.
Definition 4.2.1 Let û(ξ1, x2) be the Fourier transform of u with respect
to x1:
û(ξ1, x2) =
1√
2pi
∫
R
exp(−ix1ξ1)u(x1, x2)dx1.
The uk is called the low pass filtered version of u with the cut off frequency
k if
ûk(ξ1, x2) =
{
û(ξ1, x2), |ξ1| ≤ k,
0, otherwise.
We will show that uk is stably determined by g and admits estimate with
constants, which tend to zero as k →∞
4.2.1 Homogeneous medium
We begin with the case of a constant refractive index, i.e. the problem
(∆ + k2)u = g(x),
u(x1, 0) = 0,
∂u
∂x2
(x1, 0) = 0.
(4.3)
For our application a constant refractive index is irrelevant. But dealing
with this case yields some insight into the general case.
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Theorem 4.2.1 Let u ∈ C2(R2) be a solution of the Cauchy problem
(4.3), then for p,q such that 1/p+ 1/q = 1 and p > 4 the following estimate
is valid:
||uk||L∞(B) ≤Mpk−2/p||g||Lq(B)
with Mp <∞.
Proof Applying the Fourier transform with respect to x1 to the Cauchy
problem (4.3) we obtain:
∂2û
∂x22
(ξ1, x2) + (k
2 − ξ21)û(ξ1, x2) = ĝ(ξ1, x2),
û(ξ1, 0) = 0,
∂û
∂x2
(ξ1, 0) = 0.
(4.4)
This problem has the solution
û(ξ1, x2) =
1
κ
x2∫
−∞
sin(κ(x2 − x′2))ĝ(ξ1, x′2)dx′2 (4.5)
with κ =
√
k2 − ξ21 . Note that κ is real for |ξ1| ≤ k, which is exactly where
û = ûk.
Applying the inverse Fourier transform to the function (4.5) we arrive at
the equation for the corresponding function uk(x1, x2):
uk(x1, x2) =
1√
2pi
x2∫
−∞
k∫
−k
sin(κ(x2 − x′2))
κ
ĝ(ξ1, x
′
2) exp(iξ1x1)dξ1dx
′
2
=
x2∫
−∞
(
K̂k(·, x2 − x′2)ĝ(·, x′2)
)
(˜x1)dx
′
2
=
1√
2pi
x2∫
−∞
(Kk(·, x2 − x′2) ∗ g(·, x′2)) (x1)dx′2,
where we denoted by K̂k(ξ1, x2)
K̂k(ξ1, x2) =

sin(κx2)
κ
, |ξ1| ≤ k,
0, otherwise.
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Correspondingly we have
Kk(x1, x2) =
1
2pi
k∫
−k
sin(κx2)
κ
exp(iξ1x1)dξ1.
Thus,
uk(x1, x2) =
x2∫
−∞
+∞∫
−∞
Kk(x1 − x′1, x2 − x′2)g(x′1, x′2)dx′1dx′2.
Now consider p, q such that 1/p+ 1/q = 1. For x2 ≤ r we have:
|uk(x)| ≤ x2∫
−∞
+∞∫
−∞
|Kk(x1 − x′1, x2 − x′2)|pdx′1dx′2
1/p x2∫
−∞
|g(x′1, x′2)|qdx′1dx′2
1/q
≤ ||Kk||Lp(R2)||g||Lq([−r,r]×[0,r]).
To estimate |Kk(x)| we rewrite Kk(x) in the form
Kk(x1, x2) =
1
4ipi
 k∫
−k
(
exp(iξ1x1 + iκx2)
κ
− exp(iξ1x1 − iκx2)
κ
)
dξ1
 =
1
4ipi
 k∫
−k
(
exp(i|x|(ξ1x1/|x|+ κx2/|x|))
κ
− exp(i|x|(ξ1x1/|x| − κx2/|x|))
κ
)
dξ1
 =
K1k(x1, x2)−K2k(x1, x2).
The integrals K1k(x1, x2) and K
2
k(x1, x2) are estimated independently by the
stationary phase method ([Borovikov1994]). We conclude that there is a
constant M <∞ such that for |x| → ∞
|Kk(x)| ≤M(1 + k|x|)−1/2.
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Hence, for p > 4
||Kk||Lp(R2) ≤M
(∫
R2
(1 + k|x|)−p/2)dx
)1/p
= Mk−2/p
(∫
R2
(1 + |y|)−p/2)dy
)1/p
= Mpk
−2/p
with some constant Mp <∞. Due to this inequality yields
||uk||L∞(B) ≤Mpk−2/p||g||Lq(B). (4.6)

We note that the estimate (4.6) is valid for p > 4, thus we estimated
the low pass filtered solution by an expansion close to Ck−1/2||g||Lq(B) with
some constant C. To estimate uk by terms of order 1/k we need some other
considerations.
Theorem 4.2.2 Let u ∈ C2(R2) be a solution of the Cauchy problem
(4.3) and 0 ≤ x2 ≤ r, then
||uζk(·, x2)||2L2(−r,r) ≤
r
k2(1− ζ2) ||g||
2
L2([−r,r]×[0,r])
for each 0 < ζ < 1.
Proof The Fourier transform of the solution u can be written in the form
(4.5):
û(ξ1, x2) =
1
κ
x2∫
−∞
sin(κ(x2 − x′2))ĝ(ξ1, x′2)dx′2
with κ =
√
k2 − ξ21 . Thus, for |ξ1| ≤ ζk with 0 < ζ < 1 and |x2| ≤ r
|û(ξ1, x2)|2 ≤ r
k2(1− ζ2)
r∫
0
|ĝ(ξ1, x2)|2dx′2.
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Therefore,
||uζk(·, x2)||2L2(−r,r) =
ζk∫
−ζk
|û(ξ1, x2)|2dξ1
≤ r
k2(1− ζ2)
ζk∫
−ζk
r∫
0
|ĝ(ξ1, x′2)|2dx′2dξ1
≤ r
k2(1− ζ2) ||g||
2
L2([−r,r]×[0,r]).

4.2.2 Nonhomogeneous medium
Now turn to the case (4.2) with a nonconstant refractive index.
Theorem 4.2.3 Let f(x) be a function such that f ∈ C1, f vanishes
outside B, −1 < m < f < +∞, |∂f/∂x2| < M < +∞.
Then for the low pass filtered version of the solution of the Cauchy problem
(4.2) the following estimate holds
||uζ′k(·, x2)||2L2(−r,r) ≤
C(r)
k2ζ ′2
||g||2L2(B)
for every constant 0 < ζ ′ <
√
1 +m.
Proof First we estimate the solution for the case of a piecewise constant as
a function of x2 function f , namely
f(x1, x2) = fi(x1), ih ≤ x2 ≤ (i+ 1)h (4.7)
with some h > 0.
Applying the Fourier transform with respect to x1 to the Cauchy problem
(4.2) we arrive for ih ≤ x2 ≤ (i+ 1)h to
d2û
dx22
(·, x2) + Aiû(·, x2) = ĝ(·, x2), (4.8)
û(ξ1, 0) = 0,
∂û
∂x2
(ξ1, 0) = 0,
with the operator Ai in L2(R2) defined by
(Aiv)(ξ1) = (k
2 − ξ21)v(ξ1) + (2pi)−1/2k2(f̂i ∗ v)(ξ1). (4.9)
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The operator Ai is selfadjoint since f(x) is realvalued. Moreover, by the
Parseval’s relation
(f̂i ∗ v, v)L2(R1) =
∞∫
−∞
(f̂i ∗ v)vdξ1 =
∞∫
−∞
(f̂i ∗ v)v˜dx1
= (2pi)1/2
∞∫
−∞
fi|v˜|2dx1 ≥ (2pi)1/2m(v, v)L2(R1)
with v˜ the inverse Fourier transform. Thus, for the restriction of the operator
Ai to L2(−κ, κ), which will be still denoted by Ai, we have the estimate
(Aiv, v)L2(−κ,κ) ≥ (k2 − κ2 + k2m)(v, v)L2(−κ,κ) (4.10)
with κ =
√
k2 − ξ21 .
Integrating (4.8) over [ih, x2] we obtain
û(·, x2) = cos (Ki(x2 − ih)) û(·, x2) +K−1i sin (Ki(x2 − ih))
∂û
∂ξ1
(·, x2)
+
x2∫
ih
K−1i sin (Ki(x2 − x′2)) ĝ(·, x′2)dx′2
with Ki =
√
Ai. This equation makes sense for the positive definite Ai which
is the case for (k2 − κ2 + k2m) > 0. For |ξ1| < k we put
Ui(ξi) =
 û(ξ1, ih)∂û
∂x2(ξ1, ih)

and from the last equation for the û(·, x2) we obtain
Ui+1 = LiUi +
(i+1)h∫
ih
Ji(x
′
2)ĝ(·, x′2)dx′2, (4.11)
where
Li =
(
cos(Kih) K
−1
i sin(Kih)
−Ki sin(Kih) cos(Kih)
)
,
and
Ji(x
′
2) =
(
K−1i sin (Ki((i+ 1)h− x′2)))
cos (Ki((i+ 1)h− x′2)))
)
.
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Solving the recursion (4.11) yields
Ui = Li−1 . . . L0U0 +
i−1∑
j=0
Li . . . Lj+1
(j+1)h∫
jh
Jj(x
′
2)ĝ(ξ1, x2)dx
′
2.
We note that Li = DiQiD
−1
i with
Qi =
(
cos(Kih) sin(Kih)
− sin(Kih) cos(Kih)
)
and
Di =
(
I 0
0 Ki
)
.
Since U0 = 0 we need to consider only Li . . . Lj+1Jj(x
′
2).
Li . . . Lj+1Jj(x
′
2)
= DiQiD
−1
i Di−1 . . . D
−1
j+2Dj+1Qj+1
(
K−1j sin (Kj((j + 1)h− x′2))
K−1j+1 cos (Kj((j + 1)h− x′2))
)
= DiMij,
where by Mij we denote
Mij = QiD
−1
i Di−1 . . . D
−1
j+2Dj+1Qj+1
(
K−1j sin (Kj((j + 1)h− x′2))
K−1j+1 cos (Kj((j + 1)h− x′2))
)
.
To estimate the euclidean norm || · || of Mij first we mention that
||Qi|| = 1. (4.12)
Next we estimate the norm ||D−1i Di−1||. Since |∂f/∂x2| <∞ and |f | <∞,
||fi − fi+1||L2(R2) ≤ hcf ,
with some constant 0 < cf <∞. Hence the similar estimate holds for ||Ai||
and, consequently,
||KiKi+1|| ≤ 1 + hc1.
Thus, the following estimate holds
||D−1i Di−1|| ≤ 1 + ch (4.13)
with some constant c.
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To estimate terms containing K−1i we remind that
(k2 − κ2 + k2m) > 0
has to be fulfilled. That is k
√
1 +m > κ or
κ = kζ1
√
1 +m
with some 0 < ζ1 < 1. On the other hand, the operators Ai are selfad-
joint, that is for every i Ai has a complete system of eigenfunctions. For a
eigenfunction vi of Ai by use of (4.10) holds
||vi||2 ≥ k2 − κ2 + k2m = k2(1 +m)(1− ζ21 ), (4.14)
which gives estimates for the terms containing K−1i .
Now putting together the estimates (4.12), (4.13) and (4.14) we get the
estimate for ||Mij||:
||Mij|| ≤ (1 + ch)
i−j+1
kζ ′
with ζ ′ =
√
1 +m
√
1− ζ21 .
Thus, we get
Ui = Di
i−1∑
j=0
∫ (j+1)h
jh
Mij(x
′
2)ĝ(jx
′
2)dx
′
2,
which implies for û(ξ, ih)
|û(ξ, ih)| ≤ 1
kζ ′
i−1∑
j=0
(1 + ch)i−j+1
(j+1)h∫
jh
|ĝ(ξ1, x′2)|dx′2
≤ 1
kζ ′
(1 + ch)i+1
ih∫
0
|ĝ(ξ1, x′2)|dx′2
≤ 1
kζ ′
exp((i+ 1)ch)
√
ih
 ih∫
0
|ĝ(ξ1, x′2)|2dx′2
1/2 .
For ih = x2 ≤ r it follows that
|û(ξ1, x2)|2 ≤ r exp(2(r + 1)c)
k2ζ ′2
r∫
0
|ĝ(ξ1, x′2)|dx′2
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and finally for ukζ′(·, x2)
||uζ′k(·, x2)||2L2(−r,r) ≤
r exp(2(r + 1)c)
k2ζ ′2
||g||2L2(B). (4.15)
To treat the general case we mention that the constant c in the estimate
(4.15) does not depend on h (see estimates (4.12, 4.13, 4.14)). Thus, letting
h → 0 we derive the estimate (4.15) for the case with an arbitrary (not
necessarily piecewise constant) function f(x). 
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4.3 Error estimate for the eikonal approxi-
mation
Now we can estimate the error of the eikonal approximation for the case
of the refractive index n(x) = 1 + f(x) with n(x) ∈ C∞(R2), n(x) > 0,
n(x) = 1 for |x| > R for some R > 0. We deal with the plane incident wave
ui(x) = exp(ikx1). In [Vainberg1975] the following theorem is proven.
Theorem 4.3.1 Let supp(1 − n(x)) ⊂ Ω, where Ω be a domain outside
a neighbourhood of the caustic. Assume also that the non trapping condition
(4.1.1) is satisfied. Then for the solution u(x) of the Helmholtz equation
(2.1) with the radiating condition (2.2) yields
u(x) =
1√
J(x)
exp(ikφ(x)) + v(x), (4.16)
where v tends to zero uniformly in x ∈ Ω as k → ∞. Here J(x) is the
geometrical divergence and φ(x) is the eikonal.
Remark 4.3.2 By writing φ(x) we mean following: Take a wave front
x2 = −R˜ with R˜ > R and fix it. Consider the ray γx(s) starting on the wave
front and ending at the point x: γx(sx) = x and calculate the value of the
eikonal over this ray starting on the given wave front by the formula (3.11):
φ(x) =
sx∫
0
√
n(γx(s))ds.
The proof of this theorem is rather complicated and the result does not
give an estimate of the error function v(x) in terms of 1/k. With the help
of the 1/k-estimate (4.15) we can estimate of the function v(x) in terms of
the small parameter 1/k in a domain containing no caustics. Moreover we
do not need the non trapping condition here.
Theorem 4.3.3 In every band B = [−R,R]× [0,∞), R > 0 containing
no caustic, the function v(x) allows the following estimation:
||vζ′k(x)||2L2(−R,R) ≤
C
k2ζ ′2
||∆A(x)||2L2(B), (4.17)
with the amplitude of the eikonal approximation A(x) =
(√
J(x)
)−1
, and
positive constants ζ ′ and C.
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Proof Putting the function v(x) in the Helmholtz equation and using the
eikonal equation (3.2)
|∇φ(x)|2 − n(x) = 0
and the transport equation (3.3)
2∇φ∇A+ A∆φ = 0
we see that v(x) solves the equation
∆v(x) + k2n(x)v(x) = −∆A(x) exp(ikx).
Moreover for the refractive index n(x) under consideration it solves the initial
value problem for this equation with zero initial values. Thus, we can apply
the 1/k-estimate (4.15) for the solution of the initial value problem we get
the desired estimate. 
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Chapter 5
Perturbed refractive index
In many applications the real model can be understood as a ”small”
perturbation of some other model with known parameters (rays, eikonal etc.)
The natural treatment of such models is by using the perturbation methods.
We concern the eikonal perturbation due to the refractive index perturbation.
Perturbation methods are widely used in seismology (see, for example,
[Snieder1992, Farra1989a, Farra1989b, Cerveny1982]), where the computa-
tion of rays, eikonal and other physical attributes for the real structures is
complicated and time consuming.
5.1 Hamiltonian treatment
Following [Farra1987, Farra1999] we present an often used treatment.
We assume that the reference model is characterized by the refractive
index n0(x) and consider perturbation of the model such that the refractive
index is changed to n(x). Then the Hamiltonian is changed from
H0 =
1
2
(p2 − n0)
to
H =
1
2
(p2 − n) = H0 − n− n0
2
.
Following the perturbation theory procedure we identify a small parameter
ε, such that for ε = 0 we deal with the reference problem. Thus, we assume
that the perturbed refractive index is n(x) = n0(x) + εn1(x).
One of the standard results is as follows: For the perturbed eikonal to
the first order in ε yields:
φ(x1,x0) ∼
∫ x1
x0
n0(γ0(s))ds+
ε
2
∫ x1
x0
n1(γ0(s))ds, (5.1)
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where the integrals are taken along the non perturbed ray γ0.
We give a heuristic derivation of (5.1) along the lines of [Farra1999].
We write the perturbed Hamiltonian H in the perturbation series in pow-
ers of ε:
H = H0 + εH1 + ε
2H2 + . . . ,
where obviously H1 = −n1(x)/2 and Hj = 0 for all j ≥ 2.
Denoting by (x0(s),p0(s)) the solution of the Hamiltonian system (3.9)
with the Hamiltonian function H0 and corresponding initial conditions we
present the perturbed solution (x(s),p(s)) of the Hamiltonian system with
the same initial conditions and the perturbed Hamiltonian H in a form
(x(s),p(s)) = (x0(s) + δx(s),p0(s) + δp(s)),
where the perturbation (δx(s), δp(s)) can be expanded in a perturbation
series in powers of ε
δx(s) = εx1(s) + ε
2x2(s) + . . . ,
δp(s) = εp1(s) + ε
2p2(s) + . . . .
(5.2)
We remaind that in terms of the solution of the Hamiltonian equation (x,p)
the eikonal is obtained by
φ(x1,x0) =
∫ x1
x0
p · x˙ds, (5.3)
where the integration is taken over the ray connecting points x0 and x1.
Using the perturbation series (5.2) we can write to the first order in ε
p · x˙ = p0 · x˙0 + ε(p0 · x˙1 + p1 · x˙0). (5.4)
Now putting together (5.3) and (5.4) we get the expression for the eikonal to
the first order in ε
φ(x1,x0) = φ0(x1,x0)−
∫ x1
x0
εH1ds,
where H1 is computed at (x0,p0), i.e., over the non perturbed ray. That is,
to the first order the perturbed eikonal has the approximation [Farra1999]:
φ(x1,x0) =
∫ x1
x0
n0(γ0(s))ds+
ε
2
∫ x1
x0
n1(γ0(s))ds,
where the integrals are taken along the non perturbed ray γ0.
The formula (5.1) is well-known and widely used is numerical computa-
tions. However the derivation involves many unproved conclusions. To our
knowledge it was never rigorously proved. We are going to give such a proof
of it in the next section.
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5.2 Perturbation of the eikonal function
Let us consider a perturbed medium characterized by the refractive index
n and let n0 be the refractive index of the reference medium, n−n0 its small
perturbation. The corresponding eikonal functions fulfill the equations
|∇φ0|2 = n0,
and
|∇φ|2 = n.
We assume that for the eikonal functions the same initial data is given on the
wave front (same for both eikonals) Γ with a smooth curve Γ ∈ C1 outside
Ω. Since on the wave front the initial data is some constant we can assume
without loss of generality that φ|Γ = φ0|Γ = 0. Writing φ(x) we mean the
value of the eikonal calculated by
φ(x) =
sx∫
0
√
n(γx(s))ds,
where the ray γx of the perturbed medium starts on the wave front Γ and
ends at the point x: γx(sx) = x (and analogously for φ0(x)).
Our goal is to give a formal proof of the formula (5.1). To do it we need
the implicit function theorem.
Lemma 5.2.1 (The implicit function theorem) Let Ψ : U1 → U2 be
a Fre´chet differentiable map acting between two Banach spaces. Suppose that
for some f0 ∈ U1 the Fre´chet differential Ψ′ is invertible. Then there are
neighbourhoods U˜1 of f0 and U˜2 of g0 = Ψf0, such that Ψ is one-to-one map-
ping between U˜1 onto U˜2 and the inverse map Ψ
−1 is Fre´chet differentiable
in U˜2. Moreover, the differential Ψ
′(f) is invertible for all f ∈ U˜1 and for
the family of inverses holds:
(Ψ′(f))−1 = (Ψ−1)′(g), g = Ψ(f).
Proof See [Hamilton1982].
Now we are ready to proof the following theorem.
Theorem 5.2.2 Consider Ω ⊂⊂ R2 and let the functions n0(x), n(x) ∈
C1(Ω) satisfy
(i) n0(x) > ρ > 0 ∀x ∈ Ω
(ii) ε = ||n(x)− n0(x)||C1(Ω) is small.
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Then for the perturbed eikonal function we have:
φ(x) = φ0(x) +
1
2
∫
γ0
(n− n0)(γ0(s))ds+O(ε2), (5.5)
where the integral is taken along the non perturbed ray γ0 which comes to x
and the functions φ0, φ ∈ C2(Ω) are defined above.
Proof Consider the space H = {φ ∈ C2(Ω) : φ|Γ = 0} and the operator
Ψ : H → C1(Ω)
Ψ(φ) = |∇φ|2.
Because of
|∇(φ+ h)|2 = (∇φ,∇φ) + 2(∇φ,∇h) + (∇h,∇h), (5.6)
where (·, ·) is the euclidian scalar product, the operator Ψ is Fre´chet differ-
entiable and
Ψ′(φ)h = 2(∇φ,∇h).
To apply the implicit function theorem for Ψ at some φ0 we have to show
that Ψ′(φ0) is invertible. We remark that for |∇φ0| > √ρ > 0
(∇φ0,∇h) = |∇φ0|∇∇φ0h,
where ∇∇φ0h is the directional derivative of h in the direction ∇φ0/|∇φ0|.
Thus, the inverse (Ψ′(φ0))−1 is
(Ψ′(φ0))−1(g) =
1
2
∫
γ0
g(γ0(s))ds,
where the integral is taken along the characteristic γ0 corresponding to n0 =
|∇φ0|2 (see, e.g.,[Arnold1989]).
Hence, Ψ′(φ0) is invertible and by the implicit function theorem, Ψ is
invertible in a neigbourhood of
Ψ(φ0) = n0
and the inverse Φ = Ψ−1 is Fre´chet differentiable. The operator Φ : C1(Ω)→
H is the solution operator of
|∇φ|2 = n, φ|Γ = 0, (5.7)
i.e., φ = Φ(n).
5.2. PERTURBATION OF THE EIKONAL FUNCTION 67
Remark 5.2.3 The problem (5.7) is uniquely solvable up to the sign of
the solution (see Section 3.4). Let us take a solution φ0 corresponding to n0
and fix it. By the implicit function theorem there are neighbourhoods of n0
and φ0 such that the operator Ψ is one-to-one mapping and our following
results are true. The same considerations hold for the other solution of the
problem (5.7) corresponding to n0.
Since the operator Φ is Fre´chet differentiable, then for a small enough
ε = ||n− n0||C1(Ω) we have for the solution φ of |∇φ|2 = n, φ|Γ = 0
Φ(n) = Φ(n0) + Φ
′(n0)(n− n0) + o(ε). (5.8)
To get the better error estimate in the (5.8) we note that by (5.6) the
operator Ψ is even twice Fre´chet differentiable. It means that for the small
enough ε1 = ||φ− φ1||C2(Ω) holds:
Ψ(φ) = Ψ(φ1) + Ψ
′(φ1)(φ− φ1) +O(ε21). (5.9)
Now take
φ1 = Φ
′(n0)(n− n0).
Since the differential is a bounded linear operator, φ1 = O(ε). Thus, for
φ = φ0 + φ1 the expression (5.9) is:
Ψ(φ0 + φ1) = Ψ(φ0) + Ψ
′(φ0)φ1 +O(ε2),
or in the other terms:
Ψ(φ0 + φ1) = n0 + (n− n0)− n2,
where n2 = O(ε
2) and we used the relation Ψ′(φ0) = (Φ′(n0))−1.
Thus,
n = Ψ(φ0 + φ1) + n2.
For a small enough ε, |∇(φ0 + φ1)| > √ρ1 > 0. Therefore we conclude
from the implicit function theorem that the operator Ψ is invertible in the
neigbourhood of Ψ(φ0 + φ1). Applying the inverse operator Φ to the last
equation we get:
Φ(n) = Φ(Ψ(φ0 + φ1) + n2) = (φ0 + φ1) + Φ
′(Ψ(φ0 + φ1))(n2) +O(ε2).
Again, since the Fre´chet differential is a bounded linear operator, Φ′(Ψ(φ))(n2) =
O(ε2). Hence we have:
Φ(n) = φ0 + φ1 +O(ε
2),
where
φ1 = Φ
′(n0)(n− n0) = 1
2
∫
γ0
(n− n0)(γ0(s))ds
and integral is taken along the characteristic γ0 corresponding to n0. 
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Chapter 6
Ultrasound tomography
In ultrasound tomography the aim is to reconstruct an image, a cross
section of the object, from the data obtained when the ultrasound passes
through the object. The measured pulses will be changed due to the prop-
erties of the media such as refractive index.
In contrast to the direct scattering problem described in the section 2.2.1,
where the refractive index is known and the task is to determine the scattered
field, here we know scattered field and want to recover the refractive index.
For this reason this problem is called inverse scattering problem.
6.1 The inverse scattering problem
As we already mentioned above in the inverse scattering problem the
refractive index n(x) with supp(1 − n) ⊂ Ω = B(R) is unknown. We want
to get information about it (see Figure 6.1) by probing the object with plane
incident waves ui = exp(ikθx), θ = (cos θ, sin θ) and measuring over Γ
+ the
resulting wave field gθ = u for different directions θ.
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Figure 6.1: Basic geometry: θ = (cos θ, sin θ) is the direction of the incident
plane wave.
Here the measured scattered wave field satisfies the Helmholtz equation
(2.1)
∆u+ k2nu = 0
and u = ui + us with the scattered term us, which satisfies the radiation
condition (2.2)
lim
r→∞
√
r
(
∂us
∂r
− ikus
)
= 0.
Assume that the scattered wave field is known at a fixed k for all incident
directions. Our task is to reconstruct n from these data.
Uniqueness for the inverse scattering problem was stated by Nachman
[Nachman1988] in the following way.
For a bounded domain Ω ⊂ R2 with the smooth boundary ∂Ω we consider
the Dirichlet problem
∆u+ k2nu = 0 in Ω,
u|∂Ω = g. (6.1)
Remark 6.1.1 In general the problem (6.1) is not uniquely solvable. For
example consider n(x) = 1 for all x ∈ R2, Ω = B(1) and g = 0.Let k be
a zero of a Bessel function Jq. Then the functions u1 = 0 and u2(r, ϕ) =
Jq(kr) exp(iqϕ) are the solutions of the problem (6.1). It means that for some
cases the Dirichlet problem has eigenvalues. To avoid the nonuniqueness we
assume that in our case the problem (6.1) is uniquely solvable.
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For a function g ∈ H1/2(∂Ω) let us consider the solution u of the Dirichlet
problem (6.1). We define the Dirichlet to Neumann map Λn by
Λn(g) =
∂u
∂ν
∣∣∣∣
∂Ω
,
where ν denotes the external normal to ∂Ω.
The inverse scattering problem is to determine the refractive index n
knowing Λn.
Theorem 6.1.2 (Nachman) Let n ∈ Lpρ(R2) (1 < p < 2, ρ > 1) be a
function of the form n = (∆h)/h with h ∈ L∞(R2) and h(x) > c0 > 0. Then
Λn1 = Λn2 yields n1 = n2.
Proof The idea of the Nachman’s proof [Nachman1988] is follows. He de-
fines the family of exponentially growing solutions u(x, ω) of the Helmholtz
equation and introduces the scattering transform
T (w) =
∫
R2
exp(−iwz)u(x, w)n(x) exp(i(wz + wz))dx,
where w ∈ C\{0} and for x = (x1, x2) z = x1+ix2. He shows that for n of the
form n = (∆h)/h the scattering transform T (w) exists. Then he applies the
so-called ∂-method, introduced by Beals and Coifman [Beals1986], to recover
n from T (w) known for all w ∈ C \ {0}. The more detailed discussions on
the ∂-method can be found in [Novikov1987].
Remark 6.1.3 In contrast to the Theorem 6.1.2 for a general n ∈ L∞(Ω)
the uniqueness in the two-dimensional case is not proven.
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6.2 Reconstruction methods for a constant
background
This section is devoted to numerical methods for the reconstruction of
the refractive index.
Let us consider the refraction index of a form
n(x) = 1 + f(x), (6.2)
where we assume that
supp(f) ⊂ Ω ⊂⊂ R2.
Without loss of generality we assume that Ω = B(R) for some R.
In this case the problem is to reconstruct the potential f(x) from the
data gθ given on Γ
+ (see Figure 6.1). In the real applications the available
data is known only for a finite sequence of θj, j = 1, ..., N , i.e., only for the
finite number of the incident plane waves uji .
Over the years algorithms to solve the inverse scuttering problem were
proposed, below we briefly describe some main ideas behind these algorithms
The first group has its origin in the Born and Rytov approximations
[Devaney, Kak1988].
The Born approximation is based on the Lippmann-Schwinger equation
(2.2.3), which in this case is
u(x) = ui(x) + k
2
∫
Ω
f(y)u(y)G(x,y)dy.
Assuming that the scattered field is small compared to the incident we replace
u(y) on right-hand side by ui(y). Now putting the known data gθ to the left-
hand side we get the linear equation for f(x):
gθ(x) ' ui(x) + k2
∫
Ω
f(y)ui(y)G(x,y)dy.
The solution of this linear problem can be found for example by use of the
least square method (see, e.g.,[Wu¨bbeling1994]).
The Born approximation is based on the assumption that the scattered
field is much smaller than incident. For the case of scattering on a homoge-
neous disk this condition can be expressed in terms of the diameter of the
disk d, refractive index of the disk f and k as [Kak1988]:
dfk < pi. (6.3)
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In the Rytov approximation the total field is represented in a form
u(x) = exp(ϕ(x)), (6.4)
with the complex total phase ϕ(x) = ϕi(x)+ϕs(x), where ui(x) = exp(ϕi(x)).
The assumption in the Rytov approximation is that the scattered phase ϕs
changes slowly over one wavelength. Inserting (6.4) into the Helmholtz equa-
tion and doing some trivial algebraic computations we get the approximation
for the complex phase of the scattered field
ϕs(x) ' 1
ui(x)
∫
R2
ui(y)f(y)G(x,y)d(y).
Again we get a linear equation for f(x).
The Rytov approximation is valid under less restrictive assumptions than
the Born approximation. It is valid when the phase change over a single
wavelength is small (see, e.g., [Kak1988]):(∇ϕs
k
)
< f.
The Born and Rytov approximations produce the same result in the case
when both are valid (see [Kak1988]).
The case where k is large is a challenge. But some methods to deal
with this case were developed. Most of them are based on the propagation-
backpropagation (PBP) algorithm proposed by Natterer and Wu¨bbelling
[Natterer1995] and adopted in [Natterer2004].
The PBP method is iterative in the nature. It defines f from the knowl-
edge of vθ = (gθ−uji )/uji , which is the scattered field us scaled by the incident
uji .
We describe the PBP algorithm after [Natterer1995]. Consider a square
Qj represented together with its boundaries Γj,Γ
−
j and Γ
+
j on the Figure 6.2.
Let Rj be a so-called propagation operator, defined by
Rj : L
2(Qj)→ L2(Γ+j )
f 7→ vθj |Γ+j
(6.5)
∆vθj + 2ikΘ∇vθj + k2fvθj = −k2f
vθj = gθj on Γ
−
j ∪ Γ+j
∂
∂ν
vθj =
∂
∂ν
gθj on Γ
−
j ,
(6.6)
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Figure 6.2: the basic geometry of the PBP method.
where ν is the interior normal to ∂Qj. Thus, with gj = gθj |Γ+j we have
Rj(f) = gj j = 0, ..., N − 1. (6.7)
This nonlinear system is solved by iterations. Taking the initial guess f 0 the
approximation f p+1 is given by f p+1 = f p − ωdp, where ω is a relaxation
factor and dp is an approximation to the minimal norm solution of
Rj(d
p + f p) = gj, j = p mod N.
The approximation dp is obtained from the linearization of (6.7).The resulting
iteration step is follows
f p+1 = f p − ωR′j(f p)∗(gj −Rj(f p)), j = p mod N.
Here the back-propagator R′j(f)
∗ is defined by
R′j(f)
∗ : L2(Γ+j )→ L2(Qj)
gj 7→ k2(1 + vθj)z (6.8)
∆z + 2ikθj∇z + k2fz = 0 in Qj
z = 0 on Γ−j ∪ Γj
∂z
∂ν
= gj on Γ
−
j .
(6.9)
The PBP method was adopted in [Caponnetto1998] for the geometrical-
optics approximation. Author proposed an PBP algorithm analogous to
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presented above to reconstruct the potential f from the knowledge of the
eikonal φj over a line perpendicular to the direction of the incident plane
wave propagation.
In the next section we propose a new reconstruction algorithm for the case
when k is large of a different nature. It is based directly on the geometrical-
optics approximation.
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6.3 Reconstruction of the perturbation of re-
fractive index
This section is devoted to a new reconstruction algorithm based on the
geometrical-optics approximation.
We mention first that in the medical applications a typical biological
material is inhomogeneous, but, by excluding fat, the variations of of sound
velocity are so small (e.g., 0.11%, see [Angelsen2000]) that they can safely
be ignored. However, in the presence of inclusions (for example, tumors) the
biological material is inhomogeneous enough to scatter ultrasound.
Thus, it is natural to consider the inverse scattering problem where the
medium examination is a small perturbation of a known background.
Let the refractive index n0(x) be a known function. The task is to recon-
struct the perturbed refractive index n = n0 + n1 from the knowledge of the
wave fields u0 and u, corresponding to these refractive indexes.
On the more formal level formulation of the problem is follows. Consider
the Helmholtz equation
∆u0(x) + k
2n0(x)u0(x) = 0 (6.10)
together with the perturbed one
∆u(x) + k2n(x)u(x) = 0, (6.11)
where the scattered parts of the solutions u and u0 satisfy the radiating
condition (2.2) with the incident field ui(x) = exp(ikθx) in both cases. Let
n(x) = n0(x) = const for x ∈ R2 \Ω, where Ω ⊂⊂ R2. Assume that we have
measured fields u and u0 for the sufficiently many incident waves ui and the
refractive index n0 is known. The task is to reconstruct n from these data.
A natural reconstruction idea based on the eikonal approximation was
proposed by Palamodov [Palamodov1996].
Theorem 6.3.1 Let the non-trapping condition (4.1.1) be satisfied. De-
note n0(x) − n(x) = h(x)/k. Let Ω ⊂ D, where the domain D contains no
caustic. Then the solution of the perturbed Helmholtz equation (6.11) admits
the following expansion in D
u(x) =
1
J(x)
exp(i[kφ(x)−
s0∫
0
h(γ0(s))ds]) + v(x, k), (6.12)
where γ0 is the ray corresponding to n0, which comes to x: γ0(s0) = x and
v(x, k) = O(k−1)(||n0||1+ε + ||n0 − n||1+ε)
for an arbitrary ε > 0.
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This theorem gives a reconstruction algorithm supposing that there is no
caustic in the domain of interest. From the measured data gθ we can recover
the factor exp(−i ∫ s0
0
h(γ0(s))ds), where the integral is taken over a ray cor-
responding to the non perturbed refractive index. Assuming that the noise
is low we get the approximation of the values of the integral
∫ s0
0
h(γ0(s))ds
up to 2mpi, where m is a integer. Thus, the inverse scattering problem is
reduced to the problem of reconstruction the function f from integrals over
rays.
The theorem is not proven by now. We have proven some estimates on
the error function v (see Sections 4.2 and 5.2), which are listed below.
Consider the refractive index of a form n(x) = 1+f(x), where we assume
that f ∈ C1,|f(x)| < 1,|∇f | < M < ∞, supp(f) ⊂ Ω ⊂⊂ R2 and Ω ⊂ D,
where the domain D contains no caustic. Denote ε = ||f ||Ω.
For the solution of the Helmholtz equation (2.1) with the radiating con-
dition (2.2) we have
u(x) =
1√
J(x)
exp(ikφ(x)) + v(x),
where v allows the estimate for B ∩ D with B = [−R,R] × [0,∞), R > 0
(4.15)
||vζ′k(x)||2L2(−R,R) ≤
C
k2ζ ′2
||∆
(√
J(x)
)−1
||2L2(B), (6.13)
with positive constants ζ ′ and C.
Moreover we have proven (5.5) that
φ(x) = φ0(x)− 1
2
∫
γ0
f(γ0(s))ds+O(ε
2), (6.14)
where φ0 is the non perturbed eikonal and integral is taken over the non
perturbed ray γ0 coming to x.
In the case of the constant background φ0 = xθ where θ is the direction
of the incident plane wave. The rays are straight lines, thus, the integral of
f is taken over the straight line parallel to θ and passing through x.
Since the rays of the non-perturbed medium are straight lines we get the
expansion for the Radon transform of the perturbation f :∫ 0
−∞
fds ' 1
ik
log
gθ
|gθ| − xθ. (6.15)
That is, one can recover the perturbation f from the measurement of the
wave field u, since the Radon transform is invertible. In the next section we
give some reconstruction examples.
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6.4 Numerical examples
To test the algorithm presented in the previous section we use examples,
which allow the analytical solution of the direct scattering problem. That
is we consider the scattering on a homogeneous disk and on two concentric
disks.
First we attempt the scattering on the homogeneous disk of radius R = 1
(which corresponds to R = 64 measured in the lattice points), with the
refractive index n(x) = 1.01 inside, in a homogeneous medium with n(x) = 1
outside the disk. We compare the results with different values of the wave
number k: k = 25 (Figures 6.3, 6.4, 6.5), k = 100 (Figures 6.6, 6.7, 6.8) and
k = 200 (Figures 6.9, 6.10, 6.11). The imaginary part of the approximation
(6.15) is very small (nearly zero). For this reason we do not show it every
time. We see that with increasing of k the reconstruction becomes better.
We remind that the case of big values of k can not be treated by the Born
approximation, because the condition (6.3) is not satisfied.
Further we fix k = 200 and change the refractive index of the disk: n(x) =
1.05 (Figures 6.12, 6.13, 6.14) and n(x) = 1.1 (Figures 6.15, 6.16, 6.17). The
refractive index n = 1.01 is presented already (see Figures 6.9, 6.10, 6.11).
The disk radius remains R = 1 (R = 64 in the terms of lattice points). Again
we show the imaginary part only for the approximation (6.15). In this case
the increasing of the refractive index makes the reconstruction worse.
The last example is the scattering on two concentric disks. We consider
disks of radii R1 = 1 and R2 = 0.5 (which corresponds in terms of lattice
points to 64 and 32 respectively). The value of the refractive index n(x)
is 1.1 inside the inner disk, 1.01 inside the ring between two circles and 1
outside the outer disk. We compare two different wave numbers k = 150 and
k = 100. Again we see that the reconstruction for k = 150 (Figures 6.21,
6.22, 6.23) is better than it is for k = 100 (Figures 6.18, 6.19, 6.20).
We use in each case 180 projections, i.e., 180 incident waves with equal
spacing between direction angles.
The increasing of the reconstruction quality with the increasing of k and
its decreasing when the refractive index grows are reasoned by the estimates
(6.13, 6.14).
Note, that all pictures on the same page have identical colourbars, the
latter however can change from page to page.
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Figure 6.3: k = 25, f(x) = 0.01. Left: the real (black) and imaginary (blue)
part of the approximation (6.15), right: the real part of (6.15) (black) and
the exact radon transform (blue).
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Figure 6.4: k = 25, f(x) = 0.01. Left: the reconstruction of the function
f(x) (real part), right: the exact function
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Figure 6.5: k = 25, f(x) = 0.01. Left: the cross-section of the reconstruction
6.4 (green) and the cross-section of the exact function for the horizontal 128
(the center of the disk), right: the cross-section of the reconstruction (green)
and the cross-section of the exact function for the horizontal 170.
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Figure 6.6: k = 100, f(x) = 0.01. Left: the real (black) and imaginary (blue)
part of the approximation (6.15), right: the real part of (6.15) (black) and
the exact radon transform (blue).
50 100 150 200 250
50
100
150
200
250
0
2
4
6
8
10
12
14
x 10−3
0 50 100 150 200 250
0
50
100
150
200
250
0
2
4
6
8
10
12
14
x 10−3
Figure 6.7: k = 100, f(x) = 0.01. Left: the reconstruction of the function
f(x) (real part), right: the exact function
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Figure 6.8: k = 100, f(x) = 0.01. Left: the cross-section of the reconstruc-
tion 6.7 (green) and the cross-section of the exact function for the horizontal
128 (the center of the disk), right: the cross-section of the reconstruction
(green) and the cross-section of the exact function for the horizontal 170.
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Figure 6.9: k = 200, f(x) = 0.01. Left: the real (black) and imaginary (blue)
part of the approximation (6.15), right: the real part of (6.15) (black) and
the exact radon transform (blue).
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Figure 6.10: k = 200, f(x) = 0.01. Left: the reconstruction of the function
f(x) (real part), right: the exact function
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Figure 6.11: k = 200, f(x) = 0.01. Left: the cross-section of the reconstruc-
tion 6.10 (green) and the cross-section of the exact function for the horizon-
tal 128 (the center of the disk), right: the cross-section of the reconstruction
(green) and the cross-section of the exact function for the horizontal 170.
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Figure 6.12: k = 200, f(x) = 0.05. Left: the real (black) and imaginary
(blue) part of the approximation (6.15), right: the real part of (6.15) (black)
and the exact radon transform (blue).
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Figure 6.13: k = 200, f(x) = 0.05. Left: the reconstruction of the function
f(x) (real part), right: the exact function
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Figure 6.14: k = 200, f(x) = 0.05. Left: the cross-section of the reconstruc-
tion 6.13 (green) and the cross-section of the exact function for the horizon-
tal 128 (the center of the disk), right: the cross-section of the reconstruction
(green) and the cross-section of the exact function for the horizontal 170.
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Figure 6.15: k = 200, f(x) = 0.1. Left: the real (black) and imaginary (blue)
part of the approximation (6.15), right: the real part of (6.15) (black) and
the exact radon transform (blue).
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Figure 6.16: k = 200, f(x) = 0.1. Left: the reconstruction of the function
f(x) (real part), right: the exact function
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Figure 6.17: k = 200, f(x) = 0.1. Left: the cross-section of the reconstruc-
tion 6.16 (green) and the cross-section of the exact function for the horizon-
tal 128 (the center of the disk), right: the cross-section of the reconstruction
(green) and the cross-section of the exact function for the horizontal 170.
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Figure 6.18: k = 100, f1(x) = 0.01, f2(x) = 0.1. Left: the real (black) and
imaginary (blue) part of the approximation (6.15), right: the real part of
(6.15) (black) and the exact radon transform (blue).
50 100 150 200 250
50
100
150
200
250 0
0.05
0.1
0.15
0.2
50 100 150 200 250
50
100
150
200
250 0
0.05
0.1
0.15
0.2
Figure 6.19: k = 100, f1(x) = 0.01, f2(x) = 0.1. Left: the reconstruction of
the function f(x) (real part), right: the exact function
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Figure 6.20: k = 100, f1(x) = 0.01, f2(x) = 0.1. Left: the cross-section of
the reconstruction 6.19 (green) and the cross-section of the exact function
for the horizontal 128 (the center of the disk), right: the cross-section of
the reconstruction (green) and the cross-section of the exact function for the
horizontal 140.
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Figure 6.21: k = 150, f1(x) = 0.01, f2(x) = 0.1. Left: the real (black) and
imaginary (blue) part of the approximation (6.15), right: the real part of
(6.15) (black) and the exact radon transform (blue).
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Figure 6.22: k = 150, f1(x) = 0.01, f2(x) = 0.1. Left: the reconstruction of
the function f(x) (real part), right: the exact function
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Figure 6.23: k = 150, f1(x) = 0.01, f2(x) = 0.1. Left: the cross-section of
the reconstruction 6.22 (green) and the cross-section of the exact function
for the horizontal 128 (the center of the disk), right: the cross-section of
the reconstruction (green) and the cross-section of the exact function for the
horizontal 140. Note that the maximum grid values are different for these
two graphs.
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