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PSEUDODIFFERENTIAL ANALYSIS ON DOMAINS WITH BOUNDARY
DARIUSH EHSANI
ABSTRACT. We study properties of pseudodifferential operators which arise in
their use in boundary value problems. Smooth domains as well as domains of
intersections of smooth domains are considered.
1. INTRODUCTION
We develop here properties of pseudodifferential operators when acting on dis-
tributions supported on domains with boundary, as well as when acting on distri-
butions supported on the boundary of a domain. We also look at the restrictions
of pseudodifferential operators to the boundaries of domains.
The analysis presented here arises naturally in the study of boundary value
problems and the aim here is to provide the groundwork for such applications as
in [2] and [3]. The calculations should be valuable in any general use of pseudodif-
ferential operators within the context of boundary value problems. Of particular
importance are the estimates which can be obtained when considered pseudodif-
ferential operators which arise in connection with Poisson and Green’s operators.
The case of (transversal) intersections of domains is also considered, with the
main results relating to extending estimates obtained in the case of smooth do-
mains via weighted estimates.
Due to the local nature of pseudodifferential operators we can (in a neighbor-
hood of a boundary point) assume coordinates (x, ρ) ∈ Rn+1 for ρ < 0 and thus
reduce the study to the case of operators acting on distributions supported in the
lower-half plane or distributions supported in Rn. In the case of intersections,
the coordinates will be chosen so that near a point on the intersection of several
boundaries, the domain looks like the intersection of several lower-half planes.
2. ANALYSIS ON THE LOWER HALF-SPACE
In this section we develop some of the properties of pseudodifferential oper-
ators on half-spaces. Of particular importance for the reduction to the boundary
techniques are the boundary values of pseudodifferential operators on half-spaces,
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pseudodifferential operators acting on distributions supported on the boundary,
as well as pseudodifferential operators on the boundary itself.
We first fix some notation to be used throughout this paper. We use coordi-
nates (x, ρ) on Rn+1 with x = (x1, . . . , xn) ∈ R
n. The full Fourier Transform of a
function, f (x, ρ), will be written
f̂ (ξ, η) =
1
(2pi)n+1
∫
f (x, ρ)eixξeiρdxdρ
where ξ = (ξ1, . . . , ξn). For f defined on a subset of R
n+1 we define its Fourier
Transform as the transform of the function extended by zero to all of Rn+1. Thus,
for instance for f defined on {(x, ρ) ∈ Rn+1 : ρ < 0}, we write
f̂ (ξ, η) =
1
(2pi)n+1
∫ 0
−∞
∫
Rn
f (x, ρ)eixξeiρdxdρ.
A partial Fourier Transform in the x variables will be denoted by
f˜ (ξ, ρ) =
1
(2pi)n
∫
Rn
f (x, ρ)eixξdx.
We define the half-space Hn+1− := {(x, ρ) ∈ R
n+1 : ρ < 0}. The space of
distributions, E ′(H
n+1
− ) is defined as the distributions in E
′(Rn+1) with support
in H
n+1
− . The topology of E
′(H
n+1
− ) is inherited from that of E
′(Rn+1). We endow
C∞(Rn+1) with the topology defined in terms of the semi-norms
pl,K(φ) = max
(x,ρ)∈K⊂⊂Rm+1
∑
|α|≤l
|∂αφ(x, ρ)|.
A regularizing operator, Ψ−∞(Rn+1), is a continuous linear map
(2.1) Ψ−∞ : E ′(Rn+1)→ C∞(Rn+1).
Continuity of (2.1) can be shown, for instance, by proving the continuity on the
restriction to eachWs(K) for K ⊂⊂ Rn+1 so that continuity is read from estimates
of the form
max
(x,ρ)∈K
K⊂⊂Rn+1
ρ≥0
∑
|α|≤l
|∂αΨ−∞φ(x, ρ)| . ‖φ‖Ws(K)
for each l ≥ 0 and s ≥ 0.
In working with pseudodifferential operators on half-spaces, with coordinates
(x1, . . . , xn, ρ), ρ < 0, we will have the need to show that by multiplying symbols
of inverses of elliptic operators with smooth cutoffs with compact support, which
are functions of transform variables corresponding to tangential coordinates, we
produce operators which are smoothing.
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Lemma 2.1. Let A ∈ Ψk(Rn+1) for k ≤ −1 be such that the symbol, σ(A)(x, ρ, ξ, η),
is meromorphic (in η) with poles at
η = q1(x, ρ, ξ), . . . , qk(x, ρ, ξ)
with qi(x, ρ, ξ) themselves symbols of pseudodifferential operators of order 1 (restricted to
η = 0) such that for each ρ, Resη=qiσ(A) ∈ S
k+1(Rn) with symbol estimates uniform in
the ρ parameter.
Let Aχ denote the operator with symbol
χ(ξ)σ(A),
where χ(ξ) ∈ C∞0 (R
n). Then Aχ is regularizing on distributions supported on the bound-
ary:
Aχ : E
′(Rn)× δ(ρ)→ C∞(H
n+1
− ).
Proof. Without loss of generality we suppose φb(x) ∈ L
2
c (R
n), and let φ = φb ×
δ(ρ). We estimate derivatives of Aχ(φ). We let a(x, ρ, ξ, η) denote the symbol of A,
and aχ(x, ρ, ξ, η) that of Aχ.
We assume without loss of generality that A is the inverse to an elliptic operator
with non-vanishing symbol. The general case is handled in the same manner by
using a cutoff χ as above which vanishes at the zeros of the symbol (of the elliptic
operator to which A is an inverse).
We first note that derivatives with respect to the x variables pose no difficulty
due to the χ term in the symbol of Aχ: from
Aχφ =
1
(2pi)n+1
∫
aχ(x, ρ, ξ, η)φ̂(ξ, η)e
ixξeiρηdξdη
=
1
(2pi)n+1
∫
aχ(x, ρ, ξ, η)φ˜b(ξ)e
ixξeiρηdξdη,
we calculate
|∂αxAχφ| .
∫
|∂α1x aχ(x, ρ, ξ, η)||ξ|
|α2|
∣∣φ˜b(ξ)∣∣ dξdη
. ‖φb‖L2
(∫
|ξ||2α2|χ2(ξ)|∂α1x a(x, ρ, ξ, η)|
2dξdη
)1/2
. ‖φb‖L2
(∫
|ξ||2α2|χ2(ξ)
1
(1+ ξ2 + η2)k
dξdη
)1/2
. ‖φb‖L2
(∫
|ξ||2α2|χ2(ξ)dξ
)1/2
. ‖φb‖L2 ,
where α1 + α2 = α. For any mixed derivative ∂
α
x∂
β
ρ , the x derivatives can be han-
dled in the manner above and so we turn to derivatives of the type ∂
β
ρAχφ.
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We use the residue calculus to integrate over the η variable in
Aχφ =
1
(2pi)n+1
∫
aχ(x, ρ, ξ, η)φ˜b(ξ)e
ixξeiρηdξdη.
For ρ < 0, we integrate over a contour in the lower-half plane and analyze a typical
term resulting from a simple pole at η = q−(x, ρ, ξ) of aχ(x, ρ, ξ, η). Let
aq−(x, ρ, ξ) = iResη=q−aχ(x, ρ, ξ, η)
and
A
q−
χ φ =
1
(2pi)n
∫
aq−(x, ρ, ξ)φ˜b(ξ)e
ixξeiρq−dξ.
Note that the factor of χ(ξ) is contained in aq− . We can now estimate ∂
β
ρA
q−
χ φ by
differentiating under the integral. For ρ < 0 we have the estimates∣∣∣∂βρAq−χ φ∣∣∣ . ∫ |∂β1ρ aq−(x, ρ, ξ)||q−||β2||∂β3ρ q−| ∣∣φ˜b(ξ)∣∣ dξ
. ‖φb‖L1 ,
where β1 + β2 + β3 = β. The integral over ξ converges due to the factor of χ(ξ)
contained in aq− .
As poles of other orders are handled similarly, we conclude the proof of the
lemma. 
For example, if A is a finite sum of the first terms of the expansion of the inverse
to an elliptic operator of order k ≥ 1, then A satisfies the hypothesis of Lemma 2.1.
In this case we would also have that the poles qi(x, ρ, ξ) are elliptic (uniformly
in the ρ parameter). For such operators, without the assumption of the cutoff
function χ(ξ) in the symbol of Aχ we can still prove
Theorem 2.2. Let g ∈ D(Rn+1) of the form g(x, ρ) = gb(x)δ(ρ) for gb ∈ W
s(Rn) .
Let A ∈ Ψk(Rn+1), k ≤ −1 be as in Lemma 2.1 with the additional assumption that the
imaginary parts of the poles, qi(x, ρ, ξ) are elliptic operators (restricted to η = 0). Then
for all s ≥ 0
‖Ag‖
Wsloc(H
n+1
− )
. ‖gb‖Ws+k+1/2(Rn).
Proof. We follow and use the notation of the proof of Lemma 2.1, and analyze a
typical term resulting from a simple pole at η = q−(x, ρ, ξ) of a(x, ρ, ξ, η). With
aq−(x, ρ, ξ) = iResη=q−a(x, ρ, ξ, η)
and
Aq−g =
1
(2pi)n
∫
aq−(x, ρ, ξ)g˜b(ξ)e
ixξeiρq−dξ,
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we estimate ∂αx∂
β
ρA
q−g by differentiating under the integral for the case s ≥ 0. For
ρ < 0 we have the estimates∣∣∣∂αx∂βρAq−g∣∣∣2 .∫
|∂α1x ∂
β1
ρ aq−(x, ρ, ξ)|
2|∂α2x q−|
2|β2||∂α3x ∂
β3
ρ q−|
2|ξ|2|α4| |g˜b(ξ)|
2 e2ρ|Im q− |dξ,
where β1 + β2 + β3 = β and α1 + · · · α4 = α and |α|+ β = s.
From the assumption that Im q− is a symbol of an elliptic operator, we have the
property
1
|Im q−|
∼
1
|ξ|
.
Thus, when we integrate over ρ we get a factor on the order of 1
|ξ|
which lowers
the order of the norm in the tangential directions by 1/2:∥∥∥∂αx∂βρAq−g∥∥∥2
L2loc
.
∫
|1+ ξ2|k+1|ξ|2|β2||ξ|2|β3||ξ|2|α4| |g˜b(ξ)|
2 1
1+ |ξ|
dξ
.
∫
|1+ ξ2|k+1/2+β2+β3+|α4| |g˜b(ξ)|
2 dξ
.
∫
|1+ ξ2|k+1/2+s |g˜b(ξ)|
2 dξ
. ‖gb‖
2
Ws+k+1/2(Rn)
.
Note that we use the term 1+ |ξ| in the denominator to avoid singularities at the
origin. In general cutoffs can be used which vanish at any zeros of q− without
changing the results of the Theorem.
This proves the Theorem for integer s ≥ 0. The non-integer case follows by
interpolation. 
The hypotheses of Lemma 2.1 and Theorem 2.2 are satisfied for instance in the
case of an inverse to an elliptic differential operator such as the Laplacian.
There are analogue estimates for functions with support in the half-plane (as
opposed to support on the boundary):
Theorem 2.3. Let f ∈ Ws(Hn+1− ) for s ≥ 0. Let A ∈ Ψ
k(Rn+1), k ≤ −1 be as in
Theorem 2.2. Then
‖A f‖
Wsloc(H
n+1
− )
. ‖ f‖
Ws+k(Hn+1− )
.
Proof. We follow the proof of Theorem 2.2, and again analyze a term resulting from
a simple pole with positive imaginary part denoted η = q+(x, ρ, ξ) of a(x, ρ, ξ, η),
the symbol of the operator A. Integrating through the η transform variable, we set
Aq+ f =
1
(2pi)n
∫
aq+(x, ρ, ξ)G( f )(x, ρ, ξ, q+)e
ixξdξ,
6 DARIUSH EHSANI
where
aq+(x, ρ, ξ) = iResη=q+a(x, ρ, ξ, η).
and
G( f )(x, ρ, ξ, q+) =
1
2pi
∫
1
η − q+
f̂ (ξ, η)eiρηdη
=i
∫ ρ
−∞
f˜ (ξ, t)eq+(t−ρ)dt.
We note that ∂αx∂
β
ρA
q+ f is of the form
∑
1≤j≤β
∫
γ1j ∂
j−1
ρ f˜ (ξ, ρ)e
ixξdξ + ∑
j≤α+β
∫
γ2j G(t
j f )eixξdξ,
where each γ1j and γ
2
j can be estimated by
|γ1j | . |ξ|
k+1+α
|γ2j | . |ξ|
k+1+α+β.
For α+ β ≤ s, the L2-norm of the first term is immediately bounded by ‖ f‖
Wk+s(Hn+1− )
.
To bound a term
∫
γ2j G(t
j f )eixξdξ, we note∫
γ2j G(t
j f )eixξdξ =
1
2pi
∫
γ2j
1
η − q+
ρ̂j f (ξ, η)eixξeiρηdξdη,
an L2-bound of which is given by∫ |γ2j |2
|η − q+|2
∣∣∣ρ̂j f (ξ, η)∣∣∣2 dξdη . ∫ |1+ ξ2|k+1+s
|η − q+|2
∣∣∣ρ̂j f (ξ, η)∣∣∣2 dξdη
.∑
j
∫
|1+ ξ2|k+1+s
η2 + ξ2
∣∣∣ρ̂j f (ξ, η)∣∣∣2 dξdη
.‖ρj f‖
Wk+s(Hn+1− )
.‖ f‖
Wk+s(Hn+1− )
.
Thus
‖∂αx∂
β
ρA
q+ f‖
Wsloc(H
n+1
− )
. ‖ f‖
Ws+k(Hn+1− )
for α + β ≤ s and the theorem is proved for integer s ≥ 0. The general case follows
by Sobolev interpolation.

In the case A ∈ Ψk(Rn+1) for k ≤ −1 without additional assumptions on the
symbol, σ(A)(x, ρ, ξ, η), which for instance arise as error terms in a symbol expan-
sion, we can still derive estimates, up to certain order.
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Theorem 2.4. Let g ∈ D(Rn+1) of the form g(x, ρ) = gb(x)δ(ρ) for gb ∈ W
s(Rn) .
Let A ∈ Ψk(Rn+1), k ≤ −1 Then for s ≤ |k| − 1
‖Ag‖
Wsloc(H
n+1
− )
. ‖gb‖Ws+k+1/2(Rn).
Proof. As in the proof of Theorem 2.2, we write
Ag =
1
(2pi)n
∫
a(x, ρ, ξ, η)g˜b(ξ)e
ixξeiρηdξdη,
and estimate ∥∥∥∂αx∂βρAg∥∥∥2
L2loc
.
∫
ξ2|α|η2β
(η2 + ξ2)|k|
|g˜b(ξ)|
2dηdξ
.
∫
ξ2(|α|+β)
|ξ|2|k|−1
|g˜b(ξ)|
2dξ
.‖gb‖
2
Ws+k+1/2(Rn)
.
This handles the case of s ≥ 0. Negative values of s can be handled by writing
‖Ag‖
Wsloc(H
n+1
− )
≃ ‖Λ−|s| ◦ Ag‖
L2loc(H
n+1
− )
where Λ−|s| is a pseudodifferential oper-
ator with symbol
σ
(
Λ−|s|
)
=
1
(1+ ξ2 + η2)|s|/2
and applying the theorem to Λ−|s| ◦ A. 
In the case of a distribution supported on the half-space, we have
Theorem 2.5. Let f ∈ L2(Hn+1− ). Let A ∈ Ψ
k(Rn+1), k ≤ −1 Then for 0 ≤ s ≤ |k|
‖A f‖
Wsloc(H
n+1
− )
. ‖ f‖
L2(Hn+1− )
.
Proof. we write
A f =
1
(2pi)n
∫
a(x, ρ, ξ, η) f̂ (ξ, η)eixξeiρηdξdη,
and estimate ∥∥∥∂αx∂βρAg∥∥∥2
L2loc
.
∫
ξ2|α|η2β
(η2 + ξ2)|k|
| f̂ (ξ, η)|2dηdξ
.‖ f‖2
L2(Hn+1− )
.

We can combine Theorems 2.2 and 2.4 (respectively Theorems 2.3 and 2.5) and
apply them to operators which can be decomposed into an operator satisfying the
hypothesis of Theorem 2.2 and a remainder term.
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Definition 2.6. We say an operator B ∈ Ψ−k for k ≥ 1 is decomposable if for any
N ≥ k it can be written in the form
B = A−k + Ψ
−N,
where A−k ∈ Ψ
−k is an operator satisfying the hypothesis of Theorem 2.2 .
Then, with a similar use of operators, Λ−|s|, as in Theorem 2.4 we can show the
conclusions of Theorems 2.2 and 2.3 hold for all s (including negative values of s,
using only a slight meromorphic modification in the case s is an odd number) for
decomposable operators.
We use the notation Ψkb(R
n), respectively Ψkb(∂Ω) in the case of pseudodiffer-
ential operators on a domain Ω ⊂ Rn+1, to denote the space of pseudodifferential
operators of order k on Rn = ∂Hn+1− , respectively ∂Ω. Further following our use
of the notation Ψk to denote any operator belonging to the family Ψk(Hn+1− ) (re-
spectively Ψk(Ω)) when acting on distributions φ ∈ E ′(Hn+1− ) (respectively in
E ′(Ω)) we write for φb ∈ E
′(Rn) (respectively in E ′(∂Ω)) Ψkbφb, Ψ
k
b denoting any
pseudodifferential operator of order k on the appropriate (boundary of a) domain.
With coordinates (x1, . . . , xn, ρ) in R
n+1, let R denote the restriction operator,
R : D(Rn+1)→ D(Rn), given by Rφ = φ|ρ=0.
Lemma 2.7. Let g ∈ D(Rn+1) of the form g(x, ρ) = gb(x)δ(ρ) for gb ∈ D(R
n).
Let A ∈ Ψk(Rn+1), be an operator of order k, for k ≤ −2. Then R ◦ A induces a
pseudodifferential operator in Ψk+1b (R
n) acting on gb via
R ◦ Ag = Ψk+1b gb.
Proof. Denote the symbol of A with a(x, ρ, ξ, η). The symbol
α(x, ρ, ξ) =
1
2pi
∫ ∞
−∞
a(x, ρ, ξ, η)dη
(for any fixed ρ) belongs to the class Sk+1(Rn), which follows from the properties
of a(x, ρ, ξ, η) as a member of Sk(Rn+1) and differentiating under the integral. The
composition R ◦ Ag is given by
1
(2pi)n+1
∫
a(x, 0, ξ, η)g˜b(ξ)e
ix·ξdξdη
=
1
(2pi)n
∫ [
1
2pi
∫ ∞
−∞
a(x, 0, ξ, η)dη
]
g˜b(ξ)e
ix·ξdξ
=
1
(2pi)n
∫
α(x, 0, ξ)g˜b(ξ)e
ix·ξdξ
=Ψk+1b gb.

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Remark 2.8. We can generalize Lemma 2.7 to decomposable operators of order
k = −1 by using the residue calculus to integrate out the η variable.
Remark 2.9. If we choose coordinates (x1, . . . , x2n−1, ρ) on a domain Ω ⊂ R
n+1 in
a neighborhood, U, around a boundary point, p ∈ ∂Ω, such that Ω
⋂
U = {z :
ρ(z) < 0} and ρ|∂Ω
⋂
U = 0 we obtain the obvious analogues of all above Lemmas
and Theorems with Ω replacing Hn+1− ⊂ R
n+1 and ∂Ω replacing Rn.
Lemma 2.10. Let g ∈ D(Rn+1) of the form g(x, ρ) = gb(x)δ(ρ) for gb ∈ D(R
n) . Let
A ∈ Ψk(Rn+1), be a pseudodifferential operator of order k. Let ρ denote the operator of
multiplication with ρ. Then ρ ◦ A induces a pseudodifferential operator of order k− 1 on
g:
ρAg = Ψk−1g.
Proof. We write the symbol of the operator A symbol as a(x, ρ, ξ, η): A = Op(a).
Since a(x, ρ, ξ, η) is of order k, ρ · a(x, ρ, ξ, η) is also of order k, and
ρ ◦ A(g) =
∫
ρa(x, ρ, ξ, η)g˜b(ξ)e
ixξeiρηdξdη
=− i
∫
a(x, ρ, ξ, η)g˜b(ξ)e
ixξ ∂
∂η
eiρηdξdη
=i
∫
∂
∂η
(
a(x, ρ, ξ, η)
)
g˜b(ξ)e
ixξeiρηdξdη
=Ψk−1g
since ∂∂η
(
a(x, ρ, ξ, η)
)
is a symbol of class Sk−1(Rn+1). 
Lemma 2.7 concerned itself with the restrictions of pseudodifferential operators
(applied to distributions supported on the boundary) to the boundary, while The-
orem 2.2 allows us to consider pseudodifferential operators applied to restrictions
of distributions. A special case of Theorem 2.2 is
Lemma 2.11. Let A ∈ Ψk(Rn+1), for k ≤ −1, be a decomposable operator. Then
A ◦ R ◦Ψ−∞ : E ′(Hn+1− ) → C
∞(Hn+1− )
i.e., A ◦ R ◦Ψ−∞ = Ψ−∞.
Proof. Let f ∈ E ′(Hn+1− ) and apply Theorem 2.2 (for decomposable operators)
with gb = R ◦Ψ
−∞ f . Then for all s
‖A ◦ R ◦Ψ−∞ f‖
Ws(Hn+1− )
.‖R ◦Ψ−∞ f‖Ws+k+1/2(Rn)
.‖Ψ−∞ f‖W1(Rn+1)
.‖ f‖
W−∞(Hn+1− )
.
The lemma thus follows from the Sobolev Embedding Theorem. 
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Similarly proven is the
Lemma 2.12. Let A ∈ Ψk(Rn+1), for k ≤ −1, be a decomposable operator. Then
A ◦Ψ−∞b : E
′(Rn)→ C∞(Rn+1).
3. APPLICATIONS
We end this section with illustrations of how our analysis lends itself to the
proof of useful theorems on Dirichlet’s problem and on harmonic functions. Our
applicationswill include results of elliptic operators acting distributions supported
on a domain with boundary, Ω, such as in an inhomogeneous Dirichlet problem:
let Γ be a second order elliptic differential operator, let g ∈Ws(Ω) for some s ≥ 0,
then find a solution, u, to the boundary value problem
(3.1)
Γu = f in Ω
u =0 on ∂Ω.
We obtain estimates for the solution to (3.1) via Poisson’s operator, giving the
solution, v, to
(3.2)
Γv =0 in Ω
v =g on ∂Ω.
We will be concerned with establishing regularity of the solution, taking for
granted classical results of the existence and uniqueness of solutions (see for in-
stance [6]).
Theorem 3.1. Denote by P(g) the solution operator to (3.2). Then the estimates
‖P(g)‖Ws+1/2(Ω) . ‖g‖Ws(∂Ω)
hold for all s ≥ 0.
Proof. We suppose
Γ = −∂2ρ −
n
∑
j=1
∂2x j + ∑
ij
cij(x)∂xi∂x j +O(ρ)Ψ
2 + s(x, ρ)∂ρ,
modulo tangential first order terms, where Ψ2 is a second order differential oper-
ator, and the cij(x) = O(x). Such representations, for example, arise in the use of
local coordinates near a boundary point of a domain. The principal symbol of Γ is
therefore
(3.3) σ(Γ) = η2 + Ξ2(x, ξ) +O(ρ)
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where
(3.4) Ξ2(x, ξ) = ∑
j
ξ2j −∑
ij
cij(x)ξiξ j.
The expression Γv = 0 in Ω can thus be written (locally)
1
(2pi)n+1
∫ (
η2+Ξ2(x, ξ) +O(ρ) + iηs(x, ρ)
)
v̂(ξ, η)eixξeiρηdξdη
−
1
(2pi)n+1
∫ (
∂˜ρv(ξ, 0) + (iη + s(x, 0))g˜(ξ)
)
eixξeiρηdξdη = 0.
Inverting the principal operator of Γ thus gives
v =
1
(2pi)n+1
∫
∂˜ρv(ξ, 0) + iηg˜(ξ)
η2 + Ξ2(x, ξ)
eixξeiρηdξdη
+ Ψ−3
(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
+ Ψ−2(g× δ(ρ)) + Ψ−∞v,(3.5)
where we use Lemma 2.10 to group any term of the form
O(ρ) ◦Op
(
1
η2 + Ξ2(x, ξ)
)(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
with the Ψ−3
(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
term, with similar simplifications for O(ρ) terms
combined with operators on g× δ.
Consistent with the calculus of pseudodifferential operators, in writing Fourier
Transforms, we will assume compact support (in a neighborhood of the boundary
point near which the equation is being studied), as well as assume any cutoffs (in
transform space) are to be applied at singularities in the integrands. We can use
Lemma 2.1 to show such cutoffs, which vanish on compact sets (in a neighborhood
of a point singularity), introduce smoothing terms into the equations. We shall
make these assumptions without explicitly writing the cutoffs or stating that the
expressions hold locally.
Performing a contour integration in the η variable in the first integral on the
right of (3.5) yields
v =
1
(2pi)n
∫ ∂˜ρv(ξ, 0) + |Ξ(x, ξ)|g˜(ξ)
2|Ξ(x, ξ)|
eixξeρ|Ξ(x,ξ)|dξ
+ Ψ−3
(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
+ Ψ−2
(
g× δ(ρ)
)
modulo smoothing terms. Letting ρ → 0− and using Lemma 2.7 for the last two
terms on the right gives
g(x) =
1
(2pi)n
∫
∂˜ρv(ξ, 0)
2|Ξ(x, ξ)|
eixξeρ|Ξ(x,ξ)|dξ +
1
2
g(x)
+ Ψ−2b
(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
+ Ψ−1b
(
g× δ(ρ)
)
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modulo smooth terms.
We can now solve for ∂ρv(x, 0) to write
(3.6) ∂ρv(x, 0) = |D|g(x) + Ψ
0
b
(
g× δ(ρ)
)
where |D| is the operator with symbol |Ξ(x, ξ)|.
(3.6) is valid modulo smoothing operators on ∂ρv(x, 0) as well as smooth terms
of the form R ◦Ψ−∞v, and imply the Sobolev estimates
‖∂ρv(x, 0)‖Ws(∂Ω) . ‖g‖Ws+1(∂Ω) + ‖v‖−∞
for all s.
We return to (3.5) to get estimates for the Poisson operator. Inserting (3.6) into
(3.5) yields a principal Poisson operator. Define Θ+ ∈ Ψ−1(Ω) by the symbol
σ(Θ+) =
i
η + i|Ξ(x, ξ)|
.
Then we have from (3.5)
(3.7) v = Θ+g+ Ψ−3
(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
+ Ψ−2(g× δ(ρ)),
modulo smoothing terms. Estimates for v = P(g) now follow from L2 estimates
for the Poisson operator, ‖P(g)‖L2(Ω) . ‖g‖L2(∂Ω) [6], and from Theorems 2.2 and
2.4 (note that the operators written as Ψ−3 and Ψ−2 are decomposable). From (3.7)
we then have
‖P(g)‖Ws+1/2(Ω) .‖g‖Ws(∂Ω) +
∥∥∥∂ρP(g)∣∣ρ=0∥∥∥Ws−2(∂Ω) + ‖P(g)‖−∞
.‖g‖Ws(∂Ω).

We remark that (3.6) is known as the relation for the Dirichlet to Neumann
operator, giving the normal derivatives of the solution to the Dirichlet problem
(3.2) in terms of the boundary data. This operator is the object of study in [1],
where we further use the techniques of Section 2 to obtain an expression for zero
order terms of the operator.
Estimates for the problem (3.1) now follow from the Poisson operator. To solve
Γu = f in Ω
u =0 on ∂Ω.
with f ∈ Ws(Ω), we first take an extension F ∈ Ws(Rn+1) such that F|Ω = f
(see [4]). We can then take a solution, U ∈ Ws+2(Rn+1) to ΓU = F. For instance
such a solution can be found by taking F to have compact support and inverting
the Γ operator using the pseudodifferential calculus. Now let gb = U|∂Ω. Then
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u = U − P(gb) solves the boundary value problem with estimates given in the
following theorem:
Theorem 3.2. Let G( f ) denote the solution, u, to the boundary value problem (3.1). Then
‖G( f )‖Ws+2(Ω) . ‖ f‖Ws(Ω),
for s ≥ 0.
Proof. Using the notation above, we have
‖u‖Ws+2(Ω) .‖F‖Ws(Ω) + ‖P(U|∂Ω)‖Ws(Ω)
.‖ f‖Ws(Ω) + ‖U|∂Ω‖Ws+1/2(∂Ω)
.‖ f‖Ws(Ω) + ‖U‖Ws+1(Ω)
.‖ f‖Ws(Ω),
where we use the Sobolev Trace Theorem in the last step and Theorem 3.1 in the
second. 
The operator G in Theorem 3.2 is known as Green’s operator. An alternative
proof to Theorem 3.2 relies on Theorem 2.3 to estimate some principal terms for
the solution operator, and Theorem 2.5 for error terms.
The Dirichlet to Neumann operator gives the boundary values of the normal
derivative applied to the Poisson operator. We now apply our methods to calcu-
late the principal term of the boundary values of the normal derivative applied to
Green’s operator.
Theorem 3.3. Let Θ− ∈ Ψ−1(Ω) be the operator with symbol
σ(Θ−) =
i
η − i|Ξ(x, ξ)|
.
Then
(3.8) R ◦
∂
∂ρ
◦ G(g) = R ◦Θ−g+ Ψ−1b ◦ R ◦Ψ
−1g+ R ◦Ψ−2g,
modulo smoothing terms.
Proof. The expression Γv = g in Ω can be written (locally)
1
(2pi)n+1
∫ (
η2 + Ξ2(x, ξ) +O(ρ)
)
v̂(ξ, η)eixξeiρηdξdη
−
1
(2pi)n+1
∫
∂ρ v˜(ξ, 0)e
ixξeiρηdξdη = g,
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modulo smoothing terms. Inverting the Γ operator thus gives
v =
1
(2pi)n+1
∫
(1+O(ρ))
ĝ(ξ, η)
η2 + Ξ2(x, ξ)
eixξeiρηdξdη
+
1
(2pi)n+1
∫
∂ρ v˜(ξ, 0)
η2 + Ξ2(x, ξ)
eixξeiρηdξdη
+ Ψ−3
(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
+ Ψ−3g+ Ψ−∞v,(3.9)
where we use Lemma 2.10 to group any term of the form
O(ρ) ◦Op
(
1
η2 + Ξ2(x, ξ)
)(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
with the Ψ−3
(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
term.
Note the O(ρ) term in (3.9) is a zero order operator. We apply a normal deriva-
tive to (3.9):
∂v
∂ρ
=
1
(2pi)n+1
∫
(1+O(ρ))
iη
η2 + Ξ2(x, ξ)
ĝ(ξ, η)eixξeiρηdξdη
+
1
(2pi)n+1
∫
iη
η2 + Ξ2(x, ξ)
∂ρ v˜(ξ, 0)e
ixξeiρηdξdη
+ Ψ−2
(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
+ Ψ−2g,(3.10)
modulo smoothing terms. We now calculate
1
(2pi)n+1
∫
(1+O(ρ))
iη
η2 + Ξ2(x, ξ)
ĝ(ξ, η)eixξeiρηdξdη
=
1
(2pi)n+1
∫
(1+O(ρ))
iη
η2 + Ξ2(x, ξ)
∫ 0
−∞
g˜(ξ, t)e−itηdteixξeiρηdξdη
=
1
(2pi)n+1
∫
(1+O(ρ))
∫ 0
−∞
g˜(ξ, t)
iηei(ρ−t)η
η2 + Ξ2(x, ξ)
dηdteixξdξ
=
1
(2pi)n
1
2
∫
(1+O(ρ))
∫ 0
−∞
(
sgn(t− ρ)
)
g˜(ξ, t)e−|ρ−t||Ξ(x,ξ)|dteixξdξ,(3.11)
which, in the limit ρ → 0, tends to
−
1
(2pi)n
1
2
∫ ∫ 0
−∞
g˜(ξ, t)et|Ξ(x,ξ)|dteixξdξ.
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Similarly, using the residue calculus, we have, for ρ < 0
1
(2pi)n+1
∫
iη
η2 + Ξ2(x, ξ)
∂ρ v˜(ξ, 0)e
ixξeiρηdξdη
=
1
(2pi)n
1
2
∫
∂ρv˜(ξ, 0)e
ixξeρ|Ξ(x,ξ)|dξ
→
1
(2pi)n
1
2
∫
∂ρv˜(ξ, 0)e
ixξdξ
=
1
2
∂ρv(x, 0),
and thus, letting ρ → 0− in (3.10), we have
∂ρv(x, 0) =−
1
(2pi)n
∫
ĝ (ξ, i|Ξ(x, ξ)|) eixξdξ
+ R ◦Ψ−2
(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
+ R ◦Ψ−2g,(3.12)
modulo smoothing terms of the form R ◦Ψ−∞v. We note that
−
1
(2pi)n
∫
ĝ (ξ, i|Ξ(x, ξ)|) eixξdξ =
i
(2pi)n+1
∫
1
η − i|Ξ(x, ξ)|
ĝ(ξ, η)eixξdξdη.
Thus, the first term on the right-hand side of (3.12) can be written as R ◦ Θ−g.
Furthermore, using
R ◦Ψ−2
(
∂ρv
∣∣
ρ=0
× δ(ρ)
)
= Ψ−1b
(
∂ρv
∣∣
ρ=0
)
from Lemma 2.7, we have
∂ρv(x, 0) =R ◦Θ
−g+ Ψ−1b
(
∂ρv
∣∣
ρ=0
)
+ R ◦Ψ−2g,
modulo smoothing terms. 
Theorem 3.3 and in particular, the relation (3.8) is essential in relating a solution
to the ∂¯-problem on weakly pseudoconvex domains to a solution of the boundary
complex in [2]. Furthermore, on domains determined by intersections of smooth
domains the analogue(s) of the operator Θ−, one for each domain Ωj, will play a
crucial role in allowing the application of weighted estimates of pseudodifferential
operators in the solution of the ∂¯-Neumann problem. We refer the reader to [3] for
details.
For our last application, we return to harmonic functions on Ω with prescribed
boundary data:
(3.13)
Γu = 0 in Ω
u = g on ∂Ω.
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We look at a result of Ligocka, which states that multiplication with the defining
function of the solution to a Dirichlet problem as in (3.13) leads to an increase in
smoothness:
Theorem 3.4 (Ligocka, see Theorem 1 [5]). Let Ω be a smoothly bounded domain with
defining function ρ, and Hs(Ω) be the space of harmonic functions belonging to Ws(Ω).
Let Tku = ρ
ku, where k is a positive integer. Then for each integer s, the operator Tk maps
Hs(Ω) continuously into Hs+k(Ω).
Proof. Wewill prove the Theorem in the case s ≥ 1; the proof in [5] was also broken
into cases, s ≥ 1 being the first of these.
We work in the general situation of functions satisfying
Γu = 0
for some second order elliptic differential operator Γ whose parametrix Γ−1 is
decomposable, and we provide here a sketch of the proof of Theorem 3.4 using
the techniques from this article. We make a change of coordinates so that locally
Ω = {(x, ρ)|ρ < 0}, and ∂Ω = {(x, 0)}. We denote
g
j
b =
∂ju
∂ρj
∣∣∣∣
∂Ω
gj = g
j
b × δ(ρ) j = 0, 1.
Let Γ−1 denote a parametrix for Γ. We will use the fact that, modulo smooth terms
of the form R ◦Ψ−∞u,
g1b = Ψ
1
bgb
where the operator Ψ1b is the Dirichlet to Neumann operator.
The solution u can be written locally as
Γ−1
(
1
∑
j=0
Ψ
j
tg
1−j
)
= Γ−1 ◦Ψ1t g
0,
modulo smoothing terms, where Ψ
j
t is used to denote a tangential differential op-
erator of order j. This representation of the solution was worked out in (3.5). If the
Ψ1t on the right-hand side depends on ρ we can apply an expansion in powers of
ρ, to obtain a sum of terms of the form
(3.14) ∑
l≥0
(
Ψ−2−l ◦Ψ10
)
g0,
where Ψ−2−l are decomposable operators, the sum over l coming from the ex-
pansion in powers of ρ by Lemma 2.10, as well as an expansion of the symbol of
the inverse operator Γ−1. The subscript 0 is to denote that the operators Ψ10 have
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symbols which are independent of ρ. A finite sum over l may be taken with a re-
mainder term of the form Ψ−Ng for arbitrarily large N. In particular, if N is chosen
to be larger than k+ s+ 2, such a remainder term can be estimated by∣∣∣∂k1x ∂k2ρ Ψ−Ng0∣∣∣ . ∫ |ξ||k1||η|k2
(1+ ξ2 + η2)N/2
|u˜b(ξ)|dξdη
.‖ub‖L2(∂Ω)
.‖u‖W1/2(Ω)
.‖u‖Ws(Ω)
for |k1|+ k2 = k+ s by the Sobolev Trace Theorem. We use the notation ub := u|∂Ω
above.
Furthermore, ρ applied to a term in the sum in (3.14) gives
ρkΨ−2−l ◦Ψ10g
0 = Ψ−2−l−k ◦Ψ10g
0
by Lemma 2.10. The operators Ψ−2−l−k are also decomposable, and as such Theo-
rems 2.2 and Theorem 2.4 apply. We thus estimate∥∥∥Ψ−2+l−kΨ10g0∥∥∥
Wk+s(Ω)
.
∥∥∥Ψ10g0∥∥∥
W−2+l+s+1/2(∂Ω)
. ‖ub‖W l+s−1/2(∂Ω)
. ‖ub‖Ws−1/2(∂Ω)
.‖u‖Ws(Ω),
where we use the Trace Theorem in the last step.
The smooth terms are handled as in Theorem 3.1. 
4. ANALYSIS ON INTERSECTIONS OF HALF-PLANES
Another situation in which the theory of elliptic operators can be applied is
on an (non-degenerate) intersection of smooth domains. Localizing the problem
in analogy with what was done in Section 3 leads to each domain composing the
intersection as a seperate half-space. With appropriate choice of metric the domain
can be modeled by the intersection of several half-spaces. In this section we study
some properties of pseudodifferential operators on such spaces. The goal for this
study is the application the results to the study of elliptic operators on intersection
domains, such as in [3], and in particular to be able to obtain weighted estimates
for solutions to elliptic problems on the intersection of smooth domains.
We define the half-spaces
H
n
j = {(x, ρ) ∈ R
n : ρj < 0}.
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With a multi-index I = (i1, . . . , ik), we also denote the intersection of half-spaces
H
n
I =
⋂
j∈I
H
n
j .
The convention used here is HnI = R
n when I = ∅. For this section, we will fix I
and denote m = |I|. Without loss of generality, I = (1, . . . ,m).
We use the multi-index notation:
ραJ = ∏
j∈J
ρ
αj
j .
To indicate a missing index, j, we use the notation jˆ. Thus we write
Ijˆ := I \ {j}.
For ease of notation, in place of ραIjˆ
, we write
ρα
jˆ
= ρα11 · · · ρ
αj−1
j−1 ρ
αj+1
j+1 · · · ρ
αm
m .
Similarly, we write
ρα
kˆjˆ ∏
i∈ J
i 6=j,k
ρ
αi
i .
In the case we have equal powers,
α1 = · · · = αj−1 = αj+1 = · · · = αm = r,
we write
ρ
r×(m−1)
jˆ
:= ρα
jˆ
.
We now define the weighted Sobolev norms on the half-spaces, for α ∈ R, and
s, k ∈ N:
Wα,s(HnI , ρ,k) ={
f ∈Wα(HnI )
∣∣∣ρ(sk−rk)×m f ∈Wα+s−r(HnI ) for each 0 ≤ r ≤ s}
with norm
‖ f‖Wα,s(HnI ,ρ,k)
= ∑
0≤j≤s
∥∥∥ρ(sk−jk)×m f∥∥∥
Wα+s−j(HnI )
.
In the case k = 1 we shall use the notation,
Wα,s (HnI , ρ) := W
α,s(HnI , ρ, 1)
which has norm
‖ f‖Wα,s(HnI ,ρ)
=
s
∑
r=0
‖ρr×(m−1) f‖Wα+r(HnI )
.
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To denote extensions by 0 across ρj = 0 to ρj > 0, we use the superscript Ej: let
g ∈ L2(HnI ) then g
Ej ∈ L2
(
H
n
Ijˆ
)
is defined by
gEj =
g if ρj < 00 if ρj ≥ 0.
Similarly, for a multi-index, J, we define gEJ ∈ L2
(
Hn
I\J
)
by gEJ = g on HnI and 0
elsewhere (that is for any (x, ρ) ∈ Hn
I\J
for which any ρj ≥ 0 for j ∈ J).
We establish
Lemma 4.1. Let g ∈Ws
(
HnI
)
for some integer s ≥ 0. Then ρsj g
Ej ∈Ws
(
HnIjˆ
)
.
Proof. We only need to check the derivatives with respect to ρj. We have
(4.1) ∂sρ j
(
ρsj g
Ej
)
= ∑ ckρs−kj ∂
s−k
ρ j
gEj .
∂s−kρ j g
Ej itself is a sum of terms of (derivatives of) delta functions, δ(i), i ≤ s− k− 1,
in addition to the extension of terms
(
∂s−k−i−1ρ j g
Ej
) ∣∣∣
H
n
I
:
∂s−kρ j g
Ej =
s−k
∑
i=0
diδ
(i−1)(ρj)
(
∂s−k−iρ j g
)Ej
,
wherewe consider δ−1 ≡ 1, and d0 = 1. Inserting this into (4.1), the delta functions
combine with the powers of ρj to yield zero, and we have
∂sρ j
(
ρsj g
Ej
)
= ∑ ckρs−kj
(
∂s−kρ j g
)Ej
.
The lemma now follows (in the case s is an integer) by the assumption on the
regularity of g in HI . 
A similar proof shows
Lemma 4.2. Let s ≥ 0 be an integer, k ∈ N, and ρrkj g ∈ W
r−α
(
HnI
)
for integer r ≤ s
and α ≥ 0. Then ρskj g
Ej ∈Ws−α
(
HnIjˆ
)
.
For a mutli-index, J, let us denote
H
n−1
J,bk := ∂H
n
k
⋂
H
n
Jkˆ
,
with the convention Jkˆ = J in the case k /∈ J.
We present the following Theorem which is a weighted analogue of Theorem
2.2. In the following Theorem we use the notation δj := δ(ρj). We also allow for
negative Sobolev spaces. We say φ ∈Ws
(
H
n−1
I,bj
)
for s < 0 if φ
EI
jˆ ∈Ws
(
∂Hn−1j
)
.
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Theorem 4.3. Let A−α be an elliptic operator (of order−α ≤ −1) satisfying the hypothe-
ses of Theorem 2.2. Then, for −1/2 ≤ γ ≤ 1/2, gb ∈W
γ,s
(
H
n−1
I,bj , ρ jˆ, k
)
, and β ≥ 1/2
with β− α ≤ γ ,
ρrk×mA−α
(
g
EI
jˆ
b × δj
)
∈Wr+β (Rn)
for all r ≤ s, and∥∥∥∥A−α (gEIjˆb × δj)∥∥∥∥
Wβ−1/2,s(Rn,ρ,k)
. ‖gb‖Wβ−α,s
(
H
n−1
I,bj ,ρ jˆ,k
).
Proof. We prove the Theorem in the case β = α + 1/2. The general case follows
the same steps.
We recall from the Extension Theorem (Theorem 1.4.2.4 in [4]), we have
g
EI
jˆ
b ∈W
1/2
(
∂Hn−1j
)
,
or
Λ1/2g
EI
jˆ
b ∈ L
2
(
∂Hn−1j
)
.
By assumption
ρ
rk×(m−1)
jˆ
Λ1/2gb ∈W
r
(
H
n−1
I,bj
)
for 0 ≤ r ≤ s. Thus, by repeated application of Lemma 4.2, we have
ρ
rk×(m−1)
jˆ
Λ1/2g
E jˆ
b ∈W
r
(
∂Hnj
)
for r ≤ s, or
ρ
rk×(m−1)
jˆ
g
E jˆ
b ∈W
r+1/2
(
∂Hnj
)
.
Write gj = g
EI
jˆ
b × δj. We use Lemma 2.10 to write
ρrkj A−αgj = Ψ
−rk−αgj.
We have
ρrk×mA−αgj =ρ
rk×(m−1)
jˆ
ρrkj A−αgj
=ρ
rk×(m−1)
jˆ
Ψ−rk−αgj
=
r
∑
l=0
Ψ−α−rk−(r−l)
(
ρ
lk×(m−1)
jˆ
gj
)
.
The Ψ−α−rk−(r−l) operator above satisfies the hypotheses of Theorem 2.2, while
ρ
lk×(m−1)
jˆ
g
EI
jˆ
b ∈W
1/2(∂Hnj ).
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Therefore, Theorem 2.2 applies to give the estimates
∑
l
∥∥∥Ψ−α−rk−(r−l)(ρlk×(m−1)
jˆ
gj
) ∥∥∥
Wr+α(Rn)
.∑
l
∥∥∥ρlk×(m−1)
jˆ
gb
∥∥∥
W1/2−rk−(r−l)
(
H
n−1
I,bj
)
. ‖gb‖W1/2,r
(
H
n−1
I,bj ,ρ jˆ,k
) .
We note that for negative values of β− α ≥ −1/2, we use the dualityW−s(Ω) :=(
Ws0(Ω)
)′
= (Ws(Ω))′ and write
A−α
(
g
EI
jˆ
b × δj
)
=A−α ◦Λ
α−β
bj
(
Λ
β−α
bj g
EI
jˆ
b × δj
)
=A−α ◦Λ
α−β
bj
((
Λ
β−α
bj gb
)EI
jˆ × δj
)
,
where Λbj is defined in analogy to the operator Λ:
σ
(
Λ
−|β−α|
bj
)
=
1
(1+ ξ2 + η2
jˆ
)|β−α|/2
.
The proof above can then be applied to the operator A−α ◦ Λ
α−β
bj ∈ Ψ
−β(Rn)
and Λ
β−α
bj gb ∈W
0,s
(
H
n−1
I,bj , ρ jˆ, k
)
. 
For operators which do not satisfy the hypotheses of Theorem 2.2 we can derive
estimates in a similar manner to the method of Theorem 2.4.
Theorem 4.4. Let A−α ∈ Ψ−α(Rn), −α ≤ −1. Then for β ≤ α − 1/2, and gb ∈
W0,s
(
H
n−1
I,bj , ρ jˆ, k
)
,∥∥∥∥A−α (gEIjˆb × δj)∥∥∥∥
Wβ−1/2,s(Rn,ρ,k)
. ‖gb‖Wβ−α,s
(
H
n−1
I,bj ,ρ jˆ,k
).
Proof. The proof of Theorem 4.3 applies up to the last estimate where Theorem
2.4 is to be applied as opposed to Theorem 2.2. For this case we need to ensure
β ≤ α− 1/2. 
In the case of operators acting on functions supported on all of HnI we have the
following weighted estimates
Theorem 4.5. Let A ∈ Ψ−α(Rn) for α ≥ 1. Let f ∈W0,s(HnI , ρ, k). Then
‖A f‖Wα,s(Rn,ρ,k) . ‖ f‖W0,s(HnI ,ρ,k)
.
Proof. We have for r ≤ s,
ρrk×mA f =
r
∑
l=0
Ψ−α−(r−l)
(
ρlk×m f
)
.
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By Lemma 4.2 we have ρlk×m f EI ∈W l(Rn) from which the estimates∥∥∥ρrk×mA f∥∥∥
Wα+r(Rn)
.
r
∑
l=0
∥∥∥ρlk×m f∥∥∥
W l(HnI )
.‖ f‖W0,r(HnI ,ρ,k)
follow. Summing over all r ≤ s finishes the proof. 
We can improve the above Theorem by removing one of the ρ components and
using Theorem 2.5.
Theorem 4.6. Let A ∈ Ψ−α(Rn) for α ≥ 1. Let f ∈ W0,s(HnI , ρ jˆ, k) for some j ∈ I.
Then
‖A f‖Wα,s(Rn,ρ jˆ,k)
. ‖ f‖W0,s(HnI ,ρ jˆ,k)
.
Proof. The proof is almost the same as that of Theorem 4.5. We have for r ≤ s,
ρrk×m
jˆ
A f =
r
∑
l=0
Ψ−α−(r−l)
(
ρlk×m
jˆ
f
)
.
By Lemma 4.2 we have ρlk×m
jˆ
f
EI
jˆ ∈ W l(Hnj ). Thus, an application of Theorem 2.5
yields ∥∥∥ρrk×m
jˆ
A f
∥∥∥
Wα+r(Rn)
.
r
∑
l=0
∥∥∥ρlk×m
jˆ
f
∥∥∥
W l(Hnj )
.‖ f‖W0,r(HnI ,ρ jˆ,k)
.
Summing over all r ≤ s finishes the proof. 
When working with boundary value problems on intersection domains, or in-
tersections of half-planes, restrictions to one boundary of an operator applied to a
distribution with support on a different boundary arise. To deal with such terms,
we introduce some notation: for α + 1/2 ∈ N, α ≥ 1/2, and j 6= k,
E
jk
−α : W
s
(
H
n
I,bj
)
→Ws+α
(
H
n
I,bk
)
,
where E
jk
−α is of the form
(4.2) E
jk
−αgb = Rk ◦ B−α−1/2gj,
where, as above gj := g
EI
jˆ
b × δj, and where B−α ∈ Ψ
−α−1/2 (Rn) is decomposable.
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For some crude estimates in the case 1/2 ≤ β ≤ α − 1, which we can always
apply to the error terms, Ψ−Ngj, from the decomposition of B−α, we could write∥∥∥ρrλ×(m−1)
kˆ
E
jk
−αgb
∥∥∥
Wr+β−1/2
(
HnI,bk
) . ∥∥∥ρrλ×(m−1)
kˆ
Rk ◦Ψ
−α− 12 gj
∥∥∥
Wr+β−1/2(∂Hnk )
.
∥∥∥ρrλ×(m−1)
kˆ
Ψ−α−
1
2 gj
∥∥∥
Wr+β(Hnk )
.‖gb‖Wβ−α,r
(
H
n−1
I,bj ,ρkˆjˆ,λ
),
where in the last step we use the estimates from Theorem 4.4. And after summing
over r ≤ s we would have the estimates∥∥∥E jk−αgb∥∥∥
Wβ−1/2,s
(
HnI,bk ,ρkˆ
) . ‖gb‖Wβ−α,s(Hn−1I,bj ,ρkˆ jˆ)
for β ≤ α− 1.
However, we can improve the estimates for the operators with meromorphic
symbols in two ways. First, the order of the Sobolev spaces can be increased
by making use of relations between elliptic operators acting on distributions sup-
ported on the boundary. Secondly, there is a loss of a factor of ρ in the estimate
above; as gb × δj is supported on H
n
I,bj, a weighted estimate, using ρ jˆ is desired on
the right (as opposed to ρkˆjˆ). These improvements will be made in the following
Corollary of Theorem 4.3 and 4.4.
Corollary 4.7. With E
jk
−α as above, −1/2 ≤ γ ≤ 1/2, and gb ∈W
γ,s
(
H
n−1
I,bj , ρ jˆ
)
, then
for β ≥ 0 with β − α ≤ γ,∥∥∥E jk−αgb∥∥∥
Wβ,s(∂Hnk ,ρkˆ,λ)
. ‖gb‖Wβ−α,s
(
H
n−1
I,bj ,ρ jˆ,λ
).
Proof. For given α, s, we choose N large, α + s+ 2≪ N, and we write
E
jk
−αgb = Rk ◦ A−α− 12
gj + Rk ◦Ψ
−Ngj,
where A−α− 12
satisfies the hypotheses of Theorem 2.2. The estimates preceding
the statement of the Corollary apply to the Rk ◦Ψ
−Ngj term, and we just have to
estimate
Rk ◦ A−α− 12
gj =
1
(2pi)n
∫
a(x, ρkˆ, ξ, η)g˜b(ξ, η jˆ)e
iρkˆ·ηkˆ eixξdξdη.
By defintion of the E
jk
−α operator, α + 1/2 ∈ N, and the symbol, a, of A−α− 12
is
meromorphic with poles as in Theorem 2.2.
We first integrate over the ηj variable. Let ς j be a pole (with negative imaginary
part denoted Im(ς j) = −νj) with respect to ηj of the symbol a. We obtain a sum of
terms of the form∫
ρ
α2
j γα1(x, ρkˆ, ξ, η jˆ)g˜b(ξ, η jˆ)e
iρ jς je
iρ jˆkˆ ·η jˆkˆ eixξdξdη jˆ,
24 DARIUSH EHSANI
where γα1 ∈ S
−α1(Rn−1)with α1 + α2 = α− 1/2. Now, taking L
2 estimates, using
|γα1 | .
1
(η2
jˆ
+ ξ2)
α1
2
and ∫ 0
−∞
ρ2α2j e
ρ jνjdρj ≃
1
ν2α2+1j
.
1
(η2
jˆ
+ ξ2)α2+
1
2
we can estimate∥∥∥∥ ∫ ρα2j γα1(x, ρkˆ, ξ, η jˆ)g˜b(ξ, η jˆ)eiρ jς jeiρ jˆkˆη jˆkˆ eixξdξdη jˆ∥∥∥∥2
L2
.
∫
1
(η2
jˆ
+ ξ2)α1+α2+
1
2
|g˜b(ξ, η jˆ)|
2dξdη jˆ
.‖gb‖
2
W−α
(
H
n−1
I,bj
).
In general, we have
(4.3)
∥∥∥Rk ◦ A−α− 12 gj∥∥∥2Wβ(Rn−1) . ‖gb‖Wβ−α(Hn−1I,bj ),
for 0 ≤ β ≤ α + 1/2 (assuming the case γ = 1/2).
When calculating the weighted estimates on HI,bk, with weights which do not
include factors of ρk, we use the identity
Rk ◦Ψ
−αgj ≃ Rk ◦
∂s
∂ρsk
ρskΨ
−αgj,
with α ≥ 1. Note that the regularity provided by the order, −α ≤ −1 of the
pseudodifferential operator ensures that derivatives with respect to ρk produce no
δ (or derivatives of δ) terms. Thus, we write
ρ
rλ×(m−1)
kˆ
Rk ◦ A−α− 12
gj ≃ Rk ◦
∂rλ
∂ρrλk
ρrλ×mA−α− 12
gj,
and further, we use the relation
ρrλ×mA−α− 12
gj =ρ
rλ×(m−1)
jˆ
Ψ−α−1/2−rλgj
=
r
∑
l=0
Ψ−α−1/2−rλ−(r−l)
(
ρ
lλ×(m−1)
jˆ
gj
)
to show
∂rλ
∂ρrλk
ρrλ×mA−α− 12
gj =
r
∑
l=0
Ψ−α−1/2−(r−l)
(
ρ
lλ×(m−1)
jˆ
gj
)
.
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Therefore, we have
ρ
r×(m−1)
kˆ
Rk ◦ A−α− 12
(
gb × δj
)
= Rk ◦
r
∑
l=0
Ψ−α−1/2−(r−l)
(
ρ
lλ×(m−1)
jˆ
gj
)
.
The calculation of the estimates then come from (4.3), and give∥∥∥ρrλ×(m−1)
kˆ
Rk ◦ A−α− 12
(
gb × δj
)∥∥∥
Wβ+r(Rn−1)
.
r
∑
l=0
∥∥∥ρlλ×(m−1)
jˆ
gb
∥∥∥
Wβ−α−(r−l)+r(Hn−1I,bj )
= ∑
l≤r
∥∥∥ρlλ×(m−1)
jˆ
gb
∥∥∥
Wβ−α+l(Hn−1I,bj )
.
Lastly, summing over r ≤ s yields the Lemma. 
For boundary operators mapping HnI,bj to itself we use the notation E
jj
−α to de-
note either operators of the form
E
jj
−α = Rj ◦ B−α−1,
where B−α−1 ∈ Ψ
−α−1(Rn) is decomposable, for α ≥ 1, or of the form
E
jj
−α = Ψ
−α
bj ,
for α ≥ 1, or to denote compositions:
E
jj
−α = E
kj
−α1
◦ E
jk
−α2
,
where α = α1 + α2 and α1, α2 ≥ 1/2.
As a corollary of Lemma 2.7 and Theorem 4.5, we have∥∥Rj ◦ B−α−1gj∥∥Wβ,s(∂Hnj ,ρ jˆ,λ) . ‖gb‖Wβ−α,s(Hn−1I,bj ,ρ jˆ,λ).
The estimates for E
jj
−α = Ψ
−αbj
b are obvious, while Corollary 4.7 applied (twice) to
E
jj
−α = E
kj
−α1
◦ E
jk
−α2
yield
(4.4)
∥∥∥E kj−α1 ◦ E jk−α2gb∥∥∥Wβ,s(∂Hnj ,ρ jˆ,λ) . ‖gb‖Wβ−α,s(Hn−1I,bj ,ρ jˆ,λ),
for large enough β, e.g. in the case E
jj
−α = E
kj
−α1
◦ E
jk
−α2
, where the two operators
composed on the right have the form (4.2), we have the estimates in (4.4) for β ≥
α1.
In each case, we have the estimates∥∥∥E jj−αgb∥∥∥
Wβ,s
(
∂Hnj ,ρ jˆ,λ
) . ‖gb‖Wβ−α,s(Hn−1I,bj ,ρ jˆ,λ),
again for sufficiently large β.
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5. POISSON AND GREEN OPERATORS
The motivation of the weighted estimates in Section 4 is the study of estimates
for operators of boundary value problems such as the Poisson and Green oper-
ators. Let Ω1, . . . ,Ωm ⊂ R
n be smoothly bounded domains which intersect real
transversely. That is to say, if ρj is a smooth defining function for Ωj, |dρj| 6= 0 on
∂Ωj, then
dρ1 ∧ · · · ∧ dρm 6= 0.
We say in this case Ω is a piecewise smooth domain. Then using a suitable metric
locally near a point on ∂Ω the intersection can be modeled by the intersection of m
half-planes.
Weighted estimates for the Poisson and Green operators follow as in Theorems
3.1 and 3.2, however the calculations for the Poisson operator, specifically those
regarding the Dirichlet to Neumann operator (DNO), which we recall gives the
boundary values of the normal derivatives of the solution to a Dirichlet’s problem,
are considerably more involved. Such calculations have been worked out in [3],
and so here we just state the result:
Theorem 5.1. Let Ω be a piecewise smooth domain. Let g = ∑mj=1 gbj × δj with gbj ∈
W1/2,s
(
∂Ωj
⋂
∂Ω, ρ jˆ, k
)
for integer s ≥ 0. Denote by P(g) the solution operator to (3.2).
Then for k ∈ N, the estimates
‖P(gb)‖W1,s(Ω,ρ,k) . ∑
j
∥∥∥gbj∥∥∥
W1/2,s
(
∂Ωj
⋂
∂Ω,ρ jˆ,k
) .
hold.
Estimates for Green’s operator follow as a consequence of those for the Poisson
operator just as in Section 3 above. We now consider the problem (3.1) on a piece-
wise smooth domain, Ω. We let f ∈ L2(Ω) and extend f by zero to all of Rn to
a function, F ∈ L2(Rn) (with the Extension Theorem; see Theorem 1.4.2.4 in [4]).
We let U ∈W2(Rn) be a solution to ΓU = F in Rn.
Using Lemma 4.1, we have that U|Ωj ∈ W
2,s(Ωj, ρ jˆ) for all integer s ≥ 0. Using
the Trace Theorem to restrict to ∂Ωj (see Theorem 1.5.1.1 in [4]), we have
U|∂Ωj ∈W
3/2,s(∂Ωj ∩ ∂Ω, ρ jˆ)
From above, we then have
‖P(U|∂Ω)‖W1,s(Ω,ρ,k) . ∑
j
‖U|∂Ω‖W1/2,s(∂Ωj∩∂Ω,ρ jˆ,k)
.
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Using the Trace Theorem on the domain, Ω, by taking extensions by 0 from ∂Ωj ∩
∂Ω to all of ∂Ω, we have
‖U|∂Ω‖W1/2,s(∂Ωj∩∂Ω,ρ jˆ,k)
. ‖U|Ω‖W1,s(Ω,ρ jˆ,k)
.
We now set G( f ) toU− P(U|∂Ω) restricted to Ω. Note from the formU = Ψ
−2F
and from (the proof of) Theorem 4.5, we also have the estimates
‖U‖W2,s(Rn,ρ jˆ,k)
. ‖F‖W0,s(Rn,ρ jˆ,k)
.
We can now prove
Theorem 5.2. Let G( f ) denote the solution, u, to the boundary value problem (3.1). Then
for any j,
‖G( f )‖W1,s(Ω,ρ jˆ,k)
. ‖ f‖W0,s(Ω,ρ jˆ,k)
,
for integer s ≥ 0 and k ∈ N.
Proof. From above, we estimate
‖G( f )‖W1,s(Ω,ρ jˆ,k)
.‖U‖W1,s(Rn,ρ jˆ,k)
+ ‖P(U|∂Ω)‖W1,s(Ω,ρ jˆ,k)
.‖U‖W1,s(Ω,ρ jˆ,k)
.‖F‖W0,s(Ω,ρ jˆ,k)
.

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