Abstract. We study the existence and some properties of travelling waves in partially degenerate reaction-diffusion systems. Such systems may for example describe intracellular calcium dynamics in the presence of immobile buffers. In order to prove the wave existence, we first consider the non degenerate case and then pass to the limit as some of the diffusion coefficient converge to zero. The passage to the limit is based on a priori estimates of solutions independent of the values of the diffusion coefficients. The wave uniqueness is also proved.
Introduction
In this paper we will analyze the problem of existence and properties of travelling wave solutions to the following system of reaction-diffusion equations:
. . , n ≥ 1.
(1.1)
We want to show the existence of appropriate heteroclinic travelling wave solutions of the above system, when some of the diffusion coefficients converge to zero. Though such a problem may arise in many applications, our paper refers mainly to calcium dynamics in the presence of immobile buffers ( [8] , [10] ). We describe this phenomenon in a more detail below. Assumption 1.1. Assume that:
) is of the bistable type, that is the equation f (u) = 0 has exactly three solutions: u 1 ≥ 0, u 3 > u 1 and u 2 ∈ (u 1 , u 3 ). Moreover, f (u 1 ) < 0, f (u 3 ) < 0, and f (u 2 ) > 0. 
The functions G i (·,
·
Let us denote
(1.2)
Thus component-wise
A simple example of a function satisfying the first condition of Assumption 1.1 is a cubic polynomial f (u) = u(1 − u)(u − u 0 ) with u 0 ∈ (0, 1).
Let us take for example
(1.4)
Then system (1.1) describes the evolution of the concentration of free cytosolic calcium (u) and the concentrations v i (i = 1, . . . , n) of the buffer proteins. Buffers are big proteins (e.g. parvalbumin, calsequestrin, calretinin or EGTA) which can bind a large amount of free calcium inside cells. The amount of free Ca 2+ ions which can be bound to different kinds of buffers may reach 99%. Most of the buffers are almost immobile, however the diffusion coefficient of some of them is not negligible and is in the range between onetenth to one-half of the diffusion coefficient for free Ca 2+ [3] . The action of buffers is to stabilize the concentration of the intracellular calcium in an appropriate range [3] . That is to say, in this case, v i = [Ca . (1.6) It is easy to note that P k given by (1.5)-(1.6) satisfy inequality (1.3).
The results of the paper are twofold. First we prove the existence and some properties of the travelling wave solutions for the system of equations with positive diffusion coefficients D, D 1 , . . . , D n . To do this we use the theory of travelling waves for parabolic systems contained in [11] . Then by applying appropriate limiting procedure we obtain the existence of waves for the system with non zero diffusion coefficients D, D 1 , . . . , D M , 0 ≤ M ≤ n − 1, and zero diffusion coefficients D M +1 , . . . , D n . The existence of travelling waves for the system with non-diffusing buffers, i.e for M = 0 was proved recently in a straightforward way in the paper [10] and the asymptotic in time properties of solutions to this system were analyzed in [7] . It seems however that keeping non zero though arbitrarily small diffusion coefficients of buffers is more realistic in some situations. The method used in our paper allows us to consider the system with non diffusing as a limit of equations with small diffusing coefficients and provides some additional information about the behaviour of solutions to the considered family of systems. ¿From the point of view calcium dynamics in the presence of buffers, the generalization to the case M ≥ 1 seems sensible due to the fact that some of the buffers may have non negligible diffusion coefficients. Remark 1.1. Let us note that system (1.1) satisfies so called monotonicity conditions. To be more precise the derivative of the right-hand side of the equation for u with respect to v i , i = 1, . . . , n, is positive. Likewise, the derivative of the right-hand side of the equation for v i with respect to u is positive whereas the derivative with respect to v j , j = i, is identically zero. Thus it is possible to use the theory contained in [11] .
In this paper we are interested in the travelling wave solutions to system (1.1) joining the constant steady states P 1 and P 3 . To be more precise we are looking for solutions being functions of a scalar variable ξ = x − qt, that is
satisfying the following conditions:
Assumption (1.7) changes Eqs (1.1) to the system
where denotes differentiation with respect to the variable ξ. As we mentioned above our main aim was to prove the existence of heteroclinic solutions for a partially degenerated version of the system (1.9)-(1.10), that is the system
The method of the proof is based on the passage to the limit in the family of solutions when the diffusion coefficients
. . , n converge to zero. The existence of heteroclinic solutions to system (1.9)-(1.10) with D i > 0 is guaranteed by the theory contained in [11] .
In the proof we will refer to the properties of the subsystem describing the evolution of u and v i , i ∈ {1, . . . , M } that is to say of those v i for which the diffusion coefficients stay positive in the limiting process. This system has the following form:
(1.14)
It is easy to note that the constant steady states for system (1.14)-(1.15), which will be denoted by P 1 , P 2 , P 3 , satisfy the relations (1.3) with j ∈ {1, . . . , M }. Similarly to the heteroclinic solutions joining the states P 1 and P 3 for system (1.9)-(1.10) one can consider the heteroclinic solutions of system (1.14)-(1.15) joining its constant states P 1 and P 3 . According to Theorem 2.1 p.15 in [11] there exists a unique (up to a translation in ξ) heteroclinic pair (q r , U r ) for system (1.9)-(1.10) satisfying conditions (1.8) with P 1 , P 3 replaced by P 1 , P 3 and n replaced by M .
Properties of the constant states
To begin with we will analyze the properties of the matrices obtained by linearization of the source terms at the right-hand sides of the system (1.1) at the points P k , k = 1, 2, 3.
To be more precise, we are interested in the properties of their eigenvalues and eigenvectors.
Consider the following (n + 1) × (n + 1) matrix:
where
One can easily check that for u = u k + δu, v j = v k j + δv j the first order Taylor expansion of the source terms of system (1.1) has the form 
where K has the form defined by (2.1) with
Obviously, for a i , b i given by the above expressions the relations (2.2) are satisfied.
Below N ≥ 1 will denote a natural number. We note that a matrix with positive elements is irreducible. Therefore its principal eigenvalue is positive up to a constant factor. Lemma 2.3 can be generalized for the matrices with non-negative off-diagonal elements.
Lemma 2.4. Let C be a real N × N with nonnegative off-diagonal entries. Then C has a real eigenvalue µ P F (C) such that an associated eigenvector has nonnegative components and every other eigenvalue of C has its real part less than µ P F (C).
Proof. Let us consider the matrix C m = C + mI, where I is the unit N × N matrix and m ∈ IR
1
. Every eigenvalue µ of C determines an eigenvalue µ m of the matrix C m by the relation
If m is taken sufficiently large then the matrix C m has nonnegative entries. According to Lemma 2.3 there exists a maximal real and positive eigenvalue µ P F (C + mI) of the matrix C + mI and the corresponding eigenvector E has nonnegative entries. Consequently the matrix C possesses a maximal real eigenvalue µ P F (C) equal to µ P F (C + mI) − m with the corresponding eigenvector E,
The lemma is proved.
2 Proof. The proof follows by repeating the proof of Lemma 2.4 and using Lemma 2.
2
According to inequalities (2.2) the matrix K has positive off-diagonal entries. Using Lemma 2.1 we can prove that for a < 0 its maximal eigenvalue µ P F (K) is negative. 
Thus the sequence of inequalities from Lemma 2.1 is satisfied. The lemma is proved.
2
The statement converse to Lemma 2.6 is also true. Namely, the following lemma holds.
Lemma 2.7. Let a > 0. Then at least one of the eigenvalues µ of the matrix K is contained in the half-plane Re(µ) > 0.
Proof. Let us consider the matrix K with a = 0. Then (by adding to the first row all the other rows) we note that det(K) = 0. Now, the claim of the lemma follows from Lemma 2.
Now, we will analyze the irreducibility of the matrix K.
Lemma 2.8. Independently of the value of a the matrix K is irreducible.
Proof. Let us remind that an (n + 1) × (n + 1) matrix C is called reducible if the set {1, . . . , n+1} can be divided into two disjoint subsets I and J, that is to say {1, . . . , n+1}
The matrix is called irreducible, if it is not reducible. Suppose to the contrary that K is reducible for some value of a. It follows from the definition of reducibility that i ∈ I implies i / ∈ J and vice versa j ∈ J implies j / ∈ I. As k 1j = 0 for j = 1 we note that 1 / ∈ I. Hence 1 ∈ J. Consequently there must exist 1 = i ∈ I such that k i1 = 0. But k i1 can be equal to zero only for i = 1. We thus arrive at contradiction which proves the irreducibility of K independently of the value of a. 2 Using Lemmas 2.3, 2.8 and the method used in the proof of Lemma 2.4 we can easily note the validity of the following statement.
Lemma 2.9. Let K be defined by conditions (2.1)-(2.2). Then for any a its principal eigenvector (corresponding to the principal eigenvalue) is positive up to a constant factor.

Existence theorem for the non degenerate system
The following theorem holds.
Theorem 3.1. (Theorem 2.1, p.15 in [11]) Let us consider the system
where 
Further, let the function F (U ) vanish in a finite number of points w
, and
By means of the results of Section 2 and Theorem 3.1 one can easily check the validity of the existence theorem for the travelling wave solutions to system (1.1) with positive diffusion coefficients. 
A priori estimates of the solutions
Now using the special structure of the considered system we will estimate the derivatives of the heteroclinic solutions to system (1.9)-(1.10) together with the speed q. Our aim is mainly to examine the properties of the heteroclinic solutions as the coefficients D i , i = M +1, . . . , n, tend to zero. The estimates obtained in this section will be used to prove the existence of a solution to the system with
10) we have the estimates
The constants C u and C v can be chosen independent of q.
Proof. First let us estimate the first derivative of the function u(·). Let us suppose that the supremum of u is attained for some ξ 0 ∈ IR
1
. As lim ξ→±∞ u (ξ) = 0, hence we must have
) where we have denoted
Multiplying Eq.(1.9) by u (ξ) and integrating on (−∞, ξ 0 ) we obtain the equality
Hence, due to the monotonicity of the functions u, v 1 , . . . , v n , and the continuity of the function G, the right-hand side of this equation can be estimated from above by the expression
where C is a constant independent of the value of ξ 0 . As D > 0 we obtain from here the global boundedness of the C 1 norm of the function u(·) independently of the value of q. In the same way we can prove the estimate for
The quantities on the right-hand sides of these inequalities are determined only by the properties of the functions G and G i respectively. Thus using the equations for u and v i , i = 1, . . . , M , we can estimate also the second derivatives of these functions. As a result we have proved that
Using the results obtained above, we will now prove that the C 1 norms of the functions v k , k = M + 1, . . . , n, are also bounded without imposing any lower bounds for the coefficients
. . , n) equation of system (1.10) with respect to ξ we obtain the following equation
(see point 3. of Assumption 1.1) so the sum of the first two terms at the right hand side can be annihilated only by the third term as
However, the last quantity is bounded for any
Finally, let us estimate the behavior of the second derivatives of the functions v k , k = M + 1, . . . , n, independently of the values of D k > 0. These estimates are also based on inequalities (4.4). Namely, differentiating twice the equation for v k , k = M + 1, . . . , n, (see Remark ref1) we obtain for ξ = ξ 0
. Thus using the inequality (4.4) we infer that |v k (ξ 0 )| can be estimated by |u| C 2 (IR 1 ) and |v| C 1 (IR 1 ) . Now, differentiating the equations for u, v 1 , . . . , v M and using the arguments leading to the estimates of the second derivatives of these functions, we obtain the estimates of their third derivatives. We have thus completed the estimates (4.1). The lemma is proved.
The estimates of the derivatives of the monotone solutions allow us to estimate the absolute value of the wave speed q. To simplify the notation we will use the notation 
Proof. Let µ P F denote the Perron-Frobenius eigenvalue of ∂F (P 1 ). Then r may be taken so small that
rµ P F N (P 1 ). By means of conditions (2.1),(2.2) we conclude that F i (U ) < 0 for U ∈ W 0i . Consequently, there exists ϑ = ϑ(r) > 0 such that the first of the above relations is satisfied. In the same way we prove the second relation. 
Proof. Let us take an arbitrary point
for some k ∈ {1, . . . , n + 1}. (Let us remind that the components of the Perron-Frobenius eigenvectors are strictly positive according to Lemma 2.9.) As r ≤ r then it follows from the proof of Lemma 4.2 that it holds with r replaced by r and ϑ(r) replaced by ϑ( r).
In the same way we consider the parallelepiped W 1 . The lemma is proved. 2
The proofs of Lemmas 4.2 and 4.3 are based on considerations in [1] , [11] . As a corollary to Lemma 4.3 we have the following lemma.
Lemma 4.4. Let F be the same as in Lemma 4.2. Then there does not exist a point
Proof. It suffices to take δ < r and apply Lemma 4.
2
We are able now to obtain a priori estimates for q.
Lemma 4.5. If (q, U (·)) is a strictly monotone heteroclinic pair for system (1.9)-(1.10), then |q| < Q, where Q is independent of U .
Proof. Since U (ξ) → P 1 monotonically as ξ → −∞, then there must exist an index i and ξ = ξ 0 such that U (ξ) enters the region
. Integrating the i-th equation of system (1.9)-(1.10) we obtain . If q > 0, then the analysis of the behavior of the heteroclinic trajectory near the P 3 allows us to obtain the upper bound for q. 2 
Existence of a solution to the degenerate system
In this section we will prove the existence of a heteroclinic solution of system (1.9)-(1.10) with D i = 0 for i = M + 1, . . . , n. The proof will be carried out by passing to the limit D i → 0 in the family of solutions for the non degenerate system (with
. . , n, and for q = 0, system (1.9)-(1.10) can be written as a first order system of ODEs of the form
We will also consider the system linearized around the point
(which corresponds to P 2 ): 
with a, a i and b i satisfying (2.2) and (2.4) for k = 2. First we will prove that while decreasing the coefficients D i , i = M + 1, . . . , n, to zero the heteroclinic solution joining P 1 with P 3 cannot split into two waves joining in turn the points P 1 with P 2 and P 2 with P 3 . (For the details see [5] , p.478.) Suppose to the contrary that the above splitting into the two heteroclinics is possible. These waves would be a limit of heteroclinics with positive first derivatives. Then, for a fixed q = 0 there would exist simultaneously:
1. nonnegative eigenvalue λ + of the matrix (5.3) with a > 0 and a corresponding eigenvector
T with nonnegative components 2. non positive eigenvalue λ − of the matrix (5.3) with a > 0 and a corresponding eigenvector
. . , M and and h
Their existence follows from the fact the first heteroclinic trajectory starts from P 2 into the set {(U : U − P 2 ≥ 0 componentwise} as ξ increases from (−∞), whereas the second trajectory achieves P 2 from the set {(U : U − P 2 ≤ 0 componentwise} as ξ tends to (∞).
The following lemma holds. + ∂F ) has a purely imaginary eigenvalue and the corresponding eigenvector N . But this impossible due to Lemmas 2.5 and 2.6.
. . , n, every component of the heteroclinic solutions U (ξ) provided by Theorem 3.2 are monotonically increasing. Consequently the solutions to system (5.1), if they exist, obtained by passing to the limit D i → 0 are non decreasing. As ξ → ±∞ the trajectories of these solutions in the (n + 2 + M )-dimensional phase-space are tangent to the eigenvectors of the linearization matrices for system (5.1) at the starting and ending points of the heteroclinic solution respectively, i.e. at the points:
respectively. According to Lemma 5.2, the eigenvalues corresponding to these eigenvectors must be positive (as ξ → −∞) and negative (as ξ → ∞). Moreover, the solutions are non decreasing, so if the components of these eigenvectors corresponding to (u, v 1 , . . . , v n ) are chosen nonnegative, then the components corresponding to (z, z 1 , . . . , z M ) should be nonnegative for ξ = −∞ and non positive for ξ = ∞. The following additional properties can be proved. N = (h u , h  * 1 , . . . , h  * M , h z , h 1 , . . . , h n ) T be an eigenvector of the linearization matrix (5.3) corresponding to an eigenvalue λ such that:
Then the inequalities concerning λ and the components of the vector N are strict.
Using Lemma 5.2 we can easily verify the validity of the next lemma. Proof The first part follows from Lemma 5.2. Let a [1] , a [1] k , b [1] k and a [3] , a [3] k , b [3] k denote the parameters of the matrices L 1 and L 3 respectively. Let us define the homotopy a(s) = a [1] + s(a [3] − a [1] ), a k (s) = a [1] k + s(a [3] k − a Below, we will also need the following lemma.
n}, attains a minimum equal to zero for some
The same is true for system (1.11)-(1.13).
Proof. The proof is straightforward. 2
Let, for α, β = 0, 1, 2, 3, with Ω being a compact interval in IR
where, for γ = 1, 2, 3,
Here, by S (j) γ we mean the j-th derivative of S γ . B αβ are the Banach spaces with the supremum norm. To be more precise
Without losing generality we impose an additional condition on the heteroclinic solutions U = (U 1 , U 2 , . . . , U n+1 ) (see (4.5)) to get rid of the translational symmetry. For instance we may choose it in the form , and tend to zero at infinities, Ψ (ξ) must tend to 0 for | ξ |→ ∞. Moreover, as ξ → ±∞, due to the monotonicity, the functions Ψ 1 (·), Ψ 2 (·), . . . , Ψ n+1 (·) must attain their limits. Due to condition (5.5), lim ξ→−∞ Ψ(ξ) = P 1 . Now, if it was not true that lim ξ→∞ Ψ(ξ) = P 3 , we would have Ψ(ξ) → P 2 as ξ → ∞. But it is easy to note that then we would have another wave Ψ such that Ψ(ξ) → P 2 and P 3 as ξ → ±∞ respectively, that is to say there would exist two waves (of the same speed q) joining the states P 1 with P 2 and P 2 with ) function of its argument and lim ξ→∞ U [l] (ξ) = P 3 . For the detailed considerations the reader is referred to [5] p.478.) If Q = 0 then this possibility should be however excluded due to Lemma 5.1. If Q = 0, the first M + 1 equations decouple from the rest. It is easy to note that for this system an analogous (to Lemma 5.1) property holds (see also [11] ). Thus lim ξ→∞ Ψ 1 (ξ) = P 1 and consequently lim ξ→∞ Ψ(ξ) = P 3 also in this case.
Let us remind that q r denotes the speed of the unique (in the sense of profile) monotonically increasing heterolinic solution for system (1.14)-(1.15) joining the states P 1 and P 3 . The first existence result of the paper is contained in the following theorem. 
Proof. From the results obtained above it follows that we only need to prove the last statement concerning the relations between q and q r . This follows from Lemma 5.6, which is formulated and proved below. 
). Using these estimates in the first M + 1 equations of the system we obtain system (1.14)-(1.15) perturbed by terms of the order O(ρ). For ρ = 0 (or l = ∞) we obtain exactly system (1.14)-(1.15) (since from the last n − M equations it would follow that G i (u(ξ), v i (ξ)) ≡ 0, i = M + 1, . . . , n). According to Theorem 2.1 in [11] this system has a unique monotonically increasing heteroclinic pair (q r , u r ) (with q r = 0 by the assumption of the lemma). Hence we arrive at a contradiction with the fact that q k l → 0. Proof. Take q = 0. Then, the first M + 1 equations separate from the rest. According to our assumptions and from Theorem 2.1, p.15 in [11] (Theorem 1) it follows that there exists a unique monotonically increasing heteroclinic solution joining the corresponding constant states P 1 and P 3 . The remaining n − M equations have the form
Given u(ξ), according to the form of the functions G i , equations can be solved explicitly with respect to v i (ξ). 2
Uniqueness of heteroclinic solutions
In this section we will prove the uniqueness of the monotonically increasing heteroclinic pairs of system (1.11)-(1.13).
Suppose that there exist two heteroclinic solution pairs (q 1 , W 1 ) and (q 2 , W 2 ) to system (1.11)-(1.13) satisfying conditions (1.8). We know from Lemma 5.5 that both W 1 and W 2 are strictly monotone. Let us note that the difference z = W 2 − W 1 satisfies the system of equations:
where, for all ξ ∈ IR 1 , 0 ≤ θ i (ξ) ≤ 1 and D i = 0 for i = M + 2, . . . , n + 1. Here for simplicity we denoted
Both W 1 and W 2 tend to P 1 (P 3 ) as ξ tend to −∞ (∞). According to Lemma 5.3 they attain their limits exponentially, so the matrices
. . , n + 1, also tend to their asymptotic limits exponentially. To proceed we will need the following lemma. Proof. Without losing generality we can suppose that q 2 ≥ q 1 . Let us remind that, according to Lemma 2.8, ∂F (W 1 (ξ)) and ∂F (W 2 (ξ)) are irreducible for all ξ. Their principal eigenvalues are negative at ±∞. For fixed W 1 and W 2 let r > 0 be such that W i (ξ) belong to sufficiently small neighborhoods of the points P 1 and P 3 if |ξ| > r. Then the principal eigenvalues of both ∂F (W 1 (ξ)) and ∂F (W 2 (ξ)) are negative for |ξ| ≥ r.
Let us consider the function W 2h (ξ) := W 2 (ξ + h). It is obvious that taking sufficiently large h > 0 we can achieve that W 2 (r + h) > W 1 (r). Moreover, for ξ = −r − h we have
for h sufficiently large. So, increasing the value of h if necessary, we can guarantee that, taking r + = r and r − = −r − h, we have z(ξ, h) := W 2h (ξ) − W 1 (ξ) > 0 for all ξ ∈ [r − , r + ].
Since the principal eigenvalue of the matrix ∂F is negative in some neighborhoods of the points P 1 and P 3 and due to the choice of r, the principal eigenvalue of the matrix with the elements F i,j [(1 − θ i (ξ))W 1 (ξ) + θ i (ξ)W 2h (ξ)], i, j = 1, . . . , n + 1 is also negative for ξ > r and ξ < −r − h and for all h ≥ 0.
Thus, we may take r − = −r − h and r + = r in Lemma 6.1. Consequently, z(ξ, h) > 0 for all ξ ∈ IR We are now able to formulate the result on the structural stability of the heteroclinic solution pairs for system (1.11)-(1.13). The proof uses the properties of the linearized operator and is left to the reader.
