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Abstract
In an era of precision cosmology, clusters of galaxies are the natural consequences under
the hierarchical scenario, within which clusters directly encapsulate the history of structure
formation. Thus, determining the mass distribution of clusters as a function of redshift
enables fundamental tests of this structure formation process. My projects have initially been
motivated by an intellectual inquiry into how we can effectively and accurately analyze data
from large cluster surveys, such as the South Pole Telescope (SPT), the Blanco Cosmology
Survey (BCS) and the upcoming Dark Energy Survey (DES), which now extends to the
galaxy formation and evolution studies. Through this thesis project followed by immediate
extension of the thesis, I, therefore, aim to achieve three distinct, but highly inter-related
main research goals: (1) creating mock catalogs that represent the universe well enough,
(2) employing these mock catalogs to quantitatively characterize optical selection tools and
then applying those well understood selection tools to large new surveys, and (3) exploring
the underlying physics of galaxy population and property evolution over the cosmic time.
Clusters of galaxies are an important laboratory for exploring galaxy formation and
evolution. Automatic data analysis tools, such as cluster finding algorithms or mass and
photometric redshift estimators, need to be tested prior to their use. We have launched a
project to create realistic mock galaxy catalogs that will perform these tests accurately. This
thesis project also includes development of tools to characterize clusters of galaxies, such as a
red-sequence redshift estimator and an optical richness estimator. We also explore one of the
candidates of contamination in cluster finding in sub-mm wavelength. The scientific goals
to have been achieved are to build a realistic mock catalog on which several analysis tools
ii
are tested to better understand our ability to make accurate measurements; to develop an
independent redshift and optical richness estimators with their applications to real clusters
and to understand their systematics better to reduce the scatter; and to address a cautionary
point in sub-mm cluster finding due to radio galaxies that are associated with clusters. These
projects, in conjunction with each other, are demonstrated as crucial elements in constraining
cosmological parameters to understand the evolution of the universe.
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Chapter 1
Introduction - Cluster of Galaxies
We are living in an era of precision cosmology. Under the fundamental assumption that the
laws of physics are valid at all times and length scales, various observations from Hubble
(1929) to theWilkinson Microwave Anisotropy Probe (WMAP) have converged to a common
single model to describe the history of the universe in which the overall geometry of the
universe is nearly flat (e.g., Spergel et al., 2007). With an unprecedented precison, WMAP
5-year data results virtually available to public denote that the matter density ΩM is only
fractional (∼0.27±0.04), while the ratio of total energy density to that for an Einstein-de
Sitter universe Ωtot is close to 1.0 (∼1.02±0.02). Most of the matter density is composed
of particles which do not emit or absorb electromagnetic radiation, interact only through
gravity and thermally decouple from rest of the universe while moving at non-relativistic
velocities (Bertone et al., 2004). This component is usually known as “Cold Dark Matter”.
As suggested in these numbers, about 70% of the total energy density is in a form of a smooth
component which behaves like repulsive gravity, so-called “Dark Energy”. Historically, the
simplest and widely studied dark energy model is the addition of “cosmological constant (Λ)”
to general relativity (Weinberg, 1989). Since Dark Energy as indicated by a cosmological
constant is not directly observable, current on-going cosmological studies endeavor to answer
how it controls the expansion of the universe, rather than what it is in this expanding universe
(Schmidt et al., 1998; Riess et al., 2004).
In a ΛCDM model, clusters of galaxies are particularly resourceful to study the exotic
nature of the dark energy. Clusters of galaxies, the largest collapsed systems, are the natu-
ral outcome under the hierarchical scenario. According to the concordance cosmology, the
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peaks of the initial (Gaussian) density perturbation grow into the clusters we observe today,
with masses of up to 1015M (e.g., Peebles, 1993). The initial density fluctuations, driven
by gravity, grow into stellar-size small objects, which in turn grow into galaxies and then
clusters. From this scenario, clusters directly encapsulate the history of structure forma-
tion. Thus, determining the mass distribution of clusters as a function of redshift enables
fundamental tests of this structure formation process.
Within the framework described above, clusters of galaxies provide us great laboratories
to explore galaxy formation and evolution, as well as the effect of dark energy. In other
words, after the temperature of the universe decreases to the point where the temperature
is low enough for baryons and photons no longer to interact with dark matter, dark matter
particles fall into higher potential regions to form galaxies. Galaxies formed this way then
fall into greater potential well to form clusters. At the present epoch, therefore, we observe
more of clusters with higher mass. By exploring properties, distribution, and clustering
of galaxies in clusters at different epoch and at different cluster mass range, some of the
astrophysical processes at work can be revealed.
Several large sky cluster surveys are in operation and in preparation, such as the Dark
Energy Survey, the South Pole Telescope, the Large Synoptic Survey Telescope. Data pro-
vided by these surveys and others are at work to constrain the cosmological parameters more
tightly than ever, as well as providing a wealth of opportunities to unveil physics in galaxy
formation and evolution from microscopic scales, such as star formation and population,
to galaxy-scale transformation. In the near future, we hope to pin down or constrain the
unknown physics or be prepared for more surprises.
1.1 Fundamental Observables of Clusters
In order to achieve any of what are described above, we need to quantify clusters’ physical
properties. It is not straightforward to measure the mass of a cluster, because there is no
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obvious boundary to define a cluster. Conventionally we adopt virial mass, M∆=200, which
indicates the mass within the radius of R∆=200 that encloses the density of ∆=200 times the
critical density at redshift z. According to a simple spherical collapse model for a matter
dominated universe (Gunn & Gott, 1972), ∆=200 is a good proxy of the mean density
(∆ × ρc(z) where ∆ ∼180) within the virialized region of a pertubation that just collapsed
(e.g., Navarro et al., 1997). Navarro et al. (1997) also show that matter distribution inside
typical clusters that are not in the middle of a major merging event can be expressed by
a universal mass-density profile (i.e., Navarro-Frenk-White profile (Navarro et al., 1997))
which is shown to be a fairly good match with observations:
ρ(r) ∝ 1(
r
rs
) (
1 + r
rs
)2 ,
where rs is the scale radius which defines concentration of objects (dark matter or galaxies)
as c = r200/rs. Therefore it has been a common practice in the community to use R200 as a
“virial” radius in order to compare physical properties of systems over a range of mass for
consistency over range of systems.
Clusters are observed using many observational techniques. In the 1700s, Messier and
Herschel recognized two regions that appeared to be packed with galaxies, which in present
day are known as the Virgo and Coma clusters. Abell cataloged most of the known nearby
clusters in the northern sky in 1958 (Abell, 1958) and together with Corwin & Olowin
cataloged most of the southern sky clusters in 1989 (Abell et al., 1989), laying the foundation
for modern cluster catalogs. In 1937, Zwicky proposed to measure cluster mass through
gravitational lensing, although this didn’t become feasible until recently. More recently, it
has become more popular to search for clusters using the early type galaxies in clusters that
form a striking relation on color-magnitude diagrams (e.g., Gladders & Yee, 2005; Koester
et al., 2007).
The emergence of X-ray telescopes enabled a different way that clusters were detected
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(Forman et al., 1972; Kellogg et al., 1972). The X-ray emission from clusters comes from
the hot gas content inside their potential well via thermal Bremsstrahlung and line emission
(Felten et al., 1966; Vikhlinin et al., 1998; Romer et al., 2000; Bo¨hringer et al., 2000). The
hot gas is also responsible for the Sunyaev-Zel’dovich effect at sub-mm wavelength. Cosmic
Microwave Background (CMB) photons scatter off of the dense hot gas in clusters’ potential
well to the higher frequency regime, distorting the overall shape of the CMB spectrum
(Sunyaev & Zeldovich, 1970, 1972). Although cluster’s signals in sub-mm wavelength are
not as prominent as in X-ray or optical, surface brightness dimming due to redshift of a
cluster is not in effect as in X-ray or optical surveys, which means that the detection does
not depend on redshift. This plays a critical role for the SZE cluster surveys rising as one of
the most important and powerful methods in selecting a more uniform class of clusters (for
a review, see Birkinshaw, 1999; Carlstrom et al., 2002).
As in any scientific analysis tool, cluster findings in any energy range suffer from com-
plications and contaminations. For ever higher precision cosmology, one must understand
the systematics of the tools used. In optical cluster finding, for example, there are larger
uncertainties hidden in observed data, because optical cluster finding solely relies on galaxy
content which is not a direct measure of the majority of the content inside a cluster. For
this reason, an optical cluster finder could be affected by complications, such as projection
effects by foreground and background structures, not completely understood astrophysics
that are involved in galaxy formation and transformation, as well as population inside clus-
ters. In SZE cases, one of the biggest concerns is incompleteness due to point sources whose
fluxes could essentially fill up the flux decrement by clusters at certain frequencies. It is cru-
cial to carefully characterize the methods before observational results are used for scientific
conclusions.
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1.2 Clusters as Cosmological Probe
It is worthwhile to draw more attention to how the evolution of the dark matter and dark
energy are reflected in the evolution of clusters. A ΛCDM model can be characterized by
a set of cosmological parameters, all of which together describe the overall geometry of
the universe, the mean density of its constituents, and how they change with time. Since
clusters of galaxies are the largest gravitationally bound systems in the universe, thereby
representative snapshots of the universe, a large-sky cluster survey can offer good constraints
on the matter density ΩM and the amplitude of the power spectrum via their baryon mass
fraction, the spatial distribution, the mass-to-light ratio, and the abundance (Voit, 2005).
For example, the cluster abundance is a sensitive function of dark energy at work, because
their abundance at a certain redshift depends on how fast the density perturbation grows at
that redshift. In this context, the more tightly constrained ΩM from large-sky cluster survey
with good systematics can be obtained by constructing clusters’ mass function (Bahcall
et al., 1997; Reiprich & Bo¨hringer, 2002). This brings the attention to how one can measure
clusters’ mass more accurately. Mass of any system in the universe is not a direct observable.
Therefore one must rely on one or more observables of clusters to infer the mass inside and
then establish well understood scaling relations (Mohr & Evrard, 1997; Arnaud & Evrard,
1999; Reiprich & Bo¨hringer, 2002).
1.3 Clusters as a Laboratory to Study Galaxy
Evolution and Transformation
Even though galaxies are not the major constituents of clusters and the universe, there
is no doubt that clusters are a pool of galaxies. By assembling different sets of galaxy
samples derived from a large number of clusters, one can study how galaxies are formed and
transformed (e.g., the early type galaxies are found to be more concentrated in the central
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region of clusters (Bower et al., 1992), or a galaxy suffers and is altered by another galaxy
during pass-by (tidal stripping, galaxy harassment Merritt, 1984; Moore et al., 1996; Gunn
& Gott, 1972). Interactions between galaxies or with the cluster potential cause remarkable
changes to galaxies themselves. Comparing observations to models and simulations, one
can test which cosmological model explains the observed phenomena the best (Butcher &
Oemler, 1984; De Lucia et al., 2004; Ellingson et al., 2001). A cautionary note must be made
here that systematic studies of cluster galaxies from large sky surveys are essential due to
possibly significant variance in samples.
1.4 Perspectives in the Dissertation
This project is motivated by an intellectual inquiry into how we can effectively and accurately
analyze data from large cluster surveys, such as the South Pole Telescope and the Blanco
Cosmology Survey. This thesis project therefore aims to pursue a more direct collaboration
between simulation and observation as an interlocking element.
This paper is organized as follows: in chapter 2, generating mock galaxy catalogs is
discussed, followed by the discussion on red-sequence population in clusters to characterize
clusters in chapter 3. In chapter 4, I discuss a possible origin of incompleteness in SZ cluster
finding. At last, chapter 5 summarizes the thesis project as the first step toward a iterative
and coherent procedure between simulation and observation to improve cosmological and
astrophysical studies with clusters. Some immediate on-going/future projects are briefly
summarized in the end.
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Chapter 2
A Parametrized Cluster Galaxy
Simulator For Optical/NIR Cluster
Findings In Large Surveys
2.1 Introduction
Connecting baryonic cosmic structures with dark matter contents in the universe is very
important in understanding the evolution of large scale structures. This is one of the major
motivations for numerical simulations to test theories of large-scale structure evolution or of
large sky observational surveys. Clusters of galaxies have long been recognized as important
laboratories to effectively constrain the evolution of the large scale structures through their
properties, such as their mass function.
There is a vast amount of data in large-sky surveys, including the Sloan Digital Sky
Survey (SDSS; York et al., 2000) and the Two Degree Field Galaxy Redshift Survey (2dF-
GRS; Colless et al., 2001),which cover a large fraction of the sky upto moderate redshift
(z ∼ 0.5). The high-redshift DEEP2 Galaxy Redshift Survey (DEEP2; Davis et al., 2004),
the Red-Sequence Cluster Survey (RCS; Gladders & Yee, 2005), and the Blanco Cosmology
Survey (Ngeow et al., 2009; Staniszewski et al., 2009, BCS), extend to higher redshift (z ∼ 1
or higher). Large sky galaxy cluster surveys are becoming one of the key ingredients, for
unveiling the greatest mystery - the dark energy (Wang & Steinhardt, 1998). For example,
Gladders et al. (2007) recently showed how a large galaxy cluster survey, such as RCS1 and
RCS2, could constrain cosmological parameters using the self-calibration method (Majum-
dar & Mohr, 2003, 2004). From a large sample of galaxy clusters, one can construct the
redshift dependent mass function dn
dM
(M, z). This mass function then allows us to estimate
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the number of clusters at each redshift, which depends on the adopted cosmological model;
dN
dz
(z) = ∆Ω
dV
dzdΩ
(z)
∫ ∞
Mlim(z)
dn
dM
dM. (2.1)
Therefore, defining the precise mass function as a function of redshift is crucial. It is not,
however, one’s hope to construct a perfect mass function; rather, it is the ultimate goal
of cluster surveys to define its imperfection in analytical form, folded into the selection
function. The selection function is composed of two parts; the completeness s(M, z) and
the contamination c(M, z). Once the selection function is defined, the mass function can
be reformulated by this selection function so that it better describes what is observed and
measured.
dn′
dM
(M, z) =
dn
dM
(M, z)[s(M, z) + c(M, z)]. (2.2)
In this regard, the two most important aspects in analyzing galaxy cluster samples are
cluster mass and redshift estimations. Mock catalogs that are good representatives of the
real universe are the tools for understanding cluster finders, as well as mass and redshift
estimators.
Many simulations have successfully reproduced observational features in clusters and
galaxies, such as the luminosity function or the correlation function. This usually has been
done in two ways: using the framework of halo occupation distribution (HOD) (e.g., Berlind
& Weinberg, 2002; Kravtsov et al., 2004), which can also depend on luminosity (e.g., Yang
et al., 2003) and by using a semi-analytical model for galaxy evolution in merger history trees
(e.g., Kauffmann et al., 1999). In the HOD framework, galaxies are populated within halos
assuming a certain HOD and described by a conditional probability P(N | M) that a halo
with mass M contains N galaxies (Berlind &Weinberg, 2002). Yang et al. (2003) extended the
HOD modeling by labeling the galaxies with luminosities that uses the conditional luminosity
function (CLF) P (N |M)dL, which gives the probability of finding a galaxy with luminosity
in the range of L ± dL/2 as a function of halo mass M. These methods are powerful tools to
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populate dark matter particle simulations with galaxies, but one must rely on the adopted
shape of the HOD or a specific galaxy evolution model, which is one of the fields that is not
fully understood in astronomy.
A more recent and original scheme to create mock catalogs uses the Hubble Volume Sim-
ulation (Evrard et al., 2002)1, where dark matter particles were chosen to be galaxies based
on their local density, regardless of the host halo mass, and luminosities were assigned by the
observed luminosity-density relation in SDSS (Wechsler, 2004). Another recent example of
relating luminosities and galaxies was developed by Vale & Ostriker (2006) using a subhalo
catalog. In that study, they introduced a non-parametric model to relate the luminosity of
galaxies and the mass of the dark matter halo or subhalo which hosts it, under the assump-
tion that the luminosity-mass relation is one-to-one and monotonic. Their scheme, however,
did not reproduce the observed LF in Lin et al. (2004).
The objective of our exercise is to provide mock galaxy catalogs that reproduce many
physical properties of the large scale structures in the universe, on which various automated
analysis tools in optical and NIR wavelengths can be calibrated. We assign the subhalo
catalogs from the N-body simulation to be galaxies, and then directly implement observa-
tional features of galaxies in various wavebands without assuming any HOD, semi-analytical
model, or luminosity-mass relation. This paper is organized as follows. In §2.2, we describe
the N-body simulation, including the creation of our subhalo catalog. In §2.3, we introduce
our method for assigning galaxy properties to subhalos. In §2.4, a cluster finder is tested
against the mock catalogs and analyzed. In §2.5, we discuss the reliability of the optical mass
indicator, the Bgc parameter. Finally in §2.6, advantages and limitations of our approach
are discussed, as well as future directions of the project. Throughout the paper, we assume
the cosmological parameters to be ΩM = 0.3,ΩΛ = 0.7, and the Hubble parameter to be
H0 = 70 km s
−1 Mpc−1.
1http://www.physics.lsa.umich.edu/hubble-volume
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2.2 N-body Simulation
2.2.1 Halo Catalogs
A dark matter (DM) only structure formation simulation using the HOT code was run at
Los Alamos National Lab by Michael Warren, modeling a universe based on the concordance
cosmology (ΩM = 0.3,ΩΛ = 0.7, H0 = 70 km s
−1 Mpc−1). Initial conditions were gener-
ated by CMBFAST (Seljak & Zaldarriaga 1996). The available version of these DM-only
simulations has a box size of 400h−1 Mpc3 with 1010 particles. Each particle has mass of
2.45× 109h−1 M. This simulation generates outputs at fixed time steps during the history
of the structure formation.
DM halos are identified by the Friends-of-Friends (FoF) method (Davis et al., 1985). A
FoF method requires one to define a specific linking length that determines the size of an
iso-density sphere with a value of
ρ(hlink) =
αMp
(4pi/3)h3link
,
where Mp is the particle mass and α is a free parameter. For each object, one can trace how
many linked particles are inside the iso-density sphere. A FoF method extends the search
outward until no more objects within the sphere are found to be associated with those groups
identified as friends. Therefore, this method is well-suited for tracing the filaments between
structures. Here the adopted linking length is 0.2 times the average inter-particle spacing.
2.2.2 Subhalo Catalogs
Subhalos are identified independently from halos. The subhalo finding algorithm, called the
IsoDen method (Pfitzner et al., 1997), selects all density enhancements. Subhalos are traced
to the smallest clumps which contain a minimum of 10 particles, corresponding to a subhalo
mass of 1010h−1M. The IsoDen method calculates the spatial density field of particles to
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identify local peaks as centers of subhalos. At each center, iso-density surfaces grow to find
all particles that belong to the center until any two different surfaces start to touch each
other. Pfitzner et al. (1997) showed that this method can resolve more sub clumps than a
FoF method with length scales smaller than 0.2.
Subhalos are then paired up with host halos, given the criteria that they lie within the
virial radius, r200 of the host halo, within which 200 times more dense material is enclosed,
compared to the mean density of the universe. Since the simulation output box is periodic,
subhalos on the edges of the box are also checked for their membership with hosts on the
other side of the box. When a subhalo matches with two different host halos, we choose the
more massive halo as the matching host.
This matched subhalo catalog is examined for cluster galaxy-like properties, such as radial
distribution from the center of the host, velocity dispersions, and the HOD. For example,
in Figure 2.1 we show subhalo radial profiles compared with a ‘NFW profile’ (left panel)
introduced by Navarro et al. (1997), and the subhalo mass function (SMF) on the right
panel. A total of 12,000 halos are stacked to produce both figures. These halos are then
divided into three mass bins. The lowest mass bin, shown with the dashed line, represents
halos with mass between 5 × 1013M and 1.25 × 1014M, and the next mass bin, shown
with the dash-dot line, contains halos with mass between 1.25 × 1014 and 7.94 × 1014M.
We compare the overall feature in radial profile with the NFW profile, for which we adopt
the concentration of 5, although a value for the concentration parameter does depend on
the distance from cluster centers. The halos in the highest mass bin, represented with the
dash-dot-dot line in the figure, show a deficit of subhalos in the central region. This deficit
has already been noted in previous studies (e.g., De Lucia et al., 2004; Ghigna et al., 2000)
and is referred to as ‘antibiased’ relative to the dark matter in the central regions of the
halos. De Lucia et al. (2004) suggested that this is naturally explained as a consequence of
the orbital decay combined with dynamical friction and mass loss that subhalos experience
in high density regions. Subhalos that are on orbits that take them through the cluster
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center are quickly destroyed and soon are no longer distinguishable from the central halo.
In testing cluster finders that do not assume a specific shape for the cluster profile, this
problem is not crucial.
To compare the mass function of the field population with that of cluster members, we
scale the field subhalos’ MF by 200
ΩM
, assuming the density in clusters is enhanced by 200
times the critical density. In Figure 2.1, filled circles represent the field population and
the stars represent cluster members. In principle, one can benefit from using the physical
properties of the subhalo to build mock catalogs since the dynamical information is available.
If the mass of subhalos measured at z=0 are good representatives for the mass of real
galaxies, luminosities of galaxies could be assigned according to their mass, assuming mass-
to-light ratio (M
L
), as given in Vale & Ostriker (2006). Their method requires, however,
simulation outputs from earlier times (i.e., higher redshift output than z=0) because they
use the subhalo’s original mass just prior to accretion into their parent halo rather than the
present mass. This is necessary because subhalos lose their mass over cosmic time in denser
environments by strippings. We do not choose this approach since we do not have subhalo
masses at higher redshifts as output into the simulation at this point. Rather, we assign
galaxy luminosity in a manner that reproduces the observed luminosity function. Since
there is no dramatic mass segregation of subhalos, this should produce equivalent results.
For the purposes of this paper, we choose the mass threshold of subhalos at 1 × 1010M,
where the two mass functions are in a good agreement. The turn-over of the mass functions
at lower mass range originates from data incompleteness due to the mass resolution of the
simulation. This is especially apparent inside rich halos (see Figure 2.1), where the turn-over
in the mass function appears at a higher mass regime. This can be attributed to the fact
that subhalos must have been destroyed in dense regions, and particle groups of lower mass
than this threshold are not found in sufficient numbers as subhalos.
Also in Figure 2.1, we find an overdensity of cluster subhalos as compared to field subhalos
after scaling by a factor of 200
Ωm
. This can be problematic only if we do not see the same trend
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in the overdensity of galaxies in cluster regions (as compared to the field) in real data. In the
Ks-band, the normalization offset between the cluster luminosity function (Lin et al., 2004)
and the field luminosity function (Kochanek et al., 2001) is about ∼3.5, which is consistent
with the offset of about 10 at a mass range around 1012M in the subhalo mass function,
if we assume that the mass-to-light ratio decreases from clusters to the field by a factor of
2 or greater (Rines et al., 2004). Although it is hard to compare the measured luminosity
function normalization from data directly to the simulated subhalos (because one has to
assume a mass-to-light ratio at certain mass ranges), we argue that in general this is roughly
consistent with the fact that we see overdensity in clusters’ measured LF, and with Gao
et al. (2004), who finds an offset in the subhalo abundance distribution of massive halos
as compared to that in the Universe as a whole. We are also consistent with Giocoli et al.
(2008), who report that the normalization of the unevolved subhalo mass function is higher
than subhalos in the host halos by a factor similar to ours (∼ 0.3 in log-log space).
Figure 2.1: Left : Number density of subhalos as a function of distance from the center of
their parent halo. The distance has been normalized by the total number of subhalos within
host halo’s r200 radius. The solid line is NFW with concentration of 5. The dash line is for
halos with 5×1013M < Msubhalo < 1.25×1014M. Halos in mass range of [5e+13,1.25e+14],
[1.25e+14,7.94e+14],[7.94e+14,3.5e+15] in units of M are shown with dash, dash dot, and
dash-dot-dot lines, respectively. Right : Number density per log10M as a function of halo
mass. Dots are the MF of the field subhalos scaled by 200
ΩM
and stars are the cluster subhalos
MF.
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Throughout the paper, “halos” or “clusters” are those with mass greater than 5×1013M
and contain member subhalos that were matched with the halos within r200. “Field” popu-
lation includes low mass halos along with their member subhalos (mass less than the above
mass cut-off), as well as subhalos that were not matched to any halo.
2.3 Creating Mock Catalogs
In this section, we introduce a detailed prescription for building mock catalogs. The first
ingredients are direct products of the simulation: a halo catalog that contains positions,
velocities, and masses of halo centers at z=0, and a subhalo catalog that contains positions,
velocities and masses of subhalos (interpreted as galaxies). Throughout this experiment, we
include only subhalos with mass greater than 1.0× 1010M.
A 2-D sky view from an observation is a projection of a lightcone, of which the volume
depends on redshift, with an angular size that corresponds to the field-of-view. Ideally, one
would like to build a mock catalog from a large enough simulation to include all of the cosmic
expansion and evolution history. Until we have such a lightcone-volume simulation or more
outputs at higher redshifts, we take advantage of the fact that the simulation box is periodic.
We can thus stack the z=0 output simulation in order to simulate the more distant universe.
This means the current simulations do not naturally follow the evolution of the large scale
structures, although future versions will implement this feature.
We begin the implementation of this lightcone effect by setting an observer at a random
position inside the box with a random line-of-sight direction – additional boxes are located
along the chosen line-of-sight to simulate the higher redshift universe. This random realiza-
tion makes it possible to build different mock catalogs from the same simulation. Cluster
and galaxy redshifts are determined by their comoving distance from the observer and their
peculiar velocities. An object’s angular diameter distance determines the angular size of
the field-of-view at the object’s redshift. We note that the information on structure forma-
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tion/evolution is not correct, since we stack additional boxes to simulate the more distant
universe. Once redshifts are determined, galaxy properties are assigned in such a way to
reproduce several observed quantities, such as luminosity function, color distribution and
HOD (§ 2.3.1). In the following sections, observational constraints that guide our simulation
are introduced. We then describe how the algorithms for producing mock catalog implement
those observations. We also generate modified versions of mock catalogs by changing indi-
vidual input parameters separately to see what effects this has on the performance of the
tool being tested, such as cluster finders and redshift estimator (§ 2.3.3).
2.3.1 Assigning Intrinsic Properties
Galaxy Types
Early studies showed that many galaxy properties are unique to dense environments, such
as clusters (e.g., Oemler, 1974; Dressler, 1980), suggesting that cluster-specific processes,
such as galaxy harassment or ram-pressure stripping, play an important role in transforming
galaxy properties (Moore et al., 1996; Gunn & Gott, 1972). Subsequent studies clarified that
group-specific processes, such as strangulation (Larson et al., 1980; Balogh et al., 2000), may
be responsible for this transformation.
In a recent study, Weinmann et al. (2006) measured the fraction of blue galaxies within
groups/clusters as a function of halo mass, halocentric radius, and luminosity. Their results
are based on the group/cluster catalog that was optically selected from SDSS DR 2 in the
redshift range between 0.01 and 0.2 (Yang et al., 2005). They measured the fraction of blue
galaxies (simply ‘blue fraction’ hereafter) as a function of concentric radius from the centers
of halos out to the virial radius in different mass bins. Also, they divided their samples into
several magnitude bins and measured the blue fraction as a function of halo mass. They
found that the blue fraction was higher in the outskirts of halos and in less massive halos.
On the other hand, Gerke et al. (2007) extended the measurement of the blue fraction
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to higher redshift and in the field. They measured the cluster blue fraction as a function
of radius inside and outside of the virial region. This study showed that the blue fraction
gradually increased with distance from the center, approaching the blue fraction in the field.
In our exercise, we adopt these two main studies, assuming that clusters contain only
two types of galaxies – blue and red, with blue being star-forming galaxies and red being
passively evolving galaxies. We further assume that clusters (halos with mass greater than
5× 1013M) contain a special type of galaxy - a brightest cluster galaxy (BCG), as well as
other normal blue and red galaxies. For cluster galaxies, we implement an analytical form
of the blue fraction in three different mass bins as a function of concentric radius from the
center (their Figure 9 and Equation 2.3):
fb = f(M,
r
r200
). (2.3)
The assignment of galaxy type (blue or red), which depends on the mass of the host halos,
(M200) and the distance of the galaxy (i.e., a subhalo) from the center of the halo, is done
by interpolating fb at different radii with different halo mass. For the field populations,
we extrapolate further out from the virial radius and fix at 80%. We do not include the
evolution of fb with redshift (i.e., the Butcher-Oemler effect, BO effect).
Galaxy Luminosity
When assigning luminosities to galaxies, we treat the field population and cluster members
separately. In both cases, we follow the observed Ks-band LF as given by Kochanek et al.
(2001) for the field population and Lin et al. (2004) for cluster members (for parameter
values see Table 2.1). Both studies found a Schechter function as a good fit with the faint
end slope fixed for local samples. Within the observed uncertainties, we match the two
LFs (cluster LF and field LF) as closely as possible by adopting K∗ with the corresponding
faint end slope, α (fixed). Luminosities of BCGs are determined using the observed relation
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between LBCG −M200(Lin & Mohr, 2004);
Lbcg
1011h−270 L
= 4.9± 0.2
(
M200
1014h−170M
)0.26±0.04
(2.4)
We impose a flux limit in drawing random luminosity from a LF. This flux limit is
determined differently for the clusters and the field. For the clusters, the halo occupation
number (HON) in the simulated clusters (the number of subhalos within each host halo) is
compared to the observed HON in real clusters found by Lin et al. (2004);
N200 = 36± 3
(
M200
1014h−170M
)0.87±0.04
, (2.5)
where N200 is the number of galaxies within R200 with an absolute K-band magnitude of
-21.0, approximately M∗ + 2.5. This comparison provides a corresponding flux-limit.
For the field population, we find the survey depth from the total number density of
subhalos above a certain mass cut (i.e., 1 × 1010M) in the simulation box by comparing
it to the number density of all galaxies (by integrating the LF to the survey depth) found
by Kochanek et al. (2001). The resolution of this subhalo catalog is sufficient to push this
survey depth down to -16 or -17, deep enough for a SDSS-like survey. Once the flux limits for
clusters and the field are determined, the K∗ of both LFs are evolved with redshift according
to the BC model (see §2.3.1). This is equivalent to an assumption that K∗ galaxies in both
clusters and the field are red galaxies (i.e., no recent star formation), which is reasonable
because K-band light is not affected by recent episode of star formation. Then galaxy
Table 2.1: 2MASS LF parameters
MK∗ αa
Cluster(1) −24.34± 0.01 -1.1
Field(2) −24.16± 0.05 -1.1
(1)Lin et al. (2004); (2)Kochanek et al. (2001). Assuming a Schechter (1976) form, φ(L)dL =
φ∗( LL∗ )
αe−L/L∗d( LL∗ ).
aValues are corrected for the concordance cosmology when needed.
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luminosity is assigned from the given LF with a lower limit at the corresponding survey
depth.
Galaxy Colors
Once every galaxy is assigned a Ks-band magnitude, colors in optical bands and near-IR
bands are determined. Red galaxies have a characteristic spectrum (with no strong emission
lines) with a prominent 4000 A˚ break since they have been passively evolved since their last
episode of star formation at high redshift. We use a Bruzual & Charlot model (BC03; Bruzual
& Charlot, 2003) for the red galaxy population. We assume a single burst of star formation
at z=3 and let the galaxies passively evolve to z=0 according to a single stellar population
(SSP) synthesis model. We use six different models with six distinct metallicities, allowing
us to construct a red-sequence for different redshifts. These SSP models are then tuned in
metallicity so that the tilt of the color-magnitude relation for the Coma cluster (z=0.0234)
is reproduced. The models provide apparent magnitudes in ugrizJHKs bands at redshifts
from 0.005 to 2.98. In order to generate more accurate model colors at different redshifts,
we run a regression algorithm for the models between adjacent metallicity and redshift
outputs. For each subhalo to be a galaxy, we first determine the two closest metallicity
models given the galaxy magnitude. We then use the redshift of that galaxy to choose the
two closest redshift models to interpolate magnitudes between them. The simulated colors
in this way are then re-examined both qualitatively and quantitatively (see §2.3.4 for the
detail). Since the models contain only a single population of galaxies, we introduce scatter
in the metallicity-luminosity relation to add variations between galaxies (i.e., to introduce
intrinsic scatter in the color-magnitude relation). The observationally motivated scatter is
0.075 mag Barkhouse et al. (2006).
The fact that blue galaxies with current or recent star formation activity are complex
(e.g., O’Connell et al. 1997) makes them more difficult to model. Therefore, we sample colors
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of blue galaxies directly from a subset of the FLAMEX2 database. This database contains
photometry in the BRIJKs bands, as well as for the IRAC [3.6] [4.5] [5.8] [8] micron filters,
and measured photometric redshifts of 175,000 galaxies. We choose only those galaxies with
well measured fluxes in NIR bands, leaving us with about 36,000 galaxies. To couple a
galaxy with representative colors, we divide the adopted subset of FLAMEX into further
subsets according to redshift and Ks-band luminosity. For each simulated galaxy, we choose
the subset which is closest to its redshift and Ks-band luminosity, and then randomly select
an observed galaxy from that group, with the additional constraint that it be bluer than the
halo’s color-magnitude relation at that redshift.
Photometric Redshifts
Photometric redshifts are often good alternatives to the more expensive spectroscopic red-
shifts, if the photo-z assignment procedure is well understood. We use the FLAMEX
database to divide galaxies by their best estimated photometric redshifts and by their Ks
magnitudes, as used in the procedure of assigning colors for blue galaxies. When we bin
the samples by their redshifts, there is an additional complication. The database contains
galaxies with redshifts of upto 2, with substantially fewer galaxies at higher redshifts. To
avoid having high redshift bins with too few galaxies, we progressively increase the size of
the redshift bin at higher redshifts, binsize(z) ∝ binsize(z = 0) · (1 + z). This allows each
redshift bin to include similar numbers of galaxies. Since each redshift bin has a measured
probability for a given photometric redshift and uncertainty (P(z) and σP (z)), for redshifts
from z=0 to z=4.99 we randomly choose a photometric redshift for each galaxy following
the chosen P(z) and σP (z). Here we assume the probability distribution of all galaxies is
Gaussian for the simplicity of the modeling.
2FLAMINGOS Extragalactic Survey is a deep imaging survey covering 7.1 deg2 sky in the J and Ks
filters. The purpose of this survey is to study galaxy and galaxy cluster evolution at 1 < z < 2 (Elston &
Gonzalez et al. 2006)
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2.3.2 Adding Observational Effects
Once magnitudes are determined for each galaxy, observational uncertainties are applied
to this “intrinsic” model universe to produce an “observed” model universe. The galaxy
catalog simulator can choose a specific telescope/instrument with a specific survey depth to
add “noise” to intrinsic magnitudes. An integration time is determined such that the corre-
sponding signal-to-noise ratio, which includes both systematic and statistical uncertainties,
reproduces the measured uncertainties for the selection of telescope/instrument. The S/N
is given by,
S
N
=
σ2src√
σ2src + σ
2
bkg + σ
2
sys
, (2.6)
where σsrc, σbkg are uncertainties in measured flux of a source and sky brightness (as a
background), respectively, while σsys is the systematic uncertainty, which is band-dependent
for a specific instrument. The chosen survey depth will impose a magnitude cut on galaxies
and the final catalog will contain galaxies with S/N > 5 (i.e., σmag ≤ 0.2).
2.3.3 Modifications to Input Parameters
Choosing a correct selection function for any algorithm is critical in interpreting data ex-
tracted by the selection function. For example, testing a cluster finder on a mock catalog that
reproduces physical observables in the real universe enables us to determine how efficiently
and accurately the cluster finder performs. This, however, is not sufficient in understanding
the cluster finder, since it only shows the combined effect from all observables on the finder
and does not show how the uncertainties in observables will affect the performance of the
finder.
One of the advantages of generating a mock catalog in the way that is described above is
that any input parameter, such as the adopted LF for clusters and the field or the evolution in
the HON and the galaxy color distribution, can be changed to create a different mock catalog
within the same simulation output. Changing one parameter at a time to produce another
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mock catalog can be done, and comparing the results from the primary run to those from
other runs with modifications demonstrates how much the change affects the performance.
This is essentially examining the systematic uncertainty of the selection function for the
finder due to the uncertainties in the observations in the mock catalogs. The general trend
of the modifications is physically motivated, but the exact values for the deviations are not
observed quantities.
In our model, there are five parameters that can be modified: the blue fractions as a
function of physical properties of host clusters and galaxies, the evolution of the fraction of
red galaxies within clusters with redshift, the luminosity function of the field population,
the evolution of halo occupation distribution with redshift, and the tightness of the color-
magnitude relation.
The Fraction of The Blue Galaxies as a Function of Environment
Since there are more bright galaxies in massive halos (e.g., van den Bosch et al., 2003; Yang
et al., 2003), we separate the luminosity dependency from the halo dependency by measuring
the blue fraction as a function of halo mass with a fixed luminosity. In order to incorporate
the luminosity dependency as one of the modified catalogs, we construct a functional form
for the blue fraction to include all three parameters - M200,
r
r200
, and Mk, assuming all three
parameters are independent;
fblue,total = A(M200)fb(
r
r200
)fb(Mk), (2.7)
where A(M200) is a parameter associated with halo mass, fb(
r
r200
) is the blue fraction as a
function of r
r200
, and fb(Mk) is the blue fraction as a function of its Ks magnitude. The
adopted blue fraction as a function of luminosity is originally in r-band magnitude. Since
the primary band in our scheme is Ks, we assume an arbitrary fixed color r −Ks of 4.0 in
adopting their result. To find the parameter A(M200), we integrate the blue fractions over
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the radial profile and the luminosity function within the virial region as follows:
fb(M200) = A(M200)×
∫
d3r′fb( r
′
r200
) ·NFW∫
d3r′ ·NFW ×
∫
dM ′kfb(M
′
k) · LF∫
dM ′k · LF
, (2.8)
where NFW is the radial distribution of galaxies within clusters with a galaxy concentration,
cg = 5, and fb(M200), fb(
r′
r200
) and fb(M
′
k) are the separate functions. Once A(M200) is
determined for halo masses from log10M200 = 11.85 to log10M200 = 15.55, each galaxy is
assigned a probability of being blue by Equation 2.8.
The Evolution of The Blue Fraction in Clusters with Redshift
Since Butcher & Oemler (1984) presented evidence that the fraction of the blue galaxies in
clusters increases with redshift (the BO effect), many studies have attempted to replicate
their work through different star-formation indicators (e.g., Kodama & Bower, 2001; Pog-
gianti et al., 2006). There are, however, many complications involved in attempting to define
the evolution of the fraction of blue galaxies (see Gerke et al., 2007, and references therein).
A recent study on the evolution of the blue fraction in groups and in the field (Gerke et al.,
2007), measured the blue fraction in groups as a function of redshift between 0.75 and 1.3.
They found a nearly constant blue fraction in groups at redshifts between 0.75 and 1, and a
rising blue fraction beyond z=1. Since there is no single self-consistent observational study
on the evolution of blue fractions in clusters at different redshifts ranging from local to the
very distant universe, we parametrize the blue fraction as follows:
fb(z) = fb(z = 0)(1 + z)
γblue . (2.9)
The Field Luminosity Function
Observations show that the cluster LF and field LF are similar (e.g., Lin et al., 2004;
Kochanek et al., 2001). In principle, the galaxy simulator can generate any LF for clus-
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ters and the field. We incorporate a different LF for the field only to challenge the cluster
finder accordingly. We fix the faint end slope α = −1.1 and change K∗ for the field only
within the measured observational uncertainty (see Table 2.1).
The Evolution of the HOD
The observed HOD (Lin et al., 2004) is used to determine the lower limit of the LF, above
which a random magnitude will be drawn and assigned to a cluster galaxy, as discussed in
§2. In the primary catalog, this observed HOD does not evolve with redshift, that is the
number of galaxies in a cluster only depends on its host mass, M200. There are not enough
observational data, especially at higher redshift, to make statistically strong conclusions
about the evolution of the HOD with redshift. Lin et al. (2006) examined if the N-M
relation evolved with redshift by considering N(M, z) = N0(1 + z)
γ(M/M0)
s, where N0 and
M0 are the normalization factors of the relation. Based on their findings, the number of
galaxies within clusters evolves with redshift as follows;
N(M, z) = N(M, z = 0)(1 + z)γHOD .
The Intrinsic Scatter of the Color-Magnitude Relation
In general, bright cluster galaxies passively evolve since their last episode of star formation
and show a tight red-sequence (color-magnitude relation). The intrinsic scatter around the
mean color-magnitude relation has been shown to be very small, typically 0.05 mag (Bower
et al., 1992). Models have shown that the origin of the color-magnitude relation for elliptical
galaxies in clusters is primarily a metallicity effect (Kodama & Arimoto, 1997).
This is our motivation for introducing a scatter in metallicities among red galaxies to re-
produce the typical scatter of 0.05 ∼0.07 mag (slightly varying from system to system) in the
primary catalog. By parametrizing the size of the scatter in metallicity, one can control the
tightness of the color-magnitude relation. Any cluster finder that uses the color-magnitude
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relation as one of its criteria to identify clusters should be affected by this modification.
2.3.4 The Product
In the final galaxy catalog, we include positions, redshifts, peculiar velocities, photometric
redshifts, magnitudes in ugriz (comparable to SDSS bands in the AB magnitude system),
JHKs magnitudes (NIR bands in the Vega magnitude system), as well as the [3.6], [4.5]
micron Spitzer IRAC band in the Vega magnitude system. Table 2.2 shows the input
parameter values for the primary run. We demonstrate several “observed” features and
compare with real data from SDSS in Figure 2.2. In the left panel, logN-logS is shown for
both galaxies in the simulated catalog (solid lines) and those for ∼ 3deg2 of the sky patch
from SDSS archive (dash lines). The bright end for the SDSS galaxies is noisy due to the small
sky area. It is clear that the two distributions are in good agreement at magnitudes brighter
than the flux limit of the simulation (r<∼ 22). In the right panel, the redshift distributions
are compared. The black solid line shows the distribution of assigned photometric redshift in
the simulation, while the red solid line shows the measured photometric redshift distribution
that is available in public SDSS DR7 data archive. Two more dashed lines are also shown
in the figure that represent the redshift distributions of galaxies in the same sample as in
the red solid line, but divided into two sets according to galaxies’ magnitude. The left
dashed line toward the lower redshift is for brighter galaxies with r magnitude cut at 20 or
brighter, while the right dashed line toward the higher redshift is for galaxies fainter than r
of 20. The general trend in the two solid lines agree with each other, but the SDSS galaxies
show somewhat smoother distribution. We note that the depth of the two datasets are not
identical, although this particular version of mock catalog is generated to simulate SDSS-like
survey. In the mock catalog, galaxies are cut off at the magnitude of 22.5 in r-band, while the
SDSS galaxies used in this analysis are not. Fainter galaxies must have larger photometric
uncertainties which would make photometric redshift measurement less reliable. Another
possibility might come from the templates that were used to assign photometric redshift in
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the mock, which has much deeper depth than SDSS. More thorough comparison is needed
in order to address possible origin(s) of this discrepancy which will then be used to improve
the mock catalog.
Figure 2.2: Comparison in surface brightness distribution and redshift distribution in mock
catalogs to those found in SDSS data. Left : Solid lines represent galaxy surface brightness
distribution in a mock, with blue for u-, green for g-, yellow for r-, red for i- and black
for z- bands. Right : Number density distribution in redshift space is compared. Assigned
photometric redshift distribution in a mock is shown as black solid line. The red solid line
represents the measured photometric redshift distribution in SDSS DR7. See text for more
detail.
Figure 2.3 shows an example of the color distribution of galaxies around a cluster in the
primary catalog, which has mass of 4.8× 1014M and redshift of 0.23. In order to test how
well a simulated red-sequence represents a real cluster’s red-sequence at a given redshift,
we construct a redshift estimator based on the red-sequence of clusters, which in principle
is comparable to the redshift estimator of the RCS group (see Gladders & Yee (2005) for
Table 2.2: Input parameters for the primary catalog
Physical properties Parameters Values
Galaxy types f(M200,
r
r200
,z) f(M200,
r
r200
,z=0)(1+z)γblue where γblue=0
Ks lumonosity K∗,field / K∗,cluster -24.21 / -24.33
N(M200,z) N(M200,z=0)(1+z)
γHOD wehre γHOD=0
Galaxy colors intrinsic scatter 0.07 ∼ 0.08
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Figure 2.3: Example of color-magnitude diagram. This contains a cluster with mass of
4.8× 1014M at redshift 0.228.
details), and measure redshifts of clusters based on simulated galaxy colors. We use the same
red galaxy models by BC03 that we use in the galaxy simulator described in §2.3.1. The
exercise with the redshift estimator (presented in Chapter 3 in more detail) shows that we
measure similar bias in redshift estimates for simulated clusters as compared to our ensemble
of clusters based on SDSS-Chandra joint dataset below z = 0.6. This demonstrates that
simulated galaxy colors are consistent with real galaxy colors in clusters with z < 0.6.
2.4 Evaluating Cluster Finders
In this section, we introduce our first application of the mock catalogs - the primary run and
the modified runs - to test a cluster finder - the VTP cluster finding algorithm (Barkhouse
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et al., 2006). In the VTP algorithm, clusters are detected as spatial overdensities by Voronoi
Tessellation and Percolation method (Ramella et al., 2001; Barkhouse et al., 2006) and clus-
ters’ position in the color-magnitude relation. Since the finder searches in color-magnitude
space, its output includes the redshift estimations, as well as positions and richness measure-
ments. The VTP finder has run on the SDSS DR6 to build a cluster galaxy catalog where
these test results are utilized. Completeness and false-positive (contamination) tests show
how effectively this finder detects clusters in the simulation. ‘Halos’ refer to the dark matter
halos in the simulation, while ‘clusters’ refer to the systems that are recovered by the cluster
finder.
The VTP algorithm first culls the galaxy catalog to select galaxies within 2σ of the
corresponding red-sequence at each redshift. The redshift-dependent red-sequence location
in color-magnitude space is determined by assuming a stellar synthesis model with a star
formation epoch with a burst at z = 5 prior to passive evolution (Kodama & Arimoto,
1997). Redshifts from the finder, therefore, can be biased by the assumed model. In order
to correct this bias, the raw prediction on redshift by the VTP finder is calibrated with
a set of spectroscopic SDSS data. An additional calibration is done with redshifts in the
mock catalog, since the mock catalogs use a different SSP model with a different star burst
formation time.
Analyzing the VTP cluster selection results includes two important aspects - complete-
ness and contamination. Note that completeness and contamination measures will change,
depending on how the matching of the two catalogs is done. In this study, we choose to
match the VTP cluster candidates and the true dark matter halos differently in estimations
of completeness and contamination, since their definitions require slightly different assem-
blies of the final matched catalog. To calculate the completeness, each halo is cross-checked
with the VTP clusters. We draw a boundary for each dark matter halo with its r200 to find
possible matches within the VTP cluster catalog, among which a best candidate is deter-
mined by the closest in position and redshift. In cases of multiple halo matches, we select
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the more massive halo. Finally, the completeness is defined as the fraction of detected halos
out of all the halos in the mock catalog;
completeness =
recovered DM halos
total DM halos
.
Figure 2.4 shows the completeness of the primary run. Note that the completeness in
the two lowest redshift bins (< z >∼ 0.06 and 0.17) shows poorer performance, compared
to the next lowest redshift bin. This is expected because there are not enough subhalos in
lower redshifts (z ≤ 0.2) to probe at the same depth as in the higher redshift bins due to
the mass resolution of the original simulation. Overall, for clusters with mass greater than
2.0 × 1014M and at redshift ≤ 0.34, the sample is 90% complete. With slightly higher
mass cut at 6.0×1014M, the sample below redshift of 0.46 is 90% complete. The error bars
shown include only Poisson noise. These are the statistical uncertainties on our completeness
model.
Figure 2.4: Completeness - Fraction of halos that are recovered by the VTP finder.
The contamination is, on the other hand, measured in a different way. By the definition
of the contamination, that is the fraction of VTP clusters matched with dark matter halos
out of the total VTP clusters detected, the VTP clusters are cross-checked with dark matter
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halos within each dark matter halo’s r200. Clusters with the smallest deviations in both
spatial and redshift space are flagged as the best candidates. Then the number of clusters
without correct matches relative to the total number of detected clusters determines the
contamination. Figure 2.5 shows the contamination analysis of the primary catalog. Clusters
with redshift below 0.34 contain a fairly small portion of the contamination, while clusters
with redshift higher than ∼ 0.6 include almost 30% contamination. We do not bin the
sample by mass, because the mass indicator from VTP cluster finder, Bgc, has sources of
scatter that are not fully understood.
Figure 2.5: Contamination - Fraction of clusters that are not matched with any halo.
Completeness and contamination determine the selection function for the VTP finder (as
in Equation 2.2). Since the observed physical properties of galaxies / clusters are directly
injected into subhalos to create a mock catalog, this selection function can be directly applied
to real data. There are, however, observational uncertainties in physical properties of the
universe that are implemented, which results in uncertainty in the selection function of
the finder. Our scheme to create mock catalogs provides a thorough test on the cluster
finder including analysis of the systematic errors of the finder due to the uncertainty in
observations, such as the intrinsic scatter in color-magnitude relations or evolution in the
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HON. We simply create several more mock catalogs with input parameter values deviated
from the statistically best fit values. Then the VTP finder is run on these modified catalogs
to give a completeness measure on each run. By comparing the completeness from a modified
catalog run to the primary catalog, one can estimate the effect of changing each parameter
on the performance of the finder.
The residual completeness, defined as the completeness of a modified catalog where the
completeness of the primary run is subtracted, is shown in Figure 2.6 and 2.7. In the left
panel of Figure 2.6, a modified catalog is generated with blue fraction as a function of
M200, r200, and MKs (see §2.3.3). The fact that bright galaxies have less chance to be blue
prevents the finder from recovering as many clusters as in the primary catalog. This is shown
as dashed lines below the primary catalog completeness shown at zero. In the right panel,
a similar analysis is done on another modified version where the BO effect is implemented
(the procedure is described in §2.3.3). Even though there are studies to show evidence for
the Butcher-Oemler effect in general (e.g., Gerke et al., 2007), the increase in blue fraction
is still an unknown quantity as an analytical form. For this reason, we adopt γBlue = 1 in
Equation 2.9 for this exercise. Since this value of γ will produce 60% more blue galaxies at
z=0.6 compared to z=0, for example, the completeness is lower at higher z as shown with
the blue dashed line.
Figure 2.7 shows the comparison in completeness for the HOD modification run and the
CM modification run, as described in §2.3.3. In the left panel, HOD runs are presented
where the evolutionary factor, γHOD = ±1 is implemented. With +1 shown in red, for
example, there are more galaxies at higher redshift, which results in probing fainter in the
clusters’ LF to assign luminosities. The blue line shows the other case with −1, where there
are fewer galaxies at higher redshift. That, in turn, makes cluster galaxies fainter than those
in the primary catalog, so that the finder detects fewer systems. In the right panel, two
different intrinsic scatters in the red-sequence are given, one with smaller (shown in blue)
- ∼ 0.02 to 0.03 - and the other with larger scatter (shown in red) - ∼0.12-0.15 - than in
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the primary catalog. This test illustrates how the intrinsic scatter of the color-magnitude
relation alters the performance of the cluster finder. The smaller the scatter is, the more
clusters are recovered by the finder, for example, since the finder relies on the existence of
the red-sequence.
In Figure 2.8, blue (red) lines represent the case where the K∗ of the field LF is fainter
(brighter) than that of the cluster LF. In the lower redshift bins, the changes are at a level of
<1% which could be random fluctuation. However, at the highest redshift bins, the change
in completeness due to variations in the field LF becomes slightly higher (∼2-3%), with
fainter field LF resulting in slightly lower completeness. Changing the field galaxies brighter
than clusters does not change much in completeness. This suggests that galaxy luminosites
do not affect much in finding and characterizing clusters. We caution that this result is not
meant to be taken at its face value, because the originally implemented field LF evolution
is arbitrary to some degree due to the lack of thorough observational studies in the field LF
evolution with redshift.
2.5 Understanding Optical Richness Estimator - Bgc
measurement
Mass of clusters along with their number density is one of the key ingredients in pinning
down the nature of dark energy. Therefore establishing a reliable scaling relation in optical
bands is the missing piece in a puzzle that one needs to solve. In optical wavelength, we
only observe baryons in galaxies, unlike in X-ray observations, while most of the mass within
clusters is in the form of dark matter. For this reason, extracting the total mass of a system
from the optical samples can be challenging.
One of the ways to estimate mass of systems in optical samples is by measuring richness,
such as Bgc, which is the amplitude in the cluster center-galaxy correlation [(h
−1
50Mpc)
1.77]
(Yee & Lo´pez-Cruz, 1999). Since the Bgc parameter only relies only on galaxies, one might
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Figure 2.6: The residual completeness for modified catalogs. On the bottom panels, we show
1 σ in modified parameters in each case, except the one on the left. For details, see § 2.6.
Left : This plot shows a residual completeness for a modified simulation with blue fraction
depends on K-band luminosity, as well as mass of a host and a galaxy’s distance from the
host. Right : This is a comparison between the primary run and the modified run with BO
effect at work.
expect that the scaling relation is not well-defined as in X-ray data. Understanding and
calibrating the richness parameter is, therefore, essential.
The Bgc parameter, first pioneered by Longair & Seldner (1979) and later extensively
tested by Yee & Lo´pez-Cruz (1999), is defined as follows;
Bgc = Nbkg
Dγ−3Agc
IγΦ[M(m0, z)]
, (2.10)
Agc =
Nnet
Nbkg
[
(3− γ)
2
]θ
γ−1
. (2.11)
Here Nbkg is the background galaxy counts to apparent magnitude m0 and Φ[M(m0, z)] is
the integrated LF of galaxies up to the absolute magnitude M, given by m0 at the cluster
redshift z. Iγ is a constant that depends on the choice of γ, and D is the angular diameter
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Figure 2.7: The residual completeness for modified catalogs. Left : For the modification
in HOD with γ=+1 (in red) or -1 (in blue). Right : For the modification in the width of
color-magnitude relation. ∆intrinsic=0.02-0.03 (in blue) and ∆intrinsic=0.12-0.15 (in red).
distance to z. As shown in Equation 2.10, Bgc measurements depend on the LF that is
adopted and the background number counts. Yee & Lo´pez-Cruz (1999) tested the effect on
Bgc values for these two parameters, as well as a magnitude limit down to which the adopted
LF was integrated and concluded that they did not strongly affect Bgc values as long as the
normalization of the LF was properly done.
The richness of the systems in the mock catalog (the primary catalog) is measured using
the VTP algorithm and plotted against the real mass of the halos in the simulation (Fig-
ure 2.9 and 2.10). As seen in our scatter plot of the Bgc vs. M200 for 8000 halos in the
mock catalog (Figure 2.9), the scatter in this relation is quite large. Red symbols in the
plot, which represent clusters at redshift higher than 0.4, show higher redshift clusters tend
to have lower Bgc values for their mass. As shown in Equation 2.11, the measurement of
Bgc depends on the net count of galaxies through Agc (Nnet = Ncluster members −Nbkg) which
decreases with redshift due to the flux-limited nature of the mock catalog. This results in the
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Figure 2.8: The residual completeness for modified catalogs. In blue, the residual complete-
ness is shown when the simulation has field galaxies with overall LF fainter than that of
cluster galaxies. In red, the case is shown for when the field LF is brighter than that of
cluster galaxies.
preference of a lower Bgc for higher redshift systems. We also note that the Bgc measurement
by the VTP finder is restricted within the red-sequence slice for each cluster, which results
in “quantization” in Bgc values in the Figure 2.9 upper panel.
Rykoff et al. (2008) report a best-fit relation between X-ray luminosity and their mass
indicator (N200), using the maxBCG clusters at the redshift from 0.1 to 0.3 (Koester et al.,
2007). N200, their richness indicator, is given by the number of E/S0 ridgeline members
falling within R200 of the BCG and brighter than 0.4L∗. The best fit relation in their
findings shows an intrinsic scatter σlnL = 0.86 ± 0.03, which corresponds to σlog10L ∼ 0.37.
That, in turn, corresponds to σlog10M ∼ 0.25, assuming the scaling relation between X-ray
luminosity and mass is a power-law of the form log10L ∼ log10M1.5 (Reiprich & Bo¨hringer,
2002). Figure 2.10 shows the cumulative distribution of Bgc scatter in each Bgc bin, and the
cumulative Gaussian distribution with σ of 0.25 (red dotted line). Except for the highest
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Figure 2.9: Bgc scatter - red symbols are clusters at redshift greater than 0.4
Bgc bin, the cumulative distribution is nearly Gaussian with σ of 0.25. This suggests that
assuming Gaussian scatter in the optical richness parameter for cosmological studies may be
reasonable (e.g., Gladders et al., 2007). This also shows that the intrinsic scatter in our Bgc
parameter is consistent with the scatter in N200 of maxBCG samples.
2.6 Discussion
In this paper, we presented a way of building a mock universe where various algorithms can
be tested. We successfully transform the direct output subhalos and halos of the N-body
simulation into galaxies and clusters of galaxies by directly implementing their observed
features. We start with identifying ‘cluster member subhalos’ by matching them with host
halos within their r200 and leaving those non-matching subhalos to be the field population
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Figure 2.10: Bgc cumulative scatter - red dashed line is a cumulative distribution of a
Gaussian with σ of 0.25.
along with low mass halos (with M200 < 5 × 1013h−170M). Then we light up the galaxies
with the observed LFs in the Ks band, the SSP models for red galaxies, and the FLAMEX
database for blue galaxies. In this way, we naturally recover the observed LFs in clusters and
in the field, the observed color-magnitude relation in clusters, and the observed photometric
uncertainties.
We have shown that mock catalogs can be built upon dark matter-only simulations
without assuming an HOD or semi-analytical model. We have also shown that subhalo
populations can represent galaxies if the mass resolution of the simulation is adequate. One
of the biggest advantages of our technique is the ease of modifying the population of galaxies
by parametrizing galaxy properties as several inputs. We have demonstrated the power of
modified catalogs in a consistent way with an example of the thorough test of the VTP cluster
finder. Testing the finder on five modified versions of the primary catalog can provide a deep
insight into the advantages, limitations, and biases of the finder at different redshifts, which
is crucial in utilizing data extracted by the finder for cosmological study. Moreover, the
exercises described above have a more important implication, other than the simple fact
that the cluster finder performs better if a mock catalog includes physical properties that
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are more favorable by the finder. We show in Figure 2.11 that we can estimate the systematic
uncertainty of the finder due to observational uncertainties in the HOD, the LFs, the size
of the intrinsic scatter in the CMR, or the evolution of the blue fraction in clusters. The
runs used in Figures 2.6, 2.7, and 2.8 use arbitrary values for the deviations from the best-fit
values, which are large enough to see the effect of changes in the performance of the finder.
To analyze them in a more systematic way, we estimate 1σ in completeness of each parameter
defined as follows;
1σ of completeness =
d(completeness)
d(parameter)
× 1σ of parameter. (2.12)
Figure 2.11: Systematic uncertainties in completeness for HOD runs. Size of symbols indicate
the redshifts from large to smaller for from low z to high z. Colors for redshift bins are same
in order as in Figure 2.4.
1 σ of completeness changes with redshift. In other words, the uncertainties of different
parameters have different effects for different redshift ranges. One example, as a zoomed-
in version of the bottom panel of Figure 2.7, is illustrated in Figure 2.11 where we show
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that the uncertainty in measuring the evolution parameter in HOD, γHOD, doesn’t greatly
affect the cluster finding (total uncertainty < 6%). Lower panels in Figure 2.6, 2.7, and 2.8
provide insights to the smaller scale improvements that one can make on cluster findings. At
lower redshifts, a better understanding of the size of the intrinsic scatter in the red-sequence
would give a better leverage in finding clusters. For intermediate and high redshift ranges
(z > 0.4), a better contraint on the HOD is needed the most, as well as a better contraint
on the evolution in the blue fractions in clusters (the BO effect).
The performance of a cluster finder depends on the survey depth of the data. It is
therefore very useful in designing a survey, if one can estimate a corresponding survey depth
to a desired completeness. We demonstrate that our mock catalog is well suited for this
purpose. We generate a mock catalog that is 1 magnitude deeper than the primary catalog
and compare the completeness in the same way that we compare other modified catalogs.
Figure 2.12 shows that a survey needs to be as deep as 23.2 mag in r-band, in order to have
80% completeness at redshift upto 0.8, although the statistical uncertainties are large for
the high mass and high redshift bins. In this run, the completeness is almost 95% for cluster
mass greater than 2.0× 1014M and 95% for cluster mass greater than 6.0× 1014M. This
means that one can improve the completeness by 5% by observing 1 magnitude deeper than
a SDSS-like survey.
Despite these advantages, the current version of the mock catalogs have several limita-
tions. The major limitation stems from the original simulation itself. Since we have only
z = 0 output of the simulation, we cannot avoid replicating the same box, and therefore
the same structures at higher redshift space. This in principle could introduce duplication
of the same cluster at both low and high z, separated by the size of the box. We avoid
this possibility by choosing a random observer at z = 0 with a random line-of-sight. This
problem, however, will arise if one wants to simulate the sky with large field-of-view. The
problem becomes more serious because mock catalogs constructed in this way will not con-
tain the correct picture of structure evolution in the concordance cosmology (i.e., ΛCDM
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Figure 2.12: Completeness of a mock catalog that probes to a fainter magnitude by 1
magnitude than SDSS.
universe). Since one expects to find less massive systems at higher redshifts, in the view of
the hierachical structure formation theory, having more massive systems at higher redshifts
could bias the performance of the finder at high redshift. Due to the same reason, one
cannot reproduce the observed correlation function of galaxies. We, however, argue that the
completeness measures of the VTP finder presented here are not affected much due to this
bias. The mock catalogs for this exercise enclose about 300 sq deg of the sky, which is large
enough to have a large cluster sample and small enough to avoid too many duplicates of
very massive systems.
Ideally one could benefit from a large enough simulation volume that includes evolution
of the large-scale structure. In fact, a new version of the numerical simulation will be
produced by M.Warren - a lightcone volume simulation with the box size of few Gpc along
the line-of-sight is on the way. This will be able to describe structure formation more
properly over the redshift range from 0 to z ∼ 1 or 2. The next generation of simulations
are also coming soon with 1010 particles with both dark matter and gas particles. In the
meantime, we can introduce an analytical form of the large-scale structure evolution as a
quick solution. For example, the mass of clusters could be scaled by a factor of (1+ z)γ, i.e.,
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M200(z) ∼M200,(z=0)(1+z)γ, where γ is a negative value. Since the value of γ is uncertain, one
can iteratively construct mock catalogs with different values of γ until an expected overall
cluster distribution in redshift space, based on the current structure formation theory, is
reproduced. This method is not desirable, especially in light of our main objective - creating
realistic mock catalogs that resemble the observed universe - because it relies on the assumed
and unknown history of the evolution. A computationally less expensive solution is having
higher redshift boxes (e.g., z = 1 or even 0.5 preferentially). This is currently being pursued
with the same N-body simulation that is used throughout this project.
Another reason to be cautious in interpreting the results is due to the uncertainties
in the observation of the input parameters. Especially the field LF, consisting of more
blue galaxies compared to red galaxies, has a larger uncertainty in their evolution than the
cluster LF. Therefore a self-consistent field K∗ evolution with redshift is another key for the
improvement of our scheme. The color distribution of galaxies also include uncertainties,
especially at higher redshift. This is related to galaxy evolution theory which still remains
one of the subjects with no definite picture in a way that red galaxies at high redshift are
not all ‘dead-and-red’. Gerke et al. (2007) claim the ratio of the ‘dead-and-red’ galaxies to
the all red galaxies at high redshift to be about 50%. The other 50% of red galaxies are
then star forming galaxies that are ‘reddened’ by dust around them. This can implicate a
potential contamination at high redshift in cluster catalogs by cluster finders that utilize
the color-magnitude relation. These dust-reddened star forming galaxies at high redshift
in the field could be placed on a red-sequence of a certain redshift and be recognized as
cluster members. In order to incorporate this potential contamination in cluster finding,
we can parametrize the rate of being ‘dead-and-red’ and ‘dusty-star-forming’ galaxies to be
red galaxies. The FLAMEX dataset could be resourceful for this, with one requirement of
identifying the ‘dusty-star-forming’ galaxies at high redshift.
Even for the ‘dead-and-red’ population, one can improve how to model them. The model
that we rely on throughout this project for red galaxies is the stellar synthesis model by
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Bruzual & Charlot (2003) with a burst of star formation at z=3. Systematically examining
red galaxies in a large database and iteratively comparing models and observations can
provide better constraints on the parameters for modeling, such as the epoch and types of
the star formation before the red galaxies enter the phase of the passive evolution. A large
database will help in the assignment of blue galaxy properties as well, since we are simply
randomly choosing a galaxy from the database to be a template for each simulated galaxy.
The more data we have, the more closely a simulated galaxy can represent a real galaxy.
A mass indicator in any cluster survey bears a significant meaning, even with significant
uncertainties. We have examined the scaling relation between Bgc and M200. Previous
studies of the Bgc parameter claim that it is a robust measure of cluster richness (e.g., Yee
& Lo´pez-Cruz, 1999; Yee & Ellingson, 2003). One thing to note is that their results were
based on a small cluster sample. Moreover, Yee & Ellingson (2003) excluded one member of
the sample which was a significant outlier from the others. As seen in Figure 2.9, the scatter
spans two orders of magnitude in M200. There are several factors that could cause such a
large scatter in this scaling relation, such as photometric redshift estimation or centering
of BCGs in clusters. We have investigated the possible effects of these two factors on the
scatter by looking at the scatter distribution in four different ways that can break any
possible degeneracy. These four combinations are constructed by; i) feeding the code with
the exact BCG positions and redshifts from the simulation, ii) with the BCG positions that
were estimated by the VTP finder and the exact redshifts from the simulation, iii) with the
exact BCG positions from the simulation and the redshifts estimated by the VTP finder,
iv) with the BCG positions and redshifts estimated by the VTP finder. These runs show
that the uncertainty in estimating redshifts contribute slightly more to the scatter than the
uncertainty in centering BCGs. The individual tests, however, do not explain the majority
of the observed scatter in Bgc measurement.
This project highlights the importance of empirical mock catalogs, not only for obtaining
the best selection function, but also for examining the effect(s) of the uncertainties in the
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selection function. Therefore a self-consistent and deeper dataset will be required to empir-
ically improve the current version of mock catalogs under the same prescription described
here.
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Chapter 3
Optical / NIR Red-Sequence Redshift
& Richness Estimators
3.1 Introduction
In an era of precision cosmology, clusters of galaxies are the natural end state at the present
epoch under the hierarchical scenario, within which clusters directly encapsulate the history
of structure formation. Thus, determining the mass distribution of clusters as a function of
redshift enables fundamental tests of this structure formation process. With much advanced
observational technology, the larger datasets are becoming available to the community, which
then requires more efficient and accurate data analysis tools.
For example, developing a more efficient redshift estimator for clusters is very important,
because one needs to be able to cull clusters at certain redshift ranges for different masses
in order to understand how the expansion of the universe as a function of redshift affects
the cluster distribution in redshift space. Moreover, X-ray or SZE selected cluster candi-
dates remain unconfirmed without optical followups and redshift measures. In this context,
photometric redshift estimation is a better choice than spectroscopic redshift measurements,
because they are obtained more easily and quickly on many objects simultaneously with a
typical uncertainty of 0.05 to 0.1.
Owing to the fact that clusters are the typical environment of red galaxies and that red
galaxies have a characteristic 4000 A˚ break, the red-sequence technique (such as the technique
in the Red-sequence Cluster Survey (RCS) Gladders & Yee, 2000) is a very efficient redshift
estimator for clusters due to requiring only two-band imaging data to bracket this feature.
In response to the flow of SZ and X-ray data, as well as large sky optical survey data in the
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community, we have developed an independent red-sequence redshift estimator that can be
used in optical surveys, such as BCS or DES, which is introduced in the following chapters.
Along with redshift estimation, cluster mass estimation is also critical in a cosmological
context. Unfortunately, cluster mass is not a direct observable, which requires establishing
a well understood and calibrated scaling relation to connect any mass tracer to the under-
lying mass distribution. There are several available mass tracers, such as X-ray luminosity,
Sunyaev-Zel’dovich Effect (SZE) signal-to-noise (S/N), cluster galaxy velocity dispersion, as
well as optical richness measures. Among these, X-ray luminosity has been the most reliable
mass tracer to date because X-ray emission is directly related to hot gas contents in the
intra-cluster medium (ICM). Flux decrement due to the SZE also is a direct probe of hot
ICM. However there hasn’t been a well calibrated scaling relation between SZ flux or S/N
and the physical mass underneath, only because such cluster surveys are relatively new.
Optical richness, which relies on galaxy component, has great advantages over any other
method, because optical richness can be measured at the least expensive optical data that
can in principle go down to lower mass regimes. It has been well known that various optical
richness estimators have much larger scatter in their scaling relation. Understanding the
sources of the scatter can therefore provide us a better leverage on extracting the underlying
masses of systems. Upon the arrival of much larger optical datasets (such as DES), devel-
oping a reliable optical richness estimator can make any cosmological studies more robust.
In this chapter, we introduce our optical richness measurement based on the red-sequence
population in clusters and attempt to address possible sources of the scatter.
The chapter is organized as follows. In 3.2, we discuss the red-sequence redshift estima-
tion procedure, calibration and test results, wrapping up with applications to real data. In
3.3, we discuss the procedure and various tests to disentangle different sources of scatter in
the scaling relation. Throughout the paper, we assume the cosmological parameters to be
ΩM=0.3, ΩΛ=0.7, and the Hubble parameter to be H0=70 km s
−1Mpc−1
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3.2 The Redshift Estimator - a building block of the
optical cluster finder.
In this section, we introduce a tool to estimate cluster redshifts based on the red-sequence
technique. The basic assumption for the tool is that clusters are found to be collections
of galaxies, mostly red galaxies. Red galaxies are a distinct population in terms of their
characteristic spectrum with a sharp drop toward bluer wavelength at ∼4000A˚. In principle,
it is a very simple procedure to pick out this particular break in galaxy spectrum and
translate the position of the break into redshift, using only two band photometric data, one
of which should sample the break within its bandwidth. In this way, one can avoid any
possible contamination from the emission line contribution and the blackbody (thermal)
emission from very young massive stars in bluer wavelength that might come from relatively
recent star formation, if any. Because cluster members are at very narrow redshift range,
they form a sequence in color-magnitude space, if one chooses the two bands properly.
Many studies have shown that the enhancement of red galaxies in clusters is already in
place even at z∼1.4 (Stanford et al., 2005). Several optical cluster finders, such as maxBCG,
RCS (ref), are built upon this physical property of clusters. We note that this red-sequence
cluster redshift estimator is a building block of a red-sequence optical - SZ joint cluster
finder (Liu et al., in preparation). In the following sections, we describe our methodology in
more detail (§3.2.1), test and calibrate (§3.2.2), and present results from application on real
cluster samples (§3.2.3).
3.2.1 Methodology
We examine galaxies within a region of the sky around the X-ray or SZ center by choosing
a comoving radius of rcomv,s(z) on the color-magnitude space. We scan through galaxies on
the color-magnitude diagram to isolate the red-sequence, using the single stellar population
model (Bruzual & Charlot, 2003, BC03 model hereafter).
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For a given cluster’s center, the redshift estimator produces a surface number density
histogram within a fixed metric radius (e.g., 0.8 Mpc or 1 Mpc) in the redshift range between
0.005 and 1.2 where the background number density is statistically subtracted. In each
redshift bin with a bin interval of 0.005 at z<0.1 and 0.025 at z≥0.1, the total surface number
density, Σtotal is calculated first. Then we use a large sky to estimate the background surface
density at those redshift bins, Σbkg(z), with the same aperture size that is used for cluster
region. This background surface number density at each redshift is then subtracted from
the total surface number density centered at the cluster, producing Σnet=Σtotal-Σbkg. By
subtracting this background number in each redshift bin, contaminations from foreground
and background galaxies are taken care of statistically. This background number density
estimation also provides the significance level of cluster detection and redshift measurement,
assuming Poisson noise distribution. Figure 3.2.1 shows our models produced by BC03
SSP code, assuming galaxies would not have any more star formation after the burst star
formation at zf=3.
3.2.2 Test & Calibration
We have tested the redshift estimator for its accuracy and bias measure on Chandra X-ray
selected clusters with SDSS DR7 data. Table 3.2.2 shows details of the sample that is used for
this test. For each cluster, we measure the number of red galaxies within 0.8 Mpc of radius
at the X-ray emission center. This number is then corrected for the average background
contamination normalized by 0.8 Mpc that is estimated from a random sky of 12 deg2 in the
SDSS DR7 data. Cluster redshift is identified as a redshift bin for a peak of the distribution
of net numbers of red-sequence galaxies in redshift space, Nrs,gal of which examples are shown
in Figure 3.2.
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Figure 3.1: Red-sequence at each redshift. This is generated using Bruzual & Charlot (2003)
SSP model with last episode of star formation at zf=3.
Table 3.1: 51 Chandra selected SDSS cluster samples
Name RA Dec z TX
RXJ1334.3+5030 203.583 50.515 0.62 5.2
RXJ1120.1+4318 170.029 43.302 0.6 5.45
RXJ0848.7+4457 132.197 44.938 0.574 2.7
RXJ0018.8+1602 4.69 16.028 0.541 1.4
VMF98151 208.57 -2.363 0.546 3.66
3C295 212.836 52.202 0.4599 5.3
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Table 3.1: Table 3.1 – continued from previous page
Name RA Dec z TX
VMF98190 255.346 64.236 0.44 4.5
MS1621.5+2640 245.899 26.564 0.426 7.6
ABELL0851 145.738 46.989 0.4069 6
VMF98158 214.12 44.778 0.4 3.7
MS1512.4+3647 228.605 36.608 0.372 3.39
MS0821.5+0337 126.031 3.463 0.347 5.9
MS1358.4+6245 209.976 62.51 0.328 7.16
MS1426.4+0158 217.244 1.753 0.32 6.38
ABELL1995 223.21 58.047 0.3179 10.37
MS1147.3+1103 177.467 10.781 0.303 5.96
ZWCL1021.0+0426 155.915 4.186 0.285 6.41
ABELL0611 120.242 36.078 0.288 6.85
ABELL0697 130.722 36.337 0.282 8.6
ABELL1758 203.134 50.51 0.2799 6.57
ABELL1835 210.026 2.859 0.2528 8.2
ABELL1682 196.707 46.55 0.2259 7.24
ABELL2219 250.088 46.688 0.228 12.42
ABELL2246 255.183 64.212 0.225 2.7
ABELL1942 219.592 3.667 0.224 5.73
ABELL1763 203.822 40.999 0.2279 7.3
ABELL1704 198.605 64.586 0.22 4.73
ABELL0773 139.498 51.706 0.2172 8.7
ABELL0963 154.466 39.016 0.206 6.16
ZWCL0839.9+2937 130.735 29.466 0.194 4.19
ABELL1689 197.873 -1.338 0.183 12.31
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Table 3.1: Table 3.1 – continued from previous page
Name RA Dec z TX
ABELL1914 216.513 37.826 0.171 8.41
ABELL1774 205.291 40.014 0.169 5.59
ABELL1553 187.709 10.574 0.165 4.18
ABELL0990 155.875 49.163 0.144 6.4
ABELL1068 160.196 39.955 0.1372 3.76
ABELL2034 227.555 33.528 0.113 7.9
VMF98170 231.168 9.961 0.516 5.1
ABELL2055 229.695 6.202 0.1021 5.8
ABELL2244 255.683 34.047 0.097 5.77
MS1558.5+3321 240.083 33.26 0.088 8.25
ABELL1750 202.719 -1.841 0.0852 3.87
ABELL1650 194.693 -1.753 0.084 5.62
ABELL2255 258.129 64.093 0.081 5.92
ABELL1809 208.277 5.15 0.0788 5.34
ABELL2029 227.733 5.745 0.077 11.1
ABELL2670 358.542 -10.405 0.0765 5.64
ABELL1767 204.001 59.212 0.0701 4.1
ABELL0085 10.408 -9.343 0.055 5.92
ABELL1291 173.018 56.002 0.053 3.96
ABELL0671 127.122 30.417 0.0503 4.05
51 Cluster samples used in analysis throughout the project. Systems include available spectroscopic
redshift and X-ray temperatures.
Figure 3.2 shows an example (MS1621.5+2640) of the histogram along with the color
distribution in color-magnitude diagram. On the top panel of the histogram, the background
corrected net number within 0.8Mpc is plotted in each redshift bin. MS1621.5+2640 has
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X-ray temperature of 7.6 keV at z=0.426. Since the 4000 A˚ moves out of g-band at about
z=0.35, the peak in the histogram for MS1621.5+2640 which indicates an existence of a
cluster at the peak redshift shows up in r-z vs z. The likelihood of detection at all redshifts
is also calculated, plotted on the bottom panel of the histograms, where we take into account
a Poissonian noise. The redshift bin with the maximum likelihood is present is chosen as the
initial estimation of a cluster (indicated as red asterik on the top panel). In order to refine
the redshift estimation, a Gaussian function is used to fit the distribution around the initial
peak by including two to five bins on each side of it.
       
0
10
20
30
N n
et (
N c
lus
ter
-N
bk
g)
* at  z~0.425
Gaussian fitting z~0.424
!~ 0.007
g-r vs.r
g-i vs. i
r-i vs. i
r-z vs. z
i-z vs. z
MS1621.5+2640
SDSS N/A
0.0 0.2 0.4 0.6 0.8 1.0 1.2
z
0
5
10
15
-lo
g(l
ike
lih
oo
d) max(S/N) = 10.5
Probability of being real cluster: 
100.00 %
18 20 22 24
z
-1
0
1
2
3
4
r-z
Figure 3.2: Example of redshift estimation histogram: MS1621.5+2640 at z=0.426. R500 is
estimated from its X-ray temperature and galaxies within 1.5 R500 are included to produce
this histogram.
Figure 3.3(a) shows the result of this exercise. It appears that the algorithm estimates
systematically higher redshifts than the real redshifts by ∆z/(1+z)∼0.03. We do the same
test with simulated data. The simulated sky is built by a parameterized galaxy simulator
(described in Chapter 2.). This run is based on a N-body simulation including gas hydro-
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Figure 3.3: Left ; Comparison between spectroscopic redshifts and our estimated redshifts
for the test clusters is shown. The rms in blue shows the scatter from the best-fit line which
is drawn in blue. Right ; comparison between real redshifts and our estimated redshifts on
the simulated data.
dynamics (Dolag et al., 2006) of 2.9 deg× 2.9 deg sky. A lightcone volume is mocked by
stacking snapshots of a cosmological simulation at different redshifts, covering the range
from z=0 to z=1.9. A produced mock catalog includes 72 clusters with mass greater than
1.0×1014M. We only, however, use clusters at z<1 to test redshift estimation because the
mock galaxies have simulated photometry only at optical bands (g-,r-,i- and z-) for this
analysis.
Figure 3.3(b) shows that the performance of the redshift estimator on the final sample
of 26 systems at z<1, excluding four outliers due to projection effects (red symbols on the
figure), is similar to the case in Figure 3.3(a) in terms of the rms, but note that it shows
no bias in redshift measurement. This is expected because the models for red galaxies that
are used in the redshift estimator and the galaxy simulator are the same. This could mean
that the source for the bias in the real cluster sample might come from the models used
to build the red-sequence as a function of redshift. It is under investigation whether the
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systematic deviation in the case of observed clusters comes from our simple model with
zf=3 single burst of star formation, or normalizing the models only at Coma (z=0.023) (see
Chapter 2.3.1, i.e., normalized only at local universe. Currently, this measured bias is taken
into account when this is applied to real clusters.
Another test for the validation of the code is completeness measure. This test is per-
formed on two optical mock catalogs generated by the galaxy simulator in Chapter 2. We em-
phasize that this completeness represents the performance of the redshift estimation within
the uncertainty of ∆z=0.1 only for the cases where the cluster centers are known. The solid
line represents an optical data with depth of r=23.5 mag (BCS-like survey), and the dashed
line represents a survey that is about 1 mag shallower than the solid line.
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Figure 3.4: Completeness of the redshift estimator shown in this section. The completeness
is calculated only for the case where cluster centers are known in some way (e.g., from X-ray
or SZ data or even BCG).
3.2.3 Applications
Measuring photometric redshift of clusters more accurately is a critical ingredient in con-
straining cosmological parameters with an ensemble of clusters. This project has been ini-
tiated and pushed forward in order to better serve SZ and X-ray cluster surveys, as well as
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optical only cluster surveys. The first application of this photometric redshift estimation as
an optical follow-up of SZ clusters is demonstrated in Vanderlinde et al. (2010, V10). The
samples presented in V10 are clusters that are blindly found by SPT via SZE signals in 2008.
V10 is the first attempt to perform a cosmological analysis which shows a general consistency
with our current understanding of cosmology. The optical follow-up data for confirmation
and redshift estimations presented here were not obtained uniformly as in BCS. Only parts
of the sample have optical counterparts in BCS coverage, and the rest (14 out of 21) were
followed up from the Magellan telescope by collaborators. Their observing strategy is differ-
ent from ours, which is similar to the observing strategy used in BCS (uniform depth in g-,
r-, i-, and z- were required so that we would detect galaxies with magnitude brighter than
L∗+1 at z∼1). Depending on each cluster candidates, they vary the depth of the data by
stopping the exposure when they can identify clusters by sight on the images while taking
data. This shortens the observing times required for each cluster, because one does not need
to go as deep, if a pointing is for a cluster candidate at lower redshift. This, however, turns
out to be inadequate for scientific analyses, because the data is too shallow.
In V10, as well as in High et al. (2010, H10), the presented redshifts are measured
independently from the redshift estimation presented in this thesis. As presented in H10,
they have developed an independent redshift estimator that essentially follows our method.
Figure 3.5 shows a comparison between these two redshift estimations. First the histogram
shows the distribution of these clusters presented in V10 according to this redshift estimation
tool (black solid line) and another independent measurement tool (presented in H10, blue
dotted line). Spectroscopic redshifts are obtained for a subset of the sample and presented
in a red dashed line on the same histogram. Although the sample size is too small to make
any statistical comparison, the redshift bin of [0.7,0.8] shows a big discrepancy in those
two measurements. A similar redshift range is shaded in the right figure to highlight the
discrepancy in the two different measurements. At higher redshift bins, we have only two
data points, so we will not discuss the comparison. We postpone the discussion on this
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discrepancy until the end of this section.
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Figure 3.5: Redshift distribution of cluster samples presented in V10. Left : Cluster number
counts in redshift space. Blacksolid line is for redshift estimations by the algorithm presented
here. Bluedotted line shows the distribution presented in V10, which is an independent mea-
sure. Reddashed line shows the distribution of the subset of the samples with spectroscopic
redshift of some of cluster members.
Similar follow-up analysis has been done on two more sets of clusters. The first example
has similarly selected clusters that are detected by SPT in 2009. The 2009 SZ cluster
candidate follow-up program was executed in CTIO Blanco 4-m telescope which is the same
telescope/instrument that was used in the BCS program. The data acquired in this program
are more uniform and deeper than the 2008 follow-up data from the Magellan telescope. The
only modification from the BCS observing strategy is selective z-band data acquisition for
higher redshift systems. The data are run through a developing pipeline for DES which is
the same pipeline that was used for BCS data reduction. The reduction of the data from
2009 SPT SZ cluster follow-up program is still ongoing. Only a subset of the total sample
of 65 shows optical counterpart with reliable redshift measures, as its redshift distribution
is presented in Figure 3.6.
The redshift distribution in this figure is somewhat different from that in Figure 3.5.
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Figure 3.6: Redshift distribution of SPT selected clusters from 2009 SPT data that are
optically confirmed with redshift estimation. Blue line represents the distribution with
reliable redshift measurement and Red line includes optically confirmed without redshift
estimation. Those without redshift measures are distributed by redshift estimation by eyes.
We suspect that this originates from the data acquired in different ways. Adaptive strategy
as used in SPT 2008 follow-up program may save observing time per pointing, but it is
apparent that the depth pursued in that program was not deep enough to produce reliable
photometry of galaxies at even intermediate redshift. This speculation is supported by the
fact that the largest discrepancy between the two independent redshift measures is present at
higher redshift bins (the shaded area in the redshift comparison plot). This is also supported
by the completeness test in Figure 3.4. The dashed line in that figure represents the deepest
data acquired during SPT 2008 optical follow-up program which was already 1 magnitude
shallower than uniform depth in 2009 follow-up program. It is obvious that the completeness
drops from 0.7 and beyond, which agrees with what we are seeing in this comparison analysis.
This suggests that one can benefit more from uniform and deeper data as in the 2009 follow-
up program even in simple redshift estimation, not to mention more usefulness in scientific
analysis.
The other application of the technique is the samples that will be presented in Suhada
et al. (in preparation) that are selected by X-ray emission from XMM-Newton data. The
XMM-Newton data covers a total area of about 6 deg2 with average total nominal time per
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pointing of ∼15 ks. Careful data reduction is performed, since detection and analysis of faint
diffuse sources like clusters in shallow surveys like this can be affected by several sources of
noise. And then cluster candidates are identified and cross-checked with BCS data where
redshift estimation is done. The left plot in Figure 3.7 shows the distribution of cluster
candidates that are confirmed with significant overdensity of red-sequence galaxies. On the
right, the distribution of the derived cluster mass is presented. This redshift distribution is
somewhat different from the distribution presented in Figure 3.6. Note that this ensemble of
clusters is actually much of lower mass groups than those presented in Figure 3.6. Therefore
peaking at the lowest redshift is expected.
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Figure 3.7: XMM − Newton cluster samples in BCS data. Left : Redshift distribution of
cluster samples. Right : M500 estimation from X-ray luminosity according to the redshift
measures presented here.
3.3 Optical Richness
3.3.1 Motivation
Constraining cosmological parameters using the cluster mass function is a well understood
probe both analytically (Press & Schechter, 1974; Sheth & Tormen, 2002) and numerically
(Jenkins et al., 2001; Warren et al., 2006). In a hierarchical structure formation theory,
clusters are built-up objects from smaller structures through the evolution of the universe.
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Therefore, one can understand the history and status of that evolution by looking at the
number density of clusters as a function of mass and redshift. Practically this is more
complicated than what it is stated here. One of the most important components in this
analysis is the mass of clusters that are not directly observable. This brings difficulties in
defining certain cluster regions and estimating underlying mass. One must, therefore, rely
on mass tracers to infer the underlying mass contents. A well understood scaling relation
between a mass tracer and the physical mass plays a critical role for this reason. It is
important to get a representative slope for the scaling relation, but understanding scatter
in the scaling relation is crucial to constraining cosmological parameters via self-calibration
(Majumdar & Mohr, 2004).
There are several mass tracers with both advantages and weaknesses. Most of the bary-
onic matter exists as an intracluster gas that can be heated to several keV in clusters’
potential well, so that they are detected in the X-ray band. In other words, X-ray is a direct
probe of this hot gas content in clusters, therefore it has been the most widely used mass
tracer for clusters in the community. Unfortunately, the cost that one pays for the well
understood scaling relation in X-ray is the efficiency of a survey on large data sets. Since
X-ray observations are much more costly than others that can be done on the ground, it is
not a desirable way to go for a wide and deep sky survey to cover high redshift systems, as
well as local systems.
Optical richness for clusters is a good alternative in this sense. Optical richness can be
measured using the least expensive imaging data, which can be improved further by choosing
appropriate wavebands to be more efficient. The disadvantages of optical richness include the
historically known projection effect and the larger scatter in the scaling relation compared
to other mass observables. A large data (e.g., SDSS) era has already emerged upon the
community and even larger datasets, such as DES, will flow into the community in the near
future. As a response to this, several studies have initiated much effort to understand the
scatter in the optical richness scaling relation better so as to reduce the scatter (e.g., Rozo
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et al., 2009).
Previously one of the major obstacles in optical richness was the projection effect. With
more and more evidence of enhancement of red-sequence galaxies in clusters, contamination
due to projection effects can be reduced by simply paying more attention to galaxies with
color information to consider the overdensity of red-sequence populations in clusters. On the
other hand, there remain much bigger concerns on the scatter in optical scaling relations.
Various studies that try to establish a scaling relation use X-ray luminosity to indicate real
mass of systems and then they study the scatter in this scaling relation. Several factors
have been discussed as sources of scatter in optical richness scaling relation by these studies
(Rykoff et al., 2008; Rozo et al., 2009). These include, photometric redshift uncertainty,
under-estimation of mass as a function of redshift, size of aperture to select cluster members,
and incomplete knowledge of underlying physics in each cluster sample, as well as point
source contaminations in X-ray luminosity. These all contribute to the scatter to some
degree, so it is critical to separate the overall effects by them into different components.
That way one can examine how to reduce the scatter by each factor, when possible.
In this section, we make an attempt to control only systematic sources of the scatter in
the optical scaling relation. With proper treatment of the systematics, one can then attribute
the remaining scatter to be fundamental and dynamical clusters’ properties, which will be
the intrinsic scatter, such as cool cores or mergers, or from point source contaminations.
For this exercise, we both use the same set of real clusters as in the previous sections and
the simulated clusters. In simulated data, we only include systems that are recovered by
the redshift estimator because the main purpose of this exercise is to understand systematic
sources of the scatter in estimating richness only.
3.3.2 Reducing the systematic scatter
One might suspect some reasons why X-ray scaling relations have smaller scatter compared to
optical scaling relations. The biggest advantage in X-ray observables is that X-ray emission
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follows from an important physical property in clusters, namely hot gas content. This enables
us to extract X-ray properties from consistent part of clusters, such as virialized regions.
In optical data, however, one must rely on galaxy number counts that themselves vary
tremendously according to their past history of evolution. That prevents us from examining
any property within physically similar regions of clusters. By putting more data on the same
scaling relation, one cannot make sure that those data are consistent with each other.
This brings our attention to the choice of the aperture size when optical richness is
measured. We examine how we can estimate the scaling relation better by choosing an
aperture size appropriately. We note that where a search radius is centered also matters
for the same reason. Previous studies (e.g., Lin & Mohr, 2004) found that most clusters
(>90%) have their brightest cluster galaxies (BCGs) within 0.1r200 from the X-ray centers.
We also examine how important the accuracy of center positions is in the scaling relation.
Rykoff et al. (2008) report that there seems to be a redshift dependency of their scaling
relation. This is followed by (Rozo et al., 2009) where they use λ for richness measures that
this redshift dependency has disappeared due to their cluster member selection routine. At
the end of the following section, we try to address this redshift dependency caused by depth
of the optical data.
Measuring aperture size and centering
In principle, optical richness can be understood in a very simple way. Under the hierarchical
structure formation theory, more galaxies would fall into higher potential well of clusters -
therefore more massive clusters will have more galaxies in them. The reality would be this
simple itonly if one can define cluster region consistently throughout all samples. Since it is
not possible to draw the boundary of clusters with optical images, we need to explore how
well we can deduce physically meaningful cluster regions via galaxy counts.
We begin with an overview of how richness is measured in this study. At a given center
(via X-ray or SZ signal, or optically chosen BCG), galaxies that are brighter than 0.4L∗
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within a given radius are scanned through the red-sequence models at each redshift to
look for overdensity in color-redshift space (as in redshift estimation procedure). Once
an overdensity peak is identified in redshift space, the overdensity number distribution is
assumed to be Gaussian and the richness for that particular object is then the amplitude
of the fitted Gaussian distribution. This means that the measured richness is basically an
excess number of red-sequence galaxies in that cluster’s redshift, with background corrected
statistically, within the initially chosen aperture size around the cluster’s center.
In order to explore effects by several systematics in the measurement, we go back to
the same data samples that are used in redshift estimation earlier in the chapter. We
report 4 experiments first with these 51 SDSS-Chandra clusters; i) measure of Nrs,gal using
0.8 Mpc at X-ray centers (Figure 3.8(a)), ii) measure of Nrs,gal using R200 at X-ray centers
(Figure 3.8(b)), iii) measure of Nrs,gal using 0.8 Mpc at BCGs (Figure 3.8(c)), and iv) measure
of Ngal using R200 at BCGs (Figure 3.8(d)). Here we estimate R200, using M500 - TX relation
in Finoguenov et al. (2001) and assuming a dark matter concentration parameter of 5 in
conversion from R500 to R200. In Figure 3.8, the fitted slopes are shown with the rms scatter
in log10TX indicated with shaded area, assuming the calculated scatter using all 51 samples
to be a constant in all TX range considered here (1 keV through 12 keV). In cases where
a fixed radius of 0.8 Mpc is chosen (compare case (a) vs. (b), and (c) vs. (d)), the red-
sequence number of galaxies underestimate cluster mass (i.e., the slopes in (a) and (c) are
shallower than the cases where R200 from TX is used (case (b) and (d)), because samples at
the massive end would have R200 which is larger than 0.8 Mpc. Another trend is obvious
when we compare cases with different centerings. We observe slightly smaller scatter in cases
(c) and (d) where we use BCG positions as centers, instead of X-ray peaks as centers as in
cases (a) and (b). This suggests that galaxy distribution is better followed by BCG position,
while hot gas content is followed better by X-ray centers.
This simple exercise suggests that one could reduce the scatter with prior information
on the size of clusters in terms of R200 and BCG positions. BCGs can be selected in a
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way that BCGs would be the brightest galaxies on the red-sequence of clusters’ measured
redshift. Estimating size of the clusters for R200 is not simple with optical data. Rozo et al.
(2009) approaches this issue of selecting a “correct” aperture size by using a set of fixed
aperture sizes, e.g., R0={0.5, 0.75, 1.0, 1.25, 1.5} in h−1Mpc in a combination of a set of α
in luminosity functions (in their richness measure, they also use luminosity function as one
of their filters). And then for each case, they measure the richness and the scatter using only
the top 2000 richest clusters in their maxBCG samples that have X-ray data from RASS.
With a Monte Carlo approach, they choose the radius that gives the smallest scatter.
Our approach is different in that we rely on one set of data completely. The main
objective here is to estimate R200 in order to derive a scaling relation with a smallest scatter
possible. First we estimate richness using a fixed size of an aperture at a cluster center.
Cluster centers could be X-ray centers or BCGs. Our results show that there are only
∼2% changes in σlog10TX between X-ray center runs and BCG center runs, which is almost
negligible compared to the overall scatter. This provides the first fit of the scaling relation
between our Nrs,gal and TX . From that scaling relation, we estimate M200 using the X-ray
scaling relation from Finoguenov et al. (2001). Corresponding R200 is then calculated for
each cluster and fed back to the richness estimation. This completes the first iteration of
the process after which we will have a new version of scaling relation. By iterating this
process three times, final R200 estimations are as good as ∼2% compared to the “correct”
radius from X-ray temperature. By this simple iterative procedure, we are able to reduce
the scatter that is caused by inconsistent choice of cluster region. Here we do not quote
the amount of scatter that is reduced, because by changing the radius, we get a completely
new scaling relation. Then we could add another iteration of the richness measure with new
centers of clusters as BCG positions.
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Figure 3.8: These figures show the effect of the size of the measuring aperture and the effect
of the center selection to measure red-sequence richness. Fitted slope and σlog10TX are quoted
for each case. (a): clusters are centered by X-ray emission with radius of 0.8 Mpc from this
center to measure the richness. Slope=0.673, σlog10TX=0.25. (b): centered by X-ray emission
with radius of r200 calculated from TX (see the text for details). Slope=1.004, σlog10TX=0.174.
(c): the radius of 0.8 Mpc is used at the BCG position. Slope=0.743, σlog10TX=0.23. (d): At
BCG positions, the derived R200 is used. Slope=1.074, σlog10TX=0.149.
Redshift dependency
It has been pointed out by previous studies that optical richness shows a clear evolution with
redshift (Rykoff et al., 2008; Rozo et al., 2009). In Rykoff et al. (2008) and Becker et al.
(2007), they were not able to address the nature of this trend. One of their speculations is a
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possible physical evolution of red-sequence galaxies with redshift. On the other hand, Rozo
et al. (2009) claims that they do not see this variation with redshift because their richness
measure λ accepts variation in colors of galaxies probabilistically, rather than fixed colors
by clusters’ BCG as in the other two studies. λ is much more robust because it takes into
account photometric uncertainties of individual galaxies, as well as color variations between
cluster members.
In this section, we show that we also see a variation in richness with redshift (this
is apparent, although not obvious) (see Figure 3.8(a)). However our samples in different
redshift bins do not cover the whole mass range examined here (for example, the samples
in the highest redshift bin all have lower X-ray temperature, so that lower mass than the
samples in the lowest redshift bin). We note that our sample selection is not well suited
for this test. Instead of this set of real cluster samples, we use three sets of mock catalogs
to make an attempt to explain the nature of the redshift dependency as originating mostly
from photometry uncertainty, not the actual physical red-sequence galaxy evolution with
redshift.
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Figure 3.9: Red-sequence richness measure on clusters in a mock catalog that was generated
with no red-sequence galaxy evolution with redshift included. Redshift dependency is very
obvious even without red galaxy population evolution with redshift.
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Figure 3.9 presents red-sequence richness measures on 166 simulated galaxies on a mock
catalog that is generated with an assumption that there is no evolution of red galaxy popula-
tion as a function of redshift. This means numbers of red galaxies in clusters do not decrease
with redshift (i.e., no Butcher-Omler effect implemented in the simulation). It is clear that
the clear redshift dependency shown in Figure 3.9 is not originated from the true evolution
in red population in clusters. We attribute this clear trend to be due to increasing photom-
etry uncertainties for higher redshift objects (so that fainter magnitude objects) by using
different sets of simulation. The simulation used in the first exercise shown in Figure 3.9 is
not suitable for this test, because that particular mock catalog is generated by using a z=0
snapshot of a N-body only simulation multiple times (for more details, see Chapter 2). This
could cause an over-population of high mass clusters at high redshift, which will result in
incorrect background estimation in calculating richness.
Figure 3.10 introduces a new set of simulations with gas particles included, as well as
dark matter particles (Dolag et al., 2006). This simulation has lower mass resolution for
subhalos compared to the N-body only simulations used in Chapter 2, but it provides a
more cosmologically motivated structures up to redshift of 2, since it takes snapshots at a
very narrow redshift interval to produce a lightcone volume universe. The field-of-view of
this lightcone is 2.9 deg × 2.9 deg, which puts a limitation on size of the samples, especially
at lower redshift bins. Another limitation on the sample size comes from the range of cluster
mass included. The simulation has only clusters with mass greater than 1014M. Then we
apply another cut in the samples by redshift to be below 0.7. The total number of the final
cluster sample is 26. Due to the small number of the samples used in this analysis, we avoid
making any statistical statement. Instead we show a clear trend of redshift dependency.
Figure 3.10(a) shows the red-sequence richness measures on the 26 clusters mocked to be
SDSS-depth data. Despite the small number of samples, a clear redshift dependency is
shown in the figure. Note that we do not include any evolution of the red population with
redshift in the mock catalogs as before. This suggests that the redshift dependency is solely
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from systematics, not underlying physics. Figure 3.10(b) supports this, where the redshift
dependency disappears by taking data deeper by 1.5 magnitude. It also is obvious that this
practice reduces the scatter in the scaling relation.
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Figure 3.10: Richness estimation on the simulations. (a): this mock catalog reproduces
surveys similar to SDSS (r− magnitude depth ∼ 22.5 in AB magnitude). (b): this set of
simulated galaxies reproduces surveys that are deeper than SDSS by 1.5 magnitude (similar
to BCS). It is clear that the redshift dependency disappears by going deeper than SDSS by
1.5 magnitude.
Above tests support our conjecture that the redshift dependency of richness measure is
driven by the depth of data, since high redshift galaxies are mostly fainter than lower redshift
ones. Because of the depth of data used, the richness estimator systematically underesti-
mates the richness by systematically missing galaxies with larger photometry uncertainties
which result in larger color uncertainties. In other words, fainter galaxies have higher prob-
ability to be put further away from the red-sequence because of their larger photometry
uncertainties. It opens up a possibility to reduce the scatter by controlling the photometric
uncertainty in the richness calculation. Currently we are implementing a scheme that prob-
abilistically chooses red-sequence galaxies by weighting them according to their photometry
uncertainties. It is too early to make any statement if this scheme will reduce the scatter or
not, since this is still in progress.
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3.4 Discussion
Red-sequence redshift estimation is now considered as a “standard” routine for optical cluster
detections, owing to the flowing evidences of enhancement of red population in clusters.
However, we note that it could get complicated if data is not obtained adequately. Larger
photometric uncertainties may add confusions in red-sequence at unrelated redshift ranges
to complicate the whole procedure. We have demonstrated that this indeed is the case in
comparison of two different follow-up programs for fundamentally similar cluster candidates.
There are many sources of scatter in scaling relations. Especially with optical data, the
scatter becomes larger because it is difficult to define certain physical regions of clusters,
such as virial regions. In this exercise, we make an attempt to disentangle systematic sources
of scatter from intrinsic scatter in order to explore possible ways to control the systematic
sources better. We suggest that we can estimate a better R200 by iterating the richness mea-
sure which will also provide a more representative scaling relation without under-estimation
in higher mass systems, as well as a smaller scatter in log10TX . We find that using BCGs in-
stead of X-ray centers to measure richness can reduce the scatter also, although the effect will
be minimal. This is expected because most of BCGs are located close to the potential well
that X-ray probes directly. Lastly, we suggest taking into account photometry uncertainty
of individual galaxies when measuring richness, because richness will be under-estimated
if photometry uncertainties of cluster members are large. Intrinsic scatters cannot be con-
trolled at the level of data acquisition. Therefore it is crucial to understand the fundamentals
that cause the intrinsic scatter, and this is beyond the scope of this thesis.
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Chapter 4
Impact of the South Pole Telescope
Selected Active Galactic Nuclei on
SZE Cluster Finding
4.1 Introduction
The South Pole Telescope (SPT) is conducting a large area sensitive survey of the southern
sky to search for galaxy clusters via their Suyaev-Zel’dovich effect (Carlstrom et al., 2009).
Besides galaxy clusters, the survey also detects many millimeter sources that are mostly
unresolved by SPT. These sources are composed of two distinct populations whose millimeter
radiations are respectively thermal and non-thermal in nature (Vieira et al., 2009, V09
hereafter). The thermal radiation dominated population consists of mostly extragalactic
dusty sources such as the so called submillimeter galaxies at high redshifts (Blain et al.,
2002), while the non-thermal radiation dominated SPT sources are mostly flat spectrum
radio galaxies and quasars. The observed flat spectra for the latter population, typically
defined as sources with α > −0.51), are understood as optically thick synchrotron radiation
from compact radio cores. Flat spectrum cores are seen in all radio loud quasars and in
∼ 80% of radio galaxies (Muxlow & Wilkinson, 1991).
In this chapter, we explore possibilities of the impact of radio galaxies on SZE cluster
finding. The hot gas content in massive clusters is dense enough to scatter off the CMB
photons which distorts the overall shape of the CMB spectrum. SZ cluster findings detect
this distortion by searching for decrement in the background CMB flux. Since SZ cluster
finding does not depend on the redshift of clusters, it provides a rather uniform sample of
mass limited clusters even at z> 1 (Carlstrom et al., 2002). SPT point sources are a potential
1Sν ∝ να
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source for incompleteness in the SPT cluster finding, since positive flux from the bright point
sources, especially those that are physically associated with clusters, will preferentially fill
in cluster SZ decrements. Previous studies (e.g., Lin et al., 2009; Sehgal et al., 2010) have
shown that the level of point source contamination is negligible. We make an attempt to
address the possibility of SPT point source contaminations on SPT cluster finding based on
available SPT cluster data (Vanderlinde et al., 2010) and BCS data (Ngeow et al., 2009).
4.2 BCS Data Acquisition and Reduction
Blanco Cosmology Survey2 (BCS) is a deep four band photometric survey (g-, r-, i- and z-)
of two 50 deg2 patches of the southern sky. These regions are chosen to enable observations
by the three leading mm-wavelength survey experiments ( the South Pole Telescope [SPT],
the Atacama Pathfinder Experiment [APEX] and the Atacama Cosmology Telescope [ACT]
experiments). The field that overlaps with the SPT 2008 observation is centered roughly at
α2000 = 5
h30m, δ2000 = −53◦.
BCS was awarded 69 nights from the NOAO (National Optical Astronomy Observatory)
survey program in 2005. The actual observation was done in the Fall of 2005 to 2008 (15
full nights per year spread over a larger number of partial nights), using the Blanco 4-meter
telescope located at Cerro Tololo Interamerican Observatory in Chile. The telescope is
equipped with a wide field imager called the Mosaic2 imager, which consists of an array of
eight 2K× 4K CCDs. The pixel scale of Mosaic2 imager is 0.27” per pixel, leading to a field
of view of about 36’. On photometric nights we also observed several standard star fields
that contain stars with known magnitudes. With this approach we calibrate our photometry
to the SDSS system.
The first three seasons (2005 to 2007) of the BCS imaging data were reduced and pro-
cessed using the data management system developed for the upcoming Dark Energy Survey
2http://cosmology.uiuc.edu/BCS/
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(DES)3. Details of the DES data management system can be found in Ngeow et al. (2006)
and Mohr et al. (2008), and will not be repeated here. Only a brief description is presented
in this chapter.
To remove the instrumental signatures, the raw BCS images were processed within the
DES data management pipelines, which include the following steps: crosstalk correction,
overscan correction, bias subtraction, flat fielding, fringe and illumination correction. Wide
field imagers have field distortions that generally deviate significantly from a simple tangent
plane, and there are typically telescope pointing errors as well. Terapix code SCAMP (Bertin,
2006) was used to refine the astrometric solution by matching the detected stars in BCS
images to the USNO-B catalog. We adopted the PV distortion model that maps detector
coordinates to true tangent plane coordinates using a polynomial expansion to second order.
The DES data management system also adopted the Terapix tool SExtractor (Bertin &
Arnouts, 1996) to detect and catalog astronomical objects in the images. We harvested a
wide range of photometric and astrometric measurements (and their uncertainties) for each
object during this cataloging.
For the photometric nights that include observation of the standard star fields, we deter-
mined the band dependent (atmospheric) extinction coefficients (k) together with CCD and
band dependent photometric zeropoints (a) and instrumental color terms (b). The resulting
photometric solutions were then used to calibrate the magnitudes for other astronomical
objects observed on the same night.
The nightly reduced and astrometric refined images were remapped and coadded to the
pre-defined grids of tiles (a tile is a rectangular tangent plane projection, with ∼36’ on a
site) in the sky using another AstroMatic tool SWarp. The zeropoints for the flux scales for
these input remap images were determined using three different reservoirs of photometric
information. The first one is the direct photometric zeropoints which are derived from the
3The data from all four seasons is been reprocessed using version 5 of DES Data Management System at
the time of writing this paper.
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photometric solution on photometric nights. The second reservoir is made up of relative
photometric zeropoints determined for all unique pairs of images that overlap on the sky.
In each case, we compare photometry for all objects common to two images, extracting an
estimate of the zeropoint difference and uncertainty between the two images. The third
reservoir is made up of the relative zeropoint differences from one CCD to the next for
all images taken on photometric nights and from the same exposure. We extract these
offsets by using the sky brightness ratios for all images in that band over the full night. We
determine the zeropoints for all images by doing a least squares solution using the constraints
described above. We use median combine options to improve the rejection of pixels affected
by unmasked blemishes like cosmic rays. The coadded images are built in each band for a
given coadd tile.
In order to do the cataloging, a χ2 image is created for detection using i- and z- bands
using SWarp. The catalogs are extracted by running Sextractor in dual-image mode using
the χ2 image as detection image and single-band images (in griz) as measurement images.
This ensures that the same region of the sky is used for measurements in each band, produc-
ing catalogs with photometry, morphological properties and object classification available
independently in every band.
4.3 AGN Candidates
The sources cataloged in V09 consist of sources detected with S/N> 3 either in the 1.4 or
2.0 mm bands. We only consider sources detected above 3σ in 2 mm band because dusty
sources become more important at shorter wavelengths. Based on the model prediction
from (de Zotti et al., 2005), above ∼4.4 mJy, 86% of the source counts should come from
AGNs, while AGN only contributes ∼ 59% to the source counts in the 1.4 mm band above
∼ 1.1 mJy (V09). We further improve the AGN fraction of the sample by removing sources
that are likely dusty emission dominated. The distribution of the 1.4 and 2.0 mm two band
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spectral indices (α ≡ log(Fλ1/Fλ2)/ log(λ1/λ2); where λ1=1.4 mm and λ2=2.0 mm) of the
SPT unresolved sources is bimodal with the minimum of N(α) at α ∼1.66 (V09). Sources
with α > 1.66 are likely to be dust emission dominated. The initial classification of the SPT
unresolved sources is based on the posterior probability P (α > 1.66), as described in V09
and Crawford et al. (2009). The probability depends on both the intrinsic spectral shape,
and the S/N level of the sources. In Figure 4.1 we show the S/N of the SPT unresolved
sources in both 1.4 mm and 2.0 mm. Sources with P (α) > 90% and P (α) < 10% are also
shown. The dusty nature of the sources with P (α) > 90% has largely been verified by their
associations with known IRAS sources, or by Spitzer follow-up observations. We thus remove
all sources with P (α) > 0.9 in the 2.0 mm selected sample. The resulting sample consists of
1525 SPT sources. Of these sources, 536 overlap with BCS area where good quality optical
data is available.
Figure 4.1: The signal-to-noise in 1.4 and 2.0 mm bands for all the SPT sources (black
dots). The sources with P (α) > 90% (dusty emission dominated, red circles) and P (α) < 0.1
(synchrotron dominated, blue circles) are also shown.
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For many SPT sources, low frequency counterparts can be identified in the Sydney Mo-
longlo Sky Survey (Mauch et al., 2003, SUMSS) catalog. The SUMSS is a 843 MHz survey of
the southern sky (δ2000 < 30 deg and |b| > 10 deg) using the Molonglo Observatory Synthesis
Telescope (MOST). The flux limit of the catalog in the SPT 5hr field is 6 mJy beam−1. In
Figure 4.3, we show the distribution of the distances between SPT and their nearest SUMSS
sources. Strong correlation is seen with separations <40”, a result of physical associations.
At larger separations, the number of pairs increase until ∼ 250”, as expected for random
matches. We thus identify SUMSS sources as the SPT counterparts if they are located within
40” of the SPT centroid. For the 2 mm selected sample, a 40” matching radius can result
in ∼5.4% spurious identifications. The distribution of the observed SPT two band spectral
indices for the SUMSS identified sources clearly agree with the AGN “bump” of the distri-
bution of all the SPT sources, with their peaks well aligned (Figure 4.3). The SPT-SUMSS
power-law indices calculated using the flux densities in 843 MHz and 150 GHz peak at ∼0.4,
which is well below the typical value (< 0.7) seen in the sub-millimeter galaxies.
Figure 4.2: Distribution of the distances between SPT and their nearest SUMMS sources.
A strong agreement between the two pointings is seen at the small angular scale.
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Figure 4.3: Left : The two band spectral index distribution for all SPT sources in the 5h30
field (solid lines), and those with SUMSS counterparts. Right : the SPT (2 mm) to SUMSS
spectral index distribution
4.4 Optical Identifications
A small number of SPT sources can be easily identified by cross-correlating the SPT positions
with the Australian Telescope 20 GHz Survey (AT20G, Murphy et al., 2010) catalog, which
has a calibrated positional accuracy <1”. In addition, we have followed up some of the
highest S/N SPT sources at 6 cm with Australian Telescope Compact Array (ATCA). By
comparing our ATCA positions with the BCS data and the AT20G positions if available, we
found that in most cases bright optical sources can be found within 2” of the 6 cm positions.
The only exceptions are sources for which the ATCA observation detects apparent radio
lobes. Because the millimeter emission is believed to originate from a compact radio source
close to the centroid of the host galaxy, we can calibrate the positional accuracy of SPT
using these securely identified sources.
In Figure 4.4, we show the off-sets θ between SPT and their optical positions from BCS
as a function of the SPT S/N. In the limit where the systematic error is smaller than the
centroid error due to Gaussian noise, the positional uncertainty should be 0.6
√
2wbeam/(S/N),
where wbeam (=1.15’ for the 2.0 mm band) is the FWHM of the instrument point spread
function. This relation is also shown in Figure 4.4. The excellent agreement shown in the
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Figure 4.4: Accuracy of SPT positions compared to their optical counterpart positions in
BCS data. BCS pointing is as good as 0.25”.
figure suggests that the systematic or calibration errors of SPT positions should be small.
Since the positional uncertainty increases rapidly with a decrease in S/N, direct optical
identification of most of the SPT sources at the BCS depth is a challenge.
Fortunately, for sources with SUMSS matches, significant improvements in optical iden-
tifications can also be made. The positions in the SUMSS catalog are accurate to within
1–2 arcsec for sources with peak brightness ≥20 mJy beam−1 and are always better than 10
arcsec. However, at ∼1 GHz, radio lobes that extend beyond core can dominate the radio
emission. Since using SUMSS position does not always improve identifications, particularly
when the radio lobes extend further than the SPT position error circle , or the positional
error of SUMSS is larger than that of SPT. For this reason, we only use SUMSS positions
when the off-set between SPT and SUMSS is less than 2σ. It should be noted that large
off-sets between SPT and SUMMS positions usually occur in nearby radio galaxies whose
optical counterparts are more obvious to identify.
For SPT sources that do not have ATCA or SUMSS data, we use a likelihood ratio
matching technique to obtain candidates of optical counterparts (Richter, 1975; de Ruiter
et al., 1977; Prestage & Peacock, 1983; Wolstencroft et al., 1986; Sutherland & Saunders,
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1992). This method is better than simply selecting the source nearest to the radio position as
counterpart, particularly when the radio positional uncertainty is large and multiple sources
with different characteristics exist in the error circle. The method uses all the available
information about the sources in the search region, and provides a quantitative measure of
the reliability of the identifications. We calibrate the method using a subsample that has
S/N in 2.0 mm > 5 as discussed below.
Following de Ruiter et al. (1977), we define the dimensionless distance between an optical
source to the radio position as r= (∆α2/σ2α + ∆δ
2/σ2δ )
1/2, where σα and σδ are the uncer-
tainties in RA and Dec, and for convenience we ignore the small uncertainties of optical
positions. We assume that the probability of the optical source being the counterpart of
the radio source depends on r, the magnitude m, and colors c of the optical source. The
probability that an optical galaxy at position x± dx/2 and y+ dy/2 from the radio position
with magnitude m− dm/2 to m+ dm/2 and c− dc < c < c+ dc is f(x, y)q(m, c)dxdydmdc,
where f(r) and q(m, c) are the spatial and flux/color parts of the prior probability density,
and we assumed that the positional uncertainty is independent of optical properties. These
functions are normalized so that
∫
2pif(x, y)dxdy = 1 and
∫ ∫mlim
−∞ q(m, c)dmdc = Q, where
Q is the fraction of radio sources that have optical counterparts above the optical detection
limit. At the depth of BCS, Q should be very close to 1. On the other hand, the probability
of the optical source being a background object is proportional to the surface density of
background sources n(m, c). Following Sutherland & Saunders (1992) we define the likeli-
hood ratio of a source i at distance r with magnitude m and color c being the counterpart
and a background source as
Li =
f(x, y)qi(m, c)
n(m, c)
. (4.1)
where the surface density of background sources is normalized. We assume the radio posi-
tional errors in RA and DEC are Gaussian and thus f(x, y) = 1/(2piσασδ) exp(−r2/2).
Because the size of the calibration sample is small, it is hard to obtain a reliable estimate
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on the color dependence of q from the data. Encouraged by the excellent agreement between
the observed 2 mm number counts and the prediction of the population model that the
number counts of 2 mm detected sources are dominated by flat spectrum radio quasars, we
adopt a prior assumption that most of the SPT AGNs have colors that are consistent with
that of SDSS quasars. We also assume that the color and magnitude dependences of q are
separable. Because BCS does not include u band coverage, and the AGNs are known to be
variable, it is impossible for us to perform color cuts that are as rigorous as what has been
done on SDSS quasar search. Given that our images of g and r bands were normally taken
on the same night, and the same is true for i and z band images, we still can construct color
selection by requiring −0.5 < g − r < 1, −0.5 < i − z < 1. Quasars with redshift < 3.5
should satisfy this selection (Richards et al., 2007). Since this is a necessary but insufficient
condition for a source that satisfies the above color selection to be a quasar, and since
contamination from non-quasar sources is expected, the fraction of counterparts satisfying
the above selection should be higher than what we would expect for FSRQs. We thus adopt
a step function as the color space prior distribution for SPT sources so that the probability
for a SPT counterpart to have the above “quasar color” is 9 times the probability of having
colors outside the color box. Varying this factor from 6 to 9 does not change our matching
result significantly. The choice of this color prior is of course biased towards finding FSRQs.
The prior magnitude distribution of SPT counterparts is estimated in the following way.
We construct a histogram of optical sources within 2σ from the SPT sources. This histogram
is “background” subtracted using the estimated n(m) multiplied by area of the source re-
gions. In Figure 4.5 we show the ratio of the surface density within SPT 2σ region from
AGN sources to the mean surface density n(m) in i- and z- bands. It is apparent that
optical sources in SPT source regions tend to be brighter compared to the average galaxies
in the field. We have ignored the possible effect of clustering of galaxies near SPT sources.
Comparing with the large statistical uncertainty of this estimation, the galaxy clustering
effect is likely to be negligible. The statistical uncertainty is very large at the bright end
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Figure 4.5: The ratio of the surface density within SPT 2σ region from AGN sources to the
mean surface density n(m) in i- and z- bands.
of the distribution and may cause the method to fail. Fortunately, if an SPT source has
a bright optical counterpart, the bright source is usually the only object within the search
radius.
To obtain n(m), we make histograms of optical sources above the detection limit as
a function of magnitude for BCS tiles that contain the most significant SPT AGNs. The
histogram is then normalized by the total area of the tiles corrected for “holes” or unobserved
area.
The real interesting quantity is the reliability of the identification: the probability that
the selected source i with likelihood Li is the real counterpart. It has been shown by
Sutherland & Saunders (1992) that the reliability of an optical source i- is
Ri =
Li∑
Li + (1−Q) . (4.2)
In the case where the most likely candidate within the search radius Lmax  1, the reliability
measure is not sensitive to Q.
The search is performed within a region that corresponds to 2σ uncertainty of the radio
position (either SPT or SUMSS). To account for the potential core-lobe offsets, we added
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in quadrature 3” to the positional uncertainties of SUMSS. To test the method, we perform
likelihood ratio match to SPT sources that have counterparts in ATCA or SUMSS catalogs.
Excluding sources that do not have i- and z- band coverage, or without an BCS source
within 2σ from the SUMSS position, the method produced correct identifications in 78% of
the cases if we require the reliability of the identification to be > 75%.
There are a number of SPT sources that fall in BCS area where no i- and/or z- bands
coverage are available. In some other cases, SPT sources locate near a bright galaxy or star,
and SExtractor with our standard source extraction parameters can miss several obvious
optical sources. In either of these cases, potential optical counterparts are missing from the
main source catalogs. A total of 13 SPT sources fall in either of the above categories. In
order to find their counterparts, we run SExtractor in single image mode on all the available
colors with parameters that can separate all sources in crowed fields. The parameter setting
also creates many spurious detections around bright stars, an effect of over-deblending in
SExtractor. Because of the large number of spurious detections generated, we cannot apply
the maximum likelihood matching the same way as in the normal regions. For this reason,for
sources with the above problems we limit our counterpart search to only those with P < 0.1
and/or with ATCA observations. For sources without ATCA observations, we identify the
source to be counterpart as the BCS sources that are nearest to the radio position, or the
brightest in the search area if the brightest source is at least 1 mag brighter than the rest
of the candidates. Obvious mis-identifications using this simple scheme are corrected with
visual examination.
4.5 Cluster-SPT Point Source Connection
Sub-mm point sources presented here and V09 are a very interesting, yet not widely studied
class of objects that are selected in sub-mm wavelength exclusively. Aside from their astro-
physical significance, they play a role as a source of contamination in cosmological studies
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with sub-mm selected clusters. V09 showed that the sky density of bright point sources at
150 GHz is low enough that the chance for a signature of a galaxy cluster being wiped out
due to point sources is negligible. However, previous studies (e.g., Lin & Mohr, 2007) have
shown that radio point sources associated with clusters are found close to the central region
of clusters that would result in filling in cluster SZ decrements. Therefore, characterizing
contamination in SZ cluster finding specifically due to these sources could be essential.
In this section, we make an attempt to link the sub-mm point sources (mainly AGNs
and not SMGs, only because the type of data that we are using (optical data) is not suitable
for any relevant discussion presented here with high-z SMGs) detected by SPT with large
scale structures to examine the implications of this class of objects on cosmological studies
in sub-mm wavelength. We use only sub-sample of SPT point sources, even among the
SPT AGNs, according to the reliability for the AGN identification discussed in the previous
section. How to address the contamination level due to these point sources, however, is not
straightforward, simply because this particular class of objects is exclusively detected at sub-
mm wavelength, unlike other previous studies where they use 1.5 GHz sources extrapolated
to 150 GHz as in Lin et al. (2009) , and not fully understood physically yet. Until we have
enough data to statistically support the correlation between clusters and radio sources and
the evolution of that correlation with redshift, we must rely on a lower level examination.
Here we make a step forward to answer a question of the probability for SPT point sources
to shield massive enough cluster detections by SPT, only based on observations.
4.5.1 Methodology
Our ultimate goal is to characterize the correlation between radio sources and clusters,
which can provide us the leverage to control the contamination particularly from radio
point sources. Our deep imaging data in BCS opens up a chance to look into this matter
quantitatively. We look for nearby optical clusters at SPT point source optical counterpart
positions and characterize their properties to estimate the chance for being lost because of
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positive point sources by SPT cluster survey.
In order to find optical clusters, we use the red-sequence method. We use four band
images from BCS to examine colors of galaxies which can be used in determining clusters’
redshifts. The red-sequence redshift estimator is explained in more detail in Chapter 3, of
which a brief summary follows. At a given position (here SPT point source centers), the
red-sequence redshift estimator using a passive evolution model for red galaxies looks for an
overdensity of red galaxies in a given cluster region, where the average number of background
red galaxies in the field is estimated by larger area (e.g., a single BCS tile where a specific
interested pointing lies) normalized to a cluster size. Since we do not have any information
on the mass of the clusters, therefore no information on the virial region, we use a comoving
radius of 1 Mpc at all redshift below 1 to look for this overdensity of red galaxies, instead of a
fixed solid angle on the sky. The most probable redshift bin with the highest signal-to-noise
is then chosen along with the two adjacent redshift bins with the same color combination
(i.e., g-r or r-i. etc) to determine the best-fit values for redshifts and the number of red
members of clusters, assuming a Gaussian distribution.
Once we find nearby clusters, we need to determine if the point source counterpart
galaxies are physically associated with the clusters or are randomly spotted with foreground
or background clusters on the sky. Ideally, spectroscopic redshifts for AGNs are required to
determine physical association between clusters and AGNs. As an inexpensive detour for
the spectroscopic redshift for each AGN optical counterpart, we examine their optical colors
to compare with the colors of the rest of the cluster’s red members for the cases where we
have high likelihood of nearby cluster detection. We categorize an AGN counterpart to be
physically associated with a cluster that we detect, if it has similar color with the cluster
members, estimated by the quadratic combination of the uncertainties from the cluster’s red-
sequence (i.e., ∆color = intrinsic scatter of the red-sequence, δintrinsic ∼ 0.08, and uncertainty
in photometry, δphotometric ∼ 0.08). Otherwise, we categorize it as a random superposition
with a background or a foreground structure.
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One downside of this approach is that real physical processes at the very central regions
of galaxies can alter their colors in optical bands, such as enhanced recent star formation
due to cooling which results in bluer optical colors. For example, Pierce et al. (2010) showed
that a quasar fraction of 5% can move an elliptical galaxy from optical red-sequence to the
green valley, and a quasar fraction of 20% can move it to the blue cloud. To avoid such
loss in our estimation, a simple image inspection exclude very bright point sources, such
as quasars. As long as the outer halo of the host galaxies are resolved, colors of the host
galaxies can be securely obtained to make this approach valid.
The remaining question is then whether the physically associated clusters are massive
enough to have been detected by SPT. We utilize a red-sequence optical scaling relation that
is described in Chapter 3 for this step. Since optical mass do not have one-to-one match with
mass from SZ S/N, it is known that optical scaling relations show larger scatter than those
of other observables, such as TX , which is also found to be true in a red-sequence optical
scaling relation. Therefore, we estimate probability for a cluster with a mass indicator, Nrs,gal
which is a number of red-sequence galaxies within a region of a certain radius statistically
corrected for the background count, assuming the overall scatter in the scaling relation that
we define between Nrs,gal and mass is a constant as Poisson distribution throughout the mass
range probed by SPT (above 3×1014M). We note that the exact mass derived from optical
richness measure does not have one-to-one match with mass from SZ S/N.
4.5.2 Result
We have identified 77 point sources that have optical counterparts in BCS region which are
summarized in Table 4.5.2. We exclude 9 of them due to BCS data quality. We further
exclude QSO’s and IrS sources after careful image inspection to have a final sample of 39
highly probably AGNs, according to the reliability described in the previous section. We find
11 out of those, which is 28% of the total sample, have nearby clusters associated on the sky
at 95% of cluster detection significance. After the color inspection, we find 6 sources are
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possibly associated with nearby clusters physically.
We then compare with observed cluster distribution in redshift space to estimate the
chance of random superposition. For this, we use two publicly available galaxy cluster
catalogs - maxBCG (Koester et al., 2007) and RCS (Gladders & Yee, 2005). The maxBCG
catalog contains the largest number of optical clusters to date, covering rather low redshift
systems between 0.1 and 0.3, because it is based on the flux-limited sample from SDSS
imaging data. The RCS catalog, on the other hand, is a much deeper survey, covering
redshift range from 0.35 to 0.9. The two cluster finding algorithms are independent, but they
both make use of the red-sequence technique. Although their methods in estimating mass of
systems are also different, they both claim that their cluster catalogs are 90% complete for
clusters with mass greater than ∼ 2 × 1014M. For this reason, we assume that these two
catalogs are consistent enough to interpolate the two distributions at the redshift gap between
0.3 and 0.35. We note that we are developing an independent cluster finder that is based
on the redshift estimator used throughout this analysis for better consistency (an optical
cluster finder in conjunction with SZ cluster finder under development, in preparation). The
resulting combined cluster number density distribution is shown in Figure 4.6. We then
estimate the chance of a random superposition with a structure taken from this distribution
by using the combined cumulative distribution. We expect ∼15% of our sample to be
associated with a foreground or background cluster randomly. This is consistent with what
our sample is suggesting (5 out of 39 could be random superposition - ∼13%).
Table 4.1: General Census
Category Number of AGN
SPT point sources within the current BCS coverage in any band 77
Point sources excluded due to the optical data quality 9
Point sources excluded that are not AGN 29
Total final pure SPT AGNs within good BCS coverage 39
AGNs physically associated with clusters 6
AGNs with cluster superposition 5
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Figure 4.6: Cluster number density distribution in redshift. This is assembled from two
existing cluster catalogs, maxBCG and RCS. The blue line is for maxBCG clusters and the
red line is for RCS clusters. The green dashed line is for the interpolation between these two
surveys for the continuity of the distribution.
4.5.3 Implication for SZ cluster finding
In this section, we elaborate further on possible implications of our result in SZ cluster find-
ing. SZ cluster findings provide mass limited samples, rather than redshift limited samples
as in optical catalogs. In order to address contaminations due to radio galaxies residing in
clusters, the mass of the host clusters should be folded into this analysis. We utilize the
optical mass estimate based on the framework of the red-sequence halo occupation distribu-
tion (Nrs,gal vs. M200) (see Chapter 3 for more detail), within which we connect the number
of red-sequence galaxies at the estimated redshift to the mass of the systems.
Table 4.5.3 presents those with measured optical richness. In order to translate the
richness into mass, we adopt Figure 3.10(b), assuming the overall scatter measured in the
figure is applicable in all mass ranges probed for this analysis with Poisson distribution
around the mean scaling relation. Two of the clusters are indicated to be group-scale systems
with Nrs,gal < 2 which falls into a mass range of 10
13M. Even for a cluster with Nrs,gal of
4.42, there is only ∼0.7% chance to be detected by SPT. There is, however, one case that
deserves more attention. That cluster has Nrs,gal of 18.67, which then has 67% chance to be
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detected by SPT. One can only exclude this cluster at 1 sigma level to have been clear from
radio galaxy contamination.
Even though it is a very weak constraint given the Poisson noise on a sample of 1, we
estimate there is 2.5% chance of an SPT selected AGN hiding an SPT selected cluster.
Note that BCS data (i.e., deep optical data) is only good to find optical counterparts to
z∼0.9 (Figure 3.4) and that roughly 80% of the SPT clusters are expected to be at z<0.9
(Vanderlinde et al., 2010). This means the actual fraction for contaminated SPT clusters
would be expected to be 1.25 times larger than the fraction that we find. For the number
that we find above (2.5%), we then have 3% chance for an SPT AGN to hide an SPT-mass
scale cluster.
This then can be extended further to address the fraction of lost SPT cluster population.
For SPT clusters with S/N greater than 5 (which is the sample in Vanderlinde et al. (2010)),
there is ∼1 cluster in 10 deg2 or 0.1 cluster per deg2. The number of SPT AGN candidates
as bright point sources at 150 GHz is on the order of ∼ 1 / deg2 (V09). Since every SPT
AGN would have 3% chance to hide a SPT cluster, we would have 0.03 hidden cluster per
deg2 or 1 hidden cluster every 33 deg2. Therefore, our best estimate of the total number
density of SPT selected clusters is the sum of the SPT selected clusters and the clusters that
are lost to SPT AGN, which is 0.13 cluster per deg2 (=0.1 cluster per deg2+0.03 cluster per
deg2). Scaled by the AGN hidden clusters, the total fraction lost (which is not limited by
BCS data) is then 23%.
The final number of 23% for the lost fraction is not meant to be taken at face value
Table 4.2: SPT AGNs physically associated with clusters
SPT AGN name Optical Richness [Nrs,gal]
SPT-AGN 78.2209-54.2184 4.42
SPT-AGN 80.3495-54.2088 18.67
SPT-AGN 82.9433-54.2425 2.9
SPT-AGN 83.0348-53.1767 <2
SPT-AGN 76.5913-54.5772 <2
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for several reasons. It provides a rough estimate for an upper limit. Firstly, the number of
SPT point source candidates quoted above includes dusty sources at high redshift, as well as
pure SPT AGN. These dusty star-forming high-z galaxies do obscure the cluster signature
on SZ map, although the chance for them to be physically related with a cluster is very low
according to their redshift distribution in V09. Secondly, in the above analysis, we excluded
unresolved sources in optical images, only because it is not possible to extract colors from the
outskirts of galaxies (i.e., excluding the center of galaxies with contaminations from recent
star formation), in order to address their membership to host clusters. Thirdly, the number
of SPT clusters with S/N>5 (quoted as 0.1/deg2 above) that would be above the mass
threshold would bring this probability of 23% down, assuming only a fraction of clusters
have a good chance to exceed the mass threshold of the SPT survey. Note that the optical
data used in above analysis consists of a subset of the whole BCS data. With on-going
development and improvement in BCS data processing, we expect to increase the sample
size to improve the statistics by a factor of
√
2.
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Chapter 5
Dissertation Summary & Future
Perspectives
5.1 Summary
In the following chapter, we summarize the main results from the various projects done in
this thesis. The several immediate projects, some of which are on-going, are followed in the
end.
ä A complete prescription of parametrized galaxy simulator for optical / near-IR energy
regime has been developed.
Provided N-body simulation outputs, the galaxy simulator assigns physical properties of
galaxies, such as magnitudes at ugrizJHKs, as well as [3.6], [4.5] µm (Spitzer IRAC filters),
colors of blue vs. red galaxies, galaxy population, evolution of the population as a function
of redshift inside clusters and halo occupation number. Any observational property can
be incorporated via parameters, as well as their evolution as a function of redshift which
is folded into an analytical form of (1+z)γ. We presented an application of the output of
the galaxy simulator to characterize an optical cluster finder through selection functions.
A distinct advantage of our scheme over other previous galaxy simulators is that we can
measure the systematic errors in the selection function of a cluster, owing to the fact that it
is easy to generate a different realization of the universe by injecting galaxy properties with
the observational uncertainties of each physical property. This offers a very useful leverage
(on top of estimating selection functions of a cluster finder) to test robustness of cluster
finders by estimating uncertainties in derived selection functions due to the uncertainties in
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observations of galaxy properties that were used in the mock procedure.
ä We have developed and calibrated an independent red-sequence redshift estimator and
richness estimator.
Using Bruzual & Charlot (2003) stellar synthesis population models, we constructed the red-
sequence at redshift from 0.005 to 1.9 in optical / near-IR wavelength range. Assuming that
the central galaxies in clusters are mostly the early type, red galaxies have been passively
evolved with redshift after a single burst of star formation at zf=3. We then scan galaxies
through these models with a width of 2σ (1σ=0.08) to look for an over-density of red-sequence
galaxies compared to the background red galaxy distribution. Assuming the noise in the
peak of the over-density is Gaussian, we refine the detected redshift. This procedure is also
a foundation in richness estimation. After we fit the red galaxy over-density distribution in
redshift space with a Gaussian function, the amplitude of the fit provides the best estimate
of the richness.
This process has been tested and calibrated on Chandra selected SDSS clusters. We
measured the bias to be δz/(1+z)∼0.029. The richness measure is a little more complicated.
A fraction of red galaxies in a cluster can provide a good measure of its redshift, as long
as the background is treated correctly. However the richness estimation suffers from large
scatter in a relation with underlying mass of the cluster (i.e., the scatter in optical scaling
relation is much larger than that in X-ray scaling relation). A very probable reason for this
larger scatter could be lack of knowledge of virial region of clusters. Another conspicuous
problem with richness estimation is the apparent dependence of richness on redshift. After
testing the algorithm on various sets of mock catalogs, we conclude that we could estimate
virial radius within ∼2% accuracy if we repeat the richness measure thrice with a new radius
which is derived from a previous richness measure and a scaling relation at every iteration.
We also conclude that the redshift dependence originates from the survey depth of the data
which is used. By going 1.5 magnitude deeper, we could achieve tighter scaling relations.
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ä We have examined a correlation between SPT selected point sources and clusters, as
an attempt to draw an attention to a possibly non-neligible source of contamination
in SZ cluster finding.
For each SPT point source, we search for nearby clusters within 1 Mpc. And we strive to
estimate probability for theses clusters to have been missed due to the coinciding bright point
sources. We first looked at SPT point source properties to explore their physical nature then
we searched for nearby clusters. Once such a cluster is located, we determine the association
of point source optical counterparts to nearby clusters via optical colors. Optical richness
then offers a way to estimate probability that the nearby cluster could have been lost, if it
was not the bright point source coinciding with the cluster region on the sky.
5.2 Future Work
My near-term goals from galaxy cluster studies are three-fold. First , I assemble a coherent
database to investigate the evolution of galaxy types and properties in cluster environment
from local universe to z ∼ 1 universe, using the well tested algorithms on realistic mocks
where systematics due to the uncertainties of galaxy properties are studied. Second , this
feeds back to the galaxy simulator process for better observational constraints. Third , with
state-of-the-art mock catalogs, I provide opportunities for the related community to test
various analysis algorithms, such as mass and photometric redshift estimators and cluster
finders to facilitate more accurate cosmological studies with clusters of galaxies. I truly
believe that observational surveys and simulations are intertwined - to work together and
discover a gold mine in which the whole community can indulge. In that sense, these on-
going efforts described above play a critical role in taking us one step closer to answering
the greatest mystery of the universe (viz. dark energy) and explaining the unsolved galaxy
formation and evolution theories.
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ä The statistical studies on galaxy population and evolution will be conducted next.
After all, we want to make the simulated universe resemble the real universe that we live in as
much as possible. Without better observational constraints, this is not possible. As discussed
previously, the evolution of properties of clusters and the evolution of galaxy population (e.g.
Butcher-Omeler effect) will be explored throughout this thesis. This will in turn produce
another new version of a mock catalog with new observational constraints.
On-going projects along these lines involve samples from the XMM-BCS project that is
introduced in Chapter 3. With a sample of 104 XMM selected clusters, optical properties of
these clusters are being explored covering redshift range below 1. Within this data set, I will
look into comparison in X-ray selected clusters vs. optically selected clusters. Cross-match
between the two catalogs will provide an insight into correlations between X-ray emission
and galaxy population.
ä An optical + SZ joint cluster finding algorithms with the mass estimation will be
completed and tested on mock catalogs.
With my collaborators here in Illinois, we are in the process of developing a joint cluster
finder using optical and sub-mm data simultaneously. The main purpose of this cluster
finder is to obtain better mass estimation and to push the lower limit of the mass that can
be achieved by SZ only further down to lower mass range. In this project, I will improve
the mass estimation by combining SZ signal and optical richness, in collaboration with Dr.
McMahon.
ä The next generation of numerical simulations will be generated.
Recently we have started to collaborate Dr. Dolag who generates many different realizations
of the universe. This particular simulation also includes gas particles, as well as dark matter
particles and provides outputs at different redshifts as snapshots. The product is virtually
simulating lightcone volume that includes the structure formation history at all redshifts.
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The mass resolution of this simulation is not, however, sufficient for testing the joint cluster
finder, considering the main purpose of the joint cluster finder is to push the mass limit to
further down to the current threshold by SZ survey only.
Ultimately a whole new version of numerical simulation will be produced in the very near
future by M. Warren; a lightcone volume simulation with few Gpc along the line of sight is
on the way. This will be able to catch more correct structure formation over the redshift
range to z ∼ 1 − 2. The next generation of simulations is coming soon with 1010 particles
and including both dark matter and gas particles. This will give an opportunity to study
baryonic effects on the evolution of halo mass function. This version of simulation would be
where this building mock catalogs project is eventually heading.
ä Correlation between clusters and radio galaxies will be explored to better estimate the
contamination level due to radio galaxies within clusters on SZ cluster finding.
The immediate improvement that should be made would be using more samples for the better
statistics. AGN behaviors at this high frequency have not been studied extensively. For this
reason, one of our technical goals is to limit the involvement of modeling, as performed in
Sehgal et al. (2010). Once the whole BCS processing is completed, we would have a sky
nearly ∼100 deg2. This will buttress the estimation of the lost fraction of SPT clusters
especially due to SPT selected AGN. Moreover, we will establish better selection functions
for SPT clusters as a function of mass, in conjunction with other mass tracers, such as
X-ray temperature. With 2009 and 2010 SPT additional cluster observations, with optical
follow-ups that have already taken place for 2009 clusters and the two upcoming follow-
up programs at CTIO in July and in November 2010 (I am the PI for the two observing
proposals), there are more possibilities for improvement in both statistics for cluster-AGN
connections in optical wavelength (as laid out in Chapter 4) and the characterization of the
SPT cluster selection function. Another potential area for improvement would be pinning
down redshifts for SPT bright point sources, preferentially by spectroscopic data, to extend
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the search for host clusters to unresolved radio point sources, such as quasars.
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