For a vertex operator algebra V , we generalize the notion of an intertwining operator among an arbitrary triple of V -modules to an arbitrary triple of N-graded weak V -modules and study their properties. We show a formula for the dimensions of the spaces of these intertwining operators in terms of modules over the Zhu algebras under some conditions on N-graded weak modules.
Introduction
Let V be a vertex operator algebra. The purpose of this paper is to generalize the notion of an intertwining operator among an arbitrary triple of V -modules to an arbitrary triple of N-graded weak V -modules. In the representation theory of groups or Lie algebras, the tensor product of two modules is the tensor product vector space whose module structure is defined by means of a natural coproduct operation, and an intertwining operator is defined to be a module homomorphism from the tensor product of two modules to a third module. In contrast, in the representation theory of vertex operator algebras, first the notion of an intertwining operator among an arbitrary triple of modules is defined in [7, Definition 5.4.1] , and then the tensor product of two modules is defined by using intertwining operators. Note that the existence of the tensor product of two modules over a vertex operator algebra is not guaranteed in general. The dimension of the space of all intertwining operators among a triple of modules is called the fusion rule. It is a natural problem to determine fusion rules for a given vertex operator algebra. In [9, Theorem 1.5.3], Frenkel and Zhu give a formula for the fusion rule among an arbitrary triple of irreducible modules in terms of modules over the Zhu algebra as a generalization of a result in [20] for WZW models. Here we have to be careful that [9, Theorem 1.5.3] is correct for rational vertex operator algebras, however, is not correct for non-rational vertex operator algebras in general as pointed out at the end of [13, Section 2] . A modified result is given in [13, Theorem 2.11] . For many vertex operator algebras, fusion rules among triples of irreducible modules have been determined by using [9, Theorem 1.5.3] and [13, Theorem 2.11] (see for example [1] , [2] , [3] , [16] , [18] , and [19] ).
The definition of an intertwining operator in [7, Definition 5.4 .1] makes sense even for weak modules, however, is no longer enough. Actually based on logarithmic conformal filed theories in physics, in [14] a generalization of the notion of an intertwining operator, called a logarithmic intertwining operator, is given among an arbitrary triple of logarithmic modules by allowing logarithmic terms. Here a logarithmic module is an N-graded weak module such that each homogeneous space is a generalized L(0)-eigenspace. A generalization of the formula in [9, Theorem 1.5.3] and [13, Theorem 2.11] to logarithmic intertwining operators is given in [11, Theorem 6.6] .
The aims of this paper are to introduce a generalization of the notion of an intertwining operator, which I call a Z-graded intertwining operator (see Definition 3.2), among an arbitrary triple of general Ngraded weak modules and to study their properties. For logarithmic modules, a Z-graded intertwining operator is essentially the same as a logarithmic intertwining operator as we will see later in Section 4. To explain the main idea, we recall a few facts about intertwining operators for (ordinary) modules over a vertex operator algebra (V, Y, 1, ω). For three V -modules W i = ⊕ ∞ j=0 (W i ) λ i +j with lowest weight λ i ∈ C, i = 1, 2, 3 and an intertwining operator I( , x) : W 1 ⊗ C W 2 → W 3 {x}, we define an operator I o (u, x) = i∈C u o i x −i−1 = x λ 1 +λ 2 −λ 3 I( , x), which is already appeared in [9, (1.5. 3)], [7, Remark 5.4.4] , and [13, (2.12) ]. Here W 3 {x} = { α∈C w α x α | w α ∈ W 3 (α ∈ C)}. Then, I o (u, x) is a map from W 1 ⊗ C W 2 to W 3 ((x)) = { i∈Z w i x i | w i ∈ W 3 (i ∈ Z) and w i = 0, i ≪ 0} and I( , x) can be written as
for w ∈ W i with L(0)w = λw, λ ∈ C and extend x ±L(0) w for an arbitrary w ∈ W i , i = 1, 2, 3 by linearity. We note that I o ( , x) satisfies all the conditions in the definition of intertwining operator [7, Definition 5.4 .1] except the so called L(−1)-derivative property. For (ordinary) V -modules, I o ( , x) is nothing but a Z-graded intertwining operator as we will see later in Proposition 3.3. The main idea is that we redefine x ±L(0) to be formal variables such that
Since this definition of x ±L(0) makes sense for N-graded weak modules, we can define "intertwining operators"for N-graded weak V -modules by using I o ( , x) and (1.1). Moreover, applying xd/dx to both sides of (1.1) and using Borcherds identity, we automatically get the L(−1)-derivative property. We expect that various results for intertwining operators can be generalized to Z-graded intertwining operators. As the main result of this paper I will show a formula for the fusion rules as a generalization of [9 
is the generalized Verma module with S(U )(0) = U given in [5] , U * = Hom C (U, C), S(U ) ′ = ⊕ ∞ j=0 Hom C (S(U )(j), C)and
is the space of all Z-graded intertwining operators of
. Now we state the main result: Theorem 5.3 For an N-graded weak V -module W 1 and two left A(V )-modules Ω (2) and Ω (3) , the map
is a linear isomorphism.
As a direct consequence of Theorem 5.3, we obtain the following result.
Corollary 5.4 Let
Here we define o Φ (u) = Φ(u; deg u − 1) for homogeneous u ∈ W 1 and extend o Φ (u) for an arbitrary u ∈ W 1 by linearity(see (5.45) [9, Section 4] . In this case, the same computation as in [13, Section 2] shows that the right-hand side of (5.46) reduces to the following simple form:
The organization of the paper is as follows. In Section 2 we recall some basic properties of the Zhu algebras, bimodules over the Zhu algebras, and N-graded weak modules. In Section 3 we recall some basic facts about intertwining operators and introduce the notion of a Z-graded intertwining operator. In Section 4 for an arbitrary triple of logarithmic modules W i , i = 1, 2, 3, we construct a linear isomorphism from the space of all logarithmic intertwining operators of type
to the space of all Z-graded intertwining operators of the same type. In Section 5 we will show the main result. In Section 6 we list some notations.
Preliminary
We assume that the reader is familiar with the basic knowledge on vertex algebras as presented in [4] , [8] , and [12] . Throughout this paper, N denotes the set of all non-negative integers, x, y, x 0 , x 1 , x 2 , . . . are commutative formal variables, and (V, Y, 1, ω) is a vertex operator algebra. For the Virasoro element ω of V and a weak V -module (M, Y M ), we write
We recall some properties of the Zhu algebra A(V ) of V and the A(V )-bimodules associated with weak modules from [21, Section 2] and [9, Section 1], and [13, Section 2] . Let M be a weak V -module. For homogeneous a ∈ V and u ∈ M , we define
3)
Here, Res x is defined by
We extend (2.2)-(2.4) for an arbitrary a ∈ V by linearity. We also define
and take the following quotient space:
If one takes M = V , then A(V ) is an associative C-algebra, called the 
We shall use elements of M to represent elements of A(M ). For a left A(V )-module U and a ∈ A(V ), we denote the action of a on U by o(a):
for homogeneous a ∈ V , j ∈ N, and k ∈ Z. For an N-graded weak there exists a unique V -module homomorphism
shows there exists a unique generalized Verma V -module S(U ) with S(U )(0) = U up to isomorphism, where S(U ) is denoted byM (U ) in [5] .
Z-graded intertwining operators
In this section we first recall the definition of an intertwining operator from [7, Definition 5.4 .1] and then introduce the notion of a Z-graded intertwining operator as a generalization of an intertwining operator. For a vector space M over C and p, q ∈ Z, we define
and u i = 0, i ≪ 0}, and
Define three linear injective maps
, and
determined by
and
We recall the definition of an intertwining operator from [7, Definition 5.4.1].
Definition 3.1. Let W 1 , W 2 , and W 3 be three V -modules. An inter-twining operator of type
such that the following conditions are satisfied:
(1) For u ∈ W 1 , v ∈ W 2 , and α ∈ C,
(2) For u ∈ W 1 and a ∈ V ,
We denote by I For a vector space U , we define a subspace U ⌊{x}⌋ of U {x} by
and for any α ∈ C, w α+i = 0 for sufficiently small i ∈ Z . show that the condition (2) in Definition 3.1 is equivalent to the following condition: For u ∈ W 1 , v ∈ W 2 and a ∈ V , there exists
{x} be an intertwining operator. For α ∈ C, by taking a to be the Virasoro element ω ∈ V in (3.6) and comparing the coefficients of x
in both sides, we have
and therefore the L(−1)-derivative property (3.7) can be replaced by the following condition:
Suppose W i , i = 1, 2, 3 admit decompositions
where (W i ) λ i +j is the eigenspace for L(0) with eigenvalue λ i +j, j ∈ N. It follows from (3.12) that
for u ∈ (W 1 ) λ 1 +i , j ∈ N, and k ∈ Z. The properties (3.14) and (3.15) are essentially used in the proof of the formula for the fusion rules given in [9, Theorem 1. The definition of an intertwining operator in [7, Definition 5.4 .1] makes sense even for weak V -modules, however, the condition (3.12) seems to be too strong for weak V -modules as explained below. Let W i , i = 1, 2, 3 be three weak V -modules and I( , x) : W 1 ⊗ W 2 → W 3 {x} a linear map which satisfies all the conditions in Definition 3.1. Despite the action of L(0) on a weak V -module is not necessarily semisimple, for u ∈ W 1 and v ∈ W 2 , (3.12) forces that each coefficient of
is a scalar multiple of the corresponding coefficient of I(u, x)v. Moreover, we can not expect a generalization of the formula for the fusion rules given in [9, Theorem 1.5.3] and [13, Theorem 2.11] because similar conditions like (3.14) and (3.15), which are essential for these results, do not follow from (3.12). Thus, we need to modify the condition (3.12).
To do that, we return to the case of intertwining operators I( , x) among a triple of V -modules W 1 , W 2 and W 3 as in (3.13). We define a map 
for u ∈ W 1 and v ∈ W 2 . Here we define
for w ∈ W i , i = 1, 2, 3 with L(0)w = λw, λ ∈ C and extend x ±L(0) w for an arbitrary w ∈ W i , i = 1, 2, 3 by linearity. The map I o ( , x) satisfies (3.5), (3.6), and
for u ∈ W 1 (i), j ∈ N, and k ∈ Z by (3.15). Based on the properties (3.5), (3.6), and (3.20) of I o ( , x), we introduce the following notion:
. We call Φ a Z-graded intertwining operator of type
, and a ∈ V , there exists (2) in Definition 3.2 is equivalent to the following Borcherds identity: for a ∈ V , u ∈ W 1 , v ∈ W 2 , and l, m, n ∈ Z, we have
We denote by I Z
the space of all Z-graded intertwining operators of type
. The following result shows that for V -modules a Z-graded intertwining operator is essentially the same as an intertwining operator. Proposition 3.3. For three V -modules W 1 , W 2 , and W 3 , the map
Proof. We may assume that W 1 , W 2 , and W 3 admit decompositions as in (3.13). We have already shown before Definition 3.2 that I o ( , x) is a Z-graded intertwining operator for an intertwining operator I( , x). For a Z-graded intertwining operator Φ( , x) :
satisfies (3.5) and (3.6). The same argument as in (3.11) shows
for u ∈ W 1 and i ∈ Z, which implies
by (3.21) . Therefore x −λ 1 −λ 2 +λ 3 Φ(u, x) is an intertwining operator and this completes the proof.
As we will see later in Proposition 4.3, the isomorphism (3.25) is generalized to the case of logarithmic intertwining operators introduced in [14] .
We note that the L(−1)-derivative property (3.7), or equivalently (3.12), is not required for Z-graded intertwining operators. However, the following modifications of Z-graded intertwining operators satisfy (3.12). We redefine x L(0) and x −L(0) to be two formal variables and let Cx L(0) (resp. Cx −L(0) ) be a vector space with a basis x L(0) (resp. x −L(0) ). For a L(0)-module W , we define vector spaces
and a linear map
If W is a weak V -module, then so are x ±L(0) W by defining
for a ∈ V and u ∈ W . Clearly x ±L(0) W are isomorphic to W . For three L(0)-modules W i , i = 1, 2, 3 and a linear map f :
For three N-graded weak Vmodules W 1 , W 2 , and W 3 , a Z-graded intertwining operator Φ :
, and i ∈ Z, we define a map
Then the sequence (Φ i ) i∈Z satisfies (3.24) and
for k ∈ Z, u ∈ W 1 (i), and v ∈ W 2 (j), which is an analogue of (3.21). By (3.32), we automatically have the following analogue of the L(−1)-derivative property (3.7) (or (3.12)).
Lemma 3.4. For i ∈ Z, u ∈ W 1 , and v ∈ W 2 , we have
4 A relation between logarithmic intertwining operators and Z-graded intertwining operators
In this section we will show that for logarithmic modules, a Z-graded intertwining operator is essentially the same as a logarithmic intertwining operator introduced in [14] . Throughout this section we assume all weak V -modules M satisfy the following condition: there exists λ ∈ C such that M admits a decomposition
Finite direct sums of weak V -modules satisfying the condition above are called logarithmic V -modules in [14] . We recall the definition of logarithmic intertwining operators from [14, Definition 
We denote by I log
the space of all logarithmic intertwining operators of type
. We recall some basic properties about logarithmic intertwining operators from [10] , [14] , and [15] . The same argument as in (3.14) shows
For a logarithmic intertwining operator I( , x) :
and define
Note that
for u ∈ W 1 and i ∈ Z. It follows from (4.5) that
for all i ∈ N and therefore I( , x) is uniquely determined by
, M is an Ngraded weak V -module with M (i) = M λ+i for i ∈ N and one can take the Jordan decomposition
of L(0) on M where S is the semisimple part of L(0) and N is the nilpotent part of L(0). For u ∈ M such that Su = λu, λ ∈ C, we define
We extend x S for an arbitrary u ∈ M by linearity. For u ∈ M we define
We also define x −L(0) u by the same manner. For u ∈ M we clearly have
Although the following generalization of (3.18) seems to be well known, we give a proof. 
for u ∈ W 1 and v ∈ W 2 , where the actions of x ±L(0) on W i , i = 1, 2, 3 are defined by (4.13).
Proof. For u ∈ W 1 and v ∈ W 2 , we denote by J(u, x)v the right-hand side of (4.15). By (4.13), J(u, x)v can be written as Since N is a V -module homomorphism by [10, Proposition 2.2], J( , x) satisfies (4.4). By (4.14), we have (4.5) as follows:
Thus, J( , x) is a logarithmic intertwining operator. If we wright
then we have J (0) ( , x) = I (0) ( , x) by (4.16) and therefore I( , x) = J( , x) by the comment right after (4.10).
) is a Z-graded intertwining operator since I o ( , x) satisfies (3.6). Conversely, the proof of Lemma 4.2 shows that for a Z-graded intertwining operator Φ( , x) :
is a logarithmic intertwining operator. Thus we have the following result. 
The main theorem
Throughout this section Ω (2) and Ω (3) are two left A(V )-modules and W 1 is an N-graded weak V -module. In this section we establish a one-to-one correspondence between Hom
as a generalization of [9, Theorem 1.5.3] and [13, Theorem 2.11]. Here for a left A(V )-module U , S(U ) = ⊕ ∞ j=0 S(U )(j) is the generalized Verma V -module with S(U )(0) = U defined in Section 2, U * = Hom C (U, C), and S(U ) ′ = ⊕ ∞ j=0 Hom C (S(U )(j), C). We will show this result by modifying the proofs of [11, Theorem 6.6] For a vector space U , T (U ) denotes the tensor algebra of U . For an N-graded weak V -module Ω (2) ). For simplicity we shall omit the tensor product symbol. For a ∈ V ⊕ W 1 ⊕ Ω (2) and i ∈ Z, a(i) denotes a ⊗ t i . For a ∈ V ⊕ W 1 ⊕ Ω (2) , we define a map
We note that for a ∈ V
and for u ∈ W 1
For homogeneous a 1 , . . . , a n−2 ∈ V , homogeneous u ∈ W 1 , v ∈ Ω (2) , m 1 , . . . , m n−2 , i ∈ Z, and s ∈ {1, . . . , n − 2}, we define the degree of
For n ∈ Z, we denote by F (W 1 , Ω (2) )(n) the set of all elements in F (W 1 , Ω (2) ) with degree n. Then, we have
) be the subspace of F (W 1 , Ω (2) ) generated by the following elements: Ω (2) ), and n ∈ Z,
(5.10) (2) , and n ∈ Z,
(5.12)
Since J(W 1 , Ω (2) ) is generated by homogeneous elements, we have
We set
for n ∈ Z. We have S(W 1 , Ω (2) )(n) = 0 for n < 0 by Definition 5.1 (1) and
We shall use elements of
By definition, S(W 1 , Ω (2) ) is an N-graded weak V -module. For a vector space U , we define
For distinct i, j ∈ {1, . . . , n}, let
be a linear map, where y i denotes the omission of the term y i , defined by ι (i,j) (u) = u for u ∈ U and
for distinct k, l ∈ {1, . . . , n} and m ∈ Z. For i 1 , j 1 , i 2 , j 2 ∈ {1, . . . , n} such that i 1 = j 1 , i 2 = j 2 , and j 1 = i 2 , we define a map
as follows: for f ∈ U {y 1 ,...,yn} , writing
we define
By the same manner we inductively define a map
for i 1 , j 1 , . . . , i k , j k ∈ {1, . . . , n} such that i m = j m and j m ∈ {i m+1 , . . . , i k } for all m = 1, . . . , k. We note that for distinct i 1 , . . . , i n ∈ {1, . . . , n} ι (i 1 ,j 1 ),(i 2 ,j 2 ),...,(in,jn) and ι (i 2 ,j 2 ),...,(in,jn) are the same maps on U {y 1 ,...,yn} by definition. Let U be a vector space over C and h ∈ Z. We say
is homogeneous of total degree h if all the terms appearing in it with nonzero coefficients have the same total degree h. We note that for every distinct i, j ∈ {1, . . . , n}, p ∈ U {y 1 ,...,yn} is homogeneous of total degree h if and only if so is ι (i,j) p.
We write
where
Let M be a weak V -module. For homogeneous a 1 , . . . , a n−1 ∈ V and homogeneous u ∈ M , standard arguments (cf. (1) For an arbitrary permutation σ of {1, . . . , n − 2}, f n (a 1 , . . . , a n−2 , u, v|y 1 , . . . , y n−2 , y n−1 , y n ) = f n (a σ(1) , . . . , a σ(n−2) , u, v|y σ(1) , . . . , y σ(n−2) , y n−1 , y n ). (5.33) (2) For i = 1, . . . , n − 3,
. . , a n−2 , u, v|y 1 , . . . , y i , . . . , y n )
. . , a n−3 , a n−2 , u, v|y 1 , . . . , y n ) = f n−1 (a 1 , . . . , a n−3 , Y W 1 (a n−2 , y n−2 − y n−1 )u, v|y 1 , . . . , y n−3 , y n−1 , y n ) ∈ U {y 1 ,...,y n−3 ,y n−1 ,yn} ((y n−2 − y n−1 )). (5.35) (4) If a n−2 is homogeneous, then the coefficient of (y n−2 −y n ) − wt a n−2 in
. . , a n−3 , a n−2 , u, v|y 1 , . . . , y n ) is equal to f n−1 (a 1 , . . . , a n−3 , u, o(a n−2 )v|y 1 , . . . , y n−3 , y n−1 , y n ). (5.36)
We define a map Φ :
. . , a n−2 , u, v|y 1 , . . . , y n ) (5.37) for a 1 , . . . , a n−2 ∈ V, u ∈ W 1 , v ∈ Ω (2) , and s = 1, . . . , n − 2.
Lemma 5.2. With the notation above, Φ(J(W 1 , Ω (2) )) = 0 and therefore the map Φ :
) → U which denoted by the same symbol:
Proof. We simply write Y = Y T (W 1 ,Ω (2) ) . We only show that the images of elements of the forms (5.7) and (5.8) in Definition 5.1 vanish. We can show the images of the other elements in Definition 5.1 vanish in the same manner. For i, s = 1, . . . , n − 3 with i + 1 < s, defining
..,(i−1,n) , and
we have
, and and homogeneous u ∈ W 1 , we denote Φ(u; deg u − 1) by o Φ (u) and extend o Φ (u) for an arbitrary u ∈ W 1 by linearity. The map
which denoted by the same symbol:
We get a map
The following is the main result.
Theorem 5.3. For an N-graded weak V -module W 1 and two left A(V )-modules Ω (2) and Ω (3) , the map
Proof. The same argument as in the proof of [13, Proposition 2.10] shows the map (5.46) is injective. Let ϕ :
be an A(V )-module homomorphism. For homogeneous u ∈ W 1 and v ∈ Ω (2) , we define
and extend ϕ(u, v|y 1 , y 2 ) for an arbitrary u ∈ W 1 by linearity. For a 1 , . . . , a n−2 ∈ V , u ∈ W 1 , v ∈ Ω (2) , and i, j ∈ {1, . . . , n} with i < j, as temporary notation let us put
. . , a n−2 , u|y 1 , . . . , y n−2 , y n−1 ), v|y n−1 , y n )
where ∆ is defined in (5.25). Since
. . , a n−2 , u|y 1 , . . . , y n−2 , y n−1 )
by (5.26), we have
We note that g is homogeneous of total degree
For an arbitrary permutation σ of {1, . . . , n − 2}, by (5.50) and ι (1,n−1),...,(n−2,n−1)
we have ι (1,n−1),...,(n−2,n−1) g = ι (σ(1),n−1),...,(σ(n−2),n−1) g (5.54) and therefore 
By (5.52), we have
By (5.55), we may assume that i 1 is the smallest element in {i 1 , . . . , i n−2 }. Since
the right-hand side of (5.56) can be written as a linear combination of the following elements:
where l ∈ N, d ∈ Z, and w is a homogeneous element of W 1 . We see that (5.59) becomes
w, v|y n−1 , y n ) such that ι (n−1,n) ϕ(a 1 , . . . , a n−2 , u, v|y 1 , . . . , y n ) = ϕ(Ŷ W 1 (a 1 , . . . , a n−2 , u|y 1 , . . . , y n−2 , y n−1 ), v|y n−1 , y n ) (5.67) by the definition (5.49) of g. If one put f n (a 1 , . . . , a n−2 , u, v|y 1 , . . . , y n ) = ϕ(a 1 , . . . , a n−2 , u, v|y 1 , . . . , y n ), n = 2, 3, . . . × Y S(W 1 ,Ω (2) ) (a s+1 , y s+1 − y n ) · · · Y S(W 1 ,Ω (2) ) (a n−2 , y n−2 − y n )v) = ι (1,n),...,(s,n),(n−1,n),(s+1,n),...,(n−2,n) ϕ(a 1 , . . . , a n−2 , u, v|y 1 , . . . , y n ) (5.69) for a 1 , . . . , a n−2 ∈ V, u ∈ W 1 , v ∈ Ω (2) , and s = 1, . . . , n − 2. We define an A(V )-module homomorphism µ ′ : Ω * = f −1 for f (x) = i∈Z f i x i . I . Ω (2) , Ω (3) left A(V )-modules.
the tensor algebra of a vector space U . 
