This paper focuses on the application of Discriminant Analysis to a set of geometrical objects (bodies) characterized by currents. A current is a relevant mathematical object to model geometrical data, like hypersurfaces, through integration of vector fields along them. As a consequence of the choice of a vector-valued Reproducing Kernel Hilbert Space (RKHS) as a test space to integrate hypersurfaces, it is possible to consider that hypersurfaces are embedded in this Hilbert space. This embedding enables us to consider classification algorithms of geometrical objects. A method to apply Functional Discriminant Analysis in the obtained vector-valued RKHS is given. This method is based on the eigenfunction decomposition of the kernel. So, the novelty of this paper is the reformulation of a size and shape classification problem in Functional Data Analysis terms using the theory of currents and vector-valued RKHS. This approach is applied to a 3D database obtained from an anthropometric survey of the Spanish child population with a potential application to online sales of children's wear.
Introduction
Supervised classification of geometrical objects, i.e. the automated assigning of geometrical objects to pre-defined classes, is a common problem that we can find in many scientific fields. This is a difficult task because several challenges have to be addressed.
The first challenge is how to handle this kind of data from a mathematical point of view. Several mathematical frameworks have been proposed to deal with geometrical data. Three of these are the most widely used. Functions can be used to represent closed contours of the objects (curves in 2D and surfaces in 3D). Geometrical objects can also be treated as subsets of R n , or finally they can be described as sequences of points that are given by certain geometrical or anatomical properties (landmarks).
These approaches are, in general, known as Shapes or Size and Shapes Analysis and in these settings, the objects are usually embedded into a space which is not a vector space (in many cases it is a smooth manifold) and on which the geodesic distance as a natural metric is difficult to compute. This makes the definition of statistics particularly difficult; for example, there is no simple, explicit way to compute a mean [Pennec(2006) ].
In our approach, the contour of each geometrical object (curve in R 2 , surface in R 3 , or hypersurface in R n ), is represented by a mathematical structure named current. This framework was introduced by [Vaillant and Glaunès(2005) , Glaunès and Joshi(2006) ] and it is not limited to a particular kind of data. Indeed, it provides a unifying framework to process any sets of points, curves and surfaces or mixture of these. The modeling based on currents is blind to the topology of the shapes, such as the meshing of a surface, for instance. Moreover, it is weakly sensitive to the sampling of shapes and it does not depend on the choice of parameterizations. However, the main advantage of this setting is that shapes are embedded into a vector space provided with an inner product, hence it is possible to use easy statistical tools.
In addition, it is possible to associate a subspace of currents with a Reproducing Kernel Hilbert Space (RKHS) by duality. An RKHS is a Hilbert space of mappings which has useful properties. Moreover, this association allows us to represent each piecewise-defined hypersurface by a function in an RKHS [Durrleman(2010) ]. This paper was motivated by an important application developed by the Biomechanics Institute of Valencia. Their aim was to generate 3D anthropometric data of the child population in Spain, in order to help and inform decision makers (parents/relatives/children) in the size selection process, focusing on online shopping for children's wear. For this study, a sample of 739 randomly selected Spanish children between the ages of 3 to 12 years was considered. They were scanned using the Vitus Smart 3D body scanner from Human Solutions, which moves from head to feet in ten seconds, performing a sweep of the body.
Several new technologies and online services have been developed in recent years to address the selection of proper garment size or model for the consumer. These applications can be classified into two groups. Firstly, neural network algorithms can be used to match the desired clothes with other clothes worn by the user. This method requires an initial user database (your virtual closet) for training algorithms. The second group of methods predict the size and fit of the garment by taking the user's anthropometric measurements and their relationship with the dimensions of the garment (see, for instance, www.fits.me).
In this paper, instead of correlating children's anthropometric measurements with the dimensions of the garment, we propose to work with the whole body shapes represented by currents and to use supervised classification algorithms [Ripley(2007) ], in particular Discriminant Analysis, to assign the corresponding size to a new child.
Discriminant Analysis was introduced by [Fisher(1936) ]. From a set of observations X i , each allocated to a category in {1, 2, · · · , J}, the class information can be used to reveal the structure of the data. Let W denote the within-class covariance matrix, that is the covariance matrix of the variables centered on the class mean, and B denote the between-class covariance matrix, that is, of the predictions by the class means. Discriminant Analysis aims to maximize the ratio of the between-class variance to within-class variance.
We will describe a method to apply Discriminant Analysis to a sample of curves or surfaces (hypersurfaces in general), which are represented by functions in an RKHS. The method that we will suggest is based on applying Functional Data Analysis (FDA) to an RKHS. Our framework is different from those presented in [Kupresanin et al.(2010) Kupresanin, Shin, King, and Eub because our Functional Data are included in an RKHS.
The theory of statistics with functional data has become increasingly popular since the end of the 1990s and is now a major field of research in statistics. It is used when the sample space is an infinite-dimensional function space. Although this theory has incorporated many tools from classic parametric or multivariate statistics, the infinite-dimensional nature of the sample space poses particular problems. The books by [Silverman and Ramsay(2005) ] and [Ferraty and Vieu(2006) ] are key references in the FDA literature.
With respect to Functional Discriminant Analysis, [Hall et al.(2001) Hall, Poskitt, and Presnell] use functional principal coordinates in order to reduce dimension and then apply both a non-parametric kernel and Gaussian-based discriminators to the dimension-reduced data.
Key references on the particular case of Functional Linear Discriminant Analysis (FLDA) are [James and Hastie(2001) ] and [Preda et al.(2007) Preda, Saporta, and Lévéder] . As an extension of the classical multivariate approach, the aim of FLDA is finding linear combinations such that the between-class variance is maximized with respect to the total variance, but, due to the infinite-dimensional nature of the data, standard LDA can't be used directly. If the functional data have been observed on every point of their domains, one could discretize the domain of the functions to avoid this obstacle. However, doing so usually leads to high-dimensional data that is highly correlated, so this makes estimating the within-class covariance matrix problematic. Usually, the problem can be overcome by using some form of regularization and/or projection of each functional data onto a finite-dimensional space. Then, one can use LDA on the coefficients of the data in this space, as they are a finite-dimensional representation of the infinite-dimensional functional data.
The method that we propose follows the habitual steps of FDA. First, we will use Regularization theory to smooth the raw data and to express all of our observed functions (vector fields) using the same sample grid in R n [Cucker and Smale(2001) ]. Secondly, taking advantage of the fact that each of our hypersurfaces are represented by a vector field in an RKHS, we express each vector field with respect to the or-thonormal basis given by the eigenfunction decomposition of the kernel that defines the RKHS [Quang et al.(2010)Quang, Kang, and Le] . In this way, each vector field in the RKHS is characterized by its coefficients in this basis, i.e. it is characterized by a vector whose components are these coefficients. The coefficients are estimated [González and Muñoz(2010) ] and the vector associated with each vector field is obtained.
The elements of the basis given by the eigenfunction decomposition of the kernel are orthonormal and ordered following an optimality approximation criterion. These properties allow us to reduce the dimension and then we are able to apply the Discriminant Analysis algorithm as in the multivariate case.
Our implementations have been written in [MATLAB(2015) ]. The article is organized as follows: Section 2 concerns the theoretical concepts of currents and Reproducing Kernel Hilbert Spaces. In Section 3 we use the representation of vector fields in the sample with respect to an orthonormal basis in the RKHS to apply the Discriminant Analysis algorithm. An experimental study with synthetic figures is conducted in Sections 4 and 5. The application for assigning a size to each child's body shape is detailed in Section 6. Finally, conclusions are discussed in Section 7.
2 From hypersurfaces to elements in a Reproducing Kernel Hilbert Space
As was previously mentioned, in our work, the contour of each geometrical object is represented by a mathematical structure named current. Seminal papers about currents are [Rham(1960) ] and [Federer and Fleming(1960) ]. Since then, the theory of currents has been extended in various directions and it has found numerous applications. If W denotes the space of vector fields ω from R n to R n , the space of currents W * is the space of continuous linear mappings from W to R [Durrleman et al.(2009)Durrleman, Pennec, Trouvé, and Ayache, Barahona et al.(2017)Barahona, Gual-Arnau, Ibáñez, and Simó] . Because of our interest in characterizing the contours of geometrical objects (curves in R 2 , surfaces in R 3 , or hypersurfaces in R n ), we specifically work in the subset of geometrical currents defined as:
where X is a piecewise-defined smooth and oriented hypersurface in R n , τ (x) is the vector associated with the (n − 1)-multivector defined by a basis of the tangent space T x X (defined almost everywhere), and · is the inner product in R n [Durrleman et al.(2009)Durrleman, Pennec, Trouvé, an In the particular case where X is a piecewise-defined smooth curve L in R 2 , τ (x) is the tangent vector to L at point x of the curve in R 2 . Similarly, if X is a piecewisedefined smooth surface S in R 3 , τ (x) is the normal to the surface S at point x. Thus, to characterize hypersurfaces (mainly curves and surfaces) from the above expression, we measure how this integral varies as the vector field ω varies. However, instead of considering all the vector fields W , we will define a test space of square-integrable vector fields where ω varies. In particular, as in [Durrleman(2010) ], we will choose a vector-valued Reproducing Kernel Hilbert Space (RKHS) as the test space, that is, a Hilbert space of functions f : R n → R n with practical properties [Aronszajn(1950) , Carmeli et al.(2006)Carmeli, De Vito, and Toigo, Micchelli and Pontil(2005) , Caponnetto et al.(2008)Caponnetto, Micchelli, Pontil, and Ying] . Here is a summary of the concepts related to RKHS that we will need later.
Definition 1 Let W be a Hilbert space of vector fields from R n to R n and D ⊆ R n denotes a non-empty subset. An operator
is said to be an operator-valued reproducing kernel associated with W if
∀y ∈ R n ) and, 2. K satisfies the "reproducing property"; that is, ∀ω ∈ W and
Definition 2 Let W be a Hilbert space of vector fields from R n to R n . W is a vectorvalued RKHS if there is an operator-valued reproducing kernel associated with W .
Let D ⊆ R n be a non-empty subset, and
where k : D×D → R is a symmetric and positive-semidefinite function, (i.e. k(x, y) = k(y, x) ∀x, y ∈ D and
Then, there is a unique vector-valued RKHS H K (D, R n ) with K as its operator-valued reproducing kernel (see [Barahona et al.(2017) Barahona, Gual-Arnau, Ibáñez, and Simó]).
These definitions enable us to associate a vector field in H K (D, R n ) to every geometrical current, as follows. If X is a piecewise-defined smooth and oriented hypersurface and C X is its associated geometrical current, then for any vector field
(1) and the "reproducing property" (2)):
(4) Then, if ∼ = denotes the isometric element from the Riesz-Frèchet Theorem (H The distance between two geometrical objects is defined as the distance between the corresponding elements in H K ; that is, if ϕ 1 and ϕ 2 are two elements in the RKHS associated with two hypersurfaces X 1 and X 2 , then
The choice of the kernel determines the vector-valued RKHS, and especially its metric. Although it is not known how to choose the "best" kernel for a given application (see Appendix B of [Durrleman(2010) ]), translation-invariant isotropic kernels, defined from translation-invariant isotropic scalar kernels of the form k(x, y) = k( x − y R n ) are often used. In these cases, if we apply the same rigid transformation ρ to two surfaces S 1 and S 2 (or curves), we have that d(S 1 , S 2 ) = d(ρ(S 1 ), ρ(S 2 )). However, the proposed measure would be affected if we apply a rigid transformation only to one of both surfaces.
In particular the Gaussian kernel
where λ > 0 is a scale parameter (bandwidth), defines an operator-valued reproducing
of particular importance in the literature, called vectorvalued Gaussian kernel. This is the operator-valued reproducing kernel that we will use in our experiments.
The value of the parameter λ is chosen differently for each application. If λ is small, the distance in the RKHS detects accurate geometrical details; however, if λ is too small, too much noise could be captured (see [Barahona et al.(2017) Barahona, Gual-Arnau, Ibáñez, and Simó] for details about the choice of parameter λ). In the experimental sections of this paper, we select the parameter λ by taking into account these ideas together with crossvalidation.
In [Barahona et al.(2017) Barahona, Gual-Arnau, Ibáñez, and Simó] the Gaussian kernel is compared experimentally to another popular translation-invariant isotropic kernel: the Epanechnikov kernel
where 1 {·} is the indicator function. This comparative study was done regarding unsupervised classification, and no great differences were found. In order to illustrate how the distance (6) works, a multidimensional scaling analysis (MDS) [Cox and Cox(2000) ] has been applied on the distance matrices computed in both experimental 2D scenarios presented in Section 4. The bidimensional graphs can be seen in Fig. 1. 
Discrete setting
In the discrete setting, the vectors τ (x) are constant over each mesh cell. Then, if x j is located at the center of mass of mesh cell j, and τ j is τ (x j ) scaled by the size of the mesh cell,
and if
If L is a planar curve and {y 1 , y 2 , . . . , y p } is a discretization of L, then L can be represented as a vector field
, where x j denotes the center of the segment [y j , y j+1 ] and τ j is the vector y j+1 − y j , which is an approximation of the tangent vector.
If S is a surface in R 3 and we have a triangulation of S, then S can be represented as a vector field K(x j , ·)(τ j ), where x j are the barycenters of the triangles and τ j are their area vectors (that is, their unit normal vectors, scaled by their area).
Discriminant Analysis in an RKHS for hypersurface classification
The aim of this paper is to apply a supervised classification method to geometrical objects data. With this purpose, in the previous section our data was transformed into elements of an RKHS (a space of vector fields), i.e. our data consist of m vector fields
with D a compact subset of R n which contains all the hypersurfaces in the sample. Because our data are a particular type of vector-valued functions, it seems logical to try to use the theory of Functional Data Analysis (FDA) and, in particular, Functional Discriminant Analysis for this purpose. Our aim in this section is to describe the methodology for applying Discriminant Analysis in this RKHS based on FDA.
The purpose of Discriminant Analysis (DA) is to classify objects into groups based on a set of features that describe the objects. This is a classic and very well-known statistical method for supervised classification that has its origin in Fisher's seminal paper [Fisher(1936) ]. In general, we assign an object to one of a number of predetermined groups based on observations made on the object and assuming a set of distributional assumptions. If we can assume that the groups are linearly separable, we can use Linear Discriminant Analysis (LDA).
Most applications of FDA require preliminary treatment of the data before applying the FDA techniques. The reason for this is either in terms of dimension reduction or in order to remove the noise present in the data measurements [Cuevas(2014) ]; the most usual ways are to use some regularization methods and orthonormal basis representations.
Our aim in this section is to define an orthonormal basis for H K (D, R n ) and determine the coefficients of the expression of each vector field ϕ k in H K (D, R n ) in relation to the basis. To do this, we propose to use as orthonormal basis, the basis given by the integral operator L K,D defined by the kernel K that defines our RKHS. Because our functional data are of the form given by Eq. (11), and the truncated eigenvalueeigenvector decomposition provides the best approximation to K (see Theorem 4.6.8 in [Hsing and Eubank(2015) ]), the truncation of this representation reduces the dimension in an optimal way. This representation of the data allows us to associate data to hypersurfaces (curves and surfaces in particular) in the sample with a finite number of variables and applying Discriminant Analysis as in the classic multivariate case.
To estimate these eigenfunctions and the corresponding eigenvalues, the kernel matrix obtained as the discretization of it will be used.
However, as a previous step also usual in FDA, we will use a regularization method to smooth the raw data and to represent all the hypersurfaces S k using the same sample grid of points in D [Rosasco et al.(2010) Rosasco, Belkin, and De Vito].
3.1 Smoothing and representing vector fields in an RKHS using the same sample grid of points
We have already seen that any hypersurface S k of R n of finite volume can be associated with a vector field
where the points {x
will differ from one hypersurface to another.
be a sample grid in the compact subset D in R n . Using the "Representer Theorem" [Cucker and Smale(2001) ], given a regularizing parameter γ > 0, for each vector field ϕ k there is a unique mapping ϕ k : R n → R n such that:
where
This way, we can obtain a function that is as smooth as we need (it depends on the choice of γ) which fits the data, i.e. ϕ k (a i ) is close to ϕ k (a i ).
Moreover, the unique solution ϕ k to Eq. (12) has the expression
where vectors β k,i ∈ R n are obtained by solving this matrix system:
with K| a the matrix defined as K| a (i, j) = k(a i , a j ) ∈ R, i, j = 1, . . . , N ; I N is the identity matrix of dimension N × N , and β k , b k are the following N × n matrices
In our applications, we choose a small value of γ in order to get ϕ k (a i ) close to ϕ k (a i ). However, to keep the system (13) well-conditioned, γ should not be too small. This way, it will be possible to obtain β k computationally for each hypersurface S k .
Orthonormal basis in
We have seen that given a sample grid {a i } N i=1 contained in D, any hypersurface S k of R n with a finite volume can be associated with a vector field
Our aim now is to express ϕ k in an orthonormal basis. Let us consider the Hilbert space
where x ∈ D, and K is the operator-valued kernel defined in Eq. (3).
The following proposition will give the conditions to ensure that the integral operator L K,D is self-adjoint, compact, and positive (since each component
Proposition 3 Let D ⊂ R n be a compact set. If in Eq. (3) the function k is continuous, the operator K(x, y) is a compact operator for each (x, y) ∈ D × D and c = sup (x,y)∈D×D { K(x, y) } < ∞.
Proof. As K(x, y) = |k(x, y)| and |k(x, y)| is a continuous mapping in a compact subset D × D, then:
Furthermore, as K(x, y) : R n −→ R n has a finite-dimensional domain, it is compact for each (x, y) ∈ D × D. 
for each pair (x, y) ∈ D × D and α ∈ R n .
Theorem 5 Let {λ l , φ l } ∞ l=1 be the orthonormal spectrum of the operator L k . For each 1 ≤ j ≤ n and l ∈ N, let ψ 
representing a hypersurface S k in R n . Then, ϕ k can be expressed as
Furthermore, the first d = rank(K| a ) coefficients µ j l,k can be approximated by
for j = 1, . . . , n, where v l ∈ R N are the eigenvectors of K| a , l are the eigenvalues of K| a and β
Proof. Consider now a vector field representing a hypersurface S k ,
Therefore, the hypersurfaces S k can be represented as a vector field such that, for
On the other hand, following [González and Muñoz(2010) ] and [Smale and Zhou(2009) 
, where v l = {v l,1 , . . . , v l,N } is the l-th eigenvector of the matrix K| a . In addition, λ l can be estimated by l /N , where l is the eigenvalue of K| a corresponding to v l . Therefore
Then, if we truncate the second summation in the expression (15) at d = rank(K| a ), each hypersurface S k for k = 1, . . . , m, is given by the coefficients µ j l,k for j = 1, . . . , n and l = 1, . . . , d (estimated by µ j l,k ), on the orthonormal basis {{
. As a result, S k can be represented as the (n · d)-dimensional vector
This expression reduces the infinite-dimensional problem in a mapping space to a finite-dimensional one of a sample of m geometrical surfaces represented by m vectors. Each surface S k is characterized by the (n · d)-dimensional vector through association of currents. Thus, it is possible to apply the Discriminant Analysis (DA) method as in the multivariate case, where each element in the sample has n · d variables associated. Using this data, we apply the multivariate DA algorithm in [MATLAB (2015)].
Experimental 2D Study
In this section we study the performance of our procedure in a problem of shape and size classification using a database of synthetic figures. In particular we use the public MPEG7 CE Shape-1 PartB database of images (www.imageprocessingplace. com/root_files_V3/image_databases.htm). It includes binary images grouped into categories like cars, faces, watches, horses and birds, with images in the same group showing noticeably different shapes.
As an illustration, and to perform this experimental study, three classes from this database of synthetic figures were considered: cars, faces and watches. Each class contains 20 elements, except the watch class, in which two of them were rejected (watch-2 is an atypical element because of its very large size, and watch-8 is considerably tilted and our theoretical framework considers size and shape). Moreover, face figures were rotated by 90 degrees, in order to keep a common horizontal orientation in all synthetic figures (establishing the correspondence with the children database, where all elements are registered and have the same position).
With this experimental database we were interested in studying comparable situations to our application with children. We therefore considered two scenarios. In the first, all 58 synthetic figures were contracted or expanded to reach the same length in the X axis, establishing the similarity between this length and the height of a child. In the second scenario, half of the synthetic figures from each category were enlarged by a scale factor of 1.5. In this case there were two different "heights" for each class of figures. Moreover, in both scenarios, each figure of the sample was multiplied by a random coefficient ranging between 1 and 1.1, in order to change the "height" of the figures somewhat.
For each scenario, the 58 figures were centered, and the contour α k of each of them defined an oriented smooth curve which was discretized by 100 points {y Fig. 2 (b) shows an example of an object from each group in the second situation, in which there are two "heights" for each class of shapes. Gaussian kernels (Eq. 7) were used in the definition of the operator-valued reproducing kernels K (Eq. 3).
To represent each vector field
in relation to a fixed grid using the procedure described in Section 3.1, different grids were chosen for the different scenarios. Once we defined the grid, the coefficients of the vector fields that represent each curve, in relation to the orthonormal basis of H K (D, R 2 ) were estimated (Section 3). Different values for parameters λ (Eq. 7), and γ (Eq. 12) were chosen. A Functional Discriminant Analysis was conducted and a leave-one-out cross-validation process was carried out to check the performance of the classification on each case, and to select appropriate parameter values. Table 1 shows the results. In the first scenario, the groups considered were the three groups defined by the class, while in the second scenario the sample was divided into the obvious six groups. As can be seen, results are very satisfactory, as the crossvalidation errors are zero for different values of λ and γ. As can be seen in the table, the correct determination of parameter λ is more important than the determination of parameter γ, as γ seems less influential in the classification results. The values 52.9 and 67.6 of the parameter λ correspond to the standard deviation of the points {y 
Experimental 3D Study
In this section we describe the experiments performed with a database of 3D figures, to test analogous situations to the ones studied using the previous 2D database. Now three classes of 3D objects are included in the data set: ellipsoids, spheres and pears. Each class is composed of 10 elements generated adding small variations in the direction of the coordinate axes. Also, all of them are centered on the origin and the contour of each one defines an oriented smooth triangulated surface immersed in R 3 . Each surface is defined by 10000 triangles with barycenters x k j and area vectors τ k j , j = 1, . . . , 10000, being
3 ) the vector field associated with each surface.
We considered two scenarios, analogous to the ones in Section 4. In the first one, which is shown in Fig. 3 (a) , all figures have approximately the same length in the Z axis, which we consider their "height".
Once again, Gaussian kernels (Eq. 7) were used in the definition of the operatorvalued reproducing kernels K (Eq. 3), and the value of the parameter λ was chosen as the standard deviation of the points {x k j } 10000 j=1 , k = 1, . . . , 30 that define the surfaces of each sample (see Table 1 ).
In the first scenario, a value of λ = 0.6237 and an appropriate value of γ were chosen. Moreover, each vector field 25, 1.25] with ∆ = 0.5; in this case the grid had N = 540 points. Using the same procedure as in the 2D database, Functional Discriminant Analysis was conducted and a cross-validation process was carried out to check the performance of the classification. Table 2 shows the results, when the groups considered were the three groups defined by the shape. Fig. 3 (b) shows the second scenario, in which there were two "heights" from each class of 3D objects. In this case, the vector fields were represented in relation to a grid As in the two-dimensional case, the results are also satisfactory.
Application to classify children's body shapes
The aim of this section is to show how the aforementioned methods can be used to classify a child's body shape. The metric obtained from currents (with the value of parameter λ considered in the Gaussian kernel) gives a global estimate of the shape and size similarity between bodies, and it distinguishes between contours. As was explained before, our data were obtained from a large study of the child population in Spain conducted by the Biomechanics Institute of Valencia. In this study a randomly selected sample of Spanish children between the ages of 3 to 10 years was scanned using a Vitus Smart 3D body scanner from Human Solutions. All the scans in our database have been rigidly aligned.
Before showing the application, it is important to emphasize a consideration about the present sizing system. The current sizing system is based on the buyer's height, i.e. when a child wants to buy a T-shirt, he has to purchase the size associated with his height. It is important to observe that this size is designed for a specific body shape; however, there is a great deal of variability among human body shapes of the same height. For example, this means that if a child is too large for the T-shirt of the size associated with his height as a result of his body shape, he would have to buy the next size of T-shirt, which would probably be too long for him. In conclusion, it is essential to create a new sizing system that takes into account both the size and shape of the body. [Barahona et al.(2017) Barahona, Gual-Arnau, Ibáñez, and Simó] proposed two sizing systems: the first considers different height ranges, and each of these is divided into two groups depending on body shape; the second directly divides the sample into several different groups in relation to children's shape and size.
In this section both sizing systems will be used.
As there is a different sizing system for each sex, in order to illustrate our procedure, the subset of girls over the age of 6 was selected from the whole data set. Children under the age of 6 have difficulties maintaining the same position during the scanning process, so they were excluded from our data set. This selection results in a sample size of 195. According to the European standard UNE-EN 13402-3, this age range has 4 different sizes associated with it (1190-1250 mm, 1250-1310 mm, 1310-1370 mm, and 1370-1430 mm). Each of them has been divided into two groups applying the standard k-means algorithm.
The body contour from each child in our data set was represented by an oriented triangulated smooth surface. For each oriented triangle abc (with index j, where j = 1, . . . , 4668), its center is defined as x j = (a + b + c)/3, and the normal vector to its surface is τ j = (b − a) × (c − a). Then, a child's body contour is associated with the vector field First, we analyze the results obtained with the first sizing system, the main anthropometric measurements of which are shown in Table 3 . In Fig. 4 , part of a group of girls belonging to the same height range (1370-1430 mm) is shown. The bodies on the first row of the image are associated with size T7 (lower 1370-1430 mm), and the ones on the second row correspond to T8 (upper 1370-1430 mm) in the new sizing system.
In this situation, we are interested in obtaining a classification rule that allows us to assign a new girl to her corresponding size in this model. To accomplish this, before applying DA, her height is used to decide in which height range (1190-1250, 1250-1310, 1310-1370, or 1370-1430 mm) DA should be applied. Following the same procedure as in the experimental study and carrying out DA and a cross-validation process in each height range, we obtain the following results.
In Table 4 , the parameters chosen to apply DA in the first height range are shown. We defined a grid in D = [−417.88, 422.12 −157.73, 202 .27] with ∆ = 120 (N = 416). After applying DA, the results in Table 6 were obtained.
Finally, the grid to apply DA in the fourth height range is defined in D = [−472.73, 487 .27]× [−824.72, 735 .28]× [−156.70, 203.30] with ∆ = 120 (N = 504). The results obtained appear in Table 7 . According to the global results of the tables, 16 of the 195 girls were assigned to the wrong groups. The total error of DA in the subsample associated with the partition proposed is therefore 8.21%.
Presented below are the results using the proposed methodology with the second type of sizing system, the main anthropometric measurements of which are shown in Table 8 . Fig. 5 shows part of a group of girls that have the T1 size in the second sizing system (height=1241 mm, hip circumference=661 mm, waist circumference=540 mm, chest circumference=610 mm). We are interested again in obtaining the classification rule to assign a new girl to her corresponding size. To accomplish this, we apply DA following the same procedure as in the experimental study, defining a grid in D = [−472.73, 487 .27] × [−824.72, 735 .28] × [−156.70, 203.30] with ∆ = 120 (in this case, the grid has N = 504 points). By using λ as the standard deviation of the values that define the surfaces (as in the previous cases), and selecting a suitable value of γ, we carry out DA and a cross-validation process to check the classification according with the sample divided in the second new sizing system. Table 9 shows the results.
Discussion
In this paper we have proposed a new methodology for supervised classification of 2D and 3D geometrical objects. It is based on their characterization by means of currents and the application of Functional Discriminant Analysis in the corresponding vectorvalued RKHS. It has been proven that this new methodology gives very good results when used with synthetic data. Finally, it has been applied to build a classifier that makes it possible to assign a child's size in two different sizing systems. This was done using a 3D training database obtained from an anthropometric survey of the Spanish child population. The results were quite promising, and better results were obtained with the first sizing system because a previous selection was made based on height.
