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c 0.0005 0.005 The	change	rate	c	can	be	used	to	modify	the	dynamics	of	the	behavioral	change	(i.e.,	the	higher	this	rate,	the	faster	the
behavioral	change).	The	parameter	range	was	defined	on	modelers'	experience.	Generally,	values	>	.005	led	to	a	unrealistic
rapid	change	in	agents'	behaviors	and	values	<	.0005	result	in	almost	no	behavioral	change.	See	also	formula	1.1.
r 0.01 0.05 The	effect	reduction	parameter	r	reduces	the	magnitude	of	the	increase	in	preferences.	The	smaller	the	value,	the	higher	the
reduction.	We	estimated	the	parameter	range	based	on	a	longitudinal	study	empirically	describing	friendship	formation	in	school
classes	(Hallinan	1979).	See	also	formula	3.
θS 0.7 0.8 The	"true"	similarity	threshold	is	used	to	calculate	the	interaction	value.	If	the	similarity	is	below	the	threshold,	the	probability	of	a
positive	interaction	is	predominantly	low,	and	vice	versa.	See	also	section	"The	interaction	value".







σV 0.0 0.4 On	the	basis	of	theoretical	considerations	we	defined	a	standard	deviation	value	of	0.2	as	a	default	value.	Thus,	a	parameter











































































Influence M 1.02 1.01
SD 2.2 2.09
Reinforcement M 16.26 16.27
SD 2.16 2.06
5.9 This	table	shows	that	the	probability	for	having	one	case	of	influence	or	more	within	a	simulation	run	is	significantly	different	from	0	(average	risk	behaviors:	p	<	.001,	average	conventional	behaviors:	p	<	.001).
Therefore,	H0,4	(i.e.,	the	model	gives	no	cases	of	influence)	has	to	be	rejected.	Also	H0,5	(i.e.,	the	model	will	not	represent	reinforcement	for	a	majority	of	cases)	has	to	be	rejected	(if	we	define	majority	as	more
than	50%	of	the	agents).	The	probability	of	seeing	at	least	ten	or	more	cases	of	reinforcement	(of	20	agents)	in	a	simulation	result	is	significantly	bigger	than	p	=	.50	for	average	risk	behavior	(p	<	.001)	as	well	as	for
average	conventional	behavior	(p	<	.001).
	Summary	and	conclusion
6.1 To	recapitulate,	the	model	has	two	closely	related	aims.	First,	it	should	have	explanatory	power,	and	second	it	should	be	able	to	generate	typical	qualitative	properties	found	in	empirical	research.	These	qualitative
properties	refer	to	various	empirically	supported	hypotheses,	three	concerning	the	concept	of	homogeneity,	two	dealing	with	the	concept	of	influence	and	reinforcement.
6.2 As	regards	the	first	hypothesis,	the	results	show	that	the	model	demonstrates	the	formation	of	distinct	friendship	groups	with	different	degrees	of	clustering.	On	average	two	dense	clusters	(or	friendship	groups)
emerge.	In	addition,	the	model	can	produce	a	spectrum	of	emerging	social	networks.	This	variability	is	also	a	characteristic	of	real	emerging	social	networks	(Ennett	and	Bauman	1996).	A	potential	problem	of	the
model	might	be	that	in	20%	to	40%	a	tendency	to	build	one	big	cluster	occurred.	This	seems	to	be	not	always	the	case	in	a	classroom	(e.g.,	according	to	Hallinan	(1979)	about	50%	of	adolescents	on	average	are
not	part	of	a	friendship	clique).	It	is	possible	that	this	empirical	finding	is	due	to	the	fact	that	the	real	adolescents	have	many	contacts	with	adolescents	outside	their	classroom	(e.g.	church	influence	and	religious
group	activities,	neighbourhood,	sport	clubs,	music	groups	and	various	free-time	activities).	The	existence	of	the	variety	of	contacts	could	to	a	certain	extent,	"protect"	them	from	being	influenced	by	peers	in	the
classroom,	for	instance	if	they	already	have	strong	friendship	bonds	with	peers	outside	the	classroom.
6.3 As	regards	the	emergence	of	homogeneity	among	friends	and	groups	of	friends,	the	results	for	the	correlation	between	distance	in	the	friendship	network	and	the	behavioral	profile	clearly	support	the	hypothesis
that	agents	standing	closer	together	in	the	network	also	tend	to	behave	more	similar	and	those	with	higher	distance	in	the	network	seem	to	be	more	dissimilar.	However,	in	some	cases	one	big	homogenous	group
emerged[12],	which	in	reality	is	quite	unlikely.	To	avoid	this	overclustering-effect	the	model	should	be	adapted	and	additional	parameter	settings	could	be	tested.	However,	the	general	simulation	result	of	increasing
and	stabilizing	homogeneity	among	friends	corresponds	with	the	empirical	data.
6.4 The	third	hypothesis,	postulating	that	the	model	reveals	the	empirically	predicted	differences	between	the	initial	and	final	decrease	of	the	behavioral	variance	between	the	groups	could	be	supported.	In	terms	of	an
underlying	process,	this	could	mean	that	we	have	found	a	kind	of	"discrepancy-proportional	peer	influence"	as	explained	by	Boxer	et	al.	(2005).	Friends	that	are	more	different	e.g.,	at	the	beginning	of	a	friendship
influence	each	other	more	than	friends	who	have	an	established	friendship.
6.5 In	case	of	the	last	null	hypotheses	on	influence	and	reinforcement,	the	model	results	correspond	with	reinforcement	in	most	of	the	cases	(about	80%	of	all	cases),	and	in	about	30%	of	the	model	runs	the	results
reveal	at	least	one	case	of	influence	(or	more).	The	corresponding	null	hypotheses	have	thus	to	be	rejected.	The	model	is	able	to	generate	a	considerable	amount	of	reinforced	agents	in	the	model	(which	means
that	they	adapt	to	each	other	by	stabilizing	their	general	behavior)	as	well	as	cases	of	influenced	agents.	Influenced	agents	tend	to	be	pulled	out	of	their	group	of	origin,	consisting	of	more	or	less	similar	agents,	into
another	group	of	agents	who,	at	the	beginning,	are	different	from	the	influenced	agent,	who	then	begins	to	move	in	the	direction	of	more	similarity	with	this	new	group.
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6.6 	Additionally,	the	model	can	be	used	to	experiment	in	silicio,	i.e.,	to	do	experiments	in	the	form	of	simulations	(see	also	Epstein	&	Axtell	1996).	The	model	can	be	used	as	a	digital	laboratory	to	test	certain	system
behaviors	that	can	hardly	be	observed	or	tested	in	the	real	system	(i.e.,	simulating	scenarios	with	a	certain	number	of	extremely	good	or/and	bad	agents	in	the	model,	scenarios	including	some	exceptionally
popular	agents	with	high	influential	power	or	an	outstanding	position	in	the	social	network	in	the	model,	introducing	interventions	or	punitive	reactions	to	extreme	behavior,	etc.).	Thus,	new	scientific	questions	can
arise	from	model	experimentation,	questions	that	can	be	answered	empirically	in	subsequent	stages	of	research.	Furthermore,	it	can	inspire	practitioners	(e.g.	in	pedagogical	psychology,	social	work	or	juvenile
courts)	and	may	have	practical	implications	for	questions	concerning	group	dynamics	and	suitable	group	compositions	as	well	as	possible	consequences	of	the	implementation	of	school	based	intervention
programs.
6.7 In	spite	of	the	successes	described	above,	the	model	clearly	has	its	limitations.	To	begin	with,	it	consists	of	an	isolated	world	of	adolescents	interacting	among	themselves	and	not	interacting	with	other	adolescents
outside	the	simulated	classroom.	Second,	the	behavioral	repertoire	of	the	simulated	adolescents	is	relatively	poor	(6	types	of	behaviors	in	all),	and	all	behaviors	can	occur	with	equal	probability.	In	the	real
behavioral	repertoire,	certain	behaviors	might	eventually	conflict	with	one	another,	thus	reducing	the	likelihood	that	they	will	emerge	or	increase	even	if	they	are	highly	characteristic	of	the	adolescent's	friendship
group.	Other	behaviors	might	be	mutually	supportive,	such	that	it	is	likely	that	they	will	increase	irrespective	of	the	fact	that	they	are	not	at	all	characteristic	of	the	adolescent's	peer	group.	In	addition,	given	higher
computational	power	(e.g.	by	re-implementing	the	current	model	within	a	different	ABM	framework	than	VBA/VisualBots	in	Excel)	additional	simulation	runs	for	further	qualitative	analysis	of	the	model's	validity
could	be	conducted,	resulting	in	more	refined	analyses.	In	that	case,	it	might	also	be	considerably	easier	to	actually	experiment	with	the	effects	of	different	parameter	ranges.
6.8 Based	on	a	systemic	view	(Bronfenbrenner	1979)	there	are	several	elements	and	levels	that	determine	the	development	of	risk	behavior	during	adolescence	(i.e.,	micro-,	meso-,	exco-	and	macro-system).	For
example,	at	the	meso-level	peers	are	one	major	source	of	influence	(with	an	outstanding	role	particularly	in	youth).	But	additional	elements	are	important	as	well,	e.g.,	family	context	and	socio-economic
background,	structure	and	affluence	in	neighbourhood	or	types	of	school	(Li	et	al.	2000;	Blum	et	al.	2000).	Furthermore,	at	the	micro-level	we	can	find	gender	and	ethnic	differences	as	well,	i.e.	girls'	lower	risk
taking	and	boys'	"proneness"	to	risk	behavior	(Byrnes	et	al.	1999;	Harris	et	al.,	2006).	We	decided	to	focus	on	the	most	proximate	sources	of	influence	as	adolescents	spend	a	substantial	amount	of	daytime	at
school.	However,	we	believe	that	this	choice	does	not	interfere	with	the	quality	of	the	model,	since	this	model	is	mostly	focused	on	explaining	dynamics	and	much	less	on	explaining	factors	that	influence	these
dynamics.	Furthermore,	many	of	the	factors	mentioned	above	actually	have	an	impact	on	the	school	or	the	composition	of	classes	and	can	be	implicitly	incorporated	in	the	model.	For	instance,	we	can	set	the
agents'	initial	risk	behavior	characteristics	on	the	basis	of	school	and	neighbourhood	properties	or	the	agents'	gender.	Finally,	the	reduction	of	the	number	of	influencing	variables	is	based	on	a	deliberate	choice
modellers	must	make	in	order	to	establish	a	compromise	between	complexity	and	comprehensibility.
6.9 In	short,	this	article	demonstrates	that	it	is	possible	to	use	the	empirical	literature	to	build	an	agent	model	of	interactions,	interaction	evaluation	and	peer	preference.	The	principles	governing	these	interactions,
evaluations	and	preferences	function	as	"first	principles".	From	these	first	principles,	which	are	drawn	from	basic	models	of	agency,	a	variety	of	phenomena	qualitatively	similar	to	empirical	phenomena	can	emerge,
if	these	principles	operate	in	a	dynamic	and	iterative	manner.	In	this	way,	these	principles	explain	the	empirical	phenomena	at	issue	in	the	way	dynamic	and	agent	models	habitually	do,	namely	by	showing	that
certain	phenomena	iteratively	follow	from	a	basic	series	of	mechanisms	that	are	different	from	the	phenomena	one	wants	to	explain.
	Notes
	1	The	model	and	additional	web	materials	(including	the	model	user	manual)	can	be	retrieved	from	http://www.openabm.org/model/3844/version/2.
2	NetDraw	can	be	retrieved	from	https://sites.google.com/site/netdrawsoftware/.
3	The	R	files	used	for	this	article	can	be	retrieved	from	the	additional	web	materials.	The	R	Software	package	is	available	as	free	software	and	can	be	retrieved	from	http://www.r-project.org.
4For	calculating	the	model	results	in	the	following	sections	(model	results	illustrations	and	the	qualitative	analysis)	αij	was	set	to	0,	if	0	<	Etij	≤	-1.	That	means	agents	did	not	change	their	behavior,	if	there	was	a
negative	interaction.The	change	rate	c	is	a	fixed	parameter	value	to	speed	up	or	slow	down	the	behavioral	change.
5	If	we	would	allow	Ptij	to	become	0,	the	preference	value	would	stay	0	and	could	not	recover.	To	avoid	this	the	preference	value	is	set	to	a	predefined	value	min	preference	as	soon	as	Ptij	<	=	min	preference.
6	For	calculating	the	probability	of	an	interaction,	we	actually	use	an	upper	and	lower	bound	for	mutuality.	If	the	mutuality	value	is	below	min	mutuality,	it	is	set	to	min	mutuality	here.	In	general,	this	assures	that
though	two	agents	do	not	like	each	other,	there	is	still	a	certain	chance	for	interacting.	If	the	mutuality	value	is	above	the	max	mutuality	value,	it	is	set	to	max	mutuality.	This	guarantees	that	two	agents	do	not
interact	all	the	time	in	spite	of	their	having	a	high	mutual	preference.	Furthermore	there	is	a	parameter	v	that	controls	the	general	probability	of	an	interaction	(with	v	>	1	reducing	and	v	<	1	increasing	this
probability).
7	The	similarity	threshold	σS	is	used	to	normalize	the	similarity	values.	If	the	similarity	value	is	below	the	threshold,	the	normalized	similarity	becomes	negative,	else	it	becomes	positive.	If	we	receive	a	normalized
similarity	value	bigger	than	1,	it	is	set	to	1.	If	the	normalized	similarity	value	is	below	-1,	it	is	set	to	-1.	Therefore	we	achieve	μ	∈	[-1,1].
8	Please	see	web	materials	for	details	regarding	the	evaluation	formula	and	calculation	examples.
9	For	the	purpose	of	this	article	we	used	a	definition	of	a	"clique",	that	is	somewhat	different	from	the	standard	definition	in	adolescence	psychology	or	social	network	analysis	literature	(see	also	appendix	B)
10	The	agglomerative	hierarchical	clustering	was	conducted	with	the	software	package	R.	Corresponding	R	scripts	with	further	analysis	details	are	added	to	the	web	materials.
11	Under	the	null	hypothesis,	the	changes	at	the	beginning	are	statistically	indistinguishable	from	the	changes	at	the	end,	implying	that	the	standard	deviations	at	the	beginning	and	the	end	are	also
indistinguishable.	The	bootstrap	or	resampling	technique	implies	that	we	combine	all	change	values	into	one	set.	We	then	randomly	draw	observations	from	this	set	that	we	randomly	assign	to	the	beginning	stage
or	to	the	end	stage.	For	each	of	these	randomly	sampled	sets,	we	calculate	standard	deviations	and	the	value	of	ΔSD.	By	doing	so	many	times,	we	arrive	at	a	distribution	of	ΔSD	that	characterizes	the	ΔSD
differences	we	might	expect	under	the	null	hypothesis	(that	is,	we	have	bootstrapped	the	distribution	of	the	measurement	error	of	ΔSD	if	the	beginning	or	end	stages	were	indistinguishable).	By	comparing	the
observed	ΔSD	with	the	bootstrapped	ΔSD	under	the	null	hypothesis,	we	can	determine	the	probability	that	the	observed	ΔSD	is	due	to	chance,	given	the	truth	of	the	null	hypothesis.
12	See	also	web	materials	for	a	mathematical	steady	state	analysis	of	agents'	behaviors.
13	For	the	advanced	initialization	we	draw	initial	values	from	4	different	normal	distributions.	Therefore	we	receive	4	initial	populations	of	agents:	risky,	semi-risky,	semi-conventional	and	conventional.
	Appendix	A	–	Psuedo	Code
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	Appendix	B	–	Further	Explanations	Methods
Definition	of	"cliques"
In	adolescence	psychology	literature,	the	term	clique	has	varying	meanings	and	implications.	However,	a	standard	definition	is	given	by	Ennett	and	Bauman	(1994):	"Cliques	have	a	minimum	size	of	three
members.	[…]	Clique	members	are	required	to	have	most	of	their	interaction	(>50%)	with	members	of	the	same	clique	and	at	least	two	links	with	others."(p.	656).	In	Social	Network	Analysis	(SNA)	a	clique	is
defined	as	a	"maximal	complete	sub-graph"	in	a	social	network,	i.e.,	in	a	clique	all	members	need	to	have	a	tie/connection	to	all	other	members	of	the	clique.	As	many	actors	as	possible	are	included	into	a	clique,
so	that	all	actors	have	all	possible	ties	present	among	themselves	(Hanneman	&	Riddle,	2005).	The	definition	of	a	clique	used	in	the	present	article	leans	on	these	standard	definitions,	but	makes	some
modifications	(e.g.,	non-overlapping	memberships).	In	order	to	avoid	overlapping	membership	and	to	define	different	friendship	clusters,	we	used	a	hierarchical	cluster	analysis	(see	hypotheses	3,	4	and	5).
Overlapping	membership	means:	an	agent	is	a	member	of	different	cliques,	and	not	a	member	of	only	one	clique.	For	example,	the	agent	can	be	a	member	of	clique	1	and	clique	2,	i.e.,	the	agent	has	an
overlapping	membership.	In	a	hierarchical	cluster	analysis	every	agent	belongs	only	to	one	cluster/group	at	the	same	time.	Therefore,	we	will	refer	to	the	term	friendship	group	(or	cluster)	instead	of	clique	or	the
term	in	quotation	marks	("clique").	The	effect	of	this	approach	is	that	an	agent	can	be	assigned	only	once	to	a	group	(or	cluster)	on	the	basis	of	the	hierarchical	cluster	analysis,	i.e.,	he	cannot	be	a	member	of	two	or
more	distinct	clusters	at	the	same	clustering	level.	Agents	ascribed	to	the	same	cluster	have	similar	or	equivalent	social	relationships.	To	be	a	member	of	a	cluster,	an	agent	does	not	need	to	have	a	tie	to	all	other
members	of	the	cluster,	but	in	general	cluster	members	need	to	have	a	similar	pattern	of	relationships.	Additionally,	the	hierarchical	clustering	gives	us	the	possibility	to	ascribe	agents	to	a	cluster	on	different	levels
because	small	clusters	are	agglomerated	to	bigger	clusters	or	units	in	the	analysis.	In	this	sense	our	definition	of	a	"clique"	is	"weaker"	than	the	definition	in	SNA	described	above	and	is	closely	related	to	the
definition	used	by	many	adolescence	researchers	(e.g.,	Brown	&	Klute	2003;	Ennett	&	Bauman	1994;	Hallinan	1979).
Clustering	degree
The	cluster	coefficient	measures	the	tendency	of	a	network	to	build	dense	local	neighborhoods,	i.e.,	"clustering".	The	local	neighborhood	of	an	agent	A	includes	all	the	agents	that	are	directly	connected	to	A.	The
density	of	this	neighborhood	is	calculated	by	the	ratio	of	the	present	links	between	all	the	agents	in	the	neighborhood	(leaving	out	agent	A)	divided	by	the	number	of	all	possible	connections	between	the	agents	in
the	neighborhood.	The	overall	clustering	coefficient	is	then	the	average	of	all	local	neighborhoods	of	all	agents.	To	accurately	interpret	this	value	the	overall	network	density	has	also	to	be	considered.	The	overall
network	density	is	calculated	as	the	amount	of	actual	ties	between	the	agents	in	the	network	divided	by	the	amount	of	all	possible	ties	in	the	network.	To	assess	the	degree	of	clustering	in	the	network	we	divide	the
overall	clustering	coefficient	by	the	overall	network	density	(Hanneman	&	Riddle	2005).	The	resulting	clustering	degree	shall	be	a	measure	for	group	formation.	The	clustering	degree	is	calculated	on	the	basis	of
the	dichotomized	mutuality	matrix6	after	2000	steps	representing	the	friendship	network.
Change	of	behavioral	standard	deviation	(ΔSD)
The	change	of	the	behavioral	standard	deviation	at	the	beginning	of	a	simulation	(ΔBehSD1,2	=	BehSDt1	–	BehSDt2,	t1	=	400,	t2	=	800)	is	calculated	and	compared	with	the	change	of	the	behavioral	standard
deviation	at	the	end	of	the	simulation	(ΔBehSD3,4	=	BehSDt3	–	BehSDt4,	t3	=	1600,	t4	=	2000).	The	difference	in	the	change	of	the	behavioral	standard	deviation	at	the	beginning	and	at	the	end	is	indicated	with
ΔSD	(ΔSD	=	ΔBehSD1,2	-	ΔBehSD3,4).	A	positive	value	ΔSD	denotes	that	the	change	of	the	deviation	at	the	beginning	is	bigger	than	at	the	end	(i.e.,	agents	adapt	their	behavior	towards	"friends"	faster	in	the
beginning	than	at	the	end	of	the	simulation).	To	evaluate	the	significance	of	ΔSD	(i.e.,	ΔSD	is	significantly	bigger	than	0)	we	use	the	bootstrap	(resampling)	technique	(Moore	&	McCabe	2006).	We	proceed	the
bootstrapping	in	the	following	way:	First	we	resample	the	data	(results	of	100	model	runs)	with	the	help	of	PopTools	(Hood	2010)	and	then	we	check	the	confidence	intervals	of	the	"resampled"	ΔSD	means.
	Appendix	C	–	Parameter	Setting	for	Illustrations	and	the	Analysis
Parameter	settings	for	model	results	illustrations
Parameter Value/Range Constraints	and	further	explanations
General
Iterations 2000
Number	of	agents 20
Basic
c 0.002
r 0.0175
θS 0.75
minM 0.2
maxM 0.8 with	maxM	=	1	–	minM
minP 0.0001
σV 0.1
v 2
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Weights
wPop 1/3
wV 2/3 with	wV	=	1	–	>wPop
wP 0
Initialization
μB1,0 0.7
μB2,0 0.3 with	μB2,0	=	1	–	μB1,0
σB1,0 0.275
σB2,0 0.275 Is	automatically	set	to	the	value	of	σB1,0	(σB1,0	=	σB2,0)
Advanced
Enable	perceived	behavior false
Parameter	settings	for	qualitative	analysis
The	parameter	values	and	ranges	described	below	were	used	to	receive	the	results	of	100	model	runs	for	the	model	analysis.
As	a	simplification	the	direct	influence	of	preference	on	the	evaluation	has	not	been	taken	into	account.	Therefore	the	weight	factor	of	preference	was	set	to	0	(wP	=	0).	Nevertheless,	there	is	still	an	indirect
influence	of	preference	on	the	evaluation	via	popularity	and	the	interaction	(the	higher	the	mutual	preference,	the	higher	is	the	general	probability	for	an	interaction;	the	more	an	agent	is	preferred,	the	higher	is	his
or	her	popularity).	Furthermore	the	perceived	behavior	(respectively	perceived	similarity)	has	been	disabled	(setting	enable	perceived	behavior	=	false).	That	means	that	the	agents	can	perceive	other	agents'	"real"
underlying	behavioral	profiles/values	from	the	beginning	of	the	simulation	(in	other	words,	there	is	no	distortion	or	uncertainty	in	their	perception	of	others).
For	each	new	simulation	run	the	parameters	are	randomly	drawn	from	the	parameter	ranges	with	an	equally	distributed	probability	(see	also	web	materials	for	choice	of	parameter	ranges).	Some	parameters
depend	on	the	values	of	other	parameters	(e.g.,	if	minM	is	randomly	set	to	0.14,	maxM	is	automatically	set	to	1	–	0.14	=	0.86).
The	preference	values	are	initialized	as	random	values	drawn	from	the	range	[0,1]	with	an	equally	distributed	probability.	For	the	initialization	of	the	behavioral	profile	random	values	are	drawn	from	two	different
normally-distributed	populations	(with	σB1,0	and	σB2,0).	Correspondingly,	we	receive	an	initial	population	of	risky	agents	and	a	population	of	conventional	agents	(with	several	agents	having	an	average	lifestyle
profile	with	a	composition	of	conventional	as	well	as	risk	behaviors;	see	also	user	manual	for	more	details	on	the	model	initialization).
Parameter Value/Range Constraints	and	further	explanations
General
Iterations 2000
Number	of	agents 20
Basic
c [0.005,	0.0005]
r [0.01,	0.05]
θS [0.7,	0.8]
minM [0.0,	0.2]
maxM [0.8,	1.0] with	maxM	=	1	–	minM
minP 0.0001
σV [0.0,	0.4	]
ν 2
Weights
wPop [0.2,	0.4]
wV [0.6,	0.8] with	wV	=	1	–	wPop
wP 0 see	also	text	above
Initialization
μB1,0 [0.6;0.8]
μB2,0 [0.2;0.4] with	μB2,0	=	1	–	μB1,0
σB1,0 [0.1;0.3]
σB2,0 Is	automatically	set	to	the	value	of	σB1,0	(σB1,0	=	σB2,0)
Advanced
Enable	perceived	behavior false
	Appendix	D	–	General	Procedure	&	Choice	of	Parameter	Ranges
General	procedure
Seeing	our	computer	model	as	a	"chance"	machine,	the	results	that	the	model	produces	could	be	due	to	an	accidental	finding	or	just	random	influences.	In	order	to	avoid	these	possibilities,	we	checked	if	an
observed	phenomenon	(e.g.,	the	building	of	friendship	groups)	is	just	due	to	an	accidental	sample	or	really	a	qualitative	property	of	our	model	by	using	Monte	Carlo	simulation	technique	(see	also	Steenbeek	&	van
Geert	2008).	The	general	logic	of	a	Monte	Carlo	simulation	is	as	follows:	"Using	a	given	data-generating	mechanism	(such	as	a	coin	or	die)	that	is	a	model	of	the	process	you	wish	to	understand	[in	our	case	the
simulation	computer	model],	produce	new	samples	of	simulated	data	[our	model	results],	and	examine	the	results	of	those	data	[what	is	actually	done	in	our	analysis]"	(Simon	1997,	p.	154).	Twelve	parameters
were	randomly	drawn	from	an	equal	distribution	over	a	corresponding	parameter	range	(that	is	more	or	less	suitable	in	order	to	be	able	to	observe	the	phenomena	we	would	expect).	The	ranges	were	defined	either
based	to	empirical	findings	or	estimated	on	the	basis	of	theoretical	considerations	or	the	modelers	experience	from	several	model	tests	runs	(see	below).	These	parameters	are	then	used	to	run	a	great	number	of
simulations,	each	of	which	generates	a	particular	model	output.	After	the	model	output	is	generated,	the	analysis	procedure	is	as	follows:	For	every	simulation	result	the	value	for	the	observed	phenomenon	of
interest	is	calculated	(e.g.,	a	value	indicating	the	tendency	of	building	friendship	clusters).	For	these	variables	of	interest	further	statistical	analysis	is	then	conducted.	In	some	cases,	a	specific	form	of	a	Monte	Carlo
analysis	(i.e.,	permutation	test)	is	used.	For	significance	reasons	actually	1000	up	to	10000	runs	should	be	made.	Due	to	computational	limitations	only	100	model	runs	have	been	executed	and	100	runs	were
analyzed	(one	model	run	took	about	9	minutes,	1000	model	runs	consequently	9000	minutes	=	6.25	days).	We	decided	to	make	100	model	runs	because	in	our	view	this	number	represents	the	best	compromise
between	the	limit	of	the	computational	resource	and	the	reliability	of	the	model.	For	results	close	to	statistical	significance	(e.g.,	indicating	a	significance	level	between	0.15	and	0.05)	an	additional	analysis	with	more
simulations	should	be	made	to	be	able	to	state	the	significance	of	the	results.	For	results	clearly	indicating	the	rejection	of	the	null	hypothesis	(e.g.,	p	<	0.01)	or	clearly	recommending	the	perpetuation	of	the	null
hypothesis	(e.g.,	p	>	0.2)	it	is	not	expected	that	performing	more	simulation	runs	will	actually	change	the	level	of	(non)	significance.
Choice	of	parameter	ranges
A	major	challenge	when	developing	a	model	is	the	question,	how	to	find	suitable	parameter	ranges	or	settings.	The	following	parameter	ranges	were	defined	on	the	basis	of	theoretical	considerations,	the	modelers'
experience	(who	had	conducted	multiple	test	runs)	or	on	the	basis	of	empirical	findings.
1.	Change	rate	(c)
How	much	does	an	agent	change	his	or	her	behavior	on	the	basis	of	a	simulation	cycle	(agents	can	have	up	to	19	interactions	per	simulation	cycle)?	This	parameter	controls	the	speed	of	learning	of	or	adapting	to
the	behavior	of	the	other	agents	(e.g.,	on	the	basis	of	social	learning).	To	find	a	suitable	parameter	range	for	c	we	have	to	answer	the	question:	How	long	do	adolescents	need	(on	average)	to	become
homogenous?	For	example:	How	long	does	a	non-smoker	need,	who	enters	a	group	of	smokers,	to	adapt	his	or	her	smoking	behavior	to	the	average	group	behavior?	Or	how	fast	does	an	adolescent	change	the
average	marihuana	consume	during	a	school	year?	Empirical	findings	to	define	a	suitable	range	for	our	parameter	c	are	rare.	Therefore,	a	suitable	parameter	range	was	estimated	on	the	basis	of	model
experience.	The	change	rate	c	is	crucial	for	the	behavioral	change.	A	suitable	range	appears	to	be	[0.005;	0.0005],	as	values	>	0.005	lead	to	a	much	too	fast	change	in	behavior	and	values	<	0.0005	result	in	much
too	small	behavioral	change.
2.	Effect	reduction	(r)
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The	effect	reduction	has	an	influence	on	how	fast	preferences	grow	respectively	decrease.	Having	a	high	effect	reduction	value	means	that	preferences	change	fast	(i.e.,	they	can	increase	fast	or	drop	fast).	To	find
a	suitable	parameter	range,	we	need	to	consider	some	theoretical	assumptions.	In	general	the	process	of	preference	formation	is	quite	fast	(i.e.,	within	a	couple	of	weeks).	To	find	a	lower	bound	for	the	parameter
range,	let	us	assume	that	we	have	got	two	agents	with	an	initially	low	preference	for	each	other.	But	at	the	same	time	both	agents	are	quite	similar	(which	is	possible	in	the	model).	In	this	case	the	agents	should	be
able	to	form	a	friendship	within	a	school	year.	Only	few	empirical	findings	give	information	about	the	exact	duration	of	friendships	or	non-friendships.	Nevertheless,	Hallinan	(1979)	described	a	longitudinal	study	on
friendship	formation	in	4	classes	of	6th	graders	and	1	class	of	4th	graders.	For	the	6th	graders	the	absence	of	dyads	(friendships)	lasted	from	189	to	400	days.	If	we	have	a	look	at	the	logistic	growth	function	of	the
preference	formula	(see	formula	3	in	the	article)	and	set	the	term	(St+1*ij	–	θS*)	to	a	fixed	value,	we	are	able	to	estimate	a	suitable	parameter	range	for	r.	With	r	set	to	0.05,	we	need	716	simulation	steps	(or	about	72
simulated	school	days)	to	receive	a	preference	value	of	0.8,	given	an	initial	preference	value	of	0.1	and	(St	–	θS*)	=	0,1	∀	t.	This	is	a	lower	bound	for	the	formation	of	a	friendship	with	initially	low	preference.	With	r
set	to	0.01	we	need	3583	(or	about	358	simulated	school	days)	steps	to	reach	a	preference	value	of	0.8	(with	same	constraints	as	before).	This	defines	our	upper	bound	for	a	friendship	formation	with	initially	low
preference	values.	Therefore	a	suitable	parameter	range	for	r	is	[0.01;	0.05].
3.	Theta	similarity	(θS)
Theta	similarity	is	used	as	a	threshold	to	calculate	the	interaction	value.	If	the	(true)	similarity	is	above	this	threshold,	it	is	very	likely	that	an	agent	A	has	a	positive	interaction	with	another	agent	B.	If	the	similarity
value	is	below,	it	is	very	probable	to	have	a	negative	interaction	with	the	other	agent.	On	the	basis	of	several	model	tests	values	we	can	define	values	between	0.7	and	0.8	as	a	suitable	parameter	range	for	theta
similarity.
4.,	5.	Min	mutuality	and	max	mutuality	(minM,	maxM)
Min	mutuality	and	max	mutuality	influence	the	decision	whether	an	interaction	between	two	agents	takes	place	or	not	(see	also	section	"The	interaction	frequency"	in	the	article).	If	the	mutuality	value	is	below	min
mutuality,	it	is	set	to	min	mutuality.	In	general	this	guarantees	that	an	interaction	is	still	possible,	even	if	two	agents	have	a	very	low	mutuality	value	for	each	other.	On	the	other	hand,	if	the	mutuality	value	is	above
max	mutuality,	the	mutuality	value	is	set	to	max	mutuality.	This	guarantees	that	an	agent	A	does	not	permanently	interact	with	an	agent	B,	which	he/she	likes	very	much.	Suitable	values	range	from	0.0	to	0.2	for
min	mutuality	and	0.8	to	1.0	for	max	mutuality.
6.	Sdinteraction	value	(σV)
Sdinteraction	value	indicates	the	standard	deviation	for	sampling	the	interaction	value.	The	higher	this	value,	the	higher	the	deviation	of	the	interaction	value	from	the	mean	interaction	value	μ,	that	is	defined	on	the
basis	of	the	normalized	similarity	value	(mean	 	(μ	∈	[-1,1],	similarity	threshold	θS;	see	also	section	"The	interaction	value"	in	the	article)	A	deviation	value	of	0.2	can	be	defined	as	a	standard
value,	a	range	from	0.0	(nearly	no	deviation)	to	0.4	(indicating	a	moderate	deviation)	is	appropriate	for	sdinteraction	value.
7.,	8.,	9.	Weight	factors	(wPop,	wV,	wP)
Parameter	ranges	for	the	weight	factors	wPop,	wV,	and	wP	can	be	defined	depending	on	the	modelers'	objectives.	Ranges	can	be	varied	to	test	different	assumptions,	i.e.	to	compare	different	scenarios	(e.g.,	a
scenario	with	a	major	impact	of	popularity	on	the	evaluation	vs.	a	scenario	with	a	major	impact	of	the	interaction	value).	As	a	constraint	the	sum	of	all	weight	factors	has	to	be	one	(wPop	+	wP	+	wV	=1).	For	the
parameter	settings	in	the	model	analysis	we	developed	a	scenario,	where	the	interaction	value	has	a	relatively	strong	impact	on	the	evaluation	compared	to	the	impact	of	the	popularity	value.	Still,	the	impact	of
popularity	should	be	substantial	in	this	scenario	and	the	corresponding	weight	factor	should	have	a	moderate	value.	The	influence	of	preference	was	not	taken	into	account	in	this	scenario	(see	also	appendix	C	in
the	article).	Thus,	we	defined	wPop	∈	[0.2;	0.4]	and	wV	∈	[0.6;	0.8].
10.	Alpha	(α)
Alpha	indicates	the	amount	of	time	needed	until	an	agent	A	can	perceive	the	real	behavioral	profile	of	another	agent	B.	At	the	beginning	of	a	simulation	an	agent	A	has	a	biased	perception	of	another	agent	B	and
his/her	behavioral	tendencies.	The	more	time	the	agents	spend	together	at	school,	the	more	visible	the	true	behavioral	profile	becomes.	The	decrease	is	exponential	(see	also	formula	1.2	in	the	article).	Alpha	can
range	from	0.0001	to	0.000001.	If	alpha	is	chosen	within	this	range,	a	decrease	of	an	average	initial	distortion	of	0.4	to	almost	0	needs	(approximately)	300	to	4000	iteration	steps.
11.	Theta	perceived	similarity	(θS*)
Theta	perceived	similarity	is	used	for	calculating	the	preference	value	(see	formula	3	in	the	article).	It	gives	the	threshold	for	an	increase	or	a	decrease	in	the	preference.	If	the	perceived	similarity	value	is	above
theta	perceived	similarity,	there	is	an	increase	in	preference,	else	preference	drops.	Generally	the	similarity	value	has	to	be	bigger	than	0.5	for	an	increase	in	preferences.	A	similarity	value	of	0.5	indicates	that	two
agents	have	(on	average)	a	difference	of	0.5	in	their	behavioral	profiles	(agent	A	is	50%	"different"	from	agent	B).	A	suitable	parameter	range	for	theta	perceived	similarity	range	is	0.7	to	0.8.	So	an	agent	A	can
tolerate	(on	average)	a	difference	of	20%–30%	and	still	start/increase	liking	another	agent	B.
Initialization	parameters	(basic)
i1-i4.	Average	initial	behavioral	distribution,	sd	initial	behavioral	distribution	(μB1,0,	μB2,0,	σB1,0,	σB2,0)
The	initial	values	of	the	behavioral	profiles	are	randomly	drawn	from	two	different	normal	distributions	(for	the	basic	initialization)	[13].	Therefore	we	receive	two	initial	agent	populations:	A	risky	population	and	a
conventional	population	(each	generally	consisting	of	10	agents).	Empirical	findings	indicate	a	moderate	negative	correlation	between	risk	and	conventional	behavior	in	adolescents	(i.e.,	Jessor	1992).	Therefore
we	initialize	our	agents	with	conventional	and	risk	behavior	negatively	correlated	(so	most	of	the	agents	are	initially	high	in	risk	behavior	and	low	in	conventional	vice	versa).	Thus,	for	the	risky	population	the	risk
behavior	for	each	agent	is	drawn	as	a	random	sample	from	a	normal	distribution	with	mean	μB1,0	∈	[0,	6;	0,	8]	and	the	standard	deviation	σB1,0	∈	[0,	1;	0,3].	Their	conventional	behavior	is	drawn	from	a	normal
distribution	with	mean	μB2,0	∈	[0,	2;	0,	4]	and	standard	deviation	σB2,0	∈	[0,	1;	0,3].	For	the	conventional	population	risk	behavior	is	drawn	as	a	random	sample	from	a	normal	distribution	with	mean	μB2,0	and
standard	deviation	σB2,0,	conventional	behavior	is	drawn	with	μB1,0	as	mean	and	standard	deviation	σB1,0.
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