We consider epidemic transmission in a finite population with both scale-free network structure and heterogeneous infection rates related to both susceptibility and infectiousness of individuals. The restriction to a finite population size and heterogeneity are included so that the model more closely matches reality. In particular, the arithmetic average behavior of heterogeneous infection rates with node-degree correlation is discussed. Through numerical simulations, we find that the average infection rate presents robust small-amplitude oscillations. Based on this property, we propose a statistical measure of the system dynamics -the epidemic spreading efficiency (ESE) -and discuss its phase transitions as a function of the various system parameters. The results show that the ESE presents a non-continuous phase transition and the ESE threshold is an extension of the epidemic threshold from the case of homogeneous infection rate (for homogeneous populations, the two quantities exhibit the same behavior). By comparing the ESE threshold and the epidemic threshold, we find that ESE threshold is larger than epidemic threshold for a sufficiently large network size. This implies that the traditional homogeneous assumption of infection rates in many epidemiological models overestimates the likelihood of epidemic disease survival.
Introduction
Throughout history, epidemic diseases have been a constant threat: from tuberculosis (TB), 1 SARS, 2 Asian-influenza, 3 swine-origin influenza A (H1N1) 4, 5 or other epidemic diseases. Disease transmission in many epidemic systems can be represented as a graph where vertices stand for individuals and an edge connecting a pair of vertices indicates interaction between individuals. But, patterns of interaction in such a system can be very complex and the connectivity between two vertices is usually not uniform but heterogeneous. Heterogeneous contact rates reflect the property that the vertex degree k, or, the number of contacts with other individuals for a given individual, is not uniformly. Rather, it is necessary to invoke a degree distribution function p k . Real networks underlying disease transmission have been not only represented by conventional graphs such as lattices, regular trees, or classical random graphs, but also by complex networks, such as SW smallworld networks 6 or BA scale-free networks. 7 The researches [8] [9] [10] showed that the two kinds of heterogeneous contact rates can decrease the epidemic threshold for susceptible-infected-susceptible (SIS) models.
On the other hand, the critical parameter, i.e. the infection rate, is always related to susceptibility and infectiousness of individuals. [11] [12] [13] [14] [15] Such individual-based infection rates are sometimes ascribed to heterogeneous social or sexual contact rates as specified by p k . Olinky and Stone 16 analyzed a new SIS model. They studied the role of disease transmission by introducing degree correlated transmission rate T (k) and admission rate A(k). The transmission rate T (k) is the probability that an infected node would actually transmit an infection through an edge connected to a susceptible node and just characterizes infectiousness of individuals from an epidemiological viewpoint. The admission rate A(k) is the probability that a susceptible node would actually admit an infection through an edge connected to an infected node and indeed denotes susceptibility of individuals. Since the infection rate is not constant, it may be different for different infectious edges. If we denote by q ij the infection rate by the edge between node i and node j, then according to the meanings of A(k), T (k), we have that
, node i is susceptible and node j is infectious ;
, node i is infectious and node j is susceptible .
Thus, heterogeneous infection rates must change with epidemic propagation or systemical evolution. Moreover, the change of infection rate will then impact on the epidemic behaviors. Through theoretical and simulating analysis, Olinky and Stone concluded that the epidemic threshold may not vanish in scale-free networks.
Therefore, both heterogeneous infection rates and heterogeneous contact rates have different influences on epidemic spreading. In this paper, we focus on the following two problems:
(A) Olinky and Stone discussed the phase transition of epidemic outbreak in terms of the basic reproduction number R. How is the interplay between time-variant distribution of heterogeneous infection rates determined by q ij and the epidemic outbreak?
(B) Is the traditional homogeneous assumptions of infection rates valid for populations with heterogeneous infection rates? Of course, heterogeneous infection rates may be more practical for real disease outbreaks, so how accurate is the assumption of homogeneity?
In this paper, we will focus these two problems, and to determine which of these model assumptions are really necessary and reasonable. Our aim is to develop models which can be of practical benefit for the study of the spread of real diseases (human diseases or computer viruses).
The rest of this paper is organized as follows: In Sec. 2, a stochastic model is proposed. In Sec. 3, we discuss the average behaviors induced by heterogeneous infection rates. In Sec. 4, as a further result, effects of homogeneous assumptions of infection rate are studied. Finally, Sec. 5 concludes the paper and makes some discussions on some related problems.
The Stochastic SIS Model
In the real world, epidemics always occur on a finite network. 9 Although the size of the network may be very large, and the link density may be very high -it is still a finite network. Hence, we consider disease transmission in a finite population where susceptibility and infectiousness of nodes depends on the node-connectivity. Here, the epidemic disease model is built on a Barabási-Albert (BA) scale-free network.
2,3,7,17 A BA scale-free network can be constructed as follows. Start from a small number, m 0 , of nodes. At every time step, a new node is added to the existing network, bringing m new edges linking to old nodes in such a way that it connects to node i with probability i = k i / j k j , where k i is the degree of the ith node. After iterating this scheme for a sufficient number of times, a network is obtained, composed of N nodes with node-degree distribution p k ∼ k −3 θ(k c − k) and average degree k = 2m, where θ(x) is the Heaviside step function, k c is a hard cutoff due to the network size. 9 We analyze epidemic spread following the SIS mechanism.
18 Each node in the network can be in two discrete states, either susceptible to or infected by the virus. Susceptible nodes (S) may become infected (I) owing to the contact with infected nodes, and infected nodes may also recover to susceptible state (S), with the recovery rates being γ. Without loss of generality, we set γ = 1.
8,19
In order to incorporate heterogeneous infection rates, according to Ref. 20 , a physically plausible case is that transmission rate of node i, T (k i ) = 1/k i . Here, k i denotes the degree of node i. Similar to Ref. 16 , we select the following general forms
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These forms can include more general cases induced by monopoly correlated to node-degree. Different diseases may correspond to different values of parameter α, β in [0, +∞). Based on the assumption (2), a time discrete stochastic epidemic transmission process ξ = ξ t ; t = 0, 1, 2, . . . is determined (for convenience, we denote the process by M [α, β]), and the dynamics are specified by the following transition probabilities of each single node: at node n i , "S" → "I, " with the probability 1
with the probability 1 .
Here V i denotes the set of infected nodes that are in the neighborhood of node i.
A General Concept: Epidemic Spreading Efficiency
We denote the network by a graph G(V, E), where V denotes the set of all nodes in the network and E denotes the set of all edges connecting nodes in the network. If an infected node links to a susceptible node, then we call them an infection pair. We denote the set of all infection pairs by E inf . Clearly, E inf ⊂ E. Considering the time evolution of epidemic dynamics, at each time step, infection rate of each infection pair e ij ∈ E inf can be computed according to (1) . For a finite population, one can compute the arithmetic mean value of all values of q ij in the whole population at time t. So the average of infection rates is actually a function of time, denoted by q M (t), which can be computed by the following formula
The numerator represents the total value of effective infection rates at t. The denominator sgn[q ij (t)] accounts for the number of infection pairs. If we make the complementary definition of q ij (t): q ij = 0 for other cases except the cases referred to in (1). The matrix (q ij ) N ×N reflects the distribution of infection rate over the whole network at time step t, and the quantity q M (t) is just the mean value of the distribution.
Let V sus be the set composed of all susceptible nodes at time step t. Clearly, V sus ⊂ V . And p i,t is the probability that node i is infected at t. For each ν ∈ V sus , the probability that it is infected at next time step, p ν,t+1 , is equal to 1 − Π j∈Vν (1 − q νj ). Hence, when q νj 1, at the time step t we have
We let N inf (t + 1) be the number of infected nodes at t + 1. The probability that randomly selected node is infected in the network at t + 1 should be equal to the expectation of the probability that each node is infectious in V , that is, 
So we have
The first equality in (6) is similar to the result in Ref. 21 . Note that the unit recovery rate is assumed, it then follows that if ν / ∈ V sus , we have p ν,t+1 = 0, further the second equality holds. And in the fourth equality we make use of the definition of the set E inf . Hence, (3) can be changed into
From (7), it is clear that q M (t) reflects the efficiency of epidemic transmission on the network, as it is actually the number of nodes infected along one edge. The quantity q M (t) is a function of time, and oscillates with a very small amplitude [ Fig. 1(a) ]. And the time-varying curve oscillates around a common mean value. We make numerical simulations to check other parameter cases and find a similar phenomenon, and even periodical property for some parameter set.
Based on the small-amplitude oscillations of this kind, we define another quantity
where
in which T is the duration of transmission simulations and · network denotes the average over s network realizations. This quantity can not only capture the main features over a large time interval, but also maintain the role of q M (t). So we call it epidemic spreading efficiency (ESE). When A(k) = 1, T (k) = λ = constant, one can obtain that Q = λ. In this case, the quantity ESE refers as an extension of the classical infection rate.
Furthermore, we study the phase transition of Q. Here, we regard β as the order parameter. In Fig. 1(b) , we illustrate a plot of Q versus β for α = 0, 0.5, 0.9. When an epidemic becomes prevalent, Q is computed by the definition (8) with t 1 = 2000, T = 100, s = 20 in our simulations; when the epidemic becomes extinct, we set Q = 0. Figure 1 (b) illustrates two facts:
(1) the three curves in the plot are all non-smooth and there exists a jump discontinuity point (β c , Q c ). As an example, for the case that α = 0.5, the Q−β curve continues when β ∈ [0, 0.49], but it falls to zero when β passes 0.49, implying that epidemic disease becomes extinct when β > β c = 0.49. The jumping phenomenon is similar to the epidemic threshold phenomenon in populations with constant infection rate, or say, Q c is similar to λ c ; (2) ESE threshold Q c as a function of parameter α decreases with α increasing and Q c gets the minimum value at α = 0.
Influence of Homogeneity of the Infection Rate
In previous studies of epidemic dynamics, most work was based on the assumption of a single constant infection rate. This is a useful assumption to simplify the model and studying other features in epidemiology. Hence, the homogeneous assumption of the infection rate is usually a useful expedience. But in the real world, we must consider the cases of heterogeneous infection rates. A problem emerges: what is the discrepancy introduced by this approximation? A plausible assumption of heterogeneous infection rates is q ij = λ = Q by each edge linking nodes i and j in the same network, which makes infection rates be same (or homogeneous). In what follows, we check influences of this assumption by our proposed model M [α, β]. For this end, we make comparisons between the epidemic threshold λ c and the ESE threshold Q c , which can check the discrepancy in the condition of epidemic propagations.
Since ESE threshold for α = 0 is smallest in all cases with different α, we just make simulations in M [0, β]. Different α can determine different Q c . Figure 2(a) illustrates a plot of epidemic threshold λ c and Q c for α = 0 versus network size N . From Fig. 2(a) , we can see that Q c and λ c satisfy the following inequality Q c > λ c . Note that λ c is unchanged, and Q c for α = 0 is smallest in all α values, it thus follows that the inequality still holds for cases α ∈ [0, 1]. It can also be shown that the epidemic disease outbreaks if Q > λ c . This shows that epidemic prevalence is related to network structure when one pathogen transmits regardless of infection rates. However, (1) is not a sufficient condition to determine epidemic outbreak. As we can see in simulations, a disease eventually goes to extinction although Q > λ c initially. In Fig. 2(b) , we make simulations with α = 0.9, β = 0.1. It is surprising that a big ESE may not necessarily lead to eventual disease prevalence, which cannot occur in populations with constant infection rate.
Hence, the assumption of a homogeneous infection rate overestimates the possibility of epidemic disease outbreak. In other words, when one does not consider the heterogeneity of infection rates, the obtained epidemic threshold may not be accurate, this will therefore add a small discrepancy. Although effects of heterogeneity of infection rates on epidemic spreading has been recently studied in Refs. 11-15, our results may be useful for understanding the effects. Of course, this issue may be difficult to be completely studied, as the above analysis is based on the model M [α, β]. It may be hard to apply to the more general case.
It is also interesting to consider a related question. The above issue is related with an effective strategy for controlling epidemic outbreak. If we can be sure that heterogeneity of infection rates can surpass the possibility of epidemic outbreak in real networks, then we would take control measure to increase the heterogeneity of infection rates in communities. So our work deserves further discussion. For example, we can consider this issue in the mobile population. 
where · denotes an operation taking weighted average along the network's degree distribution. (9) shows that, epidemic disease becomes endemic when R > 1; otherwise, it goes to extinction. The critical condition R = 1 is equivalent to α + β = 1. So the parameter β has a threshold β c = 1 − α when α is given. Similarly, when β is given, parameter α has a threshold α c = 1 − β. The threshold directions of α c , β c can also be easily determined by (9) . Concerning our simulation results, the two-parameter formulae agree with simulations in Fig. 1(b) . Noting that the two formulae are not related to the degree distribution of a network, p k , nor to the network size N , the epidemic disease cannot become endemic when the sum of two-system parameters is bigger than 1, say, α + β > 1, regardless of heterogeneous contact rates or network patterns. Similar results have been justified in Ref. 20 and emphasized in Ref. 16 . Considering the symmetry of two-system parameters α, β coexisting in (9), we may simplify the model
when node n i infectious and node n j is susceptible. The basic reproductive numbers of M [0, α + β] is just R. However, according to Fig. 1(b) , the dynamical behaviors of epidemic spreading of them are different. For an example, the ESE of M [0.9, 0.05] is different from one of M [0, 0.95]. Therefore, it can be seen that ESE gives more information about the disease spreading.
We can summarize our main conclusions as follows. We have investigated epidemic spreading in a finite population with heterogeneous infection rates and heterogeneous contact rates. Through simulation and computation, we explore the average dynamics of heterogeneous infection rates. By introducing the reasonable average operator, we propose a new quantity, the epidemic spreading efficiency (ESE) Q. The ESE can be regarded as an extension of the classical infection rate λ. Considering the effects of parameters on ESE, we investigate the ESE threshold phenomena. Incorporating with network structure, we find that ESE threshold decreases with network size. Furthermore, we study the influences of traditional homogeneous assumption of infection rates on epidemic prevalence, and find it overestimates epidemic disease survival possibility.
In contrast to previous work, 12,13,16 our findings focus on the average behaviors of heterogeneous infection rates instead of the basic reproductive number. One potential application of our findings is to understand the complexity of the prediction of epidemic spreading. If we only consider an epidemic disease with constant infection rate, the epidemiological model cannot give the precise prediction since, in this case, the infection rate has not any physical meaning. If we assume the constant infection rate is just ESE which estimated over some epidemic spreading stage (it seems possible to estimate ESE according to formulas (7) and (8)), the prediction of epidemic outbreaks is uncertain for it is not only related with contact patterns of networks, 8 but also with the distribution of individual susceptibility and infectiousness in networks. Another potential application which has been discussed above, the heterogeneity of infection rates is not a bad thing and may be used to surpass the possibility of epidemic outbreak. If we can take control measures to increase the heterogeneity of infection rates in communities, e.g. to encourage adults and teenagers to contact together, the epidemic outbreak may achieve control to some extent and this measure should be low-cost, different from other control strategies, e.g. immunizations, 18 and quarantines or isolations. 23 Of course, such a strategy will actually work by increasing the mixing within the network, and this may have associated with it other costs which need to be more fully understood.
