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Pra´ce se zaby´va´ problematikou norma´ln´ıch forem z teorie forma´ln´ıch jazyk˚u. Jsou zde
uvedeny za´kladn´ı pojmy z te´to oblasti, da´le r˚uzne´ typy gramatik a prˇedevsˇ´ım norma´ln´ı
formy a algoritmy pro prˇevod gramatik do teˇchto forem. Soucˇa´st´ı pra´ce je popis na´vrhu
a implementace programu, ktery´ slouzˇ´ı k prˇevodu vstupn´ı gramatiky do zadane´ norma´ln´ı
formy.
Abstract
This thesis deals with issues of normal forms from theory of formal languages. Basic terms
from this area are listed here, different types of grammars as well and especially normal
forms and algorithms that transfer grammars into normal forms. Description of design and
implementation of program which is used to transfer input grammar into entered normal
form is included.
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V dnesˇn´ı dobeˇ docha´z´ı k velke´mu rozsˇiˇrova´n´ı oboru informacˇn´ıch technologi´ı. Jednotliva´
odveˇtv´ı patrˇicˇneˇ rostou a vznikaj´ı dalˇs´ı nova´, ktera´ je trˇeba zkoumat. Jedn´ım z takovy´ch
odveˇtv´ı je teorie forma´ln´ıch jazyk˚u. Jedna´ se o velice rozsa´hly´ obor, jehozˇ komplexn´ı popis
by vydal na obrovske´ mnozˇstv´ı stran [7]. Tato pra´ce se zameˇrˇuje na jednu z jeho cˇa´st´ı,
a tou jsou norma´ln´ı formy. Jsou to specia´ln´ı formy gramatik, kde vsˇechna pravidla jsou
v urcˇite´m tvaru, prˇicˇemzˇ teˇchto tvar˚u mu˚zˇe by´t v´ıcero. Da´le uva´d´ı jednotlive´ d˚ulezˇite´
definice a vysveˇtluje dane´ pojmy. C´ılem te´to pra´ce je sezna´mit se s norma´ln´ımi formami,
demonstrovat jejich vy´znam v praxi a v neposledn´ı rˇadeˇ navrhnout, implementovat a otesto-
vat program pro prˇevod gramatik do teˇchto forem.
Norma´ln´ımi formami je dobre´ se zaby´vat hned z neˇkolika d˚uvod˚u. Jednak mohou zjedno-
dusˇit matematicke´ d˚ukazy, protozˇe jsou prˇedem da´ny tvary pravidel, se ktery´mi se pracuje.
Da´le neˇktere´ analy´zy (naprˇ. precedencˇn´ı analy´za), jenzˇ jsou vyuzˇ´ıva´ny v praxi, prˇedpokla´da-
j´ı jizˇ upravenou gramatiku. Samotny´ program pro prˇevod pak mohou vyuzˇ´ıt studenti jako
didaktickou pomu˚cku k oveˇrˇen´ı, zda se jim podarˇilo vlastn´ımi silami spra´vneˇ prˇeve´st gra-
matiku do neˇktere´ norma´ln´ı formy.
U´vodn´ı kapitola cˇtena´rˇe sezna´mı´ se za´kladn´ımi pojmy z teorie forma´ln´ıch jazyk˚u. Jsou
zde popsa´ny u´plneˇ elementa´rn´ı prvky, ktere´ postupneˇ expanduj´ı do veˇtsˇ´ıch celk˚u. Nejprve
jsou tedy uvedeny ty jednodusˇsˇ´ı pojmy, pote´ jsou popsa´ny gramatiky, ktere´ jsou rozdeˇleny
na bezkontextove´, neomezene´ a kontextove´ gramatiky.
Na´sleduje samostatna´ kapitola o norma´ln´ıch forma´ch. Vysveˇtluje forma´t jednotlivy´ch
norma´ln´ıch forem a uva´d´ı algoritmy, ktere´ prˇevedou zadanou vstupn´ı gramatiku do dane´
norma´ln´ı formy.
Kapitola o na´vrhu a implementaci programu pak popisuje postup prˇi jeho vytva´rˇen´ı,
mysˇlenky a c´ıle, ktery´ch bylo nutne´ dosa´hnout, a prˇedevsˇ´ım zp˚usob vzniku samotne´ho
programu.
Na to navazuje kapitola o testova´n´ı vy´sledne´ho programu, kde jsou popsa´ny jednotlive´
prova´deˇne´ testy, vcˇetneˇ uka´zek takovy´chto test˚u a jejich vy´stup˚u.





Tato kapitola je veˇnova´na za´kladn´ım pojmu˚m a jejich definic´ım z oblasti teorie forma´ln´ıch
jazyk˚u. Tyto pojmy budou na´sledneˇ v textu cˇasto vyuzˇ´ıva´ny. Slouzˇ´ı tedy ke strucˇne´mu
u´vodu pro cˇtena´rˇe, kterˇ´ı se v te´to oblasti prˇ´ıliˇs nepohybuj´ı, a za´rovenˇ jako lehke´ osveˇzˇen´ı
pameˇti pro znale´. Zvla´sˇtn´ı sekce je pak veˇnova´na gramatika´m bezkontextovy´m, neomezeny´m
a kontextoveˇ za´visly´m. Definice jsou prˇevzane´ z [4], [6] a [10].
2.1 Abeceda, rˇeteˇzec, jazyk
Definice 2.1.1. Abeceda je konecˇna´, nepra´zdna´ mnozˇina elementa´rn´ıch symbol˚u.
Definice 2.1.2. Necht’ Σ je abeceda. Rˇeteˇzec nad abecedou Σ je posloupnost symbol˚u
abecedy Σ, definova´no na´sledovneˇ:
• ε znacˇ´ı pra´zdny´ rˇeteˇzec,
• pokud x je rˇeteˇzec nad Σ a b ∈ Σ, tak i bx je rˇeteˇzec nad Σ.
Definice 2.1.3. Necht’ x je rˇeteˇzec nad abecedou Σ. De´lka rˇeteˇzce x, znacˇena |x|, je defi-
nova´na na´sledovneˇ:
• pokud x = ε, pak |x| = 0
• pokud x = a1 . . . an, pak |x| = n pro n ≥ 1 a ai ∈ Σ pro vsˇechna i = 1, . . . , n.
Definice 2.1.4. Necht’ x a y jsou dva rˇeteˇzce. Konkatenace teˇchto dvou rˇeteˇzc˚u je defi-
nova´na jako xy.
Definice 2.1.5. Necht’ Σ je abeceda. Pak Σ∗ znacˇ´ı mnozˇinu vsˇech rˇeteˇzc˚u nad Σ. Σ+ je
mnozˇina Σ∗ − {ε}.
Definice 2.1.6. Jazyk je kazˇda´ podmnozˇina L ⊆ Σ∗, kde Σ je abeceda.
Jazyk si z mnozˇiny vsˇech rˇeteˇzc˚u nad abecedou Σ vyb´ıra´ takove´, ktere´ pro neˇj maj´ı
neˇjaky´ vy´znam. I cˇesky´ jazyk obsahuje pouze rˇeteˇzce (slova), ktere´ neˇco znamenaj´ı, a to
prˇesto, zˇe z cˇeske´ abecedy lze sestavit nekonecˇneˇ mnoho rˇeteˇzc˚u.
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2.2 Gramatiky
V teorii forma´ln´ıch jazyk˚u existuj´ı r˚uzne´ modely pro popis jazyk˚u. V te´to pra´ci se zameˇrˇ´ıme
na gramatiky bezkontextove´, kontextove´, neomezene´ a jejich norma´ln´ı formy. Gramatiky
jsou prostrˇedkem pro popis dane´ho jazyka, urcˇuj´ı, jak je mozˇne´ rˇadit jednotlive´ symboly
za sebou, aby takto sestavene´ veˇty splnˇovaly syntakticke´ pozˇadavky na jazyk. Za´rovenˇ tak
definuj´ı z pohledu popisovane´ho jazyka i urcˇitou smysluplnost veˇty.
2.2.1 Bezkontextova´ gramatika
Definice 2.2.2. Bezkontextova´ gramatika je cˇtverˇice ve tvaru G = (N,T, P, S), kde
• N je abeceda netermina´l˚u,
• T je abeceda termina´l˚u takovy´ch, zˇe plat´ı N ∩ T = ∅,
• P je konecˇna´ mnozˇina prˇepisovac´ıch pravidel ve tvaru A → x, kde A ∈ N a x ∈
(N ∪ T )∗,
• S ∈ N je pocˇa´tecˇn´ı symbol.
Netermina´ly zastupuj´ı pomocne´ prvky, ktere´ nejsou soucˇa´st´ı jazyka a lze je pravidly
prˇepsat. Termina´ly jsou jizˇ prˇ´ımo elementy jazyka a objevuj´ı se pouze na prave´ straneˇ
pravidel – prˇepsat je nelze. Tyto gramatiky se nazy´vaj´ı bezkontextove´, nebot’ prˇi prˇepisova´n´ı
netermina´l˚u neza´lezˇ´ı na rˇeteˇzc´ıch cˇi symbolech nalevo a napravo od nich.
Definice 2.2.3. Necht’ G = (N,T, P, S) je bezkontextova´ gramatika, p : A → z ∈ P
a x, y ∈ (N ∪ T )∗. Pak xAy prˇ´ımo derivuje xzy za pouzˇit´ı p, zapsa´no jako xAy ⇒ xzy [p]
nebo zjednodusˇeneˇ xAy ⇒ xzy.
Definice 2.2.4. Pokud xAy ⇒ xxy v G, mu˚zˇeme rˇ´ıct, zˇe G prova´d´ı derivacˇn´ı krok z xAy
do xxy.
Derivacˇn´ı krok u bezkontextovy´ch gramatik je nahrazen´ı netermina´lu v rˇeteˇzci, ktery´ se
vyskytuje na leve´ straneˇ prˇepisovac´ıho pravidla, prˇ´ıslusˇny´m rˇeteˇzcem, vyskytuj´ıc´ım se na
prave´ straneˇ tohoto pravidla.
Prˇ´ıklad 2.2.5. Prˇ´ıkladem velmi jednoduche´ bezkontextove´ gramatiky mu˚zˇe by´t na´sleduj´ıc´ı,
ktera´ generuje spra´vneˇ pa´rova´ne´ za´vorky. Meˇjme netermina´l B ∈ N , termina´ly (, ) ∈ T
a pocˇa´tecˇn´ı symbol B. Pravidla jsou:
1. B → (B)
2. B → ε
Prvn´ı pravidlo generuje vzˇdy dveˇ za´vorky, levou a pravou, a zajiˇst’uje, aby se dalˇs´ı
prˇ´ıpadne´ za´vorky zapsaly dovnitrˇ teˇchto vygenerovany´ch. K tomu by bylo vyuzˇito stejne´ho
pravidla. Pokud jizˇ nebudeme cht´ıt generovat za´vorky, aplikujeme druhe´ pravidlo, cˇ´ımzˇ se
netermina´l B nahrad´ı pra´zdny´m rˇeteˇzcem.
Definice 2.2.6. Necht’ u ∈ (N∪T )∗.G provede nula derivacˇn´ıch krok˚u z u do u; zapisujeme:
u⇒0 u [ε] nebo zjednodusˇeneˇ u⇒0 u.
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Definice 2.2.7. Necht’ u0, . . . , un ∈ (N ∪ T )∗, n ≥ 1 a ui−1 ⇒ ui [pi], pi ∈ P pro vsˇechna
i = 1, . . . , n, cozˇ znamena´: u0 ⇒ u1 [p1] ⇒ u2 [p2] ⇒ · · · ⇒ un [pn]. Pak G provede n
derivacˇn´ıch krok˚u z u0 do un; zapisujeme: u0 ⇒n un [p1 . . . pn] nebo zjednodusˇeneˇ u0 ⇒n un.
Pokud u0 ⇒n un [pi] pro neˇjake´ n ≥ 1, pak u0 derivuje un v G, zapisujeme: u0 ⇒+ un [pi].
Pokud u0 ⇒n un [pi] pro neˇjake´ n ≥ 0, pak u0 derivuje un v G, zapisujeme: u0 ⇒∗ un [pi].
Prˇ´ıklad 2.2.8. Meˇjme bezkontextovou gramatikuG = (N,T, P,A), ktera´ obsahuje pravidla
1. A→ xB
2. B → x
3. B → ε
kde A,B ∈ N a x ∈ T . Necht’ xxA je rˇeteˇzec. Pak xxA derivuje xxxB za pouzˇit´ı pravidla
cˇ´ıslo 1. Tento krok mu˚zˇeme zapsat jako xxA ⇒ xxxB. A je pocˇa´tecˇn´ı symbol, zacˇali
jsme tedy s nahrazova´n´ım tohoto netermina´lu. V p˚uvodn´ım rˇeteˇzci se nav´ıc zˇa´dny´ jiny´
netermina´l neobjevil, tedy ani nen´ı co jine´ho prˇepsat. Po prˇepsa´n´ı A na xB se v rˇeteˇzci
vysktytl netermina´l B. Dalˇs´ı postup by mohl spocˇ´ıvat v pouzˇit´ı pravidla 2 nebo 3, ktera´
obeˇ prˇepisuj´ı pra´veˇ B. V prˇ´ıpadeˇ jejich aplikace by tedy byl vy´sledny´ rˇeteˇzec xxxx nebo
xxx.
Definice 2.2.9. Necht’ G = (N,T, P, S) je bezkontextova´ gramatika. Pokud S ⇒∗ w v G,
pak w je veˇtna´ forma G. Takova´ veˇtna´ forma w, kde w ∈ T ∗, je veˇta generovana´ pomoc´ı
G. Pak jazyk generovany´ gramatikou G, L(G), je mnozˇina vsˇech veˇt, ktere´ G generuje.
Forma´lneˇ L(G) = {w | w ∈ T ∗ a S ⇒∗ w v G}.
Bezkontextove´ gramatiky generuj´ı tzv. bezkontextove´ jazyky.
Definice 2.2.10. Jazyk L je bezkontextovy´, existuje–li bezkontextova´ gramatika G takova´,
zˇe L(G) = L.
2.2.11 Neomezena´ gramatika
Definice 2.2.12. Neomezena´ gramatika je cˇtverˇice G = (N,T, P, S), kde:
• N je abeceda netermina´l˚u;
• T je abeceda termina´l˚u a plat´ı N ∩ T = ∅;
• P je mnozˇina pravidel ve tvaru x→ y, kde x ∈ (N ∪ T )+ a y ∈ (N ∪ T )∗;
• S ∈ N je pocˇa´tecˇn´ı symbol.
Z definice vyply´va´, zˇe bezkontextova´ gramatika je v podstateˇ specia´ln´ım prˇ´ıpadem
gramatiky neomezene´. Rozd´ıl spocˇ´ıva´ v tom, jaky´ je prˇ´ıpustny´ tvar leve´ strany pravidel.
Neomezena´ gramatika mu˚zˇe mı´t totizˇ na leve´ straneˇ pravidla jak netermina´ly, tak termina´ly.
V na´sleduj´ıc´ım textu si pro veˇtsˇ´ı prˇehlednost oznacˇ´ıme levou stranu pravidla p jako
lhs(p) a pravou stranu rhs(p).
Definice 2.2.13. Necht’ G = (N,T, P, S) je neomezena´ gramatika, p ∈ P a x, y ∈ (N ∪T )∗.
Pak xlhs(p)y prˇ´ımo derivuje xrhs(p)y pomoc´ı pravidla p v G, zapisujeme: xlhs(p)y ⇒
xrhs(p)y [p] nebo zjednodusˇeneˇ xlhs(p)y ⇒ xrhs(p)y.
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Obdobneˇ jako v definici 2.2.7 definujeme ⇒∗ a ⇒+ pro neomezene´ gramatiky.
Definice 2.2.14. Necht’ G = (N,T, P, S) je neomezena´ gramatika. Pokud S ⇒∗ w v G,
pak w je veˇtna´ forma gramatiky G. Veˇtna´ forma w, w ∈ T ∗, reprezentuje veˇtu generovanou
pomoc´ı G. Jazyk generovany´ neomezenou gramatikou G, znacˇeny´ L(G), je mnozˇinou vsˇech
veˇt, ktere´ G generuje. Forma´lneˇ: L(G) = {w | w ∈ T ∗ a S ⇒∗ w v G}.
2.2.15 Kontextoveˇ za´visla´ gramatika
Definice 2.2.16. Necht’ G = (N,T, P, S) je neomezena´ gramatika. G je kontextoveˇ za´visla´
gramatika, pokud p ∈ P implikuje |lhs(p)| ≤ |rhs(p)|.
Kontextoveˇ za´visle´ gramatiky jsou specia´ln´ım prˇ´ıpadem gramatik neomezeny´ch. Aby
byla gramatika kontextoveˇ za´visla´, kazˇde´ jej´ı pravidlo mus´ı mı´t pravou stranu alesponˇ tak
dlouhou jako levou. Tedy pokud jsou na leve´ straneˇ 3 symboly, na prave´ straneˇ jich mus´ı
by´t 3 a v´ıce.
Existuje jesˇteˇ jina´, alternativn´ı definice kontextoveˇ za´visle´ gramatiky, kterou lze naj´ıt
naprˇ´ıklad ve studijn´ı oporˇe k prˇedmeˇtu Teoreticka´ informatika [3] na straneˇ cˇ. 16.
Definice 2.2.17. Jazyk L je kontextoveˇ za´visly´ jazyk, pokud existuje kontextoveˇ za´visla´




Gramatiky se daj´ı prˇeve´st na r˚uzne´ formy splnˇuj´ıc´ı urcˇita´ pravidla. Tyto prˇevody se velmi
dobrˇe uplatn´ı, pokud chceme naprˇ´ıklad upravit gramatiku pro lepsˇ´ı a efektivneˇjˇs´ı imple-
mentaci v praxi. Teˇchto forem je pomeˇrneˇ mnoho, zde si uvedeme neˇktere´ z nich. Nezˇ
se dostaneme prˇ´ımo k norma´ln´ım forma´m gramatik, zmı´n´ıme prˇevody, jejichzˇ vy´stupy se
daj´ı pokla´dat za dalˇs´ı formu. Cˇasto se tyto jednodusˇsˇ´ı formy pouzˇ´ıvaj´ı jako mezivy´sledek
pro prˇevody do norma´ln´ıch forem, v neˇktery´ch prˇ´ıpadech vstup algoritmu prˇedpokla´da´ jizˇ
upravenou gramatiku. Kapitola vycha´z´ı z [4].
3.1 Eliminace nepouzˇitelny´ch symbol˚u
Prˇi vytva´rˇen´ı gramatik mohou vzniknout symboly, ktere´ jsou zbytecˇne´. At’ uzˇ je to d˚usledkem
nepozornosti, cˇi se takove´ symboly objev´ı beˇhem prˇevodu do neˇktere´ norma´ln´ı formy.
Odstraneˇn´ı teˇchto symbol˚u je velmi vhodne´, nebot’ gramatiku zbytecˇneˇ zneprˇehlednˇuj´ı a de-
graduj´ı.
3.1.1 Odstraneˇn´ı neukoncˇuj´ıc´ıch symbol˚u
Definice 3.1.2. Necht’ G = (N,T, P, S) je bezkontextova´ gramatika a A ∈ N ∪ T . A je
ukoncˇuj´ıc´ı, pokud existuje w ∈ T ∗ takove´, zˇe A⇒∗ w v G. Jinak je A neukoncˇuj´ıc´ı.
Jiny´mi slovy se da´ rˇ´ıci, zˇe ukoncˇuj´ıc´ı symbol je takovy´ symbol, ze ktere´ho je mozˇne´ pos-
tupny´mi derivacemi z´ıskat rˇeteˇzec nad termina´ln´ı abecedou. Jinak je symbol neukoncˇuj´ıc´ı.
Zbytecˇnost neukoncˇuj´ıc´ıch symbol˚u je zrˇetelna´. Nen´ı mozˇne´ z nich vygenerovat zˇa´dny´ ter-
mina´ln´ı rˇeteˇzec, a tedy je dobre´ je odstranit. Jazyk generovany´ touto gramatikou tento
prˇevod nikterak nenarusˇ´ı.
Na´sleduj´ıc´ı algoritmus najde v bezkontextove´ gramatice mnozˇinu vsˇech ukoncˇuj´ıc´ıch
symbol˚u, jizˇ pak vyuzˇijeme v algoritmu, ktery´ odstran´ı ty neukoncˇuj´ıc´ı.
Algoritmus 3.1.3.
Vstup: Bezkontextova´ gramatika G = (N,T, P, S).
Vy´stup: Mnozˇina V , obsahuj´ıc´ı vsˇechny ukoncˇuj´ıc´ı symboly z G.
Metoda:
begin
V := T ∪ {A | A→ x ∈ P a x ∈ T ∗};
repeat
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U := V ;
for vsˇechny p : A→ x ∈ P , kde A /∈ U do
if x ∈ U+
then V := V ∪ {A}
until U = V
end.
Prˇevod bezkontextove´ gramatiky na ekvivalentn´ı bezkontextovou gramatiku bez vsˇech
neukoncˇuj´ıc´ıch symbol˚u:
Algoritmus 3.1.4.
Vstup: Bezkontextova´ gramatika G = (N,T, P, S).
Vy´stup: Bezkontextova´ gramatika Gterm = (Nterm, T, Pterm, S) takova´,
zˇe L(G) = L(Gterm) a Nterm ∪ T obsahuje pouze ukoncˇuj´ıc´ı symboly.
Metoda:
begin
pouzˇij algoritmus 3.1.3 k z´ıska´n´ı mnozˇiny V vsˇech ukoncˇuj´ıc´ıch symbol˚u v G;
Nterm := {N ∩ V };
Pterm := {p : B → x ∈ P,B ∈ Nterm, a x ∈ V ∗};
produkuj Gterm = (Nterm, T, Pterm, S)
end.
Nyn´ı v´ıme, jak odstranit vsˇechny neukoncˇuj´ıc´ı symboly. Mezi nepouzˇitelne´ symboly
ovsˇem patrˇ´ı jesˇteˇ jedna skupina, na kterou se zameˇrˇ´ıme da´le.
3.1.5 Odstraneˇn´ı nedostupny´ch symbol˚u
Definice 3.1.6. Necht’ G = (N,T, P, S) je bezkontextova´ gramatika a X ∈ N ∪ T . X je
dostupny´, pokud S ⇒∗ uXv v G, pro neˇjake´ u, v ∈ (N ∪ T )∗. Jinak je X nedostupny´.
Pro pravidla gramatik nemaj´ı nedostupne´ symboly zˇa´dny´ smysl. Jedna´ se o ty symboly,
ktery´ch nelze dosa´hnout postupny´mi derivacemi z pocˇa´tecˇn´ıho symbolu. Takovy´ symbol se
tedy v generovane´m rˇeteˇzci nikdy neobjev´ı. Opeˇt je zde videˇt zbytecˇnost takovy´ch symbol˚u.
Pomoc´ı n´ızˇe zmı´neˇny´ch algoritmu˚ tedy dosa´hneme toho, abychom ve vy´sledne´ gramatice
meˇli pouze dostupne´ symboly.
V nadcha´zej´ıc´ım algoritmu vyuzˇijeme za´pisu alph(x), ktery´ znacˇ´ı mnozˇinu symbol˚u,
ktere´ obsahuje rˇeteˇzec uvedeny´ v za´vorka´ch – v nasˇem prˇ´ıpadeˇ tedy rˇeteˇzec x.
Na´sleduj´ıc´ı algoritmus vyhleda´ v bezkontextove´ gramatice vsˇechny dostupne´ symboly:
Algoritmus 3.1.7.
Vstup: Bezkontextova´ gramatika G = (N,T, P, S).






NOV E := W − (STARE ∪ T );
STARE := W − T ;
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for vsˇechny A ∈ NOV E do
for kazˇde´ p : B → x ∈ P , kde B = A do
W := W ∪ {alph(x)}
until W − T = STARE
end.
Prˇedchoz´ı algoritmus vyuzˇijeme v algoritmu, slouzˇ´ıc´ımu k prˇevodu bezkontextove´ gra-
matiky na ekvivalentn´ı bezkontextovou gramatiku bez nedostupny´ch symbol˚u:
Algoritmus 3.1.8.
Vstup: Bezkontextova´ gramatika G = (N,T, P, S).
Vy´stup: Bezkontextova´ gramatika Gacc = (Nacc, Tacc, Pacc, S), takova´, zˇe L(G) = L(Gacc)
a (Nacc ∪ Tacc) obsahuje pouze dostupne´ symboly.
Metoda:
begin
pouzˇij algoritmus 3.1.7 k nalezen´ı mnozˇiny W , obsahuj´ıc´ı vsˇechny dostupne´
symboly v G;
Nacc := {N ∩W};
Tacc := {T ∩W};
Pacc := {p : B → x ∈ P,B ∈ Nacc, x ∈W ∗};
produkuj Gacc = (Nacc, Tacc, Pacc, S)
end.
Nyn´ı prˇejdeme k odstraneˇn´ı vsˇech symbol˚u, ktere´ se nikdy nepouzˇij´ı.
3.1.9 Odstraneˇn´ı nepouzˇitelny´ch symbol˚u
Definice 3.1.10. Necht’ G = (N,T, P, S) je bezkontextova´ gramatika a X ∈ N ∪ T je
symbol. X je pouzˇitelny´, pokud S ⇒∗ uXv ⇒∗ uxv v G, pro neˇjake´ u, v ∈ (N ∪ T )∗
a x ∈ T ∗. Jinak je X nepouzˇitelny´.
V prˇedchoz´ıch dvou podsekc´ıch byly zmı´neˇny dva typy symbol˚u – neukoncˇuj´ıc´ı a ne-
dostupne´, vcˇetneˇ algoritmu˚, ktere´ zajist´ı jejich odstraneˇn´ı. Tyto dveˇ kategorie symbol˚u se
nazy´vaj´ı nepouzˇitelne´ symboly. Opacˇny´ prˇ´ıpad jsou pak ukoncˇuj´ıc´ı a dostupne´ symboly,
jenzˇ se nazy´vaj´ı pouzˇitelne´.
Algoritmus, slouzˇ´ıc´ı k odstraneˇn´ı nepouzˇitelny´ch symbol˚u, tedy spojuje algoritmy, jenzˇ
odstran´ı neukoncˇuj´ıc´ı a nedostupne´ symboly:
Algoritmus 3.1.11.
Vstup: Bezkontextova´ gramatika G = (N,T, P, S).
Vy´stup: Bezkontextova´ gramatika Guseful = (Nuseful, Tuseful, Puseful, S), kde L(G) =
L(Guseful) a (Nterm ∪ T ) obsahuje pouze pouzˇitelne´ symboly.
Metoda:
begin
pouzˇij algoritmus 3.1.4 ke konverzi G = (N,T, P, S)
na Gterm = (Nterm, T, Pterm, S);
pouzˇij algoritmus 3.1.8 ke konverzi Gterm = (Nterm, T, Pterm, S)





produkuj Guseful = (Nuseful, Tuseful, Puseful, S)
end.
3.2 Eliminace ε-pravidel
Definice 3.2.1. Necht’ G = (N,T, P, S) je bezkontextova´ gramatika. Potom ε-pravidla jsou
takova´ pravidla p : A→ ε ∈ P .
Z teoreticke´ho pohledu je pouzˇ´ıva´n´ı ε-pravidel jisty´m zjednodusˇen´ım. Ovsˇem pro ap-
likace gramatik v praxi plat´ı pravy´ opak. Odstraneˇn´ı ε-pravidel je velmi d˚ulezˇite´ naprˇ. pro
precedencˇn´ı syntaktickou analy´zu, ktera´ je nesmı´ obsahovat [5].
Definice 3.2.2. Necht’ G = (N,T, P, S) je bezkontextova´ gramatika a A ∈ N . A je ε-
netermina´l, pokud A⇒∗ ε v G.
Pokud tedy ma´me netermina´l, z neˇjzˇ se bud’ prˇ´ımo nebo postupny´mi derivacemi mu˚zˇeme
dostat k takove´mu pravidlu, na jehozˇ prave´ straneˇ bude ε, jedna´ se o ε-netermina´l.
Algoritmus pro nalezen´ı mnozˇiny vsˇech ε-netermina´l˚u:
Algoritmus 3.2.3.
Vstup: Bezkontextova´ gramatika G = (N,T, P, S).
Vy´stup: Mnozˇina Nε, ktera´ obsahuje vsˇechny ε-netermina´ly z G, Nε = {A | A ∈ N,
a A⇒∗ ε v G}.
Metoda:
begin
Nε := {A: A→ ε ∈ P};
repeat
W := Nε;
for vsˇechny A→ x ∈ P , kde A ∈ N – W do
if W 6= ∅ a x ∈W ∗
then Nε := Nε ∪ {A}
until W = Nε
end.
Tento algoritmus opeˇt slouzˇ´ı jako mezistupenˇ prˇevodu. Jeho vy´stup v podobeˇ mnozˇiny
vsˇech ε-netermina´l˚u bude da´le vyuzˇit.
Definice 3.2.4. Necht’ G = (N,T, P, S) je bezkontextova´ gramatika. G je bezkontextova´
gramatika bez ε-pravidel, pokud pro kazˇde´ p : A→ x ∈ P plat´ı, zˇe x 6= ε.
Prˇevod bezkontextove´ gramatiky na ekvivalentn´ı gramatiku bez ε-pravidel:
Algoritmus 3.2.5.
Vstup: Bezkontextova´ gramatika G = (N,T, P, S), kde (N ∪T ) obsahuje pouze pouzˇitelne´
symboly.
Vy´stup: Bezkontextova´ gramatika bez ε-pravidel, Gε-free = (Nε-free, T, Pε-free, S), maj´ıc´ı
tyto vlastnosti:
• L(Gε-free) = L(G)− {ε}
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• (Nε-free ∪ T ) obsahuje pouze pouzˇitelne´ symboly.
Metoda:
begin
pouzˇij algoritmus 3.2.3, t´ım z´ıskej mnozˇinu Nε, ktera´ obsahuje vsˇechny
ε-netermina´ly v G;
P ′ := P – {p : p je ε-pravidlo v P};
for kazˇde´ p : B → y ∈ P takove´, zˇe y = x0A1x1 . . . Anxn a x0x1 . . . xn 6= ε,
kde Ai ∈ Nε a xi ∈ (N ∪ T )∗, pro kazˇde´ i = 1, . . . , n, a kde n ∈ {1, . . . , |y| − 1} do
P ′ := P ′ ∪ {B → x0x1x2 . . . xn};
pouzˇij algoritmus 3.1.4 pro prˇevod G′ = (N,T, P ′, S) na bezkontextovou gramatiku
Gterm = (Nterm, T, Pterm, S), kde L(G) = L(G




produkuj Gε-free = (Nε-free, T, Pε-free, S)
end.
Takto je mozˇne´ odstranit ε-pravidla. Algoritmus prˇedpokla´dal vstupn´ı gramatiku jizˇ
bez nepouzˇitelny´ch symbol˚u. Spoustu algoritmu˚ na sebe navazuje, proto mu˚zˇeme v popisu
pouzˇ´ıvat jizˇ upravene´ gramatiky.
3.3 Eliminace jednotkovy´ch pravidel
Definice 3.3.1. Necht’ G = (N,T, P, S) je bezkontextova´ gramatika. Pravidlo p ∈ P ve
tvaru A→ B je jednotkovy´m pravidlem, pokud B ∈ N .
Jednotkova´ pravidla opeˇt gramatiky zbytecˇneˇ komplikuj´ı. Prˇepsa´n´ım jednoho neter-
mina´lu na jiny´ se gramatika zdrzˇuje. Nicme´neˇ i pro jednotkova´ pravidla existuje algoritmus,
ktery´ je odstran´ı.
Definice 3.3.2. Necht’ G = (N,T, P, S) je bezkontextova´ gramatika. Pokud A ⇒∗ B
v G, kde A,B ∈ N , pak A ⇒∗ B reprezentuje jednotkovou derivaci. Cyklus je jednotkova´
derivace ve tvaru A⇒+ A v G, kde A ∈ N .
Analogicky z prˇedchoz´ıch definic – pokud se mu˚zˇeme z jednoho netermina´lu dostat
prˇ´ımo cˇi postupnou derivac´ı k pouzˇit´ı pravidla, ktere´ ma´ na prave´ straneˇ jiny´ netermina´l,
pak se jedna´ o jednotkovou derivaci. A pokud je na prave´ straneˇ tohoto pravidla stejny´
netermina´l jako ten, z neˇjzˇ jsme vycha´zeli, jde o cyklus.
Na´sleduje algoritmus pro nalezen´ı mnozˇiny Unit(A), jenzˇ obsahuje netermina´ly, ke
ktery´m se mu˚zˇeme z netermina´lu A dostat pomoc´ı jednotkove´ derivace:
Algoritmus 3.3.3.
Vstup: Bezkontextova´ gramatika bez ε-pravidel a nepouzˇitelny´ch symbol˚uG = (N,T, P, S)
a netermina´l A ∈ N .







Nove(A) := Unit(A) – Stare(A);
Stare(A) := Unit(A);
for kazˇde´ B ∈ Nove(A) do
if existuje p : B → C ∈ P , kde C ∈ N
then Unit(A) := Unit(A) ∪ {C}
until Unit(A) = Stare(A)
end.
Definice 3.3.4. Necht’ G = (N,T, P, S) je bezkontextova´ gramatika. G je bezkontextova´
gramatika bez jednotkovy´ch pravidel, pokud pro vsˇechna p : A→ x ∈ P plat´ı, zˇe x /∈ N .
Pokud vsˇechna pravidla gramatiky neobsahuj´ı na prave´ straneˇ samotny´ netermina´l,
jedna´ se o gramatiku bez jednotkovy´ch pravidel.
Prˇevod bezkontextove´ gramatiky bez ε-pravidel na ekvivalentn´ı bezkontextovou gra-
matiku bez ε-pravidel a bez jednotkovy´ch pravidel:
Algoritmus 3.3.5.
Vstup: Bezkontextova´ gramatika bez ε-pravidel G = (N,T, P, S) takova´, zˇe Nε-free ∪ T
obsahuje pouze pouzˇitelne´ symboly.
Vy´stup: Bezkontextova´ gramatika bez ε-pravidel a bez jednotkovy´ch pravidel Gunit-free =
(Nunit-free, T, Punit-free, S) splnˇuj´ıc´ı tyto podmı´nky:
• L(Gunit-free) = L(G)




for kazˇde´ A ∈ N do
pouzˇij algoritmus 3.3.3 se vstupy G a A;
for kazˇde´ A ∈ N a kazˇde´ p : B → x, p ∈ P , kde B ∈ Unit(A) a x /∈ N do
Punit-free := Punit-free ∪ {A→ x};
Nunit-free := {D : D → x ∈ Punit-free};
produkuj Gunit-free = (Nunit-free, T, Punit-free, S)
end.
3.4 Vlastn´ı bezkontextova´ gramatika
Definice 3.4.1. Necht’ G = (N,T, P, S) je bezkontextova´ gramatika splnˇuj´ıc´ı na´sleduj´ıc´ı
podmı´nky:
• N ∪ T obsahuje pouze pouzˇitelne´ symboly;
• G je bez ε-pravidel;
• G je bez jednotkovy´ch pravidel.
Pak je G vlastn´ı bezkontextova´ gramatika.
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Vlastn´ı bezkontextovou gramatiku z´ıska´me pouzˇit´ım vsˇech doposud uvedeny´ch algo-
ritmu˚ a tedy odstraneˇn´ım nezˇa´douc´ıch symbol˚u a pravidel:
Algoritmus 3.4.2.
Vstup: Bezkontextova´ gramatika G = (N,T, P, S).
Vy´stup: Vlastn´ı bezkontextova´ gramatika Gproper = (Nproper, Tproper, Pproper, S).
Metoda:
begin
pouzˇij algoritmus 3.1.11 se vstupem G k odstraneˇn´ı nepouzˇitelny´ch symbol˚u;
pouzˇij algoritmus 3.2.5 se vstupem Guseful k odstraneˇn´ı ε-pravidel;
pouzˇij algoritmus 3.3.5 se vstupem Gε-free k odstraneˇn´ı jednotkovy´ch pravidel;
Nproper := Gunit-free;
Tproper := T ;
Pproper := Punit-free;
produkuj Gproper = (Nproper, Tproper, Pproper, S);
end.
3.5 Chomske´ho norma´ln´ı forma
Definice 3.5.1. Necht’ G = (N,T, P, S) je bezkontextova´ gramatika. G je v Chomske´ho
norma´ln´ı formeˇ, pokud jsou vsˇechna jej´ı pravidla p ∈ P ve tvaru A → x, kde A ∈ N
a x ∈ (N2 ∪ T ).
Chomske´ho norma´ln´ı forma obsahuje pouze pravidla, na jejichzˇ pravy´ch strana´ch je bud’
jeden samotny´ termina´l nebo dva netermina´ly. Vyuzˇit´ı te´to norma´ln´ı formy je naprˇ´ıklad u al-
goritmu pro syntaktickou analy´zu bezkontextove´ gramatiky, CYK (Cocke-Younger-Kasami)
[1], ktery´ pracuje pouze s gramatikami, jenzˇ jsou v Chomske´ho norma´ln´ı formeˇ.
Algoritmus 3.5.2.
Vstup: Vlastn´ı bezkontextova´ gramatika G = (N,T, P, S).
Vy´stup: Bezkontextova´ gramatika GCNF = (NCNF , T, PCNF , S) splnˇuj´ıc´ı tyto dveˇ vlast-
nosti:
• L(GCNF ) = L(G)
• GCNF je v Chomske´ho norma´ln´ı formeˇ.
Metoda:
begin
PCNF := {p : A→ x ∈ P, kde x ∈ (T ∪N2)};
P ′ := {p : A→ x ∈ P, kde |x| ≤ 2 a p /∈ PCNF };
NCNF := N ;
for kazˇde´ p : B → X1X2...Xn ∈ P , Xi ∈ (N ∪ T ), i = 1, . . . , n, pro neˇjake´ n ≥ 3 do
begin
P ′ := P ′ ∪ {B → X1〈X2 . . . Xn〉,
〈X2 . . . Xn〉 → X2〈X3 . . . Xn〉,
...
〈Xn−2 . . . Xn〉 → Xn−2〈Xn−1 . . . Xn〉,
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〈Xn−1Xn〉 → Xn−1Xn};
NCNF = NCNF ∪ {〈Xi . . . Xn〉 : i = 2, . . . , n− 1}
// kazˇde´ 〈Xi . . . Xn〉 je novy´ netermina´l
end;
for kazˇde´ p ∈ P ′, kde alph(rhs(p)) ∩ T 6= ∅ do
begin
nahrad’ kazˇdy´ termina´l a ∈ T novy´m netermina´lem a′ v rhs(p);
NCNF := NCNF ∪ {a′};
PCNF := PCNF ∪ {a′ → a}
end;
PCNF := PCNF ∪ {p : A→ x, p ∈ P ′ a x ∈ (T ∪N2CNF )};
produkuj GCNF = (NCNF , T, PCNF , S)
end.
3.6 Eliminace prˇ´ımo leveˇ-rekurzivn´ıch netermina´l˚u
Definice 3.6.1. Necht’ G = (N,T, P, S) je bezkontextova´ gramatika. Pravidlo p : A→ x ∈
P reprezentuje leveˇ-rekurzivn´ı pravidlo, pokud x ∈ {A}(N∪T )∗. Netermina´l B ∈ N je prˇ´ımo
leveˇ-rekurzivn´ım netermina´lem v G, pokud existuje leveˇ-rekurzivn´ı pravidlo p : B → y ∈ P .
Pokud se v pravidle gramatiky na leve´ straneˇ vyskytne netermina´l, ktery´ je v te´mzˇe
pravidle jako prvn´ı symbol na prave´ straneˇ, pak se jedna´ o leveˇ-rekurzivn´ı pravidlo. Neter-
mina´l, ktery´ se v leveˇ-rekurzivn´ım pravidle objev´ı na leve´ straneˇ, je prˇ´ımo leveˇ-rekurzivn´ım
netermina´lem.
Na´sleduj´ıc´ı algoritmus pro zadany´ prˇ´ımo leveˇ-rekurzivn´ı netermina´l prˇetvorˇ´ı vstupn´ı
gramatiku tak, zˇe bude obsahovat me´neˇ prˇ´ımo leveˇ-rekurzivn´ıch netermina´l˚u, nezˇ obsaho-
vala a zadany´ prˇ´ımo leveˇ-rekurzivn´ı netermina´l j´ım jizˇ nebude:
Algoritmus 3.6.2.
Vstup: Vlastn´ı bezkontextova´ gramatika G = (N,T, P, S) a netermina´l A ∈ N , kde G
obsahuje r prˇ´ımo leveˇ-rekurzivn´ıch netermina´l˚u pro neˇjake´ r ≥ 1 a A je jeden z nich.
Vy´stup: Vlastn´ı bezkontextova´ gramatika G′ = (N ′, T, P ′, S), maj´ıc´ı tyto vlastnosti:
• G′ obsahuje me´neˇ nezˇ r prˇ´ımo leveˇ-rekurzivn´ıch netermina´l˚u;
• A nen´ı leveˇ-rekurzivn´ım netermina´lem v G′;
• L(G) = L(G′).
Metoda:
begin
P ′′ := {p : B → x ∈ P , kde B /∈ A};
N ′′ := N ∪ {A′}; // A′ je novy´ netermina´l
for kazˇde´ p : C → y ∈ P takove´, zˇe C = A a y /∈ {A}(N ∪ T )+ do
P ′′ := P ′′ ∪ {A→ y,A→ yA′};
for kazˇde´ p : A→ Ax ∈ P s x ∈ (N ∪ T )+ do
P ′′ := P ′′ ∪ {A′ → x,A′ → xA′};
pouzˇij algoritmus 3.3.5 se vstupem G′′ = (N ′′, T, P ′′, S) a produkuj vy´slednou
gramatiku G′ = (N ′, T, P ′, S)
end.
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3.7 Eliminace leve´ rekurze
Definice 3.7.1. Necht’ G = (N,T, P, S) je bezkontextova´ gramatika, p : u→ v ∈ P, x ∈ T ∗
a y ∈ (N ∪ T )∗. Pak xuy prˇ´ımo leveˇ derivuje xvy pomoc´ı p v G, zapsa´no xuy ⇒lm xvy [p],
zkra´ceneˇ xuy ⇒lm xvy.
Prˇ´ıma´ leva´ derivace znamena´, zˇe se v rˇeteˇzci prˇep´ıˇse nejleveˇjˇs´ı netermina´l.
V na´sleduj´ıc´ı definici se vyskytuje znacˇen´ı⇒+lm, jenzˇ ma´ obdobny´ vy´znam jako v definici
2.2.7.
Definice 3.7.2. Necht’ G = (N,T, P, S) je bezkontextova´ gramatika. Netermina´l A ∈ N je
leveˇ-rekurzivn´ım netermina´lem v G pokud A⇒+lm Ay v G, pro neˇjake´ y ∈ (N ∪T )∗. Pokud
existuje leveˇ-rekurzivn´ı netermina´l v G, pak G je leveˇ-rekurzivn´ı bezkontextova´ gramatika,
jinak je G bezkontextova´ gramatika bez leve´ rekurze.
Pokud se z urcˇite´ho netermina´lu dostaneme pomoc´ı alesponˇ jedne´ leve´ derivace k pouzˇit´ı
pravidla, na jehozˇ prave´ straneˇ je na prvn´ım mı´steˇ stejny´ netermina´l, jedna´ se o leveˇ-
rekurzivn´ı bezkontextovou gramatiku.
Algoritmus 3.7.3.
Vstup: Bezkontextova´ gramatika G = (N,T, P, S), netermina´l B ∈ N a pravidlo p : A →
xBy ∈ P , kde A 6= B a x, y ∈ (N ∪ T )∗.
Vy´stup: Bezkontextova´ gramatika G′ = (N,T, P ′, S) splnˇuj´ıc´ı tyto podmı´nky:
• p /∈ P ′
• {A→ xwy : B → w ∈ P} ⊆ P ′
• L(G) = L(G′)
Metoda:
begin
P ′ := {A→ xwy : B → w ∈ P};
P ′ := P ′ ∪ (P − {p});
produkuj G′ = (N,T, P ′, S)
end.
Algoritmus pro odstraneˇn´ı leve´ rekurze ze zadane´ bezkontextove´ gramatiky v Chomske´ho
norma´ln´ı formeˇ:
Algoritmus 3.7.4.
Vstup: Leveˇ-rekurzivn´ı bezkontextova´ gramatika G = (N,T, P,As) v Chomske´ho norma´ln´ı
formeˇ takova´, zˇe N = {A1, . . . , An} pro neˇjake´ n ≥ 1 a As je pocˇa´tecˇn´ı symbol, kde
s ∈ {1, . . . , n}.
Vy´stup: Vlastn´ı bezkontextova´ gramatika bez leve´ rekurze, GNLR = (NNLR, T, PNLR, As),
a plat´ı L(G) = L(G′).
Metoda:
begin
for i := 1 to n do
begin
for j := 1 to i− 1 do
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begin
for kazˇde´ p : Ai → Ajy ∈ P do
begin
pouzˇij algoritmus 3.7.3 se vstupy G = (N,T, P,As), Aj a p;
P := P ′;
N := N ′;
end;
end;
if Ai je prˇ´ımo leveˇ-rekurzivn´ı netermina´l
then
begin
pouzˇij algoritmus 3.6.2 se vstupy G a Ai;
P := P ′;
N := N ′;
end;
end;
PNLR := P ;
NNLR := N ;
produkuj GNLR = (NNLR, T, PNLR, As)
end.
Odstraneˇn´ı leve´ rekurze je d˚ulezˇite´ pro dalˇs´ı norma´ln´ı formu, kterou zmı´n´ıme.
3.8 Greibachove´ norma´ln´ı forma
Definice 3.8.1. Necht’ G = (N,T, P, S) je bezkontextova´ gramatika bez leve´ rekurze. G
je v Greibachove´ norma´ln´ı formeˇ, pokud jsou vsˇechna jej´ı pravidla p ∈ P ve tvaru A→ x,
kde x ∈ TN∗.
Vsˇechna pravidla gramatiky, ktera´ je v Greibachove´ norma´ln´ı formeˇ, mus´ı mı´t takovy´
tvar, kde na prave´ straneˇ pravidla je pra´veˇ jeden termina´l, na´sledovany´ 0 azˇ n netermina´ly.
Prˇevod do Greibachove´ norma´ln´ı formy:
Algoritmus 3.8.2.
Vstup: Vlastn´ı bezkontextova´ gramatika bez leve´ rekurze G = (N,T, P, S) splnˇuj´ıc´ı tyto
podmı´nky:
• N = NA ∪ NB a NA ∩ NB = ∅, NA = {A1, . . . , An} pro neˇjake´ n ≥ 1 a NB =
{B1, . . . , Bm} pro neˇjake´ m ≥ 0 (m = 0 implikuje NB = ∅)
• P obsahuje tyto trˇi druhy pravidel:
1. Ai → Ajx, kde i = 1, . . . , n, j ∈ {i+ 1, ..., n} a x ∈ N∗
2. Ai → ax, kde i = 1, . . . , n, a ∈ T a x ∈ N∗
3. Bi → y, kde i = 1, . . . , n, y ∈ ({A1, ..., An} ∪ T )N∗
• S = As, pro neˇjake´ s ∈ {1, . . . , n}.
Vy´stup: Bezkontextova´ gramatika GGNF = (NGNF , T, PGNF , S), maj´ıc´ı tyto vlastnosti:
• L(GGNF ) = L(G)
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• GGNF je v Greibachove´ norma´ln´ı formeˇ.
Metoda:
begin
for i := n− 1 downto 1 do
for kazˇde´ p : Ai → Ajx ∈ P , kde Aj ∈ {Ai+1, . . . , An},
x ∈ ({A1, . . . , An} ∪ T )∗ do
begin
pouzˇij algoritmus 3.7.3 se vstupy G = (N,T, P,As), Aj a p;
P := P ′;
N := N ′;
end;
for i := n− 1 downto 1 do
for kazˇde´ p : Ai → Ajy ∈ P , kde Aj ∈ {Ai+1, . . . , An},
x ∈ ({A1, . . . , An} ∪ T )∗ do
begin
pouzˇij algoritmus 3.7.3 se vstupy G = (N,T, P,As), Aj a p;
P := P ′;
N := N ′;
end;
for i := 1 to m do
for kazˇde´ p : Bi → Ajz ∈ P , kde Aj ∈ {A1, . . . , An} a z ∈ N∗ do
begin
pouzˇij algoritmus 3.7.3 se vstupy G = (N,T, P,As), Aj a p;
P := P ′;
N := N ′;
end;
pouzˇij algoritmus 3.1.8 se vstupem G;
NGNF := Nacc;
PGNF := Pacc;
produkuj GGNF = (NGNF , T, PGNF , S)
end.
Nyn´ı prˇejdeme k norma´ln´ım forma´m pro neomezene´ gramatiky.
3.9 Kurodova norma´ln´ı forma
Definice 3.9.1. Necht’ G = (N,T, P, S) je neomezena´ gramatika. G je v Kurodoveˇ norma´ln´ı
formeˇ [8], pokud kazˇde´ pravidlo p ∈ P ma´ jeden z teˇchto cˇtyrˇ tvar˚u:
• AB → DC, kde A,B,C,D ∈ N
• A→ BC, kde A,B,C ∈ N
• A→ a, kde A ∈ N a a ∈ T
• A→ ε, kde A ∈ N .
Definice 3.9.2. Necht’ G = (N,T, P, S) je kontextoveˇ za´visla´ gramatika. G je v Kurodoveˇ
norma´ln´ı formeˇ, pokud kazˇde´ pravidlo p ∈ P ma´ jeden z teˇchto trˇ´ı tvar˚u:
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• AB → DC, kde A,B,C,D ∈ N
• A→ BC, kde A,B,C ∈ N
• A→ a, kde A ∈ N a a ∈ T .
Rozd´ıl mezi teˇmito dveˇma formami spocˇ´ıva´ pouze v prˇ´ıpustnosti cˇtvrte´ho tvaru pravidla,
ktere´ obsahuje na prave´ straneˇ ε.
3.10 Pentonnenova norma´ln´ı forma
Silneˇjˇs´ı formou Kurodovy norma´ln´ı formy je Pentonnenova norma´ln´ı forma [2], definova´na
n´ızˇe.
Definice 3.10.1. Necht’ G = (N,T, P, S) je neomezena´ gramatika. G je v Pentonnenoveˇ
norma´ln´ı formeˇ, pokud kazˇde´ pravidlo p ∈ P ma´ jeden z teˇchto cˇtyrˇ tvar˚u:
• AB → AC, kde A,B,C ∈ N
• A→ BC, kde A,B,C ∈ N
• A→ a, kde A ∈ N a a ∈ T
• A→ ε, kde A ∈ N .
Definice 3.10.2. Necht’ G = (N,T, P, S) je kontextoveˇ za´visla´ gramatika. G je v Penton-
nenoveˇ norma´ln´ı formeˇ, pokud kazˇde´ pravidlo p ∈ P ma´ jeden z teˇchto trˇ´ı tvar˚u:
• AB → AC, kde A,B,C ∈ N
• A→ BC, kde A,B,C ∈ N
• A→ a, kde A ∈ N a a ∈ T .
Pentonnenova norma´ln´ı forma se od Kurodovy norma´ln´ı formy tolik neliˇs´ı. Zmeˇnil se
pouze prvn´ı z mnozˇny´ch tvar˚u pravidel a to tak, zˇe prvn´ı netermina´l na leve´ straneˇ pravidla
je stejny´ jako prvn´ı netermina´l na prave´ straneˇ.
3.11 Geffertova norma´ln´ı forma
Existuj´ı i dalˇs´ı, tzv. Geffertovy norma´ln´ı formy [11] pro neomezene´ gramatiky.
3.11.1 Prvn´ı Geffertova norma´ln´ı forma
Definice 3.11.2. Necht’ G = ({S,A,B,C}, T, P ∪{ABC → ε}, S) je neomezena´ gramatika.
G je v prvn´ı Geffertoveˇ norma´ln´ı formeˇ, pokud kazˇde´ pravidlo p ∈ P ma´ jeden z teˇchto
tvar˚u:
• S → uSa,
• S → uSv,
• S → uv,
kde u ∈ {A,AB}∗, a ∈ T , a v ∈ {BC,C}∗.
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3.11.3 Druha´ Geffertova norma´ln´ı forma
Definice 3.11.4. Necht’ G = ({S,A,B,C,D}, T, P ∪{AB → ε, CD → ε}, S) je neomezena´
gramatika. G je ve druhe´ Geffertoveˇ norma´ln´ı formeˇ, pokud kazˇde´ pravidlo p ∈ P ma´ jeden
z teˇchto tvar˚u:
• S → uSa,
• S → uSv,
• S → uv,
kde u ∈ {A,C}∗, a ∈ T , a v ∈ {B,D}∗.
3.11.5 Trˇet´ı Geffertova norma´ln´ı forma
Definice 3.11.6. Necht’ G = ({S,A,B}, T, P ∪ {ABBBA → ε}, S) je neomezena´ gra-
matika. G je ve trˇet´ı Geffertoveˇ norma´ln´ı formeˇ, pokud kazˇde´ pravidlo p ∈ P ma´ jeden
z teˇchto tvar˚u:
• S → uSa,
• S → uSv,
• S → uv,
kde u ∈ {AB,ABB}∗, a ∈ T , a v ∈ {BBA,BA}∗.
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Kapitola 4
Na´vrh a implementace programu
Soucˇa´st´ı te´to pra´ce je na´vrh a implementace programu, ktery´ prˇeva´d´ı vstupn´ı gramatiku do
zadane´ norma´ln´ı formy. Tato kapitola tedy popisuje postup, ktery´m byl program vytva´rˇen,
jake´ proble´my prˇi te´to tvorbeˇ vznikly a byly rˇesˇeny, a procˇ bylo zvoleno prˇ´ıslusˇne´ rˇesˇen´ı.
Soucˇasneˇ take´ detailneˇji rozva´d´ı jednotlive´ mysˇlenky na´vrhu, jsou zde uvedeny pouzˇite´
funkce a moduly.
4.1 Na´vrh programu
Nejdrˇ´ıve se zameˇrˇ´ıme na samotny´ na´vrh programu. Na tuto cˇa´st spada´ vesˇkera´ zodpoveˇdnost
za na´sledny´ spra´vny´ chod programu – pokud je na´vrh sˇpatny´, tak i cela´ implementace je
pak teˇzˇkopa´dna´ a cely´ program jde ztuha sestavit, nemluveˇ o na´sledne´m intenzivn´ım ladeˇn´ı
a vzniku novy´ch chyb. Naopak, pokud je na´vrh dobry´ a vystihuje celou podstatu proble´mu
jednoduchou a elegantn´ı cestou, implementace by´va´ rychla´, snadna´, program jako celek
pracuje tak, jak ma´ a nen´ı veˇtsˇ´ı proble´m s jeho u´pravou. Je tedy velice vhodne´ veˇnovat
na´vrhu dostatecˇnou dobu a opravdu se nad dany´m proble´mem zamyslet.
4.1.1 Co bylo trˇeba rˇesˇit
Jesˇteˇ prˇed samotny´m na´vrhem programu bylo trˇeba si uveˇdomit, s cˇ´ım bude pracovat a jake´
jsou na neˇj kladeny na´roky. Jedn´ım z pozˇadavk˚u je snadna´ rozsˇiˇritelnost o dalˇs´ı norma´ln´ı
formy. Na´vrh tedy mus´ı by´t prˇehledny´ a jednoduchy´, a mus´ı umozˇnˇovat snadne´ prˇida´va´n´ı
dalˇs´ıch algoritmu˚, parametr˚u a jejich zpracova´n´ı. Program ma´ by´t konzolova´ aplikace, ktera´
prˇij´ıma´ vstupn´ı gramatiku a parametr, podle neˇjzˇ se pozna´, do ktere´ norma´ln´ı formy chce
uzˇivatel gramatiku prˇeve´st.
Cely´ program pracuje s hlavn´ım a steˇzˇejn´ım prvkem cele´ te´to pra´ce, a t´ım je gramatika.
Je nutne´ zvolit takovou reprezentaci gramatiky, ktera´ bude snadno pouzˇitelna´, vzhledem
k cˇasty´m pr˚uchod˚um jej´ıch jednotlivy´ch prvk˚u.
Da´le mus´ıme specifikovat vhodny´ forma´t, j´ımzˇ bude gramatika programu doda´va´na.
Tyto gramatiky si vytva´rˇ´ı prˇ´ımo sa´m uzˇivatel, tedy jej nesmı´me prˇ´ıliˇs omezovat a je vhodne´
nab´ıdnout mu takovy´ forma´t, ktery´ pro neˇj bude snadny´ na zapamatova´n´ı a za´pis jed-
notlivy´ch komponent nebude zdlouhavy´.
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4.1.2 Forma´t vstupn´ı gramatiky
Prˇi pohledu na r˚uzne´ za´pisy gramatik se drtiva´ veˇtsˇina shoduje s porˇad´ım za´pisu jed-
notlivy´ch komponent tak, jak je uveden v definic´ıch gramatik v kapitole o za´kladn´ıch po-
jmech. Tedy nejprve abeceda netermina´l˚u, pote´ abeceda termina´l˚u, prˇepisovac´ı pravidla
a nakonec pocˇa´tecˇn´ı symbol. Je tedy v´ıce nezˇ vhodne´ toto porˇad´ı zanechat takto. Cely´ za´pis
gramatiky by meˇl by´t neˇjak ohranicˇen, aby bylo poznat, kde zacˇ´ına´ a kde koncˇ´ı. Stejneˇ tak
je dobre´ oznacˇit komponenty a t´ım je od sebe oddeˇlit. Pro ohranicˇen´ı cele´ gramatiky byly
zvoleny kulate´ za´vorky, pro komponenty za´vorky slozˇene´. Jednotlive´ komponenty jsou od
sebe oddeˇleny cˇa´rkou.
Nyn´ı k samotny´m komponenta´m. Abecedu netermina´l˚u tvorˇ´ı jednotlive´ symboly, ktere´
se mohou skla´dat z r˚uzny´ch znak˚u. Samotny´ symbol pak mu˚zˇe by´t tvorˇen v´ıce nezˇ jedn´ım
znakem – toto je ovsˇem prvn´ı proble´m, ktery´ je pak trˇeba rˇesˇit u komponenty pravidel
(bude zmı´neˇno n´ızˇe). Jednotlive´ netermina´ly jsou od sebe oddeˇleny cˇa´rkami. Mezery okolo
teˇchto oddeˇlovacˇ˚u mohou by´t jakkoliv sˇiroke´ nebo nemus´ı by´t zapsa´ny v˚ubec, to si potom
program uprav´ı sa´m pro svou potrˇebu.
Za´pis abecedy termina´l˚u se od abecedy netermina´l˚u te´meˇrˇ neliˇs´ı, v podstateˇ pouze svy´m
obsahem. I zde mohou by´t termina´ly zapsa´ny jako v´ıceznakove´ rˇeteˇzce. Je to proto, aby
bylo mozˇne´ zapsat i slozˇiteˇjˇs´ı znaky, ktere´ se prˇ´ımo nevyskytuj´ı na kla´vesnici, a pouzˇit´ı
jednoho znaku by mohlo by´t matouc´ı, nehledeˇ na to, zˇe by se u rozsa´hly´ch gramatik cˇasem
mohl vycˇerpat pocˇet takovy´ch znak˚u. Termina´ly jsou opeˇt rozdeˇleny pomoc´ı cˇa´rky.
Pravidla se skla´daj´ı z vy´sˇe uvedeny´ch symbol˚u – netermina´l˚u a termina´l˚u. Obvykly´m
rozdeˇlen´ım leve´ a prave´ strany pravidel by´va´ sˇipka slozˇena´ ze dvou znak˚u (->), takzˇe to
tak bude i v za´pisu te´to komponenty. Na leve´ straneˇ se mohou vyskytovat bud’ jeden neter-
mina´l (u bezkontextovy´ch gramatik), cˇi kombinace termina´l˚u a netermina´l˚u (neomezene´
gramatiky). U za´pisu leve´ a prave´ strany pravidla je ovsˇem nutne´ neˇjaky´m zp˚usobem oddeˇlit
jednotlive´ termina´ly a netermina´ly. To je da´no pra´veˇ kv˚uli mozˇnosti za´pisu v´ıceznakovy´ch
symbol˚u. Je mozˇne´ zvolit nespocˇet oddeˇlovacˇ˚u, ale hroz´ı zde, zˇe se takovy´ oddeˇlovacˇ bude
vyskytovat jako abeceda at’ uzˇ termina´l˚u cˇi netermina´l˚u. Proto bylo nakonec rozhodnuto, zˇe
to bude mezera. Pokud by tedy chteˇl uzˇivatel vyja´drˇit mezeru jako symbol neˇktere´ abecedy,
ma´ mozˇnost zapsat ji naprˇ´ıklad rˇeteˇzcem mezera a ve vy´sledne´ gramatice si za ni dosadit, co
potrˇebuje. Nav´ıc se d´ıky pra´zdne´mu mı´stu mezi jednotlivy´mi symboly sta´va´ za´pis pravidel
prˇehledneˇjˇs´ı. Jedinou nevy´hodou je opravdu nutnost uveden´ı te´to mezery, cozˇ mozˇna´ mu˚zˇe
trochu zdrzˇovat. Jednotliva´ pravidla se pak mezi sebou oddeˇluj´ı pomoc´ı cˇa´rky.
Samotny´ pocˇa´tecˇn´ı symbol je pak zapsa´n bez slozˇeny´ch za´vorek.
Zada´van´ı gramatiky v popsane´m forma´tu je poneˇkud volneˇjˇs´ı, nen´ı nutne´, aby byla
prˇesneˇ odrˇa´dkovana´ a jak jizˇ bylo zmı´neˇno, tak ani pocˇet mezer a b´ıly´ch znak˚u nen´ı omezen.
Nicme´neˇ vy´stupn´ı prˇevedena´ gramatika by meˇla by´t rˇa´dneˇ upravena´ a prˇehledna´. Jak by
vypadala takto forma´tovana´ gramatika z prˇ´ıkladu 2.2.5 je videˇt zde:
({B}, {(, )}, {B -> ( B ), B -> eps}, S)
Na uvedene´m prˇ´ıkladu forma´tovane´ gramatiky je videˇt, zˇe symbol ε je zapsa´n jako
rˇeteˇzec eps. Tento za´pis symbolu je za´vazny´, nen´ı mozˇne´ zapsat jej jinak. Uzˇivatele´ mohou
gramatiku zapsat klidneˇ pouze na jeden rˇa´dek, vy´stupn´ı forma´tova´n´ı bude pak s prˇ´ıslusˇny´m
odrˇa´dkova´n´ım. To je prˇehledne´ obzvla´sˇteˇ u rozsa´hlejˇs´ıch gramatik. Netermina´ly, termina´ly
a pocˇa´tecˇn´ı symbol budou zapsa´ny na jeden rˇa´dek, na rozd´ıl od pravidel, jenzˇ budou kazˇde´
na zvla´sˇtn´ım rˇa´dku.
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4.1.3 Na´vrh reprezentace gramatiky
Dalˇs´ım d˚ulezˇity´m bodem je samotna´ reprezentace gramatiky uvnitrˇ programu. Pracovat
s textovy´m souborem je nepohodlne´ a velice omezuj´ıc´ı. Na´m bude stacˇit vysb´ırat jednotlive´
komponenty ze vstupn´ıho souboru a vhodneˇ je ulozˇit. Zde se objevuje dalˇs´ı ota´zka k rˇesˇen´ı,
a to, jakou zvolit zmı´neˇnou reprezentaci gramatiky. Zde jizˇ na´vrh zab´ıha´ k samotne´ imple-
mentaci programu, ale bez vza´jemne´ korespondence jej snad ani rˇesˇit nelze.
Za´kladem je uveˇdomeˇn´ı si, co se s danou gramatikou bude prova´deˇt. Prˇi pohledu a de-
tailn´ım prostudova´n´ım jednotlivy´ch algoritmu˚ se dobereme k za´veˇru, zˇe mus´ıme umeˇt
procha´zet jednotliva´ pravidla, v ra´mci nich pak levou a pravou stranu a symboly, ktere´ je
tvorˇ´ı. Samotna´ oddeˇlovac´ı sˇipka leve´ a prave´ strany pravidel zde ztra´c´ı vy´znam, ukla´dat ji
nen´ı trˇeba. Je tedy dobre´ zvolit takovou reprezentaci, kde budeme mı´t komponentu pravidla,
slozˇenou ze samotny´ch pravidel, z nichzˇ kazˇde´ si s sebou ponese ulozˇenou zvla´sˇt’ levou
a zvla´sˇt’ pravou stranu, a kazˇda´ z teˇchto stran bude obsahovat svoje symboly. Takto to
vypada´ pomeˇrneˇ slozˇiteˇ, ale nen´ı. Vı´ce o te´to reprezentaci si ponecha´me na popis imple-
mentace.
4.1.4 Program
Na za´veˇr sekce o na´vrhu bude popsa´n na´vrh programu jako celku, jednotlive´ rozdeˇlen´ı do
soubor˚u a co by meˇly tyto soubory obsahovat. Je nutne´, aby se algoritmy pro prˇevod do
norma´ln´ıch forem jednodusˇe prˇida´valy. V jednom souboru tedy budou tyto algoritmy jako
jednotlive´ funkce, ktere´ se budou volat v hlavn´ım souboru programu, kde jizˇ bude prob´ıhat
samotny´ prˇevod. Soubory podle obsahu a funkce pojmenujeme jako algoritmy a prevod.
Pokud se tedy bude prˇida´vat dalˇs´ı norma´ln´ı forma, prˇida´ se algoritmus pro prˇevod do
te´to norma´ln´ı formy do souboru s algoritmy. V hlavn´ım souboru programu se pak mus´ı
prˇidat novy´, jesˇteˇ nepouzˇity´ parametr, ktery´ bude signalizovat, zˇe si uzˇivatel prˇeje prˇeve´st
gramatiku do prˇidane´ norma´ln´ı formy. V mı´steˇ, kde se rozliˇsuj´ı zadane´ parametry, je nutne´
tento parametr prˇidat spolu s vola´n´ım prˇ´ıslusˇne´ho algoritmu pro prˇevod.
Hlavn´ı soubor programu, prevod, pak mus´ı ze zadane´ gramatiky vyjmout jej´ı jednotlive´
komponenty. Prˇi tomto postupne´m procha´zen´ı souboru a vyj´ıma´n´ım komponent, jsou tyto
za´rovenˇ testova´ny na spra´vny´ za´pis podle zvolene´ho forma´tu gramatiky. Pokud je neˇktera´
z komponent zapsa´na nekorektneˇ, meˇlo by doj´ıt k upozorneˇn´ı uzˇivatele, zˇe zrˇejmeˇ neˇkde
udeˇlal chybu. To je d˚ulezˇite´, nebot’ prˇeklepy jsou docela cˇastou za´lezˇitost´ı a vy´sledna´ gra-
matika by prˇi vy´skytu takovy´ch prˇeklep˚u mohla by´t neprˇedv´ıdatelna´. Uzˇivatel by pak
neveˇdeˇl, co se stalo, nebo by nabyl dojmu, zˇe program nepracuje spra´vneˇ. Komponenty
se po kontrole ulozˇ´ı.
Uzˇivatel zada´ vstupn´ı gramatiku a parametr, ktery´ uda´va´, do jake´ norma´ln´ı formy
si ji prˇeje prˇeve´st. Je vhodne´ nab´ıdnout uzˇivateli v´ıce zp˚usob˚u zada´va´n´ı gramatiky – prˇes
soubor cˇi na standardn´ı vstup, stejneˇ tak jako za´pis vy´stupn´ı prˇevedene´ gramatiky – bud’ do
zadane´ho souboru cˇi na standardn´ı vy´stup. Slusˇnost´ı je pak uveden´ı na´poveˇdy, spustitelne´
prˇi zada´n´ı prˇ´ıslusˇne´ho parametru, ktera´ uzˇivateli poda´ strucˇny´ prˇehled o funkci programu,
obzvla´sˇteˇ pak jednotlive´ na´zvy parametr˚u a jejich vy´znam. Podle zadane´ho parametru se
pak rozpozna´, ktery´ z algoritmu˚ se zavola´. Po proveden´ı prˇevodu se gramatika zforma´tuje
zpeˇt do prˇehledne´ formy a zap´ıˇse se na dany´ vy´stup.
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4.2 Implementace
Ted’ jizˇ k samotne´ implementaci. V te´to sekci budou zmı´neˇny jednotlive´ principy, ktere´
jsou pouzˇity ve vytvorˇene´m programu. Nejprve je popsa´n vy´beˇr jazyka a pouzˇity´ch modul˚u.
Na´sleduje bl´ızky´ pohled na reprezentaci gramatiky, proces kontroly zadane´ gramatiky, a de-
tailn´ı popis toku programu prˇi jeho spusˇteˇn´ı.
4.2.1 Zvoleny´ programovac´ı jazyk a pouzˇite´ moduly
Nejprve bylo trˇeba zvolit vhodny´ jazyk pro implementaci programu. Jako nejvhodneˇjˇs´ı
se, vzhledem k zada´n´ı, nab´ız´ı objektoveˇ orientovany´ skriptovac´ı jazyk Python. Konkre´tneˇ
byla pouzˇita verze 3.2.1 [9] a program byl rˇesˇen procedura´lneˇ. Tento jazyk poskytuje velke´
mnozˇstv´ı modul˚u, z nichzˇ neˇktere´ najdou v programu dobre´ uplatneˇn´ı. Python nab´ız´ı
k pouzˇit´ı zaj´ımave´ struktury, jako jsou naprˇ. seznamy, ktere´ se budou velice hodit. Vy´hodou
je take´ syntaxe cyklu for, ktera´ je jednoducha´ a lehce cˇitelna´. Tento cyklus opeˇt najde v pro-
gramu vyuzˇit´ı. Na´sleduje strucˇny´ popis funkcˇnosti a vyuzˇit´ı jednotlivy´ch importovany´ch
modul˚u v programu.
Modul getopt
Tento modul slouzˇ´ı k rozpozna´n´ı parametr˚u z prˇ´ıkazove´ rˇa´dky. Konkre´tneˇ jeho funkce
getopt() zajist´ı ulozˇen´ı zadany´ch parametr˚u do dvojic spolu s hodnotou, ktera´ u nich
byla uvedena. V nasˇem prˇ´ıpadeˇ se hodnota ulozˇ´ı pouze ke dveˇma parametr˚um, a to jsou
--vstup a --vystup. Pomoc´ı modulu getopt take´ specifikujeme kra´tke´ a dlouhe´ prˇep´ınacˇe.
Pro jednotlive´ parametry, ktere´ znacˇ´ı prˇevod do norma´ln´ıch forem, je k dispozici jak kra´tky´,
tak dlouhy´ prˇep´ınacˇ. Kra´tke´ slouzˇ´ı hlavneˇ k rychle´mu za´pisu parametru pro uzˇivatele, kterˇ´ı
si je jizˇ zapamatovali, dlouhe´ pak mohou by´t naopak vyuzˇity pro veˇtsˇ´ı prˇehlednost.
Modul sys
Modul sys je pouzˇit v kombinaci s modulem getopt a pomoc´ı neˇj mu˚zˇeme prˇistoupit
k prostrˇed´ı, ve ktere´m beˇzˇ´ı prˇekladacˇ Pythonu. Dı´ky modulu sys se tedy dostaneme k prˇ´ıka-
zove´ rˇa´dce a parametr˚um, ktere´ pak zpracuje modul getopt.
Modul re
Velice uzˇitecˇny´m a d˚ulezˇity´m modulem je modul re, ktery´ implementuje regula´rn´ı vy´razy
a r˚uzne´ operace, jezˇ nad nimi lze prova´deˇt. Tohoto modulu je vyuzˇito prˇedevsˇ´ım k upraven´ı,
procha´zen´ı a testova´n´ı spra´vnosti vstupn´ı gramatiky. Vyuzˇity jsou hlavneˇ funkce compile()
k ulozˇen´ı regula´rn´ıho vy´razu a mozˇnosti jeho opakovane´ho pouzˇit´ı, match(), ktery´ testuje
shodu regula´rn´ıho vy´razu se zadany´m rˇeteˇzcem, group(), ktery´ umozˇn´ı ulozˇen´ı prˇ´ıslusˇne´
shody, a sub() pro nahrazen´ı vsˇech vy´skyt˚u urcˇeny´m rˇeteˇzcem.
Modul copy
Posledn´ım pouzˇity´m extern´ım modulem je modul copy. Toho je vyuzˇito k vytva´rˇen´ı kopi´ı
objekt˚u.
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4.2.2 Pouzˇita´ reprezentace gramatiky
Jak jizˇ bylo zmı´neˇno v na´vrhu reprezentace gramatiky, je trˇeba neˇjake´ho vhodne´ho zp˚usobu
ulozˇen´ı, ktere´ umozˇn´ı snadne´ pouzˇ´ıva´n´ı gramatiky v programu. Pro toto ulozˇen´ı se na´m
v Pythonu nab´ız´ı seznam. Je mozˇne´ jednodusˇe procha´zet a meˇnit jeho prvky, nav´ıc Python
implementuje mnozˇstv´ı uzˇitecˇny´ch funkc´ı, ktere´ ulehcˇ´ı pra´ci s t´ımto typem. Cela´ kompo-
nenta pravidel tedy bude ulozˇena v jednom seznamu se jme´nem pravidla, jehozˇ prvky
budou jednotliva´ pravidla. Pravidlo pak je take´ implementova´no jako seznam, jenzˇ ma´ dva
prvky – opeˇt dva seznamy – levou a pravou stranu, a tyto strany obsahuj´ı jako prvky
symboly, ktere´ se v nich vyskytuj´ı. Komponenty terminaly a neterminaly pak budou
dva samostatne´ seznamy, jejichzˇ prvky budou prˇ´ıslusˇne´ symboly. Pocˇa´tecˇn´ı stav pak stacˇ´ı
reprezentovat jako obycˇejny´ rˇeteˇzec s na´zvem start.
Algoritmu˚m pro prˇevod gramatiky do norma´ln´ıch forem je pak trˇeba prˇedat celou gra-
matiku. Vsˇechny komponenty se tedy sjednot´ı do jednoho seznamu gramatika, ktery´ se
prˇeda´ dane´mu algoritmu. V tomto seznamu jsou pak jednotlive´ komponenty pro jednot-
nost v porˇad´ı, v jake´m byly zapsa´ny ve vstupn´ı gramatice, tedy neterminaly, terminaly,
pravidla a start.
4.2.3 Kontrola forma´tu vstupn´ı gramatiky
Gramatika, ktera´ byla zada´na spolu s pozˇadovanou norma´ln´ı formou, je zkop´ırova´na do
rˇeteˇzce. Vzhledem k tomu, zˇe jsou povoleny r˚uzneˇ velke´ mezery, mus´ıme prˇed testova´n´ım
na spra´vnost omezit tuto velikost. Pomoc´ı jednoduche´ho regula´rn´ıho vy´razu, ktery´ vyhleda´
vsˇechna b´ıla´ mı´sta, a funkce sub() z modulu re, nahrad´ıme tato mı´sta jedinou mezerou.
Da´le mu˚zˇeme prˇej´ıt k testova´n´ı spra´vnosti mnozˇiny netermina´l˚u. Pro tuto kompo-
nentu je opeˇt vytvorˇen regula´rn´ı vy´raz. Pokud je nalezena shoda ve vstupn´ı gramatice
pro tento vy´raz, je tato shoda ulozˇena do samostatne´ho rˇeteˇzce. Stejny´m zp˚usobem, akora´t
s jiny´mi regula´rn´ımi vy´razy, jsou do svy´ch rˇeteˇzc˚u ulozˇeny dalˇs´ı komponenty. Pokud neˇktery´
z vy´raz˚u nenalezne shodu, program je ukoncˇen a je vypsa´no, ve ktere´ komponenteˇ se vy´raz
neshodoval, aby se uzˇivateli zu´zˇil prostor prˇi hleda´n´ı chyby.
Protozˇe je naprˇ. u rˇeteˇzce s netermina´ly obsazˇena leva´ kulata´ za´vorka a soucˇasneˇ obeˇ
slozˇene´ za´vorky, ktere´ ji ohranicˇuj´ı, tak se pomoc´ı nahrazova´n´ı a regula´rn´ıch vy´raz˚u tyto
vyhledaj´ı a vymazˇou.
Nyn´ı je trˇeba rozdeˇlit rˇeteˇzce do seznamu˚. Toho je doc´ıleno pomoc´ı operace split().
Mnozˇina netermina´l˚u a mnozˇina termina´l˚u se rozdeˇl´ı podle oddeˇlovac´ı cˇa´rky. U pravidel je
to slozˇiteˇjˇs´ı. Rozdeˇlen´ı, ktere´ho potrˇebujeme doc´ılit, je uvedeno vy´sˇe. Nejprve tedy na´sleduje
rozdeˇlen´ı podle oddeˇlovac´ı cˇa´rky. Pak jizˇ procha´z´ıme seznam pravidel cyklem for, a pro
kazˇde´ pravidlo provedeme opeˇt rozdeˇlen´ı, tentokra´t ale podle sˇipky, oddeˇluj´ıc´ı obeˇ strany
pravidla. Ted’ stacˇ´ı akora´t proj´ıt vsˇechna pravidla a vzˇdy jejich pravou a levou stranu
rozdeˇlit podle oddeˇlovac´ı mezery.
4.2.4 Tok programu
Jak bude vypadat tok programu prˇi zada´n´ı vstupn´ı gramatiky a norma´ln´ı formy bude
popsa´no zde. Nejprve si uzˇivatel zvol´ı, jaky´m zp˚usobem chce zadat gramatiku. Cˇasteˇjˇs´ı
zp˚usob zrˇejmeˇ bude pomoc´ı vstupn´ıho souboru a parametru --vstup. Bez uveden´ı tohoto
parametru se automaticky jako vstup bere standardn´ı vstup. Spolu s gramatikou pak zada´
prˇ´ıslusˇny´ parametr pro prˇevod gramatiky. Naprˇ´ıklad pro odstraneˇn´ı ε-pravidel je to kra´tky´
prˇep´ınacˇ -e nebo dlouhy´ prˇep´ınacˇ --bez-epsilon. Program zjist´ı, ktere´ parametry byly
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prˇeda´ny, otevrˇe zadany´ soubor pro cˇten´ı a ulozˇ´ı si jeho obsah, nebo nacˇte text ze stan-
dardn´ıho vstupu.
Pote´ na´sleduje kontrola spra´vnosti vstupn´ı gramatiky a ulozˇen´ı komponent do seznamu˚.
Tyto postupy byly podrobneˇji popsa´ny vy´sˇe, nen´ı jizˇ tedy nutne´ zde uva´deˇt detailneˇjˇs´ı
rozpis.
Podle zadane´ norma´ln´ı formy se zavola´ prˇ´ıslusˇna´ funkce z vytvorˇene´ho modulu algorit-
my s parametrem gramatika, obsahuj´ıc´ım vesˇkere´ komponenty v seznamech, a provede se
pozˇadovany´ prˇevod. Ten je opeˇt ulozˇen do promeˇnne´ gramatika. Neˇktere´ prˇevody generuj´ı
nove´ netermina´ly. Na´zvy teˇchto netermina´l˚u se skla´daj´ı z p˚uvodn´ıho jme´na netermina´lu
a prˇidane´ho apostrofu.
V prˇevedene´ gramatice serˇad´ıme jednotlive´ prvky komponent podle abecedy a zkop´ıruje-
me je ve vy´stupn´ım forma´tu do rˇeteˇzce. Pokud byl zada´n parametr --vystup, kde byl
uveden soubor, kam se ma´ prˇevedena´ gramatika ulozˇit, se tento soubor otevrˇe pro za´pis
a vlozˇ´ıme do neˇj vy´stupn´ı gramatiku. V opacˇne´m prˇ´ıpadeˇ, bez uveden´ı tohoto parametru,




Vytvorˇeny´ program je potrˇeba rˇa´dneˇ otestovat. Prˇi testova´n´ı kontrolujeme, jestli program
funguje tak, jak ma´. Nav´ıc mu˚zˇeme narazit na chyby, ktere´ jsme zapomneˇli osˇetrˇit. Proto
je testova´n´ı tak d˚ulezˇita´ a nesmı´rneˇ uzˇitecˇna´ cˇa´st cele´ tvorby programu. Tato kapitola
popisuje, jaky´m zp˚usobem byl vytvorˇeny´ program testova´n, jake´ testy byly pouzˇity a co bylo
pomoc´ı nich zjiˇsteˇno. Da´le zde jsou uvedeny prˇ´ıklady teˇchto test˚u, jejich vstupy a vy´stupy.
5.1 Pouzˇite´ testy
Celou tvorbu programu prova´deˇlo postupne´ testova´n´ı d´ılcˇ´ıch funkc´ı. Nejprve to byly r˚uzne´
testy, ktere´ kontrolovaly, zda se spra´vneˇ nacˇetly parametry, zda byl otevrˇen soubor cˇi zda
byla spra´vneˇ nacˇtena gramatika.
Velice d˚ulezˇite´ pak byly testy, zda se zadana´ gramatika spra´vneˇ rozdeˇl´ı do seznamu˚.
Zde se objevily prvn´ı chyby, ktere´ na´sledovalo upravova´n´ı prˇ´ıslusˇny´ch regula´rn´ıch vy´raz˚u
do doby, nezˇ vsˇe fungovalo tak, jak ma´. Za´rovenˇ s t´ımto bodem se testoval i vy´pis gramatiky
ve vy´stupn´ım forma´tu. Bylo potrˇeba videˇt vy´stup test˚u prˇehledneˇ, aby se urychlilo ladeˇn´ı
programu.
Pote´, co bylo zajiˇsteˇno, zˇe se gramatika spra´vneˇ ulozˇ´ı, na´sledovalo testova´n´ı jednotlivy´ch,
postupneˇ vytva´rˇeny´ch algoritmu˚ pro prˇevod. Toto testova´n´ı trvalo nejdelˇs´ı dobu. Vy´stupy
prozradily chyby v implementaci algoritmu˚, ale take´ jen trˇeba nechteˇne´ prˇeklepy. Algoritmus
pro prˇevod byl vzˇdy nejdrˇ´ıve vyladeˇn, a azˇ pote´ se vytva´rˇely a testovaly dalˇs´ı. Neˇktere´
prˇevody totizˇ vyzˇaduj´ı pouzˇ´ıva´n´ı d´ılcˇ´ıch funkc´ı, ktere´ bylo trˇeba otestovat, aby pak nebylo
hleda´n´ı chyby v cele´m prˇevodu chaoticke´.
5.2 Prˇ´ıklady test˚u a jejich vy´stupy
Tato sekce uva´d´ı neˇktere´ z test˚u, jenzˇ byly pouzˇity k testova´n´ı programu, prˇicˇemzˇ se jedna´
o testy, ktere´ kontroluj´ı jizˇ spra´vnost prˇevodu do zadane´ norma´ln´ı formy. Neˇktere´ testy jsou
prˇevzate´ z prˇ´ıklad˚u v [4]. Tyto a jine´ testy je pak mozˇne´ naj´ıt v prˇilozˇene´m cd v adresa´rˇi
program/testy.
Test 1 – Eliminace nepouzˇitelny´ch symbol˚u
Prvn´ım testem je eliminace nepouzˇitelny´ch symbol˚u ze zadane´ gramatiky. Jedna´ se jak
o odstraneˇn´ı neukoncˇuj´ıc´ıch symbol˚u, tak o odstraneˇn´ı nedostupny´ch symbol˚u. Jsou tedy
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testova´ny dva prˇevody za´rovenˇ. Vstupn´ı gramatika byla ulozˇena v souboru nepouzitelne
v mı´steˇ, kde byl ulozˇen samotny´ program.
Vstupnı´ gramatika:
({S, A, B, C}, {+, -, a}, {S -> A + S, S -> A - S, S -> A, A -> a,








A -> a ,
S -> A ,
S -> A + S ,




Vstupn´ı gramatika, ktera´ byla prˇeva´deˇna, obsahuje jeden neukoncˇuj´ıc´ı symbol C, a pak
zbytecˇne´ pravidlo S -> C. Da´le je zde nedostupny´ symbol B a nedostupna´ pravidla s t´ımto
symbolem na zacˇa´tku.
Vy´sledna´ prˇevedena´ gramatika pak tyto nepouzˇitelne´ symboly a pravidla odstranila.
Prˇevod na gramatiku bez nepouzˇitelny´ch symbol˚u tedy probeˇhl u´speˇsˇneˇ.
Test 2 – Eliminace ε-pravidel
Dalˇs´ım uvedeny´m testem je eliminace ε-pravidel. Na vstupu se prˇedpokla´da´ gramatika,
ktera´ jizˇ nema´ nepouzˇitelne´ symboly. Pro prˇevod na takovouto gramatiku je mozˇne´ vyuzˇ´ıt
implementovane´ prˇevody. Vstupn´ı gramatika byla ulozˇena v souboru epsilon.
Vstupnı´ gramatika:
({S, A, B, C}, {a, b, c, d}, {S -> A, S -> B, S -> C, A -> a A b,






{a, b, c, d},
{
A -> a A b ,
A -> a b ,
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B -> c B d ,
B -> c d ,





Zadana´ gramatika obsahovala neˇkolik ε-pravidel. Prˇevodem se tato pravidla odstranila
a modifikovala se ta sta´vaj´ıc´ı, ktera´ meˇla na prave´ straneˇ ε-netermina´l. Prˇevod tedy probeˇhl
u´speˇsˇneˇ.
Test 3 – Prˇevod do Chomske´ho norma´ln´ı formy
Na´sleduje uka´zka prˇevodu gramatiky do Chomske´ho norma´ln´ı formy. Gramatika je ulozˇena
v souboru chomskeho. Vstup prˇedpokla´da´ gramatiku, ktera´ je vlastn´ı.
Vstupnı´ gramatika:





{(’, )’, *’, *S, +’, +S, S, S)},
{(, ), *, +, a},
{
(’ -> ( ,
)’ -> ) ,
*’ -> * ,
*S -> *’ S ,
+’ -> + ,
+S -> +’ S ,
S -> (’ S) ,
S -> S *S ,
S -> S +S ,
S -> a ,




Pravidla, ktera´ splnˇovala Chomske´ho norma´ln´ı formu, byla ponecha´na. Zde se jednalo
pouze o pravidlo S -> a. Ostatn´ı pravidla byla patrˇicˇneˇ upravena. Vznikly nav´ıc nove´ neter-
mina´ly. Vy´stupn´ı gramatika obsahuje pravidla, ktera´ vsˇechna splnˇuj´ı Chomske´ho norma´ln´ı




V ra´mci te´to pra´ce byl cˇtena´rˇ sezna´men s neˇktery´mi za´kladn´ımi pojmy z oblasti teorie
forma´ln´ıch jazyk˚u, prˇedevsˇ´ım pak s norma´ln´ımi formami gramatik a s algoritmy pro prˇevod
gramatik do teˇchto norma´ln´ıch forem.
Byl zde demonstrova´n na´vrh a implementace programu, ktery´ tyto prˇevody realizuje.
Program byl rˇa´dneˇ otestova´n a bylo proka´za´no, zˇe funguje spra´vneˇ. C´ılem bylo vytvorˇit
snadno rozsˇiˇritelny´ program, cozˇ se povedlo. Vzhledem k tomu je tedy mozˇne´ snadno
prˇida´vat dalˇs´ı algoritmy pro prˇevod do norma´ln´ıch forem.
Mozˇny´ dalˇs´ı vy´voj pra´ce by mohl spocˇ´ıvat v jizˇ zmı´neˇne´m rozsˇ´ıˇren´ı o dalˇs´ı algoritmy
prˇevodu, naprˇ´ıklad do Pentonnenovy a Geffertovy norma´ln´ı formy. Take´ by se dalo prˇeve´st
program do objektoveˇ orientovane´ho na´vrhu. Nebo jen rozsˇ´ıˇrit tuto pra´ci na za´kladeˇ textu,
prˇidat prˇ´ıklady k r˚uzny´m prˇevod˚um a norma´ln´ım forma´m a detailneˇji je popsat. Pokud
by totizˇ byla tato textova´ rozsˇ´ıˇren´ı prˇ´ımo zahrnuta v pra´ci, znacˇneˇ by to prodlouzˇilo jej´ı
obsah, a ten by se stal me´neˇ cˇitelny´m.
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