Abstract
where ρ is the material density and µ1, µ2 and µ3; we assume that the elastic moduli satisfy 82 µ1 > 0, µ3 > 0, and µ1µ3 > µ 2 2 . Using Hooke's law, the relevant components of traction that 83 will be needed later are:
84 σxy(t, y, z) = µ1 ∂u ∂y + µ2 ∂u ∂z (2a)
σxz(t, y, z) = µ2 ∂u ∂y + µ3 ∂u ∂z .
We impose the following boundary conditions on ∂Ω:
u(t, Ly, z) = gR(t, z),
σxz(t, y, 0) = 0,
σxz(t, y, Lz) = 0.
Condition (3c) corresponds to the Earth's free surface and condition (3d) the assumption that 86 the material below depth Lz exerts no traction on the overlying material. The displacement 87 boundary condition data gL(t, z) is determined by the friction law and gR(t, z) imposes the 88 remote tectonic loading; see Section 4. In order to derive parameters in the discretization, in 89 Equation (1) we have retained the inertial term ∂ 2 u/∂t 2 . Later, in order to make the problem 90 more computationally tractable, this inertial term will be replaced with the radiation damping 91 approximation (Rice, 1993) which will result in a modifications to boundary condition (3a).
92
Energy-boundedness of the Solution: To ensure that the initial boundary value prob-93 lem (1)-(3) is well-posed we use the energy method. We assume homogeneous boundary con- 
Here, Mµ is symmetric positive-definite due to the restrictions on the shear moduli given after 101 Equation (1). The energy method is now complete, since we can write (4) as 
where the terms on the left of (7) correspond to the rate of change of kinetic and strain energy, 
The matrix Q is an almost skew symmetric matrix with the property that 
Operators with this structure are called SBP due to the identity
which discretely mimics integration by parts, 
One approach to defining a second derivative operator is to apply D1 twice:
One downside of this is that it increases the bandwidth of the operator. Thus we instead prefer 
The matrix M is symmetric positive definite, and can be thought of as approximating the inner 129 product of derivatives: 
Matrix B is as defined above and S is an approximation of the first derivative; note that in 131 general S = D1. We assume that H in Equations (8) and (14) are the same, namely the 132 operators are compatible. Operator D2 is called SBP since
discretely mimics the continuous identity 
In this work we will exclusively consider the second order accurate SBP operators, which 135 are central difference operators in the interior and one-sided at the boundary. Note that the 136 operators are second order accurate in the interior but only first order accurate at the boundary;
137
however the global accuracy of these operator is 2 (Gustafsson, 1975; Strand, 1994; Mattsson and Nordström, 2004) . The operators we use are:
where the SBP factors of the operators are
The 1D operators can be extended to multiple dimensions via the Kronecker product. The
141
Kronecker product of matrices A and C is defined as
where A is of size m × n, C is of size l × k, and A ⊗ C is of size ml × nk. We define the grid
with pi = [pi,0, pi,1, ... pi,N z ] T for i = 0, ...Ny and pi,j ≈ p(yi, zj). The derivative approxima-145 tions are then:
Here I (y) and I (z) are identity matrices of size (Ny + 1) × (Ny + 1) and (Nz + 1) × (Nz + 1); 147 the superscripts (y) and (z) in the derivative matrix indicate whether the operator is for the y 148 or z dimensions, respectively.
149
With the above notation in place, we can now define the semidiscrete version of (1) and (3)
150
as (Virta and Mattsson, 2014 )
2ū +pL +pR +pB +pT .
interface conditions. These vectors are defined as
Here the vectorsḡL andḡR are the grid functions which are zero everywhere except for along 154 the left and right boundaries where they take the values of gL and gR, respectively (see (3)).
155
The matricesĒL,ĒR,ĒB, andĒT zero out all values in a vector except those along the left,
156
right, bottom, and top boundaries, respectively, and are defined as
The 2D boundary derivative matrices are 
With zero boundary data, gL = gR = 0, Virta and Mattsson (2014) derive an energy estimate 165 for the numerical solution to the semi-discrete equations, showing the scheme is energy stable.
166

Frictional Framework
167
The displacements and tractions on the two sides of a fault interface, located at y = 0 in 168 our model, are related to one another via a nonlinear friction law that enforces continuity of 169 traction while allowing for a jump in displacement. We define the slip velocity, or the time 170 derivative of the jump in displacement across the fault by
∆u(z, t) = lim
i.e., the component of traction in the x-direction, on the y ≤ 0 side of the interface, that comes 173 from the y ≥ 0 side. Rate-and-state friction relates the shear stress τ on the fault to a nonlinear 174 function of the slip velocity V and a state variable Ψ which obeys a local ordinary differential 175 equation that tracks the history of sliding (Dieterich, 1979; Marone, 1998) :
These relationships along with continuity of traction, i.e., ∆σxy = 0 across the fault, fully 177 specify the problem. The specific forms of F and G we use are:
where f0 is a reference friction coefficient for steady sliding at slip velocity V0, a and b are 179 dimensionless parameters characterizing the direct and state evolution effects, respectively, σn 180 is the effective normal stress on the fault, and Dc is the state evolution distance.
181
An important feature of the friction law is that even though the governing equations are 
185
The problem with using explicit time integration for earthquake cycle simulations is that the 186 CFL restriction will lead to a very small time step (on the order of milliseconds with realistic 187 material parameters) which would make long time simulations (hundreds of years) impractical.
188
One approach would be to use implicit time stepping when the slip velocity V along the whole 189 fault is low to thus "step over" the extremly low frequency waves. 
where τqs is the "quasi-static" shear stress (computed via (29)), based on the solving (23) 209 without inertial terms.
210
In this formulation, time enters the equation through the state evolution equation (30b)
211
and when ∆u is updated using (28a). Given a value of ∆u and Ψ all that remains to be 212 determined is V (since G can be evaluated once V and Ψ are known). To determine V the 213 following approach is used at a time t given ∆u and Ψ (here we use vector notation to denote 214 that these quantities are grid function along the fault). 
3. At each grid point along the fault the nonlinear system be resolved with at least a few grid points so that the smallest wavelength discrete solutions 230 decay; there is an additional length-scale, known as cohesive, or process zone size, that must 231 also be resolved and this is discussed at the end of this section.
232
In order to determine h * we extend the linear stability analysis of Ranjith and Gao (2007) 233 to the anisotropic case. We consider antiplane sliding of two identical anisotropic elastic half-234 spaces separated by a frictional fault at y = 0.
235
We Laplace transform the equilibrium version of Equation (1) in time to obtain
Letting the solution to Equation (36) be of the form
where p is the Laplace transformed variable, we then get
Solutions of the ordinary differential equation (38) are of the form
Here we have used the superscript (+) to denote the positive side of the fault (y > 0), and (−)
240
to denote the side y < 0. The characteristic roots α (±) are found by substituting in solution
241
(39) into ordinary differential equation (38) and solving the resulting quadratic equation:
here we have chosen the root on each side of the fault so that α (±) y has a negative real part 243 and the thus the solution decays as |y| → ∞. Putting this all together then yields
or upon transforming back from Laplace space
The Laplace transform of traction on the two sides of the fault at y = 0 is
Continuity of traction implies thatT (+) =T (−) , which after some simplification gives
The jump in displacement across the fault is
UsingD along with continuity of traction allows us then to relate slip to traction:
Laplace transforming of the time derivative of the linearized rate-and-state friction law is 250 (Ranjith and Gao, 2007)
Substitution of (46) into (47) yields the quadratic
The system will undergo Hopf bifurcation when roots p cross the imaginary axis, which will 253 occur when |k| is less than the critical wave number kcr:
In terms of wavelength, this corresponds to the critical wavelength
This then implies that we want our grid spacing to be smaller than h * so that numerical noise 256 does not trigger ruptures.
257
As noted above, Ampuero and Rubin (2008) derive an even smaller length scale called the 258 cohesive zone, which, for the anisotropic problem we interpret to be
The cohesive zone length L b corresponds to the spatial length scale over which the shear stress 
Convergence Tests
268
We verify our numerical method via the method of manufactured solutions (Roache, 1998) . In 269 this approach source terms are added to (1) and (3) so that a known function can be used as 270 an analytic solution. Namely, we let the exact displacementû be given as:
where K(t) and φ(y, z) are functions which will determine the temporal and spatial dependence 272 of the solution. These functions will be chosen so that the solution exhbitis both an interseismic
273
(slow) and coseismic (fast) phase. Namely, there will be an initial interseismic phase, followed 274 by a single coseismic phase, and another interseismic phase; this allows us to verify the ability 275 of our time stepping method to integrate accurately through these different phases. Parameters
276
Vp and τ ∞ are the plate rate and magnitude of remote stress and are taken to be constant; 277 see Table 1 . The parameter δ is the total slip during the coseismic phase, and we take it to be 278 equal to δ = (Vp + Vmin)te, where te is the time of the coseismic event and Vmin is the minimum 279 slip velocity; see Table 1 .
280
The spatial dependency of the manufactured solution is given by
where H is a locking depth given in Table 1 . When evaluated along the fault (at y = 0) 
and is designed to test the adaptive time-stepping of the numerical scheme. of the simulation.
289
The exact solution sets the initial data for differential equations (28a) and (30b) and allows 290 us to solve for the exact shear stressτqs via (29) and the exact slip velocityV via (28). Plugging 291 these into (33) allows us to solve forψ, namely
The boundary data gL(t, z) is obtained via integration of the ODEs, as detailed in section 4.
293
Note that as done in Erickson and Dunham (2014), we must add a source term to (30b), i.e.
294
to update state evolution we now numerically integrate
The manufactured solution we have chosen does not satisfy the traction free boundary 296 condition, and thus we instead enforce the top and bottom stress boundary conditions:
Similarly, the remote boundary data is defined by the manufactured solution,
Because our main focus is to explore the effects of anistotropy within a homogeneous 299 medium, we run convergence tests for both the orthotropic (µ2 = 0) and fully anisotropic 300 (µ2 = 0) cases with constant coefficients, and verify that the numerical solution converges to 301 the exact solution at the expected rate for a a second-order accurate method. At the end of 302 each simulation, we compute the relative error in the discrete H-norm, given by
All the parameter values used in the convergence test simulations are located in Table 1 . Table   304 2 and Table 3 show the successive relative errors and convergence rates under mesh refinement 305 for the orthotropic and fully anisotropic cases respectively. Table 2 : Relative error for the orthotropic case (µ 3 = 24 GPa, µ 2 = 0 GPa), computed in the discrete H norm with N = N y = N z . The rate of convergence approaches 2 under mesh refinement. 1.99809893 Table 3 : Relative error for the fully anisotropic case (µ 2 = 18 GPa, µ 3 = 36 GPa), computed in the discrete H norm with N = N y = N z . The rate of convergence approaches 2 under mesh refinement. 
306
Results of Parameter-varying Study
307
Here we use the numerical scheme detailed in Section 3 and Section 4 to study earthquake discuss all of our findings in Section 7.4. The entire parameter study is summarized in Table 5 .
320
In Section 7.5 we present preliminary results from the study of the fully anisotropic problem,
321
and section Section 7.6 illustrates the effects of anisotropy on surface velocity profiles.
322
Even though inertial effects are not considered in our simulations, it is useful to consider 323 the waves speeds for an anisotropic medium in order to connect the model parameters with 324 observations. Since the material stiffness matrix Mµ is symmetric, positive definite, it can be 325 diagonalized as
where V has the orthogonal eigenvectors of Mµ as its columns and λ1, λ2 > 0. This means 327 
Reference friction coefficient 0.6 that the orthogonally split shear waves have fast and slow wave speeds
The fast wave travels in the direction of the eigenvector associated with the maximum eigenvalue 329 and the slow wave travels in the direction of the eigenvector associated with the minimum 330 eigenvalue.
331
Anisotropy measurements from shear wave splitting techniques used following the M7.1
332
Hector Mine earthquake (which occurred along a strike-slip fault) find anisotropy confined to 
which translates to a relationship between shear moduli given by
A maximum value of of 10% corresponds to an approximate 20% difference in shear moduli.
343
We consider parameter values both within and outside this range in order to explore the full 344 range of possible effects of anisotropy on the earthquake cycle. 
Orthotropic anisotropy
346
For orthotropic anisotropy (µ2 = 0), two orthogonally split shear waves travel in either the is to choose the isotropic shear modulus, µ, to be either µ1 or µ3. An alternative isotropic 355 reference case would be for a given to choose µ = µ * = √ µ1µ3. In the text that follows, each
356
of these choice will be used as relevant to the discussion. 
Simulation results
358
We first illustrate our findings in Figure 2 , where we show results for both an HTI and VTI
359
simulation with µ * = 24 GPa, along with two isotropic reference cases. In these snapshots, slip Since results remain similar for all cases with µ * = 24 GPa, we hypothesize that µ * pre- 
Aseismic Transients
390
In this parameter study we find that many simulations host transient events, where small problems to scale with µ * we can contextualize our results in terms of these findings.
404
In our simulations the rate-and-state parameters a and b and the normal stress σn are fixed 405 for all simulations. Thus A and B are fixed, with A/B = 0.75 within the seismogenic zone.
406
We define an aseismic transient as an event where the maximum slip velocity (taken over the 
Periodicity in parameter space
452
To better understand what determines period one, two or three behaviors, like those evidenced Table   454 5. Descending the rows of Table 5 correspond to an increase in µ1, while moving left to right that the simulation has period one, red indicates period two, and blue indicates period three.
458
Simulations with the same µ * value, for which differences in period occur when µ1 and µ3
459
are varied, are circled to highlight these differences. For example simulations with (µ1, µ3) =
460
(30, 15) (row 12, column 4) and (15, 30) (row 4, column 12) share a µ * value of 21.21 but are 461 period three and period one respectively. Similarly, µ * = 18 for simulations (µ1, µ3) = (24, 13.5)
462
and (18, 18), but (µ1, µ3) = (24, 13.5) is period two while (µ1, µ3) = (18, 18) is period three.
463
Bold cell value denote that the simulation hosts aseismic transients. White cells are simulations 464 that are outside of the scope of this parameter study.
465 Table 5 reveals a bifurcation from period one to period two behavior by decreasing µ * ,
466
with a complex boundary between regimes where period 3 behavior emerges. The circles reveal 467 that simulations with the same µ * can have quite different behaviors and periodicity, and the 468 transition from italicized to bold fonts reveal that for most parameter values, a decrease in µ * 469 corresponds to a transition from period one, to period one with aseismic transients, to period 470 three with no aseismic transients, to period three with aseismic transients, to period two.
471
To ascertain more about the relationship between the ratio R = µ1/µ3, nucleation zone,
472
and aseismic transients, we examine column 10 of Table 5 , that is the column where µ3 = 24. Table 5 where µ 1 is allowed to vary and µ 3 is held constant at 24 GPa.
Note that to explore the role of R without having to vary both µ1 and µ3 at once (which further 474 complicates analysis), it is necessary to instead vary µ * . In Figure 6 we present the maximum creep can penetrate, the presence and magnitude of aseismic transients also plays a role.
488
To further explore aseismic transients events in other parts of parameter space, we looked 489 more closely at some results from Table 5 . In Figure 7 we present plots of slip profiles for 
Full Anisotropy
509
As a final study, we report on some results when considering full anisotropy, i.e. where µ2 = 0. 
527
In Figure 10 we examine the maximum slip velocity time series and nucleation zone profiles 
Surface Velocity Profiles
547
In this section we report on surface velocity profiles which could be linked to observables We note that in developing the method for the 2D antiplane problem, we have inherently 
574
In the parameter studies in this work, we found that anisotropy influences the recurrence 575 interval, periodicity, emergence of transients, nucleation zone size and depth, and extent of 576 interseimic creep penetration. We found that choices for µ1/µ3 can cause simulations with the 577 same µ * value to exhibit quite different behavior, and uncovered a complex boundary between 578 the period one and period two solutions that naturally arise as one decreases h * . We found 579 that this boundary often exhibits period three behavior and gives rise to simulations that host 580 aseismic transients. We additionally found that in period two and three solutions, residual 581 stresses from subsurface events appear, and for some simulations failed rupture often occurs 582 near these residual stresses ahead of a coseismic event.
583
Our results suggest the size and location of the nucleation zone for a simulation, is influenced 584 not just by the ratio µ1/µ3, but also by the presence and magnitude of aseismic transients. This 585 suggest that both play a role in how far updip interseismic creep may penetrate. However, the 586 emergence of more complicated aseismic transients in the fully ansiotropic simulations leaves 587 questions to be explored about the relevance of the temporal location of these transients. Ad-588 ditionally, relationships and interactions between the residual stresses from sub-surface events, 589 failed ruptures near these, and aseismic transients, should be explored with furthur studies. Figure 12: Cumulative slip plotted in blue every 5-a during the interseismic periods, and in red every second during quasi-dynamic rupture for two, period three, isotropic simulations, where all parameters are held constant. In figure (a) the number of grid points is set to 1, 165 to ensure that cohesive zone L b is resolved with over 5 grid points, while in figure (b) the grid points are more than doubled to 2, 500 and L b is resolved with over 10 grid points.
A Appendix: Resolution of the Cohesive Zone
596
We show our simulations are well-resolved for a period three isotropic problem with µ = 18
597
GPa . Figure 12 shows cumulative slip profiles, where L b is resolved with over 5 grid points 598 on the left and over 10 on the right. We see differences only during the spin-up cycle of each 599 simulation, after which both settle into period three behavior that is qualitatively similar.
600
B Appendix: Choice of Computational Domain
601
Truncating the off-fault computational domain, Ly, at 72 km causes large events in some of 602 the multi-period simulations in our parameter study to nucleate at an artificially high depth 603 of around 5 km. We suspect that this is due to the influence of finite distance to the remote 604 boundary where loading is enforced. We doubled the domain size for one such simulation, a 605 period two simulation with µ1 = 36 GPa, and µ3 = 9 GPa. Increasing the computational 606 domain size leads to large events that nucleate farther down-dip, closer to 12 km depth. In 
