Abstract. We introduce an abstract de nition of pattern search methods for solving nonlinear unconstrained optimization problems. Our de nition uni es an important collection of optimization methods that neither computenor explicitlyapproximatederivatives. We exploitour characterization of pattern search methods to establish a global convergence theory that does not enforce a notion of su cient decrease. Our analysis is possible because the iterates of a pattern search method lie on a scaled, translated integer lattice. This allows us to relax the classical requirements on the acceptance of the step, at the expense of stronger conditions on the form of the step, and still guarantee global convergence.
1. Introduction. We consider the familiar problem of minimizing a continuously di erentiable function f : R n ! R. Direct search methods for this problem are methods that neither compute nor explicitly approximate derivatives of f. Our interest is in a particular subset of direct search methods that we will call pattern search methods. Our purpose is to generalize these methods and to present a global convergence theory for them. To our knowledge, this is the rst convergence result for some of these methods and the rst general convergence theory for all of them.
Examples of pattern search methods include such classical direct search algorithms as coordinate search with xed step sizes, evolutionary operation using factorial designs ( rst proposed by G. E. P. Box 2, 3, 13] ), and the original pattern search algorithm of Hooke and Jeeves 7] . A more recent example is the multidirectional search algorithm of Dennis and Torczon 6, 15] . For some time, it has been apparent to us that the unifying theme that distinguishes these algorithms from other direct search methods is that each of them performs a search using a \pattern" of points that is independent of the objective function f. This informal insight is the basis for our general de nition of pattern search methods|it turns out that each of the above pattern search methods is an instance of our general model. Formally, our de nition of pattern search methods requires the existence of a lattice T such that, if fx 1 ; ; x N g are the rst N iterates generated by a pattern search method, then there exists a scale factor N such that the steps fx 1 ? x 0 ; x 2 ? x 1 ; ; x N ? x N?1 g all lie in the scaled lattice N T. The lattice depends on the pattern that de nes the individual method and on the initial choice of the step length control parameter, but it is independent of the objective function f. The scaling depends solely on the sequence of updates that have been applied to the step length control parameter.
Despite isolated convergence results ( 4] , 11], and 16]) for certain individual pattern search methods, a general theory of convergence for the class of such methods remained elusive for some time. The standard convergence theory for line search and trust region methods depends crucially on some notion of su cient decrease, but pattern search methods do not enforce any such notion. Therefore, attempts such as 18] to apply the standard theory to pattern search methods arbitrarily introduce some notion of su cient decrease, thereby modifying the original algorithms. Thus, the challenge was to develop a general convergence theory for pattern search methods without rede ning what they are.
Our convergence analysis is guided by that found in Torczon 16] for the multidirectional search algorithm; however, the present level of abstraction makes the important elements of that analysis easier to appreciate. The present paper also includes a correction to the speci cation of the scaling factors found in 16] .
There are three key points to our analysis. First, we show that pattern search methods are descent methods. Second, we prove that pattern search methods are gradient-related methods in the sense of 10] . Finally, we demonstrate that pattern search methods cannot terminate prematurely due to inadequate step length control mechanisms. The crucial element of this analysis is the fact that pattern search methods are able to relax the conditions on accepting a step by enforcing stronger conditions on the step itself. The lattice T, together with the way in which the step length control parameter is updated, prevent a pathological choice of steps: steps of arbitrary lengths along arbitrary search directions are not permitted.
We are able to guarantee that, if the function f is continuously di erentiable, then lim inf k!+1 krf(x k )k = 0 without an explicit representation of the gradient or the directional derivative. In particular, we prove global convergence for pattern search methods despite the fact that they do not explicitly enforce a notion of su cient decrease on their iterates, such as fraction of Cauchy decrease, fraction of optimal decrease, or the Armijo{Goldstein{Wolfe conditions. However, our convergence analysis does share certain characteristics with the classical convergence analysis of both line search and trust region methods. This connection is both subtle and unexpected. Our convergence analysis for pattern search methods makes it clear why these methods are as robust as their proponents have long claimed, while clarifying some of the limitations that have long been ascribed to them. In addition, having identi ed the common structure of these methods, it is now possible to develop new pattern search methods with guaranteed global convergence.
In x2 we establish the notation and general speci cation of pattern search methods. In x3, we prove that, if the function to be minimized is continuously di erentiable, then pattern search methods guarantee that lim inf k!+1 krf(x k )k = 0. In addition, we identify the modi cations that must be made to pattern search methods to obtain the stronger result lim k!+1 krf(x k )k = 0. In x4 we show that the classical pattern search methods mentioned above, as well as the newer multidirectional search algorithm of Dennis and Torczon, conform to the general speci cation for pattern search methods. In x5, we give some concluding remarks; x6 contains technical results needed for the proofs of x3.
Notation. We denote by R, Q, Z, and N the sets of real, rational, integer, and natural numbers, respectively. All norms are Euclidean vector norms or the associated operator norm. We de ne L(y) = fx : f(x) f(y)g, C(y) = fx : f(x) = f(y)g, and X = fx : rf(x) = 0g.
2. Pattern Search Methods. We begin by introducing the following abstraction of pattern search methods. We defer to x4 demonstrations that the pattern search methods mentioned above fall comfortably within this abstraction.
2.1. The Pattern. To de ne a pattern we need two components, a basis matrix and a generating matrix.
The basis matrix can be any nonsingular matrix B 2 R n n . The generating matrix is a matrix C k 2 Z n p , where p > 2n. We partition the generating matrix into components
(1)
We require that M k 2 M Z n n , where M is a nite set of nonsingular matrices, and that L k 2 Z n (p?2n) and contains at least one column, the column of zeros. A pattern P k is then de ned by the columns of the matrix P k = BC k . Because both B and C k have rank n, the columns of P k span R n . For convenience, we use the partition of the generating matrix C k given in (1) to partition P k as follows:
Given k 2 R, k > 0, we de ne a trial step s i k to be any vector of the form
where c i k denotes a column of C k = c 1 k c p k ]. Note that Bc i k determines the direction of the step, while k serves as a step length parameter.
At iteration k, we de ne a trial point as any point of the form x i k = x k +s i k , where x k is the current iterate.
2.2. The Exploratory Moves. Pattern search methods proceed by conducting a series of exploratory moves about the current iterate before declaring a new iterate and updating the associated information. These moves can be viewed as sampling the function about the current iterate x k in a well-de ned deterministic fashion in search of a new iterate x k+1 = x k +s k with a lower function value. The individual pattern search methods are distinguished, in part, by the manner in which these exploratory moves are conducted. To allow the broadest possible choice of exploratory moves, and yet still maintain the properties required to prove convergence for the pattern search methods, we place two requirements on the exploratory moves associated with any particular pattern search method. These requirements are given in the following Hypotheses on Exploratory Moves. (Please note an abuse of notation that is nonetheless convenient: y 2 A means that the vector y is contained in the set of columns of the matrix A.) Hypotheses on Exploratory Moves.
The choice of exploratory moves must ensure two things: 1. The direction of any step s k accepted at iteration k is de ned by the pattern P k and its length is determined by k . 2. If simple decrease on the function value at the current iterate can be found among any of the 2n trial steps de ned by k B? k , then the exploratory moves must produce a step s k that also gives simple decrease on the function value at the current iterate. In particular, f(x k + s k ) need not be less than or equal to minff(x k + y); y 2 k B? k g.
Thus, a legitimate Exploratory Moves algorithm would be one that somehow guesses which of the steps de ned by k P k will produce simple decrease and then evaluates the function at only one such step. (And that step may be contained in k BL k rather than in k B? k .) At the other extreme, a legitimate Exploratory Moves algorithm would be one that evaluates all p steps de ned by k P k and returns the step that produced the least function value. These are the properties of the exploratory moves that enable us to prove lim inf
even though we only require simple decrease on f. Thus we avoid the necessity of enforcing either fraction of Cauchy decrease, fraction of optimal decrease, or the Armijo{Goldstein{Wolfe conditions on the iterates. To obtain lim
we need to place stronger hypotheses on the exploratory moves, as well as placing a boundedness condition on the columns of the generating matrices. These extensions will be discussed further in x3. For k = 0; 1; ; a) Compute f(x k ). b) Determine a step s k using an exploratory moves algorithm.
e) Update C k and k .
To de ne a particular pattern search method, it is necessary to specify the basis matrix B, the generating matrix C k , the exploratory moves to be used to produce a step s k , and the algorithms for updating C k and k .
2.4. The Updates. Algorithm 2 speci es the requirements for updating k .
The aim of the updating algorithm for k is to force k > 0. An iteration with k > 0 is successful; otherwise, the iteration is unsuccessful. Again we note that to accept a step we only require simple, as opposed to su cient, decrease. Algorithm 2. Updating k . Given 2 Q, let = w0 and k 2 = f w1 ; ; wL g, where > 1 and fw 0 ; w 1 ; ; w L g Z, L j j < +1, w 0 < 0, and w i 0, i = 1; ; L.
The conditions on and ensure that 0 < < 1 and i 1 for all i 2 . Thus, if an iteration is successful it may be possible to increase the step length parameter on the convergence of pattern search algorithms k , but k is not allowed to decrease. Not surprisingly, this is crucial to the success of the analysis. Also crucial to the analysis is the relationship (overlooked in 16]) between and the elements of .
The algorithm for updating C k depends on the pattern search method. For theoretical purposes, it is su cient to choose the columns of C k so that they satisfy (1) and the conditions we have placed on the matrices M k 2 M Z n n and L k 2 Z n (p?2n) .
3 
The last inequality holds because at least one of the components of c i k is a nonzero integer, and hence kc i k k 1.
From Lemma 3.1 we can see that the role of k as a step length parameter is to regulate backtracking and thus prevent excessively short steps. Since is rational, we can express as = , where ; 2 N are relatively prime.
Then, using (7), Theorem 3.2 synthesizes the requirements we have placed on the pattern, the de nition of the trial steps, and the algorithm for updating k . Note that this means that for a xed N, all the iterates lie on a translated integer lattice generated by x 0 and the columns of rLB ?rUB 0 B.
The Limiting Behavior of the
Step Length Control Parameter.
The next theorem combines the strict algebraic structure of the iterates with the simple decrease condition of the generalized pattern search algorithm, along with the algorithm for updating k , to give us a useful fact about the limiting behavior of k . Theorem 3.3. Assume that L(x 0 ) is compact. Then lim inf k!+1 k = 0. Proof. The proof is by contradiction. Suppose 0 < LB k for all k. From (6) we know that k can be written as k = rk 0 , where r k 2 Z.
The hypothesis that LB k for all k means that the sequence f rk g is bounded away from zero. Meanwhile, we also know that the sequence f k g is bounded above because all the iterates x k must lie inside the set L(x 0 ) = fx : f(x) f(x 0 )g and the latter set is compact; Lemma 3.1 then guarantees an upper bound UB for f k g. This, in turn, means that the sequence f rk g is bounded above. Consequently, the sequence f rk g is a nite set. Equivalently, the sequence fr k g is bounded above and below.
Let r LB = min
Then (8) now holds for the bounds given in (9), rather than (7), and we see that for all k, x k lies in the translated integer lattice G generated by x 0 and the columns of rLB ?rUB 0 B. The intersection of the compact set L(x 0 ) with the translated integer lattice G is nite. Thus, there must exist at least one point x in the lattice for which x k = x for in nitely many k.
We appeal to the simple decrease condition in the generalized pattern search method (Algorithm 1 (d)), which guarantees that a lattice point cannot be revisited in nitely many times since we accept a new step s k if and only if f(x k ) > f(x k + s k ). Thus there exists an N such that for all k N, x k = x , which implies that k = 0.
We now appeal to the algorithm for updating k (Algorithm 2 (a)) to see that k ! 0, thus leading to a contradiction. 3.3. Global Convergence. Throughout the discussion in this section, we assume that f is continuously di erentiable on a neighborhood of L(x 0 ); however, this assumption can be weakened, using the same style of argument found in 16].
3.3.1. The General Result. To prove Theorem 3.5 we need Proposition 3.4. We defer the proof of Proposition 3.4 to x6 in part because we wish to discuss there several other issues that are tangential to the proof of Theorem 3.5. It is also the case that the proofs for the results in x6 are similar to those given for the equivalent results found in 16], though now restated more succinctly in terms of the machinery developed in x2. 3.3.2. The Stronger Result. We can strengthen the result given in Theorem 3.5 at the expense of wider applicability. To begin with, we must add three further restrictions: one on the pattern matrix, one on the Hypotheses on Exploratory Moves, and one on the limiting behavior of the step length control parameter k .
First, we must ensure that the columns of the generating matrix C k are bounded in norm, i.e., that there exists a constant C > 0 such that for all k, C > kc i k k, for all i = 1; ; p. Given this bound, we can place an upper bound, in terms of k , on the norm of any trial step s i k .
Lemma 3.6. Given a constant C > 0 such that for all k, C > kc i k k, for all i = 1; ; p, there exists a constant > 0, independent of k, such that for any trial step s i k produced by a generalized pattern search method (Algorithm 1) we have k ks i k k:
Note that the columns of M k 2 M are bounded by the assumption that jMj < +1; we use this fact in the proof of Proposition 6.4. The stronger boundedness condition on the columns of
Second, we must replace the original Hypotheses on Exploratory Moves with a stronger version, as given below. Together, Lemma 3.6 and the Strong Hypotheses on Exploratory Moves allow us to tie decrease in f to the norm of the gradient when the step sizes get small enough. This is the import of Corollary 6.5, which is given in x6. Strong Hypotheses on Exploratory Moves.
Third, we require that lim k!+1 k = 0. We can use the algorithm for updating k (Algorithm 2) to ensure that this condition holds. For instance, we can force k to be nonincreasing by requiring w i = 0, i = 1; ; L, which when taken together with Theorem 3.3 guarantees that lim k!+1 k = 0. All the algorithms we consider in x4, except the multidirectional search algorithm, enforce this condition by limiting = f1g f 0 g. However, it is not necessary to force the steps to be nonincreasing;
we need only require that in the limit the step length control parameter goes to zero, which, in conjunction with Lemmas 3.1 and 3.6, has the e ect of ultimately forcing the steps to zero. Theorem 3.7. Assume that L(x 0 ) is compact and that f is continuously di erentiable on a neighborhood of L(x 0 ). In addition, assume that the columns of the generating matrices are bounded in norm, that lim k!+1 k = 0, and that the generalized krf(x k )k = 0; given any 0 < < ", there exists an associated subsequence l i such that krf(x k )k > for m i k < l i ; krf(x li )k < : Then, since k ! 0, we can appeal to Corollary 6.5 to obtain for m i k < l i , i su ciently large,
where > 0. Then the telescoping sum: (10) Since (10) must hold for any , 0 < < ", we have a contradiction (e.g., try = " 4 ). The proof of Theorem 3.7 is almost identical to that of an equivalent result for trust-region methods that was rst given by Thomas 14] and which is included, in a more general form, in the survey by Mor e 8].
One nal note: the hypotheses of Theorem 3.7 suggest that in the absence of any explicit higher-order information about the function to be minimized, it makes sense to terminate a generalized pattern search algorithm when k is less than some reasonably small tolerance. In fact, this is a common stopping condition for algorithms of this sort and the one implemented for the multidirectional search algorithm 17].
4. The Particular Pattern Search Methods. In x2 we stated the conditions an algorithm must satisfy to be a pattern search method. We now illustrate these conditions by considering the following speci c algorithms:
coordinate search with xed step lengths, evolutionary operation using factorial designs ( 2] and 3, 13]), the original pattern search method of Hooke and Jeeves 7] , and the multidirectional search algorithm of Dennis and Torczon ( 6] and 15]). We will show that these algorithms satisfy the conditions that de ne pattern search methods and thus are special cases of the generalized pattern search method presented as Algorithm 1. Then we can appeal to Theorem 3.5 to claim global convergence for these methods.
There are other algorithms for which the abstraction and accompanying analysis holds|including various modi cations to the algorithms presented|but we shall con ne our investigation to these, the best known of the pattern search methods, to illustrate the power of our abstract approach to pattern search methods.
Coordinate Search with Fixed
Step Lengths. The method of coordinate search is perhaps the simplest and most obvious of all the pattern search methods. Davidon describes it concisely in the opening of his belated preface to Argonne National Laboratory Research and Development Report 5990 5]:
Enrico Fermi and Nicholas Metropolis used one of the rst digital computers, the Los Alamos Maniac, to determine which values of certain theoretical parameters (phase shifts) best t experimental data (scattering cross sections). They varied one theoretical parameter at a time by steps of the same magnitude, and when no such increase or decrease in any one parameter further improved the t to the experimental data, they halved the step size and repeated the process until the steps were deemed su ciently small. Their simple procedure was slow but sure.... This simple search method enjoys many names, among them alternating directions, alternating variable search, axial relaxation, and local variation. We shall refer to it as coordinate search.
Perhaps less obvious is that coordinate search is a pattern search method. To see this, we begin by considering all possible outcomes for a single iteration of coordinate search when n = 2, as shown in Fig. 1 . We mark the current iterate x k . The x i k 's denote trial points considered during the course of the iteration. The next iterate x k+1 is marked. Solid circles indicate successful intermediate steps taken during the course of the exploratory moves while open circles indicate points at which the function was evaluated but that did not produce further decrease in the value of the objective function. Thus, in the rst scenario shown a step from x k to x 1 k resulted in a decrease in the objective function, so the step from x 1 k to x k+1 was tried and led to a further decrease in the objective function value. The iteration was then terminated with a new point x k+1 that satis es the simple decrease condition f(x k+1 ) < f(x k ). In the worst case, the last scenario shown, 2n trial points were evaluated (x 1 k , x 1 0 k , x 2 k , and x 2 0 k ) without producing decrease in the function value at the current iterate x k . In this case, x k+1 = x k and the step size must be reduced for the next iteration.
We now show this algorithm is an instance of a generalized pattern search method.
4.1.1. The Matrices. Coordinate search is usually de ned so that the basis matrix is the identity matrix; i.e., B = I. However, knowledge of the problem may lead to a di erent choice for the basis matrix. It may make sense to search using a di erent coordinate system. For instance, if the variables are known to di er by several orders of magnitude, this can be taken into account in the choice of the basis matrix (though, as we will see in x6.2, this may have a signi cant e ect on the behavior of the method). Thus, when n = 2, all possible trial points de ned by the pattern P = BC, for a given step length k , can be seen in Fig. 2 . Note that the pattern includes all the possible trial points enumerated in Fig. 1. 4.1.2. The Exploratory Moves. The exploratory moves for coordinate search are given in Algorithm 3, where the e i 's denote the unit coordinate vectors. The exploratory moves are executed sequentially in the sense that the selection of the next trial step is based on the success or failure of the previous trial step. Thus, while there are 3 n possible trial steps, we may compute as few as n trial steps, but we compute no more than 2n at any given iteration, as we saw in Fig. 1 .
From the perspective of the theory, there are two conditions that need to be met by the exploratory moves algorithm. First, as Figs. 1 and 2 illustrate, all possible trial steps are contained in k P. Return.
The second condition on the exploratory moves is the more interesting; coordinate search demonstrates the laxity of this second hypothesis. For instance, in the rst scenario shown in Fig. 1 , decrease in the objective function was realized for the rst trial step 
Updating the
Step Length. The update for k is exactly as given in Algorithm 2. As noted by Davidon, the usual practice is to continue with steps of the same magnitude until no further decrease in the objective function is realized, at which point the step size is halved. This corresponds to setting = 1=2 and = f1g. Thus, = 2, w 0 = ?1, and w 1 = 0.
This su ces to verify that coordinate search with xed step length is a pattern search method. Theorem 3.5 thus holds. The exploratory moves algorithm for coordinate search would need to be modi ed to satisfy the Strong Hypotheses on Exploratory Moves for the conditions of Theorem 3.7 to be met.
Evolutionary Operation using Factorial Designs. In 1957 G. E. P.
Box 2] introduced the notion of evolutionary operation as a method for increasing industrial productivity. The ideas were developed within the context of the on-line management of industrial processes, but Box recognized that the technique had more general applicability. Subsequent authors 3, 13] argued that the basic technique was readily applicable to general unconstrained optimization and it is within this context that we examine the ideas here.
In its simplest form, evolutionary operation is based on using two-level factorial designs: evaluate the function at the vertices of a hypercube centered about the current iterate. (G. E. P. Box refers to this as one of a variety of \pattern of variants" 2].) If simple decrease in the value of the objective function is observed at one of the vertices, it becomes the new iterate. Otherwise, the lengths of the edges in the hypercube are halved and the process is repeated. 4 .2.1. The Matrices. As with coordinate search, the usual choice for the basis matrix is B = I, though, as with coordinate search, other choices may be made to re ect information known about the problem to be solved.
The generating matrix for response surface methodology is xed across all iterations of the method. The generating matrix C k = C contains in its columns all possible combinations of f?1; 1g; to this we append a column of zeros. Thus C has p = 2 n + 1 columns.
We take M to be any linearly independent subset of n columns of C; ?M necessarily will be contained in C. Once again, L is xed and consists of the remaining (2 n + 1) ? 2n columns of C.
Since the generating matrix is xed, there is no need for an algorithm to update C.
The Exploratory Moves.
The exploratory moves given in Algorithm 4 are simultaneous in the sense that every possible trial step s i k 2 k P = k BC is computed at each iteration. It is then the case that every trial step s i k is contained in k P. The second observation of note is that since s k = arg min Return.
Updating the
Step Length. The algorithm for updating k is exactly as given in Algorithm 2, with usually set to 1=2 and = f1g.
Since we have shown that response surface methodology satis es all the necessary requirements, we can therefore conclude that it, too, is a pattern search method, so Theorem 3.5 holds. The algorithm, as stated above, also satis es the conditions of Theorem 3.7.
4.3. Hooke and Jeeves' Pattern Search Algorithm. In addition to introducing the general notion of a \direct search" method, Hooke and Jeeves introduced the pattern search method, a speci c kind of search strategy 7] . The pattern search of Hooke and Jeeves is a variant of coordinate search that incorporates a pattern step in an attempt to accelerate the progress of the algorithm by exploiting information gained from the search during previous successful iterations.
The Hooke and Jeeves pattern search algorithm is opportunistic. If the previous iteration was successful (i.e., k?1 > 0), then the current iteration begins by conducting coordinate search about a speculative iterate x k + (x k ? x k?1 ), rather than about the current iterate x k . This is the pattern step. The idea is to investigate whether further progress is possible in the general direction x k ? x k?1 (since, if x k 6 = x k?1 , then x k ? x k?1 is clearly a promising direction).
To make this a little clearer, we consider the example shown in Fig. 3 . Given If coordinate search about the temporary iterate x k + (x k ? x k?1 ) is successful, then the point returned by coordinate search about the temporary iterate is accepted as the new iterate x k+1 . If not, i.e., f((x k + (x k ? x k?1 )) + s k ) f(x k ), then the pattern step is deemed unsuccessful, and the method reduces to coordinate search about x k . For the two dimensional case, then, the exploratory moves would simply resort to the possibilities shown in Fig. 1 .
If the previous iteration was not successful, so x k = x k?1 and (x k ?x k?1 ) = 0, then the iteration is limited to coordinate search about x k . In this instance, though, the updating algorithm for k will have reduced the size of the step (i.e., k = k?1 ). The algorithm does not execute the pattern step when k = 0. To express the pattern search algorithm within the framework we have developed, we use all the machinery required for coordinate search. Once again, the basis matrix is usually de ned to be B = I. We append to the generating matrix another set of 3 n columns to capture the e ect of the pattern step and we change the exploratory moves algorithm, as detailed below. 4 .3.1. The Generating Matrix. Recall that the generating matrix for coordinate search consists of all possible combinations of f?1; 0; 1g and is never changed.
For the Hooke and Jeeves pattern search method, we allow the generating matrix to change from iteration to iteration to capture the e ect of the pattern step. We append another set of 3 n columns, consisting of all possible combinations of f?1; 0; 1g, to the initial generating matrix for coordinate search. Thus C k has p = 2 3 n columns. The additional 3 n columns allow us to express the e ect of the pattern step with respect to x k , rather than with respect to the temporary iterate x k + (x k ? x k?1 ), which is how the Hooke and Jeeves pattern search method usually is described. The matrix M is unchanged; M = I. Now, however, L k 2 Z n (p?2n) is allowed to vary, though only in the 3 n columns associated with the pattern step. For n = 2, 
For notational convenience, we require that the last column of C 0 , which we denote as c p 0 , be the column of zeros. In both the algorithm for updating C k (Algorithm 5) and the algorithm for the exploratory moves (Algorithm 6), we use the column c p k to measure the accumulation of a sequence of successful pattern steps. This can be seen, in (12) , for our example from 
The pattern step (x k ? x k?1 ) is represented by the vector (1 1) T , seen in the last column of C k . Note that the only di erence between the columns of C 0 given in (11) and the columns of C k given in (12) is that (1 1) T has been added to the last 3 2 columns of C k . The algorithm for updating the generating matrix updates the last 3 n columns of C k ; the rst 3 n columns remain unchanged, as in coordinate search. The purpose of the updating algorithm is to incorporate the result of the search at the current iteration into the pattern for the next iteration. This is done using Algorithm 5. Note the distinguished role of c p k , the last column of C k , which represents the pattern step (x k ? x k?1 ). Algorithm 5. Updating C k .
For i = 3 n + 1; ; 2 3 n do
Since (1= k )s k is necessarily a column of C k , and C 0 2 Z n p , an argument by induction shows that the update algorithm for C k ensures that the columns of C k always consist of integers.
The Exploratory
Moves. In Algorithm 6, the e i 's denote the unit coordinate vectors and c p k denotes the last column of C k . We set ?1 = 0 so that k?1 is de ned when k = 0.
A useful example for working through the logic of the algorithm can be found in 1], though the presentation and notation di er somewhat from that given here.
All possible steps are contained in k P k since C k contains columns that represent the \pattern steps" tried at the beginning of the iteration. And, once again, the Return.
exploratory moves given in Algorithm 6 examine all 2n steps de ned by k B? unless a step satisfying f(x k + s k ) < f(x k ) is found.
Since we have shown that the pattern search algorithm of Hooke and Jeeves satis es all the necessary requirements, we can therefore conclude that it, too, is a special case of the generalized pattern search method and Theorem 3.5 holds. The multidirectional search algorithm is a simplex-based algorithm. The pattern of points can be expressed as a simplex (i.e., n + 1 points, or vertices) based at the current iterate; as such, multidirectional search owes much in its conception to its predecessors, the simplex design algorithm of Spendley, Hext, and Himsworth 12] and the simplex algorithm of Nelder and Mead 9]. However, multidirectional search is a di erent algorithm|particularly from a theoretical standpoint. Convergence for the Spendley, Hext and Himsworth algorithm can be shown only with some modi cation of the original algorithm, and then only under the additional assumption that the function f is convex. There are numerical examples to demonstrate that the Nelder{ Mead simplex algorithm may fail to converge to a stationary point of the function because the uniform linear independence property (discussed in x6.2), which plays a key role in the convergence analysis, cannot be guaranteed to hold 15].
The multidirectional search algorithm is described in detail in both 6] and 16]. The formulation given here is di erent and, in fact, introduces some redundancy that can be eliminated when actually implementing the algorithm. However, the way of expressing the algorithm that we use here allows us to make clear the similarities between this and other pattern search methods. 4 .4.1. The Matrices. It is most natural to express multidirectional search in terms of multiple basis matrices B k and a xed generating matrix C, which is at odds with our de nition for generalized pattern search methods. As we shall see, however, it is possible to convert the more natural speci cation to one that conforms to our requirements for a pattern search method.
The multidirectional search algorithm centers around a family of basis matrices B that consists of all matrices representing the edges adjacent to each vertex in a nondegenerate n-dimensional simplex that the user is allowed to specify. Since the ordering of the columns is not unique, and typically not preserved in the implementation of the method, we consider all possible representations of the columns of the matrices associated with the edges adjacent to the (n+1) vertices of the simplex. We then add the negatives of these (n + 1)! basis matrices to account for the e ect of the re ection step allowed by the multidirectional search algorithm. Thus the cardinality of the set B is jBj = 2(n + 1)!.
Fortunately, there is no need to construct this unwieldy number of basis matrices to initialize the method. We can update the basis matrix after each iteration k by reconstructing the new basis matrix B k+1 , given the outcome of the exploratory moves, from the trial points x i k , i = 1; ; n, considered during the course of the exploratory moves. This procedure is given in Algorithm 8. The scalar scale is chosen during the course of the exploratory moves (see Algorithm 7) to ensure that Given this use of a family of basis matrices to help de ne the multidirectional search algorithm, the generating matrix is then the xed matrix C = I ?I ? I 0]. Thus, C contains p = 3n + 1 columns, with M = I. To ensure that C 2 Z n p , we require 2 Z. Furthermore, to ensure that the role of k as a step length parameter is not lost with the introduction of the expansion step represented by ? I, we require 2 . The algorithm is de ned so that = f w1 ; w2 g, with = w2 . This requires the further restriction that 2 N. Again, this is not an onerous restriction.
Multidirectional search usually is speci ed so that = 2, w 2 = 1, and thus = 2. Now, to bring this notation into conformity with our de nition for a generalized pattern search method, observe that we can represent all possible basis matrices B 2 B in terms of a single reference matrix B 2 B so that B = BB ; = 1; ; jBj:
A convenient feature of using the edges of a simplex to form the set of basis matrices is that the matricesB consist only of elements from the set f?1; 0; 1g. The matriceŝ B are necessarily nonsingular because of the nondegeneracy of the simplex. We usê B to represent the set of matricesB and observe that since B is a nite set, the set B is also nite.
We then observe that Clearly, s k 2 k P k . Since the exploratory moves algorithm considers all steps of the form k B? k , unless simple decrease is found after examining only the steps de ned by k BM k , this guarantees we satisfy the condition that if minff(x k +y); y 2 k B? k g < f(x k ), then f(x k + s k ) < f(x k ). 4.4.3. Updating the Step Length. The algorithm for updating k is that given in Algorithm 2. In this case, while usually is set to 1=2 so that = 2, w 0 = ?1, and w 1 = 0, we also include an expansion factor = w2 , where w 2 usually equals one. Thus = f1; g, where is usually 2. The choice of k 2 is made during the execution of the exploratory moves.
Since we have shown that the multidirectional search algorithm satis es all the necessary requirements, we conclude that it is also a pattern search method and thus Theorem 3.5 applies. Note that since we allow > 1, which is a useful algorithmic feature, we cannot guarantee that lim k!+1 k = 0 and so Theorem 3.7 does not automatically apply. 5 . Conclusions. We have presented a framework in which one can analyze pattern search methods. This framework abstracts and quanti es the similarities of the classical pattern search methods and enables us to prove lim inf k!+1 krf(x k )k = 0 for this class of algorithms. We also specify the conditions under which lim k!+1 krf(x k )k = 0 can be shown to hold.
These convergence results are perhaps surprising, given the simplicity of pattern search methods, but derive from the algebraic rigidity imposed on the iterates produced by pattern search methods. This is gratifying, since while this rigidity originally was introduced as a heuristic for directing the exploratory moves, it turns out to be the key to proving convergence as well. This analysis also highlights just how weak the conditions on the acceptance of the step can be and yet still allow a global convergence analysis, an observation that may prove useful in the analysis of other classes of optimization methods. We return to our de nition of the pattern as P k = BC k to show that the pattern contains at least one direction of descent whenever rf(x k ) 6 = 0.
Recall that we require the columns of C k to contain both M k and ?M k . Thus, P k can be partitioned as follows:
We now elaborate on these requirements. Since M k is an n n nonsingular matrix, and B is nonsingular, we are guaranteed that BM k forms a basis for R n . Further, we are guaranteed that at any iteration k, if rf(x k ) 6 = 0, x k ? Bc i k is a direction of descent for at least one column c i k contained in the block ? k .
6.1. Descent Methods. Of course, the existence of a trial step in a descent direction is not su cient to guarantee that decrease in the value of the objective function will be realized. To guarantee that a pattern search method is a descent method, we need to guarantee that in a nite number of iterations the method produces a positive step size k that achieves decrease on the objective function at the current iterate. We now show that this is the case. Lemma 6.1. Suppose that f is continuously di erentiable on a neighborhood of L(x 0 ). If rf(x k ) 6 = 0, then there exists q 2 Z, q 0, such that k+q > 0 (i.e., the (k + q) th iteration is successful). Proof. A key hypothesis placed on the exploratory moves is that if descent can be found for some one of the trial steps de ned by k B? k , then the exploratory moves returns a step that produces descent.
Because BC k has rank n, if rf(x k ) 6 = 0, then there exists at least one trial direction d i k = x k ? Bc i k , where c i k 2 ? k , such that rf(x k ) T d i k 6 = 0. But, since ?c i k 2 ? k , without loss of generality, rf(x k ) T d i k < 0. Thus, there exists an h k > 0 such that for 0 < h h k , f(x k + hd i k ) < f(x k ).
If at iteration k, k > h k , then the iteration may be unsuccessful; that is, k = f(x k ) ? f(x k + s k ) 0. When the iteration is unsuccessful, the generalized pattern search method sets x k+1 = x k and the updating algorithm sets k+1 = k . Since is strictly less than one, there exists q 2 Z, q 0, such that q k h k . Thus we are guaranteed descent, i.e., a successful iteration, in at most q iterations.
6.2. Uniform Linear Independence. The pattern P k guarantees the existence of at least one direction of descent whenever rf(x k ) 6 = 0. We now want to guarantee the existence of a bound on the angle between the direction of descent contained in B? k and the negative gradient at x k (whenever rf(x k ) 6 = 0). We will show, in fact, that this bound is uniform across all iterations of the pattern search algorithm. To do so, we use the notion of uniform linear independence 10]. Lemma Proof. We have jy T e j j = jy j j, where y = (y 1 ; ; y n ) T . Since P n j=1 jy j j 2 = 1, we are guaranteed that jy j j 1= p n for some j, so jy T e j j 1= p n for some j. Thus cos (y) 1= p n. Now note that cos (y) attains this lower bound for any y = 1 e 1 + 2 e 2 + + n e n , where j = 1= p n.
Thus, if the pattern search is restricted to the coordinate directions de ned by P = I ?I 0], = 1= p n gives the lower bound on the absolute value of the cosine of the angle between the gradient and a guaranteed direction of descent. We now use the bound for this particular case to derive a bound for the general case. The bound given in (14) points to two features that explain much about the behavior of pattern search methods. Since we never explicitly calculate|or approximate| the gradient, we are dependent on the fact that in the worst case at least one of our search directions is not orthogonal to the gradient; gives us a bound on how far away we can be. Thus, as either the condition number of the product BM k increases, or the dimension of the problem increases, our bound on the angle between the search direction and the gradient deteriorates. This suggests two things. First, we should be very careful in our choice of B and M for any particular pattern search method.
Second, we should not be surprised that these methods become less e ective as the dimension of the problem increases.
Nevertheless, even though pattern search methods neither require nor explicitly approximate the gradient of the function, the uniform linear independence condition demonstrates that the pattern search methods are, in fact, gradient-related methods, as de ned by Ortega and Rheinboldt 10], which is one reason why we can establish global convergence.
6.3. The Descent Condition. Having introduced the notion of uniform linear independence with the bound , we are now ready to show that pattern search methods reduce k only when necessary to nd descent. To do this we will show that once the steps s i k (x i k ? x k ) are small enough, then a successful step must be returned by the exploratory moves algorithm. Lemma 3.1 allows us to restate this condition in terms of k . We use the result to prove Proposition 3.4.
Proposition 6.4. Suppose that L(x 0 ) is compact and f is continuously di erentiable on a neighborhood of L(x 0 ). Given > 0, let = fx 2 L(x 0 ) : dist(x; X ) g: Suppose also that x 0 2 . Then there exists > 0, independent of k, such that if x k 2 and k < , then the kth iteration of a generalized pattern search method (Algorithm 1) will be successful (i.e., k = f(x k ) ? f(x k + s k ) > 0) and thus k+1 k .
Proof. We restrict our attention to the steps de ned by the columns of k B? k . This is su cient since the Hypotheses on Exploratory Moves ensure that a step s k satisfying the simple decrease condition k > 0 must be returned if a trial step de ned by a column of k B? k satis es the simple decrease condition. If s i k , i = 1; ; 2n, is a step de ned by k B? k (we assume that P k is partitioned as in (2) so that the rst 2n columns of P k contain the columns of B? k BM k ?BM k ]), then for some > 0, independent of k, ks i k k = k k Bc i k k kBkkc i k k k k ; i = 1; ; 2n; (15) since M k 2 M Z n n and M is a nite set of matrices. Together, (15) We are ready to argue that if at any iteration k N, x k 2 and (17) is satis ed, then an acceptable step will be found. The de nitions of and the pattern P k , together with Lemma 6.2, guarantee the existence of at least one such x i k .
Since (17) holds by assumption, (18) also holds. We can apply the Mean Value and the algorithm for updating k (Algorithm 2) ensures that k+1 k . Proposition 6.4 guarantees that if k is small enough, a generalized pattern search method realizes simple decrease because there exists at least one step among the 2n steps de ned by k B? k that gives decrease as a function of the norm of the gradient at the current iterate, as shown in (23); the Hypotheses on Exploratory Moves then ensure that the exploratory moves algorithm must return a step that satis es at least simple decrease. However, there are no guarantees that the step returned by an exploratory moves algorithm satis es more than the simple decrease condition.
To tie the amount of actual decrease to the norm of the gradient, we must place much stronger conditions on the generalized pattern search method, as discussed in x3.3.2. Once we have done so, Corollary 6.5 follows more or less immediately from 
