We study the existence and multiplicity of nonnegative solutions, as well as the behaviour of corresponding parameter-dependent branches, to the equation −∆u = (1 − u)u m − λu n in a bounded domain Ω ⊂ R N endowed with the zero Dirichlet boundary data, where 0 < m ≤ 1 and n > 0. When λ > 0, the obtained solutions can be seen as steady states of the corresponding reaction-diffusion equation describing a model of isothermal autocatalytic chemical reaction with termination. In addition to the main new results, we formulate a few relevant conjectures.
Introduction
Let Ω be a smooth bounded domain in R N , N ≥ 1, with the boundary ∂Ω. We consider the semilinear elliptic problem      −∆u = (1 − u)u m − λu n in Ω, u ≥ 0, u ≡ 0 in Ω, u = 0 on ∂Ω,
where λ is a real parameter and exponents m, n satisfy 0 < m ≤ 1 and n > 0.
Notice that the problem (1.1) has a non-Lipschitz nonlinearity if 0 < m < 1 or 0 < n < 1.
The equation in the problem (1.1) can be seen as a general dimension, steady state version of the reaction-diffusion equation
which serves as a model of isothermal autocatalytic chemical reaction with termination provided λ > 0, see Leach & Needham [22, . The Cauchy and the initial-boundary value problems on R for the equation (1.3) were intensively studied and various results on the existence, qualitative properties, and asymptotic behaviour of the corresponding solutions were obtained, see, e.g., the works [24, 25, 26] with references therein, and also [6, 12, 14] for related problems. In particular, it was observed that if 0 < n < m < 1 and 0 < λ < λ c , where
then the equation (1.3) possesses a steady state solution with compact support in R, see [22, Section 8.4.4] . Thus, this solution satisfies also the problem (1.1) in an appropriate bounded interval Ω ⊂ R.
Hereinafter, with a slight abuse of notation, we say that u is a compact support solution to (1.1) if either u > 0 in Ω and ∂u ∂ν = 0 on ∂Ω, or the support of u is a compact subset of Ω. (In the former case, the solution is sometimes called flat.) That is, compact support solutions to (1.1) are, in fact, solutions of the overdetermined problem with both Dirichlet and Neumann zero boundary data. Clearly, the presence of compact support solutions is a consequence of the non-Lipschitz nature of the nonlinearity of (1.1) which results in the possible violation of the strong maximum principle (see Remark 2.3 below) and also in the extinction in finite time phenomenon of the associated parabolic problem. For extensive information on compact support solutions we refer the interested reader to the books by Díaz [10] and Pucci & Serrin [29] .
Motivated by the above mentioned example of the one-dimensional compact support solution to (1.1), it is natural to rise the question about the existence of such solutions in higher dimensions. However, the available literature on even simpler problems with non-Lipschitz nonlinearities indicates that the higher-dimensional case is considerably more difficult than its one-dimensional counterpart. The first natural approach is to search for compact support solutions to (1.1) in the class of radially symmetric functions. This indeed can be done, see, e.g., [17, 18] and Remarks 3.4 and 7.3 below. On the other hand, if one considers small perturbations of (1.1) by nonradial weights, then radially symmetric arguments can not be applied, while compact support solutions are still expected to exist. Thus, different approaches as, e.g., in [11, 12, 13] have to be employed. The existence theory for compact support solutions developed in these works heavily relies on variational considerations and properties of the solution set in the bounded domain case.
In the present research, we study the existence and multiplicity questions for the problem (1.1), which not only provides the first step towards results on the existence of compact support solutions regardless the radial symmetry assumption, but is also interesting by itself since the obtained results appear to be considerably different from the entire space case Ω = R N . In order to systematize possible choices of m, n satisfying (1.2), let us first fix m ∈ (0, 1) and vary n > 0. We distinguish among the following four cases: I. 0 < n < m < 1,
Fixing now m = 1 and varying n > 0, we allocate three additional cases:
VI. m = 1 < n ≤ m + 1 = 2, VII. m + 1 = 2 < n.
Moreover, for the sake of generality, we do not restrict the consideration only to the values λ > 0, but also study the complementary case λ ≤ 0.
The article has the following structure. In Section 2, we provide some preliminary and auxiliary results. Sections 3-6 are devoted to the detailed study of the cases I-IV, and Sections 7-9 cover the cases V-VII. Along the text, different arguments are used in order to prove the existence and multiplicity (or uniqueness) of positive solutions to (1.1) . While the application of classical methods such as global minimization or the method of sub and supersolutions is relatively standard, the application of several variational methods, mostly in order to obtain multiplicity results, is more involved. Some of the stated assumptions are probably technical and could be eliminated. For each of the cases I-VII, we provide the corresponding bifurcation diagram. We notice, however, that our diagrams are only illustrative and "minimal". That is, one should not deduce directly from them the precise number of solutions for a given value of the parameter λ. In some cases, namely, I and V, we obtain only nonnegative solutions and it would be interesting to know if they are positive or of compact support type. This matter will be pursued elsewhere.
Preliminaries and auxiliary results
Along this section, we always assume that m, n > 0, and, in order to keep generality, we do not impose the restriction m ≤ 1 from (1.2) unless otherwise stated explicitly. Hereinafter, we use the standard notation L p (Ω) for the Lebesgue spaces, 1 ≤ p ≤ ∞, and denote by · p the associated norm. By W 1,2 0 (Ω) we denote the standard Sobolev space endowed with the norm ∇u 2 := Ω |∇u| 2 dx 1 2 , and 2 * stands for the critical Sobolev exponent, i.e., 2 * = 2N N −2 provided N > 2, and 2 * = +∞ provided N = 1. With a slight abuse of notation, we set 2 * = +∞ also in the case N = 2. Let us denote by X the space W 1,2 0 (Ω) ∩ L max{m+2,n+1} (Ω) endowed with the norm u X := ∇u 2 + u max{m+2,n+1} . Notice that X is a reflexive Banach space. Moreover, X ≡ W 1,2 0 (Ω) provided max{m + 2, n + 1} < 2 * . We will denote by λ 1 and ϕ 1 the first eigenvalue and the corresponding first eigenfunction of the Dirichlet Laplace operator on Ω, respectively. We assume, without loss of generality, that ϕ 1 > 0 in Ω and ϕ 1 ∞ = 1.
The problem (1.1) has a variational structure and the associated energy functional E λ ∈ C 1 (X, R) is given by
where u + = max{u, 0} ∈ X. Evidently, the weak lower-semicontinuity of the norms of X and L p (Ω) and the Rellich-Kondrachov theorem imply that E λ is weakly lower-semicontinuous on X if m < 2 * − 1 and, additionally, any of the following assumptions is satisfied:
where u − = max{−u, 0} ∈ X, which yields u − ≡ 0 in Ω. By definition, nonzero critical points of E λ are weak solutions to (1.1). Notice that apart from nonnegative solutions the equation in (1.1) with zero Dirichlet boundary conditions may also possess sing-changing solutions, although we are not interested in latter ones in the present work.
Lemma 2.1. Let m < 2 * − 1. Assume that either λ < 0 and n < 2 * − 1 or λ ≥ 0. Then any weak solution to (1.1) is a classical solution.
Proof. Let u ∈ X be a weak solution to (1.1). By the assumptions, the term 1 m+1 Ω |u + | m+1 dx presented in E λ (u) is subcritical, and the same is true for λ n+1 Ω |u + | n+1 dx if λ < 0. On the other hand, the term 1 m+2 Ω |u + | m+2 dx is with a positive sign, and the same applies to λ n+1 Ω |u + | n+1 dx if λ ≥ 0. Thus, carrying out the standard bootstrap argument (see, e.g., [15, Lemma 3.2] ), we appeal to the Sobolev embedding theorem with regard to two former terms and estimate from below two latter terms by zero, and hence derive that u ∈ L ∞ (Ω). Therefore, by the L p -regularity results in [1] or [19] , u ∈ W 2,p (Ω) for any 1 < p < ∞ and then in C 1,α (Ω) for any α ∈ (0, 1). Finally, applying again the regularity theory from [19] , we deduce that u ∈ C 2,β (Ω) for some β ∈ (0, 1).
We say that u ∈ C 2 (Ω) ∩ C(Ω) is a supersolution to (1.1) whenever u ≥ 0 in Ω and
Similarly, we say that u ∈ C 2 (Ω) ∩ C(Ω) is a subsolution to (1.1) whenever u ≥ 0 in Ω and
Let us provide several auxiliary results which will be useful in what follows. The first lemma gives a sufficient condition for the nonexistence of compact support solutions to (1.1), and the second one provides a uniform L ∞ -bound for solutions to (1.1). Lemma 2.2. Assume that one of the following assumptions is satisfied:
Let u be a solution to (1.1) . Then u > 0 in Ω and ∂u ∂ν < 0 on ∂Ω.
Proof. Assuming that u is a solution to (1.1), we denote by v a copy of u, that is, v ≡ u in Ω.
Let λ ≤ 0. The problem (1.1) can be written as
and we apply the strong maximum principle (see, e.g., [19, Section 3.2] ) to this linear equation to obtain the desired result. If λ > 0 and n ≥ 1, then u satisfies the problem
where λv n−1 + v m ≥ 0 in Ω, and again the strong maximum principle gives the result. Assume that λ > 0 and n > m. Then u satisfies
Notice that for any λ > 0 there exists r > 0 such that 1−r−λr n−m > 0. Suppose, by contradiction, that u(x 0 ) = 0 for some x 0 ∈ Ω. Defining A = {x ∈ Ω : u(x) < r}, we see that A is a nonempty open set containing x 0 , −∆u ≥ 0 in A, u = r on ∂A ∩ Ω, and u = 0 on ∂A ∩ ∂Ω. Therefore, the strong maximum principle yields u > 0 in A, a contradiction. Finally, if 0 < λ < 1 and n = m, we write the problem (1.1) as
and the strong maximum principle gives u > 0 in Ω and ∂u ∂n < 0 on ∂Ω. Remark 2.3. We see from Lemma 2.2 that n < min{m, 1} is a necessary condition in order to obtain a compact support solution to (1.1) with λ > 0. Lemma 2.4. Assume that one of the following assumptions is satisfied:
If u is a solution to (1.1), then there exists M (λ) > 0 such that
In particular, in the case (2.7), M (λ) = 1. If, in addition to (2.7), λ > 0 and n > m, then
and hence the desired bounds follow easily.
We next state general existence results for (1.1) obtained by application of the sub and supersolution method.
Theorem 2.5. Assume that one of the following assumptions is satisfied:
Then (1.1) possesses a positive solution.
Proof. Considering the function u ≡ M in Ω, where M > 0 is a constant, we easily see that
for any sufficiently large M under either of the assumptions (2.8)-(2.13). That is, u is a supersolution to (1.1). Considering the function u = cϕ 1 , we obtain
in Ω for any sufficiently small c > 0, provided any of the assumptions (2.8)-(2.13) holds. Thus, u is a subsolution to (1.1). Therefore, applying the sub and supersolution method with cϕ 1 ≤ M in Ω and recalling that ϕ 1 > 0 in Ω, we obtain the existence of a positive solution to (1.1). Theorem 2.6. Let m = 1 . Assume that one of the following assumptions is satisfied:
Then (1.1) possesses a positive solution. Moreover, if λ 1 ≥ 1 and (1.1) possesses a solution, then λ < 0.
Proof. As in Theorem 2.5, we consider the function u ≡ M in Ω, where M > 0 is a constant, and readily see that
for any sufficiently large M under either of the assumptions (2.14)-(2.16). Thus, u is a supersolution to (1.1). On the other hand, taking the function u = cϕ 1 , we again get
for any sufficiently small c > 0, provided any of the assumptions (2.14)-(2.16) holds. That is, u is a subsolution to (1.1). Applying the sub and supersolution method with cϕ 1 ≤ M in Ω, we derive the existence of a positive solution to (1.1). Assume now that λ 1 ≥ 1, and (1.1) possesses a solution u for some λ ≥ 0. Consider the fibers
Hence, by the variational characterization of λ 1 , we conclude that λ 1 < 1, a contradiction.
We now state a uniqueness result for (1.1).
Theorem 2.7. Let m ≤ 1. Assume that one of the following assumptions is satisfied:
Then (1.1) possesses at most one positive solution.
Proof. Assume that there exists a solution u to (1.1) such that u > 0 in Ω. The uniqueness of this solution follows by applying the method of [4, Section 2], see also [21] . Indeed, to use the result of [4] it is enough to show that f (s)
Since f (s) is smooth for s > 0, we see that the monotonicity condition for f (s) 
Using the bound s m−n ≥ λ, we conclude that (2.23) follows from the inequality
which is trivially satisfied for s > 0. The proof is complete.
Finally, we show that E λ satisfies the Palais-Smale condition under several assumptions on m and n which will be used below.
Lemma 2.8. Let m < 2 * − 2 and n < 2 * − 1. Assume that one of the following assumptions is satisfied:
Proof. To prove our claim under the assumption (2.24), we use the Sobolev embedding theorem to get
which implies that ∇u n 2 < C for all n ∈ N, and hence u n converges weakly in W 1,2 0 (Ω) and strongly in L r (Ω), r ∈ [1, 2 * ), to some u 0 , up to a subsequence. Therefore, applying [32, Chapter II, Proposition 2.2], we conclude that u n → u 0 strongly in W 1,2 0 (Ω). To prove our claim under the assumption (2.25), we use the Hölder inequality to get
, which implies that ∇u n 2 < C for all n ∈ N, and the rest of the proof follows as above.
Case I
In this section, we consider the case 0 < n < m < 1.
such that the problem (1.1) has a solution u λ for any λ < λ * and has no solution for any λ > λ * . If λ ≤ 0, then u λ is positive in Ω and unique. Moreover, there exists λ * ∈ (0, λ * ) such that
Proof. The existence, positivity, and uniqueness in the case λ ≤ 0 are given by Theorems 2.5 and 2.7. Let us thus assume that λ > 0. We will obtain a solution to (1.1) by global minimization of the energy functional E λ . Recall that E λ is weakly lower-semicontinuous on X. Moreover, E λ is coercive on X. Indeed, applying the Sobolev embedding theorem to the term Ω |u + | m+1 dx, one can find C > 0 (independent of u) such that for all u ∈ X,
Thus, since 0 < m < 1, we easily see that E λ (u) → +∞ provided u X → +∞, which is the desired coercivity. Let us show now that for any sufficiently small λ > 0 there exists u such that
Recalling that 0 < m < 1, we deduce that the term − t m+1 m+1 Ω |v| m+1 dx is leading as t → 0, and hence φ v (t) < 0 for all sufficiently small t > 0. Let us fix any of such t > 0. Due to the continuity of E λ (tv) with respect to λ, we conclude that E λ (tv) < 0 for all sufficiently small λ > 0. Finally, applying the direct minimization procedure (see, e.g., [32, Chapter I, Theorem 1.2]), we obtain the existence of a critical point u λ ≥ 0 of E λ such that E λ (u λ ) < 0 for all sufficiently small λ > 0. Denoting λ * = sup{λ > 0 : (1.1) has a solution},
we get λ * ≥ λ * > 0, and the proof of the existence part of the theorem is finished. Notice that the same arguments as above provide the existence also in the case λ ≤ 0. Now we prove the bound (3.1) for λ * . Let u λ be a solution to (1.1) and denote
Let us investigate the function g λ (s) = s m−n − s m+1−n − λ for s > 0. Since 0 < n < m < 1, we see that s m−n − λ is the leading term as s → 0 and −s m+1−n is the leading term as s → +∞. Moreover, g ′′ λ (s) < 0 for all s > 0. Therefore, g λ (s) has exactly one critical point for s > 0 which is the point of global maximum. Let us denote this point as s λ . Performing direct calculations, one can derive that the map λ → g λ (s λ ), λ ∈ (0, +∞), is decreasing. Looking for λ such that g λ (s λ ) = 0, we get Let us now discuss a multiplicity issue for λ > 0. Considering the fibers φ v (t) associated with E λ (v) for any v ∈ X \ {0}, we see that φ v (t) possess exactly two critical points for all sufficiently small λ > 0, namely, a point of maximum and a point of minimum. In fact, the solution u λ obtained in Theorem 3.1 corresponds to the point of minimum of φ u λ (t). In view of the presence of the point of maximum of φ v (t) it is natural to anticipate the existence of another critical point of E λ which has a mountain pass property. Indeed, in the following theorem we show the existence of the second critical point of E λ by obtaining a suitable neighbourhood of u λ with a lower bound for the mountain pass range on its boundary.
Let λ * be defined as in Theorem 3.1. Then, for any λ ∈ (0, λ * ), the problem
Proof. Along the proof we will denote by C > 0 various constants which do not depend on u ∈ W 1,2 0 (Ω). Let us fix λ ∈ (0, λ * ). By Theorem 3.1, there exists a critical point
where Γ is the set of all continuous paths g : [0, 1] → W 1,2 0 (Ω) satisfying g(0) = u λ and g(1) = 0. Clearly, c λ ≥ 0 since E λ (g(1)) = 0. Let us show that c λ > 0. To this end, consider the set
for some sufficiently small ρ ∈ (0, ∇u λ 2 ). This set is bounded in W 1,2 0 (Ω) in view of the Sobolev embedding theorem since m < 2 * − 2. Recalling that E λ (u λ ) < 0 and λ > 0, we get u λ ∈ F ρ . Moreover, the closure of F ρ does not contain 0. Let us prove that there exists α > 0 such that E λ (u) > α for any u ∈ ∂F ρ . Fixing any u ∈ ∂F ρ , we have either
Evidently, in both cases,
Let us also estimate Ω |u + | n+1 dx from below. The Gagliardo-Nirenberg inequality (see, e.g, [27] ) gives
where θ ∈ (0, 1) satisfies
Therefore, using (3.6), we get from (3.7) that
Assume now that (3.5) is satisfied. Applying the Sobolev embedding theorem, we get
Thus, using (3.8) and (3.10), we estimate E λ (u) from below as follows:
Notice that the assumption (3.3) is, in fact, equivalent to the inequality
Therefore, if follows from (3.11) that there is C > 0, which depends on ρ but does not depend on u satisfying (3.5), such that E λ (u) > C > 0 for any sufficiently small ρ > 0. Combining this fact with the estimate (3.9), we conclude that for any sufficiently small ρ > 0 there exists α > 0 such that E λ (u) > α for any u ∈ ∂F ρ . Since any continuous path in W 1,2 0 (Ω) joining u λ and 0 crosses ∂F ρ , we conclude that c λ > 0.
At the same time, E λ satisfies the Palais-Smale condition on W 1,2 0 (Ω) by Lemma 2.8. Therefore, the mountain pass theorem (see, e.g., [30] ) provides us with the critical point v λ of E λ such that
Remark 3.3. One can show that the set of exponents n, m admissible in Theorem 3.2 is nonempty for N ∈ [1, 8] and empty for N ≥ 9. Moreover, the function on the right-hand side of (3.3) is (strictly) increasing with respect to m ∈ (0, 1).
Remark 3.4. The results of Franchi, Lanconelli, & Serrin [17] or Gazzola, Serrin, & Tang [18] can be applied to show that for any sufficiently small λ > 0 there exists an appropriate Ω such that (1.1) possesses a radial compact support solution in Ω.
Conjecture 3.5. It is natural to expect that the branches of solutions to (1.1) behave as depicted on Figure 1 . That is, the problem (1.1) has at least two solutions for all λ ∈ (0, λ * ) and at least one solution for λ = λ * . Moreover, we anticipate that the assumption (3.3) is technical and can be omitted. Also, we do not know weather solutions to (1.1) obtained in Theorems 3.1 and 3.2 are positive or of compact support type, provided λ > 0.
Case II
In this section, we consider the case 0 < m < 1 and m ≤ n ≤ 1 which we divide into two subcases. 
Case III
In this section, we consider the case 0 < m < 1 < n < m + 1. First, we state the following existence and uniqueness result for (1.1). Since s * = s * (λ) → 0 as |λ| → 0, the condition (5.2) holds for all sufficiently small |λ|, and hence the existence of λ 0 follows. Notice that λ 0 can be estimated explicitly.
Let us now discuss a multiplicity issue for λ < 0. Proof. Let us outline the idea of the proof. We obtain the existence of three solutions by showing that for each λ < 0 from a certain interval (λ, λ), E λ possesses a mountain pass level on the boundary S ρ λ of a ball B ρ λ = {u ∈ W 1,2 0 (Ω) :
Combining this fact with the coercivity of E λ on W 1,2 0 (Ω) (see below), we obtain a global minimum, a local minimum, and a mountain pass critical point of E λ . The details are as follows.
First, we show that E λ is coercive on W 1,2 0 (Ω) for λ < 0. Indeed, since m + 1 < n + 1 < m + 2, we apply Hölder's inequality to get
is bounded from below on [0, +∞), we easily deduce that E λ (u) → +∞ as ∇u 2 → +∞, which is the desired coercivity.
Second, we show that there exists λ < 0 such that for any λ ∈ (λ, 0) there are ρ λ > 0 and α λ > 0 satisfying E λ (u) ≥ α λ provided ∇u 2 = ρ λ . Indeed, consider S 1 = {u ∈ W 1,2 0 (Ω) : ∇u 2 = 1} and take any u ∈ S 1 . Recalling that λ < 0, we have
where
Notice that A 1 and A 2 are achieved, due to the Rellich-Kondrachov theorem. Let us analyze the function g λ (s) = s 1−m 2 − A 1 + λs n−m A 2 for s > 0. Recalling that 0 < 1 − m < n − m, we see that
− A 1 is the leading term as s → 0 and λs n−m A 2 is the leading term as s → +∞. Therefore, looking at the first derivative of g λ (s), we deduce that g λ (s) has exactly one critical point which is the point of global maximum. We denote this point as s λ and note that
Moreover, straightforward analyzis implies that the map λ → g λ (s λ ), λ ∈ (−∞, 0), increases with respect to λ, it tends to −A 1 as λ → −∞, and it tends to +∞ as λ → 0. Therefore, there exists λ < 0 such that g λ (s λ ) > 0 for all λ ∈ (λ, 0) and g λ (s λ ) = 0. Directly investigating the function g λ (s λ ), we find that
Putting ρ λ = s λ , α λ = s m+1 λ g λ (s λ ) > 0, and recalling that u ∈ S 1 was arbitrary, we conclude from (5.4) that E λ (ρ λ u) ≥ α λ , which completes the proof of the desired claim.
Third, we show the existence of a constant C > 0 which depends only on N , m, n such that if |Ω| < C, then there is λ ∈ (λ, 0) such that for any λ ∈ (λ, λ) there exists v satisfying ∇v 2 > ρ λ and E λ (v) < 0. Let w ∈ S 1 , w ≥ 0, be a maximizer for A 2 . We estimate E λ (tw) from above as follows:
Arguing in much the same way as in the previous step, let us investigate the function f λ (s) = 1 2 + s m A 3 + λs n−1 A 2 for s > 0. Thanks to the assumption 0 < n − 1 < m, the term λs n−1 A 2 is leading as s → 0 and the term s m A 3 is leading as s → +∞. This implies that f λ (s) has exactly one critical pointŝ λ which is the point of global minimum. Notice that
Moreover, the map λ → f λ (ŝ λ ), λ ∈ (−∞, 0), increases with respect to λ, it tends to −∞ as λ → −∞, and it tends to 1 2 as λ → 0. Thus, one can find λ < 0 such that f λ (ŝ λ ) < 0 for all λ < λ and f λ (ŝ λ ) = 0. Performing direct calculations, we deduce that
Comparing now λ with λ and s λ withŝ λ , we see that if
then λ < λ and s λ <ŝ λ . Here the constant C > 0 depends only on m and n and has the following explicit expression:
. Let us show that (5.5) is satisfied provided the measure of Ω is sufficiently small. Using the Faber-Krahn inequality, we obtain that
where B 1 is a unit ball in R N . Therefore, we deduce that if
then (5.5) holds true. Since (5.6) is supposed to hold, we have λ < λ and s λ <ŝ λ .
Let us show that s λ <ŝ λ for any λ ∈ (λ, λ). Sinceŝ λ is decreasing with respect to λ, we get s λ <ŝ λ for any λ < λ. At the same time, since s λ increases with respect to λ, we have s λ < s λ for any λ > λ. If we suppose that sλ =ŝλ for someλ ∈ (λ, λ), then we get a contradiction since s m+1 g λ (s) ≤ E λ (sw) ≤ s 2 f λ (s) for any s > 0, but gλ(sλ) > 0 and fλ(sλ) < 0. Therefore, recalling that we put ρ λ = s λ , we conclude thatŝ λ > ρ λ and
for any λ ∈ (λ, λ), whenever (5.6) holds true. Finally, taking any nonnegative u ∈ W 1,2 0 (Ω) \ {0} and analyzing the fibers φ u (t) associated with E λ (u), we easily see that E λ (tu) < 0 for every λ ∈ R and all sufficiently small t > 0, since − t m+1
m+1 Ω u m+1 dx is the leading term as t → 0. In particular, we get inf Bρ λ E λ < 0 for any λ ∈ (λ, λ).
We are ready to obtain three critical points of E λ . Recalling (5.3) , the first critical point u λ comes as a minimizer of E λ over the ball B ρ λ . We have ∇u λ 2 < ρ λ and E λ (u λ ) < 0.
Recalling that E λ is coercive on W 1,2 0 (Ω), we conclude that E λ satisfies the Palais-Smale condition. Therefore, the second critical point v λ is obtained via the standard mountain pass theorem, see, e.g., [30] . We have E λ (v λ ) > 0. To obtain the third critical point w λ , let us minimize E λ over
Since E λ is coercive on W 1,2 0 (Ω) and in view of (5.3), we can apply Ekeland's variational principle (see [16, Theorem 3.1] ) and obtain a minimizing sequence {w n } ⊂ W 1,2 0 (Ω) \ B ρ λ for E λ which is at the same time a Palais-Smale sequence for E λ . Since E λ satisfies the Palais-Smale condition on W 1,2 0 (Ω), we conclude that the third critical point w λ exists, ∇w λ 2 > ρ λ , and E λ (w λ ) < 0. Clearly, u λ , v λ , and w λ are different from each other by construction, and positive in Ω due to Lemma 2.2. Remark 5.3. A result on the existence of three solutions was obtained by Lubyshev in [23] for a problem similar to (1.1) under the case III, however with the parameter λ placed in front of the difference u m − u m+1 instead of the term u n as in our case. Although the fibers of our functional E λ and of the functional considered in [23] have a similar "three critical points"-structure, their parametric behaviour is different. This fact prevents a direct application of the result of [23] to our problem.
Remark 5.4. Results concerning the existence of S-shape type bifurcation curves have been also obtained by using different approaches. For instance, Crandall & Rabinowitz used continuation methods in [7] and Brown, Ibrahim & Shivaji a tricky application of sub and supersolutions in [5] .
Conjecture 5.5. We anticipate that the interval (λ, λ) obtained in Theorem 5.2 can be expanded in such a way that (1.1) possesses at least three solutions for all λ ∈ (λ, λ) and at least two solutions for λ = λ and λ = λ, i.e., the branch of solutions to (1.1) has an S-shape, see Figure 4 . Moreover, we presume that the assumption on the size of Ω used in Theorem 5.2 is technical and can be omitted.
Case IV
In this section, we study the problem (1.1) under the assumption 0 < m < 1 < m + 1 ≤ n. We consider two subcases.
Subcase n = m + 1
First, we state the following existence result for (1.1) when λ ≥ −1.
Theorem 6.1. Let 0 < m < 1 < n = m + 1 and λ ≥ −1. Then there exists a unique positive solution u λ to (1.1) .
Proof. The existence, positivity, and uniqueness of u λ in the case λ > −1 are given by Theorems 2.5 and 2.7. Assume that λ = −1. Then the problem (1.1) turns to be −∆u = u m in Ω,
Since 0 < m < 1, (6.1) possesses a unique positive solution, see, e.g., [4] . The proof is complete.
Let us now discuss the case λ < −1. We rewrite the problem (1.1) in the form
Notice that u is a positive solution to (6.2) if and
Denoting µ = (−λ − 1)
1−m m , we see that (6.3) is the standard problem with the convex-concave nonlinearity, and the description of the existence of solutions to (6.3) is given by Ambrosetti, Brezis & Cerami in [3] . Translating this description to the problem (1.1), we deduce that there exists λ * < −1 such that for any λ ∈ (λ * , −1), (1.1) possesses a positive solution u λ . If λ = λ * , then (1.1) possesses a positive weak solution in X. For any λ < λ * , (1.1) does not have solutions. Moreover, if m < 2 * − 2, then (1.1) possesses another positive solution v λ for any λ ∈ (λ * , −1). We refer to Figure 5 , where the behaviour of the corresponding branches is depicted.
Let us provide an explicit lower bound for λ * . Let us investigate the function h λ (s) = λ 1 s 1−m + (λ + 1)s − 1 for s > 0. Since 0 < m < 1, the term λ 1 s 1−m − 1 is leading as s → 0, and the term (λ + 1)s is leading as s → +∞. Moreover, h ′′ λ (s) < 0 for s > 0. Therefore, recalling that λ < −1, we see that h λ (s) has exactly one critical point which is the point of global maximum. Let us denote this point as s λ . Arguing in a straightforward way, we deduce that h λ (s λ ) increases with respect to λ ∈ (−∞, −1). Thus, if h λ (s λ ) = 0 for some λ, then h λ (s λ ) < 0 for all λ < λ, and hence for such λ we get a contradiction with (6.4). Analyzing directly the function h λ (s λ ), we deduce that Figure 5 : The branches of solutions to (1.1) in the case 0 < m < 1 < n = m + 1.
Subcase 1 < m + 1 < n
In this case, the problem (1.1) has essentially the same behaviour as the convex-concave problem (6.3) from the previous subsection. Indeed, for λ < 0, the problem (1.1) is a special case of a more general problem with a sublinear behaviour near 0 and superlinear behaviour near +∞, studied by De Figueiredo, Gossez & Ubilla in [8, 9] . Applying the results of [9] to (1.1), we deduce that there exists λ * ∈ (−∞, 0) such that (1.1) possesses a positive solution u λ , satisfying E λ (u λ ) < 0, for any λ ∈ (λ * , 0), and (1.1) does not have solutions for any λ < λ * . Moreover, if n < 2 * − 1, then (1.1) possesses another positive solution v λ for any λ ∈ [λ * , 0), and E λ (v λ ) ≤ 0 for λ = λ * . Furthermore, an explicit upper estimate for λ * is provided by [8, Theorem 2.1].
Let us complement these facts noting that (1.1) possesses a unique positive solution u λ for any λ ≥ 0, which follows from Theorems 2.5 and 2.7. Figure 6 depicts the behaviour of the corresponding branches. 
Case V
In this section, we assume that m = 1 and 0 < n ≤ 1. We divide these assumptions into two subcases.
Subcase 0 < n < m = 1
Let us consider the following more general version of the problem (1.1) under the imposed assumptions on m and n:
Note that any nonzero and nonnegative solution to (7.1) is a solution to (1.1). The problem (7.1) with λ > 0 is a special case of a problem studied by Perera in [28] . It was proved in [28] that if λ 1 < 1, then there exists λ * > 0 such that (7.1) possesses at least two nonzero nonnegative solutions u λ and v λ for any λ ∈ (0, λ * ), where u λ is a global minimizer of E λ and v λ is a critical point of the mountain pass type. Therefore, (1.1) has at least two solutions. Let us complement this fact by the following two results. Proof. The existence, positivity, and uniqueness of u λ for λ < 0 are given by Theorems 2.5 and 2.7. Let us consider the existence for λ = 0. In this case, the problem (1.1) turns to be
which is the problem with the logistic nonlinearity, and it is known that (7.2) possesses a (unique positive) solution if and only if λ 1 < 1, see, e.g., [4] . The last assertion of the theorem is given by Theorem 2.6. 
such that (1.1) possesses a solution u λ for all λ ∈ (0, λ * ), and (1.1) has no solution for any λ > λ * .
Proof. Recalling the result of [28] cited above, let us define λ * = sup{λ > 0 : (1.1) has a solution}.
Clearly, 0 < λ * ≤ λ * . To obtain the upper bound for λ * we argue in much the same way as in the proof of Lemma 6.2. Let u λ be a solution to (1.1) . Multiplying the equation (1.1) by ϕ 1 and integrating by parts, we get
or, equivalently,
Let us investigate the function h λ (s) = (λ 1 − 1)s 1−n + s 2−n + λ for s > 0. Since 0 < n < 1, we see that (λ 1 − 1)s 1−n + λ is the leading term as s → 0, and s 2−n is the leading term as s → +∞. Moreover, recalling that λ 1 < 1, we have h ′′ λ (s) > 0 for all s > 0. Therefore, h λ (s) has exactly one critical point in (0, +∞) which is the point of global minimum. Let us denote this point as s λ and note that h λ (s λ ) increases with respect to λ. Thus, if h λ (s λ ) = 0 for some λ, then h λ (s λ ) > 0 for all λ > λ, and hence for such λ we get a contradiction with (7.3) . Directly analyzing the function h λ (s), we obtain that
which finishes the proof.
Remark 7.3. As in the case I, the results of [17] or [18] can be applied to show that for any sufficiently small λ > 0 there exists an appropriate Ω such that (1.1) possesses a radial compact support solution in Ω.
Conjecture 7.4. We anticipate that the branches of solutions to (1.1) behave as depicted on Figure 7 . That is, the problem (1.1) has at least two solutions for all λ ∈ (0, λ * ) and at least one solution for λ = λ * . Also, it is an open question weather solutions to (1.1) with λ > 0 obtained in [28] are positive or of compact support type.
Subcase n = m = 1
Under the assumption n = m = 1, the problem (1.1) can be written as 4) which is the problem with the logistic nonlinearity, and it is known that (7.4) possesses a (unique positive) solution if and only if λ < 1 − λ 1 , see, e.g., [4] . The behaviour of the branch of solutions is reminiscent of whose depicted on Figure 2 .
Case VI
In this section, we study the problem (1.1) under the assumption m = 1 and 1 < n ≤ 2. Let us split this assumption into two subcases. 
such that (1.1) possesses a positive solution u λ for any λ < λ * , and (1.1) has no solution for any λ > λ * . If, moreover, N < 6, then there exists λ * ∈ (−∞, λ * ] such that (1.1) possesses another positive solution v λ for any λ < λ * .
Proof. We prove the existence of the first positive solution to (1.1) for all λ < 0 with sufficiently large |λ| via the global minimization of the corresponding energy functional
which is weakly lower-semicontinuous on X. Note that E λ is coercive on the cone of nonnegative functions of X. Indeed, using the definition of λ 1 and the Sobolev embedding theorem, we get Clearly, we have λ < 0, since otherwise (8.2) cannot be true. Considering the function h λ (s) = (λ 1 − 1) + s + λs n−1 for s > 0 and recalling that 1 < n < 2, we see that the term λs n−1 is leading as s → 0, and the term s is leading as s → +∞. We deduce that h ′′ λ (s) > 0 for all s > 0, and hence h λ (s) has exactly one critical point s λ which is the point of global minimum. Performing direct calculations, we conclude that h λ (s λ ) increases with respect to λ ∈ (−∞, 0). Thus, if h λ (s λ ) = 0 for some λ, then h λ (s λ ) > 0 for all λ > λ, and hence for such λ we get a contradiction with (8.2) . Directly analyzing the function h λ (s), we see that
which proves that λ * ≤ λ < 0.
Let us now introduce the critical value λ * = sup{λ < 0 : (1.1) has a solution u λ such that E λ (u λ ) < 0}.
We prove the existence of another positive solution v λ to (1.1) for λ < λ * , provided N < 6, by means of the mountain pass theorem. Note that since N < 6, we have 3 < 2 * , and hence X = W 1,2 0 (Ω). Fixing any ρ > 0 and considering any u such that ∇u 2 = ρ, we see from (8.1) that
where we applied the Sobolev embedding theorem to the last term in (8.1). Since n > 1, we see that for any sufficiently small ρ > 0 there exists α > 0 such that E λ (u) > α provided ∇u 2 = ρ.
On the other hand, by definition of λ * , for any λ < λ * there exists u λ satisfying E λ (u λ ) < 0. Therefore, taking sufficiently small ρ > 0 such that ρ < u λ 2 , and noting that E λ satisfies the Palais-Smale condition on W 1,2 0 (Ω) in view of its coercivity, we apply the mountain pass theorem and obtain a solution v λ to (1.1) for any λ < λ * , such that E λ (v λ ) > 0. This solution is positive in Ω due to Lemma 2.2. Remark 8.3. Generalizations of the problem (1.1) which allow indefinite weights have been studied, e.g., by Alama & Tarantello in [2] and Shi & Shivaji in [31] . However, in these articles the placement of the parameter λ is different than in our case. While the right-hand side in (1.1) under the case VI reads as u − λu n − u 2 with λ < 0, the results of [2] would translate to the right-hand side of the form λu + u n − u 2 with λ ∈ R, and the results of [31] to λ(u + u n − u 2 ) with λ > 0. This fact prevents a direct application of the results from [2, 31] to our problem. 
Case VII
In this section, we let m + 1 = 2 < n. First, we assume that λ 1 < 1. As in Section 6.2, the problem (1.1) turns out to be a special case of the more general problem studied in [8, 9] . Applying the results of [9] , we deduce the existence of λ * ∈ (−∞, 0) such that (1.1) possesses a positive solution u λ , satisfying E λ (u λ ) < 0, for any λ ∈ (λ * , 0), and (1.1) has no solution for any λ < λ * . Moreover, if n < 2 * − 1, then (1.1) possesses another positive solution v λ for any λ ∈ [λ * , 0), and E λ (v λ ) ≤ 0 for λ = λ * . See Figure 6 , where the behaviour of the corresponding branches is depicted. Let us complement these facts by considering the existence of solutions to (1.1) for λ ≥ 0 and estimating λ * . Theorem 9.1. Let m + 1 = 2 < n and λ 1 < 1. Then (1.1) possesses a unique positive solution u λ for any λ ≥ 0. Moreover, λ * > − (n − 2) n−2 (n − 1) n−1 (1 − λ 1 ) n−2 .
Proof. If λ ≥ 0, then the existence and uniqueness of u λ are given by Theorems 2.6 and 2.7. To obtain the lower bound for λ * , we argue in much the same way as in the proof of Lemma 6.2. Assume that (1.1) possesses a solution u λ for some λ < 0. Multiplying the equation (1.1) by ϕ 1 and integrating by parts, we get Ω (λ 1 − 1) + u λ + λu n−1 λ u λ ϕ 1 dx = 0.
(9.1)
Let us analyze the function h λ (s) = (λ 1 − 1) + s + λs n−1 for s > 0. Thanks to n > 2, we see that s is the leading term as s → 0, and λs n−1 is the leading term as s → +∞. Moreover, recalling that λ < 0, we have h ′′ λ (s) < 0 for all s > 0. Therefore, h λ (s) has exactly one critical point s λ which is the point of global maximum. Arguing straightforwardly, we note that h λ (s λ ) increases with respect to λ ∈ (−∞, 0). Thus, if h λ (s λ ) = 0 for some λ < 0, then h λ (s λ ) < 0 for all λ < λ, and hence for such λ we get a contradiction with (9.1). Directly investigating h λ (s), we find that λ = − (n − 2) n−2 (n − 1) n−1 (1 − λ 1 ) n−2 , which finishes the proof. Let us now study the case λ 1 ≥ 1. λ u λ ∞ Figure 10 : The branch of solutions to (1.1) in the case m + 1 = 2 < n < 2 * − 1 and λ 1 ≥ 1.
Theorem 9.3. Let m + 1 = 2 < n < 2 * − 1 and λ 1 ≥ 1. Then (1.1) possesses a positive solution u λ for any λ < 0, and (1.1) has no solution for any λ ≥ 0.
Proof. We prove the existence of positive solutions for λ < 0 by the mountain pass theorem. First, let us show that for any λ < 0 there exist ρ > 0 and α > 0 such that E λ (u) > α provided ∇u 2 = ρ. Let us fix any ρ > 0 and consider an arbitrary u such that ∇u 2 = ρ. Applying Hölder's inequality and the Sobolev embedding theorem, we get
On the one hand, assuming that Ω |u + | 2 dx ≤ 1 2 ρ 2 , we obtain
which implies that E λ (u) ≥ α > 0 for some α > 0 and all sufficiently small ρ > 0. On the other hand, assuming that Ω |u + | 2 dx > 1 2 ρ 2 and recalling that λ 1 ≥ 1, we apply the Sobolev embedding theorem to deduce that E λ (u) ≥ Cρ 3 − λCρ n+1 .
Since n + 1 > 3, we again see that E λ (u) ≥ α > 0 for some α > 0 and all sufficiently small ρ > 0, which establishes the claim. Second, taking any w ∈ W 1,2 0 (Ω) \ {0} such that w ≥ 0 in Ω and analyzing the fibers φ w (t), we easily see that E λ (tw) < 0 for all sufficiently large t > 0. Noting now that E λ (0) = 0 and E λ satisfies the Palais-Smale condition on W 1,2 0 (Ω) by Lemma 2.8, and applying the mountain pass theorem, we obtain a solution u λ to (1.1) for any λ < 0. This solution is positive in Ω due to Lemma 2.2.
The nonexistence of solutions for λ ≥ 0 can be obtained in much the same was as in Theorem 2.6.
Conjecture 9.4. In the case λ 1 ≥ 1, we anticipate that the branches of solutions to (1.1) have the behaviour as depicted on Figure 10 .
