above paper claims thai under a set of minor restrictions radial basis function networks and fuzzy inference systems are functionally equivalent. The purpose of this letter is to show that this set of restrictions is incomplete and that, when it is completed, the said functional equivalence applies only to a small range of fuzzy inference systems. In addition, a modified set of restrictions is proposed which is applicable for a much wider range of fuzzy inference systems.
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Index Terms-Artificial neural networks, functional equivalence, fuzzy inference systems, radial basis function networks. Fig. 1 . FIS with two inputs, four membership functions, and four rules. The membership functions are all utilized by more than one rule. This FIS is of a verycommon type but it does not satisfy the unary dependency restriction.
I. INTRODUCTION
In the above paper 1 Jang and Sun stated (hat radial basis function networks (RBFN's) and fuzzy inference systems (FIS's) are functionally equivalent under some apparently minor restrictions. They stated this equivalence as follows:
"... the functional equivalence between an RBFN and a fuzzy inference system can be established if 1) The number of receptive field units is equal to the number of fuzzy if-then rules.
2) The output of each fuzzy if-then rule is composed of a constant.
3) The membership functions within each rule are chosen as Gaussian functions with the same variance. 4) The T-norm operator used to compute each rule's firing strength is multiplication. 5) Both the RBFN and the fuzzy inference system under consideration use the same method (i.e., either weighted average or weighted sum) to derive their overall outputs."
It will be shown that an additional necessary but unmentioned restriction on the stated functional equivalence is that the number of dependencies of rules upon membership functions is limited to one; this restriction will be called the unary dependency restriction. This is demonstrated by use of an example in which the above five restrictions are all satisfied but where the equivalence breaks down. It is then argued that with application of the unary dependency restriction the functional equivalence becomes so restrictive as to be unusable for almost all FIS's. Finally, a new set of conditions required for functional equivalence is suggested which does not include the unary dependency restriction and which is consequently more widely applicable. 
D. ANALYSIS OF FUNCTIONAL EQUIVALENCE
The following example will illustrate a case where first a simple FIS is designed; this FIS is converted to its functionally equivalent RBFN (satisfying the five restrictions quoted above); a learning algorithm adapts the RBFN; and then an attempt is made to convert the RBFN back to its original FTS structure.
Example Consider a FIS (see Fig. 1 ) with two inputs, *i and x 2 , and one output, y. The firing strength, va as follows:
The inference mechanism used to compute the crisp output, y, is of the weighted average form, that is . </ = £:=!«*• To obtain a RBFN which should, according to the quoted restrictions, be equivalent to the above FIS, we required four receptive field units and an output which is calculated by the weighted average method. This can be described as follows:
where the parameters, Cij and a, for i = 1,2,3,4 and j = 1,2, are given as follows:
Notice that many of the parameters of the RBFN are set to the same value, e.g. £11 = C21 = CA 1 - Fig. 2 demonstrates how this forces the centres of the radial basis functions (RBF's) to be alligned in a grid formation. This arrangement forces the RBFs' centres to be aligned in the input dimensions in which they share membership functions. Now a learning algorithm is applied to this RBFN (as is suggested in [1] ) which results in the parameters' being changed as follows: When an attempt is made to convert the RBFN back to a FIS a problem arises. The parameters of the RBFN have all changed and since there is not a one-to-one correspondence between the parameters of the RBFN and the parameters of the FIS, a functionally equivalent conversion back to the original FIS cannot be made. The simplest FIS which would be equivalent to the adapted RBFN would have eight membership functions (see Fig. 3 ), not four like the original FIS. Indeed if, for instance, the original membership function Ai had defined a fuzzy set hot, then the FIS equivalent of the adapted RBFN would have two definitions for hot on the same crisp input; this would generally be considered confusing.
Comments: It is clear from the above example that the functional equivalence as described by Jang and Sun [1] is only valid when each rule has a separate set of membership functions or, in other words, each membership function is used by at most one rule. This implies that an additional necessary restriction-the unary dependency restriction-on the functional equivalence would be as follows. 
Each membership function can be used by only one rule.
This makes it clear that the range of applicability of the original functional equivalence definition is much narrower than was implied by the original restrictions since most FIS's utilize each membership function more than once. For example, it is common to have combinations of rules like "if temperature is hot and humidity is dry then..." and "if temperature is hot and humidity is wet then..." in which the fuzzy set, hot, is utilized by more than one rule.
The problem described above is a quite significant disadvantage, however it is possible to restate the functional equivalence definition slightly and thereby make it applicable to a much wider range of FIS's.
III. ALTERNATIVE STATEMENT OF FUNCTIONAL EQUIVALENCE
Firstly, as stated above, rules which share a membership function must be aligned in the input-dimension on which that function is defined. In the general case this results in rules being placed on intersections of a multidimensional grid. The RBF's in a RBFN must maintain this relationship. This may be done by constraining the positions of the RBF's to a multidimensional grid formation and constraining the variances of all RBF's on common grid-lines to have the same input variances; only one membership function needs to be defined for each grid-line.
Secondly, by using a RBF which has a separate variance for each input the interdependency of the variances is removed, i.e. each membership function in the FIS can have a different Gaussian membership function; this type of RBF can be written as
where N is the number of inputs. Combining these two considerations with the restrictions as originally stated we obtain the following more widely applicable definition for the functional equivalence between FIS's and RBFN's.
The functional equivalence between an RBFN and a fuzzy inference system can be established if the following restrictions hold.
1) The number of receptive field units in the RBFN is equal to the number of fuzzy if-then rules.
3) The membership functions within each rule are chosen as Gaussian functions. 4) The T-norm operator used to compute each rule's firing strength is multiplication. 5) Both the RBFN and the FIS under consideration use the same method (i.e., either weighted average or weighted sum) to derive their overall outputs. 6) The positions of the RBF's are on a multidimensional grid and RBF's on common grid-lines have the same input-variances.
7) Each RBF has a separate variance for each input.
Restriction 6) implies that RBF's initially located on particular grid-lines (as defined by membership functions) must remain on those grid-lines; these grid-lines may however be moved which is equiv--alent to changing the parameters of the corresponding membership functions.
IV. CONCLUSION
In this letter we have described how the functional equivalence between RBFN's and FIS's, as stated in [1] , effectively applies only to FIS's which have a separate set of fuzzy sets for each rule. It is argued that this is very restrictive and, in order to make the result more generally applicable, a new definition for the functional equivalence between RBFN's and FIS's is proposed.
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In our original paper mentioned above 1 on functional equivalence between radial basis function networks and fuzzy inference systems, we were emphasizing the equivalence in terms of "forward calculation," or the equivalence in input-output function. We did not address the functional equivalence throughout a training process due to the following reason. Training/learning is a complicated process which may employ various stochastic/deterministic optimization schemes, such as steepest descent (or backpropagation), Gauss-Newton method, Levenberg-Marquardt method, genetic algorithms, simulated annealing, Tabu search, downhill simplex method, etc. Each training method itself also involves the tuning/updating of many control parameters. Therefore instead of talking about functional equivalence throughout a possibly complicated/diversified training method, we decided to make it simple and confined our discussion to the equivalence in model forward calculation. Once the functional equivalence is clearly established, its counterpart throughout a training process can be inferred directly based on the specific training method used.
Admittedly, the original publication uses a grid partition for a fuzzy inference system, which might break the functional equivalence with a radial basis function network during training. However, it should be straightforward to use a scatter partition instead (in which each membership function is only used in a rule), as suggested by Jang's other publication [2] . The comments by Anderson et al. provide a detailed coverage of this issue. Moreover, an in-depth discussion of the functional equivalence issue can be found in [1] .
In fact, at the writing of the original paper on functional equivalence, the research on neuro-fuzzy literature was still young and the purpose of that paper was to remind people that there is a strong tie between two major paradigms in the realms of artificial neural networks and fuzzy systems. Today we have a better understanding of those "local models," which include:
• radial basis function networks; These models might come from different disciplines, but they can all be made functionally equivalent under certain conditions.
