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ABSTRACT 
Boreal forests play an important role in the global carbon cycle, and wildfire is a key control of 
boreal carbon dynamics. Rapid high latitude climate change will likely alter boreal fire regimes, 
potentially disrupting the historical role of the biome as a major sink for anthropogenic carbon 
emissions. However, the brevity of observational fire records limits understanding of the 
trajectory and implications of such change. I addressed this limitation by reconstructing 10,000 
years of paleoenvironmental history in the Yukon Flats of interior Alaska, incorporating the 
paleorecord into ecosystem model experiments, and applying insights from these approaches to 
the development of a statistical model for predicting fire regime change. Results reveal that 
recent burning is unprecedented in the last 10,000 years. Fire frequency fluctuations were the 
dominant control on carbon dynamics of the past millennium, and the increase in fire activity 
over the past several decades has caused large regional carbon losses. Fuel limitation due to fire-
vegetation feedback dampened fire regime responses to centennial climate variability in the past, 
and a statistical model based on recent fire observations predicts that this mechanism will 
strongly attenuate future increases in fire activity. However, the exceptional magnitude of 
anthropogenic climate change will cause a pronounced increase in the rate of boreal forest 
burning in spite of vegetation feedback. As a result, dramatic shifts in ecosystem composition are 
likely across boreal Alaska, and the region will serve as a persistent source of atmospheric 
carbon throughout the 21st century.  
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CHAPTER 1: 1 
INTRODUCTION 2 
 Boreal forests encircle the Northern Hemisphere from ~50–70 °N latitude, covering >10% of 3 
land surface and forming the largest terrestrial biome on Earth (Bourgeau-Chavez et al. 2000). 4 
Boreal ecosystems account for 30-60% of the net terrestrial sink for atmospheric carbon and 5 
therefore play a significant role in slowing the rise of greenhouse gas concentrations due to 6 
anthropogenic emissions (McGuire et al. 2009). Furthermore, the massive carbon stocks of the 7 
biome (>30% of the terrestrial total; Kasischke 2000) attest that these sinks have persisted for 8 
millennia, during which boreal ecosystems have demonstrated remarkable resilience to changing 9 
environmental conditions. However, the fate of the boreal biome—and thus its contribution to 10 
the global carbon cycle—is uncertain. Climate warming is amplified at high latitudes (IPCC 11 
2013), and there is mounting evidence for ecosystem feedbacks that could enhance boreal forest 12 
vulnerability to future climate change (Chapin et al. 2010, Euskirchen et al. 2010). Elucidating 13 
these feedbacks, their consequences, and their potential future trajectories is thus an essential 14 
step towards understanding the patterns and drivers of global change.  15 
 Fire is a central actor in the network of boreal ecosystem interactions. Natural wildfires are 16 
the primary disturbance in most boreal regions, and thus dictate spatiotemporal patterns of 17 
vegetation succession (Viereck 1973, Johnstone and Chapin 2006). In addition, burning removes 18 
some or all of the thick moss and organic soil layer characteristic of many boreal forests 19 
(Dyrness and Norum 1983, Miyanishi and Johnson 2002). These ecological and physical 20 
transformations influence the soil thermal regime (Yoshikawa et al. 2003), hydrology (Chapin 21 
and McGuire 2000), and surface energy budget (Randerson et al. 2006) for years to decades 22 
following a fire. The interacting ecosystem responses to fire have far-reaching implications, 23 
including altered freshwater delivery to the Arctic Ocean (McClelland et al. 2004) and influence 24 
over the atmospheric chemistry of the Northern Hemisphere (Kasischke et al. 2005). In particular, 25 
fire exerts a dominant control on boreal forest carbon dynamics (Bond-Lamberty et al. 2007), 26 
and fire regime change therefore affects the Arctic carbon budget from regional to global scales 27 
(McGuire et al. 2007).  28 
 Boreal fire activity is closely linked to climate variability, and rising summer temperature in 29 
particular has been implicated as a key driver of increased burning in recent decades (Bessie and 30 
Johnson 1995, Hély et al. 2001, Gillett 2004, Kasischke and Turetsky 2006, Balshi et al. 2009b). 31 
	  
 
 2 
In Alaska, for example, climate variables account for >75% of historical variability in statewide 32 
annual area burned (Duffy et al. 2005), and the most extreme fire season in history occurred in 33 
2004 AD when summer temperatures reached record highs (Shulski et al. 2005). On the basis of 34 
empirical observations such as these, there have been many forecasts of future increases in the 35 
frequency, size, and severity of boreal forest fires (Stocks et al. 1998, Bachelet et al. 2005, 36 
Flannigan et al. 2005, 2009). Although the details of these predictions vary widely, one of the 37 
most recent and sophisticated suggests an extreme increase in the rate of burning in Alaska and 38 
western Canada, on the order of 300-400% by the end of the 21st century (Balshi et al. 2009b). 39 
Such changes would drive large increases in boreal C emissions (Balshi et al. 2009a), and could 40 
convert the boreal forest biome from a sink to a source for atmospheric carbon (McGuire et al. 41 
2010, Hayes et al. 2011).  42 
 Wildfire is a scale-dependent phenomenon, such that the key factors dictating where and 43 
when fire occurs on the modern landscape may have a different influence on—or be irrelevant 44 
to—changes in fire regimes over broader spatiotemporal scales (Parisien and Moritz 2009). 45 
Historical fire records provide only a few decades of detailed fire observations in most parts of 46 
the boreal biome. Thus, while they offer valuable insights into the climate-fire relationships of 47 
modern boreal forests, they are fundamentally limited in their ability to characterize fire regime 48 
shifts over longer timescales. By contrast, paleoecological records are ideally suited to study 49 
such changes. In Alaska, for example, paleofire reconstructions reveal widespread increases in 50 
burning due to the mid-Holocene expansion of Picea mariana vegetation (Lynch et al. 2004, 51 
Higuera et al. 2009). This change occurred despite the onset of wetter conditions, demonstrating 52 
that vegetation can override climate as the key control on boreal fire regimes. On the other hand, 53 
paleorecords are constrained by relatively coarse spatiotemporal resolution and the limited range 54 
of environmental variables they are able to reconstruct. Thus, while paleodata offer unique 55 
insights beyond the narrow scope of observational records, it may be challenging to translate 56 
those insights into relevant implications in the context of future global change.  57 
 The purpose of my dissertation research was to integrate the complimentary insights offered 58 
by modern and paleofire data, and apply them towards a better understanding of the causes and 59 
consequences of future fire regime change in the boreal forest biome. First, I reconstructed fire 60 
and vegetation histories of the Yukon Flats region of interior Alaska by quantifying charcoal and 61 
pollen in sediment cores collected at 14 lakes (Chapter 2). The most striking finding of this study is 62 
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the revelation that recent burning exceeds the range of variability of the past 10,000 years. The 63 
Yukon Flats region is among the most flammable in boreal North America due to warm and dry 64 
conditions associated with its highly continental climate. Thus, extreme Yukon Flats fire activity of 65 
recent decades could herald the transition to unprecedented fire regimes throughout the boreal biome 66 
if projections of future climate warming are realized. However, during the Medieval Climate 67 
Anomaly (~1,000-500 years ago) when climate conditions were similar to modern, extensive 68 
burning reduced the abundance of high-flammability Picea vegetation, which in turn dampened the 69 
fire regime response to warming. This finding raised the possibility that fire-vegetation feedback 70 
could reinstate a limit that constrained the Yukon Flats fire regime in the past, a speculation I later 71 
evaluated in the context of modern fire data (Chapter 4).  72 
 The Yukon Flats paleorecord also held important implications for predictions of boreal carbon 73 
cycling, which I evaluated with ecosystem modeling experiments based on paleo and modern data 74 
(Chapter 3). My results indicate that fire frequency variability was the dominant control on carbon 75 
dynamics of the past millennium, and demonstrate the potential for gross errors in simulated carbon 76 
balance due to a common modeling assumption that the prehistoric fire regime was stationary. In my 77 
experiments, this assumption led to the conclusion that the Yukon Flats region has been a carbon sink 78 
over the past half-century. In stark contrast, a simulation informed with paleofire data suggested that 79 
rapid recent increases in fire frequency have caused a net loss of >10% of regional carbon stocks. 80 
These results imply that if climate warming causes widespread increases in fire activity, a biome- 81 
wide shift in carbon balance is likely. Moreover, the magnitude of this shift will be underestimated in 82 
simulation studies that fail to account for past fire regime change.  83 
 Finally, to address uncertainties highlighted by my previous projects, I developed a statistical 84 
model for predicting fire regime change in boreal forest ecosystems (Chapter 4). In fitting the model 85 
to observational fire data from Alaska, I attained the first quantitative characterization of the fire- 86 
vegetation feedback suggested by the Yukon Flats paleorecord. Future predictions indicate that this 87 
feedback will attenuate the rise in fire activity in response to climate warming, but nevertheless 88 
suggest that major shifts in fire regime and ecosystem composition are imminent. The model 89 
estimates changes in forest age structure due to burning, which provides information on unobserved 90 
prehistoric fire regimes that can be used to constrain the initial state of carbon cycle models. As a last 91 
step in my dissertation research, I used the model to estimate changes in carbon stocks of interior 92 
Alaska in response to past and future burning. Results suggest the region was historically a sink for 93 
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atmospheric carbon, but record burning in the last decade marked the transition to a net carbon 94 
source that will persist throughout the coming century.  95 
 In summary, my dissertation research integrated paleoecology and mathematical models to 96 
address questions about boreal forest fire regimes at a spatiotemporal scale beyond the scope of 97 
observational data. The work produced new insights into the drivers and carbon-cycle implications of 98 
fire regime variability from 10,000 years ago to 2100 AD. Results show that unprecedented recent 99 
burning likely foreshadows extraordinary changes to the structure and function of the boreal forest 100 
biome and its role in the global carbon cycle.  101 
  102 
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CHAPTER 2*: 194 
PUSHING THE LIMITS OF THE BOREAL FOREST FIRE REGIME: 195 
RECENT BURNING EXCEEDS VARIABILITY OF THE PAST 10,000 YEARS 196 
ABSTRACT 197 
Wildfire activity in boreal forests is anticipated to increase dramatically, with far-reaching 198 
ecological and socioeconomic consequences. Paleorecords are indispensible for elucidating 199 
boreal fire regime dynamics under changing climate because fire return intervals and 200 
successional cycles in these ecosystems occur over decadal-centennial timescales. We present 201 
charcoal records from 14 lakes in the Yukon Flats of interior Alaska, one of the most flammable 202 
ecoregions of the boreal-forest biome, to infer causes and consequences of fire-regime change 203 
over the past 10,000 years. Strong correspondence between charcoal-inferred and observational 204 
fire records demonstrates the fidelity of sedimentary charcoal records as archives of past fire 205 
regimes. Fire frequency and area burned increased ~6,000-3,000 years ago, probably as a result 206 
of elevated landscape flammability associated with increased Picea mariana in the regional 207 
vegetation. During the Medieval Climate Anomaly (MCA; ~1,000-500 years ago), the period 208 
most similar to recent decades, warm and dry climatic conditions resulted in peak biomass 209 
burning, but severe fires favored less-flammable deciduous vegetation, such that fire frequency 210 
remained relatively stationary. These results suggest that boreal forests can sustain high-severity 211 
fire regimes for centuries under warm and dry conditions, with vegetation feedbacks modulating 212 
climate-fire linkages. The apparent limit to MCA burning has been surpassed by the regional fire 213 
regime of recent decades, which is characterized by exceptionally high fire frequency and 214 
biomass burning. This extreme combination suggests a transition to a novel regime of 215 
unprecedented fire activity. However, vegetation feedbacks similar to those that occurred during 216 
the MCA may stabilize the fire regime despite further warming. 217 
INTRODUCTION 218 
 The vast boreal-forest biome is a crucial component of the Earth system, representing almost 219 
10% of the land surface and >30% of terrestrial carbon stocks (Apps et al. 1993). Boreal 220 
                                                
* This chapter is published as: Kelly, R., M. L. Chipman, P. E. Higuera, I. Stefanova, L. B. Brubaker, and F. S. Hu. 2013. Recent 
burning of boreal forests exceeds fire regime limits of the past 10,000 years. Proceedings of the National Academy of Sciences 
110:13055–13060. 
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ecosystems have undergone pronounced changes in recent decades in response to climatic 221 
warming (ACIA 2004), including increased forest burning, permafrost melting, and wetland 222 
drying. Changes in fire activity have gained special attention because of the potential for 223 
dramatic effects at multiple scales. Natural, stand-replacing wildfires are the principal 224 
disturbance in these ecosystems, and they release copious amounts of carbon directly through 225 
combustion of biomass and soil organic matter (Kasischke et al. 2000). Additionally, postfire 226 
succession occurs over many decades, with interacting effects on biogeochemical cycles (O'Neill 227 
et al. 2003, Bond-Lamberty et al. 2007), energy balance (Randerson et al. 2006) and hydrology 228 
(Liu et al. 2005), all of which can produce climate feedbacks. Understanding these dynamics is 229 
essential to projecting future environmental change from local to global scales. 230 
 The present understanding of boreal fire regimes is largely based on several decades of 231 
observational studies. Interannual variability in fire activity is related to seasonal climate (Duffy 232 
et al. 2005, Flannigan et al. 2005, Balshi et al. 2009), and recent extreme fire years occurred 233 
under exceptionally warm and/or dry conditions (Beck et al. 2011). These relationships form the 234 
basis of various predictive models, which almost ubiquitously suggest increased frequency, size, 235 
and/or severity of burns in coming decades as a result of future warming (summarized by 236 
Flannigan et al. 2009b). However, such projections often do not consider potentially important 237 
climate-fire-vegetation interactions. In particular, climate-driven increases in boreal-forest 238 
burning may lead to the dominance of early-successional deciduous vegetation and thereby 239 
produce a negative feedback to further burning (Beck et al. 2011, Johnstone et al. 2011). Because 240 
fire return intervals and successional cycles in the boreal forest occur over decadal to centennial 241 
timescales, the observational fire records of the past several decades are of limited use for 242 
understanding fire-regime dynamics in these ecosystems.  243 
 Paleoecological analysis is indispensable for elucidating the causes and consequences of 244 
ecosystem change over a broad range of environmental conditions and temporal scales. Here we 245 
present results of charcoal analysis on lake-sediment cores from 14 lakes in the Yukon Flats 246 
(YF) ecoregion of interior Alaska. We take advantage of the exceptionally high spatial density of 247 
our charcoal records to quantitatively evaluate the fidelity of sedimentary charcoal as a proxy 248 
indicator of past fire regimes. We then discuss variations in fire frequency, biomass burning, and 249 
fire severity in relation to climate and vegetation change at centennial to millennial timescales. 250 
These data allow us to put fire-regime dynamics of the past several decades in the context of 251 
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natural variability of past millennia, and to infer the role of climate-fire-vegetation interactions in 252 
boreal-forest burning. We chose the YF ecoregion for this study because its recent fire 253 
frequencies are among the highest in the North American boreal forests (Kasischke et al. 2002, 254 
Stocks et al. 2002), corresponding to warm and dry summers in the region. Thus, this ecoregion 255 
is well suited to serve as an “upper bound” on past and current burning in the boreal-forest biome. 256 
METHODS 257 
Sites and sediment cores 258 
 Our sites are located near the southern boundary of the Yukon Flats ecoregion, in the 259 
foothills of the White Mountains. The area experiences a highly continental climate, with 260 
average daily temperatures ranging from -29 °C in January to 11 °C in July, and average annual 261 
precipitation of only 170 mm (Gallant et al. 1995). Boreal forests typical of interior Alaska 262 
dominate the regional landscape, with extensive lowlands and permafrost soils providing 263 
abundant habitat for Picea mariana, though P. glauca dominates on well-drained sites (Gallant 264 
et al. 1995). The region has the lowest fire return interval in Alaska at present (Kasischke et al. 265 
2002), and the modern landscape supports a mosaic of plant communities in various stages of 266 
postfire succession.  267 
 To minimize artifacts from sediment mixing and secondary deposition (e.g. inwash from the 268 
watershed), we selected small, deep lakes with minimal stream input. At three of the 14 lakes, we 269 
used a Livingstone-type corer to collect two parallel, overlapping sediment cores through the 270 
entire sediment thickness and a polycarbonate piston corer to retrieve the sediment-water 271 
interface. At the remaining 11 lakes, we used a polycarbonate piston corer to collect a sediment 272 
core of up to ~1.2 m length that spanned the intact sediment-water interface. We sliced the upper 273 
10-20 cm of each surface core in the field at 0.5-cm increments, and the remainder was split 274 
lengthwise and sliced at 0.25-cm resolution in the laboratory. Magnetic-susceptibility 275 
measurements on subsamples from each slice were used to corroborate visual correlation of 276 
cores with multiple drives.  277 
Age models 278 
 We developed chronologies from 139 210Pb and 75 14C ages (Table A.1). For the upper 10-20 279 
cm of each core, we analyzed bulk sediments at 1-2 cm intervals for 210Pb activity (Binford 280 
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1990) using an OctêtePlus alpha spectrometer at the University of Illinois. Sample age was 281 
estimated using a constant-rate-of-supply model following Binford (1990). Age-depth models for 282 
sediments older than 150 yr were based on accelerator mass spectrometry 14C ages of terrestrial 283 
macrofossils. Terrestrial macrofossils were treated with an acid-base-acid procedure (Oswald et 284 
al. 2005) and submitted to Lawrence Livermore National Laboratory for radiocarbon 285 
measurements. Radiocarbon ages were calibrated using CALIB 6.1.1 (Stuiver and Reimer 1993) 286 
with the IntCal09 dataset (Reimer et al. 2009).  287 
 Most of our cores consisted primarily of two discrete sediment types: dark-brown to black 288 
gyttja, and fine grey silt. Typically, the latter was found in narrow bands (~1-20 mm), but several 289 
cores had large silt layers tens of centimeters thick. We assumed that this material was deposited 290 
in rapid erosional or turbidite events, which was supported by discrete banding, low 291 
concentration of organic material and charcoal (determined visually under magnification), and 292 
high magnetic susceptibility (MS). Thus, to avoid error from applying an age model based on 293 
smoothly-varying sedimentation rate, we employed a methodology that accounts for the dual 294 
sediment types, similar to that of Colombaroli and Gavin (2010).  295 
 We used MS as a proxy for minerogenic silt content, and for each record estimated MScrit, the 296 
threshold MS representing 100% silt content. Given MScrit and a particular sample at depth d 297 
below the sediment-water interface, we calculated the proportion of silt in the sample, θd, as  298 
θd =min 1,
MSd −min(MS)
MScrit −min(MS)
"
#
$
%
&
'  299 
Then, letting xd represent the thickness of sample d as sliced, the “effective depth” at depth d, 300 
EDd = (1−θd ) ⋅ xd
i=0
d
∑  301 
represents the accumulated depth of sediment with the assumed-instantaneous minerogenic 302 
component mathematically omitted. For each record, we solved numerically for the optimal 303 
MScrit, defined as the value that minimized the sum of squared residuals of a linear regression of 304 
14C ages on their effective depths. Lastly, to obtain the final age of each individual sample, we fit 305 
a smooth spline through a plot of 14C ages against effective depths defined by the optimal MScrit. 306 
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Whereas Colombaroli and Gavin (2010) made the assumption that the underlying sedimentation 307 
rate of non-minerogenic sediment changed only as a linear function of time, this last step allows 308 
smooth nonlinear variations as is common in age-depth modeling methods (e.g. Higuera et al. 309 
2009), while retaining the representation of two sediment types. Ages are reported as calibrated 310 
radiocarbon yr before 1950 CE (cal B.P.). 311 
Charcoal and pollen analyses  312 
 We extracted macroscopic charcoal particles (>180 µm) from each core following standard 313 
methods (Whitlock and Anderson 2003). We removed 1–2 cm3 subsamples from contiguous 314 
intervals (median resolution of 7.5 yr/sample across all records), soaked them overnight in a 315 
solution of 2.5% sodium hypochlorite and 5% sodium metaphosphate, and sieved with deionized 316 
water. Charcoal particles were then identified and counted at 10-40x magnification, and the 317 
resulting particle concentrations (pieces/cm3) were multiplied by sediment accumulation rate 318 
(cm/yr; determined from age-depth models) to obtain charcoal accumulation rate (CHAR; 319 
pieces/cm2/yr). We then combined these data to create composite records (see below) with the 320 
goal of capturing regional fire-regime characteristics while minimizing the influence of site- 321 
specific factors.  322 
 Pollen identification was performed on 1-cm3 subsamples from one of our sediment cores 323 
(Screaming Lynx Lake; Fig. 2.1) at varying intervals (median 187 yr). Sample preparation 324 
followed standard protocols for lake sediments (Faegri and Iversen 1989), and pollen grains were 325 
counted at 40-100x magnification. Pollen data were expressed as a percentage of total pollen 326 
grains from terrestrial plants. Populus pollen was identified as the Populus tremuloides type, 327 
which may include several species (Cushing 1963). However, the type is distinct from P. 328 
balsamifera, the only Populus species besides P. tremuloides that occurs in the study region at 329 
present. Thus, we assume that our Populus pollen came from P. tremuloides. 330 
Estimating frequency of fire events 331 
 To identify local fire events, we performed charcoal-peak analysis on each of our records 332 
following Higuera et al. (2009). We interpolated all CHAR records to 10-yr resolution 333 
(approximating the median sample resolution of all records), and for each record estimated a 334 
background charcoal trend with a locally weighted regression robust to outliers (1000-yr span; 335 
Cleveland 1979). This background was subtracted from the raw data to obtain a series of CHAR 336 
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residuals. From these, we derived a temporally “local” threshold value at each sample age within 337 
a 1000-yr moving window centered on the sample. Within the window, we fit residual CHAR 338 
values to a two-distribution Gaussian mixture model. Since the data were residuals, one 339 
distribution always had a mean near zero and contained most of the samples. We assumed this 340 
distribution represents random noise, and used its 99th percentile to define the local threshold for 341 
peak detection. After all local threshold values were computed for the record, any CHAR 342 
residuals exceeding the threshold were identified as fire events. Exploratory analysis showed 343 
only our uppermost samples were sensitive to minimum-count screening (Gavin et al. 2006), due 344 
to low charcoal abundance in these low-density sediments. Mean fire frequency of recent 345 
decades agreed best with observational data (see Results and Discussion) when no screening was 346 
performed, so we deemed the procedure overly conservative and omitted it. Finally, we checked 347 
the robustness of peak detection in our records using a signal-to-noise index (SNI; Kelly et al. 348 
2011). Instances of unacceptable SNI<3.0 were extremely rare (collectively <0.5% of all 349 
records), thus warranting high confidence in our ability to statistically separate CHAR peaks 350 
from noise.  351 
 To derive a composite record representing regional average fire frequency (FF), we first 352 
pooled the identified fire events from all records, and then computed kernel-weighted event 353 
counts over the period spanned by ≥2 records (10,330 to -59 cal B.P.). This procedure is 354 
analogous to calculating the moving-window average frequency of fire events, but provides a 355 
more locally weighted (temporally) estimate and avoids artifacts associated with moving 356 
windows with sharp boundaries. The standard deviation (SD) of the kernel distribution (i.e. the 357 
kernel bandwidth) was chosen to highlight variability over specific time scales. Noting that 358 
~95% of Gaussian kernel mass falls within a four-SD range (i.e. ±2 SD), we chose kernels with 359 
SD of 2.5, 25, and 250 yr to represent nominally decadal, centennial, and millennial variability, 360 
respectively. To obtain a confidence interval for estimated FF, we assumed a Poisson distribution 361 
on the number of events observed within a given kernel-defined window, defined exposure time 362 
as the total number of record-years spanned by the kernel, and followed calculations derived in 363 
epidemiology from the relationship between the Poisson and χ2 distributions (Ulm 1990).  364 
Estimating regional biomass burning 365 
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 Recently developed methods provide a useful framework for quantitatively combining 366 
charcoal records to estimate regional- to global-scale trends in biomass burning (Marlon et al. 367 
2008, 2012). A key step in the method is the normalization of individual CHAR records by Box- 368 
Cox transformation. This is useful when the component records follow very dissimilar 369 
distributions (e.g. when they represent the fire regimes of multiple biomes), and is implicitly 370 
required by the classical regression methods used subsequently to develop the composite CHAR 371 
record. However, many charcoal records are based on discrete particle counts, such that CHAR 372 
values of zero are not uncommon. This is particularly true of the YF cores due to their high 373 
sampling resolution and, in some cases, large proportion of charcoal-poor allochthonous silts. As 374 
a result of the large proportion of samples in our records with CHAR=0 (3.9-50.4% of samples 375 
within individual records, 16.7% overall), no transformation of the data produced acceptably 376 
normal distributions. We did observe an excellent fit of our nonzero CHAR values to the 377 
lognormal distribution, suggesting that we should log-transform the data. However, for data 378 
containing zeros this transformation traditionally requires the addition of a small, arbitrary 379 
constant to all values, and we found the choice of this constant unduly influenced our results.  380 
Thus, we developed a method analogous to Marlon et al. (2008), but which permits zero counts 381 
and fits the untransformed data. This method begins with the assumption that CHAR is 382 
essentially lognormally distributed, but that zero values arise from the discretization of finite 383 
count data. In this case, CHAR values within a single record or segment thereof can be expected 384 
to fit a zero-inflated lognormal (ZIL; Aitchison 1955) distribution defined by the probability 385 
density function 386 
f x µ,σ 2,φ( ) = 1−φ( )
1
x 2πσ 2
e−
ln(x )−µ( )2
2σ 2 x > 0
φ x = 0
"
#
$$
%
$
$
 387 
where x is a particular CHAR value, ϕ is the proportion of zeros in the population of CHAR 388 
values, and µ and σ2 are the mean and variance, respectively, of the nonzero CHAR values in the 389 
log domain.  390 
 To develop a composite CHAR estimate from multiple records, we first standardized each 391 
record in the log domain by log-transforming the nonzero CHAR in the record, applying a z- 392 
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score transformation, and then returning to the linear domain by exponentiation. We then used 393 
kernel-weighted local likelihood estimation (Tibshirani and Hastie 1987, Staniswalis 1989) to 394 
obtain the ZIL parameters that provided the best fit to the standardized data in the neighborhood 395 
of target estimation points spanning the composite dataset in annual increments. For each target 396 
point, we first assigned a weight to every standardized CHAR value using a Gaussian kernel 397 
(with standard deviation of 2.5, 25, or 250 yr as described for FF estimation). We then 398 
numerically solved for the ZIL parameters that maximized the local likelihood, defined as the 399 
kernel-weighted sum of the log-likelihoods of all individual data points. Finally, we defined 400 
composite CHAR at the target point as the mean of the best-fit ZIL distribution, given by: 401 
1−θ( ) eµ+σ
2
2( )  402 
Confidence intervals were derived from parametric bootstrap sampling from the fitted 403 
distribution. 404 
Validation of CHAR and FF composite records 405 
 To evaluate the ability of CHAR and FF composite records to capture fire activity over a 406 
range of spatial scales, we compared the records to observational fire data from 1950-2008 CE in 407 
the Alaska Large Fire Database (Kasischke et al. 2002) maintained by the U.S. Bureau of Land 408 
Management. First, we summarized observed area burned within study areas defined by various 409 
radii (ranging from 1-100 km) around all study sites (Fig. 2.1). We transformed and smoothed 410 
these data analogously to composite CHAR, and evaluated the correlation between observed area 411 
burned and composite CHAR at each spatial scale (Figs. 2.2a,b). Significance was estimated by 412 
block-bootstrap resampling (Gavin et al. 2011). There are too few fires in the observational 413 
record to estimate regional fire frequency directly, i.e. from the time between consecutive fires at 414 
a particular location. Instead, for each spatial scale considered, we determined the proportional 415 
area burned within the entire study area (defined by radii around all sites as described above) 416 
from 1950-2008 CE, and from this quantity estimated mean FF following Johnson and Gutsell 417 
(1994). We then compared these estimates to the mean charcoal-inferred FF for the entire 418 
validation period, calculating percent error as the difference between the estimates divided by the 419 
observation-based value (Fig. 2.2c). We used higher interpolation resolution in peak 420 
identification for validation (5 yr) than in the centennial and millennial composite FF records (10 421 
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yr). This reflects the higher true resolution of the near-surface sediments and yielded better 422 
agreement with observations overall, but did not substantially alter our findings. 423 
RESULTS AND DISCUSSION 424 
Validation and interpretation of charcoal records 425 
 Charcoal analysis of lake sediments is widely used to quantify fire frequency and the relative 426 
amount of biomass burning through time (Whitlock and Anderson 2003, Gavin et al. 2007, 427 
Marlon et al. 2009). Although this approach is generally supported theoretically (e.g. Clark 1988, 428 
Higuera et al. 2007) and empirically (Gavin et al. 2003, Lynch et al. 2004b, Higuera et al. 2011, 429 
Ali et al. 2012), data remain limited for direct verification. Our study is particularly well suited 430 
to address this limitation because the sampling design provides unusually high spatiotemporal 431 
resolution (14 sites within an ~1,000-km2 region, and median near-surface resolution of ~5 432 
yr/sample), and widespread recent burning ensures that ample fire data are available for 433 
comparison with the charcoal record, even in the short span of observational records (1950 CE to 434 
present). We capitalize on these characteristics to validate sedimentary charcoal records as 435 
archives of past fire-regime change.  436 
 A number of recent studies have inferred total biomass burning from multi-site records of 437 
charcoal accumulation rate (CHAR) in sediments (e.g., Power et al. 2008, Marlon et al. 2009). 438 
To evaluate this approach, we compared a decadal composite of our 14 CHAR records with 439 
observations of area burned at a range of spatial scales defined by specified radii around each 440 
study lake (Fig. 2.1). The composite CHAR record exhibits a broad maximum centered on 1990 441 
CE, and secondary peaks in 1966 and 2005 CE (Fig. 2.2a). These features are generally visible in 442 
the observed record of area burned. The two time series are significantly correlated (r>0.75, 443 
p<0.01) at scales of up to 20 km, with maximum agreement at the 5-km scale (r=0.91, p<0.001). 444 
The correlation becomes nonsignificant at >20-km scales (Fig. 2.2b). These results agree with 445 
charcoal-dispersal simulations (Higuera et al. 2007) and empirical findings (Higuera et al. 2011), 446 
which indicate optimal correlation between sampled CHAR and area burned at intermediate 447 
(100–101 km) distance from individual sampling sites. 448 
 Distinct peaks in sediment-charcoal time series are thought to record individual fire events 449 
near the sampling site (Whitlock and Larsen 2001, Gavin et al. 2006), allowing the calculation of 450 
local fire frequency (FF). In our composite charcoal record, mean FF across all sites for the 451 
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period 1950-2008 CE is 19.8 fires/kyr, which relates well to FF estimated from the observed 452 
proportion of the landscape burned from 1950-2008 CE. Maximum agreement is at the 1-km 453 
scale, which yields an observation-based FF estimate of 18.5 fires/kyr (7% error). This 454 
agreement is relatively robust (<20% error) at scales of up to 10 km (Fig. 2.2c), but deteriorates 455 
sharply (>90% error) at scales of 50-100 km, for which the observed proportion of the landscape 456 
burned is much less than around the study sites. Compared to CHAR, the fidelity of 457 
reconstructed FF to observations declines more steeply with increasing spatial scale (Fig. 2.2b,c). 458 
Although charcoal peaks and average CHAR in individual records are often considered to 459 
represent “local” versus “regional” signals, respectively, our results suggest that sampling a 460 
network of sites lessens this distinction. In particular, both our CHAR and FF composite records 461 
reliably capture fire activity within a contiguous area of at least 2,000 km2 (equivalent to 10-km 462 
radius). The good correspondence between our charcoal-inferred fire history and observational 463 
fire records provides some of the strongest empirical evidence to date in support of the prevailing 464 
assumptions in interpreting sediment-charcoal data. These results lend credence not only to our 465 
Holocene reconstructions for the Yukon Flats, but also to a growing body of literature analyzing 466 
composite CHAR records to infer broad-scale patterns of past fire-regime variability (e.g. 467 
Marlon et al. 2008, 2009, 2012, Ali et al. 2012). Furthermore, to the extent that validation of our 468 
charcoal records may have been facilitated by multiple sites and high-resolution sampling as 469 
described above, these results should motivate similar designs where detailed fire-history 470 
reconstructions are required. We acknowledge, however, that sediment-charcoal analysis is best 471 
suited for reconstructing high-severity fires in landscapes with relatively low topographic 472 
complexity; lower charcoal production or more complex terrain would confound the signal of 473 
fire and increase variability among sites (Higuera et al. 2011, Kelly et al. 2011). 474 
Centennial-millennial fire regime variability of the past 10,000 years 475 
 Our charcoal record reveals distinct patterns of fire-regime change in relation to climatic and 476 
vegetational shifts over the past 10,000 yr. At millennial timescales, composite CHAR is around 477 
0.5 (dimensionless due to standardization; see Methods) and relatively constant during the early 478 
Holocene (Fig. 2.3a). It begins increasing ca. 6,000 cal B.P. and continues to rise, with some 479 
oscillations, to a maximum of 2.0 around 800 cal B.P. Millennial FF is more variable, but also 480 
relatively low prior to 6,000 cal B.P. (mean 5.6 fires/kyr) and higher in the late Holocene, 481 
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especially after 3,000 cal B.P. (mean 8.6 fires/kyr; Fig. 2.3b). The increases in CHAR and FF 482 
coincide with the steady increase of Picea mariana (black spruce) pollen from trace levels (<3%) 483 
prior to 6,000 cal B.P. to modern abundance (~15%) by ~3,000 cal B.P. (Fig. 2.3d). These 484 
inferred changes in fire regime and vegetation are based on the subset of our records that span 485 
the early- and mid-Holocene, and thus benefit least from the spatial replication of our study 486 
design (Fig. 2.3c). Nevertheless, the results are consistent with several prior studies in Alaska 487 
documenting increased fire activity in association with the mid-Holocene expansion of P. 488 
mariana (Lynch et al. 2003, 2004a, Hu et al. 2006, Higuera et al. 2009). P. mariana is the most 489 
flammable species in Alaskan boreal forests today, with adaptations to both promote and persist 490 
through fire (e.g. high resin content and semi-serotinous cones; Viereck et al. 1986). The 491 
expansion of this species and associated increase in landscape-scale flammability probably drove 492 
the late-Holocene rise in fire frequency and overall rates of biomass burning. Furthermore, the 493 
mid-Holocene increase in summer temperature in the region (Clegg et al. 2011) may have played 494 
a role in promoting forest burning. 495 
 Over the past 3,000 yr the regional vegetation has remained broadly similar to modern boreal 496 
forests (Fig. 2.3d,e), even though high-resolution pollen analysis suggests climatically driven 497 
shifts in species composition during this period (Tinner et al. 2008). Inferences of biomass 498 
burning from CHAR display centennial-scale patterns (Fig. 2.4a) coincident with several known 499 
climatic fluctuations. In particular, the broad CHAR peak ca. 1,000-500 cal B.P. suggests 500 
increased biomass burning during the Medieval Climate Anomaly (MCA). The MCA is known 501 
to have been a warm and drought-prone period in many regions globally (Diaz et al. 2011). In 502 
Alaska, lake-sediment analyses suggest near-modern temperature during the MCA (Hu et al. 503 
2001, Clegg and Hu 2010), accompanied by relatively arid conditions (Mann et al. 2002, Clegg 504 
and Hu 2010) perhaps analogous to the recent trend of diminishing water availability driven by 505 
increased evapotranspiration due to warming (Barber et al. 2000, Hinzman et al. 2005, Riordan 506 
et al. 2006). Following the MCA, composite CHAR declines to a brief minimum (1.0) during the 507 
Little Ice Age (LIA), which was characterized by cooler (Hu et al. 2001, Clegg et al. 2011) and 508 
wetter (Clegg and Hu 2010) conditions in the region. The subsequent sharp rise in CHAR to 509 
values similar to the MCA peak corresponds to marked warming and increased forest burning in 510 
Alaska during the past few decades (Kasischke et al. 2010). Transient vegetation shifts inferred 511 
from pollen (Fig. 2.3d,e) may have influenced the fire regime as well (see below). Nonetheless, 512 
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over the last 3,000 yr climatic variation appears to have exerted a dominant control over biomass 513 
burning in the YF at centennial timescales. This interpretation is consistent with the 514 
observational record of the past 60 yr, which shows increased area burned during warmer and/or 515 
drier years in boreal-forest ecosystems (Duffy et al. 2005, Balshi et al. 2009).  516 
 Compared to CHAR, composite FF exhibits less pronounced variability corresponding to the 517 
MCA and LIA. At centennial scales, FF varies markedly around a relatively stationary mean of 518 
~9 fires/kyr throughout most of the last 3,000 yr (Fig. 2.4b), with low correlation to CHAR 519 
(r=0.33, p=0.02). This pattern stands in contrast to the general similarity in millennial-scale 520 
CHAR and FF trends throughout much of the past 10,000 yr. Changes in the degree of coupling 521 
between biomass burning and fire frequency may themselves represent fire-regime properties. 522 
Indeed, a recent study (Ali et al. 2012) considered variability in the CHAR:FF ratio as a measure 523 
of fire size, an interpretation that is rational given the demonstrable relationship between CHAR 524 
and area burned in recent decades (see above). However, over broad spatiotemporal scales 525 
CHAR:FF should remain approximately constant if CHAR reflects area burned only, because 526 
both area burned and fire frequency are directly related to fire probability at any given point in 527 
space and time, and are thus statistically identical (Johnson and Gutsell 1994). Instead, we reason 528 
that variation in CHAR:FF reflects changes in the amount of biomass consumed at a given fire 529 
frequency, and based on this rationale we consider this ratio as a proxy indicator of fire severity. 530 
We emphasize that this interpretation of CHAR:FF implicitly assumes that CHAR and FF 531 
represent fire on the same spatial scale. Our validation results support this assumption in the case 532 
of the YF composite records, but caution should be exerted when using CHAR:FF as a fire- 533 
severity index in studies with lower spatial resolution. Furthermore, because the CHAR:FF ratio 534 
combines uncertainty in both CHAR and FF, we consider the ratio a semi-quantitative proxy 535 
indicator, for which field validation remains to be done because of the paucity of observational 536 
fire-severity data. We therefore restrict our interpretations to the most pronounced broad-scale 537 
patterns.  538 
 Overall, the record of CHAR:FF ratio at our study sites varies similarly to CHAR during the 539 
past 3,000 yr (Fig. 2.4c), suggesting that the impacts of centennial climate change on biomass 540 
burning were mainly driven by variations in fire severity. This CHAR:FF record reveals that fire 541 
severity increased from 3,000 cal B.P. to a maximum around 800 cal B.P. during the MCA, and 542 
declined thereafter towards present. Thus, warm and dry climatic conditions during the MCA 543 
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appear to have resulted in peak severity but little change in FF. One plausible explanation is that 544 
the high-severity fires during this period promoted an unusual abundance of low-flammability 545 
deciduous species on the YF landscape. Deciduous recruitment is common during early 546 
succession following boreal fires, and the post-fire success and persistence of deciduous species 547 
is partly dictated by burn severity (Viereck 1973, Johnstone and Chapin 2006). High-severity 548 
fires characterized by extensive combustion of the soil organic layer favor deciduous 549 
regeneration (Johnstone and Kasischke 2005), which may slow recovery to conifer dominance 550 
and in some cases disrupt an otherwise resilient cycle of P. mariana self-replacement (Johnstone 551 
et al. 2010a). During the MCA, these mechanisms could have reduced the relative abundance 552 
and connectivity of flammable P. mariana vegetation, decreasing the probability of fire at the 553 
landscape scale and exerting a negative feedback to FF. Our pollen record (Fig. 2.4d) supports 554 
this interpretation. From 1,000-500 cal B.P. when fire severity was maximal, P. mariana dipped 555 
to its lowest abundance of the past 3,000 yr. Concurrently, the percentages of Populus 556 
tremuloides type pollen reached their highest values since the early Holocene, a striking signal 557 
given the notorious under-representation of Populus pollen in sediment records. P. tremuloides is 558 
a major component of post-fire deciduous vegetation in Alaska today. Thus, severe fires during 559 
the MCA appear to have favored deciduous recruitment in the YF region, effectively limiting fire 560 
frequency despite climate conditions highly conducive to burning. 561 
Pushing the limits: Recent fire-regime dynamics and implications for future change 562 
 Although the timing and magnitude of the MCA were spatially heterogeneous, temperatures 563 
during the period approached 20th-century values across much of the Northern Hemisphere 564 
(Mann et al. 2009), and many areas experienced exceptional hydroclimatic variability (Diaz et al. 565 
2011). Paleorecords of the period thus offer an opportunity to assess the ecosystem impacts of 566 
ongoing and future climate change (e.g. Booth et al. 2012). Here we juxtapose recent fire-regime 567 
dynamics in the YF against those of the MCA and discuss implications for future change. 568 
Our data reveal that FF is higher in recent decades than at any other time since the establishment 569 
of modern boreal vegetation 3,000 yr ago. This finding is supported by observational fire data, 570 
which corroborate the modern FF estimate (see above). Concurrently, biomass burning inferred 571 
from CHAR has risen sharply to a level on par with the MCA maximum. Thus, the present fire 572 
regime appears to have surpassed the vegetation-induced limit that constrained burning during 573 
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the MCA. Two factors may have contributed to this recent fire-regime change. First, growing 574 
evidence suggests that climatic conditions of recent decades exceeded the range of variability 575 
during the MCA (Bradley et al. 2003), which has probably favored forest burning (Mann et al. 576 
2012). A second possibility arises from the legacy of the LIA fire regime, which was 577 
characterized by comparatively low fire frequency and severity, and exceptionally low biomass 578 
burning (Fig. 2.4a-c). This combination should have led to high abundance and connectivity of 579 
flammable coniferous vegetation, effectively “priming” the landscape for widespread burning 580 
when suitable climatic conditions arose during recent decades. This hypothesis is supported by 581 
the maximum abundance of P. mariana pollen during the LIA (Fig. 2.3d), although the coarse 582 
temporal resolution of our pollen record prevents a rigorous evaluation. Simulation modeling has 583 
also suggested that recent increases in forest burning in interior Alaska resulted in part from prior 584 
fuel accumulation due to reduced past burning (Mann et al. 2012). 585 
 The extreme combination of exceptionally high recent CHAR and FF may signal a transition 586 
to a novel regime of unprecedented fire activity in the YF. This possibility is in accord with 587 
numerous model simulations predicting dramatic acceleration of boreal-forest burning under 588 
climate warming scenarios of the 21st century (Flannigan et al. 2009b). Projections for Alaska 589 
and Western Canada, for instance, include a five-fold increase in annual area burned (Balshi et al. 590 
2009). Such prognoses join a burgeoning list of exceptional changes in high-latitude ecosystems 591 
in response to ongoing climate warming (Chapin et al. 2005). These include extensive 592 
permafrost thaw (Schuur and Abbott 2011) and associated thermokarst formation (Osterkamp et 593 
al. 2000), treeline (Lloyd 2005) and shrub (Myers-Smith et al. 2011) expansion, increased tundra 594 
burning (Hu et al. 2010, Rocha and Shaver 2011), and loss of Arctic sea ice (Serreze et al. 2007). 595 
Given that fire is the dominant process controlling carbon cycling in boreal ecosystems (Bond- 596 
Lamberty et al. 2007) and that increased biomass burning is already linked to carbon losses in 597 
Alaska (Turetsky et al. 2010, Mack et al. 2011), the unprecedented fire-regime shift suggested by 598 
our data is potentially an important driver shaping the trajectory of high-latitude ecosystem 599 
changes.  600 
 Our study also suggests an alternative future trajectory by highlighting the importance of 601 
fire-vegetation interactions in the long-term dynamics of boreal fire regimes. By analogy to our 602 
MCA record from the YF, severe and extensive forest burning on the modern landscape could 603 
initiate vegetation feedbacks to dampen further fire-regime change. Late-season burning has 604 
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increased over recent decades among YF fires (Figure A.1), mirroring a regional trend linked to 605 
increasing severity (Turetsky et al. 2010). Similar to climate-fire-vegetation interactions during 606 
the MCA, this trend may lead to increased deciduous cover on the YF landscape and a return to 607 
fire frequencies more typical of the past 3,000 yr. In support of this prediction, 62.3% of our 608 
study area (20-km radius around each site) was covered by non-spruce vegetation (deciduous and 609 
mixed forest classes, as well as several early-successional types) in 2005 CE (NALC 2005). 610 
Spatially, this vegetation distribution corresponds well to fire locations prior to 2005 CE, and 611 
subsequent burn perimeters encompass 34.9% of the spruce cover that remained at that time (Fig. 612 
2.1). Thus, forest burning in recent decades has already converted much of the YF landscape to a 613 
fragmented mosaic of lower-flammability vegetation. Satellite analysis (Beck et al. 2011) and 614 
plot-level measurements (Johnstone et al. 2010b) also suggest that boreal ecosystems in Alaska 615 
are transitioning to a more deciduous-rich state as a result of recent severe fires, and model 616 
simulations indicate that this feedback will dampen the direct impact of warming on the future 617 
fire regime of boreal forests (Johnstone et al. 2011, Mann et al. 2012). If this prediction is 618 
realized, recent burning may mark the initiation of an active but stable fire regime similar to that 619 
of the MCA. In this scenario, unprecedented fire activity of the past several decades will prove to 620 
be a transient anomaly, probably facilitated by rapid recent climate change and LIA fuel 621 
accumulation but unsustainable in the longer term.  622 
 Our results suggest that the fire regime of the Yukon Flats ecoregion is presently beyond a 623 
limit defined by fire-vegetation feedbacks that constrained fire activity in the past several 624 
millennia. Recent burning in this region is among the most extensive of all North American 625 
boreal forests (Kasischke et al. 2002, Stocks et al. 2002), and it is likely that much of the biome 626 
has yet to reach such a vegetation-limited state. Fire activity is expected to increase in response 627 
to climate change in boreal forests worldwide (Flannigan et al. 2009a), and as a result deciduous 628 
cover may become a common feature of the biome (McGuire et al. 2006). The modern YF 629 
landscape may therefore provide a future analog for other regions as they become increasingly 630 
fire-prone in a warming climate. Ecosystem changes of the coming decades in this region— 631 
either to an MCA-like regime of prolonged high-severity burning or to a new state unparalleled 632 
in Holocene history—could serve as a harbinger of biome-wide changes to come. Our fire 633 
reconstructions from the YF reveal that the boreal forest can sustain a high-severity fire regime 634 
for centuries under warm and arid conditions, but suggest that vegetation feedbacks attenuated 635 
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the climate-fire relationship over these timescales in the past. Such dynamics have potentially 636 
dramatic ecological impacts (Johnstone et al. 2010b, Beck et al. 2011) that could interact with or 637 
override the direct effects of shifting climate and fire regime. Estimating the long-term trajectory 638 
of boreal-forest ecosystems thus requires understanding if and how these feedbacks will progress 639 
under scenarios of future change. 640 
 641 
  642 
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FIGURES 643 
 644 
Figure 2.1. The study area highlighting observed fire history (1950-2010 CE), land cover, and spatial scales 645 
discussed in the text. Land cover is based on satellite imagery collected in 2005 CE (NALC 2005) and reclassified 646 
as coniferous (i.e. Picea, black) or non-coniferous (grey). Observed fire perimeters represent burns that occurred 647 
before (red) and after (yellow) collection of the land-cover data in 2005 CE. Spatial domains defined by radii of 1, 5, 648 
10, and 20 km around each study site (white circles) were used when quantifying observed fire history as validation 649 
data (see text; 50- and 100-km spatial scales not shown). Pollen data were collected from Screaming Lynx Lake 650 
(filled circle). Inset shows the location of study area in Alaska (black box), and observed fire perimeters statewide 651 
(orange). The Yukon River (blue) is shown for spatial reference. 652 
 653 
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 655 
Figure 2.2. Validation of sediment-charcoal data with observed fire history since 1950 CE. (a) Comparison of 656 
decadal composite CHAR and observed area burned at the optimal spatial scale for comparison (5 km, see Fig. 2.1). 657 
Annual area-burned observations (dashed grey) were decadally smoothed (solid grey) for comparison with the 658 
CHAR record (black). Arrows indicate maxima noted in text. (b) Spatial dependence of CHAR validation results; 659 
statistically significant (p<0.01) and non-significant (p>0.05) correlations are indicated by solid and open circles, 660 
respectively. (c) Spatial dependence of FF validation results, indicating the percent error between mean FF estimated 661 
from charcoal peaks vs. observed proportion of the landscape burned since 1950 CE.  662 
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 665 
Figure 2.3. Proxy records of ecosystem change, highlighting millennial patterns of the past 10,000 yr. Millennial 666 
composite records of (a) CHAR and (b) FF from sediment charcoal analysis (with 90% confidence intervals). (c) 667 
Number of records contributing to composite charcoal records. Pollen abundance of (d) key conifer species Picea 668 
mariana and Picea glauca and (e) other major taxa at Screaming Lynx Lake (Fig. 2.1). Diamond symbols on the P. 669 
mariana curve indicate sampling resolution for all pollen data.  670 
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 673 
Figure 2.4. Ecosystem change over the past 3000 years. The sources of these pollen and charcoal data are as in Fig. 674 
2.3, but here we highlight centennial variability since the establishment of modern boreal vegetation in the study 675 
region ~3,000 cal B.P. Centennial (thin lines) and millennial (thick lines, with 90% confidence intervals) composite 676 
records of (a) CHAR and (b) FF from sediment charcoal analysis. (c) Ratio of CHAR:FF, representing fire severity; 677 
centennial patterns are illustrated (grey line), but only millennial trends (black line) are interpreted (see Results and 678 
Discussion). (d) Pollen abundance of dominant late-successional Picea mariana and key post-fire recruit Populus at 679 
Screaming Lynx Lake (Fig. 2.1), with diamond symbols indicating sampling resolution of both taxa. 680 
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CHAPTER 3: 
PALEODATA-MODEL INTEGRATION REVEALS LARGE CARBON LOSSES FROM  
RECENT BURNING OF BOREAL FORESTS 
ABSTRACT 
The boreal forest biome contains >30% of global terrestrial carbon stocks. Wildfires play a key 
role in the boreal carbon (C) cycle, and models suggest that increased burning as a result of 
anthropogenic climate change will dramatically increase C emissions in the coming century. 
However, these predictions may be compromised by the brevity of contemporary observational 
records, which limits our ability to constrain model initial conditions. Here we present results 
that confront this limitation with data-model integration on a millennial timescale. We used 
paleoenvironmental data to drive model simulations of long-term C dynamics in the Alaskan 
boreal forest. Results show that fire was the dominant control on C cycling over the past 
millennium, with changes in fire frequency accounting for 84% of C stock variability, compared 
to <2% variability explained by fluctuations in climate and atmospheric CO2 concentration. The 
recent rise to unprecedented fire frequency inferred from the paleorecord led to simulated C 
losses of 1.4 kg C/m2 (11% of ecosystem C stocks) from 1950-2006 AD. In stark contrast, our 
simulations indicate a small net C sink of 0.3 kg C/m2 over the same period if the past fire 
regime is assumed to be similar to modern, as is common in models of C dynamics for 
disturbance-prone ecosystems. This discrepancy suggests that the C balance of boreal 
ecosystems depends strongly on the legacy of past burning. To the extent that other boreal forests 
have similarly experienced increases in fire activity due to recent climate warming, it is likely 
that present biome-wide C uptake is overestimated by most modeling studies. Thus, recent 
predictions that terrestrial C sinks of northern high latitudes will mitigate rising atmospheric CO2 
may be overoptimistic.  
INTRODUCTION 
 Northern high latitudes have experienced rapid climate change in recent decades and are 
projected to warm 4-5 °C—more than twice the global average—during the 21st century under 
moderate anthropogenic emissions scenarios (IPCC 2013). High-latitude ecosystems impose 
critical feedbacks to global climate change by modulating the rise in atmospheric concentration 
of greenhouse gases such as CO2 and methane (ACIA 2004). In particular, the vast boreal forest 
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biome accounts for approximately half of the net C sink of the terrestrial biosphere during the 
past two decades (McGuire et al. 2009, Pan et al. 2011). Longer growing seasons and rising 
atmospheric CO2 concentration (pCO2) will likely enhance boreal forest productivity in the 21st 
century (Myneni et al. 2001), and Earth system models (ESMs) indicate that these effects will 
strengthen the boreal C sink despite a concurrent increase in decomposition rates (Qian et al. 
2010). However, the sustainability of continued C uptake by the biome depends on many 
interacting factors that remain poorly understood, including changing disturbance regimes, 
thawing permafrost, and nutrient limitation (Hayes et al. 2011). Understanding how these 
processes operate within boreal ecosystems and scaling their behavior to the entire biome are 
critical for constraining models of the global C cycle. 
 A major limitation of existing ESMs is that they generally do not consider wildfire, even 
though fire is known to play a dominant role in the C dynamics of boreal forests (Bond-
Lamberty et al. 2007, Balshi et al. 2009a). Indeed, C emissions resulting from even moderate 
increases in burning have the potential to more than offset enhanced productivity caused by CO2 
fertilization and climate change (Kurz et al. 2008). Fire activity has increased throughout the 
boreal biome in recent decades, with record-breaking fire years and unprecedented regional fire 
regimes linked to climate warming (Kasischke and Turetsky 2006, Flannigan et al. 2009, Kelly 
et al. 2013), and further warming is expected to increase the frequency and severity of boreal 
fires in the future (Flannigan et al. 2009). Ecosystem models indicate that these fire regime shifts 
are weakening the boreal C sink and will potentially convert the biome to a net source of C 
within the next century (Kurz et al. 2008, Balshi et al. 2009a, Hayes et al. 2011). These results 
highlight the need for improved representation of fire in ESMs, and suggest that previous global 
modeling studies likely overestimated the ability of the boreal C sink to mitigate rising pCO2.  
 Even among modeling efforts that specifically incorporate fire effects on boreal C cycling, 
results may be compromised by the brevity of observational fire records, which span only the 
past several decades in most boreal regions. The “spin-up” procedure commonly used to 
initialize ecosystem models often requires hundreds to thousands of model years to reach an 
approximately steady state, and due to the lack of empirical data prehistoric fire regimes are 
typically assumed to be stationary and similar to modern for the purpose of the spin-up 
simulation. Model results may depend strongly on this assumption (McGuire et al. 2004, Balshi 
et al. 2007, 2009a), and recent paleoecological studies have challenged its validity by revealing 
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striking variability in past boreal forest fire activity (Higuera et al. 2009). In particular, a fire 
history reconstruction from the Yukon Flats (YF) ecoregion of interior Alaska indicates 
transition to a novel fire regime within the past several decades, providing unambiguous 
evidence that the modern fire regime is unrepresentative of prehistoric variability (Kelly et al. 
2013). The YF region has experienced among the most widespread burning of any North 
American boreal forest in recent decades (Kasischke et al. 2002), and may therefore be indicative 
of future change given that fire activity is predicted to increase throughout the biome (Flannigan 
et al. 2009). Here we use the YF paleofire record as a basis for ecosystem modeling experiments 
to elucidate implications of past fire regime change to present and future C balance.  
METHODS 
Overview 
 The dynamic organic soil version of the Terrestrial Ecosystem Model (DOS-TEM) is a 
spatially explicit, process-based ecosystem model that simulates carbon and nitrogen exchange 
among soil and vegetation pools and the atmosphere (Yi et al. 2009, 2010). We used the model 
to simulate C dynamics of the past millennium (the actual range of 850-2006 AD was chosen 
based on data availability), driven by forcings that included paleofire reconstructions (Kelly et al. 
2013), paleoclimate simulations (Jungclaus et al. 2010) spliced with observational climate data 
(Mitchell and Jones 2005), and pCO2 values from modern observations combined with ice core 
data (Schmidt et al. 2011). We also conducted model experiments in which each of these inputs 
was held stationary or allowed to vary, in order to determine the contribution of each to overall 
variability in past C storage. 
 To evaluate the impact of typical spin-up assumptions on modeled C dynamics, we ran two 
DOS-TEM experiments spanning 1950-2006 AD, the period for which reliable observational fire 
records exist (Kasischke et al. 2002). Fire occurrence was prescribed directly from these 
observations, and climate and pCO2 forcings were derived from the observation-based portions 
of the datasets described above. The spModern experiment followed a typical spin-up procedure 
in which the model was initially driven by modern forcings, repeated continuously to span the 
several thousand model years required to reach dynamic equilibrium. The resulting modeled 
ecosystem state (including cohort ages and soil and vegetation C pools) then served as the 
starting point for the spModern experiment. By contrast, the spPaleo experiment began from the 
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1950 AD model state of our past-millennium simulation. Thus, differences between the 
spModern and spPaleo simulations can be attributed to the replacement of spin-up assumptions 
with estimates of past environmental variability informed by paleodata.  
Study Area 
 We ran DOS-TEM on a 1-km2 grid delineated by the union of circular buffers of 10-km 
radius around each of the 14 sampling sites contributing to our paleofire records (Fig. 3.1; Kelly 
et al. 2013). This results in a contiguous area of 1931 km2, for which previous validation 
exercises confirmed that the charcoal data accurately capture observed patterns of recent burning. 
The area is near the southern boundary of the Yukon Flats ecoregion of interior Alaska. The 
region has a dry continental climate characterized by mean (1971-2000 climatology) January and 
July temperatures of -22.2 and 17.5 °C, respectively, and mean annual precipitation of 250 mm 
(Mitchell and Jones 2005). Vegetation is primarily a matrix of black spruce (Picea mariana) and 
deciduous species (e.g. Populus tremuloides) in various stages of postfire succession, as is 
typical of interior Alaska. Soils range from poorly to well drained depending on landscape 
position (Gallant et al. 1995).  
Forcing data preparation 
 DOS-TEM requires fires to be prescribed annually for each simulated cell on the landscape, 
whereas the Yukon Flats paleofire record represents a composite regional average. To convert 
charcoal-inferred fire frequency to a DOS-TEM driver, we invoked the statistical equivalence 
between fire frequency and annual proportional area burned at the landscape scale (Johnson and 
Gutsell 1994). For each simulated year, we multiplied regional fire frequency estimated for that 
year by the number of simulated cells to determine the total number of burned cells. We selected 
the cells to burn by cycling through a randomly permutated list of all cells. Thus, in each year the 
cells prescribed to burn were those that had been longest without fire, while overall spatial 
variability in the time since last fire was random. For past-millennium experiments requiring 
stationary fire frequency (i.e., those designed to isolate the influence of one of the other forcing 
variables), we followed the same procedure but prescribed constant frequency equal to the past-
millennium mean. In both the spPaleo and spModern experiments, individual fires were 
prescribed from the database of observed fire perimeters in Alaska (Kasischke et al. 2002). These 
data were also used to derive spin-up fire occurrence for the spModern experiment as in previous 
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studies (Balshi et al. 2007), which assumes that fire frequency throughout the spin-up period was 
equal to the single estimate derived from observed fires since 1950 AD. 
 By default, DOS-TEM assigns individual fires to one of three severity classes based on 
characteristics of burned cells (vegetation type and drainage class) and the fires themselves 
(season of burn and fire year size), according to relationships supported by modern observations 
(Yi et al. 2010). We followed this method to provide realistic forcing data for the period 1950-
2006 AD in the spModern and spPaleo experiments. For the past-millennium simulation we 
relied on a coarse proxy for fire severity derived previously (Kelly et al. 2013). We separated this 
record into three categories using its lower and upper quartiles of the past millennium, and 
translated these to the severity classifications in DOS-TEM. We then assigned the severity class 
of each simulation year to all fires that occurred in that year. In past-millennium experiments 
lacking fire-severity variability we defined all fires as moderate severity.  
 DOS-TEM requires monthly inputs of mean temperature, total precipitation, vapor pressure, 
and incoming radiation. We obtained these data from a paleoclimate simulation spanning 850-
1950 AD using the Max Plank Institute Earth System Model (Jungclaus et al. 2010), and climate 
data for 1900-2006 AD derived from observations (Mitchell and Jones 2005). We bias-corrected 
the former using either differencing (temperature) or ratios (precipitation, vapor pressure, 
radiation) to ensure matching mean climatology between the two datasets for the 1900-1950 AD 
overlap period. We then spliced the two at 1950 AD and interpolated the resulting product to 1-
km2 resolution. To obtain stationary climate forcings for past-millennium experiments while 
retaining interannual variability, we removed centennial-scale trends calculated using a lowess 
smoother from each monthly variable by differencing (temperature) or dividing (all others).  
 Finally, we prescribed uniform pCO2 across the simulation landscape based on modern 
instrumental measurements spliced to ice core records (Schmidt et al. 2011). Control pCO2 was 
defined as the past-millennium mean (285 ppm) as needed for model experiments.  
Statistical Analysis 
 We analyzed variability in total ecosystem C stocks (CECO) among the past-millennium 
experiments by first calculating CECO deviations from the control run (i.e., the experiment with 
all inputs held stationary) to remove patterns of interannual variability and emphasize response 
to long-term changes in model forcings. We used multiple regression to model CECO variability 
of the simulation informed by all available paleodata as a linear combination of experiments in 
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which only one forcing was allowed to vary. We then report the sum-of-squares variability 
accounted for by each single-factor experiment as a means to quantify the influence of each 
forcing variable on overall CECO variability of the past millennium. 
RESULTS AND DISCUSSION 
 Simulated CECO was highly variable over centennial timescales, ranging from 9.6 kg C/m2 in 
1240 AD to a maximum of 12.5 kg C/m2 in 1870 AD in the past-millennium model run forced 
with drivers derived from the paleorecord (Fig. 3.2). Model experiments in which each forcing 
was allowed to vary or held stationary reveal that the majority (84.2%) of CECO variability was 
due to shifts in fire frequency, and most of the remainder (14.1% of total) was accounted for by 
fire severity. The direct effects of climate and pCO2 were minor (1.4% and <0.1% of CECO 
variance, respectively). Thus, long-term C dynamics were almost entirely dictated by patterns of 
fire regime variability over the past millennium.  
 Rather than downplaying the importance of climate change to the fate of high-latitude C 
stocks (McGuire et al. 2009), these findings underscore that climate-driven increases in fire 
activity may far outweigh the direct impacts of warming on future C storage in the boreal forest 
biome. For example, sustained C losses from 970-1240 AD and gains from 1660-1870 AD 
correspond to prolonged periods of above- and below-average fire frequency, respectively. 
Notably, these shifts occurred during the Medieval Climate Anomaly (MCA) and Little Ice Age 
(LIA), periods known for relatively warm and cool temperatures (respectively) in Alaska (Hu et 
al. 2001). Climate conditions were at least partly responsible for the fire-regime changes that 
drove CECO variations during these periods, although notably the fire-frequency responses to 
climate fluctuations of recent millennia were dampened by vegetation feedback (Kelly et al. 
2013). Similarly, the increase in fire frequency over the past half century is likely related to 
recent warming (Kelly et al. 2013), and our simulations indicate that this change has led to an 
~11% reduction in regional C stocks. Despite these losses, our study area holds more C at 
present than during several periods in the past millennium, which can be attributed to marked C 
accumulation during the LIA. Results from the MCA indicate that sustained periods of high fire 
activity can lead to even further C depletion. Given that the magnitude of 21st-century climate 
change will far exceed those during the past millennium (ACIA 2004, IPCC 2013), and that 
current fire frequency is already well beyond MCA levels in some boreal regions (Kelly et al. 
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2013), future climate-driven increases in fire activity could result in massive C losses throughout 
the biome.  
 The dominant control of fire frequency on CECO variability reflects that the most important 
factor driving long-term C balance in boreal regions is the forest age distribution on the 
landscape. Boreal forest fires initially represent sources of C to the atmosphere due to direct 
emissions and a transient decrease in net ecosystem productivity, but recovering forests typically 
become a net C sink within several years of fire (O'Neill et al. 2003). Thereafter, C generally 
continues to accumulate as long as the stand persists fire-free, although the rate of CECO gain 
eventually diminishes in older forests (Yi et al. 2010). By controlling forest age structure in our 
simulations, fire frequency dictates the balance between initial C losses and long-term C 
accumulation over the full duration of each fire cycle at the landscape scale, and thus drives 
aggregate regional CECO variability. Although the temporal patterns of postfire C loss and 
recovery are well known, their effects on C storage have received little attention, possibly due to 
the relative paucity of long-term data on fire and C cycling, disproportionate focus on immediate 
fire emissions for which data are more readily obtained, and/or a tendency to underestimate the 
importance of fire when typical model spin-up assumptions are used (see below). Our results 
emphasize a need to understand C dynamics of the complete fire cycle by demonstrating that the 
most important factor controlling boreal C stocks over centennial timescales is not the amount of 
C released from individual fires (fire severity), nor environmental factors influencing the 
physiology of C accumulation between fires (e.g. CO2 and climate), but instead the underlying 
pattern of fire occurrence that drives the balance between these two fluxes. This conclusion is 
particularly important for boreal forests given their vast C stocks and dependence on fire as the 
principal disturbance, but it likely applies to other ecosystems and disturbance regimes as well.  
 To quantify the impact of paleofire information on simulations of the modern C budget, we 
used the paleodata-driven model run as a spin-up for a simulation of recent dynamics (hereafter, 
spPaleo). For comparison, we initialized a second simulation (spModern) following the typical 
assumption that past conditions were stationary and similar to modern. Specifically, the 
spModern spin-up fire frequency was set constant and equal to an estimate derived from recent 
(post-1950 AD) observations. We ran the spin-up simulations to 1950 AD, and then forced both 
model experiments with identical drivers based on fire observations, climate, and pCO2 from 
1950-2006 AD. In both experiments, C dynamics were dominated by pronounced C losses from 
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large fires in 1985, 1988, and 2004 AD (15.3, 52.8, and 22.5% of total study area burned, 
respectively), with steady C accumulation in intervening years (Fig. 3.3a). For spPaleo, the net 
result was a substantial regional C source of 1.4 kg C/m2 (24.0 g C/m2/yr) from 1950-2006 AD 
(Fig. 3.3b). The result was comparable when we used paleo-fire forcing data instead of fire 
observations for 1950-2006 AD (Fig. 3.3b), attesting to the reliability of the sediment record to 
accurately detect decadal fire-regime changes (Kelly et al. 2013). In stark contrast to these paleo-
informed simulations, the spModern experiment leads to the fundamentally different conclusion 
that the study area was a small net C sink of 0.3 kg C/m2 (5.3 g C/m2/yr) from 1950-2006 AD 
(Fig. 3.3b).  
 The spin-up for spModern assumed a constant fire frequency (16.9 fires/kyr) based on fires 
observed since 1950 AD, whereas fire frequency in the spPaleo spin-up was variable and much 
lower overall (mean 8.3 fires/kyr), reflecting the reality that Yukon Flats fire activity has 
increased markedly in recent decades (Kelly et al. 2013). By definition of the spModern 
experiment, the modern fire regime represented no change in mean fire frequency relative to 
spin-up, and therefore the net effect of fire on CECO from 1950-2006 AD was minimal. Rising 
temperature and pCO2 over the past several decades caused a slight modeled C gain in spModern 
(Fig. 3.3b), similar to findings from other studies (Balshi et al. 2007). By contrast, the rapid 
increase in fire frequency prescribed in spPaleo drove massive C losses that greatly outweighed 
the sink effects of climate and pCO2 to produce a net C source. The mechanisms underlying this 
contrast are again related to the control of fire frequency on forest age. Higher spin-up fire 
frequency resulted in an overall younger initial forest composition in spModern (mean age 31.1 
yr) than in spPaleo (63.9 yr). As a result, initial CECO for spPaleo was almost twice that of 
spModern (12.0 vs. 7.1 kg C/m2; Fig. 3.3a), and a greater proportion of the spModern landscape 
was near the mid-successional peak in net productivity (Yi et al. 2010). Thus, while identical 
1950-2006 AD forcing data induced similar temporal trajectories in the spModern and spPaleo 
simulations, the former was characterized by smaller CECO losses during large fires and a greater 
rate of inter-fire CECO gain (Fig. 3.3b). Over several decades, these differences accumulated to 
produce divergent simulated C source/sink behavior for the study area.  
 Our results suggest that the common spin-up assumption that past fire regime was similar to 
modern leads to substantial overestimates of C sink strength in any region where fire frequency 
has recently increased from prehistoric levels. As fire activity has increased in many boreal 
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forest regions in the past several decades (Kasischke and Turetsky 2006), this bias likely applies 
throughout much of the biome. Extrapolated to the global boreal forest area (1249 Mha; 
Kasischke 2000), our simulation experiments imply a biome-wide sink of 66 Tg C/yr if 
prehistoric fire history is unknown (which is within the range of other model-based estimates; 
McGuire et al. 2009), versus a 300 Tg C/yr source if the recent fire frequency increase is taken 
into account. Although such extrapolation is undoubtedly inaccurate given the spatial 
heterogeneity of fire history in the vast boreal biome, it illustrates that uncertainty in modeled 
boreal forest C balance due to a lack of prehistoric fire data can contribute significantly to errors 
in the estimated global land sink of ~1 Pg C/yr (Denman and Brasseur 2007). 
 As we have shown, accurately modeling future shifts in C balance will require careful 
constraint of initial conditions—i.e., present C stocks in boreal soils and vegetation. This finding 
represents a new challenge to understanding the future of the northern high latitude C sink. 
Paleodata are expensive and time-consuming to collect, and the Yukon Flats fire record relied on 
particularly high-effort sampling to resolve the decadal-scale fire regime patterns that distinguish 
the modern fire regime from past variability. Nevertheless, coordinated synthesis of paleofire 
data (Daniau et al. 2012) promises to maximize the utility of new and existing records. At the 
same time, establishment of ecological observation networks (Hugelius et al. 2012) is rapidly 
increasing the availability of empirical data on current high-latitude ecosystem states. Data 
assimilation methods (Luo et al. 2011) could be used to integrate these data with paleo-informed 
spin-up simulations to generate model initial conditions that reflect both modern observations 
and reconstructed past change. 
 Our study reveals that increased burning of boreal forests will likely cause massive losses of 
stored C, with the potential to amplify climate warming. This conclusion has sobering 
implications for the reliability of ESM predictions, many of which still lack dynamic fire 
prediction methodologies and therefore omit a key factor controlling the response of the boreal 
forest C cycle to future global change (Thonicke et al. 2010). Although recent efforts to improve 
the representation of fire in ESMs have achieved encouraging results in terms of matching broad-
scale patterns of historical burning, these models tend to underpredict fire occurrence in the 
climate-sensitive and carbon-rich boreal forest biome (Prentice et al. 2011). By contrast, some 
statistical models are highly capable of reproducing patterns of boreal fire occurrence (Balshi et 
al. 2009b), and a key focus for future research should be scaling climate-fire relationships from 
  43 
these models and incorporating them into ESMs. Finally, our results show that in the absence of 
fire-history knowledge, models yield biased estimates of long-term C balance, and have likely 
overestimated the C sink potential of the boreal forest biome. Thus accurate simulation of the 
boreal C cycle in this era of rapid environmental change requires improved constraint on both 
past and future rates of burning. 
 
  
  44 
FIGURES 
 
Figure 3.1. Map of study area. Simulations were conducted on 1-km2 grid cells (squares; n=1,931) within 10 km of 
sites contributing to a prior paleofire reconstruction (circles; Kelly et al. 2013) used as model input in this study. Fire 
perimeters (gray shading) represent burns documented in the observational record (1950-2010 AD; Kasischke et al. 
2002). Inset shows the location of the study area in Alaska (black box), and the Yukon River (heavy black line) is 
shown for spatial reference.  
 
0 10 20km
  45 
 
 
Figure 3.2. Simulated ecosystem carbon storage of the past millennium. Black: response to climate, fire regime 
(frequency and severity), and atmospheric CO2 concentration (pCO2) forcing data. Colors: model experiments in 
which only one forcing variable (see legend) was allowed to fluctuate while all others were held stationary. In the 
main plot, results are plotted as deviations from a control simulation (all forcings stationary) to remove interannual 
variability; inset illustrates absolute carbon stocks of the main experiment for reference. All lines are means over the 
simulated study area. 
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 1 
Figure 3.3. Legacy effects of spin-up fire frequency dictated by paleofire data (spPaleo; black) or the assumption 2 
that prehistoric fire frequency was constant and equal to modern (spModern; grey). Both simulations experienced 3 
identical, observation-based drivers beginning in 1950 AD. Lines are means over the simulated study area, in terms 4 
of absolute quantity (a) and cumulative deviation from 1950 AD levels (b). Dashed line shows a simulation similar 5 
to spPaleo but with recent burning inferred from the sediment record.   6 
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CHAPTER 4: 113 
WIDESPREAD BURNING OF ALASKAN BOREAL FORESTS 114 
OVERCOMES FUEL LIMITATION IN THE 21ST CENTURY 115 
ABSTRACT 116 
Fire is a key determinant of the structure and function of boreal forest ecosystems. Boreal fire 117 
regimes have been climate-limited in recent decades, and future climate warming is predicted to 118 
drive a pronounced increase in fire activity, likely resulting in carbon release from the boreal 119 
biome and positive feedback to climate change. Fuel limitation in response to increased burning 120 
could slow fire regime change by reducing the abundance of mature vegetation on the landscape, 121 
but this mechanism remains poorly quantified and is thus excluded from forecasts of future 122 
boreal burning. Here, we develop a novel statistical model that links regional area burned to 123 
mean landscape age, a proxy for fuel limitation due to cumulative past burning, in addition to 124 
climate variability. Fit to historical fire observations from interior Alaska, the model provides the 125 
first quantitative characterization of fire-vegetation feedback to regional fire activity. Effects of 126 
this feedback were subtle during the past 60 yr, but model forecasts indicate that they will 127 
become increasingly influential as climate warming promotes higher fire activity. By the end of 128 
the 21st century, fuel limitation reduces predicted area burned by 40-50% relative to predictions 129 
based on climate alone, and diminishes the difference between fire regimes expected under 130 
alternate future climate scenarios. Nevertheless, annual area burned will approximately double 131 
during the coming century as fire becomes more widespread in spite of regional fuel limitation. 132 
Furthermore, changes to the fire regime and mean landscape age by the end of the century 133 
indicate potential for a fundamental ecosystem shift in boreal Alaska. Our model structure 134 
facilitates linking fire regime predictions to ecosystem and Earth system models and could help 135 
reduce uncertainty in these models due to poorly constrained initial conditions. We demonstrate 136 
this approach using a simple equilibrium model for boreal carbon stocks. Results suggest that 137 
increased burning has already initiated a transition from sink to source of atmospheric carbon 138 
that will persist in interior Alaska throughout the 21st century.  139 
INTRODUCTION 140 
 Natural wildfires are the primary disturbance in the vast boreal forest biome. Often stand 141 
replacing, these fires drive spatiotemporal patterns of vegetation succession, and thus exert a 142 
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fundamental control on the structure and function of boreal ecosystems (Wein and Maclean 1983, 143 
Amiro et al. 2006). Fire is the dominant control on carbon (C) balance of boreal ecosystems, 144 
which together account for >30% of global C stocks and 30-60% of net annual terrestrial CO2 145 
flux (Kasischke 2000, McGuire et al. 2009). Boreal forest burning has many physical 146 
consequences as well, including alteration of surface albedo (Randerson et al. 2006), hydrology 147 
(Bond-Lamberty and Peckham 2009), and depth of thaw in the many boreal regions underlain by 148 
permafrost (Yoshikawa et al. 2003). Finally, forest burning is a critical societal concern to the 149 
millions of boreal residents whose property, resources, air quality, and livelihoods are impacted 150 
by wildfire (Chapin et al. 2008). Changes to boreal fire regimes have myriad potential 151 
consequences ranging from disruption of local wildlife habitat (Rupp et al. 2006) to global C- 152 
cycle feedbacks that could accelerate anthropogenic climate change (Bond-Lamberty et al. 2007, 153 
Kurz et al. 2008). In order to evaluate these possibilities it is necessary to understand the drivers 154 
of boreal forest burning and predict how they may influence future fire regimes.  155 
 Boreal fire activity has been tightly linked to climate variability in recent decades (Flannigan 156 
and Wagner 1991, Gillett 2004, Balshi et al. 2009b), suggesting that modern boreal fire regimes 157 
are predominantly climate-limited (Bessie and Johnson 1995). Fire-season temperatures in 158 
particular are among the top predictors of area burned (Kasischke et al. 2002, Duffy et al. 2005), 159 
and exceptional forest burning in the past several decades has been linked to anomalously warm 160 
temperatures. The boreal biome is situated in high northern latitudes where the rate of climate 161 
warming is amplified relative to the global mean (ACIA 2004, IPCC 2013), and prognostic 162 
models generally agree that increased fire activity is likely due to expected future climate change 163 
(Flannigan et al. 2009). Indeed, some studies have predicted incredibly dramatic responses to 164 
warming, including up to 5.5-fold increases in mean annual area burned (AAB) in Alaska and 165 
Canada over the 21st century (Balshi et al. 2009b). Such changes would have far-reaching 166 
consequences, including large increases in boreal C emissions that could eventually transform 167 
the biome from a sink to a source for atmospheric C (Balshi et al. 2009a, Hayes et al. 2011).  168 
 While there is strong evidence for climate limitation of the modern boreal fire regime, 169 
paleofire reconstructions demonstrate that vegetation controls have moderated or overridden the 170 
effects of climate on fire regimes of the past. Throughout Alaska, for example, mid-Holocene 171 
expansion of the highly flammable species Picea mariana drove pronounced increases in fire 172 
activity despite a contemporaneous shift towards wetter conditions (Lynch et al. 2004). 173 
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Conversely, fire frequency remained relatively stationary during climate warming of the past 174 
millennium, due to fire-vegetation interactions that increased abundance of low-flammability 175 
deciduous species (Kelly et al. 2013). The latter example is of particular interest today, because it 176 
supports speculations that increasing boreal fire activity will reduce the abundance of late- 177 
successional vegetation, causing a shift towards fuel limitation and thus producing negative 178 
feedback to fire regime change (Chapin et al. 2004, Johnstone et al. 2010). However, such 179 
“legacy effects” of past burning on subsequent fire activity are difficult to quantify in boreal 180 
regions, because the brief period of recorded fire history is shorter than the typical interval 181 
between consecutive fires. Consequently, most estimates of future burning have ignored the 182 
possibility of fuel limitation. A notable exception is the simulation-modeling study of Mann et al. 183 
(2012), which suggested vegetation feedbacks could transform Alaskan boreal forests into 184 
deciduous-dominated woodlands within the next few decades. However, the mechanistic detail 185 
of simulation models makes them difficult to formally validate (Rastetter 1996, Ogle and Barber 186 
2008), and complicated to integrate with large-scale ecosystem or Earth system models used in 187 
projecting future global change. Thus, while negative feedback from fuel limitation seems likely 188 
to moderate future increases in fire activity, the magnitude of this feedback and its influence on 189 
boreal forest C cycling remain uncertain.  190 
 Here, we develop a statistical model that incorporates legacy effects due to past burning into 191 
regional fire regime predictions. By fitting the model to fire observations from Alaska, we 192 
quantify subtle but significant legacy effects on historical area burned, and forecast the influence 193 
of these effects under scenarios of future climate change. The approach reveals new insights into 194 
patterns and drivers of fire regime change, and facilitates inferences about past and future fire 195 
regimes that can be readily integrated with models of boreal C dynamics. 196 
METHODS 197 
Overview 198 
 Our goal was to develop a model of regional burning in Alaska that allows legacy effects of 199 
past burning to influence the probability distribution of AAB. For efficiency, we used traditional 200 
statistical approaches to perform exploratory analyses and guide variable selection. We 201 
constructed the final model in a hierarchical Bayesian framework to integrate the multiple model 202 
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components (i.e. both climate controls and legacy effects) suggested by data exploration. The 203 
model was then fit to historical data, and forecast into scenarios of 21st century climate change. 204 
Study domain 205 
 This study was restricted to the five ecoregions of Alaska (Interior Forested Lowlands and 206 
Uplands, Interior Highlands, Interior Bottomlands, Yukon Flats, and Ogilvie Mountains; Gallant 207 
et al. 1995) that together span most of the boreal forest area between the Alaska and Brooks 208 
Ranges (i.e. “interior Alaska”). The region was divided into 100 km × 100 km grid cells to 209 
represent broad spatial heterogeneity of the study area while remaining computationally feasible. 210 
Grid cells with >50% of their area outside the ecoregion-based definition of interior Alaska were 211 
excluded a priori, and another 8 grid cells that fell on the perimeter of the study area were 212 
excluded because they exhibited very little burning since 1950 AD (<12% of each grid cell, 213 
compared to a mean of 46% in the remainder of the study area). The resulting study area 214 
consisted of 44 grid cells that account for the vast majority (>98%) of statewide boreal-forest 215 
area burned since 1950 AD.  216 
Data sources 217 
 The response variable for the study was AAB within the individual grid cells defined above, 218 
computed by aggregating official fire statistics (Kasischke et al. 2002) from 1950-2009 AD. The 219 
definition of AAB as a proportion is for convenience in formulating the model, but the 220 
transformation from absolute area has no impact on our results except to scale model 221 
components related to AAB. The fire data include burns caused by both natural (i.e. lightning) 222 
and human ignitions, and subject to a range of fire-suppression efforts. However, the 223 
confounding effects of these factors are probably minor since the vast majority of area burned in 224 
Alaska results from natural fires with minimal management intervention (Kasischke et al. 2006).  225 
 Climate predictors consisted of monthly mean temperature and total precipitation variables. 226 
Historical climate observations were derived from the Climate Research Unit TS3.1 dataset 227 
(Harris et al. 2014). Future climate projections were based on the Community Climate System 228 
Model (version 4.0) model simulation of the representative concentration pathways RCP6 and 229 
RCP8.5 developed for the Intergovernmental Panel on Climate Change Fifth Assessment Report 230 
(van Vuuren et al. 2011). All climate data were previously bias-corrected and downscaled by the 231 
Scenarios Network for Alaskan Planning (http://www.snap.uaf.edu). For this study, we 232 
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aggregated the downscaled variables to generate average values in each modeled grid cell. 233 
Predictors were z-score transformed based on their 1950-2009 AD means and standard 234 
deviations, such that regression coefficients calculated later represent standardized effect sizes.  235 
Exploratory analysis of climate effects on fire occurrence and area burned 236 
 The distribution of nonzero AAB values within individual grid cells is roughly lognormal. 237 
However, most (67%) grid cell × year combinations are fire-free (i.e., AAB = 0), and values of 238 
zero cannot be accommodated by the lognormal distribution. Furthermore, because of the high 239 
proportion of zeros in the dataset, the customary approach of adding an arbitrary constant prior to 240 
log-transformation (to avoid the undefined logarithm of zero) and then fitting the entire dataset in 241 
a standard linear regression produced unreasonable results. As an alternative, we used logistic 242 
regression to model the probability of fire occurrence and separately modeled the logarithm of 243 
nonzero AAB observations in a standard regression. We performed stepwise model selection 244 
(Venables and Ripley 2002) to identify the set of climate predictors that maximizes the 245 
likelihood of each model component independently (i.e., separate predictors were allowed for 246 
each component). The models were limited to four predictors each to avoid overfitting and to 247 
make the final model, which was fit using numerical methods (see below), computationally 248 
feasible. Moreover, only candidate variables from months March-September were considered 249 
during model selection; this avoids complicated interpretations (e.g. involving seasonal lags or 250 
atmospheric teleconnections; Duffy et al. 2005) while having minimal impact on model 251 
performance. We evaluated the potential for spatiotemporal dependence by comparing model fit 252 
(measured by AIC; Venables and Ripley 2002) with and without spatial and temporal random 253 
effects. Random effects were either non-significant or relatively minor despite greatly increasing 254 
the dimensionality of the models, and so were omitted from the final model. While this finding 255 
does not formally justify the treatment of our data as spatially and temporally independent 256 
observations, it suggests that the errors due to this simplification are minor.  257 
Identification and characterization of legacy effects in historical fire data 258 
 To evaluate the possibility that extensive past burning can influence subsequent regional 259 
AAB, we visually examined the relationship between AAB and prior cumulative observed 260 
burning (i.e. since 1950 AD) in individual grid cells (Fig. 4.1). It is difficult to quantify this 261 
relationship, since the overwhelming majority of AAB observations are near or equal to 0 262 
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regardless of previous fire history. Qualitatively, however, legacy effects appear to have reduced 263 
the probability of large fire years in regions that had already experienced extensive burning. This 264 
observation guided model development below.  265 
Model formulation and rationale 266 
 Based on results from the exploratory analysis, we next constructed a hierarchical Bayesian 267 
model to incorporate climate effects on both fire occurrence and AAB magnitude, while 268 
accommodating additional model structure to represent the response of fire regimes to the legacy 269 
of past burning. At the highest level in the model, the conditional probability of each AAB 270 
observation y is defined by the compound density function 271 
𝑓 𝑦!,! 𝜃!,! , 𝜇!,! ,𝜎!,!! =
1− 𝜃!,! , 𝑦!,! = 0𝜃!,!𝑦!,! 2𝜋𝜎!,!! 𝑒!
(!"!!,!!!!,!)!!!!,!! , 𝑦!,! > 0 
in which 𝜃 is the probability of fire occurrence, 𝜇 and 𝜎 are the mean and standard deviation 272 
(respectively) of the logarithm of area burned in the event that fire does occur, and the subscripts 273 
s and t indicate unique grid cells and years (respectively). In other words, the model for y 274 
combines the previously discussed Bernoulli and lognormal distributions for zero and nonzero 275 
AAB values (respectively) into a single probability distribution.  276 
 We next added process models representing the influences of climate on fire occurrence and 277 
AAB as identified during exploratory analysis, i.e.: 278 
logit 𝜃!,! = 𝛽!(𝜃) + 𝜷(𝜃)𝑿!,!(𝜃) 𝜇!,! = 𝛽!(𝜇) + 𝜷(𝜇)𝑿!,!(𝜇) 
where 𝛽!𝜃  and 𝜷 𝜃   represent the intercept and a vector of regression coefficients for predicting 279 𝜃 from climate covariates represented by 𝑿 𝜃   (with the customary logit link function for logistic 280 
regression), and similarly 𝛽!(𝜇), 𝜷(𝜇), and 𝑿 𝜇  together predict 𝜇. Note that the set of climate 281 
variables represented by 𝑿(𝜃) and 𝑿(𝜇)  are not identical since variable selection was performed 282 
separately for the two model components.  283 
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 We added an additional process model to represent the legacy effect of past burning on AAB. 284 
For this, we used mean landscape age of the grid cell as a proxy for cumulative past burning. 285 
Under the simplifying assumptions that fire is the only disturbance, there is no sub-grid 286 
heterogeneity in the probability of fire, and all fires are stand-replacing (i.e., landscape age is 287 
equivalent to time since last fire), mean landscape age (A) is related to proportional area burned 288 
(y) as 289 
𝐴!,! = 1− 𝑦!,!!! 𝐴!,!!! + 1 
In other words, the mean age in year t is the result of a fraction of the landscape burning during 290 
the previous year, and then the entire landscape aging one year.  291 
 We related mean landscape age to area burned through a model for 𝜎. In the lognormal AAB 292 
distribution, σ and µ each influence both the mean and variance of AAB. However, µ is more 293 
directly related to the central tendency of the distribution (e.g., the median depends on µ but not 294 
σ), whereas σ most notably influences the shape of the positive tail (e.g. the skewness of the 295 
distribution depends on σ but not µ). Thus, the structure of the model allows climate to influence 296 
the mean of the distribution through µ, while landscape age semi-independently influences the 297 
tail of the distribution through σ. This structure intentionally suggests that the most important 298 
legacy effect of past burning is to moderate the probability of very large AAB, consistent with 299 
exploratory observations (Fig. 4.1). The specific relationship between σ and A is given by 300 
𝜎!,! = 𝛼!𝐴!,!𝛼! + 𝐴!,! 
in which 𝛼! is the asymptotic value of σ for mature stands (i.e. lim!→! 𝜎 = 𝛼!), and 𝛼! 301 
represents the rate of landscape maturity by indicating the age at which a landscape reaches half 302 
the maximum value for σ. Note that this formulation implies that σ—and therefore both the mean 303 
and variance of AAB—approach zero as the age of the landscape declines. Also note that the 304 
functional form used here is borrowed from a common model (Michaelis-Menten) for enzyme 305 
kinetics, but no mechanistic analogy is implied.  306 
Prior distributions 307 
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 In a Bayesian model, unknown parameters to be estimated require prior distributions 308 
representing a priori knowledge of their possible values. For most model parameters we 309 
followed the common practice of assigning relatively uninformative prior distributions chosen to 310 
have minor impacts on the fitted (posterior) parameter distributions. For example, the regression 311 
parameters (𝜷 𝜃 ,𝜷 𝜇 ,𝛽!𝜃 , and  𝛽!(𝜇)) were assigned broad Normal priors centered on zero, 312 
which reflects minimal prior information on the magnitude or direction of effect sizes in the 313 
model. The parameters 𝛼! and 𝛼! were also given broad Normal priors, but truncated at 0 since 314 
both parameters are positive by definition. By contrast, the prior for initial mean landscape age 315 
(i.e. 𝐴!,!"#$  !") required a more informative specification in order for the model to converge. To 316 
derive a conservative and data-based prior for this purpose, we fit a gamma distribution to fire 317 
return intervals (FRI; the time between consecutive burns at an individual location) reconstructed 318 
from paleorecords from the Yukon Flats ecoregion of Alaska (Kelly et al. 2013). This region has 319 
experienced exceptional fire activity in recent decades, but fires were less frequent in the past 320 
and the 10,000-yr paleofire record includes FRI ranging from 20-820 yr. In the long run, mean 321 
landscape age of a region is approximately equal to its mean FRI (Johnson and Gutsell 1994), so 322 
in defining this prior we make the reasonable assumption that the mean FRI of any region in 323 
interior Alaska during the recent past was within this broad range of individual FRI that occurred 324 
over the past 10,000 yr in the Yukon Flats. With the exception that this landscape age prior 325 
required a moderately informative specification to achieve convergence, our results were 326 
generally insensitive to the priors used.  327 
Model fitting and evaluation 328 
 The model was fit by Markov Chain Monte Carlo (MCMC) sampling using the software 329 
JAGS (version 3.1.0; Plummer 2011) and the runjags library (Denwood in review) in R. The 330 
software uses specific algorithms to randomly sample from the posterior distributions of all 331 
unknown quantities in the model. The sampled values then numerically approximate the true 332 
posterior distributions and can be used to compute statistics of interest (e.g. the posterior mean of 333 
an unknown parameter, which is its expected value given the prior and the observed data). All 334 
MCMC simulations were run with three independent chains and convergence was tested using 335 
visual assessment and the Gelman-Rubin statistic (Gelman and Rubin 1992). Parameter estimates 336 
are based on ≥30,000 samples after burn-in. The statistical significance of individual model 337 
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components for µ, θ, and σ was confirmed by comparing the deviance information criterion 338 
(DIC; Spiegelhalter et al. 2002) among model versions with the parameters modeled as described 339 
above, or replaced with constant values to represent null hypotheses that climate (µ and θ) or 340 
landscape age (σ) are not important predictors of historical AAB. While there are no strict rules 341 
for interpreting DIC, in general DIC improvements of >5 and >10 points indicate significant and 342 
overwhelming support for added model complexity, respectively. Unless otherwise noted, all 343 
reported parameter estimates are posterior mean values, and interval estimates for parameters or 344 
predictions are 95% credible or predictive intervals, respectively.  345 
RESULTS 346 
 Climate effects on θ and µ are both highly significant, as indicated by large DIC 347 
improvement (>100 points) over null models of constant parameter values. For θ, variables 348 
identified as top predictors (with standardized effect size) include May (0.64) and June (0.58) 349 
mean temperatures, and April (-0.26) and June (-0.20) precipitation totals (Fig. 4.2). The best 350 
predictors of µ again include May (0.31) and June (0.36) temperatures, along with June (-0.36) 351 
and July (-0.28) precipitation totals (Fig. 4.2). The fire occurrence model component accurately 352 
predicts the probability of AAB = 0 observations in the historical record (Fig. 4.3a), with 353 
observed versus predicted probabilities falling close to the 1:1 line and a high proportion of 354 
explained variance overall (R2=0.95). Nonzero AAB values are much more variable, and 355 
predicted µ explains only a small proportion of variability in the data (R2=0.07). However, this 356 
variability is expected under the highly skewed lognormal data model, and the predictive 357 
intervals for individual AAB values provide accurate coverage of the observations (e.g. the 95% 358 
predictive intervals contain ~98% of all observations), indicating that the variability in AAB is 359 
well represented by the model. When all model components are included and predictions are 360 
aggregated in space or time, the variability in individual AAB values is attenuated and accurate 361 
predictions are obtained. For example, posterior mean predictions explain 59.0% of the 362 
variability in the mean AAB of interior Alaska, and in particular the largest fire years are closely 363 
matched by the model (Fig. 4.3b).  364 
 The legacy effect component made a significant contribution to overall model fit (DIC 365 
improvement of 6 points) but had little impact on predicted historical AAB values overall, 366 
suggesting that legacy effects are detectable in the observational record but have played a small 367 
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role in dictating AAB over the past 60 yr. The fitted model results in estimates of 2.4 (unitless) 368 
for the asymptotic value of σ, and of 11.6 yr for the time to reach half this maximum value. 369 
These parameters are difficult to interpret on their own, but illustrative examples demonstrate 370 
that they imply strong attenuation of the probability of extreme AAB values as landscape age 371 
declines (Fig. 4.4). Assuming mean climate conditions of the historical period, the AAB 372 
distribution for a fully-mature landscape is estimated to have a 99th percentile of 0.77 indicating 373 
a 1% chance of an extreme fire year in which >77% of the landscape burns (by comparison, the 374 
largest value observed from 1950-2009 AD was 0.60). At a mean landscape age of 100 yr, this 375 
value is reduced to 0.43, indicating a substantial reduction in the probability of very large AAB 376 
events. The tail probability declines rapidly with further landscape age reduction, with 99th 377 
percentiles of 0.27 and 0.13 for mean ages of 50 and 25 yr, respectively. Note that the mean of 378 
the AAB distribution also decreases with landscape age due to the reduced skew of the 379 
distribution, even under the assumption that µ (the mean of the logarithm of AAB) remains 380 
constant. However, the median of the distribution (0.0029) is constant with respect to landscape 381 
age, indicating that “typical” AAB values are small and unaffected by fuel limitation.  382 
 Under the RCP6 climate change scenario, predicted AAB generally increases over the 21st 383 
century, although interannual variability is high (Fig. 4.5a). Rising temperatures and 384 
precipitation totals (Fig. B.1) are opposite in their forcing on θ and µ, but temperature effects 385 
dominate causing both parameters to increase significantly over the coming century (p<0.001 for 386 
both θ and µ; Fig. 4.5b,c). These changes promote increasing AAB throughout the 21st century. 387 
At the same time, rising AAB brings about a decrease in σ due to the legacy-effect component of 388 
the model (Fig. 4.5d), indicating reduced probability of extreme regional AAB events. While this 389 
negative feedback does not completely mitigate rising AAB, it does limit the overall rate of 390 
increase (Fig. 4.6). Under the RCP6 climate scenario, fire-vegetation feedback is approximately 391 
neutral in the first decade of the 21st century, but increases steadily in magnitude until it is 392 
responsible for a 39.6% reduction in AAB relative to climate-only predictions by the end of the 393 
century. Under the more rapid RCP8.5 climate change scenario, the strength of the feedback 394 
grows faster and by the end of the century is responsible for a 50.6% reduction in AAB. In the 395 
last decade of the 21st century, AAB predicted under the RCP8.5 scenario is slightly less than 396 
that predicted for RCP6. This is due in part to variability in projected climate (i.e. even in the 397 
absence of legacy effects, predicted AAB due to RCP8.5 climate declines somewhat from the 398 
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2080s to the 2090s AD), but also to the stronger feedback under the RCP8.5 climate scenario. 399 
Finally, legacy effects also limit the probability of extreme fire years in interior Alaska. For 400 
example, under the RCP6 climate scenario, AAB is predicted to exceed the 2004 AD record in 401 
an average of 13.6 yr from 2010-2100 AD in the absence of legacy effects, but including them 402 
reduces this prediction by almost half (7.8 yr).  403 
DISCUSSION 404 
Model evaluation in the context of historical burning 405 
 Overall, our model provides a good fit to historical fire observations. Previous statistical 406 
models of boreal forest burning have achieved higher R2 values, in the range of 70-80% 407 
explained variability (Duffy et al. 2005, Balshi et al. 2009b). However, these models either 408 
integrated over spatial heterogeneity or were fit separately to each of many individual spatial 409 
regions, both of which improve model fit. Our study requires a spatially explicit approach in 410 
order to detect legacy effects due to regionally heterogeneous historical burning. At the same 411 
time, we require a consistent representation of the controls on Alaskan fire regimes across space, 412 
because otherwise subtle legacy effects could easily be attributed to region-specific processes. 413 
Given these restrictions, the overall explanatory power of our model is quite satisfactory (e.g. 414 
R2=0.59 for mean AAB of interior Alaska). Moreover, our model accurately predicts the most 415 
extreme fire years (Fig. 4.3b) whereas previous modeling efforts had a tendency to underestimate 416 
these critical values (Balshi et al. 2009b), and it accommodates the fire-free observations 417 
common in historical records (Fig. 4.3a). Finally, our approach yields uncertainty estimates that 418 
accurately quantify the high stochasticity of observed AAB. Thus, the framework developed here 419 
for statistically modeling boreal fire regimes gains several advantages over previous methods 420 
while retaining similar prediction accuracy overall.  421 
 By linking landscape age and AAB in our model, we are able to confirm that legacy effects 422 
of past burning have significantly influenced the historical fire regime of interior Alaska (Fig. 423 
4.4). The fact that the legacy effect component contributes only a moderate improvement to 424 
model fit to historical AAB indicates that these effects have been relatively minor during the 425 
observational record of the past 60 yr. This finding is consistent with empirical data from the 426 
Alaskan boreal forest. For example, an extensive stand-age dataset from Alaska indicates a mean 427 
age of 112 yr (P. Duffy, personal communication). By comparison, burned stands may recover to 428 
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a flammable state within as little as 30 yr in instances of P. mariana self-replacement and even 429 
the slower “successional relay” from deciduous to P. glauca typically occurs within ~100 yr 430 
(Chapin et al. 2006). These observations suggest that a large proportion of the Alaskan landscape 431 
has been available to burn throughout the historical period, and thus it is to be expected that 432 
legacy effects have been minimal. Consistent with this conclusion, our model also estimates that 433 
the Alaskan landscape has been relatively mature during the past 60 yr (mean age 125.1 yr; Fig. 434 
4.7a), and the modeled legacy effects indicate that at this age AAB is relatively unaffected by 435 
fuel limitation (Fig. 4.4).  436 
 Since the interior Alaskan landscape has been mature historically, the AAB distribution for 437 
relatively old landscape ages is well constrained by observations. At the other extreme, it is 438 
intuitive that both the mean and variance of the AAB distribution should approach 0 as the 439 
landscape reaches a completely burned state (i.e. mean age = 0), as prescribed in our model. In 440 
between, the nature of the decline in landscape flammability with age is inherently uncertain, 441 
since there have been relatively few historical observations corresponding to these intermediate 442 
ages. This rationale explains why fire-vegetation legacy effects have been qualitatively suggested 443 
by numerous studies of boreal ecosystem dynamics (e.g., Chapin et al. 2004, Johnstone et al. 444 
2010), but have not been previously quantified in historical fire records. Our model proposes a 445 
parsimonious transition in flammability from the trivial age-zero landscape to the mature state 446 
that has been the norm for the period of observations. Although historical AAB data are limited, 447 
they constrain this transition enough to significantly improve agreement between predicted and 448 
observed regional AAB of the past 60 yr, leading to a simple statistical characterization of the 449 
legacy effects of past boreal forest burning on future AAB at regional scales.  450 
 Our results also yield new insights into climate controls on boreal fire regimes (Fig. 4.2). 451 
Substantially larger effect sizes for temperature than precipitation in the fire-occurrence 452 
component of the model suggest that warm conditions are more important than precipitation 453 
amounts for providing dry fuels suitable for fire initiation. By contrast, the effect sizes for µ 454 
reveal more balanced effects of temperature and precipitation. This result probably reflects that 455 
while both temperature and precipitation affect fuel moisture, rainfall has the additional capacity 456 
to extinguish active fires. In support of this reasoning, nearly half (48%) of all observed fires in 457 
Alaska were extinguished during the two months (June-July) indicated as the top precipitation 458 
predictors for µ (Kasischke et al. 2002). Thus, conditioned on fire occurrence, the role of 459 
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precipitation is amplified in determining the magnitude of AAB. This distinction is important in 460 
the context of previous studies that have identified fire season temperature as the most powerful 461 
control on area burned in boreal forests (Duffy et al. 2005, Balshi et al. 2009b). Our findings do 462 
not dispute this conclusion, but attribute much of the historical temperature-AAB relationship to 463 
variations in the probability of fire occurrence at regional scales. This implies that if ignition- 464 
prone fuels become more widespread, the effects of temperature will become relatively less 465 
important than suggested by past climate-fire relationships. Indeed, the RCP8.5 scenario appears 466 
to reach this state towards the end of the 21st century, when high values of θ indicate that most 467 
regions will burn in most years. With the influence of temperature on fire occurrence effectively 468 
saturated, further warming in the 2090s is offset by an increase in June precipitation (Fig. B.1), 469 
and therefore AAB declines slightly even with legacy effects excluded from the model (Fig. 4.6).  470 
Future changes to the fire regime and vegetation composition of boreal Alaska 471 
 While fire-vegetation legacy effects were relatively unimportant during the past 60 yr, their 472 
influence will grow with increasing fire activity. Thus, the rate of AAB increase is slowed 473 
relative to predictions based on climate alone, and the difference between predicted AAB in the 474 
RCP6 and RCP8.5 scenarios is largely eliminated in most decades (Fig. 4.6). This finding 475 
suggests that predictions of future boreal fire activity in the absence of fuel limitation are likely 476 
to be biased to a greater or lesser extent, depending on the magnitude of predicted change. For 477 
example, the 3- to 4-fold increase in AAB predicted by our model with legacy effects removed is 478 
comparable to a recent estimate for Alaska (Balshi et al. 2009b), but our results indicate that only 479 
about half this change is likely to be realized due to feedback from fuel limitation (Fig. 4.6). By 480 
comparison, predictions of fire regime change in other boreal regions have generally been more 481 
moderate (e.g., Flannigan and Wagner 1991, Flannigan et al. 2005), and are probably less biased. 482 
However, legacy effects are also likely to vary regionally due to differences in vegetation 483 
community, and further study is needed to quantify these regional variations.  484 
 Although fire-vegetation feedback can substantially buffer against climate-driven increases 485 
in fire activity, dramatic changes to the fire regime of interior Alaska are likely during the 21st 486 
century (Fig. 4.5). Values for θ approaching 1 by the end of the century suggest that virtually all 487 
regions will experience some burning in every year, whereas historically large areas have been 488 
entirely fire-free in most years. Concurrently, rising µ indicates that typical regional AAB values 489 
will increase across interior Alaska due to climate change, while σ represents reduced probability 490 
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of exceptional AAB values in response to declining abundance and connectivity of mature fuel. 491 
Together, these trends suggest a future fire regime characterized by widespread burning in spite 492 
of growing fuel limitation, which translates to an overall increase in AAB across interior Alaska 493 
and relatively frequent extreme AAB totals (e.g., ~1 yr per decade with statewide AAB in excess 494 
of the 2004 AD record). Under both future scenarios considered, legacy effects cause predicted 495 
AAB to remain approximately constant over several consecutive decades when climate would 496 
otherwise favor increasing fire activity (e.g. from the 2060s through the 2080s under RCP6 497 
climate; Fig. 4.6). This result demonstrates that vegetation feedback can induce fire-regime 498 
stationarity, as inferred from the paleorecord of warm periods in the past (Kelly et al. 2013). 499 
However, large increases in AAB are predicted in the last decades of the 21st century when 500 
legacy effects are strongest, suggesting a limited capacity for these feedbacks to counteract 501 
climate conditions extremely conducive to burning. These conclusions parallel a growing body 502 
of evidence suggesting that although boreal ecosystems are highly resilient, the rate and 503 
magnitude of ongoing environmental change may exceed their capacity to buffer the impacts of 504 
future global change (Chapin et al. 2010, Euskirchen et al. 2010).  505 
 As noted above, even the relatively quick successional cycles of P. mariana self-replacement 506 
occur over ~30 yr, and P. glauca can take more than a century to regain dominance in cases of 507 
strong early recruitment of deciduous species (Chapin et al. 2006). Thus it has been speculated 508 
that if the rate of boreal forest burning climbs high enough, these species could essentially be 509 
eliminated from the landscape (Chapin et al. 2010). This change would represent a profound 510 
ecological transition for interior Alaska, where Picea has dominated vegetation communities for 511 
millennia (Anderson and Brubaker 1994). Simulated boreal ecosystem dynamics have suggested 512 
that this transition would occur at a mean landscape age of ~60 yr, and predict the Alaskan 513 
landscape could reach this state by 2040 AD (Mann et al. 2012). Our findings do not predict such 514 
a rapid or complete ecosystem shift, but they nevertheless indicate that major changes are likely. 515 
Results indicate that the mean landscape age of interior Alaska will decline to 57 yr by the end of 516 
the 21st century (Fig. 4.7a). Assuming an exponential stand age distribution (Johnson and Gutsell 517 
1994), this mean age implies ~83% and ~41% of individual forest stands will be less than 100 518 
and 30 yr of age (respectively), corresponding to the approximate recovery times for P. mariana 519 
and P. glauca (respectively). Thus, based on landscape age alone it appears that large areas of 520 
Alaska will be too young to be dominated by these species. Furthermore, the reduction in mature 521 
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Picea vegetation will likely be exacerbated by increasing fire severity (Johnstone and Chapin 522 
2006), which favors deciduous recruitment postfire but is not explicitly represented by our model. 523 
Likewise, we do not account for direct effects of climate warming on vegetation, which are 524 
expected to put further pressure on Picea species (Chapin et al. 2004). Thus, while feedback 525 
between shifting boreal vegetation and increasing fire activity will slow the progression of 526 
ecosystem change, late-successional species that have typified the landscape for millennia are 527 
likely to become rare in interior Alaska by the end of the coming century.  528 
Carbon cycle responses to future boreal forest burning 529 
 Fire has been a dominant control on boreal forest C cycling in the past (Bond-Lamberty et al. 530 
2007), and previous ecosystem model analysis indicated that the key mechanism for this control 531 
is the influence of fire on the age distribution of the landscape (Chapter 3). Boreal ecosystems 532 
emit large quantities of C during and for several years following fire, and then generally recover 533 
C over many decades thereafter (O'Neill et al. 2003). Averaged over time and space, shifts in fire 534 
frequency change the balance between these C gains and losses, such that landscape-age 535 
responses to fire regime change become a proxy for regional C balance. Thus, besides being a 536 
necessary variable in our model for legacy effects, landscape-age predictions are ideally suited to 537 
inform ecosystem or Earth system models at the broad spatiotemporal scales typical of global 538 
change research. In addition, such models face critical uncertainties due to poorly constrained 539 
initial conditions, which are mainly dictated by unknown but influential legacies of past burning 540 
(McGuire et al. 2004, Balshi et al. 2007). Our modeling approach offers a means to quantify and 541 
reduce these errors by providing landscape age estimates at the start of the observational record. 542 
These estimates are admittedly uncertain (Fig. 4.7a), but this is realistic given the limited 543 
information available to constrain prehistoric burning. Thus, their use in establishing initial 544 
conditions would represent a conceptual improvement over the usual approach, which is to 545 
confidently but untenably assume that past fire regimes were identical to modern (Balshi et al. 546 
2007). Moreover, Bayesian analysis provides a clear framework for reducing uncertainty (e.g., 547 
Dietze et al. 2014). In this case, additional paleorecords or independent stand age estimates 548 
(including a large body of unpublished data from across Alaska; P. Duffy, personal 549 
communication) could be incorporated to reduce uncertainty in initial stand age estimates and 550 
thus provide better constraint for C-cycle models.  551 
  65 
 Formally modeling the C-cycle implications of predicted fire regime change was beyond the 552 
scope of this study. Instead, we related our landscape age predictions to equilibrium simulations 553 
of an existing ecosystem model to estimate changes in C stocks due to predicted fire activity 554 
(Appendix B). While this approach involves many simplifications, results are qualitatively 555 
similar to previous findings from detailed ecosystem simulations (Chapter 3). Specifically, the 556 
statistical approach developed here infers the recent increase in regional fire activity observed in 557 
paleorecords from the Yukon Flats, and our simplified C balance estimate in response to this 558 
change is comparable to results that included effects of climate variability, rising CO2 559 
concentration, and sub-grid spatial heterogeneity (Fig. B.3). Thus, while our estimates of C cycle 560 
response to changing fire regime are cursory, we expect they reflect broad fluctuations in C 561 
stocks reasonably well. More generally, these results offer support for the approach of modeling 562 
C-cycle impacts of fire through effects on landscape age. This method would be easy to 563 
implement in most ecosystem or Earth system modeling contexts, and thus holds promise as a 564 
means to improve the representation of fire in such models (in particular, by representing 565 
interacting climate- and fuel-limitation in boreal regions) without requiring much additional 566 
complexity.  567 
 Averaged across interior Alaska, our results indicate moderate net C gains over the past ~60 568 
yr (Fig. 4.7b). However, after a sharp transition marked by C losses from burning in 2004-2005 569 
AD, the region is predicted to becomes a persistent source of atmospheric C throughout the 21st 570 
century and to ultimately lose ~25% of present C stocks. These results are broadly consistent 571 
with a synthesis of estimates concluding that most boreal regions have been C sinks in recent 572 
decades (McGuire et al. 2009), and with indications that these sinks may be weakening as a 573 
consequence of increasing fire activity (McGuire et al. 2010, Hayes et al. 2011). This agreement 574 
again builds confidence in the proposed modeling approach. More importantly, however, these 575 
results demonstrate that boreal forest burning will exacerbate rising atmospheric greenhouse gas 576 
concentrations, in spite of vegetation feedback attenuating the response of boreal fire regimes to 577 
future climate change.  578 
 579 
  580 
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FIGURES 581 
 582 
Figure 4.1: Exploratory analysis of legacy effects due to past burning in interior Alaska. Points represent annual area 583 
burned (AAB) observations in 100 km × 100 km grid cells across interior Alaska, plotted against the cumulative 584 
area burned in that grid cell since the beginning of the observational fire record (1950 AD). Grey lines connect 585 
consecutive AAB observations within each grid cell, and the 95th percentile of observed AAB is plotted for reference 586 
(red line). Visually, results suggest that (1) consecutive large regional AAB values are rare (i.e., slope is almost 587 
always negative following large AAB), and (2) the predominant “legacy effect” of extensive past burning is to 588 
reduce the probability of exceptional subsequent AAB values.   589 
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 590 
Figure 4.2: Standardized effect sizes of predictors for θ (the probability of fire occurrence within a 100 × 100 km 591 
grid cell) and μ (mean annual area burned in the log domain). Predictors were z-score transformed prior to entering 592 
the model in order to give standardized effect sizes. Bars indicate posterior mean parameter estimates, and whiskers 593 
represent 95% Bayesian credible intervals.  594 Fig. 4.1: Standardized effect sizes of predictors for θ (the probability of fire 
occurrence within a 100 x 100 km grid cell) and µ (mean annual area burned in the 
log domain). Predictors were z-score transformed prior to entering the model in order 
to give standardized effect sizes. Bars indicate posterior mean parameter estimates, 
and whiskers represent 95% Bayesian credible intervals. 
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 595 
Figure 4.3: Model fit to observed fire history data from Alaska, 1950-2009 AD. (a) Observed vs. predicted 596 
probability of fire occurrence. Binary observations were binned to obtain a proportion, and plotted against the 597 
posterior mean across samples in each bin. (b) Observed vs. predicted mean annual area burned across 44 grid cells 598 
representing all of interior Alaska (posterior mean with 95% predictive interval). In both panels, 1:1 line is plotted 599 
for reference.    600 
Fig.%4.2:%Model%ﬁt%to%obs rved%ﬁre%history%data%from%Alaska,%1950J2009%AD.%(a)%Observed%vs.%predicted%
probability%of%ﬁre%occurrence.%Binary%observa1ons%w re%binned%to%obtain%a%propor o ,%and%ploQed%against%
the%posterior%mean%across%samples%in%each%bin.%(b)%Observed%vs.%predicted%mean%annual%area%burned%across%
44%grid%cells%represen1ng%all%of%interior%Alaska%(posterior%mean%with%95%%predic1ve%interval).%In%both%panels,%
1:1%line%is%ploQed%for%reference.%%
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 601 
Figure 4.4: Legacy effects due to past burning, as represented by the model fit to historical fire data from interior 602 
Alaska. (a) Standard deviation of the logarithm of annual area burned (σ) as a function of mean landscape age, 603 
assuming average climate conditions of the period 1950-2009 AD and posterior mean parameter values. (b) 604 
Examples of resulting area-burned distributions for several illustrative landscape ages (25, 50, and 100 yr) and a 605 
hypothetical infinitely mature landscape, as indicated by arrows. Note that the y-axis is truncated to emphasize 606 
differences in tail probabilities.  607 
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Fig.%4.3:%Legacy%eﬀects%due%to%past%burning,%as%represented%by%the%model%ﬁt%to%historical%ﬁre%data%from%
interior%Al ska.%(a)%Standard%devia1on%of%th %logarithm%of%annual%area%burned%(σ)%as%a%func1on%of%mean%
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(25,%50,%and%100%yr)%and%a%hypothe1cal%inﬁnitely%mature%landscape,%as%indicated%by%arrows.%Note%that%the%yJ
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   608 
Figure 4.5: Fire regime change in interior Alaska predicted under the RCP6 climate change projection for 2010-2100 609 
AD. Annual area burned (AAB; a) is dictated by changes in θ (the probability of fire occurrence; b), μ (mean AAB 610 
in the log domain; c), and σ (standard deviation of AAB in the log domain; d). Points are posterior means averaged 611 
over 44 modeled grid cells, and whiskers represent 95% predictive intervals. Mean values for the last decade of 612 
observations (i.e. 2000-2009 AD) are shown for reference (horizontal grey lines).    613 
Fig.%4.4:%Fire%regime%change%in%interior%Alaska%predicted%under%the%RCP6%climate%change%projec1on%for%
2010J2100%AD.%Annual%area%burned%(AAB;%a)%is%dictated%by%changes%in%θ (the%probability%of%ﬁre%occurrence;%
b),%μ%(mean%AAB%in%the%log%domain;%c),%and%σ (standard%devia1on%of%AAB%in%the%log%domain;%d).%Points%are%
posterior%means%averaged%over%44%modeled%grid%cells,%and%whiskers%represent%95%%predic1ve%intervals.%
Mean%values%for%the%last%decade%of%observa1ons%(i.e.%2000J2009%AD)%are%shown%for%reference%(horizontal%
grey%lines).%%
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 614 
Figure 4.6: Decadal mean predictions of area burned in interior Alaska under the RCP6 and RCP8.5 climate change 615 
scenarios, with and without fire-vegetation legacy effects included in the model. Each bar represents the mean 616 
annual prediction averaged over 44 modeled grid cells across interior Alaska.   617 
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Fig.%4.5:%Decadal%mean%predic1ons%of%area%burned%in%interior%Alaska%under%the%RCP6%and%RCP8.5%climate%
change%scenarios,%with%and%without%ﬁreJvegeta1on%legacy%eﬀects%included%in%the%model.%Each%bar%
represents%the%mean%annual%predic1on%averaged%over%44%modeled%grid%cells%across%interior%Alaska.%%
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 618 
Figure 4.7: Estimated effects of predicted fire regime change on mean landscape age (a) and carbon stocks (b) of 619 
interior Alaska, 1950-2009 AD. Average results from 44 grid cells are shown as the posterior mean (black line) and 620 
95% predictive interval (grey shading).   621 
Fig.%4.6:%Es1mated%eﬀects%of%predicted%ﬁre%regime%change%on%mean%landscape%age%(a)%and%carbon%stocks%(b)%
of%interior%Alaska,%1950J2009%AD.%Average%results%from%44%grid%cells%across%interior%Alaska%are%shown%as%the%
posterior%mean%(black%line)%and%95%%predic1ve%interval%(grey%shading).%
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CHAPTER 5: 746 
CONCLUSION 747 
 Boreal forest fire regimes are sensitive to climate change, and fire regime shifts could have 748 
pronounced impacts on the vast carbon stocks of the boreal biome. Historical observations from 749 
the past few decades provide a limited understanding of the feedbacks between climate, fire, and 750 
the boreal carbon cycle, which operate over decadal to centennial timescales. My dissertation 751 
research takes a paleoecological perspective to elucidate patterns of long-term change over past 752 
millennia, and then applies insights from the paleorecord to predictions of future change. This 753 
approach yields several novel findings, from the revelation that recent burning associated with 754 
rapid climate warming is unprecedented in over 10,000 years, to an implication that future 755 
increases in boreal fire activity will be mitigated by vegetation feedbacks.  756 
 Overall, my results point towards a future boreal biome that differs starkly from the relatively 757 
stable state that has persisted for millennia in many regions. Climate warming will favor sharp 758 
increases in the rate of boreal forest burning, resulting in landscapes largely dominated by early- 759 
successional vegetation but nevertheless characterized by highly active fire regimes. In the 760 
Yukon Flats these changes are underway already. In other regions recent change has been less 761 
dramatic, but by analogy to my study area it seems likely that much of the boreal biome will 762 
reach a novel condition within decades or centuries if fire regime shifts progress as predicted. 763 
The effects of these changes on the boreal carbon cycle remain uncertain, in large part due to 764 
poor constraint on past carbon dynamics. Nevertheless, my results add to growing evidence that 765 
future increases in fire frequency will outweigh other factors and lead to net carbon losses. As 766 
carbon stores that accumulated over millennia in the past become depleted by an accelerating fire 767 
regime, the boreal biome will likely shift from a sink to a source of atmospheric carbon, 768 
representing an amplifying feedback to anthropogenic climate change.  769 
 Of course, ecosystem responses to increased fire activity will be modulated by other effects 770 
of future climate change, such as altered species fitness, migrations along climate gradients, and 771 
changes to the frequency and severity of insect outbreaks. While such effects have been 772 
considered by previous research, a synthetic understanding remains elusive. For example, it is 773 
unclear whether other climate-driven factors might confound predicted vegetation responses to 774 
increased future burning. Thus, while there are many indications that major changes to the 775 
  77 
structure and function of boreal ecosystems are imminent, further study is needed to develop 776 
holistic predictions about the future fate of the biome. 777 
 Finally, it is worth considering the extent to which my results from boreal Alaska apply to 778 
other parts of the biosphere. Although the boreal biome is heterogeneous, key features— 779 
including the dominant role of wildfire, large carbon stocks, simple community composition, and 780 
limited anthropogenic influences on ecosystem structure and the fire regime—are consistent 781 
enough to expect qualitatively similar outcomes in many boreal regions. Further extrapolation is 782 
difficult to justify, as most biomes do not share these characteristics. A notable exception, 783 
however, is the Arctic tundra, which contains soil carbon reserves comparable to those of the 784 
boreal forests. While the details of future change in tundra and boreal ecosystems will 785 
undoubtedly differ, the gross pattern of increased burning and decreased carbon storage may be 786 
similar, which would accentuate the importance of fire in the northern high latitudes in the 787 
context of the global carbon cycle.  788 
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APPENDIX A: 789 
SUPPLEMENTARY MATERIAL FOR CHAPTER 2 790 
 791 
Figure A.1. Increase in late-burning in the Yukon Flats study area since 1950 CE, illustrated by a significant trend of 792 
increasing “out date” over time. Out date is defined as “date fire was declared out” and reported with Bureau of 793 
Land Management statistics (6). Fires observed within 10-km of any study site are shown (n=15). 794 
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Table A.1. Radiometric dates for all lakes.  796 
Sample depth (cm) Material Laboratory ID1 
210Pb Activity 
(dpm g-1) 
OR 
14C Date (yr BP)2 
Modeled OR 
Calibrated Date 
(cal. yr BP)3 
Chopper  Lake        
0.00 - 1.00 bulk sediment UIUC C5-21 59.92 ± 7.40 -58.0 ± 0.0 
1.00 - 1.50 bulk sediment UIUC C5-22 42.29 ± 4.89 -50.0 ± 0.7 
1.50 - 2.00 bulk sediment UIUC C5-23 30.80 ± 3.34 -47.0 ± 0.9 
2.00 - 3.00 bulk sediment UIUC C5-3 7.80 ± 0.79 -44.9 ± 1.1 
3.00 - 4.00 bulk sediment UIUC C5-4 2.85 ± 0.30 -40.4 ± 1.5 
4.00 - 5.00 bulk sediment UIUC C5-5 3.72 ± 0.42 -35.8 ± 1.6 
6.00 - 7.00 bulk sediment UIUC C5-7 5.47 ± 0.59 -21.5 ± 2.3 
8.00 - 9.00 bulk sediment UIUC C5-9 3.63 ± 0.45 2.2 ± 4.7 
10.00 - 11.00 bulk sediment UIUC C5-12 2.85 ± 0.33 28.4 ± 7.9 
12.00 - 13.00 bulk sediment UIUC C5-14 1.65 ± 0.17 n/a   
14.00 - 15.00 bulk sediment UIUC C5-16 2.02 ± 0.27 n/a   
16.00 - 17.00 bulk sediment UIUC C5-18 1.92 ± 0.33 n/a   
18.00 - 19.00 bulk sediment UIUC C5-20 1.78 ± 0.27 n/a   
55.00 - 55.25 needle CAMS 145301 965 ± 35 858 ± 45 
69.50 - 70.00 charred needles CAMS 145302 1085 ± 45 997 ± 48 
89.75 - 90.00 bark CAMS 144796 1290 ± 45 1225 ± 50 
Epilobium Lake        
0.00 - 1.00 bulk sediment UIUC K5-1 42.86 ± 3.78 -59.0 ± 0.0 
2.00 - 3.00 bulk sediment UIUC K5-3 41.03 ± 2.89 -51.7 ± 0.8 
3.00 - 4.00 bulk sediment UIUC K5-4 38.52 ± 4.20 -43.3 ± 2.1 
4.00 - 5.00 bulk sediment UIUC K5-5 16.53 ± 1.65 -24.8 ± 6.8 
5.00 - 6.00 bulk sediment UIUC K5-6 3.53 ± 0.32 -15.7 ± 11.2 
6.00 - 7.00 bulk sediment UIUC K5-7 3.97 ± 0.32 -11.1 ± 11.9 
8.00 - 9.00 bulk sediment UIUC K5-9 3.34 ± 0.29 44.0 ± 26.9 
10.00 - 11.00 bulk sediment UIUC K5-12 2.96 ± 0.37 n/a   
12.00 - 13.00 bulk sediment UIUC K5-13 1.98 ± 0.20 n/a   
14.00 - 15.00 bulk sediment UIUC K5-15 2.41 ± 0.31 n/a   
16.00 - 17.00 bulk sediment UIUC K5-17 3.16 ± 0.47 n/a   
18.00 - 19.00 bulk sediment UIUC K5-19 3.06 ± 0.38 n/a   
20.00 - 21.00 bulk sediment UIUC K5-21 1.34 ± 0.13 n/a   
24.00 - 25.00 bulk sediment UIUC K5-25 3.19 ± 0.33 n/a   
30.00 - 31.00 bulk sediment UIUC K5-31 1.29 ± 0.13 n/a   
32.75 - 33.00 bark CAMS 148294 700 ± 35 662 ± 40 
52.00 - 52.25 charred needle CAMS 146390 1395 ± 30 1306 ± 19 
70.25 - 70.50 needle CAMS 146391 2070 ± 40 2050 ± 172 
89.50 - 89.75 needle CAMS 148295 2410 ± 40 2445 ± 103 
104.25 - 104.50 charred needles CAMS 145651 3035 ± 30 3257 ± 53 
Granger Lake        
0.00 - 1.00 bulk sediment UIUC S4-1 23.76 ± 2.51 -58.0 ± 0.0 
1.00 - 2.00 bulk sediment UIUC S4-2 22.67 ± 2.44 -56.0 ± 0.2 
2.00 - 3.00 bulk sediment UIUC S4-3 20.63 ± 2.03 -54.0 ± 0.2 
3.00 - 4.00 bulk sediment UIUC S4-4 18.98 ± 1.99 -52.3 ± 0.3 
4.00 - 5.00 bulk sediment UIUC S4-5 16.35 ± 1.44 -50.6 ± 0.4 
5.00 - 6.00 bulk sediment UIUC S4-6 15.25 ± 1.87 -27.0 ± 1.3 
6.00 - 7.00 bulk sediment UIUC S4-7 12.74 ± 1.33 -19.1 ± 1.5 
7.00 - 8.00 bulk sediment UIUC S4-8 13.37 ± 1.39 -10.6 ± 1.8 
8.00 - 9.00 bulk sediment UIUC S4-9 9.45 ± 0.95 0.9 ± 2.2 
9.00 - 10.00 bulk sediment UIUC S4-11 14.86 ± 1.23 12.3 ± 2.5 
10.00 - 11.00 bulk sediment UIUC S4-12 8.19 ± 1.04 42.5 ± 6.3 
11.00 - 12.00 bulk sediment UIUC S4-13 7.35 ± 1.10 63.3 ± 10.6 
12.00 - 13.00 bulk sediment UIUC S4-14 6.02 ± 1.36 94.4 ± 24.6 
13.00 - 14.00 bulk sediment UIUC S4-15 4.01 ± 0.85 n/a   
14.00 - 15.00 bulk sediment UIUC S4-16 3.99 ± 0.73 n/a   
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15.00 - 16.00 bulk sediment UIUC S4-17 4.26 ± 0.85 n/a   
16.00 - 17.00 bulk sediment UIUC S4-18 4.13 ± 0.80 n/a   
17.00 - 18.00 bulk sediment UIUC S4-19 2.74 ± 0.51 n/a   
18.00 - 19.00 bulk sediment UIUC S4-20 4.04 ± 0.59 n/a   
19.00 - 20.00 bulk sediment UIUC S4-21 3.02 ± 0.47 n/a   
63.25 - 63.50 charred needle  CAMS 146387 860 ± 35 767 ± 53 
95.50 - 95.75 charred needles CAMS 148296 2410 ± 40 1901 ± 46 
113.50 - 113.75 charred needle CAMS 146388 2980 ± 30 3166 ± 58 
134.75 - 135.00 wood, leaf, charcoal CAMS 145650 4230 ± 110 4749 ± 164 
Jonah Lake        
0.00 - 1.00 bulk sediment UIUC H5-1 36.62 ± 3.89 -58.0 ± 0.0 
1.00 - 2.00 bulk sediment UIUC H5-2 35.21 ± 3.29 -56.0 ± 0.1 
2.00 - 3.00 bulk sediment UIUC H5-3 28.79 ± 2.07 -51.6 ± 0.3 
3.00 - 4.00 bulk sediment UIUC H5-4 25.64 ± 2.56 -45.6 ± 0.5 
4.00 - 5.00 bulk sediment UIUC H5-5 33.24 ± 3.19 -37.2 ± 0.9 
5.00 - 6.00 bulk sediment UIUC H5-6 24.19 ± 1.99 -25.0 ± 1.7 
6.00 - 7.00 bulk sediment UIUC H5-7 17.72 ± 1.48 -12.5 ± 2.7 
8.00 - 9.00 bulk sediment UIUC H5-9 9.89 ± 0.90 21.1 ± 8.5 
10.00 - 11.00 bulk sediment UIUC H5-12 3.69 ± 0.40 60.8 ± 22.0 
12.00 - 13.00 bulk sediment UIUC H5-14 4.56 ± 0.52 83.3 ± 15.5 
14.00 - 15.00 bulk sediment UIUC H5-16 3.25 ± 0.34 n/a   
16.00 - 17.00 bulk sediment UIUC H5-18 2.82 ± 0.33 n/a   
18.00 - 19.00 bulk sediment UIUC H5-20 3.58 ± 0.40 n/a   
66.75 - 67.00 needle  CAMS 146385 1175 ± 35 1100 ± 55 
118.25 - 118.50 charred needle  CAMS 146386 2190 ± 30 2237 ± 58 
156.25 - 156.50 needle  CAMS 145640 2850 ± 30 2961 ± 52 
Laundry Lake        
0.00 - 1.00 bulk sediment UIUC G5-1 25.83 ± 2.66 -58.0 ± 0.0 
1.00 - 2.00 bulk sediment UIUC G5-2 17.47 ± 1.69 -49.2 ± 0.5 
2.00 - 3.00 bulk sediment UIUC G5-3 12.79 ± 1.20 -27.3 ± 1.4 
3.00 - 4.00 bulk sediment UIUC G5-4 3.67 ± 0.31 35.7 ± 8.2 
4.00 - 5.00 bulk sediment UIUC G5-5 2.22 ± 0.19 n/a   
6.00 - 7.00 bulk sediment UIUC G5-7 1.83 ± 0.19 n/a   
8.00 - 9.00 bulk sediment UIUC G5-9 2.12 ± 0.22 n/a   
10.00 - 11.00 bulk sediment UIUC G5-12 1.19 ± 0.14 n/a   
12.00 - 13.00 bulk sediment UIUC G5-14 1.57 ± 0.19 n/a   
14.00 - 15.00 bulk sediment UIUC G5-16 2.32 ± 0.22 n/a   
24.25 - 24.75 wood, leaf, charcoal  CAMS 148297 1800 ± 40 *1734 ± 61 
43.00 - 43.25 charcoal CAMS 146357 1885 ± 35 1831 ± 48 
63.00 - 63.25 charcoal  CAMS 148298 3120 ± 30 3351 ± 39 
77.00 - 77.25 charred needles CAMS 146384 4025 ± 40 4490 ± 71 
86.50 - 86.75 grass, charred needle CAMS 149846 2850 ± 70 *2977 ± 101 
86.75 - 87.50 2 needles CAMS 148299 40 ± 170 *169 ± 123 
106.25 - 106.75 charcoal CAMS 145641 6140 ± 60 7040 ± 88 
Latitude Lake        
0.00 - 1.00 bulk sediment UIUC Y4-1 22.95 ± 2.47 -58.0 ± 0.0 
1.00 - 2.00 bulk sediment UIUC Y4-2 19.83 ± 2.04 -54.6 ± 0.2 
2.00 - 3.00 bulk sediment UIUC Y4-3 19.17 ± 1.92 -50.4 ± 0.3 
3.00 - 4.00 bulk sediment UIUC Y4-4 17.65 ± 1.65 -45.8 ± 0.4 
4.00 - 5.00 bulk sediment UIUC Y4-5 15.38 ± 1.77 -41.1 ± 0.5 
5.00 - 6.00 bulk sediment UIUC Y4-6 14.69 ± 1.56 -36.4 ± 0.6 
6.00 - 7.00 bulk sediment UIUC Y4-7 12.14 ± 1.12 -31.9 ± 0.8 
7.00 - 8.00 bulk sediment UIUC Y4-8 14.27 ± 1.54 -26.7 ± 0.9 
8.00 - 9.00 bulk sediment UIUC Y4-9 16.30 ± 1.48 -19.6 ± 1.2 
9.00 - 10.00 bulk sediment UIUC Y4-10 13.16 ± 1.24 -1.9 ± 1.9 
10.00 - 11.00 bulk sediment UIUC Y4-11 10.40 ± 1.16 26.7 ± 4.0 
11.00 - 12.00 bulk sediment UIUC Y4-12 6.24 ± 0.64 n/a   
12.00 - 13.00 bulk sediment UIUC Y4-13 6.21 ± 0.60 n/a   
13.00 - 14.00 bulk sediment UIUC Y4-14 6.40 ± 0.66 n/a   
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14.00 - 15.00 bulk sediment UIUC Y4-15 6.35 ± 0.66 n/a   
50.00 - 50.50 bulk sediment UIUC Y4-16 6.06 ± 0.77 n/a   
66.00 - 66.25 2 charred needles  CAMS 146355 745 ± 30 683 ± 19 
101.75 - 102.00 charred needle  CAMS 146356 1345 ± 40 1281 ± 31 
121.25 - 121.50 needle  CAMS 148300 1660 ± 40 1563 ± 62 
143.50 - 143.75 leaf and charred needle  CAMS 145643 2530 ± 35 2612 ± 81 
Lucky Lake        
0.00 - 1.00 bulk sediment UIUC F5-1 18.14 ± 1.79 -58.0 ± 0.0 
2.00 - 3.00 bulk sediment UIUC F5-3 14.66 ± 1.53 -51.6 ± 0.4 
4.00 - 5.00 bulk sediment UIUC F5-5 9.13 ± 0.99 -32.6 ± 1.7 
6.00 - 7.00 bulk sediment UIUC F5-7 5.62 ± 0.66 -2.0 ± 4.9 
8.00 - 9.00 bulk sediment UIUC F5-9 3.44 ± 0.38 46.1 ± 14.0 
10.00 - 11.00 bulk sediment UIUC F5-12 2.86 ± 0.34 n/a   
12.00 - 13.00 bulk sediment UIUC F5-14 2.69 ± 0.28 n/a   
14.00 - 15.00 bulk sediment UIUC F5-16 2.84 ± 0.31 n/a   
47.00 - 47.25 charcoal CAMS 146353 915 ± 35 843 ± 48 
77.25 - 77.50 charcoal CAMS 146354 4435 ± 30 *5028 ± 109 
97.25 - 97.75 2 charred needles  CAMS 145644 1775 ± 30 1695 ± 54 
Noir Lake        
0.00 - 1.00 bulk sediment UIUC X4-1 47.62 ± 6.05 -58.0 ± 0.0 
1.00 - 2.00 bulk sediment UIUC X4-2 25.61 ± 2.62 -36.5 ± 1.4 
2.00 - 3.00 bulk sediment UIUC X4-3 21.94 ± 2.72 -21.9 ± 2.1 
3.00 - 4.00 bulk sediment UIUC X4-4 14.20 ± 1.56 1.3 ± 3.6 
4.00 - 5.00 bulk sediment UIUC X4-5 12.58 ± 1.39 25.8 ± 5.0 
5.00 - 6.00 bulk sediment UIUC X4-6 9.08 ± 1.08 64.2 ± 10.0 
6.00 - 7.00 bulk sediment UIUC X4-7 6.61 ± 0.81 n/a   
7.00 - 8.00 bulk sediment UIUC X4-8 5.00 ± 0.63 n/a   
8.00 - 9.00 bulk sediment UIUC X4-9 6.47 ± 0.79 n/a   
9.00 - 10.00 bulk sediment UIUC X4-11 6.88 ± 0.77 n/a   
10.00 - 11.00 bulk sediment UIUC X4-12 6.91 ± 0.80 n/a   
11.00 - 12.00 bulk sediment UIUC X4-13 6.18 ± 0.71 n/a   
12.00 - 13.00 bulk sediment UIUC X4-14 5.08 ± 0.62 n/a   
13.00 - 14.00 bulk sediment UIUC X4-15 5.16 ± 0.60 n/a   
14.00 - 15.00 bulk sediment UIUC X4-16 6.09 ± 0.66 n/a   
27.00 - 28.00 bulk sediment UIUC X4-17 5.18 ± 0.99 n/a   
46.50 - 46.75 needle CAMS 146351 925 ± 40 846 ± 48 
68.75 - 69.00 charcoal CAMS 146352 1000 ± 50 912 ± 63 
86.25 - 86.50 needle CAMS 145642 1180 ± 90 1106 ± 95 
Picea Lake        
0.00 - 1.00 bulk sediment UIUC V4-1 20.40 ± 2.25 -58.0 ± 0.0 
1.00 - 2.00 bulk sediment UIUC V4-2 17.25 ± 1.83 -51.7 ± 0.4 
2.00 - 3.00 bulk sediment UIUC V4-3 9.78 ± 0.91 -37.2 ± 1.2 
3.00 - 4.00 bulk sediment UIUC V4-4 6.33 ± 0.72 -15.9 ± 2.6 
4.00 - 5.00 bulk sediment UIUC V4-5 5.18 ± 0.57 3.8 ± 4.3 
5.00 - 6.00 bulk sediment UIUC V4-6 3.25 ± 0.36 26.5 ± 7.7 
6.00 - 7.00 bulk sediment UIUC V4-7 2.07 ± 0.21 95.2 ± 31.1 
7.00 - 8.00 bulk sediment UIUC V4-8 1.94 ± 0.21 n/a   
8.00 - 9.00 bulk sediment UIUC V4-9 1.61 ± 0.17 n/a   
9.00 - 10.00 bulk sediment UIUC V4-10 1.49 ± 0.17 n/a   
10.00 - 11.00 bulk sediment UIUC V4-11 2.07 ± 0.26 n/a   
11.00 - 12.00 bulk sediment UIUC V4-12 1.95 ± 0.24 n/a   
28.50 - 28.75 needle CAMS 148301 1695 ± 30 *1598 ± 46 
51.50 - 51.80 charcoal CAMS 146349 1645 ± 35 1543 ± 58 
81.75 - 82.25 charcoal CAMS 146350 2920 ± 40 3070 ± 71 
97.25 - 97.75 bark and charcoal CAMS 148302 3875 ± 35 4314 ± 65 
114.25 - 114.75 wood and charcoal  CAMS 148303 4975 ± 45 5702 ± 71 
129.50 - 129.75 bark and needles CAMS 148304 6515 ± 40 7432 ± 47 
139.50 - 139.75 wood  CAMS 145639 7980 ± 40 8859 ± 90 
Reunion Lake        
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0.00 - 1.00 bulk sediment UIUC J5-1 9.04 ± 0.77 -59.0 ± 0.0 
2.00 - 3.00 bulk sediment UIUC J5-3 3.19 ± 0.24 -57.2 ± 0.2 
4.00 - 5.00 bulk sediment UIUC J5-5 1.29 ± 0.12 -50.2 ± 1.0 
6.00 - 7.00 bulk sediment UIUC J5-7 1.86 ± 0.16 -48.8 ± 1.4 
8.00 - 9.00 bulk sediment UIUC J5-9 4.81 ± 0.42 -44.8 ± 1.4 
10.00 - 11.00 bulk sediment UIUC J5-12 5.92 ± 0.65 -40.0 ± 1.7 
12.00 - 13.00 bulk sediment UIUC J5-13 6.45 ± 0.57 -35.6 ± 2.2 
14.00 - 15.00 bulk sediment UIUC J5-15 4.25 ± 0.45 -32.2 ± 2.7 
16.00 - 17.00 bulk sediment UIUC J5-17 3.64 ± 0.40 -12.7 ± 5.6 
18.00 - 19.00 bulk sediment UIUC J5-19 1.35 ± 0.13 8.1 ± 4.4 
20.00 - 21.00 bulk sediment UIUC J5-21 1.60 ± 0.16 24.1 ± 4.6 
22.00 - 23.00 bulk sediment UIUC J5-23 2.28 ± 0.22 n/a   
24.00 - 25.00 bulk sediment UIUC J5-25 1.33 ± 0.14 n/a   
27.00 - 28.00 bulk sediment UIUC J5-28 1.90 ± 0.20 n/a   
30.00 - 31.00 bulk sediment UIUC J5-31 4.24 ± 0.52 n/a   
34.00 - 35.00 bulk sediment UIUC J5-35 1.35 ± 0.14 n/a   
37.00 - 38.00 bulk sediment UIUC J5-38 1.67 ± 0.17 n/a   
40.00 - 41.00 bulk sediment UIUC J5-40 1.89 ± 0.22 n/a   
42.00 - 43.00 bulk sediment UIUC J5-41 1.98 ± 0.22 n/a   
45.00 - 46.00 bulk sediment UIUC J5-42 1.28 ± 0.13 n/a   
55.00 - 56.00 bulk sediment UIUC J5-43 1.42 ± 0.23 n/a   
58.00 - 59.00 bulk sediment UIUC J5-44 1.65 ± 0.22 n/a   
59.50 - 59.75 charcoal CAMS 146343 1110 ± 40 1015 ± 47 
86.75 - 87.00 needle CAMS 146344 1640 ± 60 1536 ± 80 
119.75 - 120.00 charcoal CAMS 145649 2560 ± 70 2618 ± 107 
153.50 - 154.00 charcoal CAMS 146345 3530 ± 35 3797 ± 56 
192.50 - 192.75 wood CAMS 145647 4900 ± 370 *5606 ± 447 
217.25 - 217.50 charcoal CAMS 146346 4065 ± 35 4552 ± 96 
317.75 - 318.00 leaf and charcoal CAMS 145648 4370 ± 60 4953 ± 107 
402.00 - 402.25 leaf and bark CAMS 143939 4485 ± 30 5171 ± 82 
Robinson Lake        
0.00 - 1.00 bulk sediment UIUC L5-1 86.93 ± 7.31 -59.0 ± 0.0 
1.00 - 2.00 bulk sediment UIUC L5-2 37.17 ± 3.37 -50.2 ± 0.5 
2.00 - 3.00 bulk sediment UIUC L5-3 29.27 ± 2.44 -38.1 ± 0.9 
4.00 - 5.00 bulk sediment UIUC L5-5 11.98 ± 1.04 -4.0 ± 3.0 
6.00 - 7.00 bulk sediment UIUC L5-7 3.67 ± 0.36 16.5 ± 5.9 
8.00 - 9.00 bulk sediment UIUC L5-9 2.67 ± 0.31 26.4 ± 8.0 
10.00 - 11.00 bulk sediment UIUC L5-12 2.05 ± 0.21 39.8 ± 11.4 
12.00 - 13.00 bulk sediment UIUC L5-13 1.83 ± 0.21 61.9 ± 18.5 
14.00 - 15.00 bulk sediment UIUC L5-15 1.64 ± 0.21 113.7 ± 28.4 
16.00 - 17.00 bulk sediment UIUC L5-17 1.42 ± 0.19 n/a   
18.00 - 19.00 bulk sediment UIUC L5-19 1.31 ± 0.15 n/a   
20.00 - 21.00 bulk sediment UIUC L5-21 1.43 ± 0.17 n/a   
49.50 - 49.80 charred needle CAMS 146389 870 ± 30 774 ± 52 
100.75 - 101.00 charred needle CAMS 145303 2020 ± 40 1971 ± 54 
Screaming Lynx Lake        
0.00 - 0.50 bulk sediment UIUC C4-1 16.98 ± 1.33 -57.0 ± 0.0 
0.50 - 1.00 bulk sediment UIUC C4-2 18.53 ± 1.60 -55.2 ± 0.2 
1.00 - 1.50 bulk sediment UIUC C4-3 21.46 ± 1.90 -54.1 ± 0.2 
1.50 - 2.00 bulk sediment UIUC C4-4 24.43 ± 2.02 -52.9 ± 0.3 
2.00 - 2.50 bulk sediment UIUC C4-5 22.78 ± 2.18 -51.7 ± 0.4 
2.50 - 3.00 bulk sediment UIUC C4-6 22.16 ± 1.94 -50.7 ± 0.4 
3.00 - 3.50 bulk sediment UIUC C4-7 21.87 ± 2.12 -49.8 ± 0.5 
3.50 - 4.00 bulk sediment UIUC C4-8 25.89 ± 2.81 -48.9 ± 0.6 
4.00 - 4.50 bulk sediment UIUC C4-9 22.87 ± 2.07 -48.4 ± 0.6 
4.50 - 5.50 bulk sediment UIUC C4-11 15.15 ± 1.17 -46.9 ± 0.7 
5.50 - 6.50 bulk sediment UIUC C4-12 4.44 ± 0.36 -44.7 ± 0.9 
6.50 - 7.00 bulk sediment UIUC C4-13 6.19 ± 0.59 -40.1 ± 1.1 
7.00 - 7.50 bulk sediment UIUC C4-14 5.31 ± 0.64 -36.1 ± 1.3 
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7.50 - 8.00 bulk sediment UIUC C4-15 4.72 ± 0.42 -30.9 ± 1.6 
8.00 - 8.50 bulk sediment UIUC C4-16 10.27 ± 0.77 -24.3 ± 2.0 
8.50 - 9.00 bulk sediment UIUC C4-17 5.35 ± 0.38 -14.5 ± 3.1 
9.00 - 9.50 bulk sediment UIUC C4-18 1.93 ± 0.17 0.1 ± 4.9 
9.50 - 10.00 bulk sediment UIUC C4-19 5.00 ± 0.48 2.3 ± 3.7 
10.00 - 10.50 bulk sediment UIUC C4-20 2.21 ± 0.23 18.2 ± 6.0 
10.50 - 11.00 bulk sediment UIUC C4-21 2.94 ± 0.42 23.8 ± 5.1 
11.00 - 11.50 bulk sediment UIUC C4-22 3.47 ± 0.41 31.5 ± 5.1 
11.50 - 12.00 bulk sediment UIUC C4-23 3.31 ± 0.53 37.8 ± 5.9 
12.00 - 12.50 bulk sediment UIUC C4-24 4.34 ± 0.70 42.3 ± 6.6 
12.50 - 13.00 bulk sediment UIUC C4-25 2.70 ± 0.51 53.6 ± 9.4 
13.00 - 13.50 bulk sediment UIUC C4-26 3.12 ± 0.52 59.4 ± 10.5 
13.50 - 14.00 bulk sediment UIUC C4-27 3.02 ± 0.49 70.6 ± 14.4 
14.50 - 15.00 bulk sediment UIUC C4-28 2.28 ± 0.29 *112.57 ± 23.8 
15.50 - 16.00 bulk sediment UIUC C4-29 1.50 ± 0.22 n/a   
16.50 - 17.00 bulk sediment UIUC C4-30 1.78 ± 0.27 n/a   
17.50 - 18.00 bulk sediment UIUC C4-31 1.92 ± 0.26 n/a   
18.50 - 19.00 bulk sediment UIUC C4-32 1.66 ± 0.23 n/a   
22.00 - 22.50 bulk sediment UIUC C4-33 1.70 ± 0.24 n/a   
23.00 - 23.50 bulk sediment UIUC C4-34 1.95 ± 0.40 n/a   
56.50 - 56.75 needle CAMS 139048 635 ± 35 600 ± 35 
74.00 - 74.25 leaves CAMS 142851 1295 ± 45 1229 ± 49 
101.00 - 102.00 wood, charcoal, grass CAMS 139049 1980 ± 60 1933 ± 73 
137.50 - 137.75 2 charred needles CAMS 143942 2820 ± 30 2921 ± 42 
161.75 - 162.00 bark CAMS 142852 3650 ± 35 *3969 ± 60 
167.75 - 168.00 2 charred needles CAMS 143941 3365 ± 30 3607 ± 45 
181.75 - 182.00 twig fragments CAMS 143943 4645 ± 35 *5405 ± 52 
198.75 - 199.25 twig with bark  CAMS 142853 8080 ± 35 *9011 ± 67 
215.00 - 215.25 charcoal, charred needle CAMS 145646 4565 ± 35 5190 ± 103 
242.75 - 243.25 charred needles  CAMS 143944 5895 ± 35 6713 ± 40 
256.75 - 257.00 charcoal CAMS 145300 6655 ± 30 7533 ± 28 
281.75 - 282.00 needles CAMS 144795 8120 ± 60 9069 ± 100 
340.25 - 340.50 small twig CAMS 142854 8925 ± 35 10043 ± 85 
383.50 - 383.75 wood CAMS 138454 9345 ± 50 10561 ± 76 
West Crazy Lake        
0.00 - 1.00 bulk sediment UIUC W3-1 21.40 ± 1.72 -57.0 ± 0.0 
1.00 - 2.00 bulk sediment UIUC W3-2 17.47 ± 1.33 -54.2 ± 0.1 
2.00 - 3.00 bulk sediment UIUC W3-3 17.52 ± 1.29 -49.1 ± 0.3 
3.00 - 4.00 bulk sediment UIUC W3-4 17.77 ± 1.36 -42.3 ± 0.5 
4.00 - 4.50 bulk sediment UIUC W3-33 24.40 ± 2.39 -29.9 ± 0.9 
4.50 - 5.00 bulk sediment UIUC W3-34 20.72 ± 2.21 -21.9 ± 1.2 
5.00 - 5.50 bulk sediment UIUC W3-35 19.73 ± 2.04 -12.5 ± 1.7 
5.50 - 6.00 bulk sediment UIUC W3-36 13.85 ± 1.21 -2.9 ± 2.4 
6.00 - 7.00 bulk sediment UIUC W3-7 8.33 ± 0.79 8.0 ± 3.4 
7.00 - 8.00 bulk sediment UIUC W3-8 5.04 ± 0.47 33.8 ± 6.8 
8.00 - 9.00 bulk sediment UIUC W3-9 3.03 ± 0.31 62.0 ± 15.9 
9.00 - 10.00 bulk sediment UIUC W3-11 2.29 ± 0.19 96.1 ± 28.6 
10.00 - 10.50 bulk sediment UIUC W3-12 1.91 ± 0.17 n/a   
10.50 - 11.00 bulk sediment UIUC W3-13 2.01 ± 0.18 n/a   
11.00 - 11.50 bulk sediment UIUC W3-14 2.15 ± 0.17 n/a   
11.50 - 12.00 bulk sediment UIUC W3-15 1.67 ± 0.16 n/a   
12.00 - 12.50 bulk sediment UIUC W3-16 1.96 ± 0.16 n/a   
12.50 - 13.00 bulk sediment UIUC W3-17 1.98 ± 0.18 n/a   
13.00 - 13.50 bulk sediment UIUC W3-18 2.17 ± 0.20 n/a   
13.50 - 14.00 bulk sediment UIUC W3-19 2.37 ± 0.24 n/a   
27.75 - 28.00 charcoal CAMS 142855 550 ± 40 *561 ± 40 
44.50 - 45.25 needle, charcoal CAMS 137767 690 ± 35 655 ± 41 
55.00 - 55.25 charcoal, charred needle CAMS 142856 895 ± 45 819 ± 57 
63.75 - 64.00 charred needles CAMS 143940 1390 ± 45 1307 ± 35 
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77.75 - 78.25 charcoal, needles CAMS 137768 1865 ± 30 1802 ± 45 
119.50 - 119.75 charred needle  CAMS 142857 2240 ± 50 2234 ± 62 
186.25 - 187.00 charcoal, charred needle CAMS 142858 3560 ± 45 *3855 ± 71 
256.75 - 257.00 wood CAMS 138742 2605 ± 35 2743 ± 46 
330.75 - 331.00 wood CAMS 138743 2695 ± 35 2797 ± 32 
Windy Lake        
0.00 - 1.00 bulk sediment UIUC U4-1 15.46 ± 1.61 -58.0 ± 0.0 
1.00 - 2.00 bulk sediment UIUC U4-2 14.23 ± 1.58 -53.2 ± 0.4 
2.00 - 3.00 bulk sediment UIUC U4-3 15.23 ± 0.99 -44.1 ± 0.9 
3.00 - 4.00 bulk sediment UIUC U4-4 9.11 ± 0.97 -29.3 ± 1.7 
4.00 - 5.00 bulk sediment UIUC U4-5 10.17 ± 1.44 -5.6 ± 3.0 
5.00 - 6.00 bulk sediment UIUC U4-6 7.78 ± 1.09 17.8 ± 4.5 
6.00 - 7.00 bulk sediment UIUC U4-7 4.88 ± 0.59 39.8 ± 6.9 
7.00 - 8.00 bulk sediment UIUC U4-8 4.26 ± 0.48 70.1 ± 12.3 
8.00 - 9.00 bulk sediment UIUC U4-9 2.36 ± 0.30 n/a   
9.00 - 10.00 bulk sediment UIUC U4-11 2.56 ± 0.30 n/a   
10.00 - 11.00 bulk sediment UIUC U4-12 2.29 ± 0.30 n/a   
11.00 - 12.00 bulk sediment UIUC U4-13 3.10 ± 0.40 n/a   
12.00 - 13.00 bulk sediment UIUC U4-14 2.28 ± 0.29 n/a   
13.00 - 14.00 bulk sediment UIUC U4-15 2.11 ± 0.26 n/a   
14.00 - 15.00 bulk sediment UIUC U4-16 3.26 ± 0.40 n/a   
43.25 - 43.50 charred needle CAMS 146347 745 ± 35 684 ± 24 
76.75 - 77.00 charcoal CAMS 146348 1595 ± 30 1470 ± 40 
107.75 - 108.00 charcoal CAMS 145645 2580 ± 35 2727 ± 71 
           1UIUC: University of Illinois, Urbana-Champaign; CAMS: Center for Accelerator Mass Spectrometry, Lawrence Livermore National 
Laboratory, Livermore, CA. 2Lead-210 activity, with standard deviation, or conventional radiocarbon years before present (CE 1950), 
with standard deviation. 3All calibrated dates shown with standard deviation. See Chapter 2: Methods for details on 210Pb modeling and 
calibration of 14C dates. *Date omitted from chronology. 
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APPENDIX B: 798 
SUPPLEMENTARY MATERIAL TO CHAPTER 4 799 
MODELING CARBON BALANCE OF INTERIOR ALASKA AS A FUNCTION OF LANDSCAPE AGE 800 
Rationale 801 
 A full-scale simulation of the carbon (C) cycle implications of our future fire predictions was 802 
beyond the scope of this study. However, previous modeling experiments (Chapter 3) indicated 803 
that boreal forest C balance is dominated by changes in fire frequency, primarily due to the 804 
influence of fire frequency on the stand age distribution on the landscape. Moreover, across a 805 
regional study area simulated at high resolution (1-km2), results were similar regardless of 806 
whether individual fires were prescribed discretely, or represented as fluctuations in annual area 807 
burned (AAB) applied uniformly in space and time (i.e. Fig. 3.3b, dashed vs. solid line). Thus, as 808 
an alternative to comprehensively modeling the impacts of our AAB predictions on Alaskan C 809 
stocks, we assumed that regional C stocks can be approximated by mean landscape age, 810 
regardless of the precise spatiotemporal distribution of burning.  811 
Modeling the relationship between regional C stocks and mean landscape age 812 
 To approximate the region-specific relationship between landscape age and C stocks, we ran 813 
DOS-TEM (Chapter 3) in equilibrium mode at a range of constant fire frequencies for a single 814 
cohort in each grid cell in the study area. In this mode, the model prescribes fire at a regular 815 
interval, and holds other inputs (e.g. climate variables, atmospheric CO2 concentration) constant. 816 
The model then runs until dynamic equilibrium is achieved. We prescribed climate and CO2 817 
inputs based on the mean of the past 30 years of observations, and assigned other site attributes 818 
(e.g. soil class, drainage type, and climax vegetation) to their most commonly occurring value 819 
within each grid cell (for data sources, see Chapter 3: Methods). We ran separate simulations for 820 
each grid cell, and for fire frequencies that resulted in mean landscape ages from 5–500 yr in 5- 821 
yr intervals. For each simulation, we averaged simulated C stocks over three complete fire cycles 822 
(after equilibrium was established) to derive an estimate of total ecosystem C for the regional 823 
landscape, and interpolated these values to produce continuous approximations of ecosystem C 824 
as grid-cell-specific functions of mean landscape age (Fig. B.4). Finally, we used these functions 825 
to assign total C based on landscape age for each grid cell × year combination for which fire 826 
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regime predictions were made, and averaged over all cells to estimate changes in C stocks of 827 
interior Alaska (Fig. 4.7b).  828 
Validation in the Yukon Flats ecoregion 829 
 Comparison of our results to inferences from the Yukon Flats (YF) paleorecord (Chapter 3) 830 
provides some confidence in the stand age estimates of our model. The grid cell from which this 831 
record was obtained has an estimated 1950 AD landscape age of 113.7 yr (Fig. B.2), which is 832 
close to the age suggested by the paleodata (120.5 yr) and much older than would be predicted 833 
from observational fire history data (59.0 yr; Chapter 3). The model indicates that landscape age 834 
declined by 31.7 yr in the YF region from 1950-2009 AD, implying a large increase in fire 835 
frequency over the prehistoric mean that is again consistent with the paleorecord. Finally, when 836 
this change in landscape age is converted to an estimate of regional net C balance for the period 837 
1950-2006 AD (the span of previous analysis), the result indicates the region experienced a net 838 
loss of 5.6% of total C stocks during this period (Fig. B.3). This is only about half the magnitude 839 
of the loss (11.4%) estimated in the detailed model experiment (Chapter 3), but the qualitative 840 
similarity of the results is notable given that (1) the region simulated here is much larger than the 841 
original YF study area definition, and therefore has experienced a more variable historical fire 842 
regime and somewhat lower AAB overall (0.014 vs. 0.017 mean AAB since 1950 AD), and (2) 843 
the simplified approach presented here ignores sub-grid spatial heterogeneity, and interannual 844 
and long-term variability in climate and CO2 model inputs. Finally, we also note that there is 845 
some circularity in comparing results based on the statistical model to previous model results 846 
based on the YF paleorecord, since the paleodata were used in the prior specification for the 847 
statistical model. Nevertheless, the close agreement of the two approaches is compelling given 848 
that landscape age estimates derived from the statistical model range widely among grid cells 849 
(e.g. 79.5-145.1 yr in 1950 AD; Fig. B.2) despite that all cells were assigned an identical prior.  850 
  851 
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FIGURES 852 
 853 
Figure B.1: Climate predictors used in modeling fire occurrence and area burned. Historical data (black) were 854 
spliced with future predictions under the RCP6 (blue) and RCP8.5 (red) climate scenarios. Annual data (thin lines) 855 
were used in the model, but decadally-smoothed values (thick lines) are also shown for reference.  856 
  857 
Fig.%B.2:%Climate%predictors%used%in%modeling%ﬁre%occurrence%and%area%burned.%Historical%data%(black)%were%
spliced%with%future%predic1ons%under%the%RCP6%(blue)%and%RCP8.5%(red)%climate%scenarios.%Annual%data%(thin%
lines)%were%used%in%the%model,%but%decadallyJsmoothed%values%(thick%lines)%are%also%shown%for%reference.%%
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 858 
Figure B.2: Landscape ages in 1950 AD estimated by a statistical model of regional burning (see Chapter 4). The 859 
outlined cell contains sites sampled for Yukon Flats paleofire reconstructions referenced in the text.   860 
Fig.%B.3:%Es1mated%landscape%ages%in%1950%AD.%The%outlined%cell%contains%sites%sampled%for%Yukon%Flats%
paleoﬁre%reconstruc1ons%referenced%in%the%text.%
Mean%landscape%age%(yr)%
80% 120% 160%
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 861 
Figure B.3: Estimated C stocks of the Yukon Flats ecoregion, 1950 AD to present. Results from previous model 862 
analysis (Chapter 3; black line) reflect fine-scale spatial heterogeneity, and interannual and long-term variability in 863 
climate and atmospheric CO2 inputs to the DOS-TEM model run in transient mode. By comparison, the estimate 864 
from this study (red line) is based on equilibrium simulations with constant forcing, and all changes in C stocks are 865 
due to predicted fire-regime effects on mean landscape age. Note that the original (Chapter 3) Yukon Flats study 866 
area comprised a small subset (1,931 km2) of the region represented in the new estimate (10,000 km2).   867 
Fig.%B.4:%Es1mated%C%stocks%of%the%Yukon%Flats%ecoregion,%1950%AD%to%present.%Results%from%previous%model%
analysis%(Chapter%3;%black%line)%reﬂect%ﬁneJscale%spa1al%heterogeneity,%and%interannual%and%longJterm%
variability%in%climate%and%atmospheric%CO2%inputs%to%the%DOSJTEM%model%run%in%transient%mode.%By%
comparison,%the%es1mate%from%this%study%(red%line)%is%based%on%equilibrium%simula1ons%with%constant%
forcing,%and%all%changes%in%C%stocks%are%due%to%predicted%ﬁreJregime%eﬀects%on%mean%landscape%age.%Note%
that%the%original%(Chapter%3)%Yukon%Flats%study%area%comprised%a%small%subset%(1,931%km2)%of%the%region%
represented%in%the%new%es1mate%(10,000%km2).%%
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 868 
Figure B.4: Simulated equilibrium carbon stocks as a function of mean landscape age. Results from 44 model grid 869 
cells (grey) are shown with their average response (black).  870 
Fig.%B.5:%Simulated%equilibrium%carbon%stocks%as%a%func1on%of%mean%landscape%age.%Results%from%44%model%
grid%cells%(grey)%are%shown%with%their%average%response%(black).%%
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APPENDIX C*: 871 
A SIGNAL-TO-NOISE INDEX TO QUANTIFY THE POTENTIAL FOR 872 
PEAK DETECTION IN SEDIMENT-CHARCOAL RECORDS 873 
ABSTRACT 874 
Charcoal peaks in lake-sediment records are commonly used to reconstruct fire histories 875 
spanning thousands of years, but quantitative methods for evaluating the suitability of records for 876 
peak detection are largely lacking. We present a signal-to-noise index (SNI) that quantifies the 877 
separation of charcoal peaks (signal) from other variability in a record (noise). We validate the 878 
SNI with simulated and empirical charcoal records and show that an SNI > 3 consistently 879 
identifies records appropriate for peak detection. The SNI thus offers a means to evaluate the 880 
suitability of sediment-charcoal records for reconstructing local fires. MATLAB and R functions 881 
for calculating SNI are provided. 882 
INTRODUCTION 883 
 Numerous fire-history studies have been published on the basis of the identification of peaks 884 
in lake-sediment records of macroscopic (typically >100 µm diameter) charcoal (e.g., see 885 
reviews by Whitlock and Larsen, 2001, Gavin et al., 2007). Analytical methods are typically 886 
based on a decomposition approach by which a time series of charcoal accumulation rates 887 
(CHAR) is detrended to isolate background and peak series (e.g., Clark et al., 1996, Long et al., 888 
1998, Carcaillet et al., 2001, Gavin et al., 2006, Higuera et al., 2009). The background series 889 
represents long-term shifts in fire regimes (e.g., area burned, fuel characteristics) and taphonomic 890 
processes unrelated to fire occurrence (e.g., slope wash, sediment focusing), and it may be 891 
modeled with a variety of moving-average methods. Background CHAR is removed from the 892 
raw CHAR series by either subtraction or division to obtain a peak series, which is assumed to 893 
represent charcoal from local fires, plus random variability (i.e., noise). To separate the signal of 894 
local fires from noise, a threshold function is determined by one of several methods, and samples 895 
exceeding the threshold are interpreted as local fire episodes. 896 
 The decomposition approach has both theoretical (e.g., Clark, 1988, Higuera et al., 2007, 897 
Peters and Higuera, 2007) and empirical (e.g., Millspaugh and Whitlock, 1995, Gavin et al., 898 
                                                
* This chapter is published as: Kelly, R., P. E. Higuera, C. M. Barrett, and F. S. Hu. 2011. A signal-to-noise index to quantify the 
potential for peak detection in sediment–charcoal records. Quaternary Research 75:11–17. 
  92 
2003, Lynch et al., 2004, Higuera et al., 2010) support suggesting that in records from small 899 
lakes (< ~20 ha), identified peaks represent fires within ca. 500-1000 m of the sampling location. 900 
However, sediment charcoal records are highly variable, both within and between sites (Power et 901 
al., 2008), and some records are clearly more appropriate for peak analysis than others. While a 902 
record with large peaks distinct from background values fits well within the conceptual 903 
framework outlined above, processes including sediment mixing or reduced sedimentation rates 904 
can create more ambiguous records (Higuera et al., 2007).  905 
 Despite broad adoption of the decomposition approach, methods for quantifying the 906 
suitability of a charcoal record for peak analysis were lacking prior to the recent introduction of a 907 
signal-to-noise index (SNI; Higuera et al., 2009). Here, we briefly review the rationale for such a 908 
metric and present an improved SNI with a stronger theoretical basis and more intuitive 909 
interpretation. We then validate the SNI through application to simulated charcoal records, a null 910 
model of random variability, and empirical records from Alaska, and we compare our new SNI 911 
to that introduced by Higuera et al. (2009). Our results indicate that SNI accurately reflects the 912 
prominence of CHAR peaks and therefore offers an important quantitative tool to improve the 913 
rigor of fire-history reconstructions from sediment-charcoal records.  914 
RATIONALE AND DEFINITION OF A SIGNAL-TO-NOISE INDEX 915 
 Given a detrended CHAR time series (i.e., the peak series) and corresponding threshold (for 916 
an example, see Gavin et al., 2006, Higuera et al., 2009), the samples within a specified time 917 
window can be separated into two distinct populations: signal (S), containing those samples 918 
greater than the threshold, and noise (N), the remaining samples, which fall at or below the 919 
threshold (Fig. C.1a,c). In practice, N follows a normal distribution reasonably well (e.g., as 920 
measured by a Lilliefors test), and we assume that noise is normally distributed in the following 921 
discussion. 922 
 Metrics for quantifying signal strength relative to accompanying noise are common in 923 
various fields (e.g., the signal-to-noise ratio used in image processing; Bankman, 2000), with 924 
formulation depending on the application. The SNI introduced by Higuera et al. (2009) compares 925 
the variability in the signal population,
€ 
var(S), to the variability in the noise population,
€ 
var(N) :  926 
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var( )
var( ) var( )
SSNI
S N
=
+
  (1) 927 
 In practice, when the signal and noise distributions are distinct, the variance of the signal 928 
distribution dominates the expression and 
€ 
SNI→1. This formulation implicitly assumes a 929 
positive relationship between the mean and variance of S, such that a signal distribution with a 930 
large (small) mean also has large (small) variance. While valid for many charcoal records, this 931 
assumption may not always hold. For example, a record could have a signal population distinct 932 
from the noise population, but with similar variance. In this scenario, an SNI of ~0.5 would 933 
under-represent the separation between signal and noise. Based on comparisons to a null model, 934 
Higuera et al. (2009) proposed that SNI > ~0.5 is generally sufficient to warrant peak analysis. 935 
 Our aim in constructing a new SNI is to explicitly quantify the level of separation between S 936 
and N. There are numerous established methods for testing whether two samples arise from 937 
distinct distributions (e.g., the Kolmogorov-Smirnov test). However, since the use of a threshold 938 
implicitly separates S and N into non-overlapping populations, standard statistical tests are of 939 
little value, because they return very low p-values (typically <<0.01) regardless of the apparent 940 
prominence of peaks in the record. The SNI presented below is conceptually based on such tests, 941 
but it produces a useful index reflecting the probability that the values in S could be drawn from 942 
the same population as N. Note that future work utilizing an SNI for charcoal records should 943 
reference this paper or Higuera et al. (2009) to distinguish the formula used; herein we refer to 944 
the SNI described below unless explicitly stated. 945 
 Specifically, given nS samples in population S and nN samples in population N, we define: 946 
1
1 2        1
                       0                      0
sn
i N
s
is N N
s
S N n n
n nSNI
n
σ=
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⎪
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∑
 (2) 947 
where 
€ 
{S1,S2 ,...Sns } are the CHAR values of individual samples in S, and 
€ 
N  and  are the mean 948 
and standard deviation, respectively, of the CHAR values in N. When no sample exceeds the 949 
threshold (i.e. nS = 0), SNI = 0 by definition. 950 
 Equation (2) leads to the convenient interpretation of SNI as the average separation of S and 951 
N, scaled by the standard deviation of N. The metric is thus analogous to the standard score (or 952 
€ 
σN
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“z-score”) used commonly in statistics to quantify distance from the mean, and guidelines by 953 
which to interpret SNI values emerge from this likeness.  954 
 In a normal distribution, the 97.7th and 99.9th percentiles of observations fall two and three 955 
standard deviations above the mean, respectively. Thus, assuming a normally-distributed noise 956 
component, this range (i.e. 
€ 
N + 2σN[ ] – ) typically encompasses the largest values in 957 
N. Furthermore, since the noise and signal components are separated by definition, the same 958 
range represents a practical lower bound on S. It follows that SNI < 3 (indicating that the samples 959 
of S are on average less than three standard deviations above the mean of N) occurs only when 960 
the two populations have little separation, i.e., when peaks are poorly defined relative to 961 
background (e.g., Fig. C.1c,d). Conversely, SNI > 3 results when S is relatively distinct from N 962 
(e.g., Fig. C.1a,b). The range of SNI extends upward from this theoretical baseline without 963 
bound, reflecting ever greater separation between S and N. The factor of (nN - 2)/ nN in Equation 964 
(2) is the ratio of the variance of the Student’s t distribution with nN degrees of freedom to that of 965 
the standard normal (Casella and Berger, 2002), and is included to account for bias due to the 966 
sample size of N. 967 
 Equation (2) describes the SNI for signal and noise samples within a single time interval. 968 
This interval can span an entire record or some portion thereof. To compute SNI through time, 969 
individual SNI values are calculated for overlapping windows of a record, centered on each 970 
sample. The discrete steps of the moving window may result in sharp variations over adjacent 971 
time steps, which confound interpretation of the general temporal pattern of SNI. As a final step, 972 
therefore, a lowess smooth function (with window width equal to that used previously) is applied 973 
to obtain the final SNI series.  974 
 The choice of window width for computing and smoothing SNI depends somewhat 975 
subjectively on the time scale of interest. A relatively narrow window, for example, allows SNI 976 
to respond strongly to individual peaks in a charcoal record, but the small sample size within the 977 
window may undermine a robust assessment of overall signal quality. We suggest the natural 978 
choice of matching SNI window width to that used in computing background CHAR and/or the 979 
local threshold, and recommend exploring the sensitivity of this selection. Like any moving- 980 
window statistic, SNI is prone to edge effects (e.g., windows near the ends of the record 981 
encompass fewer samples), and thus we caution against over-interpreting trends in SNI near the 982 
ends of a record.  983 
€ 
N + 3σN[ ]
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DATA SOURCES AND QUANTITATIVE ANALYSIS 984 
 To validate the SNI, we applied it to simulated charcoal records representing three 985 
hypothetical scenarios and to a null model of random variability (Fig. C.2). Simulated records 986 
were generated using the CharSim model (Higuera et al., 2007), which simulates a spatially- and 987 
temporally-explicit fire regime, charcoal production and dispersal processes, primary (airborne) 988 
and secondary (slope wash and within-lake redeposition) deposition, sediment mixing, and 989 
sediment sampling. The CS1 scenario is based on model parameters representing boreal-forest 990 
charcoal records, with high temporal resolution (15-yr contiguous samples) and little vertical 991 
mixing in sediments. The CS2 scenario differs from CS1 only in that additional sediment mixing 992 
is simulated (vertical mixing depth doubled from 1.0 to 2.0 cm), as might be observed in 993 
shallower lakes. In both CS1 and CS2 scenarios, fire sizes mimic those observed in Alaska from 994 
1988-2003 (Alaska Fire Service 2004). By contrast, the CS3 scenario is based on fires of 995 
constant size, equal to the mean fire size of the same dataset. This scenario creates a charcoal 996 
series with a relatively uniform distribution of CHAR values, and illustrates a record in which 997 
peaks from local fires are difficult to detect due to processes independent of charcoal taphonomy. 998 
The null model record (RN) is a randomly generated series of red noise with mean, variance, and 999 
first order autocorrelation comparable to empirical charcoal records described below. Similar to 1000 
the use of red noise in other time series applications (e.g., wavelet analysis; Torrence and Compo,  1001 
1998), we assume RN reflects properties of a time series that might arise by chance alone.  1002 
 As a practical application, we also calculated SNI for four published charcoal records from 1003 
Alaska. Sediment cores from Code, Ruppert, Wild Tussock, and Xindi lakes in the south-central 1004 
Brooks Range were analyzed for macroscopic charcoal content as described by Higuera et al. 1005 
(2009). The records were interpolated to a constant 15-yr resolution before peak analysis.  1006 
 For all records, peak analysis was based on the methods described by Higuera et al. (2009). 1007 
Briefly, peak series were defined by subtracting background CHAR, modeled with a moving 1008 
median or mode (as in the published records). Thresholds were determined using a Gaussian 1009 
mixture model applied within a moving window (“local threshold”); at every time step, the 1010 
assigned threshold value corresponds to the 99th percentile of the modeled noise distribution. We 1011 
then calculated SNI for each record as described in the previous section. We used 500-yr 1012 
windows for all moving-window procedures. For comparison, we also computed SNI based on 1013 
the Higuera et al. (2009) formula (Equation 1). Finally, we calculated the SNI of RN using 1014 
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thresholds based on the 90th and 75th percentiles of the noise distribution identified by the 1015 
mixture model (scenarios RN90 and RN75, respectively) to evaluate the sensitivity of SNI to 1016 
threshold choice.  1017 
RESULTS 1018 
 The SNI of the simulated records varies in an intuitive way, and values > 3 consistently 1019 
identify records with distinct peaks. Among the simulated records, SNI values range from ~1–10 1020 
and exhibit low within-record variability (Fig. C.2). The SNI of CS1 fluctuates around a median 1021 
of 5.49 with a minimum of only 3.83. By contrast, CS2 and CS3 have lower SNI overall (median 1022 
= 2.65 and 2.31, respectively), with values below the theoretical cutoff of 3.00 for the majority of 1023 
each record.  1024 
 The null model series has very low SNI, ranging from 0–2.60 with a median of 1.80 (Table 1025 
C.1, Fig. C.2). Lowering the threshold in RN90 has a minor effect on SNI (median increases to 1026 
1.84), but all values remain below 3.00. The extremely low threshold in RN75 has a more 1027 
pronounced effect (median SNI = 2.11), but still results in SNI < 3.00 for 95% of the record 1028 
(Table C.1, Fig. C.4).  1029 
 The empirical charcoal records show substantial variability in peak heights and SNI over 1030 
time (Fig. C.3). Nevertheless, the SNI at all sites is usually one to five times the theoretical cut- 1031 
off of 3.00, corresponding to large, relatively distinct peaks. Instances of SNI < 3.00 occur in 1032 
each record, but only intermittently for intervals of < 1000 yr. Xindi Lake offers a notable 1033 
exception, exhibiting an extended period of SNI < 3.00 after ca. 4.5 cal ka BP (Fig. C.3). In both 1034 
the simulated and empirical records, the two SNI metrics generally show similar patterns through 1035 
time, although incongruent scales (in particular, the new SNI has no upper bound) preclude 1036 
directly comparing the magnitude of their fluctuations (Fig. C.2, C.3).  1037 
DISCUSSION 1038 
 The SNI introduced here is a promising means to quantify the suitability of charcoal records 1039 
for peak analysis, and the theoretically-based cutoff of SNI = 3 works well to identify when peak 1040 
identification is warranted. Applying this cutoff to a simulated high-resolution record (CS1) 1041 
indicates a signal consistently well-separated from noise. By contrast, simulated records with 1042 
taphonomic-related noise (CS2) or less-pronounced signals (CS3) result in SNI < 3, which 1043 
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cautions against inferring fire episodes from individual peaks. Equally important, low SNI 1044 
successfully identifies our null model of random variability (RN) as clearly inappropriate for 1045 
peak analysis (Fig. C.2). The alternative threshold scenarios demonstrate that SNI is relatively 1046 
insensitive to threshold choice, and minor changes to the threshold are unlikely to alter SNI 1047 
interpretations (Table C.1, Fig. C.4). 1048 
 When applied to empirical records, the SNI corroborates visual inspection and suggests a 1049 
generally strong signal: all records except XI have SNI > 3 for at least 87% of the record (Table 1050 
1, Fig. C.3). In some cases, however, empirical records have periods of SNI < ~3, suggesting that 1051 
charcoal peaks during these intervals cannot be confidently separated from noise. In the case of 1052 
XI, the period since ca. 4.5 cal ka BP was also identified as suspect with the SNI used by 1053 
Higuera et al. (2009), and thus peaks in this period were not interpreted. For all records 1054 
examined here, the two SNI formulas yield practically equivalent evaluations based on semi- 1055 
independent reasoning. Thus, while we consider the new index a conceptual improvement, in 1056 
practice both metrics quantify signal strength well.  1057 
 Understanding why a record has a low SNI is important, because reduced SNI itself could 1058 
have meaningful interpretations, depending on the causal mechanisms. Theoretically, a record 1059 
can have a low SNI because of the lack of signal and/or the addition of noise. The latter 1060 
mechanism is captured by CS2 (Fig. C.2), where increased mixing diminishes the original signal 1061 
and thus increases noise. The sediment mixing modeled in CS2 could arise from a number of 1062 
natural processes, including wind-driven currents in shallow lakes, bioturbation, slow sediment 1063 
accumulation, and/or low sample resolution. The empirical records XI and CO (Fig. C.3) provide 1064 
examples of reduced SNI due to these mechanisms. In XI, the low SNI after ca. 4.5 cal ka BP 1065 
corresponds to decreased sediment accumulation rates, which, in combination with unchanging 1066 
sample intervals of 0.5 cm, result in a resolution > 70 yr sample-1 (Higuera et al., 2009). This low 1067 
sample resolution obscures the signal from large charcoal peaks, which are prominent in other 1068 
portions of the record. Increased sediment mixing may explain the period of low SNI in Code 1069 
Lake, ca. 4.5-3.5 cal ka BP.  1070 
 Even in the absence of excessive noise, several mechanisms can contribute to low SNI in a 1071 
charcoal record by obscuring the signal from local fires. The simulated record CS3 (Fig. C.2) 1072 
offers one such example. By dictating a constant, intermediate fire size in CharSim, we 1073 
precluded the prominent signal (i.e. high CHAR values) that otherwise arises from large local 1074 
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fires. The result of dampened signal is accurately reflected in the low SNI of CS3. It is more 1075 
difficult to find empirical examples where the signal from local fires is reduced, but such a 1076 
scenario may result in ecosystems with low-severity fire regimes (Agee, 1993), where charcoal 1077 
production per fire is low and varies little.  1078 
 We conclude with two caveats regarding practical application of the proposed SNI. First, 1079 
although the alternative threshold scenarios demonstrate the general robustness of SNI to 1080 
threshold choice, they also highlight that SNI does not equate threshold credibility (e.g. RN75 1081 
uses an illogically low threshold, but achieves a slightly higher SNI than the more reasonable 1082 
RN). Thus, SNI cannot be used as a basis for threshold selection, and must be strictly regarded as 1083 
a post hoc tool for evaluating charcoal records with their thresholds determined a priori.  1084 
 Second, it is important to note the distinction between SNI and the accuracy of charcoal 1085 
analysis: SNI simply measures the separation between predefined S and N populations, whereas 1086 
accuracy quantifies the tradeoff between identifying local fires and minimizing the number of 1087 
false positives (e.g., Higuera et al., 2007). It is possible for a record to have low SNI when local 1088 
fires are in fact correctly identified, or vice versa. For example, many peaks identified in CS3 1089 
actually do reflect simulated local fires, although the low SNI of the record indicates that these 1090 
peaks cannot be confidently considered distinct from noise. Conversely, a record with distinct 1091 
CHAR peaks from distant fires or non-fire processes (e.g., erosion events) might lead to low 1092 
accuracy despite high SNI. With empirical records, of course, the true accuracy of peak 1093 
identification is unknown, and thus it is paramount that analysts interpret SNI in the context of 1094 
these possibilities, ideally substantiated with complementary data (e.g., sedimentological 1095 
indicators of erosion). Insofar as the assumptions typical of sediment charcoal analysis hold and 1096 
the method for assigning the threshold is robust, such misleading instances should be rare.  1097 
CONCLUSIONS 1098 
 The SNI metric introduced here provides a means to quantitatively assess whether charcoal 1099 
records or portions thereof are appropriate for peak analysis. All charcoal records are influenced 1100 
by multiple sources of variability, but many (including the majority of the empirical records 1101 
shown here) nonetheless exhibit clear peaks. For these records, SNI simply offers quantitative 1102 
support of subsequent peak analysis. Inevitably, however, some sediments yield more ambiguous 1103 
charcoal series. In these cases, the cutoff value of SNI = 3 helps guard against over-interpretation 1104 
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of a weak signal, and fluctuations in SNI provide a means of interpreting temporal patterns in the 1105 
noise itself. Thus, SNI is a valuable addition to the growing number of analytical tools aimed at 1106 
quantifying fire history from sediment-charcoal records.  1107 
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FIGURES AND TABLES 1108 
 1109 
Table C.1. Summary of SNI for all records. 1110 
Site CO RP WK XI, 15-5 cal ka BP 
XI, 5-0 
cal ka BP CS1 CS2 CS3 RN RN90 RN75 
Median SNI 4.25 5.41 5.63 6.07 2.09 5.49 2.65 2.31 1.80 1.84 2.11 
Min.–max. SNI 2.37– 12.60 
2.16– 
15.39 
1.99– 
14.35 
0.95– 
25.05 
0.03– 
10.91 
3.83– 
9.87 
1.23– 
4.28 
1.95– 
4.18 
0.00– 
2.60 
1.57– 
2.71 
1.81– 
3.29 
% of record with 
SNI>3 87 98 92 83 34 100 30 8 0 0 5 
 1111 
  1112 
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 1113 
Figure C.1. Illustration of SNI calculation (Equation 2) in single 500-yr windows from records CS1 (left) and CS3 1114 
(right). (a, c) Interpolated residual CHAR series separated into signal (S, dark bars) and noise (N, light bars) 1115 
populations by a threshold (black line). (b, d) Histograms of CHAR values from (a) and (c), respectively, showing 1116 
separation of S (dark bars) and N (light bars) for each. Top axis converts CHAR values into standard deviation units 1117 
from the mean of N, and arrow indicates the mean of S on this axis, from which the proposed SNI is derived.  1118 
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1120 
Figure C.2. Comparison of SNI of three charcoal records simulated by CharSim (CS1, CS2, CS3) and a null model 1121 
of red noise (RN). In each case, upper panel shows the residual CHAR series for each record, separated into signal 1122 
(S, dark bars) and noise (N, light bars) samples by a threshold (black line). Dashed boxes indicate record sections 1123 
illustrated in Fig. C.1. Lower panels show SNI as defined by Higuera et al. (2009; grey line) and the new SNI 1124 
presented here (black line), with y-axes scaled to match the cutoff values proposed for identifying suitability for 1125 
peak analysis (0.5 and 3.0, respectively, dashed line). Where no samples exceed threshold within the SNI moving- 1126 
window, SNI is reduced by definition (thinned line in the bottom SNI plot; see Equation 2). 1127 
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1128 
Figure C.3. Comparison of SNI of empirical charcoal records obtained from lake sediment cores in Alaska. Legend 1129 
as in Fig. C.2.  1130 
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 1131 
Figure C.4. Comparison of SNI of the red-noise null model (RN) under three alternative threshold scenarios. In each 1132 
case, upper panel shows the residual CHAR series for each record, separated into signal (S, dark bars) and noise (N, 1133 
light bars) samples by a threshold (black line). Lower panels show SNI as defined by Higuera et al. (2009; grey line) 1134 
and the new SNI presented in the main text (black line), with y-axes scaled to match the cutoff values proposed for 1135 
identifying suitability for peak analysis (0.5 and 3.0, respectively, dashed line). Where no samples exceed threshold 1136 
within the SNI moving-window, SNI is reduced by definition (thinned line in the top SNI plot; see Equation 2). 1137 
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