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ABSTRACT
The incorporation, desorption and migration behaviour 
of sulphur and silicon dopants in MBE-grown InP and
GaAs/AlGaAs was investigated.
Some of the more general aspects of the MBE of inP 
are also discussed to aid the interpretation of the 
doping studies. Specifically, data is presented on the 
calibration of the In and ?2 pressures, the 
stabilisation of InP against the desorption of 
phosphorus and the sticking coefficient of In at the 
usual growth temperatures.
A thorough study of the effect of growth conditions 
on the sulphur doping of InP was completed. A sound
theoretical framework based on both thermodynamic
equilibrium calculations and a kinetic model was
developed to enhance the understanding of the 
incorporation and desorption processes. Thermodynamic 
calculations are used to identify the desorbing sulphur
species, and to show that the activation energy of 
desorption can be estimated from the thermochemical 
constants. The kinetic orders of the reactions are 
deduced from the experimental data.
In a related application of thermodynamics, a model 
for the calculation of the concentrations of native 
defects was developed. The definition of the virtual 
reactions is discussed. The available experimental and 
theoretical thermochemical data is reviewed and used for 
calculating the defect concentrations.
The thesis concludes with a study of silicon
migration in modulation doped GaAs/AlGaAs hetero­
structures. Low temperature Hall measurements of
annealed samples were used to show that silicon
diffusion can degrade the electron mobility. Evidence
is presented of the strong localisation of the 2 
dimensional electrons in the unannealed samples.
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CHAPTER 1
INTRODUCTION
During the past few years the heterostructures of 
IIi“V compounds have become increasingly important for 
both basic research and the development of advanced 
semiconductor components. The need for the hetero­
structure devices is steadily increasing because of 
their superior and often unique optical and electrical 
properties.
Heterojunctions, quantum wells and superlattices
can be used to modify the band structure of the III-V 
compounds to effectively create new materials with 
unique properties. These can be used for either
enhancing the performance of semiconductor devices or 
for devising totally new kinds of components. Hetero­
structure devices offer high electron mobilities for 
faster components, such as high electron mobility
transistors (HEMTs) [1], two dimensional electron gas 
field effect transistors [2 ] or ballistic transistors
[3],[4]. The optical properties of many III-V compounds 
make them very attractive as light sources, for instance 
multiple quantum well (MQW) [5] lasers and detectors 
such as solid state photomultipliers [6 ] in optical
communications systems.
As the lateral dimensions of semiconductor devices 
continue to diminish towards the de Broglie wavelength 
of free electrons, devices based on entirely new 
physical principles become possible. As an example,
quantum interference switching devices based on the 
Aharonov-Boehm effect can be mentioned [7]. The 
properties of such quantum mechanical devices are still 
open to speculation. However, they are likely to offer a 
way of avoiding the physical limits of conventional
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technologies and to provide the next stage in the rapid 
improvement in the performance of semiconductor devices.
The demand for the heterostructure devices is 
increased further bj--the steady improvement of the 
<3ifferent epitaxial growth methods, which makes new, 
more complicated structures feasible. Of the several 
competing technologies, metal-organic chemical vapour 
deposition (MOCVD) and molecular beam epitaxy (MBE) have 
emerged as the most promising during the past decade. 
The MOCVD seems to have a higher throughput making the 
scaling up of the growth process for large scale 
production easier, but the MBE has the advantage of slow 
growth rates which allow extremely abrupt interfaces to 
be grown.
Interestingly, it seems that the advantages of 
different materials and epitaxial technologies can be 
combined. Hence, the new techniques of growing polar 
semiconductors on non-polar substrates, i.e. GaAs on Si
[8 ], allow more latitude for choosing the correct 
material for each purpose on the same wafer. It seems 
possible that - in another example of technological 
convergence - the MBE and MOCVD can be successfully 
combined by using gaseous sources in processes called 
chemical beam epitaxy (CBE) or metal-organic MBE (MOMBE)
[9 ],[10].
In spite of its considerable advantages, MBE has 
several unresolved problems which need to be addressed. 
Amongst these are the high cost per wafer - both in 
money and skilled manpower - which mainly results from 
the relatively low reliability, throughput and yield, 
and the numerous problems which often hamper routine 
growth. These include the spatial and temporal non­
uniformity of the incident beams, unreliable flux 
calibration methods for the group V species and the 
accurate measurement of the growth temperature. Even 
though, at the expense of added complexity, all of these 
problems can be solved or their effects can be reduced.
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they still continue to affect the reproducibility of the 
MBE growth. For instance, every laboratory seems to have 
its own temperature scale, which has usually not been 
calibrated very accurately thus making meaningful
comparisons between experiments performed in different
MBE systems very difficult.
More important and potentially more serious than the 
growth system related problems are the deviations of the 
actual MBE growth process from the ideal model. Ideally 
MBE would have
- constant sticking coefficients for all matrix and 
dopant species and a zero sticking coefficient for all 
background impurities,
- facile surface kinetics for the incorporation and 
migration of the atoms on the surface to allow the
growth of layers with a crystal perfection similar to
such near equilibrium techniques as liquid phase epitaxy 
(LPE) or vapour phase epitaxy (VPE).
- no diffusion, surface accumulation or segregation 
effects of either the matrix or the dopant species to 
allow the growth of abrupt interfaces and
- dopants which show no compensation or self­
compensation effects and which allow doping levels up
20 -3
to lO^^cm
In the real growth process there are of course many 
deviations from the ideal model. This thesis is mainly 
concerned with the incorporation, desorption and 
migration behaviour of dopants in MBE-grown InP and 
GaAs/AlGaAs. The original aim of the work was to 
investigate the doping behaviour of sulphur and 
magnesium in InP, extend the work to GalnAs on InP, with 
GalnAsP/InP as the ultimate goal. As it turned out, the 
research programme had to be modified due to both 
"the usual" practical difficulties (Murphy s Law works 
overtime in MBE) and the more unusual uwo i.ires 
which occurred in 1984 and 1986. Therefore, the
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GalnAs/InP and GalnAsP/lnP studies were never started. 
However, it should be noted that chemical beam epitaxy 
allows much easier and more accurate control of the 
group V beam fluxes [9]. Hence, the growth of 
quaternaries with two group v constituents by solid 
source MBE does not in any case seem attractive.
However, a thorough study of sulphur doping of InP 
was completed. A sound theoretical framework based on 
both thermodynamic equilibrium calculations [11] and a 
kinetic model was developed to enhance the understanding 
of the incorporation and desorption processes. in a
related application of thermodynamics, a model for the 
calculation of the concentrations of native defects is 
presented. The thesis concludes with a study of silicon 
migration in GaAs/AlGaAs heterostructures undertaken at 
Philips Research Laboratories.
In Chapter 2 some of the more general aspects of the 
MBE of InP are discussed. Especially, the calibration of 
the In and P^ pressures, the stabilisation of InP
against the desorption of phosphorus and the sticking
coefficient of In at the usual growth temperatures are 
discussed to aid the interpretation of the doping 
studies and the thermodynamic calculations of later
Chapters. Also, the effect of the oval defects on the 
electrical and optical properties of InP is explored in 
Chapter 2.
According to Martin et al. [12] sulphur originating 
in the red phosphorus charge of the phosphorus cell is 
the main background impurity in InP grown by MBE. 
Sulphur is also a useful dopant of both GaAs and InP
[13],[14]f[15]. Therefore a better understanding of the 
doping behaviour of sulphur is needed for both its use 
as an intentional dopant and to optimise the growth 
parameters for the growth of high quality undoped InP. 
In chapter 3 extensive experimental data of the effect
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of growth conditions on the incorporation and desorption 
behaviour of sulphur in InP is presented. Thermodynamic 
equilibrium calculations first proposed by Heckingbottom
[11 ] are used to identify the desorbing sulphur 
species, and to show that the activation energy of 
desorption can be estimated from the thermochemical 
constants.
To gain information about the kinetics of the 
incorporation and desorption reactions, the results of 
Chapter 3 are analysed in Chapter 4. The analysis is 
based on the basic kinetic model by Wood and Joyce [16], 
according to which the dopant incorporation occurs from 
a surface layer. It is shown how the kinetic orders of 
the reactions can be deduced from the experimental data, 
and how the In flux affects the incorporation and 
desorption rates.
Thermodynamic calculations can be used for estimating 
the concentrâtion°^native point defects in semiconductors 
grown near thermodynamic equilibrium [17],[18],[19],
[20],[21]. In Chapter 5 a model for the calculation of 
the concentrations of native defects in InP and GaAs is 
developed. Special attention is given to the definition 
of the virtual reactions, from which the real formation 
reactions can be formed. The available experimental and 
theoretical thermochemical data is reviewed and used for 
calculating the defect concentrations and the 
limitations of such an approach are discussed.
At low temperatures the main scattering mechanism 
limiting the mobility of electrons in doped 
semiconductors is caused by ionised impurities. The 
scattering by ionised impurities can be reduced by using 
modulation doped structures in which the free electrons 
are separated from the ionised donors [22] . The doped 
layer is in the wide band gap material (i.e. AlGaAs),
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whereas the electrons are collected in the quantum well 
formed at the heterojunction.
It is an ubiquitous problem of the modulation doped 
GaAs/AlGaAs system that the so called inverted 
structure, in which the GaAs layer is grown on top of 
the AlGaAs, has much lower mobilities than the normal 
structure (AlGaAs on GaAs) [23]. A major reason for the 
inferiority of the inverted structure is the migration 
of silicon from the doped layer towards the quantum well 
[24]. It is not known whether the surface segregation or 
diffusion of silicon is causing the migration. In 
Chapter 6 low temperature Hall measurements are used for 
investigating the migration of Si towards the GaAs 
quantum well in AlGaAs/GaAs/AlGaAs modulation doped 
structures. Annealing experiments are used to show that 
silicon diffusion can degrade the 2 dimensional electron 
mobility.
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CHAPTER 2
SOME ASPECTS OF THE MBE GROWTH OF InP
2.1 Introduction
A major incentive for the growth of inP and GalnAsP 
lattice matched to InP is their suitability as light 
sources and detectors in the 1 .3-1 .6pm wavelength range. 
However MBE has not been commonly used for the growth of 
InP. This is partly due to the reputation of phosphorus 
containing alloys as being "difficult" to grow because 
of the reactivity and high vapour pressure of 
phosphorus. A more serious obstacle to the growth of 
quaternary alloys is the difficulty of accurately 
controlling the composition of an alloy containing both 
As and P, which have sticking coefficients strongly 
dependent on the growth conditions [1]. Recently, 
however, the development of gas sources for MBE has 
shown considerable promise for solving these problems
[2],[3].
The growth of undoped InP with the MBE system used
also in this work has previously been studied by Martin
et al. [4 ] who found sulphur to be the main
unintentional impurity. The sulphur originates in the
red phosphorus and sets a lower limit of the free
15 -3
electron concentration of 1-2x10 cm in high quality
InP [4],[5]. The highest reported electron mobility in
2
InP grown using elemental sources is 55000cm /Vs [5].
In this work InP was grown by using conventional 
solid sources, the main emphasis being on the properties 
of sulphur doped material. However, it was found 
necessary to characterise some aspects of the growth of 
undoped InP for the modelling of the dopant 
incorporation and desorption processes. Especially, the 
In and p^ fluxes were calibrated to find the correct
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pressures to use for the thermodynamic calculations. On 
the basis of the flux calibration experiments it is 
shown that the true flux equivalent pressure can differ 
from the beam equivalent pressure given by the ion gauge 
by over an order of magnitude. From the phosphorus 
stabilisation experiments the accommodation coefficient 
of ?2 can be determined.
Also, the desorption of indium at elevated
temperatures may decrease the growth rate of InP thus 
leading to erroneous conclusions about the effect of 
growth conditions on the dopant concentration. Hence the 
In desorption was studied both experimentally and on the 
basis of the equilibrium model of Heckingbottom [6 ].
An ubiquitous morphological problem on MBE grown inP 
are the so called oval defects [7]. There is evidence 
that similar defects on GaAs can affect the electrical
[8 ] and optical [9] characteristics of the layer,
therefore some experiments were done to check whether
similar effects apply to InP.
2.2 Experimental
The MBE growth apparatus used in these studies has, 
apart from small modifications, been previously described 
by Martin et al. [4]. The growth chamber was evacuated 
by a liquid nitrogen {LN2 ) trapped diffusion pump and a 
water cooled titanium sublimation pump (TSP). Extensive 
LN2 cryopanelling surrounded the substrate heater 
assembly. Ultimate background pressures were less than 
5xl0“^^mbar after a bakeout at about 180°C for 24 hours 
and typically 2x10 ^mbar between growth runs. The system 
was equipped with a load lock/transfer chamber evacuated 
by an ion pump. Pentaphenylether was used as the pump 
fluid in the diffusion pump which was backed by a rotary 
pump. To prevent the backstreaming of the rotary pum.p
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oil into the diffusion pump, the backing line was 
equipped with a molecular sieve trap and the outlet from 
the diffusion pump was connected to a ballast tank 
separated from the backing line by a magnetic valve 
which only opened when the pressure in the ballast tank 
exceeded a preset value of about 10 ^mbar. To reduce the 
amount of volatile phosphorus compounds reaching the 
rotary pump the backing line contained an activated 
carbon filter. The boil off nitrogen gas from a LN^ was 
utilised for ballasting the rotary pump to prevent the 
condensation of any phosphorus compounds in the pump 
oil, which was also continuously filtered through an 
external oil filter.
The pressure in the growth chamber was monitored by a 
movable ion gauge which was also used for calibrating 
the In and fluxes prior to each growth run.
The phosphorus source was made of graphite with two 
independently heated stages, the first 28 cm^ 
low temperature stage to produce tetramers P^ 
from red phosphorus and the second, high temperature 
stage, to crack the tetramers to dimers (P^). The 
P4 to P^ conversion efficiency of the cracker section at 
900°C is estimated to be over 90% [10].
The indium source was a 3 cm^ pyrolytic boron nitride 
(pBN) crucible surrounded by a tantalum heater and heat 
shielding.
The sulphur flux was generated by a Pt/Ag2S/AgI/Ag/Pt 
galvanic cell [11] to overcome the problems associated 
with the handling of elemental sulphur in vacuum. Each 
beam source was shuttered with a manually operated 
shutter. All the sources except the electrochemical cell 
were surrounded by watercooling jackets to prevent uhe 
heating of the stainless steel walls of the growth 
chamber. Prior to growth the In cell was outgassed for 
15 minutes approximately 30°C above the intended 
operating temperature. The P2-cracker was similarly
tgassed at about 950 C for 1 2 hours.ou
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Ee-, S- or Sn-doped (lOO)-InP substrates were cleaned 
with organic solvents and etched in a 10:1:1 solution of 
’^2^2 *^2^ Eor 15s. The substrates were either 
supplied polished by the manufacturers [12] or polished 
in a 1% bromine-methanol solution. The substrates were 
mounted on molybdenum plates with indium, introduced 
into the growth chamber through the load lock and heat 
cleaned in vacuo at about 520°C for 3 minutes in a 
stabilising P^ flux, usually about 2-3xl0"^mbar. The 
temperature of the Mo-plate was measured with a fixed 
thermocouple and calibrated by using the known eutectic 
transition temperature (577°C) of an Al-Si alloy as a 
reference point. During calibration measurements care 
was taken to keep the Mo-plate under a sufficient P2- 
flux to prevent its emissivity from changing due to the 
depletion of phosphorus from the indium solder.
Hall mobilities and free electron concentrations were 
measured from square or clover-leaf samples with alloyed 
Sn-contacts with a computer controlled Hall apparatus. 
Photoluminescence measurements at 16K were used for 
characterising the optical properties of the grown 
layers. Free electron concentration profiles were 
measured with an electrochemical C-V profiler [13].
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2,3 The calibration of the beam equivalent pressures
2.3.1 The calibration of the In-flux
The indium flux was calibrated by measuring the 
thickness of several layers grown with different In beam 
equivalent pressures (BEPs) as given by the ion gauge. 
At the low growth temperature of 480°C the possible 
desorption of In could be ignored (Section 2.5). The 
layers were either grown on substrates partially covered 
by a tantalum screen or they were etched with the 
electrochemical C-V profiler to provide a step structure 
for the electromechanical thickness measurement. The
experimental data shows some scatter, probably caused by 
errors in the BEP measurements which were sensitive to 
the position of the ion gauge due to the collimation of 
the In beam. It was found that the growth rate varies 
linearly (within the error limits) with the indium BEP 
so that a BEP of 4x10 ^mbar is equivalent to a growth
rate of 1.5pm/h (Figure 2-1).
For the thermodynamic calculations of Chapters 3 and 
5 it is useful to convert the flux to pressure and to 
compare this to the measured beam equivalent pressure. 
Let us define the "true" pressure of indium as the the 
pressure p(In) of an ideal gas which causes a flux F.
Hence the relation between F and p(In) is
F = p(In)/{2%mkgT}^/^ (2-1)
where m is the mass of the gas molecules, kg is 
Boltzmann's constant and T is the temperature. By using 
equation (2—1 ) together with the growth rate calibration 
data the relation between the pressure p(In) and the BEP 
can be calculated as
p(In) = 26-In(BEP) [ 2 - 2 )
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Figure (2-1). The growth rate of InP vs. the In-flux 
(BEP) measured by the flux monitoring ion gauge. Each 
data point corresponds to a different layer grown at T^=
460-560 C.
Ion gauges are usually calibrated for nitrogen at 
room temperature Tg=300K. The ionisation coefficient of 
molecules X can be estimated from (2-6):
^X " + O'G (2-3)
where z is the atomic number [14]. Essentially, the ion 
gauge measures the flux of the molecules striking the 
filament. By taking into account the temperature T of
the molecules in the beam and the fact that the beam is
collimated to some extent, on the basis of equation (2-
1) the relation between the pressure and the BEP is
given by
p(x) = - C 'X(BEP) (2-4)
S »  m(N2 )T%
where m(X), m^N.) refer to the masses of the molecules
X, . The collimation factor is 1 for an isotropic 
gas and 4 for a perfectly collimated beam. By taking the 
temperature of the indium beam as 1200K and the 
collimation factor A^= 4, the calculated correction 
factor between the pressure and the BEP of indium from 
{ 2 - i )  is C. = 8 , about a factor of 3 smaller than the 
experimental value. It is probable that most of the 
error is caused by an ionisation efficiency which is 
lower than predicted by equation (2-3).
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2.3.2 The calibration of the Pg—pressure
The P2~flux is difficult to calibrate directly due to 
the low sticking coefficient of phosphorus. An indirect 
method was used instead. The flux of P2 molecules was 
estimated from the known weight M of the phosphorus 
charge and the geometry of the cracker section.
Assume a cylindrically symmetric beam emerging from a 
Knudsen type source. For a cosine law flux distribution 
the total number of molecules leaving the cell orifice 
(I) is related to the maximum flux at a distance r (here 
r = 0 .1m) at the centre of the beam, F^^x' by
: = '2-5)
where W is the Clausing correction factor for the
cracker orifice of finite length, in this case (diameter 
8mm, length 22mm) W=0.72 [15].
After several growth runs i of duration t^  ^ the
material in the cell has been consumed and the total
evaporated mass can be written
M = m ^Tl^t^ (2-6)
The gauge correction factor which relates the 
pressure to the BEP can be solved from equations (2-1,5 
and 6 ) by using the experimental growth data to give
p(P2> = 8P2(BEP) (2-7)
ie. Cg = 8 .
The theoretical value of Cg for P2 can be calculated
as for indium in t)ie preceding section. The collimation
factor A for P_ is not known but it can be assumed to
be smaller than 4 due to the scattering of P^ or P^
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molecules from the walls of the vacuum chamber and from
the substrate heater assembly itself. (This could be 
demonstrated simply by rotating the ion gauge 180 
degrees from the usual measuring position. Even though 
the direct flux from the phosphorus cell was zero due to 
the shielding behind the ion gauge, the measured BEP
was typically about one half of the BEP in the direct
flux. ) As a compromise the value A^ = 3 is used, giving 
with the temperature of the cracker (1200K) the pressure 
of ?2 from equation (2-4):
P(P2) = 7P2(BEP), (2-8)
therefore the calculated correction factor Cg = 7 , in
good agreement with the experimental result of equation
(2-5). The agreement is probably somewhat fortuitous 
considering the inaccuracies in the assumptions made 
about the beam geometry.
2.4 The P 2 ~stabilisation of InP
Farrow [16] studied the evaporation of InP under both 
equilibrium (Knudsen) and free (Langmuir) evaporation 
conditions. He found that the evaporating phosphorus 
species was in both cases Pg * Under Langmuir conditions 
the evaporation rates of In and P2 ^^ re equal when the 
temperature is below the congruent limit T^ = 368 C.
Above T the evaporation rate of P2 exceeds that of In 
leaving an In-rich surface unless the surface of the 
crystal is stabilised. The stabilisation can be achieved 
by using a beam of phosphorus dimers or tetramers or 
even another group V species such as AS 2  [17]. In order 
to minimise sulphur contamination it is necessary to use 
an absolute minimum of phosphorus to keep the surface of 
InP stable during growth [4].
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The stabilisation of inP by a P^-beam was inves­
tigated by growing a number of layers at different ^2"” 
overpressures. During the growth the temperature of the 
sample was gradually increased until the formation of In 
droplets on the growing surface was observed. The 
results are presented in Figure (2-2). It can be seen 
that at low temperatures the phosphorus flux needed to 
prevent the surface from going In-rich is roughly 
constant whereas it rises rapidly when the temperature 
is increased. To explain these results it was assumed
[18] that the P^ flux needed for the stabilisation of 
the surface is simply the sum of the flux needed for 
growth (Fj^/2 ) and the flux of the desorbing phosphorus 
under equilibrium conditions as given by Farrow [16]. 
The solid lines in Figure (2-2) show that the 
experimental data fits the simple model well if P(?2 ) “ 
l.SPgfBEP).
The proportionality constant 1.5 is smaller than the 
correction factor = 7-8 obtained from the flux
calibration indicating that the accommodation 
coefficient for P^ under these conditions is about 0 .2 . 
This value is in reasonably good agreement with the 
accommodation coefficient 0.4 obtained by Panish et al. 
using thermally cracked phosphine as the P^ source [19].
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Figure (2-2). Experimental data of the In-rich 
transition of InP. Each data point was determined by 
increasing the temperature of the sample slowly 
(- l°c/min) until the formation of In-droplets was 
observed. The phosphorus pressure was varied from sample 
to sample. The solid lines give the beam equivalent 
pressure (BEP) corresponding to the phosphorus flux 
needed for growth ( =  1 .7pm/h) and for stabilising the
surface against P2 desorption (p '^(P2 )f from [16])\ from
calculated using the flux correction factor C^=1.5. 
e  G^=l.lpm/h O G^=1.7pm/h.
2.5 The desorption of In during the growth of inP
When III-V compounds are grown by MBE at high tempe­
ratures the desorption rate of the group III element may 
become significant leading to a reduction in the growth 
rate. No results on the possible evaporation of In from 
InP at the usual growth temperatures have been 
published. However, Fischer et al [20] have reported 
preferential desorption of Ga from GaAs and AlGaAs 
during MBE growth at temperatures above 640°C. The 
reduction of the growth rate caused by the desorption of 
Ga has been observed directly by monitoring RHEED 
intensity oscillations [21]. Indeed, layer-by-layer 
sublimation of GaAs can occur when the growth is stopped
[22],[23],[24]. The evaporation rate of Ga has been 
shown to agree well with the mass action analysis of 
Heckingbottom [6 ]. By applying this model to InP the 
appropriate equilibrium dissociation reaction can be 
written as
InP <-> In(g) + , (2-9)
and the equilibrium constant of (2-9), K^^p, is
= p(In)(p(P2))^/^ (2-10)
When reaction (2-9) is in equilibrium the forward and 
reverse rates are equal. From the principle of detailed 
balance it can be argued that the forward rate can be 
calculated using (2-10) even if the reaction is not in 
equilibrium. Equation (2-10) can be applied to the MBE 
growth of InP by taking p(?2 ) as the P-beam pressure and 
assuming that p(In) gives the pressure of the desorbing 
indium. The desorbing flux is obtained from the relation
Fdes
p( In) (2-11)
\/2irmkgT
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Because there are two phases, three components and 
one possible reaction in (2-9), the Phase Rule of chemi­
cal thermodynamics allows two degrees of freedom. There­
fore both the temperature and the flux can be changed 
independently to change the desorbing In-flux. The 
equilibrium constant inside the solidus is not
known for InP (nor any other III-v compound ) but it can 
be approximated by the equiblibrium constant at the 
liquidus. This in turn can be calculated from the 
equilibrium vapour pressures, measured for GaAs by Pupp 
et al. [25] and for InP by Farrow [16]. From Farrow's 
data the equilibrium constant is found to be
Kinp = exp( 26.094 - M M l )  (2-12)
The desorption rate of In from InP calculated from 
equations (2-10) and (2-12) has been plotted in Fig (2- 
3) for different phosphorus overpressures. For compari­
son the same data is shown for Ga-desorption from GaAs. 
The thick lines are the evaporation rates from an In- 
(Ga-) liquid in equilibrium with the compound and there­
fore give the In- (Ga-) rich boundaries of the phase 
diagram. It can be seen that for all growth conditions 
used in this work the predicted evaporation rate of In 
is negligible, being less than 0.04pm/h at Tg=830K, 
which was the highest growth temperature.
For the sulphur doping studies of Chapter 3 several 
S-doped structures were grown in which the substrate 
temperature was increased in a stepwise fashion while 
keeping the phosphorus overpressure constant at about 
SxlO'^mbar. Because of the temperature dependent 
desorption of sulphur the relative widths of the layers 
could be determined accurately from the electrochemical 
C-V profiles similar to Figure (3-1). The results 
confirmed that the desorption rate of In from InP at 
830K is less than O.lpm/h.
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Figure (2-3). 
different
The desorption rate of In from InP nnder 
overpressures calculated using the mass
action analysis proposed by Heckingbottom I 6 |. For 
comparison the same data for GaAs is also shown.
I: p(p2 ) = 10"^mbar IV: pCAs^l = 10 ^ mbar
II: pfPg) = lO^^mbar V: pfAs^) = 10 ^ mbar
III: p(P2 ) - lO'^mbar
p(In) {p(Ga)} gives the desorption rate corresponding to 
the equilibrium pressure of In (Ga) over Inp (GaAs).
2.6 Oval defects
2 .6.1 Introduction
The most persistent morphological problem in MBE 
grown GaAs is the so called oval defects (CDs). 
Unsurprisingly, these defects are oval shaped, oriented 
with their long axis in a <110> direction. They can 
have several possible origins, but mainly they seem to 
be due to contaminants on the substrate surface
[26],[27],[28],[29],[30] or contamination, possibly 
G^^Of originating in the Ga cell during the growth
[31],[32].
Oval defects are also always present on InP grown by
MBE. In the undoped layers grown during the course of
this work the CD densities were usually 10^-10^cm“  ^ and
2 —  2
occasionally as low as 10 cm . Not much is known about 
the origins of CDs in InP, but they can be assumed to be 
similar to GaAs. However, it is known that the CD 
density can be decreased by heavy S-doping [4]. In this 
section it will be shown that an external source can 
initiate oval defects on InP during the growth and that 
even highest OD densities seem to have no deleterious 
effects on the electrical or optical characteristics of 
the layers.
2.6.2 Results and discussion
These experiments were originally meant for 
establishing the feasibility of magnesium doping of InP. 
Mg flakes were loaded into a PEN cell, similar to that 
used for In, and a total of 8 layers were grown at 
480°C. During the growth the Mg cell was kept heated to 
a temperature which should have given an approximate 
doping level of lolG-lol^cm-]. However, the temperature 
could not be measured very accurately (+50 C). The flux 
from the Mg cell was measured with the ion gauge to be
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about 1x10 ^mbar when samples with the highest "doping 
level" were grown (260).
Figure (2-4) shows a photograph of the surface of a 
typical "Mg-doped" sample (252) taken with a scanning 
electron microscope (SEM). The oval defect density of 
this particular sample was about SxlO^cm”^. The OD 
densities of all the other "Mg-doped" layers were even 
higher,increasing up to l.SxlO^cm  ^ as the Mg cell 
temperature was increased to 300°C (Table 2-1). The 
CDs were of different sizes indicating that they were 
initiated continuously during the growth. Some layers 
contained pair defects (Figure 2-4), which are probably 
caused by sulphur contamination from the 
etch [30].
Remarkably, these extremely high defect densities did 
not lead to the degradation of either the electrical or 
the optical properties. The Hall mobilities of layers 
252 and 255 were measured at 77K and 300K (Table 2-1). 
The mobilities of both layers were only slightly below 
the highest ever measured for a layer grown in the 
system (sample 203, |i^y^=42000cm^/Vs [7]). This result
should be contrasted with those of Shinohara et al.
[8 ], according to whom the electrical properties of 
GaAs with a high oval defect density are significantly 
degraded.
The photoluminescence spectrum of a typical "Mg- 
doped" layer at 16K (sample 252) is shown in Figure 2-5 
together with the spectrum of the benchmark sample 203. 
The PL spectra of all eight "Mg-doped" samples were very 
similar to that of layer 252 having main exciton peak 
half widths of 3.6-4.4meV, comparable to that of sample 
203 (3.6meV). The intensities of the main peaks were
about 50% to 110% of the intensity in layer 203, also 
indicating "good quality material". These findings are 
contrary to the results of Pettit et al. [33] and 
Bafleur et al. [9] that showed a reduction in the near
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( a )
TMg=130"C
Defect density 
SxlO^cm ^
(b)
Close-up of a 
pair defect on 
sample 252.
Figure (2-4) 
sample 252.
SEM micrographs of the "Mg-doped" InP
bariQ gap PL intensity in the vicinity of a single oval 
oefect in GaAs and a dramatic decrease in the intensity 
over the wafer when the OD density was 10^-10^cm~^. 
However, the longitudinal phonon replicas at 9170-9900A 
of the 1.386eV acceptor peak were not as prominent as in 
sample 203.
It is probable that the magnesium flakes used for the 
doping experiment were oxidised. This might explain why 
no sign of electrically active Mg in the layers could be 
detected. It is interesting to note that Pettit et al 
[33] obtained GaAs layers free of oval defects by doping 
with Mg up to a concentration of lO^^cm ^ . They assumed 
that Mg reduced gallium oxides on the surface, forming 
MgO, which would not act as a nucléation center for Ga 
droplets to initiate ODs. Hence it seems possible that 
the behaviour of MgO on InP is different, and it can in 
fact initiate the nucléation of indium droplets to start 
the formation of oval defects.
Sample Mg-cell OD density ^77K U 7 7 K
temp.
[°c] [cm"^] [cm“^] [cm^/Vs]
252 130 5x10^ 2.4x10^5 28000
255 160 7x10^ 1.9x10^5 32000
259 260 7x10^
260 300 1.5x10^
Table 2- 1. Summary of the "Mg-■doped" samples. Hall data
was measured only for the two samples 252 and 255.
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Figure (2-5). The photoluminescence spectra of the "Mg- 
doped- sample 252 (a) and the benchmark layer 203 (b). 
The intensity scale is the same in both graphs and the 
energies of some of the prominent peaks have been given
(in eV).
2.7 Conclusions
The pressure of a molecular beam can be defined as 
the pressure of an ideal gas which causes a flux equal 
to that of the molecular beam. The pressure of the In 
beam is found to be 26 times of the beam equvalent 
pressure (BEP) given by the ion gauge.
The P2~flux can be calibrated indirectly from the
weight of the phosphorus charge and the geometry of the 
cracker-substrate system giving a correction factor C^=8 
which is in good agreement with a calculation using an
estimate for the ionisation coefficient of P^.
The experimental phase diagram for the In-rich 
transition of InP under typical MBE conditions can be 
explained by assuming that the minimum F^-flux necessary 
for preventing the surface from becoming In-rich is the 
sum of the flux needed for growth and of the flux needed 
to stabilise the surface against the desorption of P ^ . 
The experimental data fits the model well if an 
accommodation coefficient of 0.2 is assumed for P2 .
The thermodynamic equilibrium model predicts that the 
desorption rate of In is negligible even at the highest 
growth temperatures (560^). Experimental results confirm 
that the upper limit of the desorption rate is less than
O.lpm/h at 560%.
Layers grown under a flux of oxidised magnesium 
have oval defect densities of up to 1.5x10 cm . The 
high defect concentrations are not associated with any 
observable degradation of either the Hall mobi1ity of 
electrons, the free electron concentration or the near 
band gap photoluminescence intensity.
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CHAPTER 3
THE EFFECT OF GROWTH CONDITIONS ON THE INCORPORATION AND 
DESORPTION OF SULPHUR IN MBE GROWN InP
3.1 Introduction
The choice of suitable dopants for MBE-grown GaAs and 
InP is quite limited, even for n-type material. 
Generally an ideal dopant should be non-amphoteric, 
should have a low electrical activation energy and show 
no compensation effects up to the solubility limit to 
facilitate doping at high concentrations. It should also 
not exhibit bulk diffusion, surface segregation or 
accumulation effects in order not to cause any smearing 
of abrupt interfaces.
The MBE process itself sets some additional 
constraints on the desirable properties of dopants. 
Ideally the sticking coefficient should be unity, and 
the desorption of the dopant should be negligible at any 
growth temperature to permit a reproducible control of 
the free electron concentration. Also the vapour 
pressure should be suitable for ultra high vacuum (UHV) 
use, i.e. it should not be too low to avoid excessively 
hot sources, and it should not be too high to make the 
evaporation rate controllable.
The n-type dopants used for MBE grown GaAs include 
tin, germanium, silicon and the chalcogens sulphur,
selenium and tellurium.
Tin has a suitable vapour pressure range for UHV; it
19 -3
also allows high doping levels of > 10 cm to be
achieved [1 ] and it has a sticking coefficient of unity
[2]. However, tin shows very strong surface segregation, 
which causes smearing of doping profiles [2 ].
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Of the group IV elements germanium has had limited 
use due to its amphoteric nature. Silicon is the most 
commonly used n-type dopant in MBE grown GaAs. It has a 
unity sticking coefficient [3 ], does not segregate on 
the surface and yields excellent electrical 
characteristics up to SxlO^^cm ^ . Above this concentra­
tion, however, silicon becomes compensated and the free 
electron concentration deviates from the Si atom concen­
tration [4] and the maximum achievable NL-N_ is about 
1 8 - 3  D A
7x10 cm [5]. Also the vapour pressure of Si is very
low necessitating the use of a hot source.
An alternative for the n-type doping of GaAs and InP 
is offered by the chalcogens S, Se and Te. Their 
disadvantage is a high vapour pressure which makes the 
control of a conventional Knudsen source difficult. This 
problem has been circumvented by the use of captive 
sources such as PbS, PbSe [6 ], SnTe [7], SnSe2 [8 ] or 
H2S [9]. The source problem has been solved by the 
development of the galvanic Pt/Ag/AgI/Ag2S/Pt-cell by 
Davies et al [10] who have investigated both S and Se 
doping of GaAs and AlGaAs [11],[12],[13]. A similar 
source has also been used for the S doping of InP [14].
Chalcogens have several advantages as dopants. At 
least Te in GaAs [7] and S in InP [14] allow doping 
concentrations well above lO^^cm  ^ to be achieved. They 
are non-amphoteric and no detectable surface segregation 
or bulk diffusion at the usual MBE growth temperatures 
has been observed. However it has been well established 
that the growth conditions affect the incorporation of 
Te[15] and Se [12] into GaAs and S into InP [14].
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In particular, a thorough investigation of sulphur 
doped GaAs by Andrews et al. [11] has shown that sulphur 
desorbs at growth temperatures above 580°C with an 
activation energy of 3eV, a value similar to the activa­
tion energies of desorption also measured for both Se 
and Te [12],[15]. On the basis of thermodynamic calcula­
tions the loss of s is attributed to the formation of 
G^2^* desorption reaction can be fully suppressed by
increasing the As^:Ga flux ratio and thereby decreasing 
the population of free Ga on the surface available for 
the formation of the sub-sulphide.
It can be assumed that the behaviour of S in InP is 
analogous to S in GaAs [17] and it is incorporated 
solely on P sites in InP, even though this has not been 
definitely proved. Previous work by Iliadis et al. [14] 
has shown that sulphur is incorporated into MBE grown 
InP as a nearly ideal donor for substrate temperatures 
Tg < 500°C. At higher temperatures, however, a loss of 
sulphur is observed.
Sulphur has also been identified by Martin et al.
[16] as the major residual donor in nominally undoped InP 
grown by solid source MBE. Therefore a better under­
standing of the incorporation and desorption behaviour 
of sulphur is needed for both its use as an intentional 
dopant and to optimise the growth parameters for the 
growth of high quality inadvertently doped InP.
In this work free electron concentration (N^^-N^) 
profiles obtained by electrochemical C-V profiling of 
InP intentionally doped with sulphur have been used to 
provide data on the influence of the incident sulphur 
flux (Fg), the phosphorus to indium flux ratio (R), the 
substrate temperature (T^) and the growth rate (G^) on 
the incorporation and desorption of sulphur. A thermo­
dynamic analysis of the probable desorption reactions is 
presented. The experimental results are analysed further 
on the basis of the kinetic model in Chapter 4.
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3.2 Experimental
The MBE growth apparatus used in these studies was 
described in Chapter 2, To overcome the problems 
associated with the handling of elemental sulphur in 
vacuum the sulphur flux was generated by an electro­
chemical source, which is in many respects an ideal 
dopant source for MBE. It is bakeable up to 400°C, yet 
its temperature during the growth is low and constant. 
Moreover, the sulphur flux can be controlled accurately 
and fast - with a time constant of "Is - allowing the 
growth of extremely abrupt interfaces. The electro­
chemical source is a combination of the solid state 
electrochemical cell and a conventional Knudsen source, 
consisting of a compressed pellet of Ag/Agl/AggS between 
platinum electrodes [10]. By changing the voltage E 
applied across the electrodes the chemical potential and 
the activity of the sulphur in AggS is changed. 
Therefore the equilibrium pressure of sulphur over the 
cell can be adjusted to give a flux of sulphur molecules
(n=l,2 ,3 ,... ) that is exponentially dependent on the 
voltage E:
F^(n) = C(T)exp(2nFE/RT) (3-1)
b
where C(T) is a constant, dependent on the cell tempera­
ture T and system geometry, F is Faraday s constant and 
R is the gas constant.
The temperature of the electrochemical cell was 
monitored with a thermocouple and was kept constant at 
2oo°C while E was always less than 180mV. Under these 
conditions the sulphur beam consists predominantly of 
sulphur dimers [H]- The flux of sulphur atoms which 
is twice the flux of the sulphur dimers will be referred 
to as Fg throughout the following discussions.
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The concentration of sulphur in the epitaxial layers 
was estimated from the free electron concentration 
obtained by electrochemical C-V profiling. Comparison 
with secondary ion mass spectrometry (SIMS) profiles has 
shown that N^-N^ in the high purity InP layer agrees 
well with the concentration of sulphur atoms (C„) if C
1 6 —3 D
exceeds 10 cm [14],[18]. The influence of the growth 
parameters on C^ was investigated by adjusting one para­
meter during the growth of each layer while maintaining 
the other parameters constant.
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3.3. Results and discussion
3.3.1 The effect of the growth temperature on c
B
The concentration of incorporated sulphur atoms was 
measured as a function of the growth temperature (T^) by 
keeping the and In-fluxes constant while T^^ was
changed. Figure (3-1) shows the C-V profile of a typical 
layer from such an experiment. The dependence of Cg on 
the reciprocal substrate temperature l/T^ with a 
constant incident sulphur flux is shown in Figure (3-2), 
There are two distinct temperature regimes in the desor­
ption behaviour of s.  At substrate temperatures T > 
o . s
500 C the desorption rate is much higher than the incor­
poration rate while at Tg<480°C desorption is negli­
gible. The slope of the high temperature part of the 
curve gives an activation energy of desorption of 
approximately 4.5eV, a value which is higher than 3.0eV 
measured for S, Se and Te in GaAs [11]. The explanation 
for the different activation energy is considered in 
Chapter 4.
In earlier work, Iliadis et al [18] obtained an acti­
vation energy of about lev for the desorption of sulphur 
from nominally undoped InP. It is possible that the
desorption mechanism is different when sulphur is
16 -3
present in InP at low concentrations of <10 cm . The
experiment was repeated (Figure (3-3)) but the results
were inconclusive mainly because the free electron
concentration measured by the C-V profiling technique is
lower than the sulphur concentration due to compensation
16 -3
effects at N^-N^ < 10 cm
Another explanation for the lower activation energy 
could be that the desorption mechanism is affected by 
the sulphur species used for doping. However, a thermo­
dynamic calculation using tabulated thermochemical 
constants [19] confirms that the sulphur emerging from 
the high temperature cracker (900°C) zone of the
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Figure (3-1). An electrochemical depth profile of a s-
doped sample used to test the vs. relation. The
growth temperature was varied as shown in the diagram 
while other growth parameters were constant.
m# 191
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Figure (3-2 Free electron concentrations in S-doped
layers plotted against reciprocal growth temperature.
= 1.5um/h, pfPg) = 6.5xl0“^mbar (*196 and #198), 
p(p^) = 4.7xl0”°mbar (#191). The slope of the curve in 
the high temperature regime gives the activation energy 
of desorption H = 4.5eV.
1/kT
Figure (3-3). The sulphur concentration vs. substrate 
temperature for a nominally ur.doped sample obtained by 
Iliadis et al. [18] from SIMS measurements (v) indicates 
an activation energy of leV. At lowest concentrations 
the free electron concentration (A) deviates from the 
SIMS result, probably due to higher compensation.
(O) for another sample grown under identical 
conditions (pfP^) ~ 6.6x10 ^mbar, p(In) = 4.8x10 mbar) 
indicate less sulphur in the phosphorus charge. The 
activation energy of lev, however, cannot be confirmed 
solely by electrochemical profiling.
phosphorus source should also be predominantly dimers, 
hence differences in the incident sulphur species cannot 
explain the (possible) low activation energy of 
desorption at low sulphur concentrations.
3.3.2 Cg as a function of the incident sulphur flux
If the concentration of the incorporated dopant atoms 
(Cg) is measured as a function of the dopant cell 
temperature, the dependence of C_ on the flux can be 
deduced from the known relation between the flux and the 
temperature in an ideal Knudsen cell. This method has 
been used to show that Cg is - with the exception of Ge
[3] - directly proportional to the dopant flux for most
n-type dopants [3],[20],[11],[12],[21],[14]. All of 
these measurements have been made on samples grown at 
such low temperatures that the desorption of the dopant 
can be assumed negligible. As shown in Chapter 4 a 
similar experiment in the high desorption regime reveals 
some information on the kinetic order of the desorption 
reaction.
C was measured as a function of the incident sulphur
B Q
flux F both in the low desorption (T =480 C) and high 
S Q 5
desorption regimes (Tg=540C). Fg was varied by 
adjusting the voltage E applied to the electrochemical 
cell. In Fig. 3-4 log(Cg) versus E has been plotted for 
two samples grown at 480 and 540°C. From the slope of
these lines it can be seen that Ng-N^ is linearly
proportional to the incident flux even in the high
desorption regime. Hence a linear relation between Cg
and the incident flux is not evidence of a unity 
sticking coefficient [3]. The correct interpretation 
(see Chapter 4) is that the kinetic order of the 
desorption reaction must be equal to that of the 
incorporation reaction.
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Figure (3-4). The measured free electron concentrations 
in S-doped epitaxial layers plotted as a function of the 
voltage E applied to the electrochemical cell. Samples 
grown at 480°C (#200 and #207) and 540°C (#218). The
slope of the solid line gives the theoretical dependence
of the $ 2  flux on E.
3*3.3 Cg as a function of the growth rate
Figure (3-5) shows the C-V plots recorded for two
layers, one grown at 480^C where the desorption rate of 
S is negligible and the other at 520^^ where the
desorption and incorporation rates are roughly equal 
(Figure (3-2)). In Fig. (3-6) the ratio Fg/Cg versus 
has been plotted. The incident sulphur flux Fg was
estimated from N^-N^ for layers grown in the low
desorption regime (Tg=480°). The slope of the high tem­
perature plot is unity indicating that the desorption 
rate is independent of the incident indium flux (see 
Chapter 4).
The free electron concentration was also measured as 
the function of the growth rate from a sample grown in 
the high desorption regime (T^ = 540^0 where the
desorption rate is much higher than the incorporation 
rate. Cg is independent of under the high desorption 
conditions (Figure (3-7)), corresponding to the results 
of Wood et al for Mg-doped GaAs [22]. These results are 
in agreement with the model that the incorporation rate 
is directly proportional to, and the desorption rate is 
independent of the growth rate (Chapter 4).
3 .3.4 Cg versus the P^iln flux ratio
The effect of the Pgiln flux ratio R on Cg in the 
high desorption regime was determined in the range R= 
10-30 by changing the flux while the In flux was held 
constant. As shown in Figure (3-8), increasing R 
suppresses desorption slightly, but this effect is much 
weaker than that observed for GaAs [11]. Hence it seems 
that the use of sulphur as a dopant for MBE InP grown 
above 500° will be limited.
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Figure (3-5 Electrochemical C-V plots of for two
layers with constant S2 flux but varied In flux.
(a) Tg = 520 C (#224).
(b) I" = 480°C (#188) .
—  7
(I) = 5.6xl0” mbar,
(III) Pj^ = 2 . 8xl0” 'mbar, 
(V) p^^ = 4.4xlO"^mbar,
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Figure (3-6). The ratio of the incident sulphur flux to
D-«Athe concentration of incorporated sulphur Fg/(Nj^-N^) 
plotted against the growth rate. T„=520°C (#224),g "
T =480°C (#188). Note the slope is unity as in equation 
s
(4-13).
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Figure (3-7). as determined from an electro­
chemical C-V profile in S doped InP as a function of the 
growth rate (G^). Growth in the high desorption regime 
(Tg=540°C).
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Figure (3-8). The electrochemical C-V plot of N^-N^ for 
layer No. 220 grown under constant In and S 2  fluxes at
Tg = 540 C. The ?2 flux was increased during the growth
so that the uncorrected flux ratio as given by the BEP 
gauge was (I) R = 10, (II) R = 20, (III) R = 30.
S-InP
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Figure (3-9). The free electron concentration as a 
function of the uncorrected F^zln flux ratio in S doped 
InP grown in the high desorption regime (T^ = 540°C).
For comparison N^-N^ is shown as a function of the 
As^;Ga flux ratio in S- and Se-doped GaAs [11,12]. Note 
that the desorption rate was low at the growth 
temperature used for Se-doped GaAs in Ref. [12].
3.4 A thermodynamic analysis of sulphur incorporation 
and desorption
Heckingbottom et al. [23] have pointed out that
before the arriving species in the MBE process are 
incorporated into the crystal they have a finite life­
time on the substrate surface and therefore time to 
acquire the substrate temperature. This temperature can 
be used in thermodynamic equilibrium calculations to 
predict which dopants are suitable for the MBE growth of 
GaAs [24].
Reflection high energy electron diffraction (RHEED) 
oscillation measurements of GaAs [25] and AlGaAs [26]
have confirmed that the desorption rate of Ga can be 
calculated from the mass action analysis of 
Heckingbottom [27]. Thermodynamic equilibrium calcula­
tions have also been used for identifying likely 
desorbing species and kinetic reaction barriers in S- 
and Se-doped GaAs [11],[12] and Ga^_^AlyAs [13], and in 
S-doped InP [14].
In this work thermodynamic calculations are used to 
establish that the observed desorption rate of S from 
InP is near that predicted by an equilibrium reaction
[28].
It is believed that chalcogens desorb from the III-V 
compounds as sulphides of the group III metal so that
for S-doped InP the possible volatile species are In^S
and Ins. By using standard thermochemical data Iliadis 
et al. [14] have shown that near chemical equilibrium a 
complete desorption of sulphur should occur through the 
reaction
2In + 2Pp + |s2(g) <-> IngStg) + PgtS) (3-2)
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In (3-2) the subscripts denote sites in the InP lattice 
and (g) refers to molecules in the vapour phase. Under 
typical MBE conditions the equilibrium pressure of IngS 
would be of the order of 10  ^ to 10  ^ mbar implying that 
there must be a kinetic barrier preventing this reaction 
from proceeding. Iliadis et al. also showed that 
desorption through the formation of InS via reaction
+ Pp + 1^2(9 ) <-> InS(g) + ip2(g) (3-3)
is possible if the reaction (3-2 ) is prevented by a 
kinetic barrier.
By invoking Heckingbottoms argument that the arriving 
species acquire the substrate temperature very quickly, 
it can be argued that the sulphur taking part in the 
desorption reaction is in equilibrium with the crystal 
rather than with the vapour phase. Hence one should use 
sulphur in the P site (Sp) rather than sulphur in the 
vapour phase (SgXg)) in the equilibrium calculations. 
For instance instead of equation (3-3) one should write 
for the desorption reaction of InS:
Sp + In^n -> InS(g) (3-4)
Reaction (3-4) would also explain the very weak 
dependence of on P(p2  ^ since the desorption rate of 
InS would not be affected by changes in the flux.
Heckingbottom [29] estimated thermochemical constants 
from VPE growth data for the calculation of the concen­
tration of incorporated sulphur in MBE material in 
equilibrium with s^ vapour. By using VPE growth data for 
S-doped inP [301 the same method can be used for esti­
mating the flux of inS desorbing via reaction (3-4) for 
a given C^. Under typical high temperature conditions 
(T =560°C, G^=1.7um/h, p(S)=8xl0"^mbar, Cp=10^^cm"^) the 
pressure of desorbing InS would be p(InS) = 17mbar
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which is about 8 orders of magnitude smaller than the 
observed desorption rate. Even from the reaction (3-3) 
between S2 vapour and InP, p(InS) = 6*10 ^^mbar, about a 
factor of 100 smaller than the observed rate. 
Considering the approximate nature of the thermochemical 
data used for the calculation, this value must be 
considered within the error limits. However, the crucial 
point to note is that the enthalpy of reaction (3-3 ) is 
about 2.9eV which is over 1.5eV lower than the measured 
activation energy of desorption. Therefore the formation 
of InS does not appear to explain the high desorption 
rates.
If VPE data is again used for estimating the desorption 
rate of IngS from the bulk through the reaction
2In
In + Pp + Sp <-> In2S(g) + p 2 (g) (3-5
—  12
a value p(In2S) = 4*10 mbar is obtained.
Therefore it can be concluded that the desorption of 
sulphur from InP is not far from the equilibrium as 
given by the reaction (3-5).
The reason for the difference between the group V 
pressure dependence of S-doped InP and GaAs cannot be 
understood solely on the basis of the equilibrium 
reaction (3-5). The pressure effect is determined by a 
competition between the desorption and incorporation 
reactions. On the one hand for InP, a high P2 flux will 
decrease the incorporation rate of sulphur due to the 
competition between S and P for the available group V 
lattice sites. On the other hand, however, the 
desorption rate will also decrease due to a reduction in 
the population of surface indium. The experimental data 
of Section 3.3.4 suggests that the two effects must 
nearly cancel each other. It seems likely that one or 
both of these reactions must be kinetically different
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for GaAs. In fact Andrews et al. [12],[11] have shown 
that the desorption of both Se and S from GaAs can be 
fully suppressed by increasing the As^iGa flux ratio. It 
is not known whether the use of tetramers (As^) in the 
GaAs experiments (as opposed to dimers in the InP 
studies) had a significant effect on the desorption 
mechanism.
It may be noted that the growth temperatures were 
near or below the congruent evaporation limit of 650°C 
for GaAs contrary to the InP samples reported here which 
were grown 160°C above the congruent point of InP. At 
such high temperatures the vapour pressure of In 
probably follows the indium liquidus and thus the 
activity of indium can be expected to be a relatively 
weak function of the applied phosphorus pressure. Then 
the reaction producing In^S can be written in a form not 
involving phosphorus assuming the indium activity is 
the same as that of pure indium,
2In(l) + |s 2 (g) <-> In 2 S(g) (3-6)
The calculated equilibrium pressure of In^S at 800K 
is loT^mbar or over 5 orders of magnitude greater than 
the observed desorption rate. It therefore seems that 
the activity of sulphur in the desorption reaction is 
much nearer to that of sulphur incorporated into the 
crystal rather than vapour, i.e. sulphur is nearer to 
equilibrium with the crystal rather than the vapour 
phase.
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3.5 Conclusions
The incorporation and desorption of S in MBE grown 
InP has been studied in detail and its behaviour 
compared with s in GaAs.
The activation energy of desorption of s from InP is 
about 4.5eV in the high doping regime, compared with 3eV 
in GaAs. The result of Iliadis et al [18] giving an 
activation energy of lev in nominally undoped InP could 
not be confirmed.
The concentration of the incorporated S atoms is 
directly proportional to the incident sulphur flux in 
both the high and the low desorption regimes, indicating 
equal kinetic orders for the incorporation and 
desorption reactions.
The desorption rate of sulphur can be reduced only 
slightly by increasing the P^ overpressure, in contrast 
to S-doped GaAs in which the sulphur concentration 
is proportional to the As^ pressure. Hence the strong 
desorption limits the use of S as a dopant for MBE grown 
InP to temperatures below 500°C. Equilibrium 
calculations alone cannot explain the relative 
insensitivity of the desorption of sulphur to the P^ 
pressure? kinetics of the incorporation and desorption 
reactions must considered instead as discussed in 
Chapter 4.
Thermodynamic calculations based on VPE growth data 
show that IngS rather than InS is the most likely 
desorbing species, analogously to Ga 2 S in S-GaAs [11]. 
From the calculated equilibrium desorption rates it is 
concluded that the sulphur taking part in the desorption 
reaction should be considered in equilibrium with the 
crystal rather than the vapour phase.
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CHAPTER 4
A KINETIC MODEL FOR DOPANT INCORPORATION AND DESORPTION 
IN MBE GROWN InP AND GaAs
4.1 Introduction
Several important dopants used in the molecular beam 
epitaxy (MBE) of III-V compounds desorb at elevated 
growth temperatures leading to sticking coefficents 
below unity. Kinetic details of the desorption and inco­
rporation reactions for dopants exhibiting surface accu 
mulation have been deduced from the transients in the 
dopant concentration profiles caused by step changes in 
the growth conditions [1,2,3]. The basic kinetic model 
used as the starting point for our analysis is that
proposed by Wood and Joyce [4] for Sn-doped GaAs
according to which the incorporation occurs from a sur­
face layer. The rate equation for the surface population 
Cg of the dopant atoms can be written:
dCs/dt = F - Jdes<Cs> - Jinc<S>
F is the incident dopant flux and both the net 
incorporation (J.^^) desorption (J^^g) rates are
functions of C^. This paper is mainly concerned with
sulphur doped InP, but both sulphur and selenium doped
GaAs are considered to illustrate salient points.
Existing experimental data is used to show how on the 
basis of the model (4 - 1 ) some details of the desorption 
and incorporation reactions for the chalcogens can be 
deduced even though these dopants are not known to 
accumulate on the crystal surface under the usual growth 
conditions.
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As already discussed in Section 3.4, the arriving 
species in the MBE process have a finite lifetime on the 
substrate surface and therefore time to acquire the 
substrate temperature [5]. In this work, as a further 
application of thermodynamics, the activation energies
of desorption are compared to the enthalpies of
equilibrium reactions between the bulk crystal and the
vapour phase calculated from standard thermochemical
data.
4.2 The concentration of incorporated dopant atoms vs. 
incident flux
The starting point for our analysis is the model of 
Wood and Joyce described by equation (4-1). Let the 
kinetic orders of incorporation and desorption reactions 
be m and n. In the steady state dC^/dt = 0 and equation 
(4 - 1 ) reduces to the trivial form
F = Jinc + Jdes = " V  + DCs" (4-2)
where K ' and D are the rate constants of incorporation 
and desorption.
Information about the kinetic orders of the 
desorption and incorporation reactions can be obtained 
by measuring the concentration of incorporated dopant 
atoms in the bulk (Cg) as a function of the incident 
flux at a temperature (Tg) where desorption rate is high
J >>J. . Let us assume that as the result of such an
des m e
experiment Cg is known to be proportional to some power 
k of the incident flux
C = (4-3)
B
The constant of proportionality N is a function of T^,
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the group V flux and the growth rate. The relation 
between the net incorporation rate and the growth rate
(G^) is
^inc ■ Cg-G; (4-4)
In the high desorption regime equation (4-2) can be 
simplified since the desorption rate nearly equals the 
incident flux:
'des = F (4-5)
By solving F from the experimental result of equation 
(4-3) and using Cg given by (4-4) we obtain from (4-5):
Jdes = (4-6)
The kinetic order of the desorption reaction is 1/k 
times the kinetic order of the incorporation reaction. 
As shown in Chapter 3 for S-doped InP, Cg is directly 
proportional to the incident sulphur flux even in the 
high desorption regime [6 ]:
= N-F (4-7)Ü
Therefore, k = 1  and the desorption and incorporation 
reactions are of equal kinetic orders relative to C^.
The simplest assumption to explain this is that both 
rates of reaction are of the first order (m=n=l) and
therefore proportional to C^, in analogy to Sn in MBE
grown GaAs, which has been shown by Harris et al. [3]
to have first order incorporation kinetics.
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4,3 Growth rate dependence of c
B
In the high desorption regime the surface 
concentration can be solved from (4 - 2 ) and (4 - 4 ):
Cs" = CB'Gf/K' (4-8)
Then (4-5) and (4-8) yield
Cg = K'F/D.G; (4_9)
Wood et al. [7] have shown for Mg-doped GaAs that Cg 
is independent of the growth rate. The same is true for 
S-doped InP grown at 540°C (Figure (3-7)). Then from 
equation (4-9) the ratio of the rate constants must be 
proportional to the growth rate:
k V d = (4-10)
Whereas sulphur is believed to desorb from InP as 
lUgS [8], the most likely desorbing species in Mg-doped 
GaAs is either elemental Mg or some compound of As and 
Mg. Different desorption mechanisms would mean a 
different dependence on the growth rate and a 
compensating difference in the incorporation mechanism. 
While this is not impossible, a simpler assumption is 
that used by Wood et al. for their model of Mg-doped 
GaAs: the incorporation rate constant k ' is directly
proportional to the growth rate. Then the desorption 
rate constant is not a function of G^ and
K' = K'G^ (4-11)
For values of the growth temperature T^ between 500 C- 
530°C the incorporation and desorption rates of S in InP 
are roughly equal and eq. (4-2) can be written
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^ ■ Jinc + Jjes = (K Gf + D)Cg" (4-12)
Equations (4-8) and (4-12) can then be used to deduce 
the ratio of the incident flux to the concentration of 
incorporated dopant atoms
F/Cg = D/K + (4-13).
F/Cg VS. G^ has been measured for S in InP (see 
Figure (3-6)) and found to confirm equation (4-13) and
the relationship expressed in equation (4-10). The
desorption rate of sulphur is independent of the
incident indium flux Fj^ (which equals the growth rate) 
whereas the incorporation rate is directly proportional
fin-
4.4 The dependence of Cg on the group V pressure
If dopant desorption is significant a change in the 
flux of the group V element usually affects the incorpo­
ration and desorption rates due to a change in the 
surface stoichiometry of the growing crystal. Let the 
rate constants be proportional to some powers t and u 
of the group V pressure p(V), i.e.
D = D^p(V)^ (4-14) and
k " = K^Gj.p(V)^ (4-15)
Cg can be solved by using equations (4-9),(4-14) and (4-
15) .
Cg = K^F p(V)"'t/D^ (4-16)
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Akimoto et al. [9] have shown by secondary ion mass 
spectroscopy (SIMS) that the concentration of incorpo­
rated Si atoms [Si] in GaAs grown at 540°C is dependent 
on the As^:Ga flux ratio R. When 0.7<R<8 [Si]~R^/^ and 
when R>8 [Si] R . These results were explained by 
proposing two different incorporation mechanisms. 
However, as can be seen from eg. (4-16) the pressure 
dependence is affected by both the desorption and incor­
poration reactions. If details of the incorporation 
kinetics are deduced on this basis, the desorption 
mechanism must also be taken into account, i.e. a change 
in the Cg vs. flux ratio R relation can be caused by a 
change either in the desorption reaction or the incorpo­
ration reaction. In the simplest case the dopant desorbs 
as elemental molecules and the desorption rate is 
expected to be independent of p(V). For Si this may not 
be true because elemental Si is not very volatile at 
typical growth temperatures. Chalcogens in GaAs or InP 
tend to form chalcogenides of the group III metals. The 
stoichiometry of the desorbing species can be assumed to 
determine t in a simple way. As an example we consider S 
desorption from GaAs and InP. In Figure (3-9), Cg in 
layers of GaAs and InP grown in the high desorption 
regime has been plotted as a function of the applied As^ 
and P^ pressures.
In GaAs Cg is directly proportional to p(As^) whereas 
in InP Cg is nearly independent of pCPg). In the case of 
GaAs, if the desorbing species is Ga^S, the appropriate 
reaction between the surface atoms * is
2Ga* + S* -> Ga2S(g) (4-17)
To determine the effect of the As^ pressure the 
kinetic model of As^ incorporation into GaAs as given by 
Foxon and Joyce [10] is used. According to this model 
from any two As^ molecules four As atoms are incorpo­
rated in the GaAs lattice and the other four desorb as
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an As^ molecule:
2Ga* + As^(g) -> 2GaAs + Y^s^(g) (4-18)
If a mass action relationship is assumed the following 
inverse relationship is obtained
[Ga*)2 - p(As^)'l
Therefore, t=-l and u=0 and the incorporation rate of S 
can be considered independent of the applied As^ 
pressure. If the model is correct the [S^^] vs. p(As^) 
data should not be affected if As dimers are used 
instead of tetramers. This can be seen by considering 
the mass action relation analogous to (4-18):
2Ga* + A s ^ ( g )  <-> 2GaAs(c) (4-19)
Consequently [Ga*] ~ pfASg)"^ and t = -1 as before.
Therefore, as far as the surface gallium is concerned an 
incident As^ molecule is equivalent to an As^ molecule. 
This model is in agreement with the results of Van Hove 
and Cohen [11] who observed no difference between the 
effects of incident As^ and As^ fluxes on the evapo­
ration rate of Ga from GaAs above 850K.
S doped InP differs slightly from GaAs. According to 
Fig 3, [Sp] is nearly independent of the applied Pg 
pressure. Using the notation of equation (4-16) this 
means u-t = 0  , or u = t. As shown above for A s ^ , t = -1 
if In^S is the desorbing species. Therefore, also u =-1:
K' -
It can be concluded that the observed [S^l vs. p(V) 
jgpgndence in the high desorption temperature regime can 
{30 0xplained by assuming an incorporation rate which is 
independent of p(As^) in the case of GaAs and inversely
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proportional to pfp,) in iru?. since the growth
temperatures were near or below the congruent 
evaporation limit of 650°C for GaAs, it is possible that 
the number of available As sites is relatively 
independent of the As^ flux due to the low evaporation 
rate of As^ through the decomposition of the crystal. In 
contrast, the growth of InP occurred 160°C above the 
congruent point at which temperature the desorption rate 
of ?2 is quite high [12].
4.5 The activation energy of desorption
Rate constants K and D are expected to be temperature 
dependent :
K = K^exptE.^^/kgT) (4-20a)
D = D^exp(Ejgg/kgT) (4-20b)
Then from (4-11) the temperature dependence of C_ in the
B
high desorption regime can be written
S  = exP((Einc-Gdes'/kBT) (4-21)
Equation (4-21) shows that the activation energy of 
desorption E^ measured from the slope of the InCg vs. 
1/T plot is in fact the difference of the activation 
energies of incorporation and desorption from the sur­
face phase. can be measured for high surface
concentrations Cg directly from the surface lifetime of 
the dopant as has been done for Mg-doped GaAs by Wood et 
al. [7]. E .^2 For Sn in GaAs has been measured from the 
exponential concentration transients caused by surface 
accumulation [3,5]. E.^c can also be inferred from
and E as shown for Sb and Ga doped silicon by Iyer et 
des
al. [2].
It has already been noted that the concentration of
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incorporated dopant atoms is independent of the growth 
rate in the high desorption regime. Also the incorpo­
ration rate is directly proportional to the growth rate, 
which means that at a given temperature and group V 
pressure Cg is proportional to the surface population of 
dopant atoms C^.
Both observations are in fact in agreement with the 
expected behaviour of an equilibrium reaction. Therefore, 
kinetic effects are relatively unimportant and it may be 
possible to calculate the activation energy of 
desorption from thermochemical data. It will be shown 
that in a thermodynamic equilibrium between the vapour 
and solid phases the Cg vs. 1/T plot yields the enthalpy 
of the desorption reaction. As an example we consider 
the desorption of sulphur from InP. The desorbing 
species is believed to be the volatile indium sulphide 
In^S (m is either 1 or 2) and in principle there is a 
wide choice of possible desorption reactions. The prime 
requirement for a proper reaction is that it conserves 
the relative numbers of the group III and V lattice
sites [13]. As discussed in Section 3 the desorption
rate can be considered independent of the incident 
indium flux, therefore the correct desorption reaction 
is taken to be the simplest one which does not involve 
In atoms in the vapour phase:
mlnin + (m-l)Pp + Sp <-> In^f(g) + ^2^^^ (4-22)
where m=l or 2. From (4-22) the concentration of the 
incorporated chalcogen [Sp] is calculated by using the 
corresponding enthalpy and entropy ^22 ^22 the
equilibrium constant of (4-22):
[Sp] = p(Inj^S)-p(P2) exp(H22/kgT - (4-23)
The pressure of the desorbing sulphide p(In^S) is 
nearly constant in the high desorption regime so that if
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the pressure of the group V element ptPg) is also kept 
constant, the slope of the ln[Sp] vs. l/k^T plot is the 
enthalpy 5^2* For the two values of m reactions (4-22) 
can be written
Sp + InS(g) for m=l
+ Pp <~> In2S(g)+j^Cg) for m=2Sp +:Gnin
(4-24a) and 
(4-24b)
Reaction Enthalpy
Sp + P(g) <-> S(g) + Pp H^=0.37eV
In(s) + S(s) <-> InS(g) H^=2.5eV
S(g) <-> S(s) H =-3.0eV c
•|p2(g) <-> p(g) H^=2.6eV
Inin + Pp <-> ln(s) + -|P2^9) H =1.63eV e
2In(s) + S(s) <-> In2S(g) Hi=l.6eV
Ref.
[14]
[15]
[15]
[16]
[1 2 ]
[15]
Table 4-1. Experimental values of enthalpies for relevant 
reactions
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The enthalpy of (4-24a) can be calculated from the 
enthalpies summarised in Table 4-1. These values are 
from experimental results except for which is
estimated from the substitution energy of S in InP 
calculated by Kraut and HarrisonD^LThe result is ^2Aa ^ 
^a'^Sj^+H^+H^+Hg = 4.0eV.
In a similar fashion we can write for reaction (4-24b) 
^24b = Ha + He + Hd + 2Hg + Hg = 4.8eV.
The measured activation energy of desorption for InP
[6] is about 4.5eV, a value intermediate between ^24a 
and For GaAs the activation energies of desorption
for Te [17], S [18] and Se [19] are all about 3eV. 
Consider the case of S desorption from GaAs; Andrews et 
al. [18] have shown that Ga^S is the most likely 
desorbing compound. The desorption reaction would be 
similar to (4-24b):
S^g + 2Gag2 + As^g <-> GagStg) + ^^s^tg) (4-25)
The substitution energy of S in GaAs is not 
available. However, it is expected to be comparable to 
the substitution energy of Te [20] , i.e. H^=-0.44eV.
For the other enthalpies the following values are found:
H. = 2.0eV [21], Hg = 1.9eV [22], H^ = 0.2eV [15]
The enthalpy of reaction (4-25) becomes H^g ~ ^ ^c ^
+ 2Hg + Hg = 2.6eV, which is also in good agreement
with the experimental results. The same calculation for 
Se and Te can be expected to produce similar results,
i.e. enthalpies near 3eV.
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4.6 Conclusions
A theoretical analysis of the effect of growth 
conditions on the incorporation of sulphur in MBE grown 
InP is found to provide information on the kinetics of 
the dopant incorporation and desorption reactions. On 
the basis of the kinetic model by Wood and Joyce [4] the 
linear dependence of the concentration of incorporated
dopant atoms on the incident dopant flux in the high
desorption regime is found to imply equal kinetic orders 
of the incorporation and desorption reactions. From the 
growth rate dependence of sulphur in InP grown at a high 
substrate temperature, the ratio of the rate constants 
of incorporation and desorption is shown to be 
proportional to the growth rate. It is assumed that the 
incorporation rate is directly proportional to and the 
desorption rate is independent of the growth rate. The 
observed difference in the effect of the group V element 
overpressure on the incorporation behaviour of S in GaAs 
and InP can be explained by an incorporation rate 
constant which is not a function of the applied As^ 
pressure in the case of GaAs and an incorporation rate 
which is inversely proportional to the applied Pg 
pressure in InP.
The calculated enthalpies of equilibrium desorption
reactions between the bulk crystal and the vapour phase 
in good agreement with the activation energies of 
desorption of S in InP and S, Se and Te in GaAs.
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CHAPTER 5
A THERMODYNAMIC MODEL FOR THE CALCULATION OF NATIVE 
DEFECT CONCENTRATIONS IN InP AND GaAs
5.1 Introduction
The concentrations of native point defects, i.e. 
vacancies, antisite defects and self-interstitials and 
their various complexes can in principle be calculated 
for any III-V compound grown under equilibrium 
conditions. Such a calculation starts with the 
definition of the appropriate formation reactions from 
the vapour or liquid phases and the various reactions 
between different defect species. For the calculation 
of defect concentrations the law of mass action is used. 
The equilibrium constant K of a chemical reaction can be 
calculated from the standard free energy change { AG°)
or equivalently from the difference of the standard 
entropies ( AS°) and e 
products and reactants:
nthalpies (AH°) of the reaction
K = exp(AS°/kg -AH^/kgT) (5-1)
where kg is Boltzmann's constant. Mass action laws can 
provide enough independent equations for solving all 
neutral defect concentrations. If ionised defects are 
considered, another relation is needed to determine the 
number of free carriers. This is provided by the charge 
neutrality condition. Then of course all ionised defects 
must be taken into account in the model, whether native 
or otherwise.
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As an example consider a simple model for GaAs where
the only charged defects are assumed to be As vacancies.
If the crystal is in equilibrium with the vapour phase,
the formation reaction for a neutral As vacancy V, can
As
be written:
2AS2(g) ^As  ^ A^As (5-2a)
The ionisation reaction of V, is
As
<5-2b)
And the Schottky relation for free carriers:
0 <-> e + h+ (5-2c)
Finally the charge neutrality condition can be written
+ p = n (5-2d)
where n is the free electron concentration and p the
free hole concentration. Equations (5-2a-d) allow all
four unknown concentrations p and n to be
simultaneously solved from the corresponding laws of 
mass action:
%2a = (PlAs2))-l/2[Vas]-l (5-3a)
= [e"][h^] = np/N^Ny (5-3c)
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strictly speaking one should use activities instead 
of concentrations in the mass action laws (5-3a and b). 
This kind of model can be constructed as complicated as 
desired. Any defects can be included by just adding the 
appropriate formation and ionisation reactions. The 
formation reactions can be either similar to (5-2a), 
reactions between the vapour or liquid phase and the 
bulk, or reactions between defects, for instance 
Schottky relations (5-2c).
Models similar to that given in equations (5-2) have 
been used for calculating concentrations of point 
defects in GaAs by Logan and Hurle [1], Hurle [2] and 
Baraff and Schlueter [3], in AlGaAs by Blom [4] and in 
both GaAs and AlGaAs by Devine [5]. Hurle has also used 
the point defect model to construct solubility curves of 
dopants in GaAs [11,12,13]. The use of such a possibly 
quite complicated model rests on several assumptions.
Firstly, because the activities of different chemical 
species are usually not known they are taken as unity. 
This is not necessarily correct. Since defect concen­
trations are low it can be assumed that Raoult's law is 
obeyed and activities are in fact unity but there is no 
experimental evidence to support this choice. The only 
species for which activity data is available are free 
carriers [6] and the group III and V elements
themselves.
Secondly, the crystal growth is assumed to occur so 
close to thermodynamic equilibrium that the use of
thermodynamic equilibrium calculations is justified. 
This is indeed true for liquid phase epitaxy (LPE) where 
very small values of supercooling of only a few degrees
K are generally used. In the MBE of InP the typical
overpotential for growth is 20-40 C, ie. the growth 
temperature is 20-40°C below the value which would cause 
the growing crystal surface to become In-rich.
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Support for the idea that thermodynamic equilibrium is 
applicable to MBE is provided by the work of 
Heckingbottom et al. who have shown that equilibrium 
calculations can succesfully be used for explaining 
doping behaviour in MBE-grown GaAs [7,8,9,10].
Thirdly it is assumed that thermochemical data, i.e. 
standard entropies and enthalpies are in fact available 
for all the relevant defects. This assumption is quite 
false. As shown in Section 5.3, apart from some recent 
experimental data on the ionisation energies of some 
probable antisite defects, only simple theoretical 
estimates of the enthalpies and Schottky constants of 
vacancies and antisite defects exist. Further, the 
knowledge of enthalpies and entropies of formation is 
not in itself sufficient. For donors and acceptors the 
ionisation energies are also required. A great amount of 
published data, both experimental and theoretical, on 
the ionisation energies of point defects is available. 
Unfortunately, there is currently no consensus about the 
correct values for even the most common defects in GaAs. 
For InP the situation is more unfavourable since this 
material is less completely characterised than GaAs.
Fourthly the point defects are assumed to have 
insufficient time to react during the cooling down of 
the crystal and are therefore frozen in at 
concentrations comparable to the equilibrium growth 
temperature, or that the cool down occurs slowly enough 
for the point defects to maintain their equilibrium 
concentrations down to room temperature.
It is clear that given the unsatisfactory state of 
our knowledge of the relevant thermodynamic quantities, 
the results obtained from thermodynamic calculations are 
not very accurate. For instance, a modest error of 
0.5eV in the standard free energy of the formation 
reaction of a defect at 750K can lead to the concen­
tration of the defect being over- or underestimated by
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over three orders of magnitude. Of course the thermo­
dynamic constants can be used as adjustable parameters 
to fit the thermodynamic model to experimental data. 
Given the multitude of defects and their possible 
complexes a model can be made to fit any data. It should 
also be noted that errors in the concentration of one 
ionised defect can affect the concentrations of all the 
other ionised defects through the charge neutrality
condition. It must be concluded that the goal of 
calculating the defect concentrations self-consistently 
is at present overambitious.
A slightly easier task has been undertaken in this 
work. The purpose has been partly to develop the 
calculation method itself, especially the correct 
partitioning of the virtual free energies. Also the
model has been simplified by taking the Fermi-level as 
an adjustable parameter, therefore there is no need for 
self-consistency in regard of the charge neutrality
condition. Also the model has been written in a form
which allows the concentrations of different defects be 
calculated independently of each other. Consequently 
defects of which little is known, such as interstitials 
and various complexes of defects can be ignored. 
Finally, even though the results are inevitably in error 
by several orders of magnitude, some general trends of 
the defect concentrations can be obtained from the data.
The usual approach to calculate the enthalpy (or 
entropy) of a defect formation reaction is to divide the 
reaction into simpler virtual reactions. The enthalpy 
of the real reaction is obtained from the virtual 
enthalpies by addition [14],[16],[11]. However, since 
the virtual reactions are not real, physically 
realisable reactions, their thermochemical constants 
cannot be determined unambiguously [14] . In Section 5.2 
the "virtual" reactions are defined as such physically 
realisable reactions, which correspond to the ideal
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virtual reactions as closely as possible. Consequently, 
the virtual" reactions have unambigious thermochemical 
constants. It is also shown in Section 5.2 how the 
virtual free energy of the incorporation reaction of the 
group V element from the vapour phase is calculated from 
the vapour pressure.
In Sections 5.3 and 5.4 estimates of the virtual 
enthalpies and entropies of formation of neutral 
vacancies, divacancies, antisite defects and 
antistructure defects are obtained from published 
theoretical data. Estimates of the enthalpies and 
entropies of ionisation are given in Section 5.5.
The thermodynamic model is described in Section 5.6. 
and the defect concentrations are calculated by using 
the thermodynamic data of the previous Sections. The 
implications of the results are discussed.
5.2 The partitioning of the virtual free energies
Consider the formation reaction of a cation vacancy:
§ 82(9 ) <-> Bg + (5-4)
where B denotes the group V element and the subscripts
A, B the cation and anion sites in the lattice. The
formation reaction (5-4) can be written as the sum of
the two virtual reactions (5-5a and b ):
0 <-> (5-5a)
<-> Bg (5-5b) H'(B)
Virtual quantities are distinguished from the real ones
by a dash. Similarly one can write the formation
reaction for the anion vacancy Vg as the sum of the two
reactions (5-5d,d):
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° > Vg (5-50 H'(V„)
A(g) <-> A^ (5-5d) H'(A)
The problem with the partitioning of the virtual 
standard free energies is that the structural elements 
of the crystal (for instance p^, In^^, etc. for InP)
are not independent variables due to the conservation of 
lattice sites rule. (For an excellent discussion of the 
structural and building units see Ref. [14].) Therefore, 
they do not have true chemical potentials, i.e. the 
chemical potential of a structural element cannot be 
determined by adding a single structural element to the 
crystal because such a process does not conserve the 
relative numbers of lattice sites. Hence, if a reaction 
is to have a true chemical potential, it must either 
conserve the number of lattice sites or a whole building 
unit consisting of equal numbers of the group III and V 
lattice sites must be added to or removed from the 
crystal. Assume that the real crystal can be built from 
b different, independent building units. Then it can be 
shown that the virtual free energies of all but b 
structural elements can be chosen freely [14]. The b 
remaining virtual free energies must be assigned so that 
the free energies of real chemical reactions involving 
building units are correct. In other words the number of 
virtual chemical potentials that can be assigned freely 
is s-b = (the number of structural elements) - (the 
number of independent building units). For instance in 
our model of Section 5.4 s-b = 6-5 = 1. Therefore, one 
virtual free energy can be chosen arbitrarily.
Because of this arbitrariness the virtual quantities 
cannot be used for tabulating thermochemical data. It is 
necessary to define "virtual" reactions as such 
physically realisable reactions which correspond to the 
ideal virtual reactions as closely as possible. 
According to Van Vechten [16], the virtual formation
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reactions of vacancies (5-5a and b) are defined so as to 
conserve the number of atoms in the crystal. To create a 
vacancy an atom A is removed from its site in the 
bulk to a site on the surface of the crystal. For an 
elemental semiconductor like Si or Ge, this definition 
of the virtual reaction does not cause any difficulties 
of interpretation. In a compound semiconductor, however, 
the relative number of the lattice sites inside the 
crystal is not conserved. For instance, the virtual 
reaction (5-5a) should be written
Bg* + <-> Bg + A^* + (5-6a)
where * denotes surface atoms. It can be seen that a new 
lattice site B is created inside the crystal. Similarly 
the virtual formation reaction of an antisite
^A S
actually denotes a reaction in which an atom B is 
removed from its site to the surface of the crystal and 
an atom A from the surface is moved into the resulting 
vacancy :
2A^* + 2Bg <-> A^ +2Bg* + Ag (5-6b)
Finally the virtual reaction for the incorporation of 
the group V element from the vapour
^B^Cg) <-> Bg 
should be written
is2(g) + Aa * <-> Bg* + Aa (5-60.
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These "virtual" reactions are actually physically 
realisable reactions because surface atoms have been 
taken explicitly into account. Formally this means that 
two new independent variables have been introduced into 
the system:
+ &A* - Bg*
&A + SB* - &A*
It should be noted that the additional degree of freedom 
which allows the surface stoichiometry of the crystal to 
vary relaxes the strict original requirement of the 
conservation of the relative numbers of lattice sites: 
an isolated lattice site may be added to the crystal if 
a corresponding change is made in the numbers of the 
surface atoms on different sites.
The virtual free energies of formation for vacancies 
and antisites have been calculated by Van Vechten [16]. 
The remaining problem is to determine the virtual free 
energy or equivalently the free enthalpy and entropy of 
equations (5-5b) and (5-5d). In other words we must 
decide how the free energy of formation G°^(v,AB) of 
the compound AB from the vapour phase through the 
reaction
A(g) + G°g(v,ABl
is divided between reactions (5-5b) and (5-5d). Van 
Vechten considered the problem in Ref [15]. He 
determined the virtual enthalpies and entropies for 
formation reactions from the pure elemental liquids:
A(l) -> A^ (5-7a)
B(l) -> Bg (5-7b)
and postulated that the enthalpies and entropies should 
be apportioned as in the stoichiometric liquid. As shown
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by Hurle [2] this choice leads to equal partitioning in
GaAs, i.e. the virtual enthalpies of (5-7a) and (5-7b)
are both one half of the heat of formation of GaAs from 
the elemental liquids.
Devine [5] took a different approach. He assumed that
the enthalpies of vacancy formation reactions from the
monoatomic vapour are equal in GaAs, i.e. the enthalpies 
of reactions (5-8) are equal:
Ga(g) <— > Ga^^ + (5-8a)
As(g) <-> As^g + (5-8b)
This was justified by the equal covalent radii of As and 
Ga atoms and the fact that for PbS the formation 
enthalpies are known to be nearly the same. Because 
according to Van Vechten [16] the virtual enthalpies for
the Ga and As vacancies are equal, the virtual
enthalpies of As and Ga incorporation from the 
monoatomic vapour should also be equal.
The partitioning suggested by Van Vechten leads to a 
different result from that obtained by Devine. By using 
equation (5-6c) the partitioning problem can be solved 
formally. The equilibrium constant of (5-6c) is
K = exp(-^ ( v_,Bg2)
kgT
From the law of mass action the standard free energy 
change can be solved:
G'(v ,Bq ) = -knT ln( — B— ^ ) (5-9)
® ® [A^*] p (B2>
Therefore, the virtual free energy of formation (for B) 
can be calculated by measuring the vapour pressure of 
B (g) over the crystal as a function of the temperature
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while the surface stoichiometry is kept constant. It
should be noted that the value of the virtual free
energy of equation (5-9) will probably depend on the 
point in the phase diagram where it is measured.
The virtual free energies of formation can also be
calculated without taking the surface explicitly into 
account. Consider a In(g) + ?2(g) vapour in equilibrium 
with the InP crystal. As shown in Figure (5-1), the
formation of InP from the elemental liquids In(l) and
P(l) requires three processes:
I) The evaporation of In and P under equilibrium 
conditions. The equilibrium pressures are p*(In) and
P*(P2) .
II) Compression and mixing of the In and P^ vapours so
that they are in equilibrium with the InP crystal at
pressures p(In) and p^Pg).
III) Growth from the vapour phase under equilibrium 
conditions.
The free energy changes of each process are 
straightforward to calculate. For the equilibrium
processes I and III G=0. Process II consists of an 
isothermal compression and mixing. For ideal gases the 
mixing process is equivalent to an isothermal expansion. 
Therefore, the net effect of II is an isothermal
expansion (or compression) from the equilibrium pressure 
p*(i) to p(i) (i = In or Pg), and the free energy
changes are simply
G.'(l,ln) = k Tln(Pi^— ) (5-lOa)
 ^ P (In)
G/( 1 , P )  = f  in(4^2-1) (5-lOb
 ^ p (In)
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Figure (5-1). A schematic diagram of the processes for 
growing InP from the elemental reference liquids.
since the initial and final states of the processes 
shown in Fig, 5-1 are standard states, the free energy 
changes given in equations (5-10) are in fact the 
virtual standard free energies of formation. Their sum 
is the standard free energy of formation of inP 
(l,InP). It should be pointed out that the virtual 
free energies depend on the equilibrium partial 
pressures during the growth. According to (5-lOb), a 
doubling of the phosphorus pressure during the growth at 
a typical temperature of 750K will lead to an increase 
of 22.4meV in the virtual free energy of phosphorus 
incorporation. Instead of using equations (5-10) it
will be more useful to calculate the virtual free 
energies of reactions (5-5b) and (5-5d) from the vapour 
phase. To start the process we have vapours at the 
standard state of Ibar. Through an isothermal expansion 
they acquire the equilibrium pressures with the solid 
and the growth occurs at equilibrium as before. 
Therefore, we get the following virtual standard free 
energies :
G'(v,In) = kgT In( p(In) ) (5-lla)
G'(v,Pp) = | b-  ln( pCPg) ) (5-llb)
for the virtual reactions
ln(g) <-> In^n (5-llc)
<-> Pp (5-lld)
Equation (5-llb) is in fact equivalent to equation (5- 
9), even though the requirement that the surface 
stoichiometry must be conserved is not explicitly 
stated. The equilibrium pressures p* of each species 
over the elemental reference liquid, and the pressures 
of the group III and V species (p°) over InP and GaAs in
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the Knudsen equilibrium are given in Table 5-1. The 
equilibrium pressure of the group III element is very 
nearly the same over the pure liquid as over the 
compound in these conditions. Therefore the Knudsen
equilibrium represents the group III rich part of the
phase diagram and gives the vapour pressures along the 
liquidus.
The epitaxial growth occurs near the liquidus both 
in the high temperature MBE growth of InP and GaAs and 
in LPE . Therefore, it is interesting to calculate the 
virtual free energies at the liquidus. This can be
done by replacing the pressures in eq. (5-10) by the 
Knudsen equilibrium pressures in Table 5-1 giving
G'(v,ln) = k T ln(p°{In)) = 12.84k T - 2.50eV (5-12a)
G'(v,P2 > = ln(p°(P2 >) = 13.25kgT - 1.64eV (5-12b)
for InP. From Table 5-1 virtual enthalpies and entropies 
for GaAs can also be obtained. When the group V pressure 
is increased and the growth moves away from the 
liquidus, the virtual enthalpies can be expected to
remain unchanged. The change in the virtual free energies is 
mainly due to changes in the entropy term. However, the 
effect of any reasonable pressure change is small 
compared to the absolute value of the virtual free 
energy.
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p = exp(A - B/k„T)D
A B/eV Reference
P*(P2> 14.29 1.42 [17]
P*(AS^) 16.33 1.83 [17]
P*(In) 12.33 2.46 [18]
P°(ln) 12.84 2.50 [18]
p°(Ga) 12.78 2.69 [19]
P°(P2) 26.50 3.28 [18]
P°(AS2) 26.55 3.84 [19]
Table 5-1, Experimental values for the equilibrium 
*
pressures (p ) of , As^ and In over the elemental 
reference liquids and In, Ga, P2 and As^ over InP and 
GaAs (p°).
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5.3 The enthalpies of formation of neutral defects
5.3.1 Vacancies and divacancies
Experimental data on the enthalpies of formation of 
vacancies in III-V compounds does not exist. Virtual 
enthalpies of single vacancy formation in zinc-blende 
type semiconductors have been estimated by Van Vechten 
[16]. He treated vacancies as macroscopic cavities and 
calculated the enthalpies h '(V^) from the surface energy 
of the cavity. His theory predicts that H'(V ) will be 
larger for the component with the larger tetrahedral
covalent radius r^. Van Vechten used the same method for 
calculating the virtual enthalpies of divacancies
H'(V^Vg). The virtual reactions are:
0 <-> V (5-13a) H'(V^)
0 <-> V (5-13b) H'(Vg)
0 <-> V^Vg (5-13c) H'(V^Vg
The values of the virtual enthalpies are given in Table 
5-2.
r^fA) H'(VA) H'(Vg)
GaAs 1.755A 1.755A 2.31eV 2.31eV 3.64eV
InP 2.013A 1.616A 2.74eV 1.87eV 3.84eV
Table 5-2. Covalent radii of anions and cations and 
virtual enthalpies of neutral mono— and divacancies in 
GaAs and InP [16].
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5.3.2 Antisite and antistructure defects
Van Vechten has calculated the virtual enthalpies of 
antisite defect formation [15],[16] for the virtual 
reactions
*A + 2e“ (5-14a) a'(Ag+Z)
Bg <-> + Zh+ (5-14b)
where Z can be 0,1 or 2 depending on the charge state of 
the defects. These enthalpies consist of two 
contributions, one (H ') from the reduction of the band 
gaps due to the disorder in the crystal potential, and
the other (H^') from the excess or deficit of electrons
and the separation of the Fermi level from the top of
the valence band and the bottom of the conduction band
(where the extra electrons are added or subtracted). Van 
Vechten also estimated the virtual enthalpies of neutral 
antistructure defects for the reaction
^A + Bg <-> B^Ag (5-15) H(B^Ag)
They turn out to be simply the sums of the neutral parts 
of the enthalpies (H^') because the antistructure 
defects are neutral and the electronic contributions to 
the enthalpy (H ) cancel out. The values of the 
enthalpies are given in Table 5-3. Kraut and Harrison 
(K&H) [21] have used the universal parameter tight
binding method to calculate cohesive energies, antisite 
and neutral antistructure defect energies for zinc- 
blende structure semiconductors (Table 5-3).
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W :
GaAs
InP
(Ag) Hg'(Ba+%) H^'(Ag )^ H(B^A„)
0.35eV 0.35eV Z(Eg-H^) Z(H^-Eg
0.42ev 0.89eV
A B
O.TOeV
1.30eV
K&H:
GaAs -1.36eV 2.12eV Z(Eg-H^) Z(H^-Eg)
InP -1.56eV 3.25eV
0.57eV
1.27eV
Table 5-3. The virtual enthalpies of antisite- and 
antistructure defects in GaAs and InP according to Van 
Vechten [16] (W) and Kraut and Harrison [21] (K&H).
GaAs
K&H
W
2.53eV
3.05eV
3.63eV
3.05eV
2.60eV
2.55eV
InP:
K&H
W
2.72eV
3.02eV
4.17eV
3.49eV
3.22eV
2.93eV
Averages :
GaAs
InP
2.79eV
2.87eV
3.34eV
3.84eV
2.57eV
3.08eV
Table 5-4. The virtual enthalpies of formation for 
ionised antisite defects by Kraut and Harrison [21] 
and Van Vechten [16] (corrected values).
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It can be seen from Table 5-3 that the antistructure 
enthalpies of W  agree well with those of K&H but the 
antisite defect enthalpies are completely different. 
(K&H mentioned in their paper that their values were 
"per bond" but this is probably not correct because the 
values per defect would be unrealistically high. However 
K&H were unable to explain this discrepancy [22].) This 
is due to the fact that K&H values were calculated for 
real substitution reactions between the vapour and bulk:
A(g) + Bg <-> Ag + B(g) 
B(g) + A^ <-> B^ + A(g)
(5-16a)
(5-16b)
H(g,Ag)
H(g,B^)
whereas W ' s  virtual enthalpies are for virtual reac­
tions (5-14). The contributions of the subtracted 
electrons are different in the two models. In K&H's 
model electrons are always added and subtracted at the 
valence band maximum whereas in w ' s  model they are 
added at the valence band maximum but subtracted at the 
conduction band minimum. K&h 's results can be converted 
to virtual enthalpies corresponding to VV's virtual 
enthalpies. Con sider only the formation reaction of the 
neutral antisite defect Ag. It can be written as the sum 
of the virtual reactions (5-17):
A(g) <-> A^
Bg <-> B(g) 
^ # 2 (9 ) <-> B(g
A(g) + Bg <-> B(g) + Ag
(5-17a)
(5-17b) H'(g,A^)
(5-17C) H'(Bg,g)
(5-17d) H(B2,B)
(5-17e)
«o'^B>
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Therefore, the conversion is completed by subtracting 
the appropriate virtual enthalpies:
= Bo <^B> - - H'(Bg,g) - H'{g,A^)
HfBz'Bl can be found in Ref. [20], H'(Bg,g) and H'(g,A^) 
are obtained from the equilibrium vapour pressure data 
for InP [18] and GaAs [19]. In an analogous way the 
formation enthalpy can be converted into H^'(B^).
As Kroger [6] has pointed out. Van Vechten uses a 
floating standard state for electrons and holes, extra 
electrons being supplied and removed at the Fermi-level. 
In this work the normal convention of using the perfect
crystal as the fixed standard state is adopted for
electrons and holes. Then the virtual enthalpies of 
formation for fully ionised antisites are obtained by 
adding 2x8^^ to W ' s  (and K&h 's ) values H^'.
The formation enthalpies of neutral antistructures by 
reaction (5-15) are estimated from the values for 
ionised antisites:
H{Ba Ab ) = f( H'(B^2+) + H'(Ag2-) - 2Hcv >
where 2H^y is subtracted because two e -h^ pairs are
annihilated. The factor 3/4 is due to the A-B bond of 
the antistructure pair. The results of these 
corrections are presented in Table 5-4. The values from 
both models agree well. The enthalpies of formation of 
neutral antisites can be obtained by simply subtracting 
the enthalpies of ionisation from the enthalpies of 
ionised antisites. The ionisation enthalpies are 
estimated on the basis of experimental and theoretical 
data in Section 5.3.4 giving the following values for 
the neutral anion antisites:
H'(P °) = 2.87eV - 0.9eV -1.2eV = 0.9eV
H'(As ^ °) = 2.79eV - 0.75eV - l.OeV = l.OeV.
Ga
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5.4 The entropies of formation of neutral defects
The virtual entropies of formation for native 
defects in III-V compounds are not known and reliable 
methods of calculating the entropies have not been
developed, therefore all estimates for the pre­
exponential factors of the equilibrium constants are
unreliable. However, the experimental data for point
defects in ionic compounds indicate that the entropies 
are usually on the order of 1kg and generally less than 
about 8kg (Ref. [23] p.268).
Van Vechten [15] used the best estimates of the 
virtual entropies of vacancies in silicon and germanium, 
S'(V) = 1.1k , for GaAs vacancies. Here a broader range
D
of values is adopted:
S'(V) = 2 - 2 kg
The same values are used for the virtual entropies of 
divacancies and antisite defects.
The anion antisites are probably deep donors, there­
fore the entropy of ionisation can be assumed equal to 
the entropy of the band gap [15]: (B^^ ) = (Ag )
=  z S (see Section 5.5.3). The entropy of association 
of ionised antisites, i.e. for the reaction
+ AgZ- <-> B^Ag (5-18)
can be separated into a configurational and vibrational 
part [23]:
Sassoc = Sconf + ®vibr = + kglnf (5-19)
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In the configurational part Z is the number of
equivalent configurations for the associate (Z=4) and s 
the symmetry factor (s=l). f is caused by the change in 
the vibration spectrum of the crystal and its magnitude 
is unknown. However, if the association of the two
ionised antisites has no effect on the vibrational 
spectrum, f = 1. The other extreme occurs when the
associate is equivalent to two neutral antisites, and f
= exp{-2Sj/kg}. Hence the value of f is taken as
kg Inf = - s '  -  - s '
and the total entropy of formation of an antistructure 
pair can be estimated as
S(B^Ag) = S'(B^°) + S'(Ag°) + Sj(B^) + Sj(Ag) + Sassoc
^  +
=  5 ' 4 k g  +  S c y ) k g  -  ( 4 k g  +  S ^ ) .
where 2 S is subtracted because two e-h pairs are 
c V
annihilated. By using the values given in Section 5.4.3 
the following entropies are obtained:
SlPynlnp) = 10'3kg -  8.9kg (5-20)
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5.5 Enthalpies and entropies of ionisation
5.5.1 Ionisation energies of vacancies
A number of calculations of the electronic energy 
levels of vacancies in III-V semiconductors have been 
published recently. The computational complexity of 
first principles calculations has prevented their wide­
spread use, Semiempirical methods based mainly on tight 
binding approximation are more common. The accuracy of 
the electronic states predicted with these methods is 
less than 0.5eV even for ideal nondistorted vacancies. 
For a real vacancy with significant distortion, the 
error in the energy levels is even greater [24]. 
Loualiche et al. [26] have developed a method of
estimating the ionisation energies of undistorted 
defects from deep level transient spectroscopy (DLTS)
and deep level optical spectroscopy (DLOS) allowing 
direct comparison with the results of calculations for 
ideal vacancies. The general chemical trends of the 
calculated energy levels are expected to be 
qualitatively correct. For the cation vacancies in both 
GaAs and InP the level of A^ symmetry is deep in the 
valence band whilst the T2 level is slightly above the 
valence band maximum. The A^ level of the anion
vacancies is somewhere in the forbidden gap and T 2 is
located in the upper half of the gap 
[26,27,28,29,30,31]. Cation vacancies are expected to be 
acceptors whereas the anion vacancies are donors.
Monovacancies in GaAs have been observed from 
positron annihilation measurements [32], but the only 
vacancy to have been identified from EPR is in InP 
[33]. Because experimental data is unavailable, the 
first ionisation enthalpy of both anion and cation 
vacancies is assumed to be in both GaAs and InP.
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5.5.2 Ionisation energies of antisite defects
The anion antisite defects are expected to be donors
in both InP and GaAs [27],[25]. Strong experimental
evidence is available to suggest that the EL2 deep level 
in GaAs is related to the As^ antisite defect. The
situation is complicated by the fact that there are
probably several different defects having similar
activation energies but different electron capture cross 
sections, the so called EL2 family [35],[34]. Kaminska 
et al. defined EL2 as the defect present alone in 
typical Bridgeman grown GaAs [36] and used uniaxial
stress and magnetic field experiments to show that it 
has tetrahedral symmetry and is therefore an isolated
point defect, most probably As^^. EL2 has also been 
identified as the neutral As^^ defect [37],[38]. More 
commonly, however, the energy levels 0.75eV and l.OeV
below the conduction band minimum have been attributed 
to the single and double ionised donor levels of 
[39],[40],[41]. These values are used as the ionisation 
energies of the As^^ double donor in this work even 
though the identification of EL2 as the isolated AS- is 
by no means undisputed [42],[43]
Experimental data for the anion antisite defect 
in InP is not very extensive. Calculations suggest it is 
a shallow donor [27],[44]. Optically detected magnetic 
resonance (ODMR) investigations however give the first 
ionised level of the donor near the valence band maximum 
[45]. Also by ODMR Cavenett et al. [46] obtained the 
values D° at E^-0.89eV and at Ey+0.09eV for the 
neutral and singly ionised levels of the donor. There­
fore values of 0.9eV and 1.2eV are used for the 
enthalpies of ionisation.
Cation antisite defects are double acceptors in both 
GaAs and InP. photoluminescence emissions at 77meV and 
230 meV have been assigned to Ga^^ [47,48,49,50,51].
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This assignation is still controversial [56]. Wang et 
al. [52] showed that the A and B deep levels at 0.4eV 
and 0.7eV above valence band maximum are coupled and 
proposed they are in fact the two ionisation levels 
and E2 of Ga^g. Theoretical calculations also predict 
energy levels near the maximum of the valence band [25].
A semiempirical model by Poetz and Ferry [53] gave 
values of 0.4eV and O.SeV for E^ and E^, in good 
agreement with results of Wang et al. It therefore seems 
probable that neutral Ga^^ does not exist in n-type 
GaAs. As a compromise values E^=0.2eV and E2=0 .4eV are 
adopted in this work.
Experimental results for the ionisation levels of the 
cation antisite Inp in InP do not exist. The values from 
the semiempirical model by Poetz and Ferry are used 
instead: E^=1.6eV, 2^=1.7eV. Therefore, it can be assumed 
that Inp exists only in the neutral state in InP.
5.5.3 The entropy of ionisation
Consider the ionisation reaction of the donor D:
D <-> + e (5-21)
The equilibrium constant of (5-21) is
K.Q = [D^]n (5-22)
[D]
The concentration of ionised donors [d ’*’] can be 
calculated from
[d '*’] = ^ [  D ] exp ( ^ d~- "F ) (5-23)
9o kgT
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where and g^ are the degeneracies of the ionised and 
neutral levels, respectively (g+=l, 9^=2 ). and is the 
donor energy level. For a nondegenerate semiconductor 
the free electron concentration is given by
n = N exp(^F~ ^c) (5-24)
kgT
where is the effective density of states in the
conduction band. From equations (5-22 to 2H) the 
equilibrium constant can be solved
K iq = &  exp(^ —  ^ c) (5-25)
kgT
By definition, the argument of the exponential in the 
mass action law gives the standard chemical potential of 
the reaction. At a constant temperature and pressure, 
the change in the standard chemical potential is equal 
to that of the free energy. Therefore, the ionisation 
energy is the standard free energy of the ionisation
reaction :
-  "d =
In principle the experimental ionisation energies give 
the standard free energies of ionisation. Unfortunately 
the free energies are functions of the temperature, the 
temperature dependent term in the free energy being 
mainly caused by the entropy change. The entropy of 
ionisation itself is temperature dependent,
approaching zero at low temperatures. Since the
ionisation energies are usually measured at low tempera­
tures, they equal the enthalpies of ionisation. The 
entropy of ionisation is due to the change in the 
lattice modes of the crystal caused by the change in the 
distribution of electronic charge within the crystal.
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According to Van Vechten [16], for isoelectronic 
impurities, vacancies and interstitials, equals the 
entropy of ionisation of an electron-hole pair across 
the energy gap ( S^^). For hydrogenic impurities 
varies depending on the binding energy of the electron. 
In impurities with tightly bound electrons is nearly
equal to but for shallow impurities is very
small.
Hence, in most cases, is easily obtained if 
is known. can be estimated from the temperature
dependence of the band gap which can be expressed
as [54]
2
Ecv<T) = E^y(O) - ^  (5-26)
B+T
where A and B are empirical constants. Since E^^ is a 
free energy change, the entropy is obtained by taking 
the derivative
S = = AT(2B±T1 (5-27)
cv 2
dT (B+T)
At high temperatures S^ — > A, and we can use values 
[55], [54]:
^cv " 6.27kg (GaAs) (5-28)
Scv = 4.9kg (InP).
The following values for the ionisation entropies of 
vacancies and antisites are used:
Si(Vca), Sj(V^3 ), Si(As^) and Sj(Ga^3 ) 6.3kg, and 
Sj(lnp) 4.9kg.
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5.6 The calculation of defect concentrations
5.6.1 The thermodynamic model
The definition and calculation of the virtual 
enthalpies and entropies of the defect formation 
reactions, together with a review of the best available 
(mainly theoretical) data was discussed in the preceding 
Sections. These results are used in Section 5.6 to 
calculate the concentrations of ionised defects. If the 
calculation is to be performed self-consistently, the 
charge neutrality condition is needed to determine the 
relative concentrations of positively and negatively 
charged defects. The disadvantage of such an ambitious 
model is that all charged defects, both extrinsic and 
intrinsic, must be included. The neutrality condition 
also couples ionised defects, so that an error in the 
concentration of one type of defect will produce errors 
in the concentrations of other defects.
In this work, a more modest approach is used. The 
Fermi-level of the crystal is taken as a parameter and 
the concentrations of defects are simply calculated for 
fixed values of the free electron concentration n. It 
should be noted that in principle n can be measured 
during the growth and adjusted within certain limits by 
simply introducing controlled amounts of a suitable 
dopant.
The formation reactions of neutral defects are
written in a form which only utilises the group V dimer
in the vapour phase and the majority species in their 
proper sites to preserve the correct number of lattice 
sites in each reaction, ie. each reaction can only 
create or annihilate an entire unit cell. The
concentrations of the ionised defects are calculated by
applying the enthalpies and entropies of ionisation to 
the neutral defects. The validity of the model is not 
affected by the number of defects included. New defects
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can be introduced and their concentrations calculated in 
a similar manner, if their virtual enthalpies and 
entropies are known.
The reactions (5-29) used in the thermodynamic model 
for InP include the formation reactions of neutral and 
ionised vacancies (assumed singly ionised):
Pp + (5-29a)
Pp <-> Vp + •jP2 (g) (5-29b)
Vp <-> Vp"^  + e" (5-29C)
Vpp <-> Vjp" + (5-29d)
For neutral and ionised antisites, the formation 
reactions are
Pgtg) <-> Pp + Ppn (5-29e)
<-> + e” (5-29f)
In In
^ <-> P_ + e" (5-29g)
In In
The cation antisite is assumed to be present only in the 
neutral state in InP:
In^n + 2Pp <-> P2^9) + iHp (5-29h)
Finally the formation reactions of divacancies and 
antistructures are
0 <-> Vj^Vp (5-29i)
inpn + Pp <-> Pinlnp (5-29j)
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For GaAs an analogous set of reactions apply except 
that neutral Ga^^ is assumed not to exist in n-type 
GaAs. The formation reaction for the ionised cation 
antisite is
<-> AS2(g) + + 2h"^  (5-29k)
The virtual reactions and their enthalpies and entropies 
are listed in Tables 5-5 and 5-6. From these virtual 
values the enthalpies and entropies of the real 
reactions (5-29) are calculated in Table 5-7.
5.6.2 Defect concentrations in InP and GaAs
The calculated concentrations of defects in n-type
material (n = lO^^cm ^ ) at a constant group V pressure
(10 ^mbar) at temperatures suitable for MBS are shown
in Figures 5-2,3,4 and 5. The results indicate that the
most common native point defects in both n-InP and n-
GaAs grown at typical MBE conditions are anion
antisites P_ and As_ . However, the calculated in ua
concentrations of these antisites at low temperatures 
are unrealistically high indicating that the enthalpies 
of formation for these defects calculated by Van
Vechten and Kraut & Harrison are too low, at least at 
the low temperatures used for MBE.
The density of neutral vacancies is seen to be very 
low, but in contrast, ionised cation vacancies should be 
present at relatively high concentrations. Neutral 
antistructures should not occur in InP but they may be 
present in GaAs.
The defect concentrations were also calculated along 
the liquidus up to the melting point in intrinsic
material (Figures 5-6,7,8 ). The most common defects
would appear to be antisites in the various charge
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States, except Ga^^ , which is present in only very low 
concentrations. Because of the large difference in the 
covalent radii of In and P the concentration of Inp 
antisites can be expected to be very low. The calculated 
concentration of Inp is high, probably due to an 
underestimate for the enthalpy of formation, caused 
either by an error in the enthalpies calculated by Van 
Vechten ,and Kraut and Harrison, or more likely 
incorrect values of ionisation enthalpies used for 
calculating the formation enthalpy of neutral antisites.
5.7 Conclusions
The virtual formation reactions of defects in a 
binary III-V compound can be written as physically 
realisable reactions if the surface atoms are taken 
explicitly into account. Such a formulation allows the 
"virtual" enthalpies and entropies of formation to be
determined unequivo cally to form a self-consistent
system. The virtual free energy of incorporation of the 
group V element from the vapour phase is calculated
correctly from the vapour pressure of the element over
the compound during the growth.
A review of the available literature reveals that 
little experimental data of the virtual enthalpies and 
entropies of formation is exists. However, good theoretical 
calculations for the enthalpies of formation of 
vacancies and antisites have been published. In 
particular, the enthalpies of formation of antisites and 
neutral antistructures from the two completely different 
model by Van Vechten [20], and Kraut and Harrison [21] 
are in good agreement.
For the entropies of formation neither experimental 
nor theoretical data is available and their assumed
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values are almost pure speculation. The entropies of 
ionisation can be estimated as shown by Van Vechten 
[ 2 0 ] .
A larger body of both experimental and theoretical 
data for the ionisation levels of native defects exists. 
The theoretical models are not sufficiently accurate to 
provide exact values of the ionisation enthalpies, 
whereas the utility of the experimental data is limited 
by the fact that it is difficult to identify the defects 
correctly, and that most native defects are in fact 
complexes rather than isolated point defects.
Considering the sparsity of reliable thermodynamic 
data, the self-consistent calculation of defect 
concentrations in III-V compounds is an overambitious 
goal. However, by taking the Fermi-level of the crystal 
as an adjustable parameter, the thermodynamic model for 
the calculation of the defect concentrations can be 
formulated without any need for self-consistency in 
regard of the charge neutrality condition. Moreover, by 
choosing the defect formation reactions so that only, the 
group V element in the vapour phase, and the group III 
and V elements on their proper sites in the crystal are 
involved in the reaction, the concentrations of all 
isolated point defects can be calculated independently 
of each other, i.e. only those defects need to be 
included which are of interest or for which the thermo­
dynamic data exists.
The best available data suggests that anion antisites 
are the most common native defects in InP and GaAs grown 
at typical MBE temperatures whilst ionised cation 
vacancies should also occur at relatively high 
concentrations.
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Figure (5-2). Calculated concentrations of neutral
defects in InP plotted against the inverse of the
temperature. pfPg) = 10 ®jbar.
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Figure (5-3). Calculated concentrations of ionised
defects in InP plotted against the inverse of the
temperature. ptPg) = 10 ®-bar, n = 10^®cm ^.
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Figure (5^4). Calculated concentrations of neutral
defects in GaAs plotted against the inverse of the
temperature. pfASg) = 10 ® bar.
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Figure (5-5). Calculated concentrations of ionised
defects in GaAs plotted against the inverse of the
temperature. pfASg) = 10 ® 'bar, n = 10^®cm
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Figure (5-6). Calculated concentrations of neutral
defects in InP and GaAs along the liquidus.
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Figure (5-7). Calculated concentrations of ionised
defects in InP along the liquidus (intrinsic material).
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Figure (5-8). Calculated concentrations of ionised
defects in GaAs along the liquidus (intrinsic material).
H/eV S/k
B
2^ 2 (9 ) <-> P,
0 <-> V
In
0 <-> V,
0 <-> Vj„Vp
Vp <-> Vp" + e'
Vln" + ^
Pp <-> Pin
Pin Pin + e
Pln^ <-> Pln^^ + e
P"ln In?
inin + Pp <-> PinlHp
(a)
(b)
(c)
(d)
(e)
(f)
(g)
(h)
(i) 
(j)
(k)
-1.64 -13.25
2.74
1.87
3.84
0.34
0.34
0 . 8
0.9
1.2
0.9
4.9
4.9
2 - 2
4.9
4.9
3.08 10.3 - 8.9
Table 5-5. The enthalpies and entropies of the virtual 
formation reactions and ionisation reactions in InP.
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H/eV s/kg
2*®2(^) *®As (a) -1.92 -13.27
° ^Ga (b) 2.31 2 ± 2
° ^As (c) 2.31 2 i 2
° ^Ga^As (d) 3.64 2 i 2
Va s  <-> V^g+ + e" (e) 0.36 6.3
Vg 3 <-> Vgg" + (f) 0.36 6.3
*®AS ASgg (g) 1.0 2 ± 2
<-> ASgg+ + e~ (h) 0.75 6.3
ASg^^ <-> ASggZ+ + e" (1) 1.0 6.3
Ga^^ <-> Ga^gZ- + 2h"^  (j) 3.34 14.6 ± 2
Gaca + A^AS ASGaG^As ^.57 11.7^10.3
Table 5-6. The enthalpies and entropies of the virtual 
formation reactions and ionisation reactions in GaAs.
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Inp
^253 Ka%b
%25b = Kc/K
%25c - "e
*25d =
^256 = %a K,
^25: = "h
’'25g - "i
"25h Kj/K^
^251 "d
"25j "k
GaAs :
%25a
= Ka%b
*25b =
%25c = "e
*25d
%25e "a •'c
*25f "h
^25g ’'i
%25i = "d
*25] = "k
*25k Kj/Ka
2
= exp(-11.25 - l.leV/kgT) 
= exp(15.25 -3.51eV/kgT)
= exp(4.9 - 0.34eV/kgT)
= exp(4.9 - 0.34eV/k-T)
O
= exp(-24.5 + 2.45eV/kgT) 
= exp(4.9 - 0.9eV/k_T)
O
= exp(4.9 - 1.2eV/k_T)o
^ = exp{28.5 - 4.18eV/kgT)
= exp(2 - 3.84eV/kgT)
= exp{10.3 - 3.05eV/kgT)
= exp(-11.3 - 0.39eV/kgT) 
= exp(15.3 - 4.21eV/kgT)
= exp(6.3 - 0.36eV/k T)
= exp(6.3 - 0.36eV/k T)
= exp(-24.5 + 2.84eV/k T) 
= exp{6.3 - 0.75eV/kgT)
= exp{6.3 - l.OeV/kgT)
= exp(2 - 3.64eV/kgT)
= exp(I1.7 - 2.57eV/kgT)
= exp{41.1 - 7.2eV/kgT)
Table 5-7. The equilibrium constants of the defect 
formation reactions (5-25) for InP and GaAs.
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CHAPTER 6
SILICON MIGRATION IN MODULATION DOPED Al^Ga^^As/GaAs
HETEROJUNCTIONS
6.1 Introduction
At low temperatures the scattering caused by ionised 
impurities is the dominant mechanism limiting the 
mobility of carriers in a doped semiconductor. It was 
first proposed by Esaki and Tsu [1] that ionised 
impurity scattering could be minimised by using a 
selectively doped heterojunction structure. In a
selectively - or modulation - doped heterojunction the 
ionised donors are located in the wide band gap material 
(Al^Ga^_^As ) . The free electrons diffuse across the 
heterojunction into the narrower band gap material 
(GaAs) where they are confined in the potential well 
formed by the conduction band discontinuity at the 
heterojunction and the band bending of GaAs. The lateral 
dimension of the potential well is so small that the
electrons are only free to move in the two dimensions
parallel to the heterojunction, forming a two
dimensional electron gas (2DEG). In a similar way, if 
the AlGaAs layer is doped with acceptor impurities, a 
two dimensional hole gas is formed at the top of the 
valence band. Mobility enhancement in a modulation 
doped AlGaAs/GaAs heterostructure was first obtained by 
Dingle et al. [2]. By separating the doped AlGaAs region 
from the interface with an undoped AlGaAs spacer layer 
the impurity scattering can be further reduced [3],[4]. 
The mobility of electrons in the 2DEG increases with 
the spacer layer thickness d [4 ],[5 ],[6 ] reaching a peak 
at some value of d, which can be up to 800A in high 
purity material [6].
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The modulation doped heterojunction is called
"normal" when the AlGaAs layer is grown on top of the 
undoped GaAs layer. If the AlGaAs layer is grown first 
and the 2DEG is formed in GaAs on top of AlGaAs, the
structure is referred to as "inverted". Ideally^ of
course, the transport properties of normal and inverted 
structures should be identical. In practice, however, 
normal structures have superior properties, the highest 
mobility reported so far being 3.IxlO^cm^/Vs [6 ], over 
an order of magnitude higher than the best mobility 
achieved in an inverted structure [7 ].
There are believed to be three principal reasons for 
the inferior performance of the inverted structure: 
interface roughness, impurity buildup near the interface 
and Si migration from the doped AlGaAs layer. In this 
work, however, evidence is presented that the mobility 
may be limited by the strong localisation of the 2D 
electrons.
6.1.2 Interface roughness
It has been found that GaAs/AlGaAs multiple quantum 
well (MQW) structures and AlGaAs layers with x>0.3 have 
wavy surfaces when grown at intermediate temperatures 
Tg=630-690°C [8 ],[9] with a maximum roughness at about 
Tg=650°C and Al mole fraction x=0.5 [11],[12]. The
surface roughening can be reduced by using a lower 
growth rate [12], a low (R=2.1) or high (R=ll) As^rGa 
flux ratio [9 ],[12], thermally cracked As^ instead of 
As^ [13], a lower aluminium concentration, a growth 
temperature outside the 'forbidden range [8 ],[9],[10] 
or a GaAs substrate misoriented from the (100) plane
[14]. No surface roughness in this temperature range has 
been observed for either GaAs or AlAs.
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Among the causes proposed to explain the surface 
roughening are inhomogeneous nucléation [11] due to the 
low surface mobility of Al compared to Ga [15], an As 
deficiency of the AlGaAs layer resulting from the short 
lifetime of As^ on the GaAs surface at high temperatures
[13], Ga segregation [16], and the accumulation of a 
nucléation inhibiting impurity such as carbon on the 
growing surface [17].
6.1.3 Impurity accumulation
GaAs/AlGaAs single and multiquantum well structures have 
shown weak extrinsic photoluminescence due to neutral 
acceptors, probably carbon [18]. It is believed that 
carbon segregates on the surface during the growth of 
the ternary layer, degrades the smoothness of the inter­
face because of its growth inhibiting nature and is 
finally incorporated in the GaAs layer where its solu­
bility is higher [12],[17],[19],[20,[21]. DLTS analysis 
has shown qualitatively that impurities or traps are 
confined in a thin layer of GaAs near the interface
[10]. The use of a superlattice buffer layer or GaAs 
quantum wells improves the purity of AlGaAs because C 
and Si are trapped near the first inverted interface
[17],[22].
6.1.4 Silicon migration
There is good experimental evidence to suggest that a 
major reason for the inferiority of the inverted 
structure - at least at elevated temperatures - is 
caused by the migration of Si atoms from the doped 
AlGaAs layer towards the quantum well. Sasa et al. [23] 
measured the mobility of the 2DEG as a function of the 
quantum well width in structures which had a doped
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AlGaAs layer grown on both sides of the well at 680°C. 
Two different kinds of 2DEG were found to exist in the 
well, a high mobility 2DEG near the normal interface and 
a low mobility 2DEG near the inverted interface. The 
decreased mobility was explained by assuming Si- 
migration through the 60A undoped spacer layer.
The best evidence for Si migration has been obtained
by Inoue et al [25],[24] who grew GaAs single quantum
wells which were doped symmetrically on both sides. The
2DEG mobility depended on the growth temperature T^
reaching a maximum at 530*^C and decreasing
considerably when T^ = 600°C. This reduction was
supposed to be due to the diffusion or segregation of
Si from the bottom n-AlGaAs layer. Inoue et al. [25]
also used a 150A superlattice in the spacer layer to
improve the inverted interfaces. Samples grown at 530°C
2
had high mobilities = 120000cm /Vs) but a sample
grown at 630°C showed a much degraded mobility and a
1 ? —  2
high electron concentration (2.3x10 cm ). The Si
distribution was measured by secondary ion mass spectro­
metry (SIMS). No evidence of Si migration was seen in
the low temperature sample but in the sample grown at
630°C Si was seen to accumulate near the surface. Also 
Si had clearly migrated into the well from the bottom 
doped layer. Therefore the superlattice did not prevent 
Si migration.
Whether the Si migration is caused by surface 
segregation during the growth of the layer or subsequent 
diffusion is not known. Heiblum et al. found from SIMS 
measurements that Si tends to accumulate near the 
surface [26],[27]. This accumulation is not necessarily 
proof of surface segregation. It can be an artefact of 
the SIMS measurement or caused by the diffusion of 
dopant atoms to the depletion zone created by the pin­
ning of the Fermi level at the surface.
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When AlGaAs is doped with silicon below 2xl0^®cm~^ Si 
is incorporated only as a donor but at higher doping 
levels the free electron concentration saturates [28]. 
This saturation effect may be due to Si being 
incorporated with equal probability on both donor and 
acceptor sites, possibly forming Si-Si pairs. However, 
Maguire et al. have found evidence that Si^ donors in 
highly doped GaAs are primarily compensated by complexes 
of silicon and a native defect, probably gallium vacancy
[29]. A similar compensation mechanism could also be 
operative in AlGaAs.
At the high doping levels of > 2xl0^®cm~^ the
diffusion coefficient of silicon is also high and the 
diffusion of silicon can disorder AlAs-GaAs super­
lattices [28],[30]. SIMS studies of silicon in the low 
doping regime have shown that Si-migration is slightly 
asymmetric being faster towards the growth direction
[28]. In highly doped AlGaAs no asymmetry has been 
observed.
6.1.5 The improvement of inverted heterostructures
Several techniques have been used to improve the 
quality of the inverted AlGaAs/GaAs interface [31]. To 
reduce surface roughening and impurity accumulation 
growth at a high temperature (Tg=700°C), a slow growth 
rate, the use of As^ instead of As^, superlattice or MQW 
buffer layers or a thin GaAs prewell have been utilised. 
Drummond et al. [7] used a 150A thick AlGaAs/GaAs three 
period superlattice in place of the undoped AlGaAs 
spacer layer and obtained lOK mobilities of up to 256000 
cm^/Vs. They attributed this improvement to the relief 
of strain caused by the superlattice. It has been 
observed, however, that a superlattice is not effective 
in preventing Si migration at high doping levels due to 
the high diffusion constant [24],[28].
Page 97
Drummond et al. have investigated the Hall mobility
of inverted AlGaAs/GaAs heterostructures as a function
of the growth temperature [32]. They found that maximum
mobilities (8000 cm^/Vs) were obtained at Tg=700°C.
Mobilities dropped sharply for T^ < 680°C. This should
be contrasted with the behaviour of the normal
structures which exhibit maximum mobilities when grown
at temperatures between 620-650^C and much lower
mobilities at higher temperatures [5],[6 ],[10]. Harris
and Foxon, however, have shown that by reducing the
17 — 7
silicon concentration in the doped layer to 4x10 cm 
the critical temperature for 2DEG mobility degradation 
was increased to above 680°C [33]. This is believed to 
be due to the much lower diffusion coefficient of 
silicon in the low doping regime [28].
6.2 On the purpose of the experiment
The goal of the experiments described here was to 
develop a test structure which would allow silicon 
migration to be distinguished from the other effects 
influencing the mobility of the 2DEG in both normal and 
inverted structures, and to determine whether the 
surface segregation or the diffusion of silicon is the 
dominant migration mechanism.
It is difficult to grow normal and inverted 
interfaces which are of comparable quality, therefore it 
is desirable for the 2DEG to see both interfaces 
simultaneously. This can be accomplished by using a thin 
quantum well in which the electron wave function is 
symmetrically confined by both interfaces.
As shown in Figure (6-1) the complete structure 
consists of a thick undoped GaAs layer, a 0.2um Al^Ga^As 
buffer layer, a 400Â thick doped AlGaAs layer and an 
undoped AlGaAs spacer, a lOOA thick GaAs quantum well, 
an undoped AlGaAs spacer, another doped 400A AlGaAs
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Figure (6-1). A schematic energy band diagram of the 
test structure.
o o
Normal structure: d, = 400A, d_ = lOOA.
o , “ o
Inverted structure: = lOOA, d^ = 400A.
layer and a 170Â thick undoped GaAs contact layer.
To prevent the quantum well from being excessively 
distorted by the electric fields, doped AlGaAs layers 
were grown on both sides of the well, a fully symmetric 
structure could not be used because the purpose was to
investigate the difference in the silicon migration in
normal and inverted structures. Therefore the "normal" 
structure was grown with a thick undoped spacer layer on 
the substrate side of the well and a thin spacer on the 
other side (Figure 6-1). In the "inverted" structure the 
thicknesses of the spacers were inverted compared to the 
normal structure. It was assumed that the well was thin 
enough to prevent the asymmetric doping from distorting 
the well significantly. As will be seen later this 
assumption is not quite correct.
It was originally envisaged to grow pairs of normal 
and inverted samples at several different growth 
temperatures (T^) to find out the effect of varying T^ 
on the mobility of the 2DEG. Due to the usual practical 
difficulties associated with MBE only one pair of 
samples was grown succesfully at a low temperature of 
600°C. These samples were subsequently annealed at
higher temperatures of up to 700°C to see whether post­
growth silicon diffusion occurred. The samples were 
characterised by measuring the electron mobilities at
4.2K.
In the following, after the experimental methods have 
been described, the 2DEG density in the well and the 
distortion of the quantum well due to the asymmetric 
doping profile are calculated in Sections 6.4 and 6.5. 
In Section 6.6 the theoretical dependence of mobility on 
the 2DEG density for each scattering mechanism is 
calculated. These results are used in Section 6.7 for 
explaining the experimental results, and to determine 
the probable scattering mechanism limiting the mobility 
in the single quantum well samples.
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6.3 Experimental
The samples were grown at Philips Research 
Laboratories in a modified commercial MBE machine 
(Varian 360) which has been described elsewhere [34]. 
The 360 was equipped with computerised shutter and 
temperature control allowing automatic growth of 
complicated structures. A graphite As^ source and pBN A1 
and Ga cells were used. The undoped semi-insulating GaAs 
substrates were cleaned with solvents and etched for 3 
minutes in a 3:1:1 {H2S0 ^ :H2O 2 :H2O ) solution prior to 
mounting on Mo-blocks with an In-Ga eutectic alloy. The 
substrates were heat cleaned under an As^ flux. The 
substrate temperature was measured with an Ircon pyro­
meter. The oxide removal temperature was assumed to be 
600°C and used as a reference point to calibrate the 
emissivity setting of the pyrometer prior to each growth 
run. Oxide removal was monitored with Reflection High 
Energy Electron Diffraction (RHEED). RHEED oscillations 
caused by the interrupted growth of GaAs and AlAs on a 
reference wafer were used to calibrate both Ga and Al 
fluxes prior to growth. The growth rates were about 
2.06um/h for GaAs and l.lOum/h for AlAs giving a growth 
rate of 3.2um/h for AlGaAs. The closing and opening of 
the Al-shutter caused transients in the cell temperature 
which changed the Al-flux by up to 7%.
The Al-concentrations (x) of the grown structures 
were estimated from the composition dependent position 
of the absorption edge obtained by measuring the surface 
photovoltage signal with a modified Polaron electro­
chemical plotter. The values for the normal and for the 
inverted structure were x = 37% and x = 35.5%,
respectively.
The morphology of the grown wafers was excellent with 
less than lO^cm  ^ oval or other visible defects. 
Samples of 10x20 mm^ were cleaved from the wafers and 
typically 6 Hall bars and 2 Van der Pauw patterns were 
etched on each sample using a photolithographic process
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and Ni-AuGe ohmic contacts were deposited by vacuum 
evaporation. A pair of normal and inverted samples was 
always processed simultaneously to minimise the effects 
of processing induced deviations in the samples.
The Hall mobilities of the Van der Pauw samples were 
measured in a conventional Hall apparatus at 4.2K. A 
superconducting coil producing 34 mT was used. The 
samples could be illuminated with white light to 
increase the 2DEG density. Also a GaAs filter was used 
in some measurements to check the effect of infrared 
radiation on the emptying of the traps in the AlGaAs 
layer.
Shubnikov-de Haas measurements were done at 4.2K 
using a superconducting coil which produced magnetic 
fields of up to 6T. Illumination with both infra-red and 
white light could be used for emptying the traps in the 
AlGaAs.
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6.4 The electron density in the undistorted quantum well
The calculation of the 2D electron density n^ for a 
modulation doped structure is complicated by two 
effects. The surface states on the thin GaAs contact 
layer pin the Fermi level near the middle of the band 
gap and some of the free electrons are used to fill 
surface states causing a decrease of n^ if the doped 
layer is fully depleted. Additionally, the doped AlGaAs 
layer is compensated by deep electron traps, the so 
called DX centres. The origin of these centres is still 
a matter of some controversy but they are known to be 
related to dopant impurities and their concentration is 
very strongly dependent of the Al concentration [36]. 
Below 80K empty DX-centres cannot recapture free
electrons which have been generated from the traps by 
for instance illumination. This is the cause of the 
persistent photoconductivity (PPG) effect in the 
modulation doped structure.
The calculation of the electron density in the
asymmetrically doped quantum well is quite laborious, 
requiring the self-consistent solution of the electron 
distribution in the well. Because the model will contain 
several adjustable variables which are not known very 
accurately, it is sufficient to solve the simpler 
problem of calculating the electron density in the
symmetrically doped (d^ = d2 in Figure (6-2)) quantum 
well. Due to the symmetry the skewing Eg=0 and the 
depletion widths are equal: ^l “ ^2 ~ D/2. The
conduction band discontinuity is
A E  = E^(L/2) - Ep + (Ep-E^) + A E ^  (6-1).
The position of the conduction band edge at the inter­
face E^(L/2) can be obtained from Poisson s equation
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where the relation between n^ and the depletion width D 
has been utilised:
"s = HpD (6-3)
The ground state energy level, E^, for the ideal, flat 
well can be solved numerically [35] from simple 
transcendental equations. For a 250 meV deep GaAs well 
Eq can be approximated quite well by the expression
E = 35meV when 30A < L < 120A
° (L/100A)1'1
The 2DEG has a constant density of states, therefore in 
the degenerate case n^ is given by
"g = gm*(Ep-E^) (6-4)
27Th^
with the degeneracy g=2 . m* is the effective mass and h 
the reduced Planck's constant.
The position of the Fermi level in the doped region 
can be assumed to be pinned by the Si donor level which 
is strongly dependent on the composition of the AlGaAs 
layer, and is taken as a constant E^ = 60meV. The 
correct value of the conduction band discontinuity E^ 
is not quite certain, a value E^ = 250 meV is adopted 
here. Then n can be solvec from equations (6—1,...,6—4)
{ ^ j { 2 d + 1 9 . 2 ) \ ' ^ +  84290Ng { 2d+79 . 2 )
(6-5)
Equation (6-5) gives in units of 10 cm , d is in 
units of A and in The calculated values
from (6-5) are shown in Figure (6-3).
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6.5 The distortion of the asymmetrically doped well
The amount of distortion, , in the asymmetrically 
doped quantum well (Figure 6-2) can be calculated by 
integrating the band bending caused by the charge on the 
substrate side [37]:
£-j + I  -Wo'D, (6-6)
where e i s  the band bending caused by the 2DEG in the 
well. If unintentional impurities are ignored Poisson's 
law gives for e &
(6-7
where are the wavefunction and electron density
in each sub-band i (i=0,l,...). A similar equation 
determines ec^^«
The second depletion width D2 is determined by
£p 4,4' +1 Ml M  '  ^ (6-8)
By defining the total depletion width D caused by the 
2DEG:
D = ng/Ng
and by using (6-6 ), from equation (6-8 ) can be solved 
p  = (6-9)
d ,  f c l ^  -h L-f- D
The position of the Fermi level is determined by
From (6-6 ) and (6-10) the skewing is found to be 
E =  . 0 L  -  e i ,
s 6,
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Figure (6-2). A schematic conduction band diagram of 
the asymmetrically doped single quantum well.
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Figure (6-3). The calculated maximum 2D electron density 
as a function of the spacer layer thickness in a 
symmetrically doped single quantum well ( =
By using equation (6-11) and the analogous equation for 
edj the sum of the two band bending terms can be solved:
®(^1 + 4 ' = (6-12)
To obtain e and accurately it is necessary to 
solve and N. self-consistently, i.e. the potential 
in the square well must include both the electrostatic 
potential of the 2DEG and the exchange-correlation 
interaction. Such a calculation involves the numerical 
solution of the Schrodinger equation and Poisson's 
equation [37].
However, the exact solution of equation (6-9) is not 
necessary for the purposes of this work, the aim being 
just obtaining an estimate whether the skewing is
significant compared to the separation of the ground
state energy level from the bottom of the well. 
A good approximation is to assume a symmetric charge
distribution in the well, and to take and as
equal. Then from (6-9) and (6-11) E_ is easily solved
E = ^ ^  (6-13)
At high 2DEG densities the total depletion width D is of 
the order of lOOA. An estimate of the maximum skew from 
equation (6-13) is shown in Figure (6-4) as a function 
of the well width L. For the test structure with L-IOOA 
the maximum skew can exceed the separation of the ground 
state energy level from the well bottom. It is therefore 
likely that the 2DEG does not 'see' both interfaces 
equally well. From Fig. (6-4) it is clear that a well 
thickness of about 50Â should be used to ensure a
reasonably symmetric well. The first sub-band of 50A
thick well is also at a sufficiently high energy to
ensure that only the ground state will be occupied.
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The sign of the skewing energy is such that the well 
is tilted towards the nearest doped region. If the 
inverted interface is of poorer quality than the normal 
interface, the mobility of the 2DEG can be expected to 
higher in the normal than in the inverted structure. 
However, if the quality of the interfaces is the main 
factor limiting the mobility, the ju vs. n^ plot of the 
normal structure should be steeper than that of the 
inverted structure because at higher 2DEG densities the 
well becomes more distorted therefore moving the 
electron distribution away from the inverted interface 
in the normal structure and towards the inverted 
interface in the inverted structure.
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Figure (6-4). The calculated two lowest energy levels 
(Egy E^) in a square 250meV deep GaAs/AlGaAs quantum
the estimated maximum skew
is
well [35]. As a comparison.
(Eg(max)) of the test structure from equation (6-13 
shown.
6.6 Mechanisms limiting the mobility in GaAs/AlGaAs
quantum wells
At temperatures below 80K the mobility of the 2D 
electrons is limited mainly by [10],[38],[39]
-ionised impurity scattering 
-interface roughness scattering 
-scattering by acoustic phonons 
-alloy scattering 
-intersub-band scattering
-strong localisation by interface potential fluctuation.
Of these neither the intersub-band scattering nor 
strong localisation is a distinct scattering mechanism. 
Intersub-band scattering occurs when the second sub-band 
becomes populated at high 2D electron densities and 
the scattering rate of the electrons increases due to 
the increase in phase space leading to a sudden drop in 
the mobility [38].
Strong localisation is the result of potential 
fluctuations at the interface, which inhibit the move­
ment of the 2DEG electrons. Foxon et al. [40] have found 
evidence of strong localisation at the normal interface 
of some SH samples. The mobility of the 2DEG in such 
samples increases very steeply with n^ due to the 
increase in the Fermi level resulting in power law
exponents (X> 3.
In the following sections 6 .6 .x the theoretical 
dependence of the mobility on the 2DEG density n^ for
each scattering mechanism is derived. The power law
dependencies thus obtained are used in section 6.7 to 
explain the experimental results for the asymmetrically 
doped samples.
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(6-14
6.6.1 Scattering by remote ionised impurities
The electrons in the 2DEG are scattered through the 
Coulombic interaction by the ionised impurities located 
either in the GaAs well, at the heterojunction or in
the AlGaAs layer. The purity of high quality GaAs grown
by MBE is such that unintentional ionised impurities are 
not a significant source of scattering in high mobility 
single interface samples [10],[41], the scattering being 
dominated by the remote ionised impurities [39].
Lee et al. have considered remote impurity scattering
within the 0th sub-band [42]. Their analysis gives the
mobility limit in the SH 2DEG as
r _ l _  ^
' TT/Vj, t
where d is the thickness of the undoped spacer layer and
D is the width of the layer containing ionised
scatterers. z is the average distance of the electron 
wavefunction from the heterojunction into GaAs and 
depends on n^:
z = (n /lol2cm"2)-l/355A (6-15)
The 2DEG density is changed by emptying electron traps 
in the doped AlGaAs layer by illumination. It can 
therefore be assumed that the density of scattering 
centres is roughly equal to the density of ionised
donors which is constant (N^). Also the width of the 
doped layer, which contains the scattering centres is 
constant (D). Figure (6-10) shows the calculated values 
of the mobility for D=400A and = IxlO^^cm"^. The
experimental values are well below the theoretical 
mobilities.
When the doped AlGaAs layer is not fully depleted, 
the scattering by ionised donors is reduced by the image 
charges [43 ], which effectively move the fixed charge
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further away from the 2DEG. Hence the inclusion of image 
charges would increase the discrepancy between the 
theoretical mobilities limited by the remote ionised 
impurities and the experimental mobilities measured for 
the asymmetrically doped quantum wells.
6.6.2 Ionised impurity scattering due to interface 
charge
The momentum relaxation time due to scattering by an 
ionised background impurity density N in the well or at 
the interface is given by [42]
(6-16)
,  _  /  / t ^
where I =
For GaAs S = 2xl0^m~ . The integral I can be solved
numerically. For electron densities n between 2- 
11 _o s
18x10 cm I can be approximated accurately by
I (rig) = 0 .395{ng/lollcm"2)0-445_
Therefore, the mobility limit due to the interface charge
IS
g r  (n /1 0 cm ) (6-17)U  = 17500-p _s:________
' ( W / / o ' V )
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6.6.3 Interface roughness scattering
By assuming a Gaussian form for the correlation of the 
surface roughness Ando [44] obtained for the inverse of 
the relaxation time due to the interface roughness 
scattering
where q is the wave vector, A the average displacement 
of the interface and A  is the order of the range of the 
spatial variation parallel to the interface. The 
effective field is given by
E^ff
and the dielectric function by 
^=(q) = 1 • F(q)- P(q)
where F is the form function and P the polarisation.
If the depletion charge is ignored, (6-18) can be 
written as an integral over the circumference of the 
Fermi circle and the inverse of the relaxation time is 
proportional to
To obtain the functional dependence of l / X  on the 2DEG 
density n^ the integral in (6-19) needs to be evaluated. 
If the lateral spatial decay rate of roughness, V L  , is 
large ^  O* , therefore the interface roughness
scattering can only be significant if-/Lis small, i.e.
JV < l/(q sin|)
page 110
Then the exponential in the integrand of (6-19) is 
almost constant and the only term dependent on n in the 
integral is the dielectric function To solve^ 6  the 
polarisation can be written [45]
where u is the step function. Because the integration 
only needs to be done over the circumference of the 
Fermi circle, P(q) can be taken as a constant;
P(q) = 2m^/7Th^ .
The form factor F(q) is
where b is the variational parameter in the Stern-Howard 
variational wave function [45]. It is straightforward 
to show that for the GaAs/AlGaAs heterojunction q/b>>l 
except for very small values of &  . Therefore F(q) 
vanishes everywhere except near = 0. When q/b < l^F(q) 
can be taken, as a first approximation to be a constant. 
Therefore the dielectric function is only weakly 
dependent on n^ and
- 2
s
The interface roughness scattering in a single hetero­
junction quantum well is inversely proportional to the 
square of the 2DEG density.
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6.6.4 Scattering by acoustic phonons
At low (<70K) temperatures the lattice scatters 
electrons by acoustic phonons through the deformation 
potential and the piezoelectric field. The momentum 
relaxation time due to the deformation potential 
scattering is [42] proportional to
where b is the effective width of the 2DEG and the 
integral I can be interpolated by
= /
I, = /I + Jls-
-1/3Because b is proportional to n^ , the mobility limit 
due to the deformation potential decreases when the 2DEG 
density increases:
-1/3
S
The mobility limit due to piezoelectric scattering is 
independent of n^ [44]:
ji = 13 . 7xl0^cm^/Vs (6-20)
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6.7 Results and discussion
6.7.1 Shubnikov-de Haas measurements
In Shubnikov-de Haas (S-dH) measurements the 
resistivity of the Hall bar is measured as a function of 
the magnetic field strength. The measurements were 
repeated at 4.2K both in the dark and after illumination 
with an infrared light emitting diode (LED), and a red 
LED and finally white light to increase the 2DEG 
density. Figure (6-5) shows S-dH results for the normal 
sample. There is only one period of oscillation 
indicating that only one sub-band is occupied. In 
contrast, the resistivity of the inverted sample 
saturated with white light (Figure (6-6)) displays two 
different periods of oscillation, indicating the 
existence of a parallel conducting channel.
There are two possibilities for such a parallel 
conducting layer, either it is due to the free electrons 
in one of the doped AlGaAs layers or to the occupation 
of the first sub-band in the 2DEG, which in an ideal, 
flat, 250meV deep and lOOA thick GaAs quantum well is 
93meV above the ground energy level (Figure 6-4). This 
theoretical value can be compared to the separation of 
the Fermi-level and the ground state energy level at the 
onset of the second period of oscillation, which can be 
estimated by using the equation for the electron density 
in the 2DEG:
"s
Equation (6-21) is valid when Ep-E^ >> kT. The onset of 
the second period of oscillation in the inverted sample 
occurs at n^ = 1.3x10 cm” , hence the separation of the 
Fermi- and the ground state energy levels is E^-E^ =
46.5meV, only one half of the calculated value for the 
ideal well.
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Figure The magnenoresistance (R^y) after
saturation by white light and the resistivity (R^x^ both 
before (b) and after (a) saturation by white light of 
the normal structure at 4.2K as a 
magnetic field strength.
function of the
3 L2
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Figure (6-6). The resistivity of the inverted structure 
as a function of the magnetic field strength in the dark
(a) and after saturation by white light (b). The second
period of oscillation in (b) indicates parallel
conduction in another subband.
The large discrepancy between the calculated ideal 
energy level separation and that measured from the S-dH 
data indicates that the parallel conduction is more 
likely due to the doped AlGaAs rather than the first 
sub-band in the quantum well. This interpretation is 
supported by the Hall scattering coefficient data of 
Section 6.7.2. However it should be noted that the 
distortion of the quantum well reduces the separation of 
the energy levels. In fact a severly distorted well is 
similar to a single heterojunction, in which the separa­
tion of the first and ground energy levels is about 
33meV at n =1.2xl0^^cm“  ^ [47].
The number of filled Landau levels in the 2DEG, , is 
given by
= Ep-E^ (6-22)
where is the cyclotron frequency. Therefore from (6- 
21) and (6-22) the 2DEG density can be solved as a 
function of the filling factor g and the magnetic field 
strength B:
n^ = 2.42'lO^^cm"^ (g^)B/[T] (6-23)
n^ is obtained from the resistivity R^^fB) by plotting 
the filling factor gv as a function of the inverse of 
the magnetic field strength 1/B. The filling factor in 
turn is calculated from the plateaus in the Hall 
resistance which are given by [48]
«XV = B / - S  = (6-24)xy ^ gv
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In Figure (6-10) the relation between the mobility 
and the 2DEG density obtained from S-dH measurements at 
4.2K is plotted for both the normal and the inverted 
samples. For comparison also the results of Hall 
measurements of Van der Pauw (vdp) patterns are shown. 
The normal sample has higher mobilities but a lower n 
than the inverted sample indicating that silicon has 
migrated further towards the quantum well from the first 
doped layer than from the second. For the inverted 
sample the data from the Hall measurement does not agree 
with the results from the S-dH measurement giving 
further support to the presence of parallel conduction 
in of the AlGaAs-layers.
6.7.2 The Hall scattering coefficient
The Hall coefficient is defined as the transverse 
field Ey divided by the product of the magnetic field 
strength B and the current :
Rjj = E /(BJjç) (6-25)
The free electron concentration n can be calculated from
by using the equation
n
Ry = r^/(e*n) (6-26)
The value of the Hall scattering coefficient, r^, can 
be obtained by measuring the Hall coefficient at high 
magnetic fields [50]:
rg(B) = —H (6-27)
Rg(B>>l/u)
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Figure (6-7). a) The Hall scattering coefficient r,,(B) 
at 4.2K calculated from the S-dH data for the normal 
sample: I) in the dark (low n^ )
II) saturated by white light (high n^). 
b) Same as (a) but for the inverted sample.
6.7.3 Mobility vs. temperature
The Hall mobility and 2DEG concentration of both 
structures was measured as a function of the temperature 
from 300K to 4.2K (dark) and from 4.2K to 300K (after 
illumination). The results are plotted in Figures (6-8a 
and b). Before illumination the mobility of both samples 
shows a broad maximum at about 80K ( normal sample) to 
60K (inverted) before decreasing at lower temperatures. 
After illumination the mobility of the normal structure 
increses monotonically towards 4.2K having only a small 
peak around 80K, whereas the inverted structure has a 
large peak at 30K.
Before illumination the 2DEG density of both samples 
declines monotonically with temperature, illuminated 
structures, however, show a peak at 30K to 50K. The
inverted sample has interesting variations in n^ between 
15-50K depending on the pair of contacts used for
measuring the Hall voltage (see inset of Figure 8(a)).
The decrease of the Hall mobility at low temperatures 
is probably caused by the strong localisation of the 2D 
electrons by potential fluctuations at the interface
[40]. It seems that the localisation is stronger in the
inverted structure, i.e. at the inverted interface. 
Since the localisation is evident in samples with n 
1-2x10 cm the average potential fluctuation can be
estimated to be at least 50-70meV. The cause of the
fluctuations is not certain, but interface roughness and 
interface charges or alloy composition fluctuations are
most likely candidates [40]. As shown in Section 6.5
the 2DEG in the normal structure is probably quite far
away from the inverted interface due to the distortion 
of the quantum well; therefore if - as appears likely - 
the potential fluctuations are mainly due to the 
inverted interface, the fluctuations must be quite long 
range.
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Figure (6-3). The Hall mobility, free electron 
concentration and resistivity as a function of 
temperature (Before = before illumination. After = after 
illumination).
a) Inverted structure. 1,2,3 refer to different pairs of 
probes used for measuring the Hall voltage of the Hall 
bar (inset) .
6.7.4 Annealing experiments
Pairs of samples cleaved from both the normal and 
inverted wafers grown at 600®C were cleaned in the usual 
manner but with the final etch being omitted. The 
samples were mounted on Mo-blocks and loaded into the 
growth chamber where they were annealed in a stabilising 
AS4 flux of IxlO^^molecules cm ^s “ for 15 minutes. 
Annealing temperatures were 650°C, 680°C and 700°C.
The Hall mobilities at 4.2K as a function of the 2DEG 
density for both annealed and unannealed samples are 
shown in Figure (6-9). The samples were cooled down to 
4.2K in the dark. Pulses of white light were used to 
empty some of the electron traps and to change n .
An anneal at 650°C does not affect the mobility of 
the 2DEG. Annealing at 680°C and lOO^C however causes a 
marked decrease in the mobility indicating that silicon 
diffuses towards the quantum well in both structures 
during the high temperature anneal. In the inverted 
sample annealed at 700°C a Hall voltage could only be 
measured when the sample was saturated by white light. 
This was probably caused either by an increase in the 
electron trap density or by a deterioration of the ohmic 
contacts.
In the normal sample the ^ v s .  n curves are extended 
to lower values of n as the annealing temperature 
increases. If silicon dopant atoms diffuse towards the 
quantum well, n can Ibe expected to increase. The 
decrease in the minimum value of n is probably due to 
the evaporation of the surface GaAs contact layer at 
high temperatures. According to Imura et al. [52Î the 
desorption rate of GaAs should be about 70A/min at 
700°C, sufficient to remove the entire contact layer of 
170Â during the 15min anneal. At low n^ the entire 
doped surface layer may be depleted, therefore as the 
GaAs layer desorbs the shifting surface depletion
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impurity scattering (solid lines, N = 1x10 cm , D - 
400A) and the model for interface charge scattering (N =
10
1.5x10 cm broken line). For comparison the 
experimental results of the normal and inverted quantum 
well structures are shown.
region moves towards the quantum well thus reducing the 
total charge available for the 2DEG.
It has been suggested that a possible reason for the 
migration of silicon towards the inverted interface is 
the buildup of native defects in the thick AlGaAs buffer 
layer which might increase the diffusion coefficient of 
Si [53]. Such effects, if they exist, can be eliminated 
by the use of thin GaAs prewells before the doped AlGaAs 
region. However, it should be noted that the annealing 
experiments of this work do not indicate any major 
difference in the rate of diffusion between the normal 
and the inverted structures.
6.7.5 The mobility vs. the 2D electron density
Experimentally the 2DEG mobility is found to be 
proportional to some power ^  of the 2DEG density n^:
Ay - (6-28)
For high mobility samples with thick spacers is usual­
ly about 1.5 [40]. OC has been calculated from Lee's 
model for remote ionised impurity scattering (equation 
(6-21)) and the result is shown in Figure (6-11). oc is 
indeed 1.5 for thick spacers, and decreases to 
about 0.82 when the thickness of the spacer (d) is 
reduced to zero. Such a reduction of as a function
of d has been observed by Hirakawa et al. [54]. The 
calculated values of for other scattering mechanisms 
are also shown in Figure (6-11).
It is reasonable to conclude that since oC is about 1 
for both normal and inverted structures, the scattering 
due to surface roughness {c< = -2) and acoustic phonons 
( oc= -1/3...-5/6) can be excluded as probable mechanisms 
limiting the mobility. Only the ionised impurity 
scattering due to remote impurities with a spacer 
thickness of d = lOOA has the correct value of oc " 1.2.
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a) The power law {jj " ) exponent for ionised impurity
scattering as a function of the spacer layer thickness 
(N_ = 1.SxlO^^cm”^ ) calculated from the model by Lee et
al . [44].
b) The power law exponents for the different 
scattering mechanisms.
However, the theoretical mobilities are much higher than 
the measured values even if the effective spacer layer 
thickness is assumed to be 0.
Scattering by ionised interface or background 
impurities can explain the observed mobilities if a very 
high interface charge density OlO^^cm"^) is assumed. 
The theoretical exponent for ionised interface 
scattering is only 0.55. However, the interface charge 
density is probably not independent of the Fermi level
[42], i.e. an increase in the Fermi-level may compensate 
some of the interface charge leading to a higher value 
of than that predicted by assuming a constant density 
of scattering centres.
Foxon et al. [40] have measured values of 3 for 
the high mobility samples showing strong localisation, 
yet it is not known whether localisation always causes 
such high values of oc . Therefore strong localisation 
cannot be excluded as the possible cause of the poor 
mobility at 4.2K even though the exponent (%= 1.2 is
smaller than observed by Foxon et al.
6.8 proposals for future work
In this work only one pair of quantum well samples 
was succesfully grown at 600^C. It would be interesting 
to grow pairs of samples at several different 
temperatures and compare their 2DEG mobilities with 
those of annealed samples.
The 2DEG mobilities of the asymmetrically doped 
quantum wells were quite low, probably due to the strong 
localisation caused by potential fluctuations at the 
inverted interface. It is important that the mobilities 
are as high as possible. Some of the techniques 
mentioned in Section 6.1.5 could be utilised to 
improve the inverted interface. Specifically, a 
slightly higher growth temperature for the low
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temperature sample (630^C) and a lower growth rate could 
be used. To getter impurities in the thick AlGaAs buffer 
layer very thin GaAs prewells should be used immediately 
prior to the first doped AlGaAs layer.
The skewing of the asymmetrically doped quantum well 
can be minimised by reducing the thickness of the well. 
To achieve an electron distribution which is reasonably 
symmetric in relation to both interfaces the ground 
state energy must be several times the maximum skew 
Eg(max). As shown in Figure (6-4) a well thickness of 
50A fulfils this requirement and still allows a 
reasonable maximum 2DEG density. An additional benefit 
from the use of a narrow well is that the separation of 
the energy levels is increased and only one level will
be occupied even at high n .
^ 1 8 —3
The nominal doping level of 1.5x10 cm used in this
work is quite high and very near the level at which
Gonzalez et al. [28] observed a higher diffusion
coefficient of silicon in AlGaAs. A comparison with
17 — 3annealed samples of a lower (”5x10 cm ) doping level 
would reveal whether the concentration dependent 
diffusion coefficient affects the post growth migration.
The quality of the quantum well could be analysed by 
photoluminescence measurements to check whether unwanted 
impurities are present in the well.
It seems that strong localisation may be one of the 
reasons for the inferior electron mobilities in inverted 
structures. It would therefore be useful to measure the 
mobility as a function of the temperature in such 
structures to reveal whether the characteristic "bump" 
in the vs. T curve exists.
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6.9 Conclusions
Hall and Shubnikov-de Haas measurements of the asym­
metrically doped single quantum well test structures 
show that similar 2DEG densities can be achieved in both 
the normal and the inverted structures. The maximum 
electron density n^ of the inverted structure is 
slightly higher indicating that the silicon dopant has 
migrated towards the quantum well during the growth. 
The mobility of the 2DEG in the normal structure at 
4.2K is higher than in the inverted structure which 
may be another indication of the migration of the 
ionised impurities from the first doped layer. However 
it is not known how much the possible differences in the 
quality of the two interfaces affect the results. Calcu­
lations show that the 100Â wide quantum well is tilted 
towards the nearest doped region to such an extent that 
the 2DEG distribution is strongly asymmetric.
The measured power law exponents of the vs. 
curves indicate that neither the surface roughness 
scattering nor the acoustic phonons are responsible for 
the rather low mobilities in the single quantum wells. 
Remote ionised impurity scattering has the correct power 
law dependence but the theoretical mobilities are much 
higher than those measured for the asymmetric test 
structures.
The ionised impurity scattering by interface (or
background) impurities can explain the observed
mobilities if a high interface charge density of N >
10 2 10 cm is assumed.
However, on the basis of the mobility vs. temperature 
measurements the strong localisation of the 2DEG by 
potential fluctuations at the inverted interface can be 
considered the most likely mechanism responsible for the 
low 4.2K mobility. The power law exponent CX= 1.2 is 
lower than that observed by Foxon et al. [40] possibly 
indicating that the potential fluctuations causing the
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strong localisation are larger at the inverted interface 
than at the normal single heterojunction. This is the 
first time strong localisation has been suggested as a 
cause of the poor mobility of inverted heterointerfaces.
Both normal and inverted samples annealed at 680°C 
and 700°C show a reduction in the 2DEG mobility at 4.2K 
indicating that silicon atoms diffuse away from the 
doped regions at high temperatures. However an anneal at 
650°C did not affect the 2DEG mobilities of either 
sample. It is not known whether the mechanism limiting 
the mobility of the unannealed samples is due to silicon 
migration during the growth. Therefore it cannot be 
concluded whether or not the surface segregation or the 
diffusion is the dominant migration mechanism of silicon 
at the growth temperature of 600°C.
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CHAPTER 7
CONCLUSIONS AND PROPOSALS FOR FUTURE WORK
The flux calibration measurements of Chapter 2 reveal 
that the beam equivalent pressure (BEP) measured by the 
ion gauge is an underestimate of the true pressure, 
defined as the pressure of an ideal gas which causes a 
flux equal to that caused by the molecular beam. The 
pressure of the In beam is found to be 26 times of the 
beam equivalent pressure (BEP) given by the ion gauge. 
The Pg-flux can be calibrated indirectly from the weight 
of the phosphorus charge and the geometry of the 
cracker-substrate system giving a correction factor C^=8 
which is in good agreement with the calculated value. 
However, a less inaccurate method for calibrating the 
phosphorus flux is needed.
If InP is grown in an insufficient P^-flux, In 
droplets are eventually formed on the surface. The 
experimental phase diagram for this In-rich transition 
under typical MBE conditions can be explained by 
assuming that the minimum P^-flux necessary for 
preventing the surface from becoming In-rich is the sum 
of the flux needed for growth and of the flux needed to 
stabilise the surface against the desorption of P ^ . The 
experimental data fits the model well if an 
accommodation coefficient of 0.2 is assumed for
When III-V alloys are grown at high temperatures, the 
desorption rate of the group III element with the 
highest vapour pressure may become sufficient to affect 
the nett growth rate or the composition of the alloy. 
The thermodynamic equilibrium model [1] developed by 
Heckingbottom for explaining the desorption of Ga from 
GaAs predicts that the desorption rate of In is 
negligible even at the highest growth temperatures 
(560°). Experimental results confirm that the upper 
limit of the desorption rate is less than 0.lum/h at
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560°. More accurate measurements of the desorption rate, 
preferably at even higher temperatures than 560°C are 
necessary to check the applicability of the equilibrium 
model [1] to the desorption of In from InP.
As shown in Chapter 3, the desorption of sulphur from 
InP becomes significant when the growth temperature 
exceeds 500°. The activation energy of desorption is 
about 4.5eV in the high doping regime. It still remains 
to be resolved whether the result of Iliadis et al. [2] 
of a lower activation energy of desorption (1 eV) at low 
sulphur concentrations {< lO^^cm”^) is correct. Since 
electrochemical C-V profiling cannot be used for 
estimating the sulphur concentration at such low doping 
levels, SIMS analyses should be used instead.
Thermodynamic calculations based on VPE growth data 
show that IngS rather than InS is the most likely 
desorbing species. From the calculated equilibrium 
desorption rates it is concluded that the sulphur taking 
part in the desorption reaction should be considered in 
equilibrium with the crystal rather than the vapour 
phase. The calculated enthalpies of equilibrium 
desorption reactions between the bulk crystal and the 
vapour phase are in good agreement with the activation 
energies of desorption of S in InP and S, Se and Te in 
GaAs .
In Chapter 4 the effect of growth conditions on the 
incorporation of sulphur in MBE grown InP is found to 
provide information on the kinetics of the dopant 
incorporation and desorption reactions. On the basis of 
the kinetic model by Wood and Joyce [3] the linear 
dependence of the concentration of incorporated sulphur 
atoms on the incident sulphur flux in the high 
desorption regime implies equal kinetic orders of the 
incorporation and desorption reactions.
From the growth rate dependence of the sulphur 
concentration in InP grown at a high substrate
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temperature the ratio of the rate constants of incorpo­
ration and desorption is shown to be proportional to the 
growth rate. It is assumed that the incorporation rate 
is directly proportional to and the desorption rate is 
independent of the growth rate.
The desorption rate of sulphur can be reduced only 
slightly by increasing the overpressure, hence the 
strong desorption limits the use of S as a dopant for 
MBE grown InP to temperatures below 500°C. The observed 
difference in the effect of the group V element over­
pressure on the incorporation behaviour of S in GaAs and 
InP can be explained by an incorporation rate constant 
which is not a function of the applied As^ pressure in 
the case of GaAs and an incorporation rate which is 
inversely proportional to the applied P^ pressure in 
InP. It seems that equilibrium calculations alone cannot 
explain the relative insensitivity of the desorption of 
sulphur to the P^ pressure.
As discussed in Chapter 5, the concentrations of
native defects formed in the crystal during the growth
under equilibrium conditions can be calculated by
utilising the Law of Mass Action. However, due to the
lack of reliable thermodynamic data the self-consistent
calculation of defect concentrations in III-V compounds
is an overambitious goal. The thermodynamic model can be
simplified by taking the Fermi-level of the crystal as
an adjustable parameter. Therefore, the calculation of
the defect concentrations can be formulated without any
need for self-consistency in regard of the charge
neutrality condition. Moreover, by choosing the defect
formation reactions so that only the group V element in
the vapour phase, and the group III and V elements on
their proper sites in the crystal are involved in the
reaction, the concentrations of all isolated point
defects can be calculated independently of each other. 
Hence only those defects which are of interest or for
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which the thermodynamic data exists need to be included 
in the model.
It is found that the virtual formation reactions of 
isolated point defects in a binary III-V compound can be 
written as physically realisable reactions if the sur­
face atoms are taken explicitly into account. Such a 
formulation allows the "virtual" enthalpies and 
entropies of formation to be determined unequivo'..cally 
to form a self-consistent system. The virtual free
energy of incorporation of the group V element from the 
vapour phase is calculated correctly from the vapour 
pressure of the element over the compound during the 
growth.
A review of the available literature reveals that 
experimental data of the virtual enthalpies and 
entropies of formation is lacking. However, good 
theoretical calculations for the enthalpies of formation 
of vacancies and antisites exist. Especially the 
enthalpies of formation of antisites and neutral
antistructures from the two completely different model 
by Van Vechten [4], and Kraut and Harrison [5] can be 
shown to agree well.
For the entropies of formation neither experimental 
nor theoretical data is available and their assumed 
values are almost pure speculation. The entropies of 
ionisation can be estimated as shown by Van Vechten
[4].
Plenty of both experimental and theoretical results 
of the ionisation levels of native defects exist. The 
theoretical models are not accurate enough to provide 
exact values of the ionisation enthalpies, whereas the
utility of the experimental data is limited by the
difficulty of identifying the defects correctly.
The best available data suggests that anion antisites 
are the most common native defects in InP and GaAs grown 
at typical MBE temperatures whilst also ionised cation 
vacancies should occur at relatively high 
concentrations.
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An asymmetrically doped single quantum well structure 
was developed in Chapter 6 for studying the effect of 
silicon migration on electron mobility in modulation 
doped GaAs/AlGaAs structures. The lOOA wide quantum 
well is shown to be significantly distorted especially 
at high two dimensional electron densities (n^) making 
the interpretation of the measurements more difficult.
Hall and Shubnikov-de Haas measurements show that 
similar values of n^ can be achieved in both the normal 
and the inverted structures. The maximum electron
density of the inverted structure is slightly higher 
indicating that the silicon dopant has migrated towards 
the quantum well during the growth. The mobility of
the 2DEG in the normal structure at 4.2K is higher than
in the inverted structure which may be another
indication of the migration of the ionised impurities 
from the first doped layer. However it is not known how 
much the possible differences in the quality of the two 
interfaces affect the results.
The measured power law exponents of the ^  v s . n^
curves indicate that neither the surface roughness
scattering nor the acoustic phonons are responsible for 
the rather low mobilities in the single quantum wells. 
Remote ionised impurity scattering has the correct power 
law dependence but the theoretical mobilities are much 
higher than those measured for the asymmetric test 
structures. The ionised impurity scattering by interface 
(or background) impurities can explain the observed 
mobilities if a high interface charge density of N > 
lO^^cm^ is assumed. However, on the basis of the 
mobility vs. temperature measurements the strong 
localisation of the 2DEG by potential fluctuations at 
the inverted interface can be considered the most likely 
mechanism responsible for the low 4.2K mobility. The
power law exponent 1.2 is lower than that observed
by Foxon et al. [40] possibly indicating that the 
potential fluctuations causing the strong localisation
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are larger at the inverted interface than at the normal 
single heterojunction. This is the first time strong 
localisation has been suggested as a cause of the poor 
mobility of inverted heterointerfaces. However, the 
evidence for the strong localisation is still somewhat 
circumstancial. It would be useful to have a more direct 
measurement of localisation, one possibility being 
conductivity measurements at 4.2K, which should reveal 
negative differential resistance due to the localising 
potential fluctuations.
Both normal and inverted samples annealed at 680°C 
and 700°C show a reduction in the 2DE mobility at 4.2K 
indicating that silicon atoms diffuse away from the 
doped regions at high temperatures. However an anneal at 
650°C did not affect the 2DE mobilities of either 
sample. It is not known whether the surface segregation 
or the diffusion is the dominant migration mechanism of 
silicon at the growth temperature of 600°C.
It is suggested, that in further studies the quality 
of the inverted interface should be improved to prevent 
strong localisation. The quantum wells should be thinner 
(50A) to prevent the distortion of the well from having 
an effect on the mobilities and test structures should 
be grown at several different temperatures to allow 
comparison with annealed samples.
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MOTTO :
Ei voi kauhalla ottaa, kun on lusikalla annettu 
Ancient Finnish proverb.
