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The degree-degree correlation is important in understanding the structural organization of a net-
work and the dynamics upon a network. Such correlation is usually measured by the assortativity
coefficient r, with natural bounds r ∈ [−1, 1]. For scale-free networks with power-law degree distri-
bution p(k) ∼ k−γ , we analytically obtain the lower bound of assortativity coefficient in the limit
of large network size, which is not -1 but dependent on the power-law exponent γ. This work
challenges the validation of assortativity coefficient in heterogeneous networks, suggesting that one
cannot judge whether a network is positively or negatively correlated just by looking at its assorta-
tivity coefficient.
PACS numbers: 89.20.Hh, 89.20.Ff, 89.65.-s, 89.75.Fb
I. INTRODUCTION
The last decade has witnessed a great change where
the studies on networks, being of very limited interests
mainly from mathematical society in the past, have re-
ceived a huge amount of attention from many branches
of sciences [1, 2]. The fundamental reason is that the net-
work structure could well describe the interacting pattern
of individual elements, which leads to many complex phe-
nomena in biological, social, economic, communication,
transportation and physical systems. Characterizing the
structural features [3–5] is the foundation of the correct
understanding about the dynamics of networks [6–9], the
dynamics on networks (e.g., epidemic spreading [10, 11],
transportation [12, 13], evolutionary game [14, 15], syn-
chronization [16], and other social and physical processes
[17, 18]), as well as the network-related applications [19–
22].
Thus far, the characterization of networks is still a
challenging task, because some seemingly standalone
structural properties are indeed statistically dependent
to each other, resulting in many non-trivial structural
constrains that are rarely understood [23–26]. Let’s look
at the five fundamental structural features of general
networks: (i) the density ρ, quantified by the ratio of
the number of edges M to the possibly maximum value
N(N − 1)/2, where N is the number of nodes; (ii) the
degree ki of a node i (defined as the number of i’s asso-
ciated edges) as well as the degree distribution p(k) [27];
(iii) the average distance 〈d〉 over all pairs of nodes in a
connected network [28]; (iv) the assortativity coefficient r
that quantifies the degree-degree correlation (with math-
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ematical definition shown later) [29, 30]; (v) the cluster-
ing coefficient ci of a node (defined as the ratio of the
number of edges between i’s neighbors to the possibly
maximum value) and the average clustering coefficient
〈c〉 over all nodes with degree larger than 1 [28]. Even
though these measures are very simple compared with
many other recently proposed network measures, there
are complicated correlations between them. For exam-
ple, scale-free networks are of very low density [31] and
usually small average distance [32], a node of larger de-
gree is often with smaller clustering coefficient [33, 34], a
very high-density network must be with high clustering
coefficient and small-world property [26, 35], networks
with high clustering coefficients tend to have high assor-
tativity coefficients [36], to name just a few.
In this paper, we focus on the mathematical relation-
ship between assortativity coefficient and degree distri-
bution. In particular, as the majority of real-world net-
works are found to be very heterogeneous in degree, we
consider a typical class of networks [37, 38]: the scale-free
networks with power-law degree distribution p(k) ∼ k−γ ,
where γ > 0 is called the power-law exponent. Both
the degree distribution and assortativity coefficient are
shown to be critical in understanding the structural orga-
nization of a network and the dynamics upon a network
[6–9, 37–40], hence to uncover the correlation between
these two fundamental measures could help us in clarify-
ing whether a structural property is significant or just a
statistical consequence of another property [26].
Menche et al. [41] analyzed the maximally disassorta-
tive scale-free networks and found that the lower bound
of assortativity coefficient, rmin, will approach to zero
when 2 < γ < 4 as the increase of the network size N .
Instead of an explicit value, they only provide the order
of rmin in the large N limit. Dorogovtsev et al. [42] con-
sidered a specific class of recursive trees with power-law
2degree distribution and found that the assortativity co-
efficient is always zero. Raschke et al. [43] showed both
analytical and numerical results that the assortativity co-
efficient depends on the network size N . Litvak and Van
Der Hofstad [44, 45] highlighted the problem that the as-
sortativity coefficient in disassortative networks system-
atically decreases with the network size, and they provide
some mathematical explanation on this phenomenon. In
particular, they showed that in the large N limit, the
assortativity coefficient is no less than zero [45]. The
above analyses, either on network configuration model
with given degree distribution or on some specific scale-
free network models, showed non-trivial dependencies be-
tween r and N , as well as between r and γ. However,
to our best knowledge, an explicit lower bound of r in
scale-free networks has not been reported in the litera-
tures. In this paper, we will derive the lower bound of r
in scale-free networks for N →∞, and then most of the
above-mentioned conclusions can be considered as direct
deductions from our results.
This paper is organized as follows. In the next section,
we will analytically derive the lower bound of assorta-
tivity coefficient. In section III and section IV, we will
validate the theoretic bound via simulation and empirical
analysis, respectively. Lastly, we will draw the conclusion
and discuss the theoretical significance and practical rel-
evance of our contribution in section V.
II. THEORETIC BOUND
A network is called assortative if nodes tend to connect
with other nodes with similar degrees, and disassorta-
tive if high-degree nodes tend to connect with low-degree
nodes. In this paper, we focus on undirected simple net-
works, of which the degree correlation is usually mea-
sured by the assortativity coefficient, defined as [29, 30]:
r =
M−1
∑
i jiki − [M
−1
∑
i
1
2 (ji + ki)]
2
M−1
∑
i
1
2 (ji
2 + ki
2)− [M−1
∑
i
1
2 (ji + ki)]
2 , (1)
where M is the number of edges and ji, ki are the de-
grees of the nodes at the ends of the ith edge, with
i = 1, 2, ...,M . The assortativity coefficient r is actu-
ally the Pearson correlation coefficient between the de-
grees of neighboring nodes, which is supposed to have
natural bounds r ∈ [−1, 1], where r = −1 indicates the
completely negative correlation, while r = +1 suggests
the perfectly positive correlation. It is straightforward
to accept that a network is assortative when r > 0 and
disassortative when r < 0 [29, 30, 46]. However, such
affirm could be wrong since the natural bounds do not
imply a uniform distribution of r in [−1, 1] and further-
more, the bounds of r in a given network ensemble can
be different from [−1, 1]. For example, if for a given net-
work ensemble, r has non-trivial bounds [0, 1], claiming a
network with a small positive r to be assortative can be
unreliable since it’s quite close to the lower bound of all
possible values. In such case, a network with zero or very
small assortativity coefficient could be disassortative or
assortative. In fact, Dorogovtsev et al. [42] found a spe-
cific class of growing trees, which are strongly correlated
but the assortativity coefficients are always zero.
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FIG. 1: (Color online) Generating networks from a given
degree sequence k0 = {k1, k2, k3, k4} = {1, 2, 2, 3}. (a)
Each stub is labeled by the degree of the node it is at-
tached, and thus the stub sequence is obtained as x0 =
{x1, x2, · · ·, x7, x8} = {1, 2, 2, 2, 2, 3, 3, 3}. Realizations from
the network ensemble defined by the degree sequence k0
can be represented by the corresponding x0, such as (b)
gθ0 = {(x1, x6), (x2, x7), (x3, x5), (x4, x8)}, one possible re-
alization of simple networks without self-loops or multiple
edges; and (c) gθ1 = {(x1, x6), (x2, x7), (x3, x8), (x4, x5)}, one
possible realization of networks with self-loops and multiple
edges.
To uncover the non-trivial correlation between assorta-
tivity coefficient and degree distribution, we consider the
most widely studied network ensemble, where the degree
sequence is fixed and networks satisfying the degree con-
strain appear with equal probabilities [47, 48]. Networks
in such ensemble can be sampled by the uniform config-
uration model (UCM) [49]. Initially, each node i is as-
signed a given degree ki according to the degree sequence
and thus attached by ki half-edges (‘stubs’). Then, ran-
dom pairs of stubs are connected to form edges, with-
out any self-loops and multiple edges. Considering a de-
gree sequence k = {k1, k2, k3, · · ·, kN} with ki being ar-
ranged in a non-decreasing order as k1 ≤ k2 ≤ · · · ≤ kN .
Obviously, there are
∑N
i ki = 2M stubs. By labeling
each stub with the degree of the attached node, one
can obtain the stub sequence x = {x1, x2, x3, · · ·, x2M},
which is also arranged in a non-decreasing order as
x1 ≤ x2 ≤ · · · ≤ x2M . This procedure is illustrated
in Fig. 1(a). The four circles denote four nodes with de-
grees k0 = {k1, k2, k3, k4} = {1, 2, 2, 3}. The stubs are
labeled with the degrees of nodes they are attached to,
as x0 = {x1, x2, · · ·, x7, x8} = {1, 2, 2, 2, 2, 3, 3, 3}.
It is clear that a possible realization of net-
3works from the degree sequence k can also be rep-
resented by the corresponding stub sequence x as:
gθ = {(xθ1 , xθ2), (xθ3 , xθ4), (xθ5 , xθ6), ···, (xθ2M−1 , xθ2M )},
where θ is a rearrangement of the sequence {1, 2, 3, · ·
·, 2M}, and θi is the i-th element in the rearranged
sequence. Consider then the degree sequence k0 in
Fig. 1(a), by rearranging x0, we can get all possible net-
works generated from k0. As an illustration, Fig. 1(b)
shows a possible realization of the network ensemble by
k0: gθ0 = {(x1, x6), (x2, x7), (x3, x5), (x4, x8)}.
For each gθ, the corresponding assortativity coefficient
rθ can be rewritten via the x sequence as:
rθ =
M−1
∑M
i=1 xθ2i−1xθ2i − 〈x〉
2
〈x2〉 − 〈x〉2
, (2)
where
〈x〉 =
1
M
M∑
i=1
(xθ2i−1+xθ2i) (3)
and
〈x2〉 =
1
M
M∑
i=1
(x2θ2i−1+x
2
θ2i
). (4)
From Eq. (2), it is observed that the first term in the
dominator
Sθ =
1
M
M∑
i=1
xθ2i−1xθ2i (5)
is the only term that the rearrangement gθ affects,
while other terms are fixed given x. That is to say,
gθmin which minimize Sθ will also minimize the as-
sortativity coefficient r. Actually gθmin can be deter-
mined based on the branch-and-bound idea [50, 51],
which is gθmin = {(x1, x2M ), (x2, x2M−1), (x3, x2M−2), · ·
·, (xM , xM+1)} (see Appendix A for the proof of the above
proposition).
Notice that, in general gθ can not guaran-
tee the absence of self-loops and multiple edges.
For example, as showed in Fig. 1(c), gθ1 =
{(x1, x6), (x2, x7), (x3, x8), (x4, x5)} is one possible real-
ization in the network ensemble gθ, which has both one
self-loop and one multiple edge. However we can prove
that if p(k) ∼ k−γ with γ > 2, the self-loops and multi-
ple edges will vanish in the thermodynamical limit (i.e.,
N →∞) for the specific network generated by gθmin (see
Appendix B for the proof).
Taking gθmin into Eq. (2), the lower bound of the as-
sortativity coefficient r is:
rmin =
M−1
∑M
i=1 xix2M+1−i − 〈x〉
2
〈x2〉 − 〈x〉2
, (6)
which holds for any fixed degree sequence that allows
gθmin to be a simple network without any self-loops or
multiple edges. Now we consider the expected value
E[rmin] when the degree sequence is drawn from a power-
law distribution p(k) ∼ k−γ . Del Genio et al. [31] showed
a fundamental mathematical constraint that when 0 ≤
γ ≤ 2, the graphical fraction (i.e., the ratio of the num-
ber of graphical sequences that can be realized as simple
networks to the total number of degree sequences with an
even degree sum in a given ensemble) approaches zero,
and in fact the majority of real scale-free networks are
of power-law exponents γ > 2 [37, 52]. Therefore, in
this work, we focus on scale-free networks with γ > 2.
Obviously, if the degrees k are sampled from a power-
law distribution p(k) ∼ k−γ , the corresponding stubs x
also follow a power-law distribution f(x) ∼ x−β with
β = γ − 1.
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FIG. 2: (Color online) Simulated results of rmin versus kmin
for different degree exponents γ. The five curve from up to
bottom denote the sample average with γ = 2.5, γ = 4.5,
γ = 5.5, γ = 7.5 and γ = 9.5, respectively. The network size
is fixed as N = 106. Each data point is obtained by averaging
over 2000 independent runs. It is observed that rmin converges
as the increase of kmin.
As x is arranged in non-decreasing order, we have xi ≤
xM , ∀i ≤M . Thus the following inequality always holds:
Sθ =M
−1
∑M
i=1
xix2M−1+i
≤xMM
−1
∑M
i=1
x2M−1+i.
(7)
When N → ∞, the right hand side of Eq. (7) can be
approximated by continuous variables as:
xMM
−1
∑M
i=1
x2M+1−i ≈ 2xM
∫ N−1
xM
xf(x)dx. (8)
Doing the integral in Eq. (8), and taking into account the
fact that xM ∼M
0 [25], we have:
Sθ =


O
(
N3−γ
)
2 < γ < 3
O (lnN) γ = 3
O (1) 3 < γ < 4.
(9)
4Similarly, we also have:
〈x〉 =


O
(
N3−γ
)
2 < γ < 3
O (lnN) γ = 3
O (1) 3 < γ < 4
(10)
and
〈x2〉 =
{
O
(
N4−γ
)
2 < γ < 4
O (lnN) γ = 4.
(11)
Evidently, the denominator has the strict larger order
when 2 < γ ≤ 4, hence
rmin = 0 (12)
in the thermodynamic limit N →∞.
In the case γ > 4, we show numerically that rmin de-
creases with kmin and eventually approaches to a steady
value as kmin becomes large, as shown in Fig. 2. There-
fore we set a relatively large kmin, which also allows us
to take variables in x as continuous. Below, we carry out
our derivation based on continuous variables, thus the
distribution function of x can be normalized as
f˜(x) =
β − 1
kmin
(
x
kmin
)
−β
(13)
For γ > 4, both of the first or second moment of x
exsit, and they can be calculated as follows,
〈x〉 =
∫ N−1
kmin
xf˜ (x)dx =
γ − 2
γ − 3
kmin (14)
and
〈x2〉 =
∫ N−1
kmin
x2f˜ (x)dx =
γ − 2
γ − 4
k2min (15)
when N →∞.
We divide each element in x by kmin, then we get a new
sequence xˆ, which certainly follows the power-law distri-
bution with the same exponent β, but the minimum value
is rescaled to be 1, i.e., fˆ(x) = (β − 1)x−β . Obviously
Sθmin = k
2
minSˆθmin. (16)
To get the expected value of Sˆθmin, we introduce the
joint distribution of order statistics p (xˆm = t1, xˆn = t2),
which is the probability that the mth element in the xˆ
takes value t1, while the nth takes value t2. It reads [53]
p (xˆm = t1, xˆn = t2) = (2M)!
[F (t1)]
m−1
(m− 1)!
×
[F (t2)− F (t1)]
n−m−1
(n−m− 1)!
×
[1− F (t2)]
2M−n
(2M − n)!
fˆ (t1) fˆ (t2) ,
(17)
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FIG. 3: (Color online) Simulated results of rmin versus the
theoretical prediction by Eq. (6). The blue hexagons repre-
sent the theoretical values of the lower bound of assortativity
coefficients of a series of randomly generated scale-free net-
works with different degree exponents. The red squares de-
note the simulated values, obtained by the degree-preserving
edge-rewiring procedure. The network size is set to be N =
50000 and the minimum degree is set as kmin = 50. Each data
point is averaged over 500 independent runs. The inset shows
the results of a single run, where the simulation result is still
perfectly in accordance with the theoretical prediction.
where F (t) is the cumulative distribution function
F (t) =
∫ t
1
fˆ(x)dx = 1− t1−β. (18)
Using a shorthand c = 1
β−1 , we express E [xˆixˆ2M+1−i]
in terms of p (xˆm = t1, xˆn = t2) as:
E [xˆixˆ2M+1−i]
=
∫∫ ∞
1≤t1≤t2
t1t2p (xˆi = t1, xˆ2M+1−i = t2) dt1dt2
=
Γ (2M + 1)
Γ (2M + 1− 2c)
Γ (i+ 2− c)
Γ (i+ 2)
Γ (2M − i+ 1− 2c)
Γ (2M − i+ 1− c)
=(2M + 1)
2c
(i+ 2− c)
−c
(2M − i+ 1− 2c)
−c
,
(19)
where Γ(x) =
∫∞
0 t
x−1e−tdt is the well-known Gamma
function and Γ(n) = (n− 1)! for any positive integer n.
Obviously, M →∞ in the thermodynamic limit N →
5∞, and then
Sˆθmin = lim
M→∞
M−1
∑M
i=1
E [xˆixˆ2M+1−i]
=2 lim
M→∞
∑M
i=1 (i+ 2− c)
−c
(2M − i+ 1− 2c)
−c
(2M + 1)
1−2c
=2 lim
M→∞
∑M
i=1
(
i
2M+1
)−c(
1− i2M+1
)−c
(2M + 1)
=2
∫ 1
2
1
u−c(1− u)
−c
du
=2B
(
1
2
;
β − 2
β − 1
,
β − 2
β − 1
)
,
(20)
where u = i2M+1 and B(·) is the incomplete beta function
B(x; a, b) =
∫ x
0
ta−1(1− t)b−1dt. (21)
According to Eq. (16), we thus get
Sθmin = 2k
2
minB
(
1
2
;
β − 2
β − 1
,
β − 2
β − 1
)
. (22)
When γ > 4, substituting Eq. (22) into Eq. (6), we have
rmin =
M−1
∑M
i=1 xix2M+1−i − 〈x〉
2
〈x2〉 − 〈x〉
2
=
2B
(
1
2 ;
β−2
β−1 ,
β−2
β−1
)
−
(
β−1
β−2
)2
β−1
β−3 −
(
β−1
β−2
)2
=
2B
(
1
2 ;
γ−3
γ−2 ,
γ−3
γ−2
)
−
(
γ−2
γ−3
)2
γ−2
γ−4 −
(
γ−2
γ−3
)2 .
(23)
Combining Eq. (23) and Eq. (12), the lower bound of
scale-free networks is thus obtained as:
rmin =


0 2 < γ ≤ 4,
2B( 12 ;
γ−3
γ−2
,
γ−3
γ−2 )−(
γ−2
γ−3 )
2
γ−2
γ−4
−( γ−2γ−3 )
2 γ > 4.
(24)
III. SIMULATIONS
We verify the analytical results by extensive numerical
simulations. Given the degree sequence, we search for the
network with minimum assortativity (i.e., the most disas-
sortative network) via a degree-preserving edge-rewiring
procedure [54–56]. Specifically, to find the most disas-
sortative network [57], at each step two edges with four
nodes at their ends are chosen at random. Now, we la-
bel these four nodes with a, b, c, and d such that their
degrees ka, kb, kc and kd are ordered as
ka ≥ kb ≥ kc ≥ kd. (25)
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FIG. 4: (Color online) The simulation result of the expected
value of rmin for different γ, compared with the analytical
result in Eq. (24). The red line represents the analytical result
Eq. (24), and the squares, origin circle and blue up-triangles
denote the simulation results for N = 105, N = 106, N = 108,
respectively. The minimum degree is fixed as kmin = 150.
Each data point is averaged over 500 independent runs.
Considering the operation to break the two edges and
connect a with d and b with c, if such operation will not
generate multiple edges, we implement such operation,
otherwise we do nothing. Since this edge-rewiring pro-
cedure has been proven to be ergodic [58], and r is con-
vex in the configuration space, the procedure will eventu-
ally converge to the network with rmin (see more details
in [57]).
In the simulation, we first generate the degree sequence
by the distribution p(k) ∼ k−γ . Given N and kmin, we
will sample N integers between kmin and N−1 and check
if these N degrees obey the graphical condition accord-
ing to the Erdo¨s-Gallai theorem [59]. If the degree se-
quence is graphical, it will be accepted and a scale-free
network will be generated by the uniform configuration
model [49], otherwise it will be rejected. Notice that,
when γ > 2, almost every degree sequence is graphi-
cal [60], and in fact we have not found any non-graphical
degree sequence when N ≥ 5 × 104 and γ > 2 in the
simualtion.
First of all, we compare the simulation results with
Eq. (6), which is the starting point of our analysis. As
shown in figure 3, for both averaged results and single-run
result, the theoretical prediction perfectly agrees with the
simulation, demonstrating the validation of Eq. (6). Fig-
ure 4 shows the expected value rmin for the scale-free
networks with degree distribution p(k) ∼ k−γ , with γ
varying from 2 to 10. Overall speaking, the simulation
results agree well with the analytical results, and with
the increasing of the network size N , the simulation re-
sults are getting close to the theoretical bound. Notice
that, nearing γ = 2 and γ = 4, the deviation between
analytical and simulation results is larger, which is re-
sulted from the fact that the order of divergence in the
6numerator and dominator of Eq. (6) becomes close (see
also Eqs. (9)-(11)).
IV. EMPIRICAL EVIDENCE
In this section, we test our theory on three large-scale
real networks. (i) AS-Skitter [61]: Autonomous systems
topology graph of the Internet. (ii) YouTube [62]: The
YouTube social network, in which users are connected
with their friends in YouTube. (iii) Web-Google [63]:
Nodes represent web pages and edges represent hyper-
links between them, disgarding the direction of links. All
the three networks are undirected simple networks with-
out any self-loops or multiple edges. As shown in figure
5, these networks are all scale-free networks with γ > 2.
=     
YouTubeAS-Skitter
 2.3= =      2.1
Web-Google
=     
FIG. 5: (Color online) Degree distribution of the three real
networks: (a) AS-Skitter, (b) YouTube, and (c) Web-Google.
All the three networks are scale-free networks with power-law
exponents being 2.3, 2.1 and 2.7, respectively. The power-law
exponents are estimated by using the maximum likelihood
method [52].
As shown in table 1, the assortativity coefficients of the
three real networks are all very close to zero, in accor-
dance with the theoretical prediction in Eq. (24). Con-
sidering the finite-size effects, as observed in figure 4,
our theory agrees well with the empirical results. Fur-
thermore, by using the degree-preserving edge-rewiring
method, we can obtain the minimum and maximum as-
sortativity coefficients. One can see from the last two
columns in table 1 that the interval between rmin and
rmax is quite narrow, similar to the phenomenon reported
in Ref. [23]. This phenomenon strongly suggests that
the widely applied assortativity coefficient is not a suit-
able measure for the degree-degree correlation at least
for scale-free networks, since to know the coefficient, we
still cannot make sure whether this network is positively
correlated or not.
Network N M γ r rmin rmax
As-Skitter 1965206 11095298 2.3 −0.081 −0.086 −0.045
YouTube 1134890 2987624 2.1 −0.037 −0.044 −0.004
Web-Google 875731 4322051 2.7 −0.055 −0.065 0.108
TABLE I: The basic statistics and assortativity coefficients of
the three real networks. N and M are the number of nodes
and the number of edges, and γ is the estimated power-law ex-
ponents. r is the assortativity coefficient, while rmin and rmax
denote the minimum and maximum assortativity coefficients
obtained by the degree-preserving edge-rewiring procedure.
The method to obtain rmax is similar to that for rmin.
V. CONCLUSION AND DISCUSSION
This paper argued the invalidation of the well-known
assortativity coefficient r in highly heterogeneous net-
works, and in particular analytically obtained the lower
bound of r for scale-free networks with power-law expo-
nent γ > 2. According to the main result Eq. (24), when
2 < γ ≤ 4, rmin will approach zero in the large N limit
and when γ > 4, rmin will monotonously decrease as the
increase of γ. In addition, as indicated by the simulation
result in Figure 4, as the increase of network size, the
lower bound rmin will also increase. The above results
are in accordance with previous studies [41–45], mean-
while the advantage of the present study is that it con-
sidered a more general case instead of specific network
models and derived the explicit lower bound of r. At
the same time, there are still some disadvantages in the
present work. For example, we have not obtained the up-
per bound of r or the analytical relation between rmin and
γ for finite-size networks. These problems may be solved
in the future studies, but we do not know whether they
can be solved under the present framework. In addition,
the in-depth analyses on the degree-degree correlation in
directed networks are very interesting and challenging,
as such kind of correlation in directed networks is much
more complicated [64, 65].
In addition to the technical skills, this paper has
demonstrated an important point of view that the assor-
tativity coefficient is not a suitable measure for degree-
degree correlation in heterogenous networks, since the
possible range of r in heterogeneous networks is very
narrow [23], and to know the value of r is usually not
enough to draw a conclusion whether the target network
is assortative or disassortative. Some scientists have sug-
gested other measures for heterogeneous networks, most
of which are rank-based coefficients, such as the Kendall-
Gibbons’ Tau [66] suggested by Raschke et al. [43] and
the Spearman’s Rho [67] suggested by Litvak and Van
Der Hofstad [44, 45]. However, compared with the exten-
sive studies on assortativity coefficient [40], the studies on
rank-based coefficients in complex networks are very lim-
ited. Although we still do not know whether a rank-based
coefficient is the best candidate in properly measuring
degree-degree correlation in heterogeneous networks, to
7uncover the statistical properties of rank-based coeffi-
cients and to explore other possible candidates based on
the more in-depth understanding of the network ensem-
ble are significant in the current stage.
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Appendix A: Determining gθmin that minimizes r
Inspired by the branch-and-bound idea [50, 51], in
this section we will prove that gθmin minimizes r,
where gθmin = {(x1, x2M ), (x2, x2M−1), (x3, x2M−2), · ·
·, (xM , xM+1)}.
Given the degree sequence and the corresponding en-
semble, we define ξ(0) as the set of all possible realiza-
tions gθ, and at each step ǫ ≥ 1 we subdivide ξ
(ǫ−1) into
two nonempty subsets ξ(ǫ) and ξ(ǫ−1)\ξ(ǫ) according to
the following rule, which guarantees that ξ(ǫ) contains at
least one realization gθ that minimizes r.
In step one, we consider the stub of largest value and
the stub of smallest value, which are x2M and x1 respec-
tively. If they are not connected, there must be two links
(x1, xi) and (xj , x2M ), with 1 < i < 2M , 1 < j < 2M
and i 6= j. Since x is arranged in a non-decreasing or-
der, it is obvious that x1x2M + xixj ≤ x1xi + xjx2M .
Therefore, keeping other links the same, according to Eq.
(2), the network with edges (xi, xj) and (x1, x2M ) has no
larger assortativity coefficient than the one with edges
(x1, xi) and (xj , x2M ). Then we define ξ
(1) as the set
of all realizations containing the edge (x1, x2M ). Anal-
ogously, we further consider whether x2M−1 and x2 are
connected in all realizations gθ ∈ ξ
(1). Under the same
arguments, ξ(2) can be defined as the set of all realiza-
tions containing both edges (x1, x2M ) and (x2, x2M−1).
After M steps, the above process ends up with ξ(M) =
{gθmin}, that is
ξ(M) = {gθmin}
= {(x1, x2M ), (x2, x2M−1), · · ·, (xM , xM+1)}.
(A1)
Appendix B: Self-loops and multiple edges in gθmin
vanish in the thermodynamical limit
The gθmin derivated in Appendix A can not guarantee
the absence of self-loops or multiple edges. Here we show
that actually self-loops and multiple edges vanish in the
thermodynamical limit for the specific structure of gθmin,
given p(k) ∼ k−γ with γ > 2.
First let’s consider self-loops. Clearly self-loops may
appear only when two stubs of the same value are con-
nected, since they might come from the same node. Un-
der the specific arrangement of gθmin, stubs of values
≥ xM always connect with stubs of values ≤ xM , thus
connections among stubs with the same value only occur
when their values are equal to xM . Denote the number
of stubs of value xM by N(xM ) and the number of nodes
with degree xM by N̂(xM ), then it is obvious that
N(xM ) = xM × N̂(xM ). (B1)
There are in total 12N̂(xM )(N̂ (xM ) − 1) potential node
pairs and in the worst case, N(xM )/2 connections among
these stubs will be generated. To avoid self-loops, there
must be no less potential node pairs than the demanded
connections, namely
1
2
N̂(xM )(N̂(xM )− 1) ≥
N(xM )
2
. (B2)
Combining Eq. (B1) and Eq. (B2), the condition is
reduced to N̂(xM ) ≥ xM + 1. Actually for xM we have
xM ∼ M
0, meanwhile N̂(xM ) ∼ N [25, 31]. Thus in
the thermodynamical limit (i.e., N → ∞), N̂(xM ) ≥
xM +1 holds. That is to say, the self-loops vanish in the
thermodynamical limit.
Secondly, we consider the multiple edges. For an ar-
bitrary node with degree k, which will draw n(n ≤ k)
edges to the nodes with degree k′ according to the real-
ization gθmin. Obviously, multiple edges can be avoided if
n ≤ N̂(k′), where N̂(k′) is the number of nodes with de-
gree k′ in the given degree sequence. Thus if n ≤ N̂(k′)
holds for all possible values of n and k′ in gθmin, we can
conclude that multiple edges can be excluded for the cer-
tain realization gθmin. Notice that, in gθmin, two nodes are
connected only if one is of degree ≥ xM and the other
is of degree ≤ xM . Therefore, we can only consider the
case k ≥ xM and k
′ ≤ xM , since if for all nodes with de-
gree k ≥ xM , the multiple edges can be avoided, then for
nodes with degree k < xM , the multiple edges can also
be avoided as these small-degree nodes cannot connect
to each other in gθmin.
In the thermodynamical limit of scale-free networks
with degree distribution p(k) ∼ k−γ , the maximum de-
gree scales in the order kmax ∼ N
1
γ−1 [68], hence when
γ > 2, we have
n ≤ k ≤ kmax ∼ N
1
γ−1 < N (B3)
for N → ∞. At the same time, since k′ ≤ xM , we
have N̂(k′) ≥ N̂(xM ), meanwhile N̂(xM ) ∼ N in the
thermodynamical limit, that is
N̂(k′) ≥ N̂(xM ) ∼ N. (B4)
8Combining Eq. (B3) and Eq. (B4), for all possible values
of n and k′, n ≤ N̂(k′) in the limit N → ∞. That is to
say, the multiple edges vanish in the thermodynamical
limit.
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