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Abstract
We give sufficient conditions on a matrix A ensuring the existence of a partition of this matrix
into two submatrices with extremely small norm of the image of any vector. Under some weak
conditions on a matrix A we obtain a partition of A with the extremely small (1, q)–norm of
submatrices.
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This paper is devoted to the estimates of operator norms of submatrices. The subject is actively
being developed and finds various applications. The present work can be viewed as a continuation
of [1] discussing the (2, 1)–norm case. This case was studied earlier for matrices with orthonormal
columns in [2], where an analogue of the partition (2) (see below) with the extremely small (2, 1)–
norm of the corresponding submatrices was obtained. Using the modified Lunin’s method we prove
an essential reinforcement of Assertion 4 from [1] and the generalization of Assertion 3 to the case
of the (X, q)–norm with 1 ≤ q <∞. We study the case of the (1, q)–norm in greater detail.
For an N × n matrix A, viewed as an operator from lnp to lNq , we define the (p, q)–norm:
‖A‖(p,q) = sup
‖x‖lnp
≤1
‖Ax‖lNq , 1 ≤ p, q ≤ ∞.
In fact, Proposition 2 is proved here for a more general (X, q)–norm where X is an n–dimensional
norm space.
We use the following notation: rk(A) is the rank of a matrix A, 〈N〉 is the set of natural numbers
1, 2, . . . , N ; vi, i ∈ 〈N〉 stands for the rows of A, wj, j ∈ 〈n〉 — its columns. For a subset ω ⊂ 〈N〉
A(ω) denotes the submatrix of a matrix A formed by the rows vi, i ∈ ω, ω = 〈N〉 \ ω . (·, ·) stands
for the inner product in Rn, ‖x‖p is the norm of x ∈ Rn in lnp , 1 ≤ p ≤ ∞. For a norm space X ‖·‖X
is the norm on X.
The following condition is the counterpart of the condition on a matrix from [1] in the case of an
arbitrary 1 ≤ q <∞:
∀x ∈ Rn ∀i0 ∈ 〈N〉 |(vi0, x)| ≤ ε
(
N∑
i=1
|(vi, x)|q
)1/q
. (1)
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Proposition 1. Assume that an N×n matrix A stisfies (1) with 0 < ε ≤ (rk(A))−1/q and 1 ≤ q <∞.
Then there exists a partition
〈N〉 = Ω1 ∪ Ω2, Ω1 ∩ Ω2 = ∅, (2)
such that
‖A(Ωk)x‖q ≤ γ ‖Ax‖q , γ =
1
21/q
+
2 + 3 · 2−1/q
q
(
rk(A)εq ln
6q
(rk(A)εq)1/3
)1/3
(3)
for any x ∈ Rn and k = 1, 2.
Remark 1. No one knows whether such a partition exists or not if 1 < rk(A)εq.
Sketch of proof. First, we prove Proposition 1 for the case of rk(A) = n. Denote
δ =
(nεq)1/3
q
.
Let X be the space Rn with the norm ‖x‖X = ‖Ax‖q (it is a norm on Rn because rk(A) = n). Let
SX = {x ∈ Rn : ‖x‖X = 1} be the unit sphere of X. Let Y be a δ–net in the norm ‖·‖X on the
sphere SX with at most ≤ (3/δ)n elements. Suppose that it is not the case, then for every partition
(2) there exists a vector x1 ∈ SX such that
‖A(Ω1)x1‖q > γ ‖Ax1‖q
(in this case let ω′ = Ω1, xω′ = x1 ), or there exists a vector x2 ∈ SX such that
‖A(Ω2)x2‖q > γ ‖Ax2‖q
(then we define ω′ = Ω2, xω′ = x2 ). For every pair (Ω1,Ω2) we find ω
′ and xω′ . Let yω′ be one of
the nearest to xω′ vectors from the net Y. There are 2
N−1− 1 different partitions of the set 〈N〉 into
two nonempty parts. Therefore there exists a vector y0 ∈ Y such that the set K = {ω′ : y0 = yω′} is
large enough:
|K| ≥ (2N−1 − 1)
(
δ
3
)n
≥ 2N
(
δ
6
)n
. (4)
(Here we assume that n > 1, otherwise Proposition 1 is obvious.) Therefore there is a vector y0 ∈ SX
and at least 2N(δ/6)n subsets ω′ ⊂ 〈N〉 for which ‖A(ω′)xω′‖q > γ ‖Axω′‖q and ‖y0 − xω′‖X < δ.
Note that for x ∈ SX and ω ⊂ 〈N〉 ‖A(ω)x‖q ≤ ‖A(ω)‖(X,q) ≤ ‖A‖(X,q).
Below we assume that γ < 1, otherwise (3) is obviously true. As γ < 1, for ω′ ∈ K we obtain:
‖A(ω′)y0‖q ≥ ‖A(ω′)xω′‖q − ‖A(ω′)(xω′ − y0)‖q >
> γ ‖Axω′‖q − δ
∥∥∥∥A(ω′){ xω′ − y0‖xω′ − y0‖X
}∥∥∥∥
q
≥ (γ ‖Ay0‖q − γ ‖A(xω′ − y0)‖q)−
−δ
∥∥∥∥A( xω′ − y0‖xω′ − y0‖X
)∥∥∥∥
q
≥ γ ‖Ay0‖q − 2δ ≥ γ ‖Ay0‖q − 2δ ‖Ay0‖q = ‖Ay0‖q (γ − 2δ) .
Since y0 ∈ SX , we have used ‖Ay0‖q = ‖y0‖X = 1 in the last inequality. Let R be an amount of
subsets ω ⊂ 〈N〉 for which
‖A(ω)y0‖q ≥ (γ − 2δ) ‖Ay0‖q
2
holds. Let K1 be the set of such subsets. Let us show that R < 2
N(δ/6)n, then we will come to
the contradiction, and it will complete the proof of Proposition 1 in the case of rk(A) = n. Denote
M = 3 · 2−1/q. Since δ ≤ φ(n, ε), then for ω′ ∈ K1 we have:∑
i∈ω′
|(vi, y0)|q > (γ − 2δ)qS >
(
1
21/q
+Mφ(n, ε)
)q
S ≥
≥
(
1
2
+ q
1
2(q−1)/q
Mφ(n, ε)
)
S =
(
1
2
+ q
21/q
2
Mφ(n, ε)
)
S.
R can be estimated as in the proof of Assertion 3 from [1].
Now, let a matrix have the rank r < n. Without loss of generality, we can assume that the vectors
w1, . . . , wr are linearly independent. It is clear that (1) holds for the matrix A˜, which consists from
the first r columns of A. We have rk A˜ = r, therefore there exists a partition of the form (2) such that
(3) holds. Let wj =
r∑
i=1
λijwi. For a vector x ∈ Rn we construct the vector x˜ ∈ Rr having coordinates
x˜i = xi +
n∑
j=r+1
λijxj , then Ax = A˜x˜ and for k = 1, 2 A(Ωk)x = A˜(Ωk)x˜, so for the partition we have
found (3) also holds for the matrix A.
Corollary 1. Assume that an N×n matrix A satisfies (1) with 0 < ε ≤ (rk(A))−1/q and 1 ≤ q <∞.
Then there exists a partition (2) such that for any x ∈ Rn and k = 1, 2 we have(
1
2
− ψ
)∑
i∈Ωk
|(vi, x)|q ≤
N∑
i=1
|(vi, x)|q ≤
(
1
2
+ ψ
)∑
i∈Ωk
|(vi, x)|q,
where
ψ = 2q+1
(
rk(A)εq ln
6q
(rk(A)εq)1/3
)1/3
.
The following proposition is a simple corollary of Proposition 1.
Proposition 2. Let for an N × n matrix A (1) hold for some 0 < ε ≤ (rk(A))−1/q and 1 ≤ q <∞.
Then there exists a partition (2) such that for k = 1, 2 the following inequality holds
‖A(Ωk)‖(X,q) ≤ γ ‖A‖(X,q) ,
where γ is defined in the formulation of Proposition 1.
The following proposition is analogous to Proposition 2 for the (1, q)–norm. Let ej, j ∈ 〈n〉 be
the standard basis in Rn.
Proposition 3. If for an N × n matrix A the inequality
|aij| ≤ ε ‖wj‖q (5)
holds for some 1 ≤ q < ∞ and 0 < ε < 1 and for every i ∈ 〈N〉, and j ∈ 〈n〉, then there exists a
partition (2) such that for k = 1, 2 the following holds:
a) ‖A(Ωk)‖(1,q) ≤
(
1
2
+ 3
2
εq/3 ln1/3 (4n)
)1/q
‖A‖(1,q) ,
b) ‖A(Ωk)‖(1,q) ≤
(
1
2
+ 1
2
εq
√
N(1 + log( n
N
+ 1)1/2
)1/q
‖A‖(1,q) ,
c) ‖A(Ωk)‖(1,q) ≤
(
1+nεq
2
)1/q ‖A‖(1,q) .
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Remark 2. In Proposition 3 we need sufficiently weak conditions (compared to Proposition 1) on
the elements of a matrix.
Proof. Since the function ‖Ax‖q is convex, then the (1, q)–norm of a matrix is attained on one of the
vectors from the standard basis.
The proof of a) is indeed close to the previous arguments from Proposition 1, so here we only
show the sketch. Assume that our proposition is not true and for each partition (2) there exists a
number k such that ‖A(Ωk)‖(1,q) >
(
1/2 + (3/2)εq/3 ln1/3 (4n)
)1/q
‖A‖(1,q). Denote ω′ = Ωk. The
(1, q)–norm of the matrix Aω′ is attained on some vector ejω′ , jω′ ∈ 〈n〉, therefore the following holds:∑
i∈ω′
|aijω′ |q >
(
1/2 + (3/2)εq/3 ln1/3 (4n)
)∥∥wjω′∥∥q. Like in the proof of Proposition 1, there exists
j0 ∈ 〈n〉 such that the set K = {ω′ : jω′ = j0} is large enough:
|K| ≥ (2N−1 − 1)/n > 2N−2/n. (6)
It is easy to see that for every ω ∈ K∑
i∈ω
|aij0|q >
(
1/2 + (3/2)εq/3 ln1/3 (4n)
)
‖wj0‖q . (7)
So, for the proof of a) it is enough to check that a number R of subsets ω ⊂ 〈N〉 for which (7)
holds is less than the right part of (6). The value R is estimated as in the proof of Assertion 3 from
[1].
To prove b) we use Corollary 5 from [3].
Let w˜j = (|a1j |q, . . . , |aNj |q) be a vector which is obtained from the j–th column of A by raising
the moduli of its coordinates to the power q. For all j ∈ 〈n〉 ‖wj‖qq ≤ ‖A‖(1,q), so (5) implies that
‖w˜j‖∞ ≤ εq ‖A‖q(1,q). Then due to Corollary from [3] mentioned above there exists such a vector
ξ = (ξ1, . . . , ξN) ∈ RN , whose coordinates have modulus 1 such that for every j ∈ 〈n〉 the following
inequality holds:
|(w˜j, ξ)| ≤ εq
√
N
(
1 + log
( n
N
+ 1
))1/2 ‖A‖q(1,q) .
Let Ω1 = {i ∈ 〈N〉 : ξi = 1}, Ω2 = 〈N〉\Ω1 = {i ∈ 〈N〉 : ξi = −1}. Let us check b). Denote
θ =
√
N
(
1 + log
(
n
N
+ 1
))1/2
. For k = 1, 2 there exists jk0 ∈ 〈n〉 such that
‖A(Ωk)‖q(1,q) =
∑
i∈Ωk
|aijk
0
|q ≤ 1
2
∑
i∈〈N〉
|aij0|q + εqθ ‖A‖q(1,q)
 ≤ (1
2
+
1
2
εqθ
)
‖A‖q(1,q) ,
as required.
To prove c) we apply the following theorem.
Theorem ([4], p. 287). Let A1, . . . , An be sets in R
n with finite Lebesgue measure, then there exists
a hyperplane pi which divides the measure of each of them in half.
Let M = max
i,j
{|aij|q}+ 1. One can put in Rn N cubes with sides equal to M and parallel to the
axes such that every hyperplane intersects at most n of them. (It follows from the existence of N
points of the general position in Rn and the continuity of the equation of a plane.) Let us numerate
these cubes. For i ∈ 〈N〉 let ui be the vertex of i–th cube with the smallest coordinates. For each
entry aij of the matrix we define a parallelepiped P˜
i
j = [0, 1]
j−1 × [1, 1 + |aij |q] × [0, 1]n−j. We put n
4
rectangular parallelepipeds defined by the entries of the row vi (P
i
j = ui + P˜
i
j ) into the cube with
number i. Note that µ(P ij ) = |aij|q. We call the set of P ij , j ∈ 〈n〉 for a fixed i by an i–th “angle”.
For j ∈ 〈n〉 let Aj =
⋃
i∈〈N〉
P ij . Applying the theorem mentioned above to Aj, we get a hyperplane
pi which divides in half the measure of each Aj . Let P1 and P2 be halfspaces into which pi divides
R
n. By construction pi intersects at most n cubes, consequently at most n “angles”. It is clear now
how to obtain a partition (2). We put the indices of the “angles” which entirely belong to P1 (or P2)
in Ω1 (in Ω2 correspondingly). We put the indices of the “angles” which intersect both P1 and P2 in
Ω1. Let G be the set of such indices. Let us show that for every j ∈ 〈n〉 the lNq –norm of the column
wj will decrease at least
(
1+nεq
2
)1/q
times under the partition. It will prove our proposition. Since pi
divides in half the measure of Aj , then∑
i∈Ω1\G
|aij |q + V1 =
∑
i∈Ω2
|aij |q + V2,
where Vk, k = 1, 2 stands for the volume of ∪i∈〈G〉P ij ∩ Pk. From (5) and due to the fact that pi
intersects at most n “angles”, we have the following inequality:
V1 + V2 ≤ nεq
∑
i∈〈N〉
|aij|q,
so for k = 1, 2 ∑
i∈Ωk
|aij|q ≤
1 + nεq
2
∑
i∈〈N〉
|aij|q.
Thus, Proposition 3 is proved.
The following proposition shows that there is a case when (5) holds for ε < 1 but for every
partition one of the submatrices has the same (1, q)–norm as the whole matrix.
Proposition 4. For n = 22k−1 there exists a 2k×n – matrix A for which (5) holds for εq log2 2n ≥ 2,
but for every partition of the form (2) the following equality holds:
max
{
‖A(Ω1)‖(1,q) , ‖A(Ω2)‖(1,q)
}
= ‖A‖(1,q) .
Sketch of proof. For every pair of the subsets ω and 〈2k〉\ω of the set 〈2k〉 we choose the subset (any)
of the largest cardinality. Let us numerate such subsets: B1, . . . , B22k−1 . We construct a matrix A in
the following way: if i ∈ Bj, then aij = 1|Bj |1/q , otherwise, aij = 0. It is easy to check that (5) holds
for A and that for any partition (2) either ‖A(Ω1)‖(1,q) = ‖A‖(1,q) or ‖A(Ω2)‖(1,q) = ‖A‖(1,q).
Let q = ∞ and A be an arbitrary matrix. There is no partition that decreases (even a little)
(X,∞)–norms of two submatrices. It is because one can find a row vsup of the matrix A such that
‖A‖(X,∞) = sup
‖x‖X≤1
〈x, vsup〉, and then the norm of the submatrix containing a row vsup, will be equal
to the norm of A.
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