We describe an algorithm to automatically estimate the voice onset time (VOT) of plosives. The VOT is the time delay between the burst onset and the start of periodicity when it is followed by a voiced sound. Since the VOT is affected by factors like place of articulation and voicing it can be used for inference of these factors. The algorithm uses the reassignment spectrum of the speech signal, a high resolution time-frequency representation which simplifies the detection of the acoustic events in a plosive. The performance of our algorithm is evaluated on a subset of the TIMIT database by comparison with manual VOT measurements. On average, the difference is smaller than 10 ms for 76.1% and smaller than 20 ms for 91.4% of the plosive segments. We also provide analysis statistics of the VOT of /b/, /d/, /g/, /p/, /t/ and /k/ and experimentally verify some sources of variability. Finally, to illustrate possible applications, we integrate the automatic VOT estimates as an additional feature in an HMM-based speech recognition system and show a small but statistically significant improvement in phone recognition rate.
The emphasis of this paper is on the automatic measurement of the VOT itself in- 
171
To study the quality of the VOT estimation algorithm that will be specified (in 172 section 5), we adopt four data sets that are referred to as "forced", "manual", "free"
173
and "test". Each of these sets contains a collection of segments of speech in which
174
we expect to find one of the six plosives. Depending on the data set, the segment 175 identity as well as its boundaries are generated in different ways as described below.
176
The number of speech segments for each plosive is given in table 1. 
The "forced" data set

178
The "forced" data set is relevant for phonetic studies, for automated studies of the 179 parameters affecting the VOT or for automated pronunciation scoring in (foreign) In a fully automatic VOT extraction setting, a forced alignment is not possible due
205
to the lack of a unique transcription hypothesis. Therefore, in the second data set,
206
plosive segment candidates are generated by a phonetic automatic speech recog- ing files from the TIMIT database were used. All plosive segments that were not 225 followed by a voiced sound or for which the manual annotator could not detect a 226 "manual" data set. 
The "test" set
230
This set is constructed exactly like the "forced" data set, except that the sentences 231 are taken from the TIMIT test set ("extended" set without the "core" set), a total of 232 1152 sentences from 144 speakers. picking criteria (described below) used for detecting both events.
243
The procedure has different possible outcomes. First, the plosive detection may fail is too early, an event belonging to the previous phone may be identified as the burst onset. If the proposed segment start is too late, the burst onset may not be detected.
250
In the latter case, the missed event will be related to the segment boundaries pro-
251
posed by the detector (see below), but given the erroneous segment boundary, the 252 VOT error will be important. Third, either burst or voicing may not be revealed
253
by their acoustic measure, in which case fallback estimates of their time of occur-254 rence are derived from the segment boundaries proposed by the plosive detector.
255
In this case, the VOT errors critically depend on the quality of the generated seg- defined the "forced" and "free" data sets in which plosive segments are generated 275 with or without phonetic knowledge of the test utterance. In both sets, the algorithm 276 will start looking for the burst 2.5 ms or 4 frames prior to the burst segment start just means more pitch cycles will be included and is harmless to the algorithm.
282
The value of 10 ms is a compromise such that at least one glottal closure will be guarantee that glottal activity will be detected.
287
In the discussion below, we will refer to extended segments to refer to the plosive 288 segment starting 2.5 ms before and ending 10 ms after the segment determined by 289 the speech recogniser.
290
Burst onset detection
291 Figure 1 shows that the onset of the release phase gives rise to a sudden increase of 292 the amplitude over the whole frequency range.
293
To limit the influence of the high-amplitude pitch pulses which also have a strong 
Start of periodicity
313
As can be seen from the RTFR in figure 1 , the periodicity of the signal gives rise to 
329
The aurocorrelation function obtained in this way will exhibit a large value at times 330 where there is a substantial amount of energy that is periodically repeated within 331 the analysis frame, i.e. at the time instants for which a pitch pulse is present in 332 the RTFR. To be marked as a local maximum, the following conditions have to be 333 met : its value has to be larger than the value of its direct neighbours, and it has to 334 exceed the value of its neighbours at distances of +/-2, +/-3 and +/-4 frames with 335 an increasing threshold to assure that the selected peaks are at least 5 frames (or 336 the minimum pitch period) on either side from their neighbours and at least 0.03 in 337 height, a value which was determined from visual inspection on the "forced" data 338 set (excluding the "manual" set).
339
With this scheme, some of the bursts will also be marked as pitch pulses. Moreover, closures can be located to a single frame. Decreasing the frame rate might make 362 the algorithm computationally more efficient, but would make the peak picking 363 more error prone. In any case, even at pitch periods down to about 3 ms, sampling 364 needs to be fast enough to resolve the pitch peaks. Similarly, the burst onset may 365 exhibit multiple clicks which should not be merged into a single broad peak of p(n) 366 if the same peak detection criteria are maintained. 
Algorithm performance for phonetic studies
369
The VOT was estimated for the complete "forced" data set by means of the auto-370 matic algorithm of section 5. Since the "manual" data set is a subset of the "forced" Table 2 gives an indication of the bias of the algorithm. For each plosive, it con-379 tains the average of the manually and of the automatically extracted VOTs on the 380 "manual" data set. The resulting bias is calculated as the difference of both means 381 and the uncertainty on this estimate is given as its standard deviation assuming in-382 dependent bias measurements. There is an overall bias of 2.9 ms, which is even ically, the right side of the table gives the same statistics measured only on those 386 segments from the "manual" data set for which the algorithm was able to detect While the above accuracy analysis is relevant for e.g. phonetic studies, where seg-393 ment boundaries can be generated based on a manually produced phonetic tran-394 scription, its validity can be questioned in a fully automatic setting, where the goal 395 of VOT estimation could be to improve speech recognition accuracy on plosives.
396
Therefore, in the second study, the absolute difference between manual and auto-397 matic estimates is analysed on the "free" data set. However, an automatic phone 398 recogniser can mislabel plosive segments, insert or omit them, or generate different 399 segment boundaries. We related the plosive segments from the "free" data set with are assumed to be correct.
408
With this procedure, 566 plosive segments from the "free" set could be linked 409 with a segment from the "manual" set, which allows the cumulative distribution 
Estimated VOTs
420
With this automatic algorithm, we can investigate to which extent factors such as 421 gender and phonetic context could be taken into account in statistical models. In 422 this study, we focus on the voicing dimension, rather than place of articulation. Figure 8 shows the logarithm (to base 10) of the likelihood ratio versus the esti-463 mated VOT value for the "test" data set. This set contains data that was not used dur-ing the construction of the histograms, while the ground truth about plosive identity and its context is known from the manual labeling provided in the TIMIT database.
466
So let P(V |l, p, r ) be the probability that the estimated VOT falls in bin V for plo-467 sive p as measured on its histogram, and let P(V |l, p, r ) be the probability read 468 from the histogram for the plosive with opposite voicing. The log-likelihood ratio 469 is then
and ε is a small constant to cope with zero probability estimates and was set to but that negative log-ratios can occur. That the choice of ε is not a critical one is 478 also apparent from these scatter plots. Its side-effect is to limit extreme values of 479 the log-likelihood ratio, an effect that is mostly observed on the positive side.
480
In an attempt to improve the phone recognition rate by exploiting the VOT as a 481 feature, phone lattices were generated on the TIMIT test data as described in De- the "forced" data set, which is independent of the "test" data set. This procedure re-498 duced the phone error rate from 26.70% to 26.53% on the TIMIT test set. Hence, we 499 observe that the VOT feature has contributed only very little to error rate improve-500 ment. This is not surprising, since we observe in figure 8 that the log-likelihood 501 ratio can become negative for valid utterances of the plosive. On the other hand we 502 have to realize that we attempt to correct only the plosive hypotheses generated by 503 the HMM system, and this only along the voicing dimension. We can find the best 
