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Характерным для развития 
современной климатологии есть 
формирование новых областей знаний, 
среди которых фитоклиматология занимает 
особое место. Изучение погодно-
климатических комплексов природных и 
культурных ландшафтов, разработка 
методов их исследования, в том числе и 
количественных, определение сферы их 
прикладного использования составляет 
содержание исследования в области 
фитоклиматологии.  
Объектом исследования в области 
фитоклиматологии нами предложен фитопо-
годный комплекс, как образование, которое 
сформировалось в условиях растительных 
сообществ [4,5]. В центре такого образова-
ния находится растение, которое остро реа-
гирует на все изменения, которые возникают 
в процессе функционирования ее состав-
ляющих. Для роста и развития растений ис-
ключительное значение имеют условия их 
жизнедеятельности. К ним можно отнести 
ресурсы тепла и влажности, фотосинтетич-
ную активную радиацию, питательные ве-
щества, и т.д.. В процессе своей жизнедея-
тельности растение активно создает свою 
среду существования. Это дает основание 
говорить об индивидуальных фитопогодных 
комплексах, которые характерны для опре-
деленных культур. 
Внедрение количественных методов в 
фитопогодные исследования обуславливае-
тся возрастающим увеличением объемов 
получаемой информации. Большой объем 
фактического материала определяет необ-
ходимость перехода к автоматизиованому 
процесу обработки климатологической ин-
формации. Отечественными и зарубежными 
исследователями [1, 2, 3, 5, 7, 8, 12,] разра-
ботаны системы сбора, обработки, контро-
ля, сохранения и ипользования информаци 
для оперативных и климатологических це-
лей.  
Для организации гидрометеорологиче-
ского банка даных (ГМБД), как системы 
информационных массивов большого объе-
ма с техническими и программными средст-
вами информационного обмена и статисти-
ческой обробки нами создано специальное 
проблемно-ориентированное программное 
обеспечение. Оно имеет модульную струк-
туру и использует алгоритмический язык "J" 
[5]. Структура ГМБД включает информаци-
онную базу, язык описания данных, про-
граммы-исполнители, системное программ-
ное обеспечение. Основные функции ГМБД 
сводятся к вводу информации, статистиче-
ской обработки (стандартной климатологи-
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ческой и специализированной статистиче-
ской) массивов данных, объединения ин-
формации разных массивов с целью полу-
чения массивов нового содержания, под-
ключения программ нестандартной обра-
ботки и определения производных парамет-
ров по первичным данным. 
Особенность языка "J" составлят ши-
рокий набор структурных и математических 
операций, которые применимы одинаково 
как для скалярных величин, так и для мас-
сивов данных, что позволяет отнести язык 
"J" к типу векторных языков программиро-
вания. В особенности это касается матрич-
ных операций, таких как, детерминант, агре-
гативные операции по строкам или столб-
цам, сворачиваемость, и др. Язык "J" имеет 
набор операторов над функциями, таких как 
вставка функции между элементами масси-
ва, условное и повторное применение, опе-
раторы заданные пользователем, что позво-
ляет считать его функционанльным языком,. 
Язык "J" особенно применим для математи-
ческого, статистического и логического ана-
лиза данных. Это мощный инструмент соз-
дания новых и лучших решений существу-
ющих проблем, но еще более эффективный 
для поиска решений проблем, которые еще 
недостаточно  изучены. Компактность нота-
ции, интерактивность и мощная эффектив-
ность создают среду для многостороннего 
представления данных и быстрого открытия 
новых возможных решений, благодаря пря-
мому манипулированию ними. 
Наблюдаемые или расчетные оценки 
параметров фитоклитологических процес-
сов – это случайные величины, а наиболее 
полной их характеристикой является функ-
ция распределения. Описание этой функции 
выполняется на основе моментных характе-
ристик, в которые кроме средней входят 
квадратическое отклонение, коэффициенты 
вариации, асимметрии и эксцесса. Удачно 
подобранная на основе этих параметров те-
оретическая функция распределения позво-
ляет решать большое количество задач, свя-
занных с диагнозом состояния фитопогод-
ного комплекса. Особенно эффективные ре-
зультаты получаются при совместном ана-
лизе статистических результатов и физичес-
ком, генетическом анализе процессов, их 
определяющих. В частности, генетический 
анализ формирования кривых распределе-
ния позволяет осуществить выбор лет-
аналогов и производить необходимые за-
ключения, не прибегая к дорогостоящим 
дополнительным наблюдениям [3]. 
Для обработки гидрометеорологичес-
кой экспериментальной информации нами 
рассмотрены и применены распределения 
Гаусса, Стьюдента, Фишера, хи-квадрат. В 
качестве основного математического аппа-
рата в данной работе используется система 
распределений Пирсона [5]. Это позволило, 
в частности, осуществить проверку гипотез 
однородности и согласия исходной инфор-
мации при подборе аппроксимирующих ра-
спределений. Наилучшим образом описы-
ваються нормальной функцией распределе-
ние метеоэлементов не имеющих легко до-
стижимых физических пределов (темпера-
тура воздуха, атмосферное давление). Расп-
ределение элементов, имеющих физический 
предел с одной стороны – осадков, относи-
тельной влажности, скорости ветра, – опи-
сываються, гамма- и логнормальным расп-
ределениями. К распределениям элементов, 
ограниченных с двух сторон (количество 
облаков) можно подобрать аналитическое 
выражение в виде функций Пирсона. Сис-
тема распределений – кривых Пирсона ох-
ватывает 12 типов распределений, и позво-
ляет удовлетворительно описать большое 
многообразие кривых распределения, встре-
чающихся в широкой практике метеороло-
гических исследований.  
Плотность всех типов распределений 
Пирсона [12], если принять моду М0, рав-










 ,    (1) 
где x – значение случайной величины, 
а y – ордината кривой плотности. Интегри-
рование этого уравнения приводит к целому 
ряду функций распределения (некоторые из 
этих функций дают J и U – образные кри-
вые). 
Распределения Пирсона имеют одну 
моду или антимоду (значение , при кото-
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ром функция плотности достигает миниму-
ма). Тип функции Пирсона определяется 
























r  и 444 
r ,   (3) 
где  – среднее квадратическое отклонение. 
В зависимости от значения критерия 
выбирается один из типов функции Пирсо-
на. Зависимость типа функции от k  дана в 
табл. 1. 
Таблица 1  
Критерии типа функций Пирсона 
Критерий № типа  
Критерий 
№ типа 
k<0 I, VIII, IX, XII  0<k<1 IV 
k=0 II  k=1 V 
k=0 Нормальное 
Распределение 
 k>1 VI, XI 
k=0 VII  r= III, X 
 
Распределение типа I ограничено с 
двух сторон и асимметрично. Среди распре-
делений этого типа встречаются J и U – об-
разные кривые.  
Типы VIII, IX и XII являются частны-
ми случаями типа I. При h1>0 и h2=0 урав-
нение (2) превращается в уравнение типа 
IX, при h1<0 и h2=0 – в уравнение типа VIII, 
а в случае, когда h1 и h2 равны по величине, 
но имеют разные знаки, формируется тип 
XII. Кривые типов VIII и IX являются J-
образными, а типа XII представляет собой 
деформированную J-образную кривую. 
Распределение типа II также ограничи-
вается с двух сторон точками и=—1' и и = 
1', но в отличие от типа І является симмет-
ричной кривой. Коэффциент экцесса отри-
цателен. Одной из разновидностей кривых 
данного типа является U-oбразная кривая. 
Тип II представляет собой частный случай 
типа І. 
Распределение типа III широко исполь-
зуется на практика и известно как гамма-
распределение. Оно ограничено лишь с од-
ной стороны точкой и=.—1'. Данный тип 
включает в себя J-образнные кривые. Плот-
ность распределения определяется уравне-
нием 
f (u) = f0(1+u/l1)p e-pu/l    (4) 
При р >0 плотность распределения ма-
ксимальна в точке и=О и убывает в обе сто-
рони от нее. Кривая плотности с одной сто-
рони асимптотически приближается к гори-
зонтальной оси при и→ или и=→. Когда 
l1>0, асимметрия кривой положительна, а 
когда l1<0 — отринательна. При р<0 кривая 
плотности имеет J-образнй вид. Значення 
l1>0 или l1<0 будут создавать соответствен-
но положительную или отрицательную аси-
мметрию кривых. 
Кривые распределения Пирсона типа 
III, так же как и типа І, имеют эластичную 
форму и при значительной величине крите-
рия k довольно хорошо выравнивают расп-
ределения, чем и объясняется частое испо-
льзование этих кривых в приложениях. 
Как указывалось выше при выводе фо-
рмул плотности распределений Пирсона, в 
том числе и формулы, началом отсчета слу-
жит модальное значение. Если заменить мо-
ду начальной точкой распределения, то ура-
внение  можно записать в форме, принятой 
для гамма-распределения,  
f (x) = a λ /Г(λ) xλ-1 e-ax    (5) 
где λ > 0, a > 0, 0 < x < . 
Вид кривой зависит только от безраз-
мерного параметра λ, и параметра а,  и игра-
ет роль масшаба. Кривне начинаются в точ-
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ке х=0 и асимптотически приближаются к 
оси абсцисс при х > . 
Распределение типа V, так же как и ти-
па ІІІ, ограничено с одной сторони и асим-
метрично, но в отличие от типа III величина 
u не может принимать отрицательных зна-
чений. Распределение типа VI также асим-
метрично и ограничено с одной сторони 
значением и = l при l > 0. Распределение ти-
па VI имеет много общего с распределением 
типа І и может быть использовано для выра-
внивания в тех случаях, что и распределе-
ние типа І. Распределение типа VII неогра-
ниченное, асимметричное. 
Количественные методов в фитопогод-
ные исследования использованы для полу-
чения значений главных статических пока-
зателей распределения метеорологических 
элементов, чтобы основываясь на них, 
иметь представление о характере развития 
атмосферных процесов и природе распреде-
лений метеовеличин. Для их расчета испо-
льзованы негруппированные ряды наблюде-
ний Харьковской метеостанции. Ряды на-
блюдений имели длину свыше 50 лет (с 
1951 по 2008 гг. включительно). В дополне-
ние к имеющимся данным справочника бы-
ли получены характеристики рассеивания 
(), асимметрии (As) и эксцесса (E) распре-
делений метеорологических злементов 
(табл.2). 
Таблица 2  
Характеристики распределений максимальной температуры воздуха по метеостанции 




I II III IV V VI VII VIII IX X XI XII Год 
Ср.t -3.8 -3.2 2.7 13.3 21.3 24.8 26.4 25.7 19.9 11.6 3.9 -1.3 11.8 
 3.2 3.3 2.5 2.9 2.6 2.5 2.0 2.0 2.2 2.8 2.2 2.7 1.0 
As -0.5 -0.7 -0.2 0.1 -0.1 0.5 0.2 0.4 0.1 0.1 -0.5 -0.2 -0.3 
E -0.3 0.2 -0.5 -0.4 -0.6 -0.3 -0.3 0.5 -0.7 -0.2 -0.1 -0.3 -0.2 
 
Обращаясь к данным средних квадра-
тических отклонений значений температуры 
воздуха отметим то обстоятельство, что они 
имеют большую величину зимой (3,2-3,3°), 
чем летом (1,9-2,2°) в пределах рассматри-
ваемой территории. Рассеивание температу-
ры отличается значительно большей стаби-
льностью, чем уровень распределения тем-
ператури, характеризуемый средними зна-
ченнями. Зимнее распределение температу-
ри наряду с большой изменчивостью свой-
ственна значительная асимметрия (0,5-0,7). 
Учитывая, что асимметрию принято считать 
слабой в том случае, когда выполняется не-
равенство 01< r <0,25, умеренной – при 
0,25< r <0,5 и сильной при r>0,5. Летом 
асимметрию распределений значений тем-
ператури можно охарактеризовать как уме-
ренную й слабую (0,17-0,40). О крутости 
распределений температури можно судить 
лишь ориентировочно, так как величини ко-
зффициентов эксцесса соизмеримы с ошиб-
ками их определения. Эксцесс летом неве-
лик (0,3-0,4) и мало отличается по величине 
от зимних значений (0,2-0,3). 
По сгруппированному ряду сделаны 
расчеты параметров распределения. Число-
вые характеристики распределения декад-
ных максимальных температур воздуха по 
метеостанции Харьков за период с 1951 по 
2008 годы включали дифференциальную и 
интегральную численности статистического 
распределения.  
К первым отнесены абсолютная и от-
носительная повторяемости, абсолютная и 
относительная плотность распеределения, 
ко вторым – накопленная абсолютная и от-
носительная повторяемости. Расчет накоп-
ленной повторяемости, сделанный нами за 
достаточно длинный 50-летний ряд наблю-
дений, позволяет ее считать эпирической 
интегральной вероятностью или эпириче-
ской кривой обеспеченности выше или ниже 
определенного предела. В качестве примера, 
были расчитаны квантили, как значение 
элемента, вероятность непревышения кото-
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рого равна накопленой повторяемости. Была 
расчитана 30%-ная квантиль равная 8оС. 
Это значит, что в данном статистическом 
распределении вероятность появления тем-
пературы превышающей 8оС составляет 
30%. 
Графическое изобажение числовых ха-
рактеристик распределения декадных мак-
симальных температур воздуха нашло от-
ражение в виде плота (рис.1,2). 
Таблица 3  
Расчет относительной повторяемости статистического распределения максимальной 
температуры воздуха по метеостанции Харьков 
 




1.01  1.41  4.85  9.49 33.13 32.73 11.92  4.65  0.81  0.00  0.00  0.00  0.00  0.00  0.00  0.00  0.00 
0.00  0.00  0.00  0.00  0.00  0.00  0.00  0.00  0.00  0.00  1.21  6.52 18.18 28.03 30.15 12.12  3.79 
0.00  0.12  0.24  0.73  4.85  7.52  8.97 11.15 10.91 13.45 12.97 12.97  9.09  5.33  1.58  0.12  0.00  
Общая 0.25  0.40  1.31  2.68 10.30 11.31  6.72  5.81  4.75  5.61  5.81  7.58  9.85 11.57 10.71  4.09  1.26 
 
 
Рис.1. Общая группировка всех декад. 
 
Рис. 2. По-сезонная группировка: 
Зима, Лето, Остаток. 
 
На рисунке 1 представлен полигон час-
тот в виде двухвершинной кривой, что ука-
зывает на присутствие двух мод. Они харак-
терны для зимнего и летнего периодов. Что-
бы упростить это сложное распределение и 
найти аналоги теоретическим распределе-
ним нами было сделано разделение плота на 
отдельные составляющие, описывающие 
зимний, летий и переходные сезоны (рис. 2). 
Каждый из выделенных периодов имеет 
свои закономерности распределения темпе-
ратуры и свои статистические количетвен-
ные параметры. 
Заключая анализ статистических расп-
ределений максимальной температуры воз-
духа по метеостанции Харьков, приходим к 
следующим виводам. Распределения во все 
сезони удовлетворительно описываются но-
рмальним законом. Основываясь на полу-
ченных значениях главных статических по-
казателей распределения метеорологичес-
ких элементов можно делать заключения о 
характере развития атмосферных процесов 
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