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Abstract
We consider the on-line load balancing problem where there are m identical machines (servers). Jobs arrive at arbitrary times,
where each job has a weight and a duration. A job has to be assigned upon its arrival to exactly one of the machines. The duration
of each job becomes known only upon its termination (this is called temporary tasks of unknown durations). Once a job has been
assigned to a machine it cannot be reassigned to another machine. The goal is to minimize the maximum over time of the sum (over
all machines) of the squares of the loads, instead of the traditional maximum load.
Minimizing the sum of the squares is equivalent to minimizing the load vector with respect to the 2 norm. We show that for the
2 norm the greedy algorithm performs within at most 1.493 of the optimum. We show (an asymptotic) lower bound of 1.33 on the
competitive ratio of the greedy algorithm. We also show a lower bound of 1.20 on the competitive ratio of any algorithm.
We extend our techniques and analyze the competitive ratio of the greedy algorithm with respect to the p norm. We show that
the greedy algorithm performs within at most 2 − (1/p) of the optimum. We also show a lower bound of 2 − O(lnp/p) on the
competitive ratio of any on-line algorithm.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
We are given m parallel identical machines and a number of independent jobs (tasks) arriving at arbitrary times; each
job has a weight and a duration. A job should be assigned upon its arrival to exactly one of the machines based only on
the previous jobs and without any knowledge on the future jobs, thus increasing the load on this machine by its weight
for the duration of the job. The duration of each job becomes known only upon its termination (this is called temporary
tasks of unknown durations). The load of a machine is the sum of the weights of the jobs assigned to it. For any p
norm we deﬁne the cost of an assignment for an input sequence of jobs as the maximum over time of the p norm of
the load vector. Speciﬁcally, the ∞ norm is the makespan (or maximum load) and the 2 norm is the Euclidean norm,
which is equivalent to the sum of the squares of the loads. The goal of an assignment algorithm is to assign all the jobs
so as to minimize the cost.
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Consider for example the case where the weight of a job corresponds to the frequency with which it accesses a disk.
Each job may see a delay that is proportional to the load on the machine it is assigned to. Then the average delay is
proportional to the sum of squares of the machine loads (namely the 2 norm of the corresponding machine load vector)
whereas the maximum delay is proportional to the maximum load.
We measure the performance of an on-line algorithm by its competitive ratio. An on-line algorithm is c-competitive
if for each input the cost of the assignment produced by the algorithm is at most c times larger than the cost of the
optimal assignment.
We ﬁrst summarize our results.
• For the 2 norm, we show that the greedy algorithm is at most 1.493-competitive for any number of machines. In
fact, for m = 2 the greedy algorithm is optimal and its competitive ratio is 1.145 and for m = 3 we can improve the
competitive ratio to 1.453.
• For the 2 norm, we show that there is no on-line algorithm that for all m is 1.202-competitive.
• For the 2 norm and for any given m, we show a lower bound of 2√3 − O(1/m) on the competitive ratio of any
on-line algorithm and a lower bound of 2√
3
for m divisible by 3.
• For the 2 norm, we show (an asymptotic) lower bound of 1.338 on the competitive ratio of the greedy algorithm.
• For the general p norm (for any p > 1), we show that the greedy algorithm is at most 2 −(1/p)-competitive for
any number of machines.
• For the general p norm (for any p > 1), we show (an asymptotic) lower bound of 2−O(lnp/p) on the competitive
ratio of any on-line algorithm.
• For the general p norm (for any p > 1), we show that for m = 2 the greedy algorithm is an optimal on-line
algorithm.
Temporary tasks, ∞ norm: For the problem of on-line load balancing of temporary tasks an algorithm with compet-
itive ratio 2 − 1/m was proved for permanent tasks (tasks that never depart) by Graham [12]; nevertheless, Graham’s
analysis holds also for temporary tasks. The results in [4] show that his algorithm is optimal by constructing a lower
bound of 2 − 1/m on the competitive ratio of any on-line algorithm.
Permanent tasks, ∞ norm: This is the classic ancient problem of scheduling jobs on identical machines minimizing
themakespan (ormaximum load). Graham [12] showed that the greedy load balancing algorithm is 2−1/m-competitive
in this case. The greedy algorithm is an optimal on-line algorithm only for m3 [9].
Bartal et al. [6] were the ﬁrst to show an algorithm whose competitive ratio is strictly below c < 2 (for all m). More
precisely, their algorithm achieves a competitive ratio of 2 − 170 . Later, the algorithm was generalized by Karger et al.
[15] to yield an upper bound of 1.945. Subsequently, Albers [1] designed 1.923-competitive algorithm. Fleischer and
Wahl [10] improved this result to a ratio of 1.9201.
Bartal et al. [7] showed a lower bound of 1.8370 for the problem. This result was improved by Albers [1] to 1.852
and then by Gormley et al. [11] to 1.853. The best lower bound currently known is due to Rudin [17], who showed a
lower bound of 1.88.
Permanent tasks, p norm: Chandra and Wong [8] were the ﬁrst to consider the problem of minimizing the 2 norm
of the machine loads. They showed that if the jobs arrive in non-increasing weight order then the greedy algorithm
yields a schedule whose cost is within
√
25
24 of the optimal cost. This result was slightly improved by Leung and Wei
[16]. Chandra and Wong [8] also considered the general p norm (for any p > 1) and showed that the greedy algorithm
on the sorted items achieves a constant performance bound. The constant depends on p and grows to 32 when p grows to∞. The problem of on-line load balancing in the general p norm (for any p > 1) for permanent tasks was considered
in [3]. The results in [3] show that for the 2 norm, the greedy algorithm performs within 2√3 of the optimum, and
no on-line algorithm achieves a better competitive ratio. For the 2 norm, [3] also provided an on-line algorithm with
competitive ratio 2√
3
− , for some ﬁxed , for any sufﬁciently large number of machines. For the general p norm the
results show that the competitive ratio of the greedy algorithm is 2 −((lnp)/p).
Off-line results: Azar et al. [5] presented a polynomial time approximation scheme for the problem of off-line load
balancing of temporary tasks (in the ∞ norm) in the case where the number of machines is ﬁxed. For the case in which
the number of machines is given as part of the input (i.e., not ﬁxed) they showed that no polynomial algorithm can
achieve a better approximation ratio than 32 unless P = NP.
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For the problem of off-line load balancing of permanent tasks (in the ∞ norm), there is a polynomial time approx-
imation scheme for any ﬁxed number of machines [13,18] and also for arbitrary number of machines by Hochbaum
and Shmoys [14].
Off-line scheduling and load balancing of permanent tasks with respect to the p norm has been considered in [2].
The off-line minimization problem is known to be NP-hard in the strong sense. Alon et al. [2] provided a polynomial
approximation scheme for scheduling jobs with respect to the p norm for any p > 1. An example in which the optimal
assignment for the sum of the squares is different from the optimal assignment in the ∞ norm is also given in [2].
2. Deﬁnitions and preliminaries
In the load balancing problemwe are givenm identical machines (servers) and a ﬁnite sequence of events. We denote
the input sequence by  = 1, . . . , r . Each event i is an arrival or departure of a job (task). We view  as a sequence
of times, the time i is the moment after the ith event happened. We denote the weight of a job j by wj , its arrival
time by aj and its departure time (which is unknown until it departs) by dj . An on-line algorithm has to assign a job
upon its arrival without knowing the future jobs and the durations of jobs that have not departed yet. We compare the
performance of on-line algorithms and an optimal off-line algorithm that knows the sequence of jobs and their durations
in advance. Let Ji = {j | aj i < dj } be the active jobs at time i . A schedule S assigns each job j to a single machine
k, 1km. For every schedule S, the load of machine k at time i , denoted Lik(S), is the sum of weights of all jobs
assigned to machine k in S, and active at this time. The vector of loads at time i is Li(S) = (Li1(S), . . . , Lim(S)). Our
cost measure is the p norm. Hence the cost of a schedule S at time i is deﬁned as ‖Li(S)‖p =
(∑m
k=1(Lik(S))p
)1/p
.
The cost of a schedule S is deﬁned as ‖L(S)‖p = maxi ‖Li(S)‖p. We denote the load vector with the maximum cost,
by L(S) = (L1(S), . . . , Lm(S)).
The optimal cost, denoted OPT(S), is the minimal cost over all possible schedules for the given sequence of events.
We measure the performance of our algorithms by the competitive ratio. For a ﬁxed p > 1, the competitive ratio of
a schedule S is deﬁned as C(S) = ‖L(S)‖p/OPT(S). Let A be an on-line assignment algorithm. The competitive ratio
of A for a ﬁxed number m1 of machines is deﬁned as
CA,m = sup{C(S) | S is a schedule produced by A on m machines}.
The competitive ratio of A for an arbitrary number of machines is deﬁned as CA = sup{CA,m | m1}.
The previous deﬁnitions cover also the case where we measure the sum of squares of loads, since then the cost is
(‖L(S)‖2)2. Consequently, the competitive ratios for the sum of the squares of loads are equal to (C(S))2, (CA,m)2
and (CA)2 w.r.t. the 2 norm.
Now we deﬁne the notion of the shape of a schedule, which is an abstraction of a schedule where for every machine
all jobs assigned to it except for one are replaced by very small identical jobs with the same total load. In general, it may
be the case that the schedule we analyze cannot be produced by the original algorithm which we study. Nevertheless,
it upper bounds the cost of the original algorithm. Moreover, the concept of a shape is very useful for proving upper
bounds on the competitive ratio, since the optimal assignment may improve (by partitioning the jobs) while the cost
of the assignment does not change. Hence a shape is a pessimistic estimate of a schedule. A shape characterizes each
machine by two numbers: ai the total load of the small jobs, and ui (a lower bound on) the weight of one large job. We
denote a shape by a pair R = (a, u), where a and u are vectors of m non-negative reals. The vector of loads of a shape
is deﬁned as L(R) = a + u. The competitive ratio of a shape R is C(R) = ‖L(R)‖p/OPT(R).
It is possible to compute the optimal cost of the shape R = (a, u) explicitly. It is the cost of a schedule in which
some big jobs are scheduled each on a separate machine and the rest of the jobs are balanced evenly on the rest of the
machines. Let the machines be ordered so that ui are non-decreasing. For 1 lm let hl = (∑mi=1 ai +∑li=1 ui)/ l.
Let k be the largest l such that hlul (k is always deﬁned, since h1u1). We deﬁne the height of the shape to be
h(R) = hk .
It is easy to see that a good candidate for an optimal schedule for the shape R is to put on each machine one job of
size exactly ui and partition ai into a few jobs so that they can be balanced exactly on the k machines; then the load
vector is (hk, . . . , hk, uk+1, . . . , um). See the Figs. 1 and 2 for examples where ai = 1 for all i.
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Fig. 1. A shape R.
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Fig. 2. Optimal assignment of R.
Note that any shape of a schedule has the same cost as the cost of the schedule. In addition, the optimal cost of the
shape is not greater than the optimal cost of the schedule.
Now we extend the notion of shape and deﬁne continuous shapes, which are deﬁned similarly to shapes. This
extension treats the machines as points in the interval [0,m]. The load vector is a function deﬁned on that interval, and
it is the sum of two functions. One function gives the total load of the small jobs on each machine. The other one gives
the load of one big job on each machine. Formally, a continuous shape is a pair R = (a, u), where a and u are functions
(not necessarily continuous), deﬁned in the interval [0,m]. The function of loads of a shape is deﬁned asL(R) = a+u.
Where a(t) represents the total load of small jobs of equal size at point t in the interval [0,m] and u(t) represents the
load of one big job at point t in the interval [0,m]. From the convexity of the function xp it follows that the optimal
cost of a continuous shape R is obtained by selecting some big jobs and assigning each one to a separate machine,
and the remaining jobs are balanced evenly on the rest of the machines. Formally w.l.o.g let u(t) be a non-decreasing
function. There exist functions u′(t) and a′(t) such that R′ = (a′, u′) gives the optimal load L(R′) for the shape R.
These functions are as follows: u′(t) = u(t) and
a′(t) =
⎧⎪⎨
⎪⎩
0 t t ′,
1
m − t ′ (
∫ m
0 a(t) dt +
∫ m
t ′ u(t) dt) − u(t) t ′ < t
for some value t ′, s.t. for t1 t ′ and t2 > t ′, it holds that u′(t1)a′(t2) + u′(t2).
The transition from a shape to a continuous shape is deﬁned as follows. LetR = (a, u) be a shape, then its continuous
shape R′ = (a′, u′) is
a′(t) = ai, i − 1 < t i,
u′(t) = ui, i − 1 < t i.
Note that in the above transition from a shape to a continuous shape the cost of the assignment does not change while
the cost of the optimal assignment can only decrease.
3. The greedy algorithm
In this section we analyze the competitive ratio of the greedy algorithm deﬁned below.
Algorithm Greedy. Upon arrival of a job j assign it to the machine with the current minimum load (ties are broken
arbitrarily).
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Note that a job departs from a machine it was assigned to.
To obtain a constant upper bound for the performance ratio of Greedy, we show that each schedule can be replaced
by a very special continuous shape so that the competitive ratio does not decrease. Computing the competitive ratio is
then shown to be equivalent to computing the maximum of a certain function with equality constraints over the reals.
A shape R = (h, x) is called partially ﬂat if there exists an integer 1km, and a real c > 0 such that the following
conditions hold:
hi = c for i = 1, . . . , k,
xi0 for i = 1, . . . , k,
hi = xi = 0 for i = k + 1, . . . , m.
When k = m the shape is called ﬂat. A shape R = (h, x) is called separate if there exists an integer 1km and a
real c > 0, such that the following conditions hold:
hi = 0 for i = 1, . . . , k,
xic for i = 1, . . . , k,
hi = c for i = k + 1, . . . , m,
xi = 0 for i = k + 1, . . . , m.
Let S be a schedule obtained by Greedy and let L(S) be the load when Greedy reaches the maximum cost. Let h be
the load vector of all jobs except the last job assigned to each machine, we treat these jobs as very small jobs and
call them sand jobs. Let x be the weight vector of the last job assigned to each machine. The shape R = (h, x) is a
shape of the schedule S, we call it the Greedy shape. Recall that when moving from a schedule to a shape and from a
shape to a continuous shape the cost of the assignment does not change while the cost of the optimal assignment can
only decrease.
Lemma 1. Let R = (h, x) be the Greedy shape of a Greedy schedule S, normalized by multiplying the weight of all the
jobs by the same number such that (OPT(S))p = m. 4 Then there exists a partially ﬂat shape R′ = (h′, x′) such that
‖L(R)‖p‖L(R′)‖p and OPT(R)OPT(R′) with the non-zero components of h′ equal to 1, and the off-line shape
of the shape R′ is a separate shape.
Proof. It is easy to see that hi1 (otherwise when the last job was assigned to machine i before Greedy reached the
maximum cost, (OPT(S))p > m, which is a contradiction).
W.l.o.g we assume that the machines are ordered so that hi + xi are non-increasing. We perform the following
transformation. Note that in each step of the transformation the cost of Greedy can only increase and the cost of the
off-line algorithm can only decrease. This is in particular due to the convexity of the function xp. Fig. 3 shows the
shape resulting after each transformation step. In this ﬁgure the black area represents regular jobs and the white area
represents sand jobs.
(1) In this step we move to a continuous shape R = (h(t), x(t)), where h(t) and x(t) are functions in the interval
[0,m]. We treat each point t in that interval as a machine and the value h(t) + x(t) as its load. Now we transform
regular jobs (jobs or parts of jobs) that are placed below height 1 (where height represents machine load) into sand
jobs. Next we push the sand jobs to the left such that the height of the sand jobs will be equal to 1 from point 0 to
point V0, where V0 is the total volume of the sand jobs. See Step 1 in Fig. 3 for the resulting shape of this step.
Formally, let R = (h(t), x(t)) be the current shape and let t0 be maximal value of t, such that h(t)+ x(t)1, then
the new shape R′ = (h′(t), x′(t)) is obtained as follows. Denote
V0 = t0 +
∫ m
t0
(h(t) + x(t)) dt,
4 The number is m1/p divided by the original optimal cost of the schedule S.
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off-line at step 3
step 3step 2
step 1Greedy shape R
21 3 ...... m
21 3 ...... m 21 3 ...... m
21 3 ...... m
21 3 ...... m
Fig. 3. The transformation steps.
then
h′(t) =
{
1, tV0,
0, V0 < t,
x′(t) =
{
h(t) + x(t) − 1, t t0,
0, t0 < t.
(2) We would like to separate the machines of the off-line algorithm that have sand and possibly regular jobs into those
having sand jobs only, and machines having regular jobs only. These are machines which all of them have the same
height. Consider regular jobs that are scheduled (by the off-line algorithm) on such machines together with sand
jobs. Take the total area of these jobs and push it to the left. In this way, some machines will have only regular
jobs of the same height as these machines had before this transformation. The machines on the right-hand side will
have the same height, but will contain only sand jobs, with the area of sand jobs just before this transformation.
See Step 2 in Fig. 3 for the resulting shape of this step. Formally, let R = (h(t), x(t)) be the current shape, then
the new shape R′ = (h′(t), x′(t)) is obtained as follows. Let t1 be a minimal point such that machine t1 has sand
jobs in the off-line algorithm, let w be its total load in the off-line algorithm and let V1 be the volume of the regular
jobs on machines [t1,m]. Denote
V1 =
∫ m
t1
x(t) dt,
then
h′(t) = h(t),
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x′(t) =
⎧⎪⎪⎨
⎪⎪⎩
x(t), t t1,
w, t1 < t t1 + V1
w
,
0 otherwise.
(3) Part of the sand jobs on machines with no regular jobs are transformed into regular jobs of height equal to w (as
deﬁned in the previous step). These jobs are assigned to the remaining machines that have only sand jobs. This
is done such that all non-empty machines in the Greedy shape have sand jobs and a regular job. See Step 3 in
Fig. 3 for the resulting shape of this step. Formally, let R = (h(t), x(t)) be the current shape, then the new shape
R′ = (h′(t), x′(t)) is obtained as follows. Let t1 be maximal such that machine t1 has sand jobs and a regular job.
Let t2 be maximal such that machine t2 has jobs (any jobs). Let s = (t1 · w + t2)/(w + 1), then
h′(t) =
{
1, ts,
0 otherwise,
x′(t) =
⎧⎪⎨
⎪⎩
x(t), t t1,
w, t1 < ts,
0 otherwise.
It is easy to see that in each of the transformation steps the cost of Greedy can only increase and the cost of the off-line
algorithm can only decrease due to the convexity of the function xp.We denote the shape obtained by the transformation
by R′ = (h′, x′). This shape has jobs on machines [0, s] for some real number 0 < s < m. Each machine t ∈ [0, s]
has sand jobs of height 1 and a regular job of height x′(t) > 0, other machines have no jobs assigned to them, hence
this is a partially ﬂat shape. The off-line shape has jobs of height x′(t) on machines t ∈ [0, s] and sand jobs of total
volume s evenly assigned to machines (s,m]. In addition, mint∈[0,s] x′(t)w = s/(m − s), hence the off-line shape
is a separate shape. 
Lemma 2. Let R = (h, x) be a partially ﬂat shape such that h(t) = 1 for 0 ts. Assume that the off-line
shape of R is a separate shape. Then there is a shape R′ = (h, x′), such that for 0 ts, x′(t) = y for some
value y > 0 and x′(t) = 0 for t > s, and it holds that ‖L(R)‖p‖L(R′)‖p and OPT(R) = OPT(R′).
Proof. Let  · m = s. Deﬁne
y =
(
1
 · m
∫ ·m
0
xp(t) dt
)1/p
.
Clearly OPT(R) = OPT(R′). Now
‖L(R)‖p =
(∫ ·m
0
(1 + x(t))p dt
)1/p

(∫ ·m
0
1 dt
)1/p
+
(∫ ·m
0
xp(t) dt
)1/p
= ( · m)1/p + ( · m)1/p · y
= ( · m)1/p · (1 + y)
= ‖L(R′)‖p,
where the inequality follows from the triangle inequality for the p norm. 
Deﬁne the function f (, x) with the constraint g(, x).
f (, x) =  · (1 + x)p, (1)
g(, x) =  · xp + 
p
(1 − )p−1 = 1. (2)
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Theorem 3. The competitive ratio of the greedy algorithm satisﬁes
CGreedy(fmax)1/p,
where fmax is the maximum of f with constraint (2), in the domain 0x, 0 12 .
Proof. Let R0 be the Greedy shape of a schedule S obtained by Greedy. For simplicity we transform it to a new shape
R1 by normalizing all job weights such that
(OPT(R1))p = m. (3)
If all the h components ofR1 are equal to zero then the Greedy schedule is optimal. Otherwise by Lemma 1 and Lemma
2 we obtain from R1 a partially ﬂat shape R2 = (h, x), in which all the non-zero components of x are the same and its
off-line shape is a separate shape such that ‖L(R1)‖p‖L(R2)‖p and OPT(R1)OPT(R2). We have
(‖L(R2)‖p)p =  · m · (1 + x)p, (4)
(OPT(R2))p =
∫ m
0
xp(t) dt + (1 − )m
(
m
(1 − )m
)p
= mxp + 
pm
(1 − )p−1 , (5)
x m
(1 − )m =

1 −  . (6)
The last inequality restricts the weight of a regular job to be greater than the total weight of sand jobs on machines
with sand jobs in the off-line shape. For simplicity we divide equalities (4) and (5) by m, this does not change the ratio
between the cost and the off-line cost of shape R2, which gives the following:
f (, x) =  · (1 + x)p, (7)
1 · xp + 
p
(1 − )p−1 , (8)
x 
1 −  . (9)
The ﬁrst inequality results from (5), since (OPT(R2))p(OPT(R1))p = m and the division by m.
Substituting (9) in (8) gives
1 
p+1
(1 − )p +
p
(1 − )p−1 =
p
(1 − )p
which yields  12 . We obtain the following relation for f :
f (, x) = (1/m)(‖L(R2)‖p)
p
1/m · m 
(‖L(R1)‖p)p
(OPT(R1))p
 (‖L(S)‖p)
p
(OPT(S))p
,
where the ﬁrst inequality follows from (3) and the fact that ‖L(R1)‖p‖L(R2)‖p. Hence to bound the competitive
ratio of Greedy we need to solve the following maximization problem in the domain 0 12 and 0x. We need to
ﬁnd the maximum of f (, x) under the constraint (8). It is easy to see that the maximum of f is obtained when (8) is
an equality. 
The next theorem follows from Theorem 3.
Theorem 4. For the 2 norm the competitive ratio of the greedy algorithm is CGreedy1.493.
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Proof. By Theorem 3 the competitive ratio of Greedy is obtained by solving the following maximization problem for
f , which is obtained by substituting p = 2 in (1) and (2).
maximize f (, x) =  · (1 + x)2, (10)
subject to 1 =  · x2 + 
2
1 −  . (11)
We solve this maximization problem. Eq. (11) gives
x =
√
1 − 2/(1 − )

. (12)
Substituting Eq. (12) in Eq. (10) gives
f () =  ·
⎛
⎝1 +
√
1 − 2/(1 − )

⎞
⎠
2
. (13)
Using Maple we found that the maximum of f is achieved at  ≈ 0.3642, (x ≈ 1.474), and (CGreedy)2f () ≈
2.2293. 
We note that for 2 norm and three machines the upper bound can be improved to 1.453 using a more detailed
computation.
Now we turn to the case of the general p norm.
Theorem 5. For any p > 1, CGreedy2 − (1/p).
Proof. By Theorem 3 we have
1 = g(, x) · xp.
Hence
 1
xp
.
Substituting  in (1) gives
f (, x) (1 + x)
p
xp
= f1(x). (14)
Substituting  12 in (1) gives
f (, x) 12 (1 + x)p = f2(x).
Since f1(x) is a monotonically decreasing function of x and f2(x) is a monotonically increasing function of xwe obtain
f (, x)fmaxf2(x0 = 21/p) = 12 (1 + 21/p)p,
where x0 = 21/p is a solution of the equation
f1(x) = f2(x).
Hence
CGreedy(fmax)1/p
1 + 21/p
21/p
= 1 +
(
1
2
)1/p
= 1 + e−(1/p) ln 2 = 2 − 
(
1
p
)
. 
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Next we consider the case of two machines. We use the following notation
D(p) = sup
x0
(
1 + (1 + x)p
2p + xp
)1/p
. (15)
It is proved in [3] that the supremum is achieved as a maximum at the unique solution x ∈ (0,∞) of the equation
xp−1(1 + (1 + x)1−p) = 2p.
Theorem 6. For m = 2 and for any p > 1 the greedy algorithm is optimal and its competitive ratio is
CGreedy,2 = D(p). (16)
Proof. The lower bound follows immediately from the case of permanent tasks (see [3]). Next we prove the upper
bound. The proof requires the following lemma.
Lemma 7. For m = 2 let S be a schedule obtained by Greedy. Then there exists a ﬂat shape R = (a, u) which is a
shape of S.
Proof. Consider time T, when Greedy reaches the maximum cost. Let L = L(S) be the vector of loads of S at time
T. W.l.o.g we assume that L1 is the smallest component of L. We claim that the shape R = (a, u) where a = L1
and ui = Li − a is a ﬂat shape of L(S). Clearly L(R) = L(S). Consider machine 2 with u2 > 0. Let j be the last
job assigned to the machine 2 until time T. At the time of its assignment, the load of machine 1 must have been at
most a, as otherwise the Greedy cost at that time would be greater than ‖L(S)‖p, which is a contradiction. Hence
wj L2 − a = u2, and the shape R = (a, u) is a ﬂat shape. 
We also need the following lemma which is implicit in [3].
Lemma 8. Let R = (a, u) be a ﬂat shape for m = 2. Then for any p > 1, C(R) = D(p).
To complete the proof of Theorem 6we ﬁrst apply Lemma 7 to obtain a ﬂat shapeR of S, which satisﬁesC(S)C(R).
Next we apply Lemma 8 to obtain C(R) = D(p). 
From the above theorem it follows that for m = 2 and for the 2 norm Greedy is optimal and its competitive ratio is
D(2) =
√
(
√
5 + 3)/4 ≈ 1.145, where the value of D(2) is obtained from [3].
4. Lower bounds
4.1. Lower bounds for 2 norm
In this section we give lower bounds for the 2 norm. We prove a lower bound for any algorithm (the proof is for
m = 3). Then we prove a weaker lower bound for any m3. Finally, we prove a lower bound for Greedy for a large
number of machines (m → ∞).
Theorem 9. For any on-line assignment algorithm A, it holds that CACA,31.202.
Proof. Consider the following sequence for three machines. First three unit jobs and one job of weight x1 arrive.
Then two unit jobs depart. At last one job of weight 2 arrives. Consider the ﬁrst three unit jobs. If algorithm A assigns
two or more jobs to the same machine, it does not get any other job. Its cost is at least 5, the optimal cost is 3, and we
are done. Otherwise, algorithm A assigns one unit job to every machine (the off-line algorithm assigns two unit jobs
to machine 1 and one unit job to machine 2). Now the next job of weight x arrives. Algorithm A assigns it to one of
the machines say 1 (the off-line algorithm assigns it to machine 3). Then two unit jobs depart, which are the jobs on
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machines 2,3 (the jobs on machine 1 in the off-line algorithm). At last a job of weight 2 arrives. The best algorithm
A can do is to assign it to one of the empty machines 2 or 3 (the off-line algorithm assigns it to machine 1). Its cost
is at least
√
(1 + x)2 + 22, whereas the optimum cost is √22 + 1 + x2. The maximal ratio ≈ 1.202 is achieved for
x = √5. 
Theorem 10. For any number of machines m3 and any on-line assignment algorithm A, it holds that CA,m 2√3 −
O(1/m). For m divisible by 3, it holds that CA,m 2√3 .
Proof. Let m = 3k. We consider the following sequence. First 4k unit jobs arrive. Then 2k unit jobs depart. Finally
k jobs of weight 2 arrive. Consider the arrival of the ﬁrst 4k unit jobs. Algorithm A assigns these jobs. W.l.o.g we
assume that machines 1, . . . , m are sorted in non-decreasing order of load (the off-line algorithm assigns two jobs to
each machine 1, . . . , k and one job to each machine k + 1, . . . , 3k). Then 2k jobs depart. There exists a minimal t2k
such that machines 1, . . . , t are assigned at least 2k jobs. Then 2k jobs from machines 1, . . . , t depart as follows: all
jobs from machines 1, . . . , t −1 and some jobs from machine t (in the off-line algorithm the jobs on machines 1, . . . , k
depart). At the end of this step machines 1, . . . , 2k are empty. Next k jobs of weight 2 arrive. The best algorithm A can
do is to assign each job to an empty machine (in the off-line algorithm these jobs are assigned to machines 1, . . . , k).
Finally, there are jobs of total weight 4k assigned to no more than 2k machines. Due to the convexity of the function
xp, the minimum cost is obtained when all machines have the same load, therefore its cost is at least
√
2k · (2)2. The
optimum cost is
√
k · 22 + 2k · 12, which yields a ratio of 2√
3
. For m not divisible by 3 a similar proof gives a ratio of
2√
3
− O(1/m). 
Theorem 11. For the greedy algorithm, CGreedy1.338.
Proof. First we prove a weaker lower bound of 1.314 for the greedy algorithm, by solving an ordinary differential
equation analytically. Then by a similar proof we obtain a more complex ordinary differential equation, which has no
simple solution. Hence we use a computer program to compute the competitive ratio in this case, which gives a lower
bound of 1.338.
We start with the ﬁrst proof. We see the m machines as m points in the interval (0, 1], machine i as the point
i/m ∈ (0, 1], and the load of the machines as a function f (t), f (t) = li for (i − 1)/m < t i/m, where li is the load
of machine i. For each machine i the total load is the value of f in the interval ((i − 1)/m, i/m] and the total load of
all machines is the total volume of f in the interval (0, 1] multiplied by m. Let f (k/m) be the load of machine k at the
end of step k and let F(k/m) be the volume of the jobs assigned to machines k, . . . , m at the beginning of step k in the
following process. For convenience we number the steps from m to 1 in decreasing order. In this process we keep the
volume of jobs ﬁxed and equal to 1 at the end of each step. We start with the arrival of inﬁnitesimally small jobs of total
volume 1, we call jobs of this type sand jobs. Both the off-line and the greedy algorithms assign these jobs evenly on all
the machines (total height 1 on each machine). At step k a job of height x (x1) arrives. Greedy assigns this job to the
machine with minimum load w.l.o.g to machine k which is the one with the largest index among all machines with the
minimum load 1, . . . , k (otherwise we swap indices) and the off-line algorithm performs the same assignment. Then
the sand jobs on machines 1, . . . , k − 1 depart in Greedy. In the off-line algorithm the departing jobs are composed of
all the sand jobs of machine k and equal amounts of sand jobs from machines 1, . . . , k−1 with the appropriate volume.
Next sand jobs arrive with total volume 1−F(k/m)− x/m (= 1− total volume of machines k, . . . , m), thus keeping
the total volume equal to 1. Greedy and the off-line algorithms assign the sand jobs to machines 1, . . . , k − 1 evenly,
such that these machines have the same load. At the end of step k
f (k/m) = 1 − F(k/m)
k/m
+ x.
When m → ∞, t = k/m is a continuous variable in the interval [0, 1] and we get the following equation:
f (t) = 1 − F(t)
t
+ x. (17)
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We have f (t) = −dF(t)/dt (since F(t) = ∫ 1
t
f (u) du) and we get
−dF(t)
dt
= 1 − F(t)
t
+ x.
Now we have the following ﬁrst order differential equation:
−t · dF(t)
dt
+ F(t) − x · t − 1 = 0,
F (1) = 0.
It is easy to verify its solution
F(t) = −x · t · ln(t) − t + 1. (18)
Substituting Eq. (18) in Eq. (17) gives
f (t) = x · ln(t) + x + 1. (19)
The above process continues until assigning the job with weight x to the machine represented by t0, where F(t0) = 1,
i.e., until the volume of all machines of Greedy that were assigned a job of weight x approaches 1 (there are no sand
jobs that can depart from machines 0 t < t0). From (18) we get
−x · t0 · ln(t0) − t0 + 1 = 1,
which gives
t0 = e−1/x.
At the end of the above process each machine in the interval [t0, 1] has sand jobs and one big job of weight x. In the
off-line algorithm each machine in the interval [t0, 1] has one job of weight x and the other machines have sand jobs
equally distributed among them. The maximum cost of Greedy and the off-line algorithm is obtained at the end of the
above process due to the convexity of the function xp. Let Greedy(x) and Opt(x) be the costs of greedy and the off-line
algorithms as functions of x, respectively.
Greedy2(x) =
∫ 1
e−1/x
f 2(t) dt
=
∫ 1
e−1/x
(x · ln(t) + x + 1)2 dt
=
∫ 1
e−1/x
[x2 · ln2(t) + 2x · (x + 1) · ln(t) + (x + 1)2] dt
=
[
x2(t ln2(t) − 2t ln(t) + 2t) + 2x(x + 1)t (ln(t) − t) + (x + 1)2t
]1
e−1/x
=
[
t · (x2 · ln2(t) + 2x · ln(t) + x2 + 1)
]1
e−1/x
= x2 · (1 − e−1/x) + 1,
Opt2(x) = (1 − e−1/x) · x2 + e−1/x ·
[
1 − (1 − e−1/x) · x
e−1/x
]2
= e
−1/x · (1 − e−1/x) · x2 + [1 − (1 − e−1/x) · x]2
e−1/x
= e1/x · [(x2 − 2x) · (1 − e−1/x) + 1].
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Let
C(x) = Greedy(x)
Opt(x)
and
C = max
1x
C(x).
For x1 the maximum value of C(x) is obtained approximately at x ≈ 1.2612 and its value is C ≈ 1.314. Hence
CGreedyC ≈ 1.314.
Now we give a similar proof to improve the lower bound. The process is similar to the one described above with the
difference that here we keep the cost of the off-line algorithm ﬁxed and equal to 1 instead of keeping the volume ﬁxed
and equal to 1 at the end of each step. In this proof we use the same notations as in the ﬁrst proof. Consider the off-line
algorithm at the end of step t when assigning a job with weight x to machine t. According to the invariant constraint
we have
(1 − t) · x2 + t · h2 = Opt2(x) = 1,
where h is the weight of the sand jobs on machines [0, t] at the end of step t. We deﬁne h as a function of t. The above
equation gives
h(t) =
√
1 − (1 − t) · x2
t
.
At the end of step t
f (t) = (1 − t) · x + t · h(t) − F(t)
t
+ x. (20)
We have f (t) = −dF(t)/dt and we get
−dF(t)
dt
= (1 − t) · x + t · h(t) − F(t)
t
+ x.
Now we have the following ﬁrst order differential equation:
−t · dF(t)
dt
+ F(t) − t · h(t) − x = 0,
F (1) = 0.
The solution to this equation is not simple and was calculated using a computer program, which gave the following
result. For x1 the maximum value of C(x) is obtained approximately at x ≈ 1.3888 and its value is C ≈ 1.338.
Hence CGreedyC ≈ 1.338, which completes the proof. 
4.2. Lower bound for general p > 1
In this section we construct a lower bound for general p > 1.
Theorem 12. For any p > 1 and any on-line algorithm A, it holds that CA2 − O(lnp/p).
Proof. Let m → ∞. As in the proof of Theorem 11 we consider the machines as points in the interval (0, 1], each
machine is represented by a point t ∈ (0, 1], and the load of machine is represented as a function f (t) in that interval.
Let 0 <  < 1. We consider the following sequence. First sand jobs of total volume 1 arrive. Next, jobs of total volume
(1−) depart. Finally unit jobs of total volume 1 arrive. Consider the arrival of the sand jobs. AlgorithmA assigns these
jobs, w.l.o.g we assume that machines (0, . . . , 1] are sorted non-increasingly by load (the off-line algorithm assigns
these jobs evenly on all the machines). Let s be maximal such that machines (s, . . . , 1] are assigned jobs of total
volume (1 − ). Then jobs of total volume (1 − ) depart from machines (s, . . . , 1] (in the off-line algorithm these
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jobs depart evenly from all the machines). We denote by x the fraction of machines with assigned jobs of total
height greater than 1. Next the unit jobs of total volume 1 arrive. The best policy that Greedy can have at this point is
to assign jobs of total volume (1 − ) evenly to machines (, . . . , 1] and then to assign jobs of total volume  to the
 least loaded machines. The least loaded machines are composed of machines that have jobs of total height less than
1 (i.e., machines (x, . . . , ]) and machines that have jobs of total height 1 (w.l.o.g machines (,  + x]). The off-line
algorithm assigns these jobs evenly to all the machines. Let A and Opt be the costs of algorithm A and the off-line
algorithms, respectively.
Ap  x · 2p + 
[
 + ( − x)

]p
= x · 2p + 
(
2 − x

)p
,
where the ﬁrst term on the right-hand side represents the cost of machines (, . . . , + x] and the other term is a lower
bound for the cost of machines (0, . . . , ].
Optp = (1 + )p.
Hence
C
p
A 
(
A
Opt
)p
(21)
 x · 2
p + (2 − x/)p
(1 + )p . (22)
We choose  = 1/p. We consider two cases. In both cases we use the inequality e−x1 − x. For x/p = 1/p2 we
obtain
C
p
A

p
· 2
p
(1 + )p =
1
p2
· 2
p
(1 + 1/p)p = 2
p e
−2 lnp
(1 + 1/p)p .
Hence
CA2
e−2 lnp/p
1 + 1/p 2
1 − 2 lnp/p
1 + 1/p = 2 − O
(
lnp
p
)
.
For x < /p = 1/p2 we obtain
C
p
A ·
(2 − 1/p)p
(1 + )p =
1
p
· (2 − 1/p)
p
(1 + 1/p)p = e
− lnp · (2 − 1/p)
p
(1 + 1/p)p .
Hence
CAe−lnp/p · 2 − 1/p1 + 1/p 
(
1 − lnp
p
)
· 2 − 1/p
1 + 1/p = 2 − O
(
lnp
p
)
. 
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