Statistical Model Checking (SMC) is an approximate verification method that overcomes the state space explosion problem for probabilistic systems by Monte Carlo simulations. Simulations might, however, be costly if many samples are required. It is thus necessary to implement efficient algorithms to reduce the sample size while preserving precision and accuracy. In the literature, some sequential schemes have been provided for the estimation of property occurrence based on predefined confidence and absolute or relative error. Nevertheless, these algorithms remain conservative and may result in huge sample sizes if the required precision standards are demanding. In this article, we compare some useful bounds and some sequential methods. We propose outperforming and rigorous alternative schemes based on Massart bounds and robust confidence intervals. Our theoretical and empirical analyses show that our proposal reduces the sample size while providing the required guarantees on error bounds.
INTRODUCTION
Probabilistic Model Checking (PMC) [20] is a formal verification method to analyse quantitative properties of probabilistic systems. PMC algorithms perform an exhaustive traversal of the state space of the system. However, real-world applications often involve multiple interacting components and the resulting state space becomes intractable to explore. This limitation has led to the development of alternative methods such as discrete event simulation and Statistical (Probabilistic) Model Checking (SMC) [28] . These simulation-based approaches require the use of an executable model of the system and then estimate the probability of a property based on simulations. The
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In Section 2, we formally state the absolute and relative specifications that we want to fulfill. We also recall the basics of Monte Carlo estimation and some subtleties concerning coverage and confidence intervals. In Section 3, we introduce the Massart bounds. So far, they seem to suffer from a lack of recognition. For that reason, we present a comparison with the Chernoff bounds. We then describe some existing sampling algorithms related to our problem in Section 4. In Section 5, we propose alternative sequential algorithms based on two inequalities that depend on the coverage of the property probability. We show in Section 6 that these new algorithms outperform the current approaches for the absolute and relative error problems by significantly reducing the sampling size. Finally, the proofs of the bounds are gathered in Section 7 for better readability. Section 8 concludes the article and leaves open questions for future work.
BACKGROUND
In the following, a stochastic system S is interpreted as a set of interacting components in which the state is determined randomly with respect to a global probability distribution. Let (Ω, F , μ) be the probability space induced by the system with Ω a set of finite paths issued from the state space of S, F a σ -algebra of Ω, and μ the probability distribution defined over F . Let ϕ be a property that is violated or satisfied by an arbitrary execution of the system with probability 1 in finite time. Before going further, it is worth mentioning that SMC initially addressed the problem of verifying whether a property probability exceeds a threshold or not. This problem can be solved by using the sequential probability ratio test in hypothesis testing [28] . Other issues have been considered since, notably the estimation of the probability that a system property holds. In spite of similarities, both problems are different and in what follows, we focus on the estimation problem. For a general survey about SMC algorithms, techniques, and limitations, we refer the interested readers to Reference [1] .
Statement of the Problem
Given a probabilistic system S, a property ϕ, and a probability γ , we write S |= Pr (ϕ) = γ if and only if the probability that a random execution of S satisfies ϕ is equal to γ . In principle, if γ is unknown, we can apply analytical methods to determine this value. However, due, for example, to numerical imprecisions, we often relax the constraints over γ and introduce the following notations:
S |= a ϵ Pr (ϕ) = γ and S |= r ϵ Pr (ϕ) = γ .
The left formula means that a random execution of S satisfies ϕ with probability γ plus or minus an absolute error ϵ, i.e., Pr (ϕ) ∈ [γ − ϵ, γ + ϵ]. The right formula means that a random execution of S satisfies ϕ with probability γ up to some relative error ϵ, i.e., Pr (ϕ) ∈ [(1 − ϵ )γ , (1 + ϵ )γ ]. SMC applies on an executable system S and a property ϕ that is verified in finite time. Note, however, that, to some extent, unbounded properties can still be handled in SMC (e.g., Reference [19] ). The satisfaction of property ϕ is quantified by a Bernoulli random variable of unknown mean γ . This mean is then approximated using a Monte Carlo estimation algorithm. The output of the algorithm is thus not an exact but an approximate value, given within certain error bounds ϵ and a confidence parameter δ that is the probability of outputting a false estimate. SMC thus requires a sampling algorithm that outputs, after n samples, an estimateγ n close to γ up to some absolute or relative ϵ-based error with probability greater or equal than 1 − δ . Formally, we write:
S |= a ϵ,δ Pr (ϕ) =γ n or S |= r ϵ,δ Pr (ϕ) =γ n (2) if and only if an algorithm outputs estimators while guaranteeing:
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or, respectively:
Pr (|γ n − γ | > ϵγ ) ≤ δ . (4) Note that these bounds are two-sided, meaning that the estimator must be guaranteed (with probability greater than or equal to 1 − δ ) not to exceed and not to be lower than probability γ by more than ϵ. If only one of these conditions is guaranteed, then we say that the bound of the deviation is one-sided. We call, respectively, the two-sided bounds (3) and (4) the absolute error specification and the relative error specification. The goal of the article is thus to equip SMC with sampling algorithms that fulfill Specification (3) or (4) with less samples than the current schemes.
Monte Carlo Estimation
Let ω be a path sampled from space Ω with respect to distribution μ, z be a function from Ω to {0, 1} assigning 1 if ω satisfies property ϕ and 0 otherwise, and γ be the probability that an arbitrary path of the system satisfies ϕ. In SMC, the behaviour of function z is interpreted as a Bernoulli random variable Z with mean parameter γ . By definition, the average value γ is the integral of function z with respect to distribution μ over space Ω:
and an estimatorγ n for γ is given by the Monte Carlo method by drawing n independent samples ω i ∼ μ, i ∈ {1, . . . , n}, as follows:
Let m = n i=1 z(ω i ) be the number of successes and σ 2 = γ (1 − γ ) the variance of Z . In what follows, for the sake of simplicity, we use both notationsγ n and m/n to denote the estimate.
Confidence Intervals and
Coverage. An estimator is given in general within a confidence interval. However, to make use of the theorems presented in Section 5, we need to distinguish the notion of coverage and approximate confidence intervals.
Definition 2.1. Let I be a (1 − δ )-confidence interval for a probability γ based on n samples. The lower and upper bounds of the interval are two random variables depending on the number of successes among the set of samples. Let I (m, n) be the evaluation of I given m successes. We call the following function C (γ , I ) the coverage of γ (by I ):
where 1(γ ∈ I (m, n)) is equal to 1 if the interval I (m, n) contains γ and 0 otherwise. In other words, the coverage is the probability for γ that a confidence interval based on n samples contains γ .
We use Φ(.) to denote the standard normal distribution function and
] by virtue of the central limit theorem. However, in practice, σ 2 is replaced by a sample approximationσ 2 n =γ n (1 −γ n )/n (and if n is small, z δ /2 by t δ /2,n−1 the quantile of the Student's t-distribution with n − 1 degrees of freedom). Then, an approximate (1 − δ )-confidence intervalĨ is given by:
Nevertheless, the approximation comes with serious problems. The central limit theorem being an asymptotic result, it should be used cautiously in practice, especially if the limit approximation is not accurate. But the heuristics provided by statistical textbooks are often imprecise (e.g., "the number of samples n must be large") or unverifiable (e.g., " nγ (1 − γ ) must be greater than 5") as γ is unknown. Last, but not least, even if the qualifications of the central limit theorem are true, the coverage of γ by an approximate confidence intervalĨ may be significantly below the (desired) notional coverage: C (γ ,Ĩ ) < C (γ , I ) = 1 − δ . We refer the readers to Reference [4] for the excellent discussion about the coverage of confidence intervals.
Exact Clopper-Pearson Confidence
Intervals. The algorithms proposed in Section 5 require an iterative computation of confidence intervals to evaluate a rigorous coverage of γ . For that purpose, we use the Clopper-Pearson (1 − δ )-confidence interval [8] . This interval guarantees that the actual coverage is always equal to or above the nominal confidence level. In other words, a (1 − δ )-Clopper-Pearson interval J guarantees that C (γ , J ) ≥ 1 − δ and its closed-form expression can be easily computed:
with β −1 (δ, u, v) being the δ th quantile of a Beta distribution parametrised by u and v. We refer the reader to Reference [25] for more details about the Beta distribution and its parameters.
Agresti-Coull Confidence Interval.
As γ decreases, the Clopper-Pearson interval becomes more conservative. The Agresti-Coull confidence interval consists in replacing the number of samples n by n + z 2 δ and the number of successes m by m + z 2 δ /2 in the binomial confidence interval (6) . The interval is only approximate but still presents a good coverage close to the boundaries and may represent a good compromise between exactness and conservativeness (see Reference [4] for more details).
CHERNOFF-HOEFFDING-OKAMATO AND MASSART BOUNDS
In the literature, the Chernoff bounds [6] refer to exponentially decreasing bounds, in the number of simulations, of the probability of deviation between a Monte Carlo estimate and its mean. However, they exist under various forms, additive or multiplicative, one-or two-sided, more or less "simplified." Moreover, tighter bounds have been established, notably in Reference [22] , but they still suffer from a lack of recognition. In this section, we intend to clear up confusion on the bounds by presenting a brief survey of the two-sided bounds and show the improvements achieved by the Massart bounds to give them the attention they deserve.
Absolute Error Bounds
Though the seminal work is due to Chernoff [6] , the following two-sided absolute error bound has been stated for binomial distributions by M. Okamoto in Reference [24] : Theorem 3.1 (Okamoto Bound) . For any ϵ, 0 < ϵ < 1, we have the following inequality:
Given ϵ, δ , writing out δ = 2 exp(−2nϵ 2 ), the Okamato bound can be used to determine a minimal number n of simulations to perform a Monte Carlo plan fulfilling the absolute error specification (3). The main advantage of the Okamoto bound is that it is independent of the value to estimate. However, the bound is very conservative and, in many cases, a much lower sample size would achieve the same absolute error specification. Hoeffding provided a one-sided tighter exponential bound in Reference [16] . We present below a two-sided version of his bound: Theorem 3.2 (Absolute Error Hoeffding Bound). For any ϵ such that 0 < ϵ < 1 and γ such that 0 < γ < 1, we have the following inequality:
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where
Surprisingly, we could not find a clear statement and a proof of this result in the literature. We thus present a proof in Section 7.
In this article, the Hoeffding bound is only presented because of its repute. Indeed, Massart established in Reference [22] a sharper bound that holds if the absolute error ϵ is lower than probabilities γ and 1 − γ . In what follows, we use the two-sided absolute and relative error versions of Massart bounds: Theorem 3.3 (Absolute Error Massart Bound). For all γ such that 0 < γ < 1 and any ϵ such that 0 < ϵ < min(γ , 1 − γ ), we have the following inequality:
A proof of this two-sided version can be found in Section 7.
Relative Error Bounds
In practice, the absolute error is set independently of γ . However, it could be that the approximation is meaningless, especially if the absolute error is large with respect to γ . In this case, setting a relative error that remains "small" with respect to γ may be more adequate. The literature mentions a Chernoff-Hoeffding bound with relative error (e.g., Reference [2] ). This bound is known under multiple forms, more or less sharp and one-or two-sided. For the sake of consistency, we here provide a two-sided bound. As the existing literature adopts slightly different results, sometimes without providing their proof, we give a complete proof in Section 7 adapted from References [2, 11] .
Theorem 3.4 (Relative Error Hoeffding Bound). For any ϵ, 0 < ϵ < 1 and γ , 0 < γ < 1, we have the following inequality:
Finally, the Massart bound has a two-sided relative form.
Theorem 3.5 (Relative Error Massart Bound). For γ , 0 < γ < 1 and any ϵ, 0 < ϵ < (1 − γ )/γ , we have the following inequality:
This theorem is a particular case of Theorem 3.3. A proof can be found in Section 7.
Notional Sample
Size. If we let δ be equal to any of the right-side expression of the inequalities given in Theorems 3.1 to 3.5, then we can deduce a notional sample size n such that specification (3) or (4) is fulfilled. For example, using Theorem 3.5 given ϵ and δ , we only need to set n > 1/(h r (γ , ϵ )ϵ 2 ) log(2/δ ) to satisfy the relative error specification (4). However, Hoeffding and Massart inequalities are not directly applicable, because they depend on γ , in contrast to the Okamoto bound. But, they still have a theoretical interest: Figure 1 indicates for any notional γ the number of simulations necessary to produce an (ϵ, δ )-estimator according to the Okamoto, Hoeffding, and Massart bounds. Though the bounds are approximately equivalent when γ is 1/2, the bounds are far apart when γ is different from 1/2. Given ϵ = 0.01, δ = 0.05, and γ = 0.05, for example, the absolute error specification would be fulfilled with n ≥ 3,283 simulations according to the Massart bound instead of n ≥ 11,276 or n ≥ 18,445 for the respective Hoeffding and Okamoto bounds. Similarly for the relative error specification, Figure 2 shows that the Massart sample size is always lower than the Chernoff-Hoeffding sample size. The difference in sample size between the Hoeffding and Massart bounds is more noteworthy when γ is high. With ϵ = 0.1, δ = 0.05, the ratio between Hoeffding and Massart sample sizes tends to decrease to 1.086 when γ tends to zero, which may still be non-negligible if sampling is time-costly.
OTHER ESTIMATION ALGORITHMS
In this section, we give a brief summary of existing sequential methods based on frequentist estimations to address Specification (3) or (4). Some of them have already been implemented in SMC. We also recall that the specifications can be alternatively addressed by Bayesian SMC, not explored in this article, when beliefs and knowledge about the system are exploitable [30] .
Algorithms for the Absolute Error Specification
Given ϵ and δ , the standard method to satisfy specification (3) is to compute a sample size n independently of probability γ using the Okamoto bound. Since there does not exist a bound independent of γ in the relative error case, the sequential algorithms are mostly used to address Specification (4) but they are not limited to it.
Simple Algorithm.
A simple, commonly used idea is to sample and update a (1 − δ )-confidence interval until it is included into an intervalγ n ± ϵ. This frequentist approach is implemented in UPPAAL-SMC [10] . However, though this technique may work more often if the confidence intervals are computed according to the Clopper-Pearson method, this algorithm does not guarantee in general Specification (3) for any δ , ϵ, and γ .
Indeed, the expected estimation of γ is likely biased in a sequential algorithm. On average, the estimate is not equal to gamma. If the estimation of gamma is biased, then the estimation of the standard deviation is also biased and, consequently, the confidence interval itself is impacted. If the width of the final confidence interval is preliminarily fixed, then the bias affects the confidence of the interval. It means that the coverage of γ by the final interval I is likely below 1 − δ ; that is, Pr (γ ∈ I ) < 1 − δ (see, for example, References [12, 21] ). For this purpose, in Reference [12] , the author proposes to update at each iteration a (1 − δ * )-confidence interval such that the coverage of the final confidence is greater than or equal to 1 − δ . The value δ * , lower than δ , is pre-computed analytically. Nevertheless, this procedure is extremely time-consuming due to some intensive recursive computations and often ends by an overflow for small values of ϵ and δ (see Section 6). We refer the readers to Reference [12] for more details. As far as we know, no implementation of this procedure has been documented for SMC. [5] . A promising sequential algorithm that may work in practice, at least for some common values of ϵ and δ , is the work proposed by Chen in Reference [5] . The algorithm of Chen also takes advantage of the Massart bounds. The idea is to sample while n < 2
Algorithm of Chen
. Unfortunately, this rule only guarantees to produce an estimation that does not exceed the error bound ϵ on one side. So far, the other half of the bound has not been proven and was conjectured by the authors after some experiments.
Algorithms for the Relative Error Specification
In Reference [14] , the relative error specification is addressed by the algorithm of Dagum et al. [9] . The algorithm of Dagum et al. is a three-step algorithm to perform the mean estimation of a general [0, 1]-valued random variable X given relative error ϵ and confidence δ . The first step consists in providing a coarse estimationγ k , while the second step consists in providing a rough boundρ l of the scattering around the mean of X . More precisely,ρ l is defined as the maximum of the sample variance computed in the second step and ϵγ k . Finally, the third step provides the final estimationγ n usingγ k andρ l . The three steps are performed independently and depend on three different stopping rules, omitted here for the sake of simplicity (see Reference [9] for more details). The number of traces necessary to perform this algorithm is thus given by k + l + n. Nevertheless, this algorithm is used to estimate the mean of any random variable with support in [0, 1]. Consequently, the algorithm has a very general use but is not optimised for Bernoulli random variables. [27] . To guarantee the relative error specification, Watanabe proposed to sample until the number of successes is greater than 3(1+ϵ ) ϵ 2 log 2 δ . The main advantage is that this simple algorithm does not require to perform pre-samples as in the first two steps of the algorithm of Dagum et al. As far as we know, this algorithm, more recent than Dagum et al.'s, has not been implemented in SMC.
Algorithm of Dagum et al.

Algorithm of Watanabe
A SEQUENTIAL SCHEME INVOLVING COVERAGE
In this section, we present our sequential algorithm for the absolute and relative error specification. Our algorithm performs better than the algorithm of Watanabe and the algorithm of Dagum et al. in the relative error case (see Section 6.2) and, unlike the simple algorithm and the algorithm of Chen, is guaranteed to bound the error on both sides while strictly maintaining a coverage greater than 1 − δ . Apart from the Okamoto bound, the inequalities presented in Section 3 require the knowledge of γ and they are thus not directly applicable. However, one may still exploit some information about the probability γ . For example, depending on the problem, one may know or numerically evaluate with certainty a rough interval in which γ evolves. We present in the first subsection two theorems and the underlying sample sizes and, in the second subsection, our sampling algorithms.
Bounds with Coverage
The following theorems make use of the Massart bounds presented in Theorems 3.3 and 3.5, as they are sharper than the Chernoff-Hoeffding bounds. 
where the function h a is defined in Theorem 3.3 and 
Both theorems state that the probability of absolute or relative error is bounded by the respective Massart bound applied over the most pessimistic value of a confidence interval plus the probability that the interval does not contain γ . We deduce from both theorems the following sample-size result: (4) 
The proof is immediate in both cases once we set δ = 2s + δ with s being the respective exponential expressions of Theorems 5.1 or 5.2.
The bounds of Theorem 5.3 are more conservative than the bounds induced by Theorems 3.3 and 3.5, because the Massart bounds are evaluated in the most pessimistic value of the confidence interval [a, b] . In addition, our bound also takes into account the probability that γ is not in I , which implies an additional number of samples in the final sample size. In the absolute error case, if a confidence interval I containing 1/2 is determined, applying the previous theorem is unnecessary, because the sample size is simply bounded with respect to the Okamoto bound. Similarly, if a (or b) is lower-bounded (respectively, upper-bounded) by 1/2 but still close to 1/2, the Okamoto bound is likely better. However, if γ is closer to 0 or 1, the evaluation of the Massart bound in a or b largely compensates for the logarithmic extra number of samples.
Sequential Algorithms
In the following, we present two new sampling algorithms. Both of them require three inputs: an error parameter ϵ and two confidence parameters δ and δ , such that δ < δ . To avoid confusion between δ and δ , we call below δ the coverage parameter. After each sample, we update a Monte Carlo estimator and a (1 − δ )-confidence interval for γ . 
Then, the most pessimistic bound of the confidence interval is used in the Massart function to compute a new minimal sample size (n k in the pseudo-code of the algorithms) that satisfies Theorem 5.3. The process is repeated until the bound n k corresponding with the kth iteration is lower than or equal to the current number of iterations, k. In the pseudo-code of our Algorithms 1 and 2, the keyword GENERATE corresponds to a sample path generation and function CONFINT to the evaluation of the confidence interval (two-sided in the absolute error scheme but only onesided in the relative error scheme).
Theorems 5.1 and 5.2 guarantee the correctness of our algorithms, since, for any pair (m, n), if we are able to compute a (1 − δ )-confidence interval I and its exact coverage, the deviation probability is bounded by δ defined as the sum of the coverage and the Massart function at n, ϵ, and the most pessimistic value of I .
In Algorithms 1 and 2, 1(ω |= ϕ) denotes the indicator function assigning 1 to a trace satisfying ϕ and 0 otherwise. Symbol "=" is the standard equality operator and symbol "←" is the operator that evaluates the expression on its right side and assigns the result to the variable on the left side. ( . denotes the ceiling function) . Once a trace ω (k ) is generated and monitored, we evaluate 1(ω (k ) |= ϕ). The number of successes with respect to property ϕ and the total number of traces are updated. Then, an exact (1 − δ )-confidence interval I k is evaluated. Iteration after iteration, the interval width tends to shorten and becomes more and more accurate. Theorem 5.3-i is applied to determine a new sample size n k , bounded from above by M if necessary. These steps are repeated until k ≥ n k , at which point Specification (3) is fulfilled.
Absolute Error Sequential
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Relative Error Sequential Algorithm.
We first assume the existence, in practice, of a minimal threshold, γ min , under which precision is irrelevant from an engineering point of view. For example, if an engineer uses models in which numerical values are represented by a Double-precision floating-point format in 64-bit IEEE 754 standard, a double has 15 decimal digits of precision. Then, estimating a probability below 10 −15 would be unnecessary.
The maximal number of simulations is consequently bounded by the maximal Massart bound,
δ . The relative error algorithm is similar to the absolute error algorithm. Note, however, that it is only necessary to determine a lower bound of I k , since h r is a decreasing function in γ . Then, we determine a one-sided Clopper-Pearson (1 − δ )-interval of shape [a k , 1] with a k = β −1 (δ , m, n − m + 1). Theorem 5.3-ii is applied to determine a new sample size n k , upper bounded by M if a k < γ min and the steps are repeated until k ≥ n k . If the final outputγ k is higher than γ min , then Specification (4) is fulfilled. Otherwise, we can still output that γ is lower than γ min with probability greater that 1 − δ .
Discussion about the Coverage Parameter
The coverage parameter δ must be chosen such that 0 < δ < δ . If δ tends to zero, then the (1 − δ )-confidence interval converges to [0, 1]. In the absolute error case, since 1/2 belongs to the confidence interval, h a (x, ϵ ) = h a (1/2, ϵ ) = 2. Then, according to Theorem 5.3-(i), Specification (3) is fulfilled when n is greater than 1 2ϵ 2 log 2 δ , which is equivalent to the Okamoto bound. In the relative error case, the sample size fulfilling Specification (4) tends to the infinity, because h r (a, ϵ ) tends to zero when a tends to zero. As mentioned previously, n, however, can be bounded in practice by M = 1 ϵ 2 h r (γ min ,ϵ ) log 2 δ . In both cases, setting δ too close to zero thus does not improve the predetermined bounds. Similarly, when δ tends to δ , log 2 δ −δ tends to the infinity. Consequently, the sample sizes are, respectively, bounded by the Okamato bound and M in the absolute and relative error case. However, determining a priori a value for δ that would minimise on average the sample size is a conundrum. A closed-form expression would depend on ϵ and δ , but also on the probability of interest γ . Given ϵ = 0.01 and δ = 0.05, Figure 3 shows for different probabilities the average sample size, obtained after 150 experiments, necessary to achieve Specifications (3) and (4) with various δ . In the absolute error case, the minimal sample size is empirically achieved for 10 −4 < δ < 10 −3 given γ = 0.02 and for 0.01 < δ < 0.015 given γ = 0.25. Similarly, in the relative error case, the minimal sample size is achieved for 0.0015 < δ < 0.003 given γ = 0.1 and for 0.006 < δ < 0.0125 given γ = 0.7.
Since γ impacts the choice of an optimal δ but is unknown, it is not directly possible to optimise a priori δ . Though the empirical observations cannot be generalised to any 3-uplets (ϵ, δ, γ ), it is worth remarking that all our results suggest a quicker convergence to the maximal bound when δ converges to δ than when δ converges to zero.
EXPERIMENT RESULTS
To give a glimpse of the efficiency of our algorithms, we first give the gain in sampling size obtained with our methods in Table 1 over three standard PRISM benchmarks described in Reference [29] : The tandem queueing network in which queue capacities are equal to 3, the 10-station symmetric polling system, and the 20-dependable workstation cluster. We verify that, from their respective Gain is the ratio between the number of samples required by the most standard approaches (APMC in the absolute error case and Dagum et al. in the relative error case) and our algorithms. Gains > 1 imply that our algorithms require less samples. In this benchmark, the model is parametrised by α , the failure rate of components. Its value affects probability γ as shown in the table.
initial states, the system is full within 20 time units in the tandem example, that station 1 will be served before station 2 in the second example, and that the QoS will drop below minimum of quality within 1 K time units in the third example. We refer to Reference [29] for more details concerning the models and the properties. In PRISM, the Okamoto sampling size can be computed with the APMC method. For a given ϵ and δ , we report in column "(AE) Gain" the ratio between the Okamoto sampling size and our sampling size (average based on five experiments) with δ = δ/2. For example, the property of the cluster model has probability γ = 5.160834 × 10 −4 to occur. Given an absolute error ϵ = 10 −4 and confidence parameter δ = 0.05, it requires 184,443,973 paths to guarantee Specification (3), while our method only requires 462,077 paths to guarantee the same specification, which correspond to 399× less samples. Similarly, given relative error ϵ and confidence parameters in column "Dagum (ϵ, δ )", "(RE) Gain" corresponds to the ratio of the fiveexperiment average sampling sizes obtained by the algorithm of Dagum et al. and our method, necessary to fulfill Specification (4).
Our methods are general and can be applied to any probabilistic system where sets of executions can be generated and a monitoring procedure can decide whether a finite execution satisfies the property of interest. In what follows, we evaluate our sampling algorithms on a small group repair benchmark (125 states) that can be easily investigated using model checker PRISM [20] to corroborate our results.
The system is modelled as a continuous time Markov chain and is composed of three types (1, 2, 3 ) of 4 components that may fail independently. The components fail with rates (λ 1 = α 2 , λ 2 = α, λ 3 = α) and are repaired with rate μ = 1. In addition, components are repaired with priority according to their type (type i has higher priority than type j if i < j). Components of type 1 and 2 are repaired simultaneously if at least two of their own type have failed. Type 3 components are repaired one-by-one as soon as one has failed. The property we consider is the probability γ of reaching a failure state that corresponds to the failure of all components, before returning to the initial state of no failures. Since γ is impacted by the failure rates of the system, we first determined with PRISM the failure rates α such that γ ∈ {0.001, 0.005, 0.01, 0.02, 0.05, 0.1, 0.3, 0.5, 0.7, 0.9} and summarised the correspondence between α and γ in Table 2 .
Absolute Error Algorithm Results
We compare our algorithm with the simple algorithm and the algorithm of Chen. To guarantee Specification (3) in the simple algorithm, one can use the algorithm proposed by Frey in Reference [12] . This procedure pre-computes a value δ * that guarantees a final coverage greater than 1 − δ when the confidence intervals are computed according to the Clopper-Pearson method. For each pair of successes and trials (m, n) where n is smaller than the Okamoto bound M, the algorithm computes the number of sequences of observations h(m, n, ϵ ) that lead to the output m/n. Unfortunately, we were unable to get results for ϵ smaller than 0.1 due to overflows of the values h(m, n, ϵ ) > 10 309 , in addition to an excessive amount of time required by this recursive computation. Thus, we used the default δ * = δ . We repeated each set of experiments 200 times with the three algorithms for several values of γ , ϵ, and δ . Since there is no closed-form formula for δ , we set δ = 0.025 and δ = 0.001 in our experiments. We estimated the empirical coverage by the number of times the specification (3) is fulfilled divided by 200. We also calculate the minimal and maximal estimations for γ over the 200 experiments (respectively,γ min andγ max in Table 3 ). Finally, we calculate the average of the sample sizes for each algorithm (N in Table 3 ).
For the sake of clarity, as our results are consistent for all ϵ, δ , and are symmetric with respect to γ = 1/2, we summarize the most relevant results for ϵ = 0.01, δ = 0.05, and 0 < γ ≤ 1/2 in Table 3 . For every ϵ and δ , the sampling size is significantly lower for the simple algorithm than for Chen's and our algorithms. However, the empirical coverage is below 1 − δ for some γ (in bold and red in the table). For example, Table 3 indicates, for the simple algorithm, an empirical coverage of 0.94 for ϵ = 0.01, δ = 0.05, and γ = 0.02. Moreover, we remark that for every set of experiments, the simple algorithm outputs at least one estimation that exceeds γ ± 1.25ϵ (in bold and red in the table). This indicates that the difference between the estimation and γ exceeds the absolute error ϵ by more than 25%, which may consequently lead to important analysis errors. In comparison, the difference betweenγ and γ never exceeds ϵ by more than 10% in both other algorithms. We thus do not recommend to use the simple algorithm if specification (3) is rigorously prescribed.
The theoretical expectations of Chen's and our algorithms are empirically confirmed: The coverage is significantly above 1 − δ in each case (>0.95 in Table 3 ). Specification (3) is thus strictly satisfied. The algorithm of Chen shows a slightly better performance than our algorithm in terms of sampling size, especially when δ = 0.025. However, we recall that the algorithm of Chen only guarantees that the estimation does not exceed the error bound ϵ on one side. For this reason, we cannot fully endorse the algorithm of Chen. Moreover, the sample sizes of the Chen algorithm and ours are almost similar when we set δ = 0.001. Instead, we recommend to use our algorithm even if it requires slightly more samples before termination. Figure 4 (a) shows an empirical plot of the sample size as a function of probability γ . In this experiment, we let the sample size be greater than the Okamoto bound (dotted blue line) to illustrate the gap between the empirical and the notional bounds. With the sampling Algorithm 1 described in Section 5, the sample size would be bounded in virtue of Okamoto's inequality between 0.3 and 0.7 (for coverage parameter δ = 0.025). Note that the empirical plot has no particular meaning but is a guide to the eye that illustrates the behaviour of our algorithm. As expected, the gain is larger when close to 0 and 1. For γ = 0.02, the gain corresponds to the Okamoto sample size divided by 9 on average. The empirical sample size is always maintained above the notional Massart sample size, indicating that the sample size has not been mistakenly minimised due to a wrong confidence interval. Figure 4(d) shows the typical evolution of the confidence interval bounds for the absolute error problem with γ = 0.05 and illustrates their accuracy and reliability over time.
Relative Error Algorithm Results
We repeated 200 times the algorithms of Dagum et al. and Watanabe and our relative error algorithm for eight values of γ with several ϵ, δ and δ = 0.025, δ = 0.005, or δ = 0.001. We reported the results for several ϵ and δ in Table 4 . The average sample sizes are drawn for each algorithm in Figure 4 (c). We did not report the coverage of the sampling algorithms, because specification (4) was largely satisfied in the four cases. However, the algorithm of Dagum et al. is very conservative in sample size, as Table 4 and Figure 4 (c) illustrate. We observe that our algorithm is better than the algorithm of Watanabe for all values of γ , especially when γ tends to 1. As γ decreases, the Clopper-Pearson interval becomes more conservative, but our algorithm still presents better performances. However, when γ is below 0.05, the conservativeness of the Clopper-Pearson interval becomes too significant and exponentially impacts the sample size. Once the number of simulations k exceeds 1 K andγ k ∈ [1/k, 0.04], we thus replaced the evaluation of the Clopper-Pearson confidence interval by the Agresti-Coull confidence interval. The results in the last two columns of Table 4 are obtained using the Agresti-Coull interval. The approximation maintains the highest performance and seems to be a good alternative to exact confidence intervals. A deeper investigation is left to future work, but even if the lower bound of the exact confidence interval is below the lower bound of the Agresti-Coull confidence interval, their difference is likely tight and reusing a slightly too optimistic value in the Massart bound will unlikely pose a problem.
We compare in Figure 4 (b) the empirical plot of the sample size as a function of probability γ with the notional bound. As for the absolute error case, the empirical plot is always maintained above the notional Massart sample size.
In conclusion, our algorithms significantly reduce the sampling size while guaranteeing the specifications when probability γ gets away from 1/2 in the absolute error case and for any γ in the relative error case, in comparison to the methods that have been documented for SMC in Reference [14] . Both algorithms can be easily used to improve existing SMC tools.
PROOFS OF THEOREMS 3.2 TO 5.2
In what follows, for more convenience and readability, we use both e x and exp(x ) to denote the exponential of a real number x.
Proof of Theorem 3.2 Theorem 3.2 (Absolute Error Hoeffding Bound).
For any ϵ such that 0 < ϵ < 1 and γ such that 0 < γ < 1, we have the following inequality:
Proof. Let us first introduce a few notations. We define f as the following function:
Let д be the function defined as:
. Note that f is defined by continuity in 1/2 and that f (1/2) = 2 and that д(γ ) > 0. Let us recall the result established by Hoeffding in Reference [16] : Theorem 7.1 (Hoeffding Bound). For any ϵ, 0 < ϵ < 1, we have the following inequalities:
and
To prove the two-sided version presented in the article, we need to prove the following lemma:
Proof. Proving this lemma is equivalent to prove that h(γ ) ≤ 0 with
The derivative h of h is equal to sgn(1 − 2γ ) × 2(1 − 2γ ) log 1−γ γ with sgn(.) the function that assigns to an element x of R its sign (1 if x ≥ 0, −1 otherwise). From the sign of h , we deduce the variation of h (increasing between 0 and 1/2 and decreasing between 1/2 and 1). The maximum is thus reached in 1/2 and h(1/2) = 0.
If 0 < γ < 1 2 , as μ = 1 − γ , then we use twice the Hoeffding's bound to write:
And if 1 2 ≤ γ <, similarly, we write:
Thus, both previous inequalities may be simplified as follows:
The proof is achieved by the use of Lemma 7.2.
Proof of Theorem 3.3
Theorem 3.3 (Absolute Error Massart Bound). For all γ such that 0 < γ < 1 and any ϵ such that 0 < ϵ < min(γ , 1 − γ ), we have the following inequality:
Proof. According to Massart's seminal work [22] , we already have the following inequality for γ , 0 < γ < 1 and any ϵ, 0 < ϵ < min(γ , 1 − γ ):
Then, setting μ = 1 − γ andμ n = 1 −γ n , dually, we have:
.
Rewriting the expression with respect to γ , we end up with the two-sided bound:
The right-side expression is not very convenient to manipulate. We thus evaluate which exponential of the sum dominates the other. Let A = (3γ + ϵ )(3(1 − γ ) − ϵ ) and B = (3(1 − γ ) + ϵ )(3γ − ϵ ). After simplification, we get:
which is greater than 0 if and only if 0 < γ ≤ 1/2. The conclusion follows immediately.
Proof of Theorem 3.4
Theorem 3.4 (Relative Error Hoeffding Bound). For any ϵ, 0 < ϵ < 1, and γ , 0 < γ < 1, we have the following inequality:
Although Theorem 3.4 is well-known and can be easily found online, it is difficult to provide a clear reference for it. The results presented in References [6, 16] are stated in a very different way. Some similar results, closer from this form, can be found in References [2, 11] . Theorem 3.4 is slightly more precise, because of the use of Lemma 7.3.
Proof. Let S n = n i=1 z i be the sum of the independent Bernoulli observations z i . To recall, by definition,γ n = S n /n. Let us first bound Pr (γ n − γ > ϵγ ) or equivalently, Pr (S n > (1 + ϵ )nγ ). For all t > 0, we have:
Then, by the Markov's inequality,
e t (1+ϵ )nγ . Then, since the z i are independent:
z i are Bernoulli random variables of parameter γ . We can thus evaluate E e tz i easily. With probability γ , e tz i = e t and with probability 1 − γ , e tz i = 1. So, E e tz i = 1 + γ (e t − 1). Moreover, for all x > 0, 1 + x < e x . Thus,
Hence,
This inequality is valid for all t > 0, in particular for the value t, which minimises the right-hand side. By differentiation, we can show that the minimum is reached when t = log(1 + ϵ ). Finally, after rewriting, we end up with a nice multiplicative Chernoff bound:
So, h is an increasing function, thus its global minimum is reached in 0. But h(0) = 0.
Using Lemma 7.3, we obtain:
For the lower tail P (γ −γ n > ϵγ ), we proceed as before. We apply Markov's inequality, then use the approximation 1 + x < e x , and finally choose t to minimize the bound, that is t = log(1 − ϵ ), to obtain:
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Recall that for x < 1, the Taylor expansion of
Substituting this inequality in Expression (22) leads, after simplification, to:
Finally, we have:
The proof of the Theorem is achieved noticing that 1/2 ≥ 1/(2 + ϵ ).
Proof of Theorem 3.5
Theorem 3.5 (Relative Error Massart Bound). For γ , 0 < γ < 1, and any ϵ, 0 < ϵ < (1 − γ )/γ , we have the following inequality:
Proof. Theorem 3.5 is just a particular case of Theorem 3.3. Let 0 < ϵ < min(1, 1−γ γ ) and ϵ = ϵγ . By construction, 0 < ϵ < min(γ , 1 − γ ). Thus, we can apply Theorem 3.3 and we get:
The theorem is straightforward after the replacement of ϵ by ϵγ and simplification. Then, by applying Lemma 7.4 on events A = { γ n − γ ≥ ϵ } and B = {γ ∈ I }, we get:
First, by definition, Pr (γ I ) = C (γ , I c ). Then, under hypothesis a ≤ γ ≤ b, the absolute error bounds imply that the first probability of the right expression is bounded by:
. Proof. Let I = [a, 1]. We apply Lemma 7.4 on events A = { γ n − γ > ϵγ } and B = {γ I }. We get:
Pr ( γ n − γ > ϵγ ) ≤ Pr ( γ n − γ > ϵγ | γ ∈ I ) + Pr (γ < a)
Similarly, function analysis shows that h increases on ]0, 1]. The minimum is thus reached in a.
CONCLUSION
In this article, we addressed the sampling size problem related to the estimation of properties with absolute and relative error in SMC. To build estimators that fulfill Specifications (3) or (4), we proved two inequalities and presented two sequential algorithms based on Massart bounds and coverage of probability γ . Regarding the choice of coverage parameter δ , we cannot provide an optimal value prior to the simulations. However, our empirical results consistently suggest to choose a value lower than δ relatively close to zero, or at least closer to zero than δ .
We compared several algorithms, commonly used in SMC, and showed significant improvements. The question remains to know whether one should always use our algorithms or not. In the absolute error case, the simple scheme should not be used in the industry or in academic publications, since it does not fulfill the absolute and relative specifications. However, this algorithm may still give accurate estimations in a short time, as shown in Section 6. So, we recommend it only for very fast preliminary analysis. Regarding the algorithm of Chen, the problem is different. The performance of the algorithm looks good and is even slightly better than ours in terms of sampling size. Also, their algorithm does not require to compute at each iteration a confidence interval and is easier to implement: The idea of this algorithm is to sample paths until enough successes are observed. However, we cannot recommend this algorithm for real-world case studies or for engineering purposes, since the proof of correctness is missing. At most, we can recommend it for internal analysis while awaiting developments about its proof. In the relative error case, the algorithm of Dagum et al., initially proposed to the SMC community in 2004, is outperformed by the algorithm of Watanabe and ours. It is worth noticing that the algorithm of Chen can also be used in the relative error case but, contrary to the other algorithms, does not rely on a complete reliable proof. The algorithm of Watanabe is also based on a simpler stopping rule and does not require the computation of intermediate confidence intervals. However, our algorithm significantly requires less samples. For these reasons, we recommend the use of our algorithms in both cases, absolute and relative, if a strict adherence to the specifications is demanded.
Finally, it is worth recalling that all the Monte Carlo sampling algorithms require a lot of samples for rare event estimation. Though the problem of designing sampling algorithms for Binomial estimators is well-documented, the lack of exact concentration inequalities for importance sampling [7] and splitting estimators [18] in SMC makes the design of robust sampling algorithms challenging in the rare-event context.
