Abstract-A deflection routing algorithm that can be applied to a novel self-routing address scheme for networks with arbitrary topology is proposed. The proposed deflection routing algorithm can be implemented all-optically using bitwise optical logic gates. Besides the primary output link selection, alternate output link choices by a packet at each node in case of deflection are also encoded in the address header. Priority classes can also be defined in the proposed address scheme. The performance of the deflection routing algorithm is studied using the AT&T North America OC-48 optical fiber network topology.
I. INTRODUCTION
The limited optical processing power and the lack of efficient buffers are the main obstacles in the realization of all-optical networks in which both the data and control signals remain in the optical domain from the source node to the destination node [1] . The current approach to optical networks is to keep the data in the optical domain and convert the control signal to the electrical domain for signal processing [2] , [3] . In order to realize a packet-switched all-optical networking node, signal processing in the node must be significantly reduced. Recently, we proposed a novel self-routing scheme that can be applied to networks with arbitrary topology [4] . The control signals can be processed using bitwise optical logic gates only.
In packet-switched networks, two or more packets may request the same output link in a node, resulting in a conflict. In store-and-forward routing, the node stores the conflicting packets temporarily in buffers so that all packets are optimally routed over the shortest path. Deflection routing allows one to avoid or reduce the use of buffers by intentionally routing the packets that lose in a conflict to the "wrong" output ports. The misrouted packets will find their way to their destination nodes but their arrival will be delayed. Deflection routing, in effect, uses the network links as temporary storage for the packets [5] .
In this paper, we describe how deflection routing can be applied to the self-routing address scheme we proposed in [4] such that the scheme can still be implemented all-optically using demonstrated technology. In Section II, we give a brief review of the proposed self-routing scheme. Section III discusses how deflection routing can be implemented in the new This research is supported in part by the Areas of Excellence Scheme established under the University Grants Committee of the Hong Kong Special Administrative Region, China (Project No. AoE/E-01/99). Additional support is provided by a grant from The Hong Kong Polytechnic University (Project Number A-PC68). address scheme. Section IV describes how other features such as priority classes can be implemented in the proposed address scheme. In Section V, we describe an all-optical implementation of the proposed deflection routing algorithm in a 2×2 all-optical deflection routing node using the all-optical crossbar switches demonstrated by Glesk et al. [6] . In Section VI, we study the performance of the deflection routing algorithm using the AT&T North America OC-48 optical fiber network topology as an example [7] . We draw the conclusion in Section VII.
II. SELF-ROUTING ADDRESS SCHEME In the self-routing address scheme proposed in [4] , the paths between any two nodes are fixed. The address of a node encodes a unique path from any other node to the node itself. The paths contained in each address must satisfy the following condition;
Condition 1:
If the paths from two different nodes to the same destination node meet at an intermediate node, the subsequent links and nodes used by the two paths must be the same.
The basic self-routing addresses of the nodes in a network can be constructed as follows. We consider a network made up of N nodes and L links. All links are assumed to be bidirectional. Each node is arbitrarily labeled from 1 to N . The links connecting to each node are also arbitrarily labeled from 1 to n(i) where n(i) is the number of links connected to the i-th node. We have
The address of a node contains H bits, where H = 2L. Each address is divided into N fields. Each field corresponds to one node in the network. The i-th field of an address contains n(i) bits. The i-th address field of node i is set to zero. For the j-th address field of node i, j = i, one and only one of the n(j) bits, the x-th bit say, is set to 1. The other bits at the j-th address field are set to zeroes. A non-zero entry at the x-th bit of the j-th address field means that node j will forward a packet with such an address to the x-th output link.
When a node receives a packet, it only processes the address field corresponding to the node itself. A node recognizes that a packet has arrived at the destination if the corresponding address field is all zeroes. Otherwise it forwards the packet to the local output link as specified. In a node address, there is a total of (N − 1) 1 bits out of the H bits. Bits in an address field are set to 1 depending on the paths defined.
III. DEFLECTION ROUTING
In deflection routing, typically a node determines the optimal paths from itself to the destination nodes of the arriving packets. Packets requesting the same output ports are in conflict and they are prioritized according to a deflection criterion, for example age or distance-to-destination. The packets with higher priorities are routed optimally to the shortest paths while those with lower priorities are deflected to links that will lead to longer path lengths. Thus a node must have the capability to determine the optimal paths of arriving packets and compare the deflection criteria of conflicting packets. The information required to determine the optimal path and deflection criteria of a packet can be stored either in the nodes or in the packet header. The former approach requires all-optical memory in the node and the latter requires long address headers. While all-optical implementation of both approaches are in principle possible, neither of them is very practical.
In applying deflection routing to the proposed self-routing scheme for networks with arbitrary topology, it is important to simplify the signal processing requirement of the deflection algorithm as much as possible so that it can be implemented all-optically. Recall that the optimal link choice of a packet is already encoded in the proposed self-routing address header, therefore a node does not need to determine the optimal paths for the arriving packets. We do not require the node to determine the alternate link choices for a packet in the event of deflection. The alternate link choices are encoded in the address header of the packet instead. To further simplify the signal processing requirement, a node will not sort the packets in conflicts either. In case of conflicts in the first link choice, one of the conflicting packets is selected at random to use its preferred output link. The rest of the packets will try to use their respective second choices of output links. Further conflicts in the second choice of output links are resolved in the same way as that of the first choice. Successive choices of output ports can be arranged such that each gives the best alternative path, for example the next shortest path, when compared to the previous deflection choice. The delay due to deflections can therefore be minimized.
Alternate link choices of a packet can be implemented in the proposed self-routing addresses by adding deflection preference fields after each address field. The deflection preference fields have the same number of bits as the corresponding address field. Similar to the original address field, each bit position in the deflection preference fields is associated with an output port of the node. Each deflection preference field identifies an output port that is different from all the previous choices of output ports by the packet. For a node with k output ports, there can be at most k − 1 deflection preference fields. The number of deflection preference fields used at each node need not be the same. Figure 1 shows an example of the address field corresponding to node j in a network. Node j has three output ports which are labeled as shown in Fig. 1 . Full deflection preferences are specified. The packet has output port 2 as its primary choice and output ports 1 and 3 as its first and second deflection preferences, respectively. We assume that the network is slotted so that packets at all input ports arrive at each node simultaneously. We also assume that each node has the same number of input and output ports. A node assigns its output ports to the arriving packets in successive rounds in accordance to the order of the output port choices indicated in the packet's deflection preference fields. In the first round of output port assignment, the node considers the primary address fields of arriving packets. The node assigns the uncontended output ports to the packets requesting them. The node assigns each of the contended output ports to one of the contending packets at random. In the second round of output port assignment, the node processes the first deflection preference fields of all the packets that have not been assigned an output port in the first round. These are the packets that lose in their respective contentions. If the output port indicated at the first deflection preference field of a packet has already been assigned in the previous round, the packet will not be assigned an output port in this round. If more than one of the remaining packets request the same output port in their first deflection preference field, the contended output ports are assigned to one of the contending packets at random. The uncontended output ports are assigned to the packets requesting them.
If some packets have not been assigned an output port after the first two rounds, the node will start the third round of output port assignment by processing the second deflection preference fields of these packets. The procedure will be repeated until all the packets are assigned an output port or the deflection preference fields are exhausted. In the latter case, the packets that have not been assigned an output port will be assigned to the remaining available output ports randomly. This case occurs only when the number of deflection preference fields is less than k − 1. Once all the packets are assigned a unique output port, the packets are routed accordingly.
The address length is given by N i=1 n(i) 2 if full deflection preferences are given at each node. The address length will be rather long if the number of nodes or the number of out-put ports per node is large. Network simulations show that the improvement in network performance decreases rapidly when the number deflection preferences increases. Therefore, a small number of deflection preferences is sufficient in practice. For large networks, the address length can be further reduced with the use of hierarchial addresses [4] .
IV. ADDITIONAL FEATURES
Besides deflection preferences, additional features such as packet priority and time-to-live can be implemented in the proposed self-routing address scheme using bitwise optical logic gates. Priority classes are important in multimedia networks that mix delay-sensitive traffic and delay-insensitive traffic. To implement packet priority, we add a priority field which contains one or more priority bits to the address header. Depending on the relative importance between the deflection preferences of a packet and its priority class, one can define two types of packet priority schemes; strong priority scheme and weak priority scheme. In strong priority scheme, packets in higher priority classes are always assigned output ports before packets of lower priority classes irrespective of their deflection preferences. Strong priority scheme can be implemented by adding the priority field at the beginning of the address header. A node will sort its arriving packets according to their priority fields before it processes them class by class as described in Section III.
In weak priority scheme, deflection preferences will take precedence over the priority classes of the packets. The priority fields are used to resolve output port contentions among packets in the same output port assignment round only. Packets of different priority classes are processed together at each output port assignment round. If two packets request the same output port at the same round, the packet with higher priority will be assigned the output port. If a packet requests an output port that has already been assigned in an earlier round, even to a packet in a lower priority class, the output port will be unavailable to the packet. Weak priority scheme can be implemented by adding priority fields at the end of each deflection preference field. A node processes all the packets according to their primary and deflection link choices, irrespective of the priority class as described in Section III. The node processes the priority fields only for those packets contending for the same output port.
V. ALL OPTICAL IMPLEMENTATION
All-optical ultrafast switching with single bit all optical routing control in a banyan-type network has been demonstrated [6] . Two terahertz optical asymmetric demultiplexers (TOADs) [8] , [9] are used in the construction of a 2×2 all-optical crossbar switch. The first TOAD acts as an ultrafast all-optical routing controller and the second TOAD acts as an ultrafast all-optically controlled routing switch. The all-optical crossbar switch in [6] can be used to construct a node that performs the proposed deflection routing algorithm. Figure 2 shows a schematic of The deflection routing node is made up of four 2×2 all-optical crossbar switches (CS). The CSs and the output links of the node are labeled as shown in Fig. 2 . One of the input ports of the crossbar switch serves as the control port and the other input serves as the signal port. The packet is transmitted to the signal port. If the address field corresponding to the node in the packet header matches the address in the control signal, the packet will exit the switch through the port marked "yes," otherwise, the packet will exit through the port marked "no." Recall that the address field corresponding to a node in the address header of a packet in effect contains the local address of the output link used by the packet at the node. The addresses of output links 1 and 2 are used as control signals for crossbar switches 1 and 2 respectively [10] .
There are three possible scenarios in the operations of the node. First, only one packet arrives. Assume that the packet arrives at input link 1. If the address field of the packet corresponding to the node matches the address of output link 1, the packet will be routed to the "yes" port and then onto output link 1. The packet header is also used as the control signal for CS 3. Since no signal is input to CS 2, no packet exits CS 4. If the address field of the packet does not match the address of output link 1, the packet will be sent to the "no" port of CS 1 and enters the input signal port of CS 4. Since no signal comes from the control port of CS 4, the packet will exit through the "no" output port of CS 4 and then to output link 2.
The second scenario is when two packets arrive and they are intended for different output links. There is no contention and each packet will be routed to their intended output link as described above. Finally, contention occurs when two packets arrive simultaneously and both are intended for the same output link. For example, assume that packets A and B intended for output link 1 arrive at input links 1 and 2, respectively. Packet A exits the "yes" output port of CS 1 and continues to output link 1. Part of the header of packet A is also splitted off and 
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(2) used as control signal to CS 3. Packet B exits the "no" output port of CS 2 and enters the signal port of CS 3. Since the address field of packet B matches the address field of packet A which is used as the control signal in CS 3, packet B exits CS 3 at the "yes" port and exits the node through output link 2. In other words, packet B is "deflected" by packet A in CS 3.
In the implementation shown in Fig. 2 , packets arriving at input link i have priority in the use of output link i, i = 1, 2. We can remove the bias by interchanging the input packets to the two input links of the node randomly. k×k deflection routing nodes can be constructed in a similar way using the 2×2 crossbar switches. The complexity of the node architecture, however, will increase rapidly.
VI. NETWORK SIMULATIONS
In this Section, we study the performance of the proposed deflection routing algorithm. We consider a network based on the network topology of the AT&T North America OC-48 fiber network shown in Fig. 3 [7] . There are a total of 27 nodes and 37 links. The average number of output links per node is 2.8. We assumed that all links are bi-directional. The basic uncompressed self-routing address of a packet header is at least 74 bits long [4] . The shortest paths between the nodes are used in the construction of the self-routing addresses.
The maximum and minimum propagation delays between two nodes are estimated to be 0.75 ms and 16.5 ms, respectively. All other delays are rounded up to integral multiples of 0.75 ms. The delay between the nodes normalized by the minimum propagation delay are given in parentheses in Fig. 3 . We also choose the minimum propagation delay between nodes as the slot size. At OC-48 (2.5 Gb/s), the slot length is 234 kbytes long. All simulation results are based on the observations of the arrivals of 2 × 10 6 new packets at each node. We assumed that at most one new packet arrives at a node per slot time. The probability that a new packet arrives at a node is the offered load. The load offered to each nodes is the same. We assume that a node sends the packets it receives uniformly to every node in the network except itself. In the simulations, on the average 7.7 × 10 4 packets flow between a source-destination node pair for all offered load values that we studied.
Packets in transit have higher priority than newly arrived packets. A new packet will always be deflected by a transit packet if they contend for the same output port. A new arrival packet will be blocked if no output port is available. We studied three different implementations of the deflection routing algorithm in which zero, one, and the maximum number of deflection preference fields are used. Figure 4 shows the delay throughput curves for no deflection preference (squares), a single deflection preference (circles), and full deflection preferences (diamonds). The delay and the throughput values shown are delay and throughput values averaged over all nodes. The average propagation delay is about 16 ms. The maximum system throughput is about 33%. The system performance of the original address scheme, i.e., without deflection preference, improves if a single deflection preference field is added. However, there is much less performance improvement when the number of deflection preference fields is increased beyond one, indicating that most of the deflected packets are routed to the output ports of their first deflection preference. Therefore, the addition of a single deflection preference field should be sufficient in most cases.
The average deflection delay of a packet, i.e., the average additional delay due to deflections, as a function of offered load is shown in Fig. 5 . At small offered load, the deflection delay in the no deflection preference case is larger than those when there are deflection preferences. When the offered load increases, the deflection delay for the no deflection preference case decreases while that for the single and full deflection preferences cases increase. When the offered load reached unity, all three cases give about the same deflection delay. The apparent difference in the behaviors of the average deflection delay curves is the result of local deflection hot spots which depend on the number of deflection preference fields defined and the offered load. Note that both the number of output ports and the delay caused by a deflection vary from node to node. Figure 6 shows the average delay versus the total offered load for both the strong priority scheme and the weak priority scheme. Full deflection preferences are used. There are two priority classes and the ratio of offered load for the two priority classes is one to one. Solid lines represent the average delay of the strong priority scheme while the dashed lines represent the average delay of the weak priority scheme. Crosses correspond to the packets of the low priority class while triangles correspond to the packets of the higher priority class. From Fig. 6 , the higher priority packets of the strong priority scheme have a shorter average delay than that of the weak priority scheme, but the lower priority packets of the strong priority scheme have a longer average delay than that of the weak priority scheme. The difference, however, is not very significant. Which priority scheme should be used in practice will therefore largely depend on the relative ease in implementation.
VII. CONCLUSION
In conclusion, we proposed a deflection routing algorithm that can be implemented with the self-routing address scheme proposed in [4] . Alternate choices of output ports are encoded in the address header as additional deflection preference fields. If more than one packet contend for the same output port, one of the contending packets is selected to use its preferred output ports, other packets will attempt to use the output ports specified in their deflections preference fields. The deflection routing scheme can be implemented all-optically. We showed the schematic of a 2×2 all-optical deflection routing node based on the 2×2 all-optical crossbar switches demonstrated in [6] . We studied the performance of the proposed deflection routing algorithm using a network topology based on the AT&T North America OC-48 optical fiber network. The maximum throughput is about 33%. We found that the use of a single deflection preference field shows significant improvement in the network performance, as compared with that with no deflection preference. The use of a single deflection preference is sufficient in the example studied.
