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We study graphs that are formed by independently-positioned needles (i.e., line segments) in the
unit square. To mathematically characterize the graph structure, we derive the probability that two
line segments intersect and determine related quantities such as the distribution of intersections,
given a certain number of line segments N . We interpret intersections between line segments as
nodes and connections between them as edges in a spatial network that we refer to as random-
line graph (RLG). Using methods from the study of random-geometric graphs, we show that the
probability of RLGs to be connected undergoes a sharp transition if the number of lines exceeds a
threshold N∗.
I. INTRODUCTION
We study the properties of graphs that result from
intersecting needles (i.e., line segments), which are
independently-positioned in the unit square. To do so, we
interpret intersections as nodes in a spatial network [1]
and connections between them as edges. We refer to
these networks as random-line graphs (RLGs). The
structure of RLGs is similar to that of assemblies of over-
lapping rods, which have been studied in the context
of continuum percolation [2–5]. Another related process
is random-sequential adsorption (RSA) [6] where “parti-
cles” are randomly deposited on a surface and adsorbed if
they do not overlap any previously adsorbed particle [7–
11].
Random-line graphs are constructed in a similar way as
two-dimensional random-geometric graphs (RGGs) [12,
13], whose nodes (i.e., points) are connected if their dis-
tance is smaller than a certain threshold. Note that other
choices of connection functions are also possible [14]. One
major difference between the two random-graph models
is that nodes in an RLG result from the intersection of
line segments (i.e., possible edges) whereas nodes in an
RGG are initially given and edges between them are only
established according to certain connection functions.
Random-geometric graphs and their modifications
have found various applications as models of social in-
teraction networks [15], wireless ad hoc and sensor net-
works [14, 16, 17], and networks of neurons [13]. Mod-
ified RGG models [18] were also used to model granu-
lar networks that are usually constructed by interpret-
ing particles of a granular packing as nodes and con-
tacts between them as edges [19]. Models of granular
networks are helpful to mathematically and computa-
tionally study the ability of network analysis methods
to characterize physical transport characteristics, fail-
ure mechanisms, and other system-level properties of
granular packings [20–22]. In general, the application
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of network analysis methods to granular systems may
contribute to improvements in fracture control, mate-
rial design, and understanding deformation effects [23–
26]. Such network-based approaches complement exist-
ing continuum [24] and particle-level [23, 27] descrip-
tions of granular systems [28, 29] by also considering the
intermediate-scale organization and interaction of parti-
cles [19].
Due to the broad applications of RGGs and their mod-
ifications, we expect the study of RLGs to be relevant to
obtain further insights into transport and communication
networks [1] and related biological systems such as fibrin
networks [30, 31], which are the main structural compo-
nents of blood clots. The formation of fibrin networks
exhibits some similarities to the construction of RLGs.
During the formation process, fibrin monomers polymer-
ize into fibers that intersect with each other and form
branching points [31].
To study the properties of RLGs, we first derive the
probability that two line segments intersect and deter-
mine the distribution of intersections for a certain num-
ber of lines N . We also numerically study cluster-size dis-
tributions and derive an upper bound for the threshold
above which RLGs are connected with finite probability.
II. INTERSECTING NEEDLES AND
RANDOM-LINE GRAPHS
To construct RLGs, we independently position N line
segments of length a in the unit square [0, 1]2. To do
so, we draw the origin of each line (x1, y1) from the
uniform distribution (i.e., x1, y1 ∼ U(0, 1)) and deter-
mine the corresponding endpoint according to (x2, y2) =
(x1 + a cos(ϕ), y1 + a sin(ϕ)) with ϕ ∼ U(0, 2pi). We de-
note the graph (i.e., network) that results from the in-
tersections of N lines by G(N, a) and use n and m to
denote the corresponding number of nodes and edges.
An intersection between two lines i ∈ {1, . . . , N} and
j ∈ {1, 2, . . . , i − 1, i + 1, . . . , N} (and vice versa) corre-
sponds to a node with spatial coordinates (xij , yij). The
maximum number of nodes in an RLG is N(N − 1)/2. If
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Figure 1. Examples of RLGs. We show three realizations of RLGs that result from the intersection of 256, 512, and 1024
line segments of length a = 0.06 (blue). Intersections of blue line segments correspond to nodes (orange dots) in an RLG.
Nodes are connected by an edge (black line) if they are located on the same blue line segment. The number of nodes and edges
(n,m) is: (89, 69) for N = 256, (285, 250) for N = 512, and (1048, 1225) for N = 1024.
two nodes are connected by one of the N line segments,
an edge is created between them. In Fig. 1, we show
three realizations of RLGs for a line segment length of
a = 0.06 and N = 256, 512, and 1024. Orange dots in
Fig. 1 represent nodes and black lines the correspond-
ing edges. For 256 line segments (blue), only a few in-
tersections occur and a substantial portion of nodes is
isolated. If we increase the number of lines to 512 and
1024, we find that there are more intersections and the
relative number of isolated nodes becomes smaller. We
show in Sec. IV that the probability of observing isolated
nodes decreases with N and eventually becomes vanish-
ingly small. In particular, if the number of lines exceeds
a threshold N∗ for a given length a, the probability of an
RLG to be connected undergoes a transition that can be
also observed in RGG models. This behavior is reminis-
cent of the emergence of wrapping clusters in continuum
and line/stick percolation [3, 32–34].
III. INTERSECTION PROBABILITY
An important quantity for the mathematical charac-
terization of RLGs is the probability p(a) that two line
segments of length a intersect with each other. Two line
segments can intersect if they are both located in a region
of area A = a2(2 + pi) (see Fig. A.1). That is, the origin
of an intersecting line segment has to be located either in
a rectangular-shaped region of area 2a2 or in one of the
four quarter circles of area pia2/4 surrounding the target
line segment. We derive the intersection probability for
all sub-regions in App. A and obtain
p(a) =
2a2
pi
. (1)
Note that the derivation of Eq. (1) is structurally sim-
ilar to the derivation of the intersection probability in
Buffon’s needle problem where needles of length a are
dropped on a plane with infinitely long parallel strips.
Given that the parallel strips are a distance b > a apart,
the corresponding intersection probability is 2a/(bpi) [35].
We also outline in App. A that the probability that
an intersection originates from one of the quarter circles
of Fig. A.1 is three times smaller than the intersection
probability in the square-shaped regions. For the deriva-
tion of Eq. (1), we implicitly assume that the length a of
a line segment is small enough so that almost all intersec-
tions occur within the considered domain. If the domain
is not the unit square, Eq. (1) has to be normalized by
the corresponding area.
We now compare the analytically obtained expression
of p(a) with corresponding numerical data. Let x de-
note the number of intersections that result from inde-
pendently positioning N lines in the unit square. For
N = 1, the probability PN=1(x ≥ 1) that at least one in-
tersection occurs is zero and PN=2(x ≥ 1) = p(a). In gen-
eral, the probability that at least one out of N(N − 1)/2
possible intersections occurs is
PN (x ≥ 1) = 1−
N∏
i=1
[1− (i− 1) p(a)] . (2)
We consider two line segments of lengths a = 0.04 and
a = 0.06 as examples and compare the analytical predic-
tion of Eq. (2) with corresponding numerical results in
the top left panel of Fig. 2. We find that analytical and
numerical results are in good agreement. For a = 0.06,
the probability PN (x ≥ 1) is almost 1 for N ≥ 60 whereas
a smaller value of a = 0.04 yields smaller probabilities
PN (x ≥ 1). To further characterize the number of in-
tersections (i.e., nodes in an RLG), we compute the dis-
tribution of node numbers for different values of N and
a = 0.04 (see top right panel of Fig. 2). We observe that
the distributions broaden with increasing number of lines
N and their peaks shift to the right. According to the
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Figure 2. Intersection probability and connectivity. In the top left panel, we show the probability PN (x ≥ 1) that at
least one out of N(N − 1)/2 possible intersections occurs for line segment lengths a = 0.04 and a = 0.06. The blue solid line is
the analytical result of Eq. (1) and markers indicate numerical results that are based on 105 samples. For a line segment length
of a = 0.04, we show the distribution of intersections (i.e., nodes in an RLG) for different numbers of line segments N in the
top right panel. The data is based on 105 samples and blue solid lines correspond to the Poisson approximation of Eq. (3). In
the bottom left panel, we show the probability P (C) that an RLG is connected as a function of the number of line segments N
for a = 0.15 and a = 0.2. We considered 2× 105 realizations of RLGs to compute P (C). In the vicinity of N∗, RLGs undergo
a sharp transition from being a.a.s. disconnected to being a.a.s. connected. We show the functional dependence of N∗ on a in
the bottom right panel and also mark the two line segment length thresholds that correspond to a = 0.15 and a = 0.2 with
black dots.
definition of RLGs in Sec. II, nodes result from the inter-
section of independently positioned line segments, and so
we approximate the distribution of nodes PN (n) (i.e., the
probability of observing n nodes/intersections in an RLG
consisting of N line segments) by a Poisson distribution:
PN (n) ≈ n¯
n exp (−n¯)
n!
, (3)
where n¯ = p(a)N(N−1)/2 is the mean number of nodes.
A comparison between the numerically obtained data and
the Poisson approximation of Eq. (3) shows that the data
is well-described by the approximation for N = 100 (see
top right panel of Fig. 2). Deviations from the analytic
approximation for N = 200 and 300 occur due to the
finite length of line segments and intersections that occur
outside of the considered domain.
IV. CONNECTIVITY
The examples of RLGs that we show in Fig. 1 sug-
gest that the probability of observing isolated nodes be-
comes vanishingly small for sufficiently large numbers of
line segments N . To mathematically describe the sharp
threshold 1 at which RLGs become connected, we use
methods from the study of RGGs [13, 37] and focus on
the case where all N line segments that form an RLG
are connected. If all line segments are connected, the
corresponding RLG is also connected. However, even
if an RLG is connected, there may exist a few isolated
line segments. We consider the probability that all N
line segments are connected as an upper bound for the
1 According to Ref. [36], a sharp transition corresponds to a “swift”
transition in random-graph models “from a property being very
unlikely to it being very likely”.
4probability that an RLG is asymptotically almost surely
(a.a.s.) connected. The following results are asymptotic
as N →∞.
According to Eq. (1), the probability that one out of
N line segments is isolated is (1−p(a))N−1. We use X to
denote the event that one line segment is isolated. The
corresponding expectation value of isolated line segments
is [37]
E (X) = N(1− p(a))N−1 = Ne−p(a)N−O(p(a)2N) , (4)
where we used that N log(1 +x) = N
(
x−O(x2)) in the
second step. In accordance with Ref. [37], we define µ :=
N exp [−p(a)N ] and note that the asymptotic behavior
of µ characterizes the connectivity of all N line segments
as in the case of RGGs. In particular, all line segments
that are used to construct an RLG are a.a.s. connected if
µ→ 0 and a.a.s. disconnected if µ→∞. The case where
µ = Θ(1) (i.e., µ is asymptotically bounded from below
and above by a constant 2) corresponds to a connectivity
threshold. We reformulate the condition µ = Θ(1) in
terms of a threshold length [37]
a∗ =
√
pi log(N)±O(1)
2N
. (5)
If a approaches a∗ =
√
pi log(N)
2N from below, all N line
segments that form a RLG become a.a.s. connected in-
stead of being a.a.s. disconnected.
A certain threshold length a∗ corresponds to a thresh-
old number of lines N∗ that can be obtained by numeri-
cally inverting Eq. (5) for a given line length a. We show
the functional dependence of N∗ on a in the bottom right
panel of Fig. 2. For a = 0.15, the threshold number of
lines is N∗ ≈ 422 and for a = 0.2 it is N∗ ≈ 210.
We can now test the ability of the derived thresholds to
describe the connectivity transition of RLGs by consid-
ering corresponding numerical data and denote by C the
event that an RLG is connected. In the bottom left panel
of Fig. 2, we show the probability P (C) that an RLG is
connected as a function of N . The shown data is based
on 2 × 105 realizations of RLGs. We observe that P (C)
undergoes a transition from zero to positive values in the
vicinity of N∗. Based on the analytical and numerical in-
sights, we use N∗ as an upper bound above which RLGs
become a.a.s. connected. In the case of the considered
examples, the values of N∗ provide a relatively accurate
description for the connectivity transition point of RLGs
(see bottom panels of Fig. 2).
We note that P (C) should not be confused with the
wrapping probability of (stick) percolation. Above the
critical line-segment density ρc ≈ 5.65 of stick percola-
tion [3, 32], the wrapping probability approaches unity in
2 In general, the notation f(x) = Θ(g(x)) is used to indicate that
f(x) is asymptotically bounded above and below by g(x).
an infinite system. For the line-segment length a = 0.15
and unit-square domain that we considered in Fig. 2 (bot-
tom panels), the critical number of lines that corresponds
to the density ρc ≈ 5.65 is approximately 38, much lower
thanN∗ ≈ 422. For the existence of a wrapping cluster in
stick percolation, it is not necessary that all intersecting
lines form a connected network. The critical number of
lines in stick percolation is thus smaller than the number
of lines at the corresponding connectivity threshold.
V. CLUSTER-SIZE DISTRIBUTION
If the number of line segments exceeds N∗, an RLG
mainly consists of a large connected component that con-
tains almost all nodes and some smaller components with
only a few nodes. On the other hand, for small values
of N , we would expect many small components and only
a few larger ones. To examine the cluster-size distribu-
tion for different values of N , we generate 2 × 104 real-
izations of RLGs with a = 0.06 and N = 1000, 1500,
2000, and 2500. The corresponding threshold number of
lines is N∗ ≈ 3569 (see Eq. (5)). For each value of N ,
we determine the corresponding cluster sizes (i.e., num-
bers of nodes in connected components) and their relative
occurrences. To smoothen the data, we count the rela-
tive occurrences of clusters in the intervals [2k, 2k+1] for
k ∈ {0, 10}. For cluster sizes larger than 2048, we use
a finer binning of the data. We show the resulting rela-
tive frequencies of cluster sizes for RLGs with a = 0.06
and N = 1000, 1500, 2000, and 2500 in the left panel
of Fig. 3. In the case of N = 1000, the largest com-
ponents consist of a few hundred nodes and only occur
with a relative frequency of less than 10−2. However,
if we increase N to a value of 1500, the relative frequen-
cies of large clusters also increases and the corresponding
distribution becomes more heavy-tailed. For even larger
values of N , the relative frequency of large clusters in-
creases whereas it becomes less probable to observe small
clusters (see left panel of Fig. 3). This behavior indicates
that the system approaches the connectivity transition
point. Cluster-size distributions that are similar to the
ones we observe for N = 2000 and 2500 have been also
described in other models such as epidemic models [38]
and birth-death-immigration models [39].
VI. DEGREE DISTRIBUTION
Each intersection between two out of N line segments
leads to a node in an RLG and each node can have a
maximum number of N − 2 neighbors. We approximate
the mean degree k¯ of each node by assuming that the
potential intersections of N − 2 line segments with the
two line segments that define a certain node are inde-
pendent events and obtain k¯ ≈ 2p(a)(N − 2). Similar to
the Poisson approximation of the node distribution (see
Eq. (3)), we approximate the degree distribution PN (k)
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Figure 3. Cluster-size and degree distributions. We consider RLGs with a = 0.06 and show the relative frequency of
cluster sizes for N = 1000, 1500, 2000, and 2500 in the left panel. To smoothen the data from the 2× 104 realizations of RLGs,
we count the cluster-size occurrences in the intervals [2k, 2k+1] for k ∈ {0, 10}. For cluster sizes larger than 2048, we use a finer
binning. The black solid line is a guide to the eye with the indicated slope. We determined the slope with a least-square fit
(assuming a power-law behavior) for N = 1500 and cluster sizes that are at least 11. In the right panel, we show the relative
frequency of degrees for N = 1000, 2000, and 4000. The data is based on 105 realizations.
(i.e., the relative frequency of nodes with degree k in an
RLG consisting of N line segments) by
PN (k) ≈
k¯k exp
(−k¯)
k!
. (6)
In the right panel of Fig. 3, we show a comparison be-
tween the approximated degree distribution of Eq. (6)
and corresponding numerical data. We find that the an-
alytical approximation is able to describe characteristic
features of the observed degree distributions for different
numbers of line segments N .
VII. DISCUSSION AND CONCLUSION
We studied systems that consist of N line segments,
which are independently distributed in the unit square.
Intersections between these line segments form nodes in
a planar spatial network that we refer to as RLG. We de-
rived the probability that two line segments intersect and
described intersection and cluster-size distributions. Fur-
thermore, we used methods from the study of RGGs to
determine an upper bound of the threshold above which
RLGs become connected.
Our results provide new insights in spatial random-
graph models and may be helpful to the study of systems,
such as fibrin networks [30, 31], that exhibit structural
similarities to RLGs. Similar to a variant of Buffon’s nee-
dle problem that considers curved needles (i.e., “Buffon’s
noodle problem”), future studies may explore variations
in the shape distribution of lines that form RLGs. In ad-
dition to different line shapes, another possible direction
for future research is to study how shape variations in
the box sizes [40] affect network characteristics of RLGs.
Furthermore, the derived analytical expressions of the
intersection probability of line segments and the corre-
sponding connectivity threshold may be useful for the
study of continuum percolation problems [3, 33].
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7Figure A.1. Intersection area. (a) All points within the shown area have a maximal distance a from the black solid line
segment of length a. We partition the total intersection area in quarter circles (orange) and squares (blue). (b–d) The grey
line segment of length a within the quarter circle or square can overlap with the black line segment of length a if the angle ϕ
lies within the interval [ϕ1, ϕ2].
Appendix A: Intersection probability
To determine the probability that two line segments of length a intersect if both line segments are uniformly at
random positioned in the unit square, we divide the possible area of intersection in squares and quarter circles (see
Fig. A.1). In this way, we can compare the likelihoods of different geometrical intersection patterns. We first focus on
the square-shaped region (see Fig. A.1) that can be further sub-divided into regions I, II, and III (separated by dashed
grey lines in Figs. A.1 (c–d)). We consider the lower-left corner of the square-shaped region to be the origin. In region
I (see Fig. A.1 (c)), the possible origin of an intersecting line segment is described by the coordinates x ∈ [0, a/2]
and y ∈ [−√a2 − (x− a)2 + a, a]. The possible intersection angles are ϕ ∈ [arctan( a−ya−x) , pi2 + arctan( xa−y)] and the
resulting intersection probability is
I1(a) =
1
2pi
∫ a/2
0
∫ a
−
√
a2−(x−a)2+a
∫ pi
2+arctan(
x
a−y )
arctan( a−ya−x )
dxdydϕ
=
1
2pi
∫ a/2
0
∫ a
−
√
a2−(x−a)2+a
pi
2
+ arctan
(
x
a− y
)
− arctan
(
a− y
a− x
)
dxdydϕ
=
1
2pi
∫ a/2
0
∫ √a2−(x−a)2
0
pi
2
+ arctan
(
x
y′
)
dy′dx−
∫ a
a/2
∫ √a2−x′2
0
arctan
(
y′
x′
)
dy′dx′
=
1
2pi
{
1
48
a2pi(4pi − 3
√
3) +
1
144
a2
[
2pi2 − 3
√
3pi + 18(1 + ln(2))
]
− 1
72
a2
[
−3
√
3pi + 2pi2 + ln(512)
]}
=
1
144pi
a2
(
9− 3
√
3pi + 5pi2
)
.
(A1)
8Next, we focus on region II (see Fig. A.1 (d)) where x ∈ [0, a/2] and y ∈ [−√a2 − x2 + a,−√a2 − (x− a)2 + a], and
ϕ ∈ [arcsin (a−ya ) , pi2 + arctan( xa−y)]. In this region, the intersection probability is
I2(a) =
1
2pi
∫ a/2
0
∫ −√a2−(x−a)2+a
−√a2−x2+a
∫ pi
2+arctan(
x
a−y )
arcsin( a−ya )
dxdydϕ
=
1
2pi
[∫ a/2
0
∫ −√a2−(x−a)2+a
−√a2−x2+a
pi
2
+ arctan
(
x
a− y
)
dxdy −
∫ a/2
0
∫ −√a2−(x−a)2+a
−√a2−x2+a
arcsin
(
a− y
a
)
dxdy
]
=
1
2pi
[
1
24
a2pi(3
√
3− pi) +
∫ a/2
0
∫ √a2−x2
√
a2−(x−a)2
arctan
(
x
y′
)
dy′dx−
∫ a/2
0
∫ √a2−x2
√
a2−(x−a)2
arcsin
(
y′
a
)
dy′dx
]
=
1
2pi
[
1
24
a2pi(3
√
3− pi)− 1
144
a2
(
18− 6
√
3pi + pi2
)
− 1
144
a2
(
−54 + 12
√
3pi + pi2
)]
=
1
72pi
a2
[
3(3 +
√
3pi)− 2pi2
]
.
(A2)
In region III (see Fig. A.1 (e)), the possible origin of the intersecting line segment is given by x ∈ [0, a/2] and
y ∈ [0,−√a2 − x2+a], and possible intersection angles are ϕ ∈ [arcsin (a−ya ) , pi−arcsin (a−ya )]. Thus, the intersection
probability is
I3(a) =
∫ a/2
0
∫ −√a2−x2+a
0
∫ pi−arcsin( a−ya )
arcsin( a−ya )
dxdydϕ
=
∫ a/2
0
∫ −√a2−x2+a
0
pi − 2 arcsin
(
a− y
a
)
dxdy
=
1
144pi
a2
[
3(9−
√
3pi)− pi2
]
.
(A3)
and
I1(a) + I2(a) + I3(a) =
3a2
8pi
. (A4)
Finally, there are four quarter circles where x ∈ [0, a], y ∈ [0,√a2 − (x− a)2], and ϕ ∈ [arctan( ya−x) , arccos (a−xx )]
such that
I4(a) =
1
2pi
∫ a
0
∫ √a2−(x−a)2
0
∫ arccos( a−xa )
arctan( ya−x )
dxdydϕ
=
1
2pi
[∫ a
0
∫ √a2−(x−a)2
0
arccos
(
a− x
a
)
dxdy −
∫ a
0
∫ √a2−(x−a)2
0
arctan
(
y
a− x
)
dxdy
]
=
1
2pi
[
1
16
a2(4 + pi2)− a
2pi2
16
]
=
a2
8pi
.
(A5)
According to Eqs. (A4) and (A5), the probability that an intersection occurs from the four quarter circles is three times
smaller than the intersection probability in the rectangular region (see Fig. A.1). The total intersection probability is
p(a) = 4 [I1(a) + I2(a) + I3(a) + I4(a)] =
2a2
pi
. (A6)
