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RÉSUMÉ
Dans cette thèse, nous proposons des solutions à plusieurs problèmes rencontrés
en reconstruction 3D active et passive en vision par ordinateur. Nos contributions
portent sur trois grands thèmes soient l’auto-calibrage, la reconstruction et la facto
risation. Le premier thème est le calibrage et l’auto-calibrage des caméras sténopé,
grand angle et fisheye ainsi que d’une grande partie des caméras catadioptriques
possiblement d’angle de vue plus grand que 1800 et à points de vue multiples. Tout
d’abord, nous proposons le modèle de caméra radiat symétrique générat à projection
centrale ou non-centrale. Celui-ci permet une représentation unifiée des fonctions
de projection de toutes ces caméras. Une caméra est modélisée par un ensemble de
caméras sténopé virtuelles ayant le même axe optique, chacune d’elles associées à
un cercle de l’image centré au centre de distorsion. Le modèle permet de représenter
toutes sortes de distorsions radiales symétriques en permettant aux caméras virtuelles
de posséder des longueurs focales différentes. Cette variation de longueur focale peut
être représentée par une fonction discrète ou paramétrique. Nous proposons un total
de trois algorithmes de calibrage planaire du modèle central et un pour le modèle
non-central. De plus, nous proposons deux algorithmes d’auto-calibrage du modèle
central. Le premier utilise des images de lignes alors que le deuxième utilise des cor
respondances entre deux images ou plus d’une scène planaire. Le deuxième thème
est la mise en correspondance active robuste entre un projecteur multimédia et une
caméra, à l’aide de motifs de lumière structurée. Notre contribution est une approche
probabiliste de décodages des motifs. Celle-ci corrige automatiquement les erreurs
commises à l’étape de binarisation des images. Elle permet aussi un lissage des codes
tout en préservant les discontinuités. Le troisième thème est le problème non-linéaire
de factorisation de matrice avec données manquantes. Un algorithme permettant
d’effectuer cette tâche est un outil très utile puisque plusieurs problèmes de vision
par ordinateur peuvent être formulés de cette manière. On compte, par exemple, les
problèmes de reconstruction 3D pour les modèles affine et perspectif, ainsi que la re
construction sous illumination variable et inconnue. La factorisation est généralement
résolue en lançant plusieurs minimisation itératives initialisées à des point de départ
choisis aléatoirement. Il s’agit d’un processus lent ou chaque minimisation converge
la plupart du temps vers un minimum local. Nous proposons une nouvelle méthode
batch, qui procède en accumulant des contraintes sur le premier des facteurs à par
tir de sous-blocs complets de la matrice de mesure. Celles-ci permettent de formuler
l’estimation de ce facteur sous forme d’un problème de minimisation convexe. Nous
proposons une généralisation des contraintes de fermeture, de nouvelles contraintes
duales appelées contraintes de base ainsi qu’un algorithme pour trouver des sous-
blocs complets. La méthode est très rapide et donne des résultats presque optimaux.
Par ailleurs, nos expériences démontrent une amélioration significative du taux de
convergence des méthodes itératives lorsqu’initialisées à l’aide de notre méthode. De
plus, nous proposons une variante de nos contraintes spécifiquement formulée pour
le problème de reconstruction 3D passive. Une attention particulière est donnée au
modèle affine, pour lequel nous obtenons de très bons résultats même sans raffinement
itératif de la reconstruction.
Mots clés calibrage, auto-calibrage, vision omnidirectionnelle, distorsion radiale,
mise en correspondance, lumière structurée, factorisation, reconstruction 3D, vision
par ordinateur.
ABSTRACT
In this thesis, we propose solutions for several problems encountered in the fteld
of active and passive 3D reconstruction in computer vision. Our contributions are
related to three topics: self-calibration, reconstruction and factorization.
The first topic relates to the problem of calibration and seif-calibration of pin-hole,
wide-angle and fisheye cameras, as well as many catadioptric cameras possibly with
view angle larger than 180° and also with a non-single viewpoint. We propose the
generat radiatty symmetric camera model with central or non-central projection. It
provides a unified representation of the projection function of all the above cameras.
The camera is modeled using a set of virtual pinhole cameras with identical optical
axis, each of them associated with a circle of the image centered in the distortion
center. Many kinds of distortion can be represented by allowing the virtual cameras
to have different focal length. This variation can be represented either by a discrete
or a parametric function. We propose three plane-based calibration algorithms for
the central-projection model and another one for the non-central case. Furthermore,
we propose two self-calibration algorithms for the case of central projection. The
first one is a plumbline method and the second one uses feature correspondences in
at least two views of a planar scene.
The second topic concerns the active matching between a multimedia projector
and a camera using structured light patterns. Our contribution is a probabilistic
approach to decode the patterns that can correct errors induced by the binarization
of the images. Furthermore, it provides smoothing of the codes while preserving
discontinuities.
The third topic is the non-linear problem of matrix factorization with missing
data. An algorithm performing this task is very useful tool because many vision
problem can be formulated in this way. Among them, there are the problems of affine
and perspective 3D reconstruction as well as 3D reconstruction under varying and
unknown illumination. In general, the factorization problem is solved by launching
many iterative minimization initialized using random solutions. The process is slow
and, most of the time, the minimization get stuck into a local minimum. We propose a
novel batch algorithm that proceeds by computing constraints on the first factor using
complete sub-blocks of the measurement matrix. These are combined together to
allow the estimation of the first factor by solving a convex minimization problem. We
propose generalized closure constraints, new dual constraints called basis constraints
and an algorithm for finding complete sub-blocks. The algorithm is very fast and
provides close to optimal solutions. Furthermore, our method can provide a starting
point for iterative methods and significantly improve their convergence rate. Also, we
provide alternative closure and basis constraints specifically designed for the problem
of passive 3D reconstruction. We perform a careful analysis of the affine model, for
which we obtain very good resuits even without refining the reconstruction by using
an iterative algorithm.
Keywords: calibration, self-calibration, omnidirectional vision, radial distortion,
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La vision 3D par ordinateur est un domaine de recherche relativement jeune qui
a pour objectif l’inférence d’informations 3D à partir d’images. Celui-ci fait partie
de la vision par ordinateur dont l’objectif beaucoup plus large est d’inférer tout
type d’information à partir d’images. Généralement, ces images sont acquises par des
appareils de capture numérique contrôlés par un utilisateur ou un système robotisé,
puis, elles sont transférées à un ordinateur. Ce dernier effectue une variété d’opérations
sur les images pour en extraire l’information de façon automatique. Les applications
de la vision par ordinateur touchent à la fois à la reconnaissance et la détection
d’objets, à la restauration d’images dégradées et à la construction de modèles 3D,
pour n’en nommer que quelques-uns. En vision 3D par ordinateur, l’information est
associée à la profondeur des objets dans une image ou à la construction de modèles
3D. De plus, elle concerne aussi l’appareil de capture d’images : sa position, son
orientation et les caractéristiques du système d’acquisition, comme par exemple, la
valeur du zoom.
Dans cette thèse, nous nous intéressons à ce problème de reconstruction 3D dans
plusieurs contextes. En général, on peut classer les méthodes de reconstruction 3D en
deux grandes catégories : active et passive. A l’intérieur de ces classes, les méthodes
sont généralement départagées par le type de connaissance connue a priori au sujet
de la scène ou de l’appareil d’acquisition. Le type d’information varie largement il
peut s’agir d’un objet de la scène de dimension connue, de contraintes sur le type
de mouvement que l’appareil d’acquisition peut effectuer, ou, d’information sur la
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position relative entre deux appareils. En mode actif, le système d’acquisition interagit
avec la scène au moyen de lasers ou de projecteurs multimédia utilisés, par exemple,
pour projeter des motifs de lumière sur les objets. D’ailleurs, les méthodes actives
sont suffisamment perfectionnées pour être utilisées dans l’industrie. Cependant, leur
applicabilité est assez limitée. Entre autres, elles sont difficilement utilisables pour
reconstruire des objets de très grandes tailles ou très éloignés.
Les méthodes de reconstruction 3D passives, quant à elles, minimisent le plus pos
sible l’interaction de l’appareil d’acquisition avec la scène. Le système d’acquisition
ne modifie ni l’aspect ni la position des objets, qui sont généralement de dimension
inconnue. Toutefois, il est commun d’ajouter à la scène un objet de dimension ou
de position connue. Cet ajout a pour objectif de faciliter l’inférence de l’information
3D. Un exemple typique est l’utilisation d’un objet de taille connue permettant d’es
timer un modèle de caméra décrivant les caractéristiques de l’appareil d’acquisition.
Cette approche se nomme catibrage de caméra. Biell que les méthodes passives soient
plus flexibles que les méthodes actives, elles sont néanmoins moins précises. Aujour
d’hui, il est toutefois possible d’estimer les paramètres d’un modèle de caméra par
auto-catibrage, i.e. sans même utiliser d’objets connus. Ce type d’innovation permet
d’envisager des applications comme la navigation automatique de véhicules ainsi que
la reconstruction automatique d’objets aussi larges que des bâtiments, ou même des
quartiers tout entier.
Que ce soit pour une méthode active ou passive, le système d’acquisition d’images
est choisi en fonction du contexte de la reconstruction. Certaines méthodes actives
utilisent des lasers, alors que d’autres, des projecteurs multimédia. Les systèmes
d’acquisition d’images sont encore plus variés : caméras conventionnelles, appareils
médicaux de toutes sortes comme les machines à rayon X, images provenant de sa
tellite et captées à différentes longueurs d’ondes. Dans cette thèse, nous utilisons des
appareils photo et vidéo numérique conventionnels ou omnidirectionnels. Ces derniers
se caractérisent par u angle de vue beaucoup plus large que les premiers. Pour ce
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qui est des méthodes actives, nous faisons appel soit à un projecteur multimédia
conventionnel ou à un écran d’ordinateur.
Cette thèse par articles propose des contributions originales aux problèmes de
reconstruction 3D active et passive. Les articles reproduits dans cette thèse sont
donnés à la table 1.1. Les recherches ont touché à trois sujets reliés à ces thématiques:
calibrage et auto-calibrage de caméras omnidirectionnelles, méthode de reconstruction
robuste par lumière structurée et algorithmes de factorisation de matrice creuse.
1.1 Organisation
La thèse est divisée en quatre grandes parties. La première consiste en une in
troduction des concepts fondamentaux nécessaires à la lecture la thèse. Chacune des
parties suivantes est constituée d’une revue de la littérature suivie d’un ou plusieurs
articles présentant nos contributions sur les trois sujets mentionnés plus haut. Voici
un aperçu des quatre parties de la thèse
4FIG. 1.2. Trois images de caméra de type (a) grand angle, (b) fisheye, (c)
catadioptrique.
1.1.1 Concepts de base et notions d’optimisation continue
Au chapitre 2, nous présentons notre notation et donnons un résumé des concepts
fondamentaux de vision 3D par ordinateur nécessaires à la lecture de la thèse. Au
chapitre 3, nous décrivons plusieurs problèmes d’optimisation auxquels nous avons
fait face, ainsi que plusieurs des méthodes de minimisation utilisées potir les résoudre.
(a) (b) (c)
FIG. 1.1. Trois types de senseur auxquels nous nous intéressons : (a) grand
angle, (b) fisheye, (c) catadioptrique.
(a) (b) (c)
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1.1.2 Catibrage et auto-calibrage de caméra omnidirectionnette
Dans cette partie, nous nous intéressons aux problèmes de calibrage et d’auto-
calibrage de caméras grand angle et omnidirectionnelle. Plus précisément, nous pro
posons un modèle de caméra et des algorithmes permettant de retrouver les pa
ramètres de caméras fisheye et des caméras catadioptriques les plus répandues. Nous
nous intéressons surtout à l’estimation des paramètres internes, ceux qui décrivent
la formation de l’image. La figure 1.1 illustre les trois modèles d’objectifs de caméra,
grand angle, fisheye et catadioptrique, auxquels nous nous intéressons. Des exemples
de photos prisent à l’aide de ces objectifs sont montrés à la figure 1.2. Contrairement
aux photos traditionnelles, on remarque que la projection de droites (par exemples
provenant des bâtiments) résultent en des courbes dans les photos. Au chapitre 4,
nous présentons une sélection de plusieurs modèles de distorsion d’image. Par la suite,
nous présentons quelques algorithmes, chacun d’eux permettant de calibrer un de ces
modèles en utilisant une grille de points connus. Au chapitre 5, nous présentons notre
nouveau modèle de caméra permettant de représenter les caméras qu’elles soient tra
ditionnelle, grand angle, fisheye ou catadioptrique. Il permet aussi d’unifier plusieurs
modèles de caméra catadioptrique à points de vue multiples. Nous proposons trois
nouveaux algorithmes pour en estimer les paramètres. Au chapitre 6, nous résumons
les méthodes de calibrage et auto-calibrage de plusieurs modèles de caméra à l’aide
d’images de lignes. Puis, au chapitre 7, nous présentons une méthode de calibrage et
d’auto-calibrage de notre modèle. Cette méthode se démarque par sa grande simpli
cité et par son efficacité. Le chapitre 8 résume plusieurs méthodes d’auto-calibrage à
partir de points de correspondances entre images. Nous proposons une méthode dans
cette catégorie au chapitre 9.
6q
(b)
FIG. 1.3. Projection immersive obtenues à l’aide d’un système de projecteur
multiples sur des surfaces cylindriques ou sphériques. a) Vue complète de l’écran
de l’intérieur à l’aide d’une caméra catadioptrique. b) Vue de l’extérieur de
l’écran contenant une projection immersive.
1.1.3 Mise en correspondance active
Lorsque la position de la caméra est connue, il est possible, en principe, d’effectuer
une reconstructioll dense des objets. Ceci consiste à obtenir des modèles 3D complets
de ces objets, ou bien, d’estimer la profondeur des objets à chaque pixel des images.
Dans cette partie, nous nous intéressons à ce type de reconstruction et proposons une
nouvelle méthode active. Celle-ci utilise la lumière structurée pour obtenir des corres
pondances denses entre l’image de la caméra et celle d’un projecteur multimédia. Ces
correspondances peuvent, entre autres, être utilisées pour effectuer une reconstruc
tion dense. Elles sont aussi utiles pour certaines méthodes de calibrage de systèmes
multi-projecteurs sans reconstruction explicite de l’écran, tel que discuté §10.3. Un
exemple de résultat produit par un tel système est montré à la figure 1.3. Au chapitre
10, nous présentons quelques méthodes actives de mise en correspondances denses.
Notre contribution, à ce titre, est présentée au chapitre 11. Il s’agit d’une méthode
probabiliste d’estimation des correspondances. Celle-ci est utile en reconstruction 3D,
mais, elle est particulièrement bien adaptée aux systèmes multi-projecteurs.
(a)
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1.14 Reconstruction 3D non-catibrée et factorisation de matrice avec données man
quantes
Plusieurs des problèmes rencontrés en vision par ordinateur peuvent être formulés
sous forme d’un problème de factorisation d’une matrice, plus précisément, d’approxi
mation d’une matrice par une seconde matrice d’un rang donné. Le problème de re
construction 3D d’une caméra non-calibrée et en mouvement1 en est un des meilleurs
exemples. L’algorithme prend en entrée un ensemble de trajectoires de points saillants
obtenues dans une séquence d’images. Ces trajectoires sont combinées pour former
une matrice de mesure. La factorisation permet de trouver deux facteurs correspon
dant à la trajectoire de la caméra et à un nuage de points 3D appartenant à la scène
FIG. 1.4. Reconstruction 3D d’un ourson en peluche. (Haut) Les images 1,
20,40 et 60 de la séquence. (Sas) Reconstruction sous forme de nuage de
points et trajectoire de la caméra au cours de la séquence d’images.
1 Structure-from-Motion
Q $
reconstruite, tel qu’illustré à la figure 1.4. Dans plusieurs problèmes, la matrice qui
doit être factorisée est incomplète (jusqu’à plus de 959o de données manquantes dans
certains cas), ce qui rend la factorisation beaucoup plus difficile (en ce sens qu’il n’y
pas de solution analytique). Au chapitre 12, nous présentons plusieurs méthodes de
factorisation de matrice avec une attention particulière à celles qui sont spécifiques
au problème de reconstruction 3D. Suivent deux contributions aux chapitres 13 et
14. La première est une méthode générale permettant de factoriser tonte matrice
avec donnéee manquantes, alors que la deuxième propose une solution spécifique au
problème de la reconstruction 3D.
1.2 Contributions des coauteurs
Calibration of Cameras with RadiaÏly $ymmetric Distortion (chap. 5)
Peter $turm a proposé une partie de la théorie dans les sections 2 et 3 et a participé
à la rédaction. Martiil Trudeau a aidé à formuler et à rédiger la preuve de l’annexe 1.
Finalement, Sébastien Roy a participé à la relecture de la version courte de l’article
[151].
$etf-caÏibration of a generat radiatlg symmetric distortion modet (chap. 7)
La théorie a été développée avec l’aide de Peter $turm et il a proposé des correc
tions à l’article. Sébastien Roy a participé à la relecture de l’article.
Plane based setf-catibration of radial distortion (chap. 9)
Peter Sturm a offert ces commentaires sur la théorie et a aidé à la rédaction de
l’article. Sébastien Roy a participé à la relecture de l’article.
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MRF formulation for coded strctured light (chap. 11)
Sébastien Roy a proposé l’idée originale et a participé à la rédaction de l’article.
Martin Trudeau a aussi participé à la rédaction de l’article.
Batch Atgorithms foT Matrix Factorization with Missing Data (chap. 13)
Adrien Bartoli a aidé à élaborer la théorie de la section 13.4 et a participé à la
rédaction. $ébastiell Roy a participé à la relecture de l’article et proposé des modifi
cations à l’algorithme 1.
Atgorithms for Batch Matrix Factorization with Application to Structure-from-Motion
(chap. 1)
Adrien Bartoli a proposé l’idée origillale, aidé à élaborer la théorie et participé à
la relecture de l’article. Martin Trudeau a aidé à la rédaction, Nicolas Guilbert a aidé
à l’élaboration de l’idée originale avec Adrien Bartoli, et $ébastiell Roy a participé à
la relecture de l’article.
oChapitre 2
CONCEPTS FONDAMENTAUX ET OUTILS
MATHÉMATIQUES
Cette section présente les outils mathématiques et les concepts géométriques de
base de vision par ordinateur qui sont essentiels à la lecture de cette thèse. Les
conveiltions ainsi que la notation employées sont tout d’abord présentées et suivies
d’une brève introduction à la géométrie projective. Nous y décrivons les éléments
de ba.se et leurs transformations. Nous présentons aussi les deux modèles de caméra
les plus utilisés, soit le modèle perspectif et le modèle affine. Plus de détails sur la
géométrie pour la vision par ordinateur sont présentés aux références [42, 60, 85].
2.1 Conventions et notation
Tout au long du texte, nous référons aux équations simplement par leur numéro
placé entre parenthèse, e.g. (2.1). Le caractères ‘‘ peut se lire ‘section’, et nous
utilisons des crochets pour les références. Nous utilisons des caractères standards en
minuscules pour représenter les scalaires, e.g. s. Les matrices sont en caractères
sans-serif et en majuscules, e.g. M. Pour représenter les éléments (scalaires) d’une
matrice, nous utilisons généralement la même lettre, et des crochets pour former la
matrice, comme dans l’exemple
M M MT
M(mxn) [M’ ... Mn] (2.1)
ml . mn m
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c’est-à-dire que M est la ième colonne de M et M est la jième rangé. Pour distinguer




= (1 ... vm)T
Vm
où, vT est la transposée de y. Cette même règle s’applique aussi aux nombres de
telle sorte qu’un vecteur et une matrice de zéros s’écrivent respectivement O et O. La
taille des matrices ou vecteurs est donnée en indice entre parenthèse comme en (2.1).
L’espace projectif de dimension n est référé par 1P’, alors que l’espace euclidien de
même dimension est R’. Dans lP’, les éléments sont des (n + 1)-vecteurs définis à un
facteur d’échelle (non-nul) près. Par exemple, les vecteurs u, y E lP’ représentent le
même point s’il existe un facteur d’échelle a non-nul tel que u = cv. Dans ce cas, nous
écrivons u cx y. Nous utilisons P2 pour représenter les éléments sur le plan image ou
sur des plans en 3D et P3 pour des points en 3D. Pour distinguer clairement les points
en coordonnés euclidiennes des points en coordonnées projectives, nous leur ajoutons
un “tilde”, e.g. . Un vecteur y >- O ou y O signifie que chaque élément de y est
plus grand ou plus grand ou égal à O. Une matrice M >- O signifie qu’elle est définie
positive, i.e. Vx O : xTMx > O et M >— O signifie qu’elle est semi-défiuie positive,
i.e. Vx : xTMx > O. L’ensemble des matrices symétriques de dimension (k x k) est
noté §‘, alors que S représente les matrices symétriques semi-défluies positives ()
et § celles qui sont positives définies (>.-). La matrice (3 x 3) [v] est défini pour





et [v1u = y x u, où x est le produit vectoriel.
Normes
Nous faisons usage de deux normes : la norme 2 pour les vecteurs
III2\]
et la norme de Frobenius pour les matrices
IIMIIF
et il arrive souvent que les indices 2 et F ne soient pas employés.
2.2 Géométrie projective
Nous manipulerons des éléments (point, ligne, etc) dans plusieurs espaces t eucli
dien, métrique, affine et projectif. L’espace euclidien correspond au monde qui nous
entoure. N’importe quelle mesure (distance, angle) dans cet espace correspond à la
réalité. Dans l’espace métrique, la notion de distance n’est définie qu’à un facteur
d’échelle inconnu. Lorsqu’on fait une reconstruction 3D d’un objet, la reconstruction
métrique implique qu’on ne connaît pas sa taille. La passage à une reconstruction eu
clidienne ne peut se faire qu’en connaissant la taille réelle d’une partie de la scène 3D
reconstruite, comme par exemple, la distance entre deux points de l’objet ou bien la
taille du capteur CCD de la caméra. Dans l’espace affine, le parallélisme est conservé,
alors que les angles ne correspondent pas nécessairement à la réalité. Finalement,
dans l’espace projectif, tous les repères auxquels nous sommes habitués disparaissent.
Nous ferons un usage intensif de notions de géométrie projective algébrique. Cette
théorie nous permet de représenter les éléments de base et leur manipulation (trans
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formation, projection) sous la forme vectorielle et matricielle. Les éléments qui nous
intéressent sont : le point, la ligne, le plan, la conique et la quadrique. Pour simplifier
les explications, nous ne ferons aucune distinction entre les éléments eux-mêmes et
leur représentation vectorielle ou matricielle. Par exemple, p est à la fois un point
image dans P2 et un vecteur à trois coordonnées. L’utilisation de l’espace projectif
plutôt que l’espace euclidien offre deux avantages importants. Le premier avantage
est la représentation transparente des points à l’infini. En fait, l’espace projectif P’
permet de représenter l’espace R’2 augmenté des points à l’infini, ceux-ci représentés
par un seul élément dual : la ligne à l’infini le cx (O, O, 1)T dans P2 et le plan infini
Ire cx (O, O, O, 1)T dans P3. Ainsi, l’ensemble des points à l’infini dans P2 et P3 sont
donnés respectivement par = O et pT = O. Nous reviendrons plus loin sur le
concept de dualité. Le deuxième avantage est que toutes les transformations affines
peuvent être représentées par une matrice. Par exemple, la transformation affine (ro
tation + translation) de P vers f)’ est f)’ R(33)f) + T, où, f), f)’, T e R3, et T et
R sont des transformations de rotation et translation. En projectif, on peut écrire
- T R1’ - T(P’, 1) cx (P, 1)
0T 1
L’ensemble des points p e R’2 peut être représenté dans P’2 en définissant pF
a(pT 1)T a O, c’est-à-dire par l’ajout d’une (n + 1)ième coordonnée de valeur 1 et
en multipliant par un scalaire non-nul fini c. Un point p’ (xi, ..., x+i)T e P’2 peut
être converti en élément de R’2 tel que p =
...,
seulement s’il n’est pas à
l’infini, i.e. x,1 O. Finalement, le point correspondant au (n+ 1)-vecteur (O,
ne fait pas partie de P’2.
Nous décrivons dans les section suivantes les entités de bases qui sont utilisées
dans ce document ainsi que leurs transformations.
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2.2.1 Transformations et projection
L’utilisation de matrices permet d’effectuer des transformations, des projections et
même, dans certaills cas, des déprojections (cf.{60, 137] pour plus d’explications). Une
matrice (n x n) effectue une transformation d’un espace IP’, alors qu’une matrice
(n x m) permet la projection de l’espace pm—1 dans 1P1. Les matrices utilisées pour
des transformations image sont donc des (3 x 3), la projection du 3D vers une image
sont des (3 x 4), et les transformations du monde 3D sont des (4 x 4). Dans ce qui
suit, nous utilisons M(34) et H(44) ou H(33), selon le contexte.
Les deux projections typiques e vision par ordinateur sont perspective et af
fine. Nous verrons plus loin que celles-ci permettent de modéliser plusieurs types de
caméras. La projection perspective effectue le passage p2 à l’aide d’une matrice
(3 x 4) qui est définie à mi facteur d’échelle près
Mj2 1’v[13 A4j4
Mpersp OC M21 1422 M23 Iv[24
l31 1’i32 71133 11134
Quant à elle, la projection affine effectue la projection R3 — R2 à l’aide d’une
matrice (2 x 4) de huit degrées de liberté
1 .Mj2 .71113 11114
Maff
21 A422 Pv[23 71124
En effet, pour que cette projection soit valide, on impose que la dernière coordonnée
des points 3D projectifs soit égale à 1. Autrement dit, ce sont des points euclidiens.
La matrice de projection affine est en fait un matrice de projection perspective de la
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forme
Aij1 Af12 Mj3 14i4
A/121 1’422 M23 M24
0 0 0 1
Une explication rigoureuse est donnée dans [60]. L’important est de savoir qu’une pro
jection affine est effectuée à partir d’un centre situé à l’infini. En effet, la coordonnée
projective de ce centre C est donnée par le noyau droit de la matrice de projection.
Ainsi, dans le cas d’une matrice affine, C doit vérifier (0, 0, 0, 1)C = 0, d’où, C4 = 0.
Une autre manière d’exprimer la même chose est à partir d’une projection de R3 —* R2





2.2.2 Point et tigne dans 1P2 et concept de dualité
On peut illterpréter tout élément de 2 à la fois comme un point ou une ligne. Cette
double interprétation fait appel à un principe très important retrouvé en géométrie
projective appelé dualité. Celui-ci peut s’énoncer de la manière suivante à chaque
théorème de géométrie projective correspond u théorème dual, construit à partir de
l’original, en inter-changeant le rôle des points et des lignes. Par exemple, un point p
est situé sur une ligile 1 si 1T 0. Par le principe de dualité, l’ensemble des lignes 1
qui s’intersectent en p sont données par = 0. Aussi, la droite 1 passant par deux
points est donnée par Pi X P2, alors que l’intersection de deux lignes donne un point
p cx ly X 12 (possiblement à l’infini).
2.2.3 Point et plan dans 1P3
Dans P3, les éléments représentent soit un point, soit un plan. Un point P est
sur un plan ir si et seulement si pT = 0. Le plan formé par trois points P, i =
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1, ..., 3 non-colinéaires est donné par le noyau droit de [P1, P2 p31T Une équation
similaire permet de trouver le point d’intersection de trois plans s’il existe un tel
point. Lorsqu’un élément de P3 est interprété comme un point, on peut y appliquer
une transformation M selon P — MP. Lorsqu’interprété comme un plan, on peut le
transformer selon ir — irM1.
2.2..4 Matrice et vecteur de Ptiicker
Dans P3, la représentation d’une ligne n’est pas aussi naturelle qu’en P2. La
façon la plus simple est d’utiliser la forme paramétrique, c’est-à-dire qu’une ligne
est construite à partir de deux points 3D distincts : 1)) = ) + (1 — .X)P2. Ce
pendant, cette représentation comporte l’inconvénient que la ligne n’est pas décrite
par un seul vecteur ou matrice comme pour les formes implicites discutées jusqu’à
maintenant. Une telle représentation existe toutefois; il s’agit des matrices ou des
vecteurs de Ptiicker.
Il est possible de construire une matrice de Pliicker décrivant une ligne joignant des
points 3D P1, P2 P3 à partir de la formule : L(44) = PyP
— P2PT. La projection
d’une telle ligne dans l’espace P2 par une matrice de projection M est effectué selon
[v] MLMT,v e P2.
Ceci a l’avantage de donner directement l’image de la projection de la ligne. Le
vecteur de Pliicker défini à partir de deux points 3D P et Q (P Q) est donné par
les éléments de L
(3,L14, 2,L34)
et vérifie toujours que uTw = O.
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2.3 Conique et quadrique
2.3.1 Conique
Une conique est l’image de l’intersection entre un cône droit et un plan, situé dans
le système de coordonnées de ce plan. $eloll l’orientation de ce dernier par rapport au
cône, différentes formes de courbes sont obtellues. Parmi les coniques non-dégénérées,
on distingue la parabole, l’hyperbole, l’ellipse et le cercle. Une ligne, un point et deux
lignes sont aussi des coniques dégénérées. L’équation implicite d’une conique est
ax2+dx+bxy+cy2+ey+ fO (2.2)
où, (x, y) est un point situé sur la courbe et (a, b, c, d, e, J) constituent les paramètres
de la conique. La même conique peut être représentée plus généralement pour des





et un point p p2 sur la cotirbe vérifie pTCp = O. Il existe aussi des coniques
complexes formées de points complexes, mais elles ne nous sont pas utiles. Une conique
C peut-être transformée par une matrice H(33) selon C — H_TCH_l. finalement, il
existe aussi des coniques duales, notées C*, définies non pas pour les points, mais
pour des lignes, i.e. une ligne 1 e p2 est tangente à la courbe si 1TC*1 = O. Pour les
coniques non-dégénérées, C’ = C’. Les coniques seront surtout utiles au chapitre 5.
G2.3.2 Décomposition
Une conique non-dégénérée peut être décomposée sous la forme suivante
oo
C cx (TR)T O 4 o (TR)’
o o —ï
où, R(33) est un rotation 2D donnée par le deuxième suivi du premier vecteur singulier
droit de la partie (2 x 2) supérieure gauche de C. La matrice T(33) est une translation
2D donnée par:
(t, t, i)T C’(O, O, i)T










(+c, O) sont les coordonnées des points focaux la conique en position canonique.
2.3.3 Duatité ettipse—hyperbote
Il existe une dualité entre ellipses et hyperboles. Pour une conique d’équation
E cx diag(c,/3, —1),
o 1g
i.e. en position canonique, correspond une seconde conique donnée par
H
Selon la valeur des paramètres o et t, ces coniques sont des hyperboles ou des ellipses.
Lorsque E est une ellipse, H est une hyperbole et, à l’inverse, si E est une hyperbole,
alors H est une ellipse. Plus intéressant encore, il existe une relation géométrique
entre ces deux coniques, illustrée à la figure 2.1. Plaçons les coniques dans des plans
perpendiculaires entre eux, de sorte que leur axe majeur respectif forme l’intersection
des plans. Plus précisément, E est placée en 3D dans le plan Z = O de telle sorte que
P e P3 appartient à la courbe s’il vérifie que pTdiag(Eii E22, O, E33)P = O, P3 = O;
de façon similaire, H est en 3D dans le plan Y = O pTaiag(H110H22H33)p =
O, P2 O. Dans cette configuration, on peut interpréter H comme l’ensemble des
positions où, ayant placé la pointe d’un cône droit, il existe une orientation du cône
permettant d’engendrer E comme étant l’intersection du cône avec le plan Z = O.
2.3. Estimation de conique
Le problème d’estimation d’une conique à partir de points n’est pas un problème
aussi facile qu’il n’y paraît. La méthode la plus simple consiste à minimiser la somme
des moindres carrées de l’erreur algébrique donnée par l’équation implicite (2.2). Il
est cependant plus difficile d’effectuer l’estimation selon un critère géométrique tel
que la minimisation de la distance des points à la conique. Nous renvoyons un lecteur
intéressé aux références [20, 38, 43, 69, 70, 124].
2.3.5 Quadrique
Les surfaces quadriques sont l’extension naturelle des coniques au monde 3D.
Elles incluent les paraboloïdes, les hyperboloïdes, les ellipsoïdes et les sphères pour
les formes non-dégénérées. Le cône est aussi une quadrique (dégénérée) très utile en
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vision.
Ulle formulatioll sous forme matricielle est possible en utilisant des points 3D
projectifs. La matrice Q d’une quadrique est symétrique et de taille (4 x 4) et un point
P 1P3 de sa surface vérifie l’équation pTQp = 0. Une quadrique est transformée par
une transformation projection H(44) selon Q — H_TQH_l. Comme pottr les coniques,
une quadrique duale non-dégénérée est donnée par Q* = Q’. La projection de la
quadrique passe nécessairement par sa duale C* cx MTQ*M, où, C est l’image de la
quadrique, une conique dans sa forme duale.
2.4 Homographie
Les homographes sont très utilisées pour représenter des transformations projec
r
z=o
FIe. 2.1. Dualité ellipse—hyperbole ellipse E, hyperbole H correspondante et
deux cônes droits ayant leur pointe sur H dont l’orientation et l’ouverture est
choisie pour générer E dans le plan Z 0.
tives entre deux plans images. Considérons deux plans iv1 et iv2 dans l’espace 3D
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pour tous points P2 E P2 dans le système de coordonnées de 7r2, sa projection sur ir1
dans une certaine direction est donnée par la relation linéaire projective Pi cx H21p2,
où, H21 est une matrice (3 x 3) (voir figure 2.2). Sauf pour les cas de projection
dégénérée, cette matrice est de rang 3 et donc inversible. Une homographie est définie
à un facteur d’échelle près. Par conséquent, elle a huit degrés de liberté. Chaque cor
respondance entre les deux plans donnant deux contraintes sur l’homographie, il en
faut nécessairement quatre pour la définir sans ambiguïté.
Projection d’un plan
Si une matrice de projection M(34) effectue la projection de l’image d’un plan sur
un autre plan, il existe une homographie reliant les systèmes de coordonnées du plan
et de l’image. Celle-ci est donnée par
H=[M’ M2 M41.
En effet, un point de ce plan est donné en 3D par (X, Y, O, H)T. On vérifie alors que:
M(X,YO,H)T = H(X,H)T.
2.5 Formation d’image et modèles
L’acquisition d’une image 2D d’un monde 3D par une caméra, ou tout autre
système d’acquisition, est le fruit d’un processus complexe touchant l’optique et
l’électronique. Les modèles de caméra utilisés en vision sont utiles pour décrire les
aspects géométriques du processus de formation d’image. Il s’agit de modèles géomé
triques plus ou moins complexes permettant de relier ce qui se trouve dans l’image
avec les objets en 3D.
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FIG. 2.2. Relation linéaire projective entre les plans 7r0, 71-i et 7T2. est la
relation entre le plan ir et 7T. La relation inverse est = H’.
.5.1 Optique de Gauss
Lorsque la lumière est capturée par l’objectif d’une caméra, elle traverse plu
sieurs groupes de lentilles. Le modèle à lentille mince reproduit approximativement
les phénomènes qui se produisent en supposant que l’objectif n’est composé que d’une
seule lentille mince. Celui-ci suppose que la réfraction de la ltimière ne se fait qu’en
un seul point de la lentille, plutôt qu’à son entrée et à sa sortie. Un modèle à lentille
mince peut donc être caractérisé par la position de la lentille et la distance des deux
points focaux (frontal et arrière) par rapport à la lentille (figure 2.3). Cette simplifi
cation permet deux observations. Tout d’abord, l’ensemble des rayons émanant d’un
point 3D et traversant la lentille se recoupent en un même point (figure 2.3a). De
plus, pour un ensemble de points situés sur un plan perpendiculaire à l’axe optique,
l’intersection de leurs rayons se fait dans le même plan (figure 2.3b).
Ce modèle permet d’introduire le concept de mise au point. Lorsque le plan image
7f’
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passe par l’intersection de rayons provenant d’un point 3D, on dit que ce dernier
est au point focal. Finalement, résultat de la deuxième observation, un seul plan 3D
perpendiculaire à l’axe optique est réellement au point focal. En photographie (ou
en pratique), on parle plutôt de profondeur de champs. Il s’agit d’un intervalle de
distances de l’avant à l’arrière du plan au point focal. L’espace défini par ce domaine
correspond à l’ensemble des points au “foyer” pour la caméra.
Une autre caractéristique importante au sujet du modèle est que pour un point 3D,
il existe plusieurs rayons de projection menant au point image. De plus, il est possible
de bloquer une partie des rayons et tout de même d’obtenir une image de ce point 3D.
En vision conventionnelle, ce modèle est souvent trop complexe et l’optique de Gauss
est très peu utilisée. Cependant, certains travaux démontrent qu’il faut garder en tête
ce genre de phénomène lorsque l’ouverture de l’objectif est très grand (cf.4.4) [82].
2.5.2 Modète sfénopé
Le modèle sténopé’, illustré figure 2.4, est le modèle de caméra le plus utilisé en
vision. Il repose sur une simplification du phénomène associé à l’optique des lentilles
minces faisant l’hypothèse d’une ouverture infiniment petite à la place de l’objectif






FIG. 2.3. Modèle de caméra à lentille mince. (a) Les trois rayons principaux en
partance de P se coupent en p sur le plan image. (b) Pour deux points sur un







FIG. 2.4. Modèle de caméra sténopé.
de la caméra. Chaque point 3D est alors projeté exactement à un seul endroit du plan
image. Par conséquent, la notion de mise au point (focus) n’existe plus et, de façon
équivalente, la caméra a une profondeur de champs infinie. En pratique, les caméras
ayant une optique de qualité sans aucune distorsion d’image en plus d’une ouverture
très petite sont bien représentées par le modèle sténopé2.
La matrice de projection d’une caméra sténopé est de type perspective et possède
11 degrés de liberté (ddl). On décrit une caméra située à la position i e R de
l’espace par sa matrice de projection M(34) = K[RI — R] où, K(33) est la matrice
des paramètres internes (5 ddl) et les paramètres externes, R(33) et C, sont respec
tivement l’orientation (3 ddl chacun) et la position (3 ddl). La matrice [RI — RC]
effectue la transformation (rotation et translation) d’un point 3D du monde en un
point 3D dans le système de coordonnées caméra. Il s’agit d’un espace où la caméra
est située à l’origine, l’axe optique est aligné avec l’axe Z et les axes du plans image
sont parallèles aux axes X et Y. La projection d’un point 3D P e 1P3 en un point
image p e l2 se fait selon




2 Une ouverture plus petite ou égale à Fil donne généralement de bons résultats.
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Puisque h est la composante homogène de la coordonnée, le point image est (x, y). La
déprojection d’un point image donne un rayon 3D défini par l’équation paramétrique:
P(.) = M + )C = MMMTJ+C,
Mt
où, ) varie de O à l’infini et M est la pseudo-inverse de M (cf.3.4.1). La matrice K




où, û est le ratio d’aspect, f la focale, 6 l’inclinaison des pixels et (c’, c) le point
principal, i.e. l’intersection de l’axe optique de la caméra avec le plan image.
.5.3 Modète de caméra affine
Le modèle de caméra affine inclue les caméras orthographique et perspective faible.
Leur matrice de projection est donnée de façon générale par
1000
0100
o o o z
ce qui correspond à un projection orthographique des points sur le plan Z suivie
d’une projection perspective classique. En choisissant Z = 1, on obtient donc une
projection orthographique. En choisissant un Z plus grand, on fait l’hypothèse que
la profondeur des points 3D est de ZT. On peut aussi y ajouter à gauche une matrice
de paramètres internes traditionnelle.
Le noyau droit de ce genre de matrice de projection nous indique cependant que
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le centre de projection est un point à l’infini. Cela peut se comprendre en observant
qu’une caméra affine est une caméra perspective de matrice de projection KR[IJ — C],
dont le centre de projection est reculé vers l’arrière sur l’axe optique et dont la focale
est augmentée graduellement (cf.figure 2.5). Ceci est équivalent à modifier la matrice




où, t est le déplacement le long de l’axe optique donné par R3. On peut alors montrer
qu’en poussant ce déplacement à l’infini, on obtient une matrice de projection de la
forme
RI -RIe RI -RIe
R —R R —Rï
0T d0 0T Ï
où d0 est simplement un facteur d’échelle pour conserver la taille de l’image et K’
est une nouvelle matrice de paramètre interne. Finalement, on peut réécrire le tout à




comme nous l’avons vu §2.2.1.
2.5.4 Autres modètes
Une description exhaustive de plusieurs modèles de caméra assez couramment
utilisés, mais différents des modèles de caméra sténopé et affine, est donnée à la
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FIa. 2.5. Effet de déplacement du centre optique le long de l’axe optique à
une distance infinie du plan image. De gauche à droite grand angle de vue,
petit angle de vue et affine.
référence [60]. Nous verrons au chapitre 4 qu’il existe aussi une panoplie de modèles
de projection beaucoup plus élaborés et mieux adaptés aux caméras à très grand angle
de vue. A quelques exceptions près, les modèles ont un point en commun : chaque
pixel est associé à un seul rayon 3D d’échantillonage. Cette contrainte est nécessaire
pour que la projection d’un point 3D dans une image demeure assez facile à définir.
Néanmoins, pour certains modèles complexes, il n’est pas toujours simple d’effectuer
cette opération de projection.
2.6 Matrices fondamentale et essentielle
Pour deux images de caméra sténopé d’une même scène prise de points de vues
différents, il existe une relation entre les points de correspondances. Une correspon
dance est la projection d’un même point 3D dans deux images de caméra.
Cette relation, appelée relation épipolaire3, est décrite par les matrices fonda
mentale4 F et essentielle5 E. Pour que de telles matrices soient définies, les centres
de projection des deux caméras doivent être différents (translation non-nulle), sinon
la relation de mise en correspondance est dégénérée et s’explique plutôt avec une







Prenons deux caméras M et M’, de centres de projection respectifs C et C’ (C
C’). Un point p dans la première image est déprojetée en 3D sur la ligne paramétrique
P) = Mtp + )C. À l’aide de cette formule, il est utile de définir deux points situés
sur la ligne Mtp et C (pour .\ = oo). En projetant ces deux points dans la seconde
image, puis en les joignant, on obtient la projection de P))
1’ = (M’C) x(M’Mtp),
e,
où, e’ est t’épipote dans la deuxième image, défini comme étant la. projection du centre
optique de la première caméra dans l’image de la deuxième. De façon similaire, on
peut définir l’épipole e dans la première image. L’équation peut alors se réécrire
1’ = e’ x (M’Mp) = [e’]xM’Mtp.
Finalement, comme p’ est quelque part sur 1’, nous obtenons que
,T, ,T , ,p l=p [e]MMp=O
F(3X3)
où, F est appelée matrice fondamentale entre les deux caméras. En résumé, si p et
p’ sont les images d’un même point 3D observé par deux caméras, ils satisfont la
relation pTFp o.
2.6.2 Matrice essentieÏÏe
Lorsque les paramètres internes de la caméra sont connus, il existe une relation
épipolaire calibrée représentée par la matrice essentielle E. À la différence de la matrice
fondamentale, E agit sur les points caméra plutôt que sur les points images. Cette
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Ce chapitre présente la plupart des problèmes d’optimisation auxquels nous avons
été confrontés au cours de l’élaboration de cette thèse ainsi que des méthodes d’op
timisation que nous avons utilisées pour les solutionner. Le terme optimisation est
utilisé dans plusieurs contextes de la vision par ordinateur. En informatique, on y
réfère souvent comme le processus permettant d’améliorer l’efficacité d’un système
ou d’un programme. Cette tâche d’optimisation comporte donc des aspects autant
algorithmiques, particulièrement reliés la notion de complexité, que pratiques, tel l’uti
lisation la plus efficace du processeur et de la mémoire de l’ordinateur. D’un point de
vue mathématique, l’optimisation réfère à la minimisation (ou maximisation) d’une
fonction objectif sujette ou non à des contraintes. Bien entendu, nous sommes le plus
souvent intéressés par la valeur et la localisation du ou des minima de la fonction.
En optimisation numérique, les aspects informatiques et mathématiques de l’opti
misation sont considérés puisque l’objectif est de calculer les minima d’une fonction
le plus efficacement possible. Pour une description plus complète de l’optimisation
ilumérique, consulter [22].
Les problèmes d’optimisation peuvent être classés en deux catégories convexe
ou non-convexe. En général, les problèmes convexes sont beaucoup plus faciles à
solutionner que les problèmes non-convexes. De pius, les méthodes de résolution de
problèmes non-convexes requièrent le plus souvent un estimé du minimum global pour
être fiable. Malheureusement, les problèmes de vision par ordinateur requiert presque
toujours l’optimisation de fonctions non-convexes. Une grande part des recherches
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consiste à approcher le mieux possible les fonctions non-convexes par des fonctions
convexes. Idéalement, la solution correspondant au minimum global de la fonction
convexe se trouve assez près de celle correspondant au minimum de la fonction non-
convexe.
3.2 Cadre général de l’optimisation
On peut décrire un problème d’optimisation comme la minimisation d’une fonction
objectif f : R’ —* R sujette à des contraintes d’inégalité gj : R —* R et des contraintes




L’ensemble des points qui sont définis pour f et qui satisfont aux contraintes g et
h constitue le domaine de f, noté domf. A noter que les contraintes d’égalité ne
sont pas formellement nécessaires puisqu’elles peuvent toujours être remplacées par
des inégalités. Selon la forme de f et des gj et h, un tel problème d’optimisation est
plus ou moins difficile à résoudre. Dans les cas les plus simples, il eiste une solution
analytique et dans les plus difficiles, le problème est NP-complet. Par exemple, il
existe une solution analytique lorsque f est une fonction quadratique à plusieurs
variables et qu’il n’y pas de contrainte. Le problème est toutefois NP-difficile dans
presque toutes les situations où les éléments de x sont contraints à prendre la valeur
O ou 1. Il s’agit alors d’un problème de programmation binaire où les contraintes
h prennent la forme h(x) = x — xj. Un problème peut aussi être non-borné ou
infaisable (impossible à solutionner), i.e. lorsque domf est vide.
Cette forme implique qu’il y ait des O dans la partie droite des égalités et inégalités.
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3.2.1 Minimum global et local, point critique
En général, 110115 sommes intéressés par le ou les minima globaux d’une fonction.
On dit de x qu’il est un minimum global si
Vx e domf : f(x*) <f(x).
On dit de x* qu’il est un minimum local de f si:
tel que Vx E domf: — x*II <q et que nous avonsf(x*) f(x).
Par cette définition, il est possible d’avoir plusieurs minima globaux à la fois. La notion
de minimum global n’est pas particulièrement importante dans le contexte générale
d’optimisation puisqu’elle ne donne pas de méthode pour vérifier si un point x est
un minimum global ou non (à moins que la fonction soit convexe). A l’opposé, il est
facile de vérifier si un point est un minimum local. Ceci fait appel à la notion de point
critique, point stationnaire et col2. Un point stationnaire est un point pour lequel le
gradient de la fonction égale O. Un point critique est soit un point stationnaire, soit
un point où la dérivé de la fonction n’existe pas. Finalement, un col est un point
stationnaire qui est aussi un point d’inflexion (cf.figure 3.1).
Le théorème de Fermat nous donne des conditions nécessaires (mais pas suffi
santes) pour identifier les minima locaux. Le point x0 est un minimum local si l’une
des conditions suivantes est respectée
— x0 est un point stationnaire;
— f n’est pas différentiable en x0;
— x0 est sur la frontière de domf;










FIG. 3.1. Exemple de point d’inflexion et de cols.
de la dérivée seconde. Le test utilise la matrice Hessienne de la fonction f
V2f(x) DVf(x) = (x)).
Ainsi, un point stationnaire x0 est
— un minimum local si les valeurs propres de V2f(xo) sont toutes positives;
— un maximum local si les valeurs propres de V2f(xo) sont toutes négatives;
— un col si les valeurs propres de V2f(xo) sont positives et négatives,
et le test échoue lorsque V2f(xo) est singulière. Pour une fonction f à une variable
x et doublement différentiable, une condition suffisante pour qu’un point soit un
minimum est donc que
f(x)Oetf’(x)>O.
-6 -4 -2 0 2 4 6
De plus, si x est un minimum local, il est possible qu’il soit aussi un minimum global.
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3.2.2 PToblèmes convexes et non-convexes
Un problème non-convexe est constitué d’une fonction objectif ou d’un domaine
non-convexe. En général, ces problèmes sont difficiles à résoudre. Pour qu’un problème
soit convexe, il doit être constitué d’une fonction objectif convexe sur un domaine
convexe. En général, les problèmes convexes sont assez faciles à optimiser, du moins
dans les cas qi nous intéressent ici. Une fonction convexe f vérifie que
Vx, x’ e domf, O e [0,11: f(Ox + (1 — O)x’) Of(x) + (1 — O)f(x’)
i.e. que l’approximation de Taylor du premier ordre est une sous-estimation globale
de la fonction, et que
Vx: V2f(x)
- 0,
i.e. que la matrice Hessienne est définie positive. Ces propriétés impliquent que la
fonction ne possède qu’un seul minimum (global). Le problème (3.1) est convexe si
f, gj et h sont convexes pour tout i,j.
3.3 Problèmes convexes
Nous portons notre attention sur différentes variantes de deux problèmes ren
contrés à maintes reprises au cours de cette thèse : qua dratique et homogène linéaire,




Un problème quadratique4 (QP), dans sa forme générale, a la forme suivante:
‘T Targmin xQx+qx+r
tel que G(mxn)X h
A(x)x = b.
À notez que les contraintes sont maintenant linéaire. Lorsque Q e S (de dimension
(k x k)), il est possible que le problème possède plusieurs minima globaux. Lorsque
Q e il n’y a qu’un seul minimum. Ces deux situations ont été rencontrées au
chapitre 9. Finalement, si Q possède à la fois des valeurs propres positives et négatives,
ce problème devient NP-complet [108].
Programmation linéaire
Les problèmes quadratiques tels que Q égale O sont appelés problèmes linéaires5
(LP). Naturellement, une méthode permettant de résoudre un problème de program
mation quadratique peut aussi résoudre un problème de programmation linéaire. Il
existe toutefois des algorithmes spécifiques aux problèmes LP telle la méthode du sim
plexe, et, probablement encore mieux, la méthode du point intérieur de Karmarkar




QP sans contrainte : régression linéaire
Le problème de régression linéaire au sens des moilldres carrés est un problème QP
sans contrainte. En effet, 011 cherche x telle que la fonction suivante est minimisée
IAx—bU2 =xTATAx_25TAx+bTb.2
Q 2qT 2r
Notez ici que ATA e si A est de plein rang, ce qui implique que le minimum
global est unique.
Optimisation non-linéaire et non-convexe
Une des méthodes d’optimisation non-linéaire les plus populaires est la méthode
de Newton. Nous la résumons §3.4.7. Cette méthode peut être employée pour l’optimi
sation de fonctions non-linéaires convexes ou non. Pour le moment, l’important est de
savoir que cette méthode fonctionne par itération, chacune d’elles étant un problème
quadratique avec ou sans contrainte linéaire. Ainsi, la résolution de problèmes qua
dratiques est essentielle pour la minimisation de fonctions non-linéaires en général.
3.3.2 Systèmes linéaires homogènes
Lorsqu’un problème QP sans contrainte a q O ou, de façon équivalente, une
régression linéaire a b = O, la solution optimale au problème est x O. Evidemment,
cette solution ne nous intéresse pratiquement jamais. On ajoute alors une contrainte
à la norme de x pour éviter cette solution. Ce problème possède une solution simple
basée sur la $VD (voir plus bas). On cherche donc:
arg min lAxI tel que jjx Ï.
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3.4 Méthodes de résolution de problèmes convexes
Dans cette section, nous décrivons différents algorithmes de minimisation de plu
sieurs types de problèmes quadratiques ou linéaires homogènes.
3..1 Décomposition en vateurs singulières (SVD)
La décomposition en valeur singulière6 (SVD) d’une matrice réelle A(mxn),m n
est donnée par
A U(mxn)Ztnxn))T
où, UUT I, VVT = I et Z = diag(u1,...,u,), uj étant les valeurs singulières de A
telles que
J1J2...Jr>O, r+1n°
et T est le rang de A. Les colonnes de U sont les vecteurs singuliers gauches et les co
lonnes de V sont les vecteurs singuliers droits. Ces vecteurs peuvent être interprétées
respectivement comme des bases orthonormales de l’espace rangée et de l’espace co
lonne de A. Cette propriété sera utile aux chapitres 13 et 14.
Pseudo-inverse
La pseudo-inverse At d’une matrice A est souvent définie par la formule analytique
At = (ATA)AT. Cette formule est toutefois sujette a des instabilités numériques. De
plus, elle n’est pas applicable lorsque ATA est singulière, c’est-à-dire quand A n’est
pas de plein rang. Une meilleure définition, utilisant la SVD de A = UZVT, est
= VZtUT.
6 Singutar Value Decomposition
C 3$
Puisque est une matrice diagonale, sa pseudo-inverse peut être calculée de façon
efficace par la formule
f Opouru=rO
jj’ sinon.
La pseudo-illverse est utile notamment pour la résolution de systèmes d’équations
hlléaires avec un critère des moilldres carrées.
3..2 Q? sans contrainte : méthode par pseudo-inverse
Nous cherchons x tel que la fonction xTQx + qTx + r est minimisée. Lorsque
Q >- O, il est possible de la décomposer en Q = ATA par la décomposition de Cholesky
[51]. Ignorant les termes constants et e multipliant par 2, on peut ainsi réécrire le
problème sous forme de régression linéaire : IlAx — bII, où, b = A_Tq. Ce problème
possède une solution unique donnée par:
x = Atb,
car A est de plein rang. Lorsque Q O, il y a plusieurs minima globaux. Pour le
démontrer, il est plus simple d’utiliser le gradient de la fonction qui doit être égale à
O:
Qx+q=O
ce qui revient à résoudre : Qx = —q. Comme Q n’est pas de plein rang, soit il n’y
a pas de solution (la fonction est non-bornée), soit il existe une infiuité de solutions
données par
x*(s) = Qtq + V’s, s
où, V’ est constitué des colonnes de V correspondant aux (n — r)ième valeurs singulières
nulles de la $VD Q = UZVT. En d’autres mots, les colonnes de V’ forment une base
orthonormale du noyau de Q.
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3..3 QP sans contrainte avec matrice creuse : méthode spécifique
Le choix d’un algorithme de millimisation dépend de la structure et de la taille
de A. Il existe plusieurs publications sur le sujet (un bon résumé est fourni dans la
documentation de la fonction mÏdivide de MATLAB).
Matrice creuse par blocs
Lorsque la matrice A est de très grande taille et creuse, il est parfois possible de
construire des algorithmes de résolution spécifiques aux problèmes qui exploitent la
structure creuse de A. Une telle situation a été rencontrée aux chapitres 13 et 14. Par
exemple, on cherche
/ \ / \ I 2
‘A BT\ fx\ IE\
arg min ( j f j — f j . (3.2)X,Y B D Y F
Â
où, A est une matrice creuse en forme de flèche, i.e. A et B sont denses et D est bloc




BX + DY F. (3.4)
En résolvant Y dans (3.4) et en remplaçant dans (3.3), on obtient après simplification:
(A — BTD_1B) X E — BTD_1F,
ce qui permet de calculer X efficacement en prenant soin d’inverser D bloc par bloc.
On peut ensuite calculer Y en substituant X dans (3.3).
0 40
Q? avec contraintes linéaires
Un problème quadratique avec seulement des contraintes linéaires peut aussi se
résoudre de façon analytique
argmin xTQx+qTx+r
A(x)x b.
À l’aide des multiplicateurs de Lagrange, on obtient que la solution doit satisfaire
Qx+q+AT=0, Ax=b, )eW
où, ) est un multiplicateur de Lagrange. Ces équations peuvent être écrites sous forme
matricielle
Q A (x (—q
A o k) b
P
où, P est carré. Par conséquent, on peut solutionner ce problème exactement.
Cette méthode analytique est utilisée entre autres par la méthode de Newton
permettant de minimiser des fonctions avec des contraintes linéaires.
3..5 Systèmes homogènes : méthode par $VD
La solution d’un système homogène:
argmin MAX1I tel que 11x11 = 1 (3.5)
est donnée par la dernière colonne de V de la $VD de A = UZVT, i.e. le vecteur
singulier droit correspondant à la plus petite valeur singulière. Nous donnons ici deux
justifications pour ce résultat.
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Argument par $VD
L’essentiel de l’argument utilise la propriété d’orthonormalité de U et V qui stipule
que pour une telle matrice M, Vz IIMzII = IzL Ainsi
AxII =
=
En renommant y VTx, notre nouveau problème est
sujet à VTy IIII 1
et comme est diagonale avec éléments ordonnés en ordre décroissant, la solution
minimale est donnée par
o
)T
Puisque VVT = I, x est donné par
v(O
)T
i.e. la dernière colonne de V.
Argument par multiplicateur de Lagrange
Notons que la fonction objectif et la contrainte 11x11 = 1 peuvent être réécrites
xTATAx tel que 1 — xTx = O.
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Nous pouvons donc formuler le problème comme celui de résoudre exactement
(xAAx + (1 — xTx))8x
2(ATAx_)J)x 0.
où, ). est un multiplicateur de Lagrange. Les solutions sont données par les vec
teurs propres de ATA telles que \ est leur valeur associée. En multipliant l’équation
précédente à ga.uche par xT, on obtient que
I IAxII = xTATAx xT.)x,
ce qui signifie que l’erreur est minimale pour le vecteur propre correspondant à la
plus petite valeur propre. L’argument se conclut en notant que les vecteurs singuliers
droits de A sont égaux aux vecteurs propres de ATA et que les valeurs singulières sont
les valeurs propres au carré.
34.6 Système homogène : matrice creuse
Lorsque la matrice A est creuse et de très grande taille, par exemple plus que
(2000 x 2000), une solution au problème (3.5) basée sur une SVD est peu efficace
ou carrément impossible avec un espace mémoire raisonnable (quelques centaines de
mégaoctets). Par ailleurs, il arrive très souvent que seuls les quelques premiers ou
derniers vecteurs singuliers nous intéressent. Dans ce cas, il est préférable d’utiliser
une méthode approximative par itérations. Un tel algorithme est disponible dans
la librairie AR.PACK [79], laquelle est utilisée par la méthode eigs de Matlab. La
méthode employée se nomme Impticitty restarted Arnoïdi Method et est basée sur la
théorie de Krylov sur la projection des sous-espaces [5, 78].
Une deuxième méthode consiste à transformer le problème homogène en régression
sans contrainte. Pour ce faire, un élément de x est fixé à une valeur non-nulle (1 en
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général). Le problème devient
arg min A’ X{in}\p + Ax1
2 (3.6)
X{l...n}\{p}
où, As est la matrice constituée des colonnes de A d’indices dans $ et
‘\‘ est la
différence d’ensembles. L’estimation pour X{y...}\{p} est ensuite combinée à X{p} et
le vecteur résultant est normalisé. En pratique, il faut tester aléatoirement plusieurs
choix pour p puisqu’il est possible que x11 soit de valeur O. Cette approche s’avère
particulièrement efficace si la matrice est d’une forme particulière pouvant
être exploitée, comme expliqué §3.4.3.
3..7 Optimisation avec contraintes d’égaÏité : méthode de Newton
Lorsqu’tm problème QP ne possède aucune contrainte, une solution analytique uti
lisant la pseudo-inverse peut être employée. Avec des contraintes linéaires d’égalité,
il existe aussi une solution analytique. Lorsque la fonction objectif f est une fonction
convexe pas nécessairement quadratique, il est possible de trouver le minimum global
par des méthodes itératives, par exemple, la descente de gradient ou la méthode de
Newton. Cette dernière est particulièrement populaire pour sa rapidité de conver
gence. Lorsqu’aucune contrainte n’est associée à la fonction objectif, cet algorithme
est plutôt simple. Il s’agit d’un algorithme itératif où chaque étape revient à résoudre
un problème quadratique.
Nous ne décrirons pas en détails la méthode de Newton puisqu’elle est bien connue.
Chaque itération de l’algorithme effectue une approximation quadratique locale de la
fonction f. Cette approximation est
f(x + y) f(x) + Vf(x)Tv + vTV2f(x)v
pour x fixe. Trouver ) revient à déterminer les minima locaux de l’approximation
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Cette méthode peut être adaptée pour les cas d’optimisation sous contraintes d’égalité
Ax = b. En supposant que la solution courante respecte les contraintes, l’approxima
tion quadratique doit aussi inclure les contraintes
A(x+v) =b
comme montré §3.4.4.
3.4.8 Optimisation avec contraintes d’inégalité: méthode du point zntérzeur
Avec des contraintes d’inégalité, les méthodes analytiques font place à des méthodes
itératives avec garantie de convergence au minimum global. Dans cette section, nous
présentons une méthode du point intérieur appelé la méthode de ta barrière similaire
à celle implantée par la librairie $EDUMI [140].
Le problème d’optimiser une fonction objectif convexe f(x) sous contraintes linéaire
d’inégalité gj(x) 0, gj : R” — R et d’égalité Ax = b, est réécrit comme celui de
minimiser la fonction non-convexe









FIG. 3.2. Approximation convexe de la fonction de barrière Î_ pour différentes
valeurs de t.
où, I_ est appelé la fonction de barrière
r0 if
oo sinon.
La méthode de la barrière propose de remplacer I_ par une approximation convexe,
doublement différentiable
I(a) = (—1/t)log(—a), t >0
pour un certain choix de scalaire t. Cette fonction est illustrée à la figure 3.2. On
observe que plus t est grand, plus l’approximation est proche de la fonction originale,
i.e. 1imjœ E (a) = I_(a). Il s’en suit naturellement un algorithme itératif où t est
initialisé à une petite valeur et est augmenté à chaciue étape, jusqu’à convergence.
Une grande valeur pour t n’est pas choisie dès le départ pour de raisons de stabilité
numérique. Cela ferait en sorte que la matrice Hessienne calculée par l’algorithme de
-3 -2.5 -2 -1.5 -1 -0.5 0
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ENTRÉES
— x1° E domf
— t° > O (approximation de la barrière)
— ,\ > 1 (facteur de croissance de t)
— e (petite valeur)
— K (nombre maximal d’itérations)
ALGORITHME
Pour k 1 à K itérations
— trouver xt = argmiuf(x) + (_1/t(k_l))log(_gj(x)) tel que Ax = h par
la méthode de Newton avec x(k_l) comme point de départ
— remplacer x(k) = x
— t(k) =
— critère d’arrêt si m/t < e
FIG. 3.3. Méthode de la barrière.
Newton serait mal conditionnée. L’algorithme est présenté à la figure 3.3.
On observe que le critère d’arrêt n’est relié qu’aux contraintes. Ceci est norma.l
puisque les itérations sont faites pour les satisfaire. Le minimum global x de la
fonction objectif est donné automatiquement par l’algorithme de Newton.
Initiatisation
L’algorithme doit être absolument initialisée avec un point de départ dans le
domaine de f. Un tel point est trouvé par des méthodes dites phase I. La méthode
la plus simple consiste à utiliser la méthode de la barrière pour trouver
{x*,s*}=argrnin s
tel que gj(x) < s
Ax = b.
La méthode d’optimisation peut être initialisé en choisissant x = Ab et s = max(g(x)).
La valeur de s nous informe de la faisabilité du problème, i.e. si s* O, alors x est
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dans domf, sinon, le domaine de f est vide. Certaines variations de cet algorithme
ont des propriétés utiles. Par exemple, lorsque le domaine de f est vide, certaines
d’entre elles fournissent des indices quant aux contraintes qui devraient être relaxées
ou enlevées pour que le problème puisse avoir une solution.
3.5 Problèmes non-convexes
3.5.1 Factorisation de matrice pleine
Nous nous intéressons au problème d’approximation d’une matrice M par la plus
proche matrice M’ de rang r au sens des moindres carrés. Ceci revient à trouver
arg min M(nxm) — M’,, tel que rang(M’) T.
Comme toute matrice de rang r peut être décomposée eu deux matrices M’
A(nxr)B(rxm), nous intéressons plutôt au problème (non-convexe) équivalent de trou
ver
arg min M(nxm) — A(nr)B(rxm) tel que rang(A) = rang(B) = r. (3.7)
Par ailleurs, nous sommes très souvent intéressés par les facteurs A et B et pas seule
ment par M’. Malgré le fait que le problème soit non-convexe, il existe une solution
efficace basée sur la $VD. Pour mieux comprendre pourquoi une telle solution existe,
il faut étudier les points critiques et les minima globaux et locaux de la fonction ob
jectif (3.7) [1341. Tout d’abord, notons qu’il existe une infinité de solutions, résultant
de l’ambiguïté de factorisation. À partir d’une solution AB, A’B’ est une solution de
même coût s’il existe une matrice R carré (r x r) de plein rang telle que A’ = AR et
B’ R1B. Par conséquent, il est toujours possible de modifier une factorisation pour
que les rangées de B soient orthonormales (i.e. BBT I(TXT)) et, par conséquent, que
ATA A soit une matrice diagonale.
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Ceci est assez facile à vérifier. Tout d’abord, on peut toujours trouver une matrice
R permettant d’orthonormaliser B — RB, nous obligeant à transformer A — AR—’. Il
faut donc simplement démontrer que A est orthogonal. Notons la $VD de AB = UVT.
Comme V est orthonormal, il existe une matrice orthonormale O telle que VT OB
Ainsi, A = UZO et donc ATA oTTUTuO = OT>2O qui est orthogonal.
Posons E le résidu de la fonction objectif
E(A, B) = 11M — ABII2 tr(MTM — 2MTAB + BTATAB)




À cause de l’ambiguïté de factorisation, nous pouvons porter notre attention au cas
où B est orthonormale. Nous avons donc que = A — MBT = O, d’où A = MBT. En
remplaçant A dans , nous avons
BTA — MTMBT o.
Autrement dit, les rangées de B sont des vecteurs propres de MTM et A une matrice
diagonale de valeurs propres de MTM. De façon plus générale, une solution pour A et
B est valide si leurs colonnes sont des combinaisons linéaires des vecteurs propres de
MMT et MTM, respectivement. À partir de cette constatation, il est possible de voir
la solution en terme de la SVD de M UZVT. Les matrices A et B sont un point
critique s’ils sont des combinaisons linéaires des colonnes de U et V, respectivement.
Plus précisément un point stationnaire, puisque la fonction est différentiable partout.
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Comme nous sommes intéressés seulement par les points critiques correspondant aux
minima globaux de la fonction, il nous faut explorer la valeur de E à chacun des points
critiques. Notons l’ensemble des valeurs propres par q = {uji = Ï, ..., m}. Pour une
solution AB, où B est dans l’espace des vecteurs propres correspondant à un choix de
T valeurs propres q’ parmi les valeurs propres de MTM, on peut montrer que l’erreur
de la solution est donnée par la somme des autres valeurs propres (ZjE(q\q’) ui). Ainsi,
les minima globaux sont données en choisissant les vecteurs propres correspondant
ax plus grandes valeurs propres.
Il est ensuite possible de démontrer qu’un choix différent parmi les vecteurs propres
pour construire une solution donne nécessairement un col et jamais un minimum local.
Par conséquent, tous les minima sont globaux, même si la fonction n’est pas convexe.
En résumé, l’ensemble des solutions de (3.7) peut être calculé à l’aide de la $VD
de M. Posons M = UVT, la SVD de M. Une solution valide pour A et B est donnée
par les r première colonnes de U et les T premières rangées de VT, respectivement.
Le reste des solutions est donné par l’ensemble des matrices AR et R—’ B tel que R(rxr)
est inversible.
La formulation d’un problème sous forme de factorisation de matrice est assez
couramment utilisée. Des exemples seront donnés aux §6.2.6, 8.2.6 et d’autres au
chapitre 12.
3.5.2 Factorisation de matrice avec données manquantes
Au chapitre 12, nous nous intéresserons au problème de factorisation de matrice
avec données manquantes. L’approximation de rang r d’une matrice avec données
manquantes M s’écrit formellement
arg min W(nxm) O (M(nxm) — A(nxT)B(rxm)) , (3.8)
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où W est une matrice de poids et O est la multiplication élément par élément8 (aussi
nommé produit d’Hadamard). Nous sommes surtout intéressés par le cas où W est
une matrice binaire où Wjj est O si est connu et 1 dans le cas contraire. Aucune
solution analytique à ce problème n’est connue. Le problème est approché soit par
des méthodes numériques itératives ou des méthodes par approximation convexe. Ces
méthodes sont le sujet des chapitres 12, 13 et 14.
8 Element-wise product
Chapitre 4
MODÈLES ET CALIBRAGE DE CAMÉRAS
OMNIDIRECTIONNELLES
4.1 Introduction
Le problème de catibrage d’une caméra consiste à décrire à l’aide d’un modèle le
processus de formation de ses images. De façon générale, un modèle prend la forme
d’une fonction de projection ou de déprojection. Une fonction de projection prend en
entrée un point 3D et retourne la position de sa projection dans l’image. Une fonc
tion de déprojection, aussi appelé modèÏe inverse, prend en entrée une position dans
l’image et retourne un rayon d’échantillonage un point de départ et une direction.
Ce rayon constitue l’ensemble des points 3D dont la projection se retrouve à ce point
image. Idéalement, un modèle de caméra peut être utilisé à la fois pour la projection
et la déprojection. Cependant, ce n’est pas toujours le cas comme pour les modèles
génériques, §4.6.5.
Les paramètres d’un modèle sont divisés en deux groupes : internes’ et externes2.
Ces derniers décrivent la position et l’orientation de la caméra par rapport à un
repère du monde. Les paramètres internes, quant à eux, décrivent le processus de
formation de l’image. Ils incluent typiquement, la distance focale, le point principal
et les paramètres associés à la distorsion (fonction et centre de distorsion). Le modèle
de caméra sténopé est le modèle de formation d’image le plus utilisé en vision par
ordinateur. Il inclut jusqu’à cinq paramètres internes placés à l’intérieur d’une matrice




font en sorte que le modèle sténopé décrit mal le processus de formation d’images.
Elles ont pour principales causes les imperfections du système optique des caméras.
Pour prendre en compte ce genre de défauts, des paramètres de distorsion non-linéaire
d’image de type radiale et tangentielle peuvent être combinés au modèle sténopé,
cf.4.3.1 et 4.3.2.
Dans cette thèse, nous nous intéressons aux caméras omnidirectionnelles, i.e. ayant
un très grand angle de vue, parfois plus grand que 1800. À cause de leur optique,
ces caméras sont mal décrites par le modèle sténopé, même avec des paramètres de
distorsion d’images. D’ailleurs, lorsque l’angle de vue de la caméra est plus grand que
1800, c’est-à-dire que l’échantillonnage de la caméra couvre plus de la moitié de la
surface d’une sphère, il est impossible d’employer les modèles classiques de distorsion
d’image.
Dans ce chapitre, nous nous intéressons à différents modèles de paramètres in
ternes et à des algorithmes permettant de les estimer à partir d’images d’objets de
dimensions connues. Plusieurs modèles et méthodes de calibrage de caméras ayant
des distorsions ont pour objectifs la rectification des images. Ce processus consiste à
corriger les images obtenues par une caméra, de telle sorte qu’elles pourraient être le
fruit d’une caméra sténopé.
Organisation
Nous discutons brièvement comment sont conçus les systèmes de caméras omni
directionnelles les plus populaires §4.2. Nous présentons ensuite un grand nombres de
modèles de caméras ou de distorsion : pour les fishege §4.3 pour les caméras cata
dioptriques centrales §4.4, les caméras génériques centrales §4.5 et finalement, pour
les caméras non-centrales §4.6. Nous présentons ensuite, §4.7, un résumé de quelques
méthodes de calibrage de caméra, celles qui sont le plus reliées à nos contributions
du chapitre 5, brièvement décrites §4.8.
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4.2 Augmenter l’angle de vue des caméras
Depuis quelques années, les caméras vidéo et surtout les appareils photos numériques
ont connu une augmentation fulgurante de leur résolution, i.e. le nombre de pixels
de leur image. Ceci a ainsi ouvert la possibilité d’augmenter l’angle de vue des appa
reils tout en conservant une résolution raisonnable dans toutes les régions de l’image.
Ainsi, les objectifs grand angle et ftsheye ont reçu une attention nouvelle de la part
des chercheurs en vision par ordinateur. Par ailleurs, une nouvelle forme d’objectif
appelé “catadioptrique omnidirectionnel”, illustré à la figure 1.2e, a été inventée par
Nayar en 1997 [981. Plutôt que d’utiliser un système conventionnel de lentilles pour
augmenter l’angle de vue de la caméra, la caméra est pointée vers une surface courbe
choisie de telle sorte que l’angle de vue de la caméra est augmentée.
Par rapport aux caméras conventionnelles, les nouveaux systèmes omnidirection
nels possèdent des caractéristiques particulières
leurs images sont déformées de façon ion-linéaire, i.e. la projection d’une droite
n’est pas une droite, en général, mais une courbe;
le centre de projection effectif, ou point focal, est souvent déplacé à l’extérieur
de l’appareil d’acquisition;
il peut même y avoir plusieurs centres de projection effectifs (points de vue
multiples, projection non-centrale).
Le centre focal effectif d’une caméra est l’endroit d’où les rayons d’échantillonage
émanent de la caméra. Une caméra à points de vue multiples3 possède plusieurs
centres focaux effectifs, c’est-à-dire que les rayons d’échantillonnage ne s’intersectent
pas tous au même endroit ou ne s’intersectent pas du tout. On parle souvent de
projection non-centrale, par opposition aux caméras centrales, i.e. ayant un point de
vue effectif unique4. Ce genre de projection peut être obtenue de façon artificielle,
Non Single ViewPoint (NSVP), non-central projection
Singte ViemPoint (SVP), central projection
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par exemple en combinant l’image de plusieurs caméras de positions différentes [109].
Une autre façon, plus intéressante, consiste à pointer une seule caméra vers un ou
des miroirs courbés [50, 82, 99, 148]. Finalement, les flsheye peuvent parfois produire
une projection non-centrale [1731.
Les effets de distorsion complexifient les algorithmes de calibrage et d’auto-calibrage
et rendent plus difficile l’automatisation complète du processus. Voici quelques rai
sons
la détection de lignes (courbes de formes souvent inconnues), par transformée
de Hough est plus difficile ou impossible;
pour une projection non-centrale, la rectification d’image n’est pas possible;
la mise en correspondance de points caractéristiques est moins fiable, car les
invariants affines ne sont pas conservés;
le suivi de points caractéristiques est moins fiable, surtout en borclllre des
images, là où les distorsions sont les plus fortes;
les modèles de distorsion sont généralement non-linéaires, ce qui nécessite l’opti
misation de fonctions de coût plutôt complexes nécessitant idéalement un estimé
de départ assez précis des paramètres.
4.3 Caméras grand angle et fisheye
Dans cette section et les deux suivantes, nous décrivons les modèles de distorsion
les plus répandus, en particulier, leurs avantages et leurs inconvénients. Lorsque ap
plicable, nous assumons que le système de coordonnées de l’image est choisi de telle
sorte que le centre de distorsion est à l’origine, tel que décrit §43.1. De plus, lorsque
la fonction de distorsion L est donnée sans indices d (pour disortion) ou u (pour un
distortion), cela signifie que le modèle peut, en principe, être utilisé comme fonction
de distorsion autant que comme fonction inverse ou de rectification.
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.3.1 Distorsion radiale
Le modèle le plus répandu est le modèle de distorsion radiale polynômiaÏ com
biné à une projection perspective conventionnelle [26]. Il s’agit d’une déformation
radiale symétrique par rapport au centre de distorsion (cf figure 4.1). Comme plu
sieurs modèles, il est possible de l’utiliser soit pour représenter la déformation, i.e. le
passage de l’image perspective à l’image distordue, soit pour représenter la fonction
de rectification, i.e. de l’image originale à l’image corrigée
Modète de distorsion : un point 3D P E P3 est d’abord projeté dans l’image




ce qui suppose, automatiquement que l’angle de vue de la caméra est plus petit
que 1800. Pour appliquer la déformation image, il est pratique d’utiliser un
système de coordonnée image dans lequel le centre de distorsion é E R2 est à
l’origine. On obtient
— é
où, est la coordonnée du pixel non-distordu. Pour simplifier le reste des




Comme le modèle est radial symétricue, la distorsion Ld est une fonction de rU.
La coordonnée de U, après distorsion, est ‘, donnée par l’équation
= Ld(ru) où Ld(r) = 1 + (4.1)
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où, Ic sont les paramètres du modèle. Il s’agit d’une fonction qui, comme énoncé
par le théorème de Taylor, peut représenter toute fonction. Puisqu’un nombre
fini de coefficients doit être choisi, L’ est un polynôme correspondant à une
approximatioll de Taylor de la vraie fonction de distorsion. Généralement, des
termes jusqu’à k5 sont utilisés [261. Finalement, la position du pixel distordu
dans l’image originale est donnée par j5d + .
> Modèle inverse : il est souvent plus commode d’utiliser un modèle illverse,
particulièrement à l’intérieur d’un algorithme dont l’objectif est de rectifier les
images. Lorsqu’utilisé à cette fin, le modèle polynômial déplace un pixel f5c de
l’image originale à la position
pU LL(rj où, L(r) = 1 + et = pd (4.2)
Dans le système de coordonnées de départ, la position finale du point rectifié est
donnée par P” + c. Un inconvénient du modèle polynômial est que son inversion
analytique (le passage r” = Lu(rd) Td = Ld(ru)) n’est pas possible lorsque le
nombre de coefficients devient trop élevé. Il faut alors employer des méthodes
numériques. Ma et al. ont proposé d’utiliser des polynômes du deuxième degré
par morceaux qui ont l’avantage de s’inverser de façon analytique [86].
Distorsion tangentielle
Lorsque les lentilles composants l’objectif de caméra ne sont pas parfaitement
perpendiculaires par rapport à l’axe optique, on obtient un effet de distorsion tan
gentielle5 [25, 34]. Comme son nom l’indique, ce déplacement est perpendiculaire à
la direction radiale et est une fonction de la distance du point au centre de distorsion




FIG. 4.1. Distorsions radiale et tangentielle. Pour un modèle correctif: en rouge
(pale), les points distordus et en bleu (foncé), les points corrigés (l’inverse pour
un modèle de distorsion).
c (par exemple la ligne (0. 1, _c2)T). Ceci est illustré à la figure 4.1. Ce modèle de
distorsion est pratiquement toujours combiné à un modèle de distorsion radiale. Les
effets de la distorsion tangentielle sont souvent si peu important que le modèle n’est
pas employé dans plusieurs applications [165].
Lorsque le modèle est utilisé pour la rectification, un pixel est corrigé selon
=
+ TU (rd, arctan(y, x)).
tir(1 + 2cos2()) +t2rsin()cos()
t2r-(1 + 2sin ()) + t1r sin(çb) cos()
où, ATU est la fonction de distorsion tangentielle de paramètres t.
.3.3 Modèle division
Le modèle division est. tout comme le modèle polynômial, une approximation
au premier degré de la vraie fonction de distorsion [39]. Ce modèle est obtenu en
remplaçant L’ et Ld par
L(r)
= 1
dans (4.1) et (4.2). Il fut démontré par Strand et Hayman que d’après ce modèle,
la projection d’une ligne dans l’image résulte toujours en un arc de cercle [138]. Ce-
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pendant, tout cercle n’est pas nécessairement l’image d’une ligne [10]. Les résultats
empiriques de Clauss et Fitzgibbon suggèrent que ce modèle n’est pas assez flexible
pour modéliser de large distorsion [32]. Pour palier à cette lacune, Thirthala et Pol
lefeys proposent d’inclure un plus grand nombre de paramètres [156]
L(r)=
Finalement, nous avons montré dans nos travaux que ce modèle peut représenter
des caméras ayant un angle de vue plus grand que 1800 [151, 152]. En effet, ceci est
possible en utilisant la fonction L(r) comme coordonnée projective du point rectifié
( 5d
P 0(1
et en permettant à la fonction L’’ d’être égale ou plus petite que zéro. Ce modèle est
discuté en détails et illustré aux chapitres 7 et 9.
Modète flsheye
Le modèle flsheye de Basu est basé sur le fait que ce type de caméras à une bonne
résolution au centre laquelle diminue vers les bordures [15]. Ce modèle propose donc
d’utiliser la fonction “log” pour représenter la distorsion
L(r) = slog(1 + kr’)
où, les paramètres du modèle sont les scalaires s et k.
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.3.5 Modèle angle de Vue
Le modèle angle de vue6 a été proposé par Devarnay et Faugeras [36]. La fonction
de distorsion est
Ld(ru) = arctan(2ru tan k/2)




où, k est le paramètre de distorsion. Par ailleurs, les auteurs proposent de le combiner
à une fonction polynômiale conventionnelle. Ce modèle a été testé au chapitre 7.
.3.6 Modèle angulaire
Plutôt que d’établir une fonction de distorsion entre r’ et r”, Fleck propose de
l’établir entre rd et l’angle O entre le rayon d’échantillonage associé au pixel et l’axe
optique [41]. Pour ce faire, l’auteur fait l’hypothèse courante que la distorsion en
gendre une déformation radiale symétrique de l’angle de vue de la caméra autour de
l’axe optique de la caméra (cJ.4.5.3). Par conséquent, le centre de distorsion et le
point principal sont alignés. Les fonctions de O suivantes sont proposées
— stéréographique rd(O) = f tan,
— équidistant r°(O) = f0,
— loi de sinus r’1(6) = fsinO,
— angle equi-solide rd(O) = f sin.
— perspectif r’(O) = JtanO,
où, f est la distance focale de la caméra. A noter que la dernière fonction corres
pond simplement au modèle sténopé. Ces fonctions sont illustrées à la figure 4.2.





FIG. 4.2. Modèle angulaire [41] : lignes noires (pleines), directions
d’échantillonage des rayons de la caméra; lignes rouges (pointillées), direction
de projection vers le plan image.
D’après [7], le modèle stéréographique est celui qui est le mieux adapté à un objectif
fisheye. Kannala et Brandt proposent d’utiliser le même type de modèle, mais avec
une fonctioll polynomial de 9 [72]
rd(9) =
qu’ils combinent aussi à un modèle de distorsion tangentielle.
4.4 Caméras catadioptriques
Nous discutons ici des configurations de caméras catadioptriques dont la projec
tion est centrale tel que décrit par Baker et Nayar [6]. Des configurations et modèles
de projection non-centrales sont donnés §4.6.
‘ Parabolique—orthographique
L’une des configurations de caméra catadioptrique parmi les plus populaires est
(b) Équidistant
(e) Loi de sinus (d) Angle equi- (e) Perspectif
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la combinaison d’un miroir parabolique à une caméra orthographique (figure
4.3). La projection est centrale lorsque le plan image de la caméra est per
pendiculaire à l’axe de révolution de la surface du miroir. Le modèle de caméra
proposé par Padjla utilise une description explicite de la surface du miroir [107].




où, a défini la courbure de la surface. La projection d’un point P E R3 dans
l’image passe par sa projection à la surface du miroir donnée par
=
= R(
- ), = a(+ II)
où R est une rotation 3D et t e R3 sont les paramètres externes de la caméra. Le





où, R de taille (3 x 3) est une matrice de rotation 2D (en forme projective) du
plan image autour de l’axe optique et, K est la matrice des paramètres internes
de la caméra. Dans ce modèle, les matrices K et R, et le scalaire a constituent
les paramètres internes de la caméra.
> Hyperbolique—perspectif
Un peu comme dans le cas parabolique, il est possible d’obtenir une projection
centrale en utilisant un miroir hyperbolique. Les conditions sont toutefois un
peu plus restreintes tel qu’illustré à la figure 4.4. L’axe optique d’une caméra
perspective doit être aligné avec l’axe de révolution de la surface du miroir. De
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plus, le centre optique de la caméra doit être aligné avec le poillt focal F’ situé
à l’extérieur du miroir. Un modèle semblable à celui du miroir parabolique a
aussi été présenté par Padjia [107].
‘ Conique
Il a été montré que la combinaison d’un miroir conique et d’une caméra sténopé
e permet pas une projection centrale [6]. En effet, pour obtenir une telle pro
jection, il faut que le point de vue effectif de la caméra soit situé exactement
à la pointe du cône, tel qu’illustré à la figure 4.5a. Le cône provocant l’occul
tation du centre optique, il est impossible d’obtenir une image dans une telle
configuration. Néanmoins, Lin et al. proposent de modéliser la caméra avec un
modèle de lentille mince (2.5.1) et montrent dans quelles circonstances le point
de vue est unique (figure 4.5b) [82]. La combinaison miroir-lentille permet de
faire converger toute la lumière provenant d’un point 3D vers le même point
image. Ainsi, même si le rayon r (figure 4.5b) passant par la pointe du cône
p Plan image
P




n’est pas réfléchi vers le point image p, les rayons secondaires contribuent à
l’intensité du point image.
Sphérique
Il n’est possible d’obtenir une projection centrale avec ce type de miroir que
lorsque le centre optique de la caméra est exactement situé au centre du miroir.
Ceci n’a aucune utilité pratique puisque la caméra ne voit que sa propre image.
Lorsque la caméra est située à l’extérieur de la sphère, une projection non-
centrale pouvant se décrire par une caustique est obtenue (détails §4.6.2).
Elliptique
Tel qu’illustré à la figure 4.6, il est possible de construire une caméra à projection
centrale en utilisant un miroir elliptique. Pour ce faire, il faut que la caméra
soit située à un des points focaux du miroir, et pointée dans la direction du
deuxième point focal.
> Plauaire
Bien entendu, lorsqu’une caméra regarde au travers un miroir plan, la projection
reste centrale. En pratique, ceci n’a pas tellement d’utilité puisque l’angle de
vue de la caméra n’est pas affecté. Afin d’augmenter le champs de vue de la
F’
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FIG. 4.5. (a) Utilisation d’un modèle sténopé pour une caméra catadioptrique
ayant un miroir conique; (b) La même situation lorsque la caméra est décrite






FIG. 4.6. Projection pour une caméra elliptique-perspectif.
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caméra, il faut utiliser plusieurs miroirs à différentes inclinaisons tel que proposé
par Nalwa [97] ; cependant la projection n’est plus centrale.
Pour chacune des configurations précédentes, il est possible d’utiliser un modèle
spécifique pour la décrire. Ceci comporte toutefois l’inconvénient que le choix du
modèle et d’un algorithme de calibrage doit se faire doit se faire en fonction de cette
configuration, laquelle n’est pas toujours connue. Dans ce cas, il faut détecter la confi
guration à l’intérieur même de la procédure de calibrage. Le prochain modèle offre
l’une des premières solutions à ce problème, en proposant d’unifier certaines configu
rations à l’intérieur d’un seul et même modèle. D’autres solutions sont aussi discutées
§4.5 et 4.6.
L4.1 Modèle de caméra catadioptrique centrale unifié
Pour simplifier la modélisation des caméras catadioptriques centrales, Geyer et Da
niilidis proposent une approche permettant d’unifier les modèles de caméra parabolique—
orthographique, hyperbolique—perspectif et perspectif [8, 9, 44, 45, 170]. Ce modèle
de projection consiste en deux étapes (figure 4.7)
— la projection d’un point 3D à la surface d’une sphère à partir du centre de
projection effectif;
— une seconde projection sur le plan image à partir d’un second centre de projec
tion choisi en fonction du miroir et de la distance focale de la caméra.
Par exemple, à la figure 4.7, le point P est réfléchi à la surface du miroir au point Qtm,
puis de façon orthographique sur le plan image au point p. Le modèle unifié effectue
l’opération équivalente en projetant le point P à la surface de la sphère centrée en F
(le centre de projection effectif de la caméra) au point Ps, lequel est projeté à partir
de C8 au point p. Yinh et Hu, de leur côté, démontrent que ce modèle de projection





FIG. 4.7. Projection pour le modèle unifié des caméras catadioptriques cen
trales : cas parabolique-perspectif.
4.5 Caméras centrales générales
Le modèle catadioptrique unifié offre une certaine flexibilité pour modéliser plu
sieurs type de caméras à la fois. Reste qu’il est assez restrictif et ne s’applique pas
toujours. Nous présentons dans cette section plusieurs modèles de caméras centrales,
qui ne sont pas spécifiques au type d’objectif de la caméra ou à la combinaison de
miroir et de caméra.
.5.1 Modèle rationnet
Clauss et Fitzgibbon proposent le modèle rationnel [32]
pU
A(), x(p) = (p,p1p2,p,p1,p2,
1)T
où, A e R3’<6 et la fonction x effectue la transformation non-linéaire de l’image.
On le nomme rationnel, car en coordonnées image, le point rectifié image f5’ est
le fruit d’une division entre deux polynômes ayant comme coefficients les éléments
de . De pius, le modèle n’est pas nécessairement radial symétrique. Selon nous, il
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est probablement possible de l’appliquer à des caméras omnidirectionnelles selon le
même principe que le modèle division, i.e. si A3Tx() < O pour certains rayons et
que les numérateurs sont toujours positifs. iViais cela n’a pas été testé par les auteurs.
Une propriété importante de ce modèle est que la projection d’une droite de l’espace
résulte toujours en une conique (cf .6.2.6).
.5.2 Modète rationnel radial symétrique





où, le nombre de paramètres k est choisi pour qu’une inversion analytique de la
fonction L° soit possible (quoique son expression n’est pas très simple).
.5.3 Caméra centrale radiale symétrique générale
Les modèles de caméras radiales symétriques appliquent une transformation non-
linéaire aux pixels de l’image en fonction de leur distance r° (ou ru) au centre de dis
torsion. Ces fonctions sont paramétriques et prennent toutes sortes de formes. Entre
autres, elles associent r° avec ru ou bien rd avec O. Une fonction radiale symétrique
générale effectue la même tâche en utilisant une fonction discrète. À chaque rayon rd
est associé un coefficient de distorsion différent. La distorsion est radiale, mais elle
n’a pas de modèle. Il y a plusieurs façons d’exprimer ce paramétrage discret. En voici
quelques unes
— Thirthala et Pollefeys [157]
rd
Ol, Ord est l’angle de vue associé aux pixels de rayons rd dans l’image distordue.
Ce modèle a été testé au chapitre 9;
6$
— Hartley et Kang [61]
=
où, est un facteur d’échelle non-paramétrique. Ce modèle a été testé au
chapitre 5;
— Tardif et at. [152]
.j T
O((p,f,.d)
Les détails pour ce dernier modèle sont décrits §4.6.3. Notez que les deux der
niers modèles sont très similaires, Àrd = 1/frd
— Une dernière possibilité pourrait être
fjd
+ \rd.
En principe, ces représentations sont toutes équivalentes; mais pas en pratique. En
particulier, celle de Hartley et Kang ne permet pas de représenter des caméras ayant
un angle de vue plus grand que 180°. En effet, les pixels correspondant à des rayons
d’angle de vue exactement de 180° devraient avoir TU 00, donc )\rd oc. Par contre,
en utilisant l’inverse tel que nous le faisons, frd prend la valeur 0. Cette différence est
analysée en détail §5.9.
4.6 Caméras non-centrales
Comme mentionné §4.2, les rayons d’échantillonage d’une caméra ne s’intersectent
pas toujours en un seul centre de projection effectif. Nous présentons dans les sections
suivantes quelques configurations et modèles de caméra pour les représenter.
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.6.1 Deux mzTO’lTs plans
L’une des premières configurations ayant une projection non-centrale est proposée
par Gluckman et Nayar [50]. Leur objectif est de construire un système stéréo à l’aide
d’une seule caméra. Pour ce faire, ils utilisent une caméra sténopé devant deux miroirs
plans d’orientation différentes divisant l’image en deux parties. À chacune d’elles
peut être associée une caméra sténopé virtuelle de centre de projection différent.
L’orientation des miroirs est choisie de telle sorte que le champs de vision des caméras
virtuelles est sensiblement le même. Le résultat est un système stéréo ne nécessitant
aucune synchronisation lors de l’acquisition des images. Les auteurs proposent un
modèle spécifique pour ce genre de configuration et une méthode de calibrage.
.6. 2 Caustique
Lorsqu’une caméra est pointée vers un miroir, le système d’acquisition est presque
toujours non-central, sauf pour les situations décrites §4.4 [6]. Les catacaustiques
permettent de représenter plusieurs situations courantes, par exemple, les caméras
catadioptriques parabolique—perspectif, hyperbolique—orthographique et sphérique—
perspectif [146].
Une catacaustique (ou simplement caustique) est une surface paramétrique définie
par la position du centre de projection de la caméra (possiblement situé à l’infini)
et la surface du miroir. Dans les cas les plus simples, la caustique est une surface de
révolution. Nous ne décrivons que cette situation, aussi illustrée à la figure 4.8. Pour
chaque point de la surface du miroir est associé un point de la caustique. Celui-ci,
ainsi que la tangente à la surface dans la direction opposée de l’axe optique définissent
un rayon d’échantillonage.
o.6.3 Modèle radiale symétrique non-central
Rayon entrant
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Au chapitre 5, nous introduisons un modèle radial symétrique général à points de
vues multiples ainsi que trois méthodes de calibrage. À la différence des modèles à
projection centrale, celui-ci inclut un déplacement, noté t, du centre de projection
en fonction du rayon. Cela permet de modéliser un certain nombre de caméras non-
centrales un peu comme le font les caustiques radiales symétriques, mais de façon
non-paramétrique. Nous proposons une modélisation à l’aide d’un ensemble de cônes
situés sur le même axe (l’axe optique de la caméra), mais pas nécessairement de même
sommet, (cf.figure 4.9 pour une illustration du modèle central). Une façon efficace de
les représenter est à l’aide d’une fonction de projection dont les paramètres varies en
fonction du rayon de l’image
frd O O







FIG. 4.8. Coupe transversale de la surface caustique d’une caméra
catadioptrique-parabolique utilisant caméra perspective.
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Cônes arrière
FIG. 4.9. Caméra radiale symétrique centrale.
où, P P4, R est une matrice de rotation 3D, et C est le centre de projection de la
caméra. La variable frd est une focale variable en fonction du rayon, alors que trd est
un déplacement le long de l’axe optique. À noter qu’en posant t = 0, on obtient le
modèle central discuté §4.5.3.
Caméra radiale 1D
Thirthala et Pollefeys présentent une modélisation permettant d’éliminer l’effet
de la distorsion dans le modèle de projection [156, 157]. Pour ce faire, ils assument
eux aussi que le centre de distorsion est aligné avec le point principal de la caméra.
Dans ce cas, les lignes passant par l’origine (le centre de distorsion) sont de la forme
(a, b, 0)T. On peut donc les exprimer par leurs deux premières coordonnées (a, b). Par
ailleurs, lorsque la distorsion est radiale (mais pas nécessairement symétrique) les







Dans ce contexte, il est utile d’exprimer la projection d’un point 3D vers une ligne
radiale
Ïo M(24)P, P E P3,Î R2
où, M est une matrice de projection affine définie à 1111 facteur d’échelle près et 1 est la
ligne radiale. En modélisant les caméras de cette manière, il est possible de construire
des algorithmes de reconstruction pour lesquels la distorsion radiale n’a pas d’effet
(cf. §8.2.5).
.6.5 Modètes complètement génériques
Dans ce type de modèle de caméra, chaque point de l’image est soit associé à un
rayon d’échantillonage, ou soit associé à un cône d’une certaine orientation, position
et ouverture [55, 109, 145]. La fonction d’échantillonage est donc complètement non-
paramétrique. Ces modèles permettent en théorie de représenter pratiquement tous
les systèmes d’acquisition d’images. En revanche, ils sont plus difficiles à calibrer ou
à auto-calibrer, nécessitant un grand nombre d’images [112] ou des correspondances
images denses [113].
Une variante est de simplement associer à chaque pixel , une position dans
l’image rectifiée [102].
4.7 Méthodes de calibrage
Dans cette section, nous résumons six algorithmes de calibrage plan, i.e. utilisant
la vue d’un ou plusieurs plans de calibrage. La première est une méthode tradition
nelle pour caméra sténopé, les trois suivantes sont pour des caméras centrales, et
les deux dernières pour les caméras non-centrales. Dans ce qui suit, les points p et
p correspondent à la iième correspondance plan de calibrage—plan image (p —* p).
Nous assumons que ces correspondances sont données par un algorithme automatique
ou semi-automatique comme celui d’OpenCV [67].
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Objectifs des méthodes
L’objectif des méthodes de calibrage est de calculer les paramètres internes, in
cluant ceux de distorsion, et les paramètres externes. Pour les caméras centrales,
les méthodes se concentrent souvent sur l’estimation des paramètres de distorsion.
Ceci permet de rectifier les images originales et d’employer une méthode de calibrage
traditionnelle pour retrouver le autres paramètres internes et la position de la caméra.
.7.1 Méthode de Zhang et Stnrm
Nous présentons un résumé de la méthode de calibrage plan développée indépen
demment par Zhang [181] et $turm [143] pour les caméras sténopé. Rappelons que la
matrice de projection d’une caméra est donnée par (en laissant tomber l’indice i)
pU o MP K(3x3)R(3x3)[I(3x3)It]P, P P.
Lorsque les points 3D sont situés dans u plan, on peut modifier le système de co
ordonnées du monde pour que ces points soient situés dans le plan Z O. Ainsi, la












La méthode utilise un outil géométrique appelée conique absolue7. Il s’agit d’une
conique de points complexes (voir équation ci-bas), située dans le plan infini. Un
7Àbsotnte conic
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point (x, y, z, h)T à sa surface vérifie
100 x
(x,y,z) 0 1 0 y =0, h=0.
001 z
La projection dans l’image des points à la surface de cette conique peut être représentée




Par conséquent, le transfert de la conique absolue dans l’image s’effectue selon
w cx (KR)_TI(3X3)(KR)_l = K_TRIR_YK_l = K_TK
où, w est nommé image de ta conique absolue8 (lAC). Par exemple, pour une matrice
de paramètres internes de la forme
J O O —2u0
K
= O f y , nous avons w cx 0 1 —u0
0 0 1 —u0 f2a2+ugQ2+ug
Le calibrage des paramètres internes de la caméra revient donc à calculer w. Ceci
est possible à partir d’homographies reliant le plan de calibrage et son image dans
plusieurs vues, pouvant être calculées à partir de correspondances. Puisque que chaque
10
homographie est de la forme H cx KR o i t , on peut vérifier que chacune d’elles
00
8 Image of the absotute conic
0 75
fournit deux contraintes linéaires sur w
H1TWH2
= O, et H1TwH1 — H2TwH2 O
où, H est la me colonne de H. Il faut donc plusieurs vues pour obtenir assez
d’équations pour estimer w. Après avoir estimé les paramètres interiles, les paramètres
externes pour chaque vue du plan peuvent être estimés en décomposant l’homogra
phie.
Distorsion radzate
Cette méthode ne prévoit pas de façon directe d’estimer un modèle de distorsion.
L’implantation d’OpenCV permet d’inclure quelques paramètres d’un modèle poly
nomial de distorsion radiale et tangentielle, mais un estimé de départ des paramètres
est requis [67]. Ceux-ci sont utilisés pour rectifier les images auxquelles l’algorithme
de calibrage est appliqué. La solution est raffinée par optimisation non-linéaire de
l’erreur de reprojection.
.4.7.2 Méthode pour modèle radial symétrique
La méthode de calibrage de Hartley et Kang permet d’abord d’estimer le centre
de distorsion radiale; puis, simultanément, un modèle non-paramétrique de distorsion
radiale et les homographies de transfert des points du plan de calibrage vers les images
rectifiées [61]. Le modèle non-paramétrique de distorsion peut s’écrire
p — c + j(p — c), e E P2 (44)
où, Àj est un paramètre de distorsion uniquement associé au point p et c est le
centre de distorsion. La première étape consiste à calculer du centre de distorsion. En
multipliant l’équation précédente de chaque côté par [c] < et en notant que pU oc Hp
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où, H(33) est l’homographie (inconnu) entre le plan de calibrage et le plan image
rectifié, on obtient
[C]xp =
Finalement, en multipliant par la gauche par tT et on notant que ptT{jp1 O, on
détermine la matrice fondamentate de distorsion radzate F
o =
F(3x3)
qui est de rang 2 comme la matrice fondamentale traditionnelle. Le noyau droit
de F donne directement le centre de distorsion c et le noyau gauche correspond à
l’intersection de l’axe optique de la caméra avec le plan de calibrage.
Une fois que c est estimé, il est possible de changer le système de coordonnées
de l’image pour le mettre à l’origine : —
— et e — (O, O, 1)T On peut
alors calculer à nouveau F = [c] < H, donnant directement les deux première rangées
de H(33) = [F2 — F1 v]T, où, y est inconnu. L’étape finale consiste à estimer y.
Notons:
HT
IIII = [] p/(vTp, r = IIII (4.5)
les distances par rapport au centre de distorsion pour un point rectifié et pour un point
distordu, respectivement. En triant les points en ordre croissant de r (r2 r’+i), on
obtient aussi la relation pour les rayons des points rectifiés : r r+1. Pour retrouver
y, les auteurs choisissent de minimiser une quantité reliée à la variation totale des
rayons rectifiés Z(r — r’1), qui peut être réécrite en utilisant (4.5)
((vTq1)(vTq)(r
- r)) = (vTqi+i [HT] p - vTqj [‘] qi+i)),
qui permet de construire un système linéaire pour estimer y à partir des correspon
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dances. L’estimation de y permet l’estimation de p’ à partir de (4.5) et ensuite )j à
partir de (4.4). Cette méthode a été testée au chapitre 5.
.7.3 Méthode TOUT te modèle angulaire potynômiaï
Kannala et Brandt proposent un algorithme pour calibrer le modèle angulaire
polynômial (cJ.4.3.6) [72]. À ce modèle, ils ajoutent des coefficients de distorsion
tangentielle. Leur méthode nécessite un estimé de l’angle de vue et de la distance
focale de la caméra, obtenus à partir des données du manufacturier de l’objectif de
caméra. L’algorithme se résume en quelques étapes
— estimation de k1 et k2 a partir d’un des modèles de Fleck [41] et les informations
sur la focal J et l’angle de vue de la caméra;
— initialisation des autres paramètres de distorsion à O;
— rectification des points f pour obtenir une estimation9 de pJ;
— calcul d’une homographie entre les points p et p;
— extraction des paramètres externes;
minimisation de l’erreur de reprojection pour tous les paramètres par une méthode
itérative.
Cette méthode comporte une limitation, à savoir qu’un estimé des paramètres de la
caméra doit être connu au départ et que l’optimisation du modèle se fait uniquement
par minimisation non-linéaire. Cette méthode de calibrage n’est donc pas spécifique
au modèle angulaire polynômial.
Méthode pour te modèle rationnel
Il s’agit d’une méthode linéaire permettant calibrer le modèle rationnel (cf.4.5.1)
à l’aide de points de correspondance avec une seule vue du plan de calibrage [32]. Il
Le point p est en coordonnée projective parce que le modèle peut représenter des caméras
omnidirectionnelles.
Q 7g




[p] H’A(’) = O
A3X6)
où, H est la transformation entre le plan de calibrage et le plan image rectifié et A’ est
la matrice A des coefficients de distorsion à une homographie H près. L’estimation de
A’ à partir des correspondances permet de rectifier l’image, même si H est inconnue.
Méthode pour tes caustiques
La méthode de $waminathan et aï. permet de calibrer la surface caustique pour
une caméra non-centrale [148]. Elle utilise des correspondances entre deux vues d’un
plan pour une caméra subissant une translation pure connue. Le problème est donc
d’estimer les paramètres de la caustique et la position 3D des points de correspondance
situés sur le plan. L’erreur de reprojection est minimisée par une méthode itérative.
..7.6 Méthode pour te modèle générique
$turm et Ramalingam proposent une méthode de calibrage de caméra générique
nécessitant au moins trois vues d’un plan de calibrage (seulement deux si la projection
est centrale) [112, 145]. Supposons un pixel image pd pour lequel les trois correspon
dances q’, ..., q e lP avec le plan de calibrage sont obtenues pour différentes poses.
En supposant que le système de coordonnées monde est aligné avec la vue du premier
plan, on peut représenter toutes les coordonnées q par des coordonnées 3D Q E P3
dans le même système de coordonnées en leur appliquant une transformation eucli
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dienne (incollnue)
Q1 (q q q’)T
R’ t’ T
=
(q q o q)
Q3 = [x3 j (q q q)T.
Autrement dit, Q2 et Q3 sont connus à une transformation euclidienne près. L’objectif
de la méthode de calibrage est donc de retrouver les paramètres R et t, i.e. la pose
du plan de calibrage pour chaque vue. Après quoi ceci permet de joindre les trois
points Qi pour obtenir un rayon d’échantillonage associé au pixel. Pour le calcul de
pose, on place les trois vecteurs côte à côte dans une matrice
Q(4x3)
= [Q’ Q2 Q3].
Comme cette matrice est de rang 3, chaque sous-matrice de taille (3 x 3) a un
déterminallt égal à zéro. Ces contraintes permettent de former un tenseur duquel
les coefficients des R et t peuvent être extraits. La méthode est encore plus simple
lorsque la caméra est centrale.
.
7.7 Méthodes avec des images de tignes
La discussion se rapportant à ces méthodes est présentée au chapitre 6 puisqu’elles
sont reliées à une de nos contributions décrite au chapitre 7.
4.8 Contributions
Seules les méthodes génériques peuvent être appliquées autant aux caméras cen
O trales que non-centrales. Les autres sont dédiés aux caméras centrales uniquement
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(Hartley, Clauss et Fitzgibbon) ou spécifique à certaines configurations non-centrales
(caustique). Les méthodes génériques ont un grand potentiel, mais elles nécessitent
u grand nombre d’images pour des résultats fiables. Nos recherches ont porté sur
l’élaboration d’un modèle et d’une méthode de calibrage applicable à une large classe
de caméras incluant les centrales et non-centrales. Ceci est le sujet du prochain cha
pitre.
Nous y détaillons le modèle de distorsion radiale symétrique avec points de vue
multiples. La fonction de distorsion et le déplacement du centre optique peuvent
prendre des formes paramétrique ou non-paramétrique. Nous présentons ensuite trois
nouvelles méthodes de calibrage plan de ce modèle, ne nécessitant aucune information
concernant la caméra (angle de vue, catadioptrique ou non, centrale ou non). Dans
le cas d’un modèle non-paramétrique, des correspondances denses entre le plan de
calibrage et les images sont nécessaires. Ces correspondances denses sont obtenues par
lumière structurée (le sujet des chapitres 10 et 11). Pour l’estimation d’un modèle
paramétrique, il n’est pas nécessaire d’utiliser des correspondances denses comme
c’est le cas des méthodes présentées plus haut.
oChapitre 5
CALIBRATION 0F CAMERAS WITH RADIALLY
SYMMETRIC DISTORTION
Cet article [1511 a été publié comme l’indique la référence bibliographique.
© 2005 IEEE. Reprinted, with permission, from
Tardif J.-P., Sturm P., Calibration of Cameras with Radially Symmetric Dis
tortion, dans Workshop on Omnidirectional Vision, Camera Networks and
Non-classical Cameras, (OMNIVIS’2005, en parralèle avec CCV 2005), Chine,
Octobre, pp. 44-51, 2005.
Nous présentons ici une version contenant de nouvelles contributions qui sont soumises
à la revue Pattern Analysis and Machine Intelligence (PAMI).
Abstract
We present a theory and algorithms for plane-based calibration auJ pose recovery
of general radially distorted cameras. By this we understand cameras that have a
distortion center auJ an optical axis such that the projection rays of pixels lying on
a circle centered on the distortion center, form a right viewing cone centered on the
opticai axis. The camera is said to have a singular viewpoint (SVP) if ail such viewing
cones have the same vertex (the optical center), otherwise we speak of NSVP cases
where each viewing cone may have its own optical center on the opticai axis. This
model encompasses the classical radial distortion model [26], fisheyes, most central or
non-central catadioptric cameras, auJ other cameras with radially symmetric caustics.
Calibration consists in the estimation of the distortion center, the opening angles
of all viewing cones and their optical centers. We present two approaches of computing
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a full calibration from dense correspondences of a single or multiple planes with known
Euclidean structure. The first one is based on a geometric constraint linking viewing
cones and their intersections (conic sections) with the calibration plane. We show that
the conics generated by one particular camera can be represented by a family of curves
whose parameters identify the extrinsics of the camera. The calibration of the camera
corresponds to finding the parameters of that family. The second approach is akin to
classical homography-based methods. First, partial homographies are estimated to
recover the optical axis. Secondly, the position of the camera and the opening angle
of the viewing cones are estimated. Experiments using simulated and a broad variety
of real cameras show very good stability. Furthermore, we provide a comparison with
Hartley-Kang’s algorithm [61], which however can not handle such a broad variety of
camera configurations, showing very similar performance.
5.1 Introduction
In the last few years, we have seen an increasing interest in non-conventional cameras
and projection models, going beyond affine or perspective projection. There exists a
large diversity of camera models, many of which specific to certain types of projections
[82, 136], others applicable to families of cameras such as central catadioptric systems
[6, 9, 40, 45]. All these models are described by a few intrinsic parameters, much like
the classical pinhole model, possibly enhanced with radial or decentering distortion
coefficients. Calibration methods exist for ail these models, and they are usually
tailor-made for them, i.e. can not be used for any other projection model [91]. Several
works address the calibration problem from an opposite point of view, by adopting a
very generic imaging modei that incorporates most commonly used cameras [29, 53,
55, 145, 146].
In the most general case, cameras are modeled hy a.ttrihuting an individual pro
jection ray to each pixel. Such a model is highly expressive, but it is difficult to
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Figure 5.1. Our camera model (see text for explanations). The inlayed illus
trations show the distortion center (in blue) and a distortion circle for a true
image taken with a fisheye, and the corresponding calibration ellipse overlaid on
a pattern shown on the calibration plane.
obtain a stable calibration of cameras with it, at least with few input images taken in
an uncontrolled environment. Finally, many researchers have proposed a compromise
between parametric and such generic models. They assume radial symmetry around
the distortion center (often considered as coinciding with the principal point), but
with a general distortion function [61, 151, 152, 156, 157].
In this paper, we adopt this type of model, which we find sufficiently general to
model many common types of cameras, but with fewer parameters than the fully
generic model, thus making calibration easy and stable. We model cameras using the
notions of a distortion center in the image and an optical axis in 3D. For cameras
with radially symmetric distortion, the projection rays associated with pixels
lying on a same distortion circle centered on the distortion center, lie on a right
viewing cone centered on the optical axis. Let us call the hue spanned by a pixel
Camera image Plane image
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and the distortion center a radial une and the plane spanned by the projection ray
associated with the pixel and the optical axis, a radial plane. In our camera model,
we specify that angles hetween radial unes and associated radial planes are identical
(otherwise, it would be a very uncommon camera). This radially symmetric camera
model is illustrated in fig. 5.1. It encompasses many common camera models, such
a.s pinhole (modulo aspect ratio and skew), the classical polynomial radial distortion
model, flsheyes, or any catadioptric system whose mirror is a surface of revolution,
and for which the optical axis of the perspective (or affine) camera looking at it is
aligned with the mirror’s revolution axis. Our model comprises central cameras
($VP), where ail viewing cones have the same vertex (the optical center), but aiso
non-central ones (NSVP), for which the viewing cones’ vertices lie anywhere on the
optica.l axis. In the latter case, we may speak of one optical center per viewing cone.
Problem statement. We want to ca.librate cameras based on the above model from
one or several images of a calibration plane in unknown positions. The problem of
calibration from a planar scene of known geometry has been studied intensively in
computer vision. Proposed approaches are usually based on constraints on the image
of the absolute couic (lAC) [142, 181], and also the image of the circular points (ICP)
[58, 59].
The input to the proposed calibration algorithms is the Euclidean structure of the
plane(s) and a dense matching between the plane(s) and the camera image. from
this, we compute, for all viewing cones, their focal length (equivalent to the opening
angle). Our aÏgorithms assume a known position of the distortion center, but we
also show how to estima.te it, using repeated calibrations for different candidates.
Calibration also comprises a pose estimation problem: estimating the orientation of
the optical axis (relative to a. calibration plane) and the location of each viewing
cone’s vertex on it.
Organization. A geometric study of our model is presented in §5.2, together




Figure 5.2. Illustrations of the geometry of viewing cones, calibration conics
(here ellipses) and location of optical center in the SVP case. (a) Complete
illustration for one viewing cone. (b) View of the calibration plane, showing
many cones’ calibration ellipses. Note that their major axes are collinear. (c)
Side view of the viewpoint conics (hyperbolas in this case) associated with many
calibration conics.
of a projection function, is described in §5.3. We then describe an algorithm for
estimating the distortion center in §5.4. Several practical issues and experimental
resuits, including a comparison with Hartley-Kang’s methods [61], are presented in
§5.5 and §5.6, respectively. Finally, we conclude in §5.7.
5.2 Geometry
5.2.1 Que Distortion CircÏe in One Image of a GalibTation Plane
Let us consider one distortion circle in the image plane. Its associated viewing cone
cuts the calibration plane in a calibration conic. From the dense matches between
image and calibration plane, we eau compute this calibration conic (see §5.5 for
more on the dense matching). This conic eau be either an ellipse or a hyperbola
(the parabola is only a theoretically interesting case). If we knew the position of
the eamera’s optical center relative to the calibration plane, then we could directly
compute the viewing cone of our distortion cirele, i.e. the cone that bas the optical
center as vertex and that contains the above calibration conie. As mentioned, that
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cone ha.s several useful properties: its axis is the camera’s optical axis and it is a right
cone, i.e. rotationally symmetric with respect to its axis. From the cone, the focal
length of the considered distortion circle eau be easily computed: the cone’s opening
angle equals the heM of view.
In practice, we do not know the optical center’s position relative to the calibration
plane. In the following, we show geometrical relations between the calibration conic,
the optical center and the optical axis of the camera, that allow to compute the
optical center. Recall that when talking about optical center, we mean the optical
center per distortion circle; they ah lie on the optical axis and in the $VP case, they
are identical.
Without loss of generality, we assume that the calibration plane is the plane
Z O, and that the calibration conic e is given by the matrix e cx diag(a, b, —Ï) (cx
represents equahity up to scale), i.e. the X-axis is the conic’s major axis. The type
of the calibration conic e depends on a and b as follows:
b>a>O ellipse
(5.Ï)
b < O and bi > a > O hyperbola.
Our aim is to provide constraints on the position of the optical center, as well as on
the orientation of the optical axis, from this conic. We first do this for the case of a
cahibration ellipse, then for the case of a hyperbola.
The case of calibratiori ellipses. Let us first state a well-known resuit. Consider
a right cone whose vertex is a point with real coordinates, and its intersection with
a plane. For now, we assume that the intersection is an ellipse (the case of the
hyperbola will be discussed later). It is easy to prove that the orthogonal projection
of the cone’s vertex onto the plane, lies on the ellipse’s major axis (cf.fig. 5.2(a)).
This implies that the cone’s vertex lies in the plane that is orthogonal to the ellipse’s
supporting plane and that contains its major axis.
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For our problem, this means that the optical center must lie in the plane Y = O
(since the ellipse lies in plane Z = O and lias the X-axis as major axis). We may
further constrain its position C = (X, O, Z, 1)T as follows [18]. The cone with C as
vertex and that contains the calibration ellipse , is given by:
aZ2 O —aXZ O
O bZ o o
Ao
-aXZ O aX2-1 Z
O O Z -Z2
For this cone to be a right one, its upper left 3 x 3 matrix À must have a double
eigenvalue. The three eigenvalues are:
bZ2
a(X+Z) — 1+ 4aZ2+ (1—a (X2+Z2))2
(5.2)
The second and third eigenvalues can not be equal for real values of X and Z (besides
in the trivial ca.se X = Z O which is excluded since it would correspond to the
optical center lying in the calibration plane). The first eigenvalue is equal to the third
one if Z = O (excluded for the same reason as above) and to the second one if:
abX2+b(a—b)Z2+(a—b) =0. (53)
This equation tells us that the optical center lies on a viewpoint conic in the plane




b) , (X Z i) i’ Z 0. (5.4)
a—b 1
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This is a hyperbola, due to b > a > O (cf. (5.1)); it is sketched in fig. 5.2(a).
furthermore, its asymptotes correspond to the directions of the two circular cylinders
that contain the calibration ellipse.
Let us now consider the orientation of the optical axis. Due to (5.3), we have an





- V b(b-a) (.)
Here, we exciude the case e = b, which would correspond to the camera looking
straight at the calibration plane.
The directioll of the cone’s axis is giveil by the eigenvector associated with the
single eigenvalue of À, i.e. the third one, augmented with a homogeneous coordinate
O:
(5.6)
We now show that the cone’s axis is identical with the tangent of the hyperbola 1’ in
the optical center C, which is given by the line (in the plane Y = O):
X abX
V Z = +.Jb(b — a)(abX2 + e — b)
1 a—b







i.e. it is identical with the point given in (5.6). Hence, for an optical center on
the optical axis is directly given by the associated tangent.
Coming back to (5.2), the eigenvalues of the cone can be used to compute the
focal length fd associated to a distortion circle of radius U. The value fd/d is the
tangent of haif the opening angle of the viewing cone. Furthermore, it can be shown
that (fd/d)2 equals the negative of the ratio of the double and the single eigenvalue
of À, i.e. the negative of the ratio of the ftrst and the third eigenvalues given in (5.2).
Using (5.5), we get:




This relation will prove useful in §5.2.4.
The case of calibration hyperbolas. The case where the intersection between
a cone and the calibration plane yields a hyperbola is accounted for automatically
by the previous formulation. All above findings hold here, with the exception that
the viewpoint conic I’ is an ellipse. This case typically occurs with very wide angle
cameras or when the angle between the camera’s optical axis and the calibration
plane is large.
5.2.2 Muttipte Distortion CircÏes
So far, we have shown that for an individual distortion circle, the associated viewing
cone can be determined from the associated calibration conic, up to 1 degree of
freedom (location on the viewpoint couic ‘.I and associated orientation of the optical
axis). We now show how to get a unique solution, when considering several distortion
circles simultaneously. Let us first note that calibration conics corresponding to
different distortion circles are not independent: their major axes are collinear (cf.fig.
5.2(b)), even in the N$VP case. Their centers are not identical however, unless
they are all circles, which can only happen when the camera looks straight at the
calibration plane.
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Let 1’d be the viewpoint conic associated with distortion circie (of radius) U, ail
being given in the same coordinate frame. In the ca.se of a single viewpoint
camera, the optical center must lie on ail these conics. Furthermore, the optical axis
is tangent to ail of them. This imphes that ail conies touch each other (have a double
intersection point) in the optical center. This is iilustrated in figure 5.2(c). A naïve
algorithm wouid compute the viewpoint conic for ail calibration conics and seek their
single intersection/contact point. However, very httle noise can cause two viewpoint
conics to have no real intersection point at ail, instead of a double one.
Interestingly, this constraint gives a geometric explanation of the ambiguity, or
correlation, between camera position and focal length that often occurs when cali
brating a camera from a single view. Consider perfectly recovered viewpoint conics
(such as in fig. 5.2), the ambiguity is observed as the area where the viewpoint conics
are “very close” to each other. Clearly, a very low perturbation of the two curves can
resuit in a significant error on the opticai center and the focal length.
In the N$VP case, to each distortion circle and viewing cone corresponds a sep
arate optical center. Hence, the viewpoint conics won’t have a single contact point
anymore. However, the optical axis is shared by ail viewing cones. Hence, it is the
single (in general) une that is tangent to ail viewpoint conics. furthermore, each
contact point with the optical axis is the associated optical center.
5.2.3 $otving the Catibration and the Pose
In the following, we first propose a naïve calibration approach; it is not optimal
though and a better one wili be discussed in the next section. In the SVP case, one
could solve for the calibration by first estimating the optical center (relative to the
calibration plane) as the 3D point which is ciosest on average to ail viewpoint conics
(see below). Then, (5.7) can be used to compute the focal iengths for ail distortion
circles. In the NSVP case, a possibility would be to compute the optical axis: the
hue L that minimizes the sum of squared distances to the viewpoint conics.
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SVP case: Computing the closest point to the viewpoint conics. Computing
the orthogonal distance of a point to a general conic requires solving a fourth degree
polynomial [179]. Using this to compute the closest point to our set of viewpoint
conics is not very practical. Instead, we iteratively minimize a cost function subject
to constraints. The closest point q is found by solving:
mindist(q,q)2, subject to q’Fdqd = O,
cq
d
i.e. we also estimate one point per conic ‘I’j that will, after convergence, be the
orthogonal projection of q on “d• Since the function and constraints are polynomial,
this problem can 5e optimized using an algorithm relying on Cylindrical Algebraic
Decomposition (CAD) which guarantees a global minimum [139]. $uch an algorithm
is available through the Minimize function of Mathematica. The problem can also be
solved by standard non-linear optimization.
5.2.4 A formulation enforcing the constraints directty
In our first experiments, we found the previous approach to be unstable, even though
good results could 5e obtained in some cases [151]. This is because the formulation
has several drawbacks. First, although CAD optimization is algorithmic, it becomes
computationally intractable when the number of viewpoint conics increases. $econdly,
it appears that finding the closest point to the set of the recovered viewpoint conics
is not the optimal criterion. As discussed above and shown in fig. 5.3, when the noise
is large, the shape and position of the viewpoint conics may become very perturbed.
For an $VP camera, a better formulation would directly enforce that the viewpoint
conics all touch in one location and have the same tangent at this point. Then, CAD
optimization could be avoided.
Before giving our solution, we come back to our calibration conics. As mentioned









Figure 5.3. The effect on viewpoint conics of errors on the calibration conics
(shown in the same plane for visualization). (a) Original configuration with
the optical center. (b) Added noise to the calibration conics and resulting
viewpoint conics. Obviously, finding the closest point to these curves will yield
a large error. (c) Recovered optical center in dark/blue and corrected conics
given by our approach, cf.5.2.4.
axis can 5e estimated with high accuracy despite noise in the data, due to using many
calibration conics. Once the conics’ axis is estimated, it is convenient to change the
coordinate system of the calibration plane such that the conics are aligned with the
X-axis. Then, each one of them can be parameterized by its major and minor axis
lengths bd and ad, as well as by a displacement lcd along the X-axis:
(5.8)
—adkd O adk—1
The pararneters au, b and ku can he estimated much like in a classical conic fitting
algorithm. vVe perform ail subsequent computations with those axis-aligned conics.
















However, this parameterization does not guarantee other properties given in §5.2.2,
especially that these viewpoint conics ail touch in a single point. To achieve this, we
state a new resuit. For a central radially symmetric camera, the intersections of ail
its viewing coes with the calibration plane are calibration conics d given by:
where -y, and encode the external parameters of the camera, and Pd is a parameter
for each image circle of radius d. For each cahbration conic d, the corresponcling









The derivation and the proof of this formulation are presented in Appendix 5.8. Note
that in practice, we are only interested in the estimation of d• Much like (5.7) can be
obtained for we can compute (fd/d)2 for ‘Î’d. After some algebraic manipulation










_262 — S2 (5.11)
(5.12)
Information formula
X-coordinate of the optical center
— — +
Z-coordinate of the optical center
—
72_92
Intersection of optical axis and calibration plane —e/7
Intersection of calibration plane and principal plane’ (setting ç = O) y (2 —
‘The principal plane refers to a plane passing by the optical center with its normal
parallel to the optical axis
where çbd is chosen so to 5e equal to (fd/d)2
The formulas for estimating the external parameters of the camera are summarized
in table 5.2.4. The position of the camera is obtained by solving:
(X, Z, 1) + (X, Z, 1)T (X Z, 1) (X, z, 1)
for (i j). The value
— gives the X-coordinate of the intersection point of the
optical axis with the calibration plane. Indeed, we eau verify that
(—e/7,O,l)d(X,Z,l)T O,Vd
where ‘d (X, Z, 1)T is the tangent to the viewpoint conic at the optical center, i.e.
the optical axis. 011e may wonder why the extrinsics were not directly “encoded”
in the parameterization. Indeed, such parameterizations exist and were investigated.
However, they were abandoned because the resulting calibration conics d were not
as “simple” as the one we propose. When a calibration algorithrn could 5e deduced
from any of these formulations, it was less stable than the one we show next.
With this global formulation, ail calibration conics should be fitted a the same
time. However, this task is difficuit since the function is non-linear.
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Table 5.1. Computing the external parameters of the camera [rom the parameters
Perhaps surprisingly, there exists an analytic solution to computing the extrinsics
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parameters once the values of ad, bd and kd for ail calibration conics are estimated.
The position of the camera can be estimated, while ignoring the focal length at each
circie. We exploit the fact that without noise Vd:
=
i.e. that the unconstrained
and constrained formulation should give identical results’. We solve this equation for







= +62 + 2bd (5.15)
bd
for each calibration conic. Note that the two last equations involve only the extrinsics
parameters. We rename them with a and a d subscript because, in the presence of
noise, they are different for each calibration conic. However, ail of them shouid be
very close. This cari 5e exploited to estimate S by minimizing the variance of Vd:
In practice, we prefer a minimization over since it eliminates the square root in
the expression. This resuits in solving:
= argminu2,where (5.16)
where i is the mean. The expression o2 is a polynomial of degree 4 in 2, i.e. it admits
only three extrema in 2 Que of them corresponds to S O ans is a maximum, and
the two others are minima with identical absolute value but opposite sign. The one
larger than zero is our solution for 62 and S can aiways 5e taken positive. Given this
value, we cari estimate the other parameters with e Mean(ed) and +Mean(7d)
We scale e,j and ,j such that they have unity at the upper-left coordinate.
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using (5.14) and (5.15). This sign ambiguity will be resolved latter. In the presence
of noise, we perform a final optimization:
argmin(e
— d)2 + (— (5.17)5,C,7
d
using a staildard Gauss-Newton algorithm. Here, it is important to mention that
the latter optimizatioll is unnecessary if the noise is small. Most importantly, it can
be cornpletely avoided in one case. To see how, we corne back to the meaning of
the parameter e. From the equation in table 5.2.4, we see immediately that it is
the intersection of the optical axis on the calibration plane (modulo the 1/7 factor)
w.r.t. to a given point on th X-axis. However, this intersection point can 5e easily
obtained: it is the point on the calibration plane that matches the distortion center
(cf.the matching described in §5.5). In this case, we may fix the coordinate system to
have this point at the origiil and set e to zero. All the previous equations are greatly
simplified and the optimization (5.17) can be avoided.
Once the external parameters of the camera are known, that is, the value of 6,
e and
,
we are seeking the intrinsics Although (5.13) could be used, a better
solution is to Sud that best fits the original data points. Given the external param
eters, fitting the conic with a least square algebraic cost function is straightforward
and only involves the variable ç5. It is a second degree polynomial. We try both
signs for and keep the one that best fits the calibration conics.
Many calibratioii planes. If many calibration planes are available, the focal length
of each circle must Se consistent over all the views. One could average the recovered
focal lengths over each view. Even Setter, calibration conics for different planes can
Se fitted at the same time in a global Linear Least Square problem where q is the
only variable. The function to minimize is agaill a second degree polynomial.
In the following, this calibration approach is referred to as the Right Cone Con
straint method, RCC.
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INPUT: Dense plane—image correspondences
ALGORITHM:
For each calibration plane u:
• Estimate individually every calibration conic Ed.
• Compute the average major axis m and select a point, denoted g, on the
axis.
• Change the coordinate system of the original data to set m on the X-axis
and g at the origin.
aOc
• Estimate the new r of the form: o b O
cOd
• Solve (5.16).
• Minimize (5.17) and obtain
Compute, for ail distortion circies d, the ç using (5.10).
Figure 5.4. Complete algorithm for the RCC calibration approach.
5.2.5 NSVP extension
Our previous SVP model eau be generalized allowing an N$VP. Du to lack of space,
this will be made available in a technical report. Our tests demonstrated that such
a parameterization is not that useful in practice. Indeed, the parameters can only
be recovered by means of optimization that would require initial estimates of the
parameters, which are difficult to obtain. The algorithms presented in the next
section though, provide an efficient solution even in the NSVP case.
5.3 Homography-based Calibration
The RCC approach of the previous section relies on two steps: estimation of the pose
of each camera w.r.t. each caiibration plane, then estimation of the calibration asso
Ociated to each distortion circle. One drawback is that the pose estimation becomes
unstable as the camera becomes near fronto parallel to the calibration plane. In
this section, we consider two algorithms that are not subject to this problem. Fur
thermore, the second algorithm (cf .5.3.3) can estimate either a non-parametric or a
polynomial for the focal lengths, thus avoiding dense correspondences.
5.3.1 Modet parameterization
It is possible to consider the distortion circles and associated viewing cones as mdi
vidual perspective cameras, with different focal lengths but identical principal points
[151, 152]. In the $VP case, extrinsic parameters of ail these cameras are identical,
whereas in the NSVP case, they ail share the same orientation and the optical centers
are merely displaced along the optical axis.
Let us consider the distortion circle of radius d and one image of a calibration
plane. From point correspondences betweell pixels on this circle and points on the
calibration plane (on the calibration conic), we can compute a plane-to-image homog
raphy Hd. For simplicity, let us assume that image coordinates have been translated
to put the distortion center at the origin. The homography can then be decomposed
such that:
u x 10 x
u y Kd R 0 1 —t + tdf3 y (5.18)
1 1 00 1
where (x, y) is a calibration point, (u, u) a pixel on the distortion circle, and R and t,
a rotation matrix and translation vector representing camera pose (same for ail d).
The scalar td allows to model translational displacement of individual viewing cones
along the optical axis (given by r, the third row of R), which is needed for N$VP
cameras. For $VP cameras, we set td = O for ail d.
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11back
Figure 5.5. Viewing cones can also be seen as individual perspective cameras
with different focal length. A rectified image can be obtained by projecting the
distortion circles (which lie in different planes) on one plane front (or 11back
for a field of view larger than 180°).
As for Kd, it is a calibration matrix2 diag(fd, fd, 1), where fd is the focal length as
sociated with the considered distortion circle. We may interpret the relation between
d and fd as a distortion function applied to a perspective camera whose undistorted
image plane 1S nfront (cf fig. 5.5).
Note that this parameterization only accounts for viewing cones with field of view
smaller than 180°. Larger fields of view can be modeled by adding a reflection to the
2 As mentioned in the introduction, this model does not include a skew between pixel axes or an
aspect ratio different from 1. Also, it assumes that the distortion center is at the principal point.
Generalizing this would be straightforward though.
Original circle
Rectified circle
Cone in opposite direction
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rotational component of the pose, R’ diag(1, 1, —1)R, and a corresponding image
plane riback. Equivalently, one may describe these cones as cameras with negative
focal length as presented in [152].
5.3.2 Uriconstrained approach
Tri [151], an approach based on recovering the Image ofthe AbsoÏute Conic, associated
to each distortion circle, from one or many images of a calibration plane, is intro
duced. Once the internal parameters are recovered, the camera external parameters
are estimated using the approach presented in [142, 143, 181]. The weakness of this
approach is that since the calibration is individually performed on each distortion
circle, it does not enforce $VP or N$VP constraints. However, it is useful for esti
mating the distortion center as described in §5.4. This algorithm will be referred to
lAC”.
5.3.3 Constrained approach
We present another homography-based approach that cari enforce the constraints
directly. Tt is related to Hartley-Kang’s approach, but it handles omnidirectional
cameras as well as the NSVP extension.
SVP case, orie camera. In the SVP case, td is zero for all d. It follows that:
1 10
Kq cx 1 q cx R 0 1 —t Q (5.19)
fd 00
M
holds up to scale. If we divide the first by the second coordinates of both sides, we
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obtain an equation which is independent from the distortion circie d:
q1 — (MQ)1
We finally obtain a linear equation on the six coefficients in the first two rows of the
pose matrix M:
q1 (M21Q1 + M22Q2 + M23Q3) —
q2 (M11Q1 + M12Q2 + M13Q3) — 0. (5.20)
The above equation being linear homogeneous, we may use ail point correspondences
between the calibration plane and the image to estimate the first two rows of M, up
to scale. The pose, i.e. R and t, eau be partially estimated from M. There exists a




where rI is the th row of R and 1 the upper 2 x 3 part of M. It leads to the following
observations:
• the rotation matrix R eau be estimated up to 4 solutions, from the left 2 x 2
part of f1. They differ by a choice of sign for columns and rows of the solution:
if R is one valid solution, then the other three are given by:
DR RD DRD
with D = diag(—l, —1, 1). Distinguishing the valid rotation matrix wiil 5e doue
later when estimating the full camera position and internal parameters;
• the intersection t0 between the optical axis of the camera and the calibration
plane can be recovered as the nullspace of t1, since it is the point on the plane
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projecting onto the origin. Hence, the translation vector t cari be estimated up
to one degree of freedom, a dispiacement u along the optical axis:
V trrto+[1r3.
Estimating t cari 5e clone simultaneously with estimating the focal lengths of ail
distortion circles. By inserting the solution for t into (5.19), we obtain:
fd 1 0
qo fd R o ï —tO—/Vzr3 Q
1 00
Due to the orthonormality of R, we get:
fd ï O O





which is a known vector. We thus cari write the above equation as:
fd$i $ Jd
qcx fdS2 = $2 fd
$3—[LQ3 Q3 $3/Q3—[L
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[qL< $2 [q]x O (5.21)
—$3
Note that the equatiofi system is non-homogeneous, i.e. the solution for the fd and
,u is computed exactly, not only up to scale. Ail point correspondences, from ail
distortion circles, can be used simultaneously: each correspondeilce contributes to
estimating i and to the focal length of the distortion circle it belongs to. The third
equatioll in (5.21) is of the form (* o) (f )T o, where * is zero in the noise
free case. With bise, we found this equation to bias fd towards small values and
thus do not use this equation. Using the other equations, we have overail a linear
system of size 2n x (D + 1), where n is the number of point correspondences and D
the number of distortion circles.
This assumed a known rotation. Ail rotation matrices among the four possibilities
shown above, give the same solution for fd and ji, tip to different signs. Since ail values
shouid be positive, the correct rotation is found easily.
Using many camera positions. The above equations eau be used in a slightly
modified form to simultaneously use many planes positions. Let u be the index for
each view out of V. Each associated 2 x 3 partial homography M can 5e computed
using (5.20). Then to and R,, can 5e estimated individually from each of them.
Finally, (5.21) is extended naturally to account for many views by simultaneously
solving for all displacements ,ii,, and focal lengths fd. The resulting equation system
is of size 2n x (D + V).
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NSVP case, many views. In the N$VP case, the previous algorithm can be
applied nearly without modification. Let us consider the form of the plane-to-image
homography for an individual distortion circle, given in equation (5.18), for the N$VP
case. In comparison to the SVP case (equation (5.19)), there is an additional term
Vd for the position of the dispiaced opticai center on the optical axis:
10
q OC HdQ = Kd R,, 0 1




— O Q. (5.22)
[t,, + Vj
Note that vd is the same for ail views. $ince Kd is a diagonal matrix, the first two
coordinates of the right hand side do not depend on ht,, and vd. Hence, like in the
$VP case, (5.20) can 5e used to estimate hnearly the first two rows of the pose matrix
M,,, using ail point correspondences, for ail distortion circles. The pose parameters
R,, and t,, can also be extracted in the same manner, with t,, Seing obtained up to a
dispiacement along the optical axis r,,3.
We now consider how to estimate the focal lengths fd and the optical center
positions ,i,, + Vd. The equations are identical to those in the $VP case, with the
difference that ht,, has to be repiaced by [t,, + vd, i.e. is not the same for ail distortion
circles. The set of ?UV and vd is an overparameterization, since subtracting a value
from ail ht,, and adding it to all vd leaves (5.22) unchanged. Hence, we may set one
of them to any fixed value. The equation system is thus of size 2n x (2D — 1 + V).
Polynomial model. Calibrating a general model requires many data points to
obtain precise and accurate results, i.e. to avoid over-fitting. Otherwise, relying on a
more restricted model may give Setter results. In [152], a polynomial model was used
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to represent the relationship between focal length and radius d. Our formulation can
also be trivially modified to use polynomials for fd as well as vd. For N$VP cameras,
it turns out that in practice, estimating the fully general model can be unstable
because of the focal length—displacement ambiguity mentioned in §5.2.2. The result
is that both fd and v are not smooth functions for small radius values d. Instead
of relying on smoothing terms (whose weight are difficuit to set) to circumvents this,
we prefer using polynomials.
The above method is referred to as “HB” in the rest of the paper.
5.4 Computing the Distortion Center
Until now, we have assumed, for both algorithms, that the distortion center was
known; this information was used to select the distortion circles. Remind that the
distortion center is also the principal point of the camera in our model. Tests with
noiseless simulated data showed that the calibration may be quite sensitive to a bad
choice of distortion center; indeed, as for real cameras, using the image center as an
approximation was not satisfying in general. Hence, the distortion center should be
estimated as part of the calibration process. Note that using Hartley-Kang’s algo
rithm is not satisfactory in general (see discussion below and §5.9). The sensitivity of
calibration we observed in simulations suggests that it should be possible to estimate
the distortion center rather reliably, which was confirmed in practice.
Algorithm. We used the following heuristics to define an optimization criterion for
the distortion center. Let us apply the lAC approach of §5.3.2 with several images
as input. The plane-based calibration for each distortion circle is then capable of
estimating a principal point, besides the focal length fd. It seems plausible that the
better the assumed distortion center was, the doser the estimated principal points will
be to it. Since plane-based calibration is applied on images centered on the assumed
distortion center, we can consider the average distance of the estimated principal
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(d) 3.5mm (e) cata-l2mm (f) 8mm
Figure 5.6. Plots of the goodness measure for the distortion center, obtained
for three tested lens (cJ.5.6). (a,c,e) 60 x 60 grid around the image center
(yellow meaning smaller). (h,d,f) One suce per plot, through the respective
minimum.
points (one per distortion circle) as a measure for the goodness of the center.
Figure 5.6 shows the values of this measure, computed for distortion center posi
tions on a 60 x 60 grid around the image center, for real cameras. The shape of the
cost surface indicates that we can find the optimum distortion center using a simple
steepest descent type method. We implemented such an approach that accurately
finds the distortion center within a couple of minutes of computation. Note that the
second column of figure 5.6 shows that, although the principal points used to plot
it were computed individually per distortion circle, they are very densely clustered
(average distance to assumed distortion center of less than 3 pixels). This suggests a
high stability of the calibration.
Discussion. Compared to other approaches, our optimization criterion is chosen to

















find the best optical axis. Thus, the distortion center is very apparent to a principal
point in a pinhole camera. This formulation is also used in [45, 156, 157]. Our
criterion is different from the one in image-based distortion functions, where the
distortion center (together with the distortion function) is chosen to maximize the
linearity of rectified une images [36, 61, 152, 181]. However, the latter is not optimal
when the camera is N$VP since image rectification is not possible. For this reason, the
distortion center computation will not 5e included in the comparison with Hartley
Kang’s approach.
5.5 Practical Issues
5.5.1 Dense Camera—Plane Correspondences
The easiest approach we found to get dense correspondences between the calibration
plane and the camera is to use a fiat screen. We used a simple coded structured light
algorithm [122], which consists in displaying a sequence of patterns of horizontal
and vertical black and white stripes of varying thickness on the screen to encode the
position of each screen pixel (cf.fig. 5.7). Then, for each camera pixel, we identify the
corresponding position on the calibration plane by decoding the observed intensities
in each pattern. When performed in a controlled environment (low-constant ambient
lighting, screen of high contrast and resolution), the accuracy of such a method is
rea.sonably good (around +2 pixel of error on average). Since the points located
on the distortion circles are given in floating point coordinates, we compute their
correspondences by a weighted sum of the correspondences recovered for the four
closest image pixels. Besides allowing dense correspondences with the calibration
plane, these approaches render trivial the problem of recovering the structure of the
calibration plane. This is as opposed to using calibration grid images where grid
points must 5e automatically extracted and identified. This is especially difficult




Figure 5.7. Projected patterns for correspondences are horizontal and vertical
black and white stripes. Images taken with (a) the Goyo 3.5mm, (b) cata
dioptric, and (c) paracatadioptric camera (cata-l2mm).
5.5.2 Omnidirectionat Cameras
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There are several issues worth mentioning for omnidirectional cameras. If the fieÏd
of view is larger than 1800, then sorne distortion circles will have viewing cones
that actually approach planes. For the RCC approach, this means that fitting the
calibration conic may become unstable. These cases eau 5e deteeted as the ones
whose correspondences on the calibration plane are close to collinear. They can
then be discarded from the actual calibration procedure and we may attribute them
an unknown focal length. However, if one is able to find the radius for which the
correspondences are collinear, the radius U where equals O is known. This is a very
strong constraint on the system that should he enforced.
In the case of the homography-based algorithm that uses ail matches simultane
ously, no speciai attention is needed. The only difference concerns the determination
of the correct rotation matrix among the four possihilities. Instead of making sure
that all fd and t are positive, we only require fd0 and to he positive; other focal
lengths fd may indeed be negative.
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5.5.3 Non-tinear optimization
Because fd is a function of the radius in the distorted image, it is not straightforward
to perform the projection of a 3D point into the image (as opposed to the backpro
jection of image points to 3D). This means that (5.18) can not be used directly to
perform a non-linear optimization of the calibration unknowns. $ince the focal length
function can not be inverted when it crosses zero, it is preferable to define the dis
tortion in terms of view angle As seen in figure 5.13(b), this function is generally
simple, so easily invertible. Given this function, the radius of the image of a 3D point
is computed from the angle between the optical axis and the line spanned by the
optical center and the 3D point. The non-linear optimization is then performed with
9d instead of fd.
The N$VP case can not be handled as simply, since there is no single optical
center relative to which to compute the angle O. In this case, we use (5.18) and
estimate a radius d associated to each 3D—2D correspondence, along with the other
parameters. This yields a sparse non-linear problem.
We may also enforce monotonicity on fd and 0d For example, this can be doue
approximatively by adding terms to the cost function, of the form:
2(fd-fd+sI-(fd-fd+s)) ,s>0
which is a quadratic penalty if the constraints are not enforced, but gives O otherwise.
5.6 Experiments
We tested our approaches using different types of cameras with simulated and real
data. They were also compared to Hartley-Kang’s algorithm [61] (referred to as
“HK”). Since the model they tise is not identical to ours, the comparison is limited to
certain aspects. These differences are the topic of Appendix 5.9.
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5.6.1 Simulation
SVP cameras. We simulated two types of cameras: wide-angle with small ra
dial distortion and fisheyes with large distortion3. The focal length (and distortion)
function of each type of cameras was built randomly via monotonically decreasing
polynomials of fifth degree. We used a image size comparable to our own camera:
1 Mega pixel (see real data). III terms of focal function, the wide-angle cameras were
apparent to our l5mm (fig. 5.13) and we used fd with fo = 1000 + 200 pixels. The
simulated fisheyes were analogous to our 3.5mm, so we used J0 400 + 100 pixels.
In these tests, we assumed a known distortion center and also made sure the camera
was neyer placed in a near fronto-parallel position w.r.t. the calibration plane.
We compared the reprojection error, the error on the pose and on the calibration.
We define the latter as the average difference between the recovered focal function
Id and the ground truth. Our tests showed that ail of them are highiy reiated.
The reprojection errors for the three algorithms w.r.t. noise and the ilumber of used
cameras are shown in figure 5.8. We added Gaussian noise of standard deviation up to
4 pixels to the original data, which consisted of 50 points per distortion circle (which
is rather small compared to the several hundred tistially available from a structured
light dense mapping).
In general, all three algorithms performed similarly. The RCC did not perform
as well as the other ones for the fisheye camera because the data points were not
uniformly distributed around the distortion circles. Hence, the pose estimation was
not as stable. Otherwise, like with the wide-angle camera, the results are comparable
to the other algorithms.
NSVP cameras. We performed an in-depth analysis of the performance of our
algorithms for NSVP cameras. Three aspects were considered. first, how well the
displacement along the optical axis can be recovered under noise. Second, is the
3We did not compare catadioptric cameras with the HK approach because the comparison would
have been unfair.
Figure 5.8. Reprojection errors for the simulated wide-angle and fisheye cam
eras.
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linear N$VP algorithm useful in practice? Third, does the NSVP model overfit when
the camera is actually SVP? We performed our tests using the homography based
approach because it is the only one that naturally enforces both $VP and NSVP
constraints. Two approaches were tested:
1) Initialization using linear calibration based on an $VP assumption, followed by
non-linear optimization of the N$VP model.
2) Initialization as well as optimization using the NSVP model.
The tests were performed on simulated $VP and N$VP catadioptric cameras with
viewpoints moving along the optical axis (fig. 5.9(a,d)). We used 10 different positions
for the plane and added Gaussian noise of standard deviation 1 pixel to the data.
Three hundred points per image were used and polynomial models for the calibration
were used. A typical behavior of the two approaches is shown in figure 5.9. They
lead to the following observations:
• For an SVP camera, both optimizations should lead to similar results (negligible
N$VP);
• For an NSVP camera, enforcing an $VP yields a biased focal length function
(cf fig. 5.9(f)). In some cases, this can be satisfying in terms of reprojection
error, like for one our real cameras ( cf .5 .12);
• When the model is refined to include td, the optimization might not converge
to a satisfying minimum;
• If the camera is NSVP, the second approach should perform better, but only if
the noise is sufficiently low (cf.fig. 5.9(d)). Otherwise it can result into worse





















Figure 5.9. The two optimization algorithms (see text for details) with simulated
data. (a)+(b) The recovered dispiacement td. (c)+(d) The error distribu
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Several camera configurations were tested. first, a CCTV Basler A2Olbc was com
bined with a fisheye Goyo 3.5mm lens, to an 8mm Cosmicar lens with small distortion
and to a RemoteReality catadioptric lens combined with a 12.5mm Cosmicar lens
(referred to as “cata-l2mm”). $econdly, a Canoil $LR was combined with a fisheye
l5mm lens and to a O-360 catadioptric lens combined with a 3Omm lens (referred to
as “cata-3Omm”). In ail cases, the calibration plane of known Euclidean structure
was a 20 inch LCD screen. The number of calibration views was between 8 and 10
for the different experiments.
Figure 5.13(a) gives the computed focal length of the l5mm, 3.5mm, cata-l2mm
and cata-3Omm, w.r.t. the distance d to the distortion center, using ail methods.
These are the functions that were recovered without further optimization based on
the reprojection error. Table 5.2 shows the average reprojection errors of the three
algorithms for all cameras. In many cases, the cameras could be calibrated from a sin
gle image of the screen (cf.fig. 5.11 for the RCC), aithough in general, we recommend
using at ieast five images for good stability. Remind that our structured light based
matching provides a large number of correspondences. The catadioptric cameras were
calibrated with ah the approaches (except for Hartley-Kang’s approach where only
the portion of the image corresponding to forward cones was used) with very similar
resuits (cf.fig. 5.13). The RCC gave very accurate results, however only with a limited
number of planes. The difficulties arose when not enough data were available to ailow
a good fitting of the caiibration conics. We handled this by dropping these planes
and use oniy the other ones.
If discrete values for fd are computed, instead of e.g. a polynomial function,
then only a subset of distortion circies are used for calibration; others can then be
extrapoiated or interpolated from a polynomial fitting of the data. Let us define




Figure 5.10. Image rectification for the Basler camera with the 12.5mm lens
and the RemoteReality Iens (cata-l2mm). (a) Original image. (h) Rectified
image for a rotated view.
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Table 5.2. Comparison of the average reprojection errors. NL refers to non
linear optimization. For the catadioptric cameras, we only used distortion circles
corresponding to forward looking viewing cones, to be able to compare with
Hartley-Kang’s approach.
Algorithms
Cameras RCC RCC+NL HB+NL HK HK+NL
cata-l2mm 4.76 1.33 1.31 0.97 5.28 0.89
cata-3Omm
— 1.42 1.33
3.5mm 6.89 1.15 1.46 1.06 2.53 1.16
8mm 10.74 3.01 6.64 3.08 10.92 3.10
Canon l5mm 0.56 0.48 0.51 0.48 0.51 0.48
(corresponding to the distortion center) is 0. This constraint is due to the symrnetry of
the distortion model. Another criterion is that the function should be monotonically
decreasing. This last constraint is not directly enforced in our algorithms. However,
this didn’t seem to be an issue in our tests. In practice, polynomials of degree
5 appeared to 5e sufficient. To handie the ca.se of omnidirectional cameras more
appropriately, the interpolation is carried out with the view angle instead of the focal
length. In this case, a monotonically increasing polynomial passing through O can
also be fitted (see fig. 5.13(b)).
Both catadioptric cameras cata-l2mm and cata-3Omm are typical examples of
configurations yielding multiple viewpoints. Indeed, both mirrors are parabolic and
the mounted lenses are perspective [146]. However, only the second one was found
to be NSVP (cf.fig. 5.12 and table 5.3). We conjecture that although our 12.5mm
camera is not orthographie, it has a field of view sufficiently small to provide a. locus
of viewpoints very close to a single effective viewpoint. To verify our hypothesis, it
would Se useful to perform the test with more specialized equipment like in [146].
Evaluating the results hased on the reproection error can lead to hiased conclu
sions in the case of a generic model. Indeed, the model offers more freedom which
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Table 5.3. Comparison of the average reprojection error for different constraint
of the viewpoint. ‘L’ refers to the linear algorithms and ‘NL’ to non-linear
optimization of the parameters.
Algorithms-Constraints
N$VP afterCameras $VP-L SVP-NL NSVP-L NSVP-NL$VP-NL I I
cata-l2mm 1.65 1.08 1.06 I 1.58 1.12
cata-30mm 2.22 1.93 1.73 1.42 1.33
Table 5.4. Result for pose estimation. The camera was moved to three positions
with known relative motion. Coefficients pj and denote the distance (in
centimeters) and relative angle (in degrees) between camera positions i and j.
_____Position_____
Angle
Algorithms Poi P12 P02 O1 a12 a02
Ground truth 5 5 10 0° 0° 0°
RCC 4.94 5.00 9.93 0.83° 0.1° 0.92°
HB 4.90 4.94 9.85 0.79° 0.79° 1.6°
HK 4.90 4.96 9.86 0.84° 0.68° 1.51°
allows to fit the data better. Meaningful quantitative resuits were obtained for the
Goyo 3.5mm lens, using a pose estimation procedure. Using a translation stage,
the camera was moved to three positions with known relative motion (no rotation,
known translation). Using the calibration information (ohtained using other images),
the pose of the camera relative to the calibration plane vas computed for ail three po
sitions. From this, the relative motions were computed and cornpared to the ground
truth. The results presented in table 5.4 show a good stability for ah methods.
Images from three panoramic cameras were rectified hased on the calibration
results (cf.fig. 5.15 a.nd .5.10(a,h)). For the wide-angle Goyo lens and the cata
l2mm, the results seem to be very good, even towards the image borders (cf.the
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inset images in fig. 5.15(b) and 5.10(b)).
Finally, a home-made catadioptric device built from a fujinon 12.5mm lens pointed
at a roughly spherical mirror was tested (cf.fig. 5.14). Although its radial configura
tion was not perfect, the distortion center could be found and a satisfying calibration
could be obtained with our methods. The “HB” approach gave the best resuits 5e-
cause it could take advantage of up to eight images, which is more robust to the
imperfect configuration of the camera. The rectification is surprisingly good for a
large part of the image, especially around the borders (cf.fig. 5.15(a,c)). The re
maining distortions in the center were found to be caused by a small bump on the
“mirror’s” surface.
5.7 Summary and Conclusion
We have proposed new calibration approaches for a camera model that may be a
good compromise between fiexibility and stability for many camera types, especially
wide-angle ones. Previous work showed that the RCC approach might have a limited
practical usability because of stability issues. This was because only one calibration
plane could be used directly and because camera position was recovered in two steps:
conic fitting and finding the closest point to a set of viewpoint conics. Both issues
were addressed in this paper and we showed that the use of the RCC approach is very
well suited when performed with only few camera poses. We put a lot of confidence in
or homography-based approach. It can 5e adapted to using a polynomial distortion
model and extended to N$VP configurations. This allows to perform calibration
without a dense plane-to-image matching, unlike the previous approach.
Our experiments also showed that Hartley-Kang’s approach gives very good results
with the benefit that it fias an elegant solution for the distortion center estimation.
However, it cannot deal with NSVP and/or omnidirectional cameras which is one of
the main goals of this work.
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5.8 Appendix: Derivation of (5.10)
We want to derive a formulation for a family of conics that touch in one point and
have identical tangents at this point. We proceed by construction, starting from a
simplifled family which we extend. This family is the one with the X-axis as major
axis, going through (1, 1) with siope 1, given by:
P 0 1
O
—p — 1 0 , p 1/2 (5.23)
1 0 —1
To represent any family of conics tangent at their intersection point, with the X-axis
as their major axis, we only need to operate a simple transformation to the above
family, namely a change of scale in X and Y, and a shift in X:
T
70€ 706
o o ‘I’ o o (5.24)
001 001
where and are positive.
We are not going to prove this, as we are really interested in the corresponding
families of conics in the calibration plane. Converting the above yields more com
plicated matrices than directly applying our transformation to the basic family of
calibration conics. Hence, we are going to do just that, and prove that in SO doing,
we only obtain families of calibration conics whose corresponding viewpoint conics
are tangent at their contact point, with the X-axis as their major axis, and that we




0 2p+1 O (5.25)
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which is identical to (5.10). The corresponding famiÏy of viewpoint conics for fixed
values of -y, 6, e is given in (5.11). We can check directly that these conics go through






Conversely, we would like to express the parameters in terms of m, Z > O and







6 = Z , e=—n2—XSn+2,
— n2
where n is aiways between O and We immediately obtain the family of conics
tangent at (X, Z) with slope m.
5.9 Appendix: Hartley and Kang’s approach
The camera model used in Hartley-Kang’s approach for radial distortion is not exactly
the same as ours. A first important distinction is that it does not enforce a distortion
center aligned with the principal point. On the other hand, the algorithm can not
work for catadioptric cameras with a view angle larger than 180°. A main reason is
that for those cameras, if the rectification is modeled as an image displacement, it is
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not a monotonie funetion [152]. Indeed, the dispiacement tends to infiuity when the
view angle gets close to 180°. It then shifts to minus inftnity and slowly tends to 0.
This behavior breaks the assumption underlying the approach when computing the
distortion function.
Figure 5.11. Calibration with the RCC approach. (a) Fitted ellipses for the
Goyo 3.5mm lens and (b) Corresponding hyperbolas, computed intersection
and optical axis (gray une). (c) For the cata-l2mm camera, the intersection
between the calibration plane and the cones yielded ellipses and hyperbolas,
constraining the viewpoint to lie respectively on hyperbolas anti ellipses. (d)
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Figure 5.12. The two optimization algorithms (see text for details) with our
catadioptric cameras. (a)+(b) The recovered dispiacement td, (c)+(d)




























Figure 5.13. (a) Recovered focal length (in pixels) for the three algorithms (after
polynomial fitting of the data). (b) Recovered view angle (in degrees). These
calibration curves were obtained without optimization based on the reprojection
error. Performing such an optimization leaU to very similar resuits in general.
Observe that for the catadioptric cameras there are negative focal tengths,
meaning that their view angle is larger than 1800.
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Figure 5.14. Home-made catadioptric camera built from a Basler A2Olbc camera





Figure 5.15. Image rectification. (a) Original images. (b) Rectified image for
the Goyo 3.5mm. (c) Rectified image for the home-made catadioptric camera.
Small inset images show rectification of the border regions.
oChapitre 6
CALIBRAGE ET AUTO-CALIBRAGE DE CAMÉRAS
OMNIDIRECTIONNELLES À L’AIDE D’IMAGES DE
LIGNES
6.1 Introduction
Dans ce chapitre, nous ne nous intéressons qu’aux caméras à projection centrale.
Par conséquent, l’objectif de toute méthode de calibrage ou d’auto-calibrage est celui
de corriger les images de telle sorte que la projection de toute droite 3D résulte en
une droite.
À partir de ce constat, il est naturel de construire des algorithmes’ utilisant l’image
de telles courbes. L’origine de ces images de lignes permet alors de préciser le type
de méthode. Si les images de lignes sont obtenues à l’aide d’un objet connu, on parle
alors d’une méthode de calibrage. À l’opposé, si les courbes sont obtenues dans des
images naturelles, il s’agit d’une méthode d’auto-calibrage. Idéalement, la détection
de ces courbes devraient se faire de façon complètement automatique. Au chapitre 7,
nous proposons une solution basée sur le suivi de points saillants ne nécessitant pas
explicitement d’images de lignes.
Organisation
Nous décrivons tout d’abord quelques méthodes de calibrage ou auto-calibrage




6.2 Méthodes de calibrage ou d’auto-calibrage
Notation
Dans toutes les méthodes, la projection d’une ligne (distordue) dans une image est
notée L et elle représente un ensemble des points d. Nous utilisons parfois l’indice
j lorsqu’il y a plusieurs ligues.
6.2.1 Méthode basée sur tes serpents
Kang fut le premier à proposer une approche utilisant des images de lignes [71].
Elle utilise les serpents2, i. e. un ensemble de pixels connectés entre eux, pour la
détection de courbes dans les images. À chaque serpent est associée une fonction
d’énergie qui est minimisée lorsque celui-ci est aligné avec un contour. Kang propose
d’ajouter à cette fonction d’énergie une pénalité associée au modèle de distorsion
radiale : que le serpent, après rectification, soit une droite. L’algorithme procède de
manière itérative pour estimer des serpents dans des images et les paramètres de la
fonction de distorsion.
6.2.2 Méthode pour te modèle angle de vue
Devernay et Faugeras proposent une méthode permettant d’auto-calibrer le modèle
angle de vue qui peut être combiné à un modèle polynômial (cf.4.3.5) [36]. Elle
procède par optimisation non-linéaire d’un critère de linéarité de points rectifiés pro
venant de l’image d’une ligne. Cependant, leur approche ne nécessite pas un pa
ramétrage explicite de la ligne rectifiée, i.e. seuls les paramètres de la fonction de
distorsion sont inconnus, simplifiant du coup l’initialisation de l’algorithme. Pour les









2’ IsinJ = 1/2—, cos= 1/2—.
est égale à zéro si tous les points sont colinéaires. Bien sûr, ce sont les paramètres
de distorsion permettant de rectifier les points j5’ qui sont recherchés. Il suffit donc
de remplacer (x.y)T par LU() dans /2 et de minimiser la somme pour toutes les
lignes
arg min
où, j est l’indice associé à différentes lignes et K est le vecteur des paramètres de la
fonction Lu. Une heuristique de détection de courbes dans les images, combinées à
un méthode itérative robuste permet le calcul des paramètres de distorsion.
Cette approche s’applique à n’importe quel modèle de distorsion du moment que
les courbes sont rectifiées dans l’image. Pour cette raison elle ne fonctionne pas pour
les caméras omnidirectionnelles. Nous avons testé cette méthode aux chapitre 7.
6.2.3 Méthode optimate par tes distorsions radiale et tangentiette
Swaminathan et Nayar proposent d’utiliser un critère d’erreur géométrique dans
l’image original, plutôt que dans l’image rectifiée [147]. En principe, la rectification
d’un point p’ devrait se retrouver sur une ligne, notée l, i.e. p’ = L(p’) et
o. À cause de l’erreur sur la détection de la courbe, une approche classique consiste
à minimiser la distance au carré du point à la ligne d2(PL, pi). En pratique, il est
préférable de minimiser un critère dans l’image de départ, là où l’erreur de détection
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des courbes est produites. Pour ce faire, chaque point p est associé à un point f
situé sur la ligne lU. On cherche ce point et cette ligne de telle sorte que le point
distordu Ld() est le plus proche possible de . Pour l’ensemble des points sur
ceci revient à minimiser
II — tel que 1UTp O
avec une méthode itérative avec contraintes linéaires §3.4.7. On peut bien sûr employer
plusieurs lignes à la fois. Pour diviser le nombre de paramètres par 2, les auteurs
proposent aussi d’utiliser un déplacement radial seulemellt, i.e. remplacer f par
6.2.4 Méthodes pour le modèle catadioptrique unifié
Geyer et Daniilidis, et Barreto et aï. proposent des méthodes d’auto-calibrage
du modèle catadioptrique unifié (cf.4.4.1) [11, 45]. Ces méthodes comportent deux
étapes et sont basées sur le fait que la projection d’une ligne dans l’image donne
toujours une conique. D’abord, les paramètres d’une conique sont estimés pour chaque
courbe L4. Ceux-ci permettent ensuite d’estimer les paramètres internes du modèle.
Par exemple, dans le cas d’une caméra parabolique—orthographique, les cotirbes £4
Tsont necessairemellt des arcs de cercle. Notons (ui, v) et ri, respectivement, le centre
et le rayon de chacun de ces cercles. On peut retrouver les paramètres internes de la
caméra, i.e. le centre de distorsion (c’, c)T et la focale f en solutionnant
argmin ((ui — e1)2 + (v — c)2 +4f2 — r).
Des algorithmes similaires existent pour d’autres configurations, incluant les caméras
fisheye [173].
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6.2.5 Méthode TOUT te modèle angutaire potynômial
Ying propose plusieurs méthodes d’auto-calibrage basées sur des images de lignes [172,
177] ou de sphères [174, 175, 176]. L’une d’entre elles permet de calibrer le modèle
angulaire polynômial (cJ.4.3.6) sans minimiser directement l’erreur de correction des
lignes dans l’image rectifiée, comme proposé par Devarnay et Faugeras (cf.6.2.2). À
la place, l’image est rectifiée sur une sphère faisant en sorte que le critère de rectifi
cation s’appuie sur le fait que les points d’une ligne doivent être alignés sur un plan
passant par l’origine de la sphère. Pour initialiser le centre de distorsion et le ratio
d’aspect de la caméra, Ying propose d’utiliser la bordure elliptique de l’image (voir
figure 1.1). Pour la distorsion, il emploie une méthode similaire à Kannala et Brandt,
utilisant les spécifications du fabriquant de l’objectif de caméra [72].
6.2.6 Méthodes pour te modèle rationnel
Clauss et Fitzgibhon proposent une méthode d’auto-calibrage pour le modèle
rationnel [33]. Comme pour les méthodes s’appliquant au modèle catadioptrique
unifié, celle-ci exploite la propriété voulant que la projection d’une droite donne
nécessairement une conique. Rappelons que pour ce modèle, un point est rectifié




où, t est la ligne rectifiée. Il s’agit aussi de l’équation implicite d’une conique, où C
est un vecteur des paramètres, qui peut être être estimée à partir des points de la
courbe. Par construction, nous avons que
C = AT1,
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ce qui peut être généralisé pour le cas à plusieurs images de lignes
[c’ . Cn]=A[11...1Ti]
C(6xfl) L(3x)
où, n est le nombre de coniques et C est de rang trois lorsque les coniques sont estimées
sans erreur. Puisque C contient toujours des imprécisions, A et 1 sont estimés de
façon à minimiser le critère algébrique lIC
— ALII. Il s’agit d’un problème classique
de factorisation de matrice (pleine) se résolvant à l’aide de la SVD (cf .3.5.1).
6.3 Contributions
Les principales faiblesses ou inconvénients des méthodes décrites ci-haut sont de
trois types
— elles nécessitent l’optimisation d’une fonction non-linéaire à partir d’aucune ou
d’une très approximative solution initiale;
— elles requièrent de long segments de ligne afin de permettre une estimation
précise de coniques;
— elles sont mal adaptées aux caméras omnidirectionnelles, assumant que les pixels
rectifiés sont situés dans le plan image, i.e. dans R2.
Au prochain chapitre, nous proposons une approche qui remédie à ces lacunes. En
faisant l’hypothèse que le centre de distorsion est connu de façon approximative (une
hypothèse raisonnable très courante), nous montrons qu’il est possible d’auto-calibrer
des caméras centrales ayant des distorsions radiales symétriques en utilisant une fonc
tion paramétrique ou discrète (cf.4.5.3).
oChapitre 7
SELF-CALIBRATION 0F A GENERAL RADIALLY
$YMMETRIC DISTORTION MODEL
Cet article [152] a été publié comme l’indique la référence bibliographique.
With kind permission of Springer Science and Business Media.
Tardif J.-R, Sturm P., Roy S., Seif-calibration ofa general radially symmetric
distortion model, dans European Conference on Computer Vision (ECCV),
Graz, Autriche, pp. 186-199, Mai 2006.
Abstract
We present a new approach for seif-calibrating the distortion function and the dis
tortion center of cameras with general radially symmetric distortion. In contrast
to most current models, we propose a model encompassing fisheye lenses as well as
catadioptric cameras with a view angle larger than 180°.
Rather than representing distortion as an image dispiacement, we model it as a
varying focal length, which is a function of the distance to the distortion center. This
function can be discretized, acting as a general model, or represented with e.g. a
polynomial expression.
We presellt two flexible approaches for calibrating the distortion function. The
first one is a plumbline-type method; images of hue patterns are used to formulate
linear collstraints on the distortion function parameters. This linear system can be
solved up to an unknown scale factor (a global focal length), which is siifficient for
image rectification. The second approach is based ou the first one and performs self
calibration from images of a textured planar object of unknown structure. We also
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show that by restricting the camera motion, seif-calibration is possible from images
of a completely unknown, non-planar scene.
The analysis of rectified images, obtained using the computed distortion functions,
shows very good resuits compared to other approaches and models, even those relying
on non-linear optimization.
7.1 Introduction
Most theoretical advances in geometric computer vision make use of the pin-fiole
camera model. One benefit of such a model is the linearity of the projection which
simplifies multi-view constraints and other structure-from-motion computations. Un
fortunately in many cases, this model is a poor representation of how the camera
samples the world, especially when dealing with wide angle cameras where radial
distortion usually occurs. In addition to these cameras, catadioptric devices (i.e.
cameras pointed at a mirror) also admit a very large field of view. Their image dis
tortion can also be seen as a type of radial distortion, although, in general, it cannot
be modeled with traditional models. This is because the view angle of these cameras
can be larger than 180e, which is not compatible with the usual image-disptacement
approach. The effect of radial distortion is that straight hues in the scene are not in
general projected onto straight lines in the image, contrary to pin-hole cameras. Many
cahibration algorithms can deal with distortion, but they are usually tailor-made for
specific distortion models and involve non-linear optimization.
In this paper, we introduce a general distortion model, whose main feature is
to consider radially symmetric distortion. IViore precisely, we make the following
assumptions on the camera projection function:
. the aspect ratio is 1,
(D
• the distortion center is aligned with the principal pointa,
• the projection function is radially symmetric (around the distortion center),
• the projection is central, i.e. projection rays pass through a single (effective)
optical center.
Given the quality of camera hardware manufacturing, it is common practice to assume
an aspect ratio of 1. As for the second and third assumptions, they are made to ensure
our model is consistent with both catadioptric devices and regular fisheye cameras.
Finally, a central projection is assumed for simplicity even for very large field of view
cameras [6, 173] in which a non-single viewpoint might be induced by the lens [21],
or hy a misaligned mirror [146].
Our full camera model consists therefore of the position of the distortion center
and the actual distortion function that maps distance from the distortion center
to focal length. This model, together with the above assumptions, fully represents
a camera projection function. It is a good compromise between traditional low
parametric camera moclels and fully general ones, modeling one projection ray per
pixel [54, 145], in terms of modeling power and ease and stability of calibration. The
model is indeed general enough to represent cameras of different types and with very
different view angles.
Problem statement. In this paper, we intend to soïve the proposed model relying
on images of collinear points in space. Our algorithm makes no assumption on the
distortion function and on the distortion center position. Only a rough initial value
of the latter is needed.
Organization. A short review of the most popular distortion models is presented
in the first section. The model we adopt is presented in §7.3. In §7.4 we propose a
We wifl see that this constraint may be dropped in sorne cases.
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plumbline method for calibrating our model using images of collinear points. Based
on this, we propose a plane-based seif-calibration approach, in §7.5. finally, the
performance of our methods is analyzed and compared to another similar approach
[36].
7.2. Related Work
As the fleld of view of a camera lens increases, the distortion ocdurring in the captured
images becomes more and more important. Traditionally, researchers have sought
new models with more degrees of freedom and compiexity. These models include
the traditional polynomial model [60] (which can he combined with a field of view
model (FOV) [36]), division [39] and rational [40]. Most of the time the models are
calibrated using non-linear optimization of either a full projection model from points
located on a calibration ohject [181] or a homography mapping from a planar grid
[40]. Recent papers have also shown that radial distortion modeis can be calibrated
lineariy from a calibration grid [61] of by feature point matching between images
[39, 40, 156, 157].
Other approaches focus only on calibrating the distortion function by imposing
either that a straight hue in space should appear straight in the image [26, 36] or
that spherical objects should appear circular [136].
The afore mentioned models ail apply to cameras with a field of view smailer
than 1800 since the distortion is image-based. They fail to handle data captured by a
camera with a view angle larger than 180°, typical for catadioptric devices. Different
models and algorithm have been speciflcally designed to address these cases [44, 94]
and their parameters have an explicit geornetric interpretation rather than expressing
distortion directly.
Finaily, only few attempts were macle to filld modeis able to deal with dioptric
systems (inciuding radial distortion) and catadioptric ones [9, 173]. The moclel we




We describe the camera model that corresponds to the assumptions explained iii the
introduction. Consider a camera with canonical orientation, i.e. the optical axis is
aligned with the Z-axis and image x and y-axes are parallel to world X and Y-axes
respectively. Our camera model is then fully described by the position of a distortion
center (c’, c)T alld a distortion “function” f : 7?. —* R., sucli that an image point
(x, y)T is back-projected to a 3D une spanned by the optical center and the point at
infinity with coordinates:
[x_c’, y—cy, f(r) o]Try(x_c)2+(y_c)2
The distortion function (it should actually be called “undistortion function”, but we
did not find this very elegant) can for example be choseil as a polynomial with even
powers of r, in which case we have the division model, as used in [39, 156]. The model
also subsumes ftsheye models [41, 128] and cameras of the ‘unified central catadioptric
model’ [44].
In this paper, we use two representations for the distortion function. The flrst one
is a polynomial of a degree cl to be fixed, like in the division model, however including
odd powers:
f(r) = (7.1)
The second one is a discrete representation, consisting of a lookup table of the distor
tion function values at a set of discrete values for r (in practice, we use one sample




Note that a constant function J allows the representation of a pinhole camera with
f’s value a.s focal length. From the above back-projection equation, it is easy to
deduce equations for distortioll correction, also called rectification in the sequel. This
can for example be clone by re-projecting the points at infinity of projection rays
into a pinhole camera with the same optical center and orientation as the original
camera. As for the intrinsic parameters of the (virtual) pinhole camera, we usually
also adopt an aspect ratio of 1 and zero skew; if the distortion center is to have the
same coordinates in the rectified image as in the original one, and if g denotes the
rectified image’s focal length, then the homogeneous coordinates of the rectified point
are:
g O c x—c’
O g ç, y—ç,
O O Ï f(r)
In the following, we introduce a few geometric notions that will be used in this
paper. A distortion circle is a circle iII the image, centered in the distortion center.
Projection rays of points lying on a distortion circle span an associated viewing cone
in space. In our model, all coes have the same axis (the optical axis) and vertex
(the optical center).
Each cone can actually be understood as an individual pinhole camera, with f(r)
as focal length (r beillg the distortion circle’s radius). Geometrically, this is equivalent
to virtually moving the image plane along the optical axis, according to the distortion
fullction. This situation is depicted in fig. 7.1. In the case of a camera with a view
angle larger than 1800, the focal length becomes equal or smaller than zero. In the
zero case, the cone is actually the principal plane, i.e. the plane containing the
optical center and that is perpendicular to the optical axis. Let us cail the associated
distortion circle principal distortion circle. A negative f(T) is equivalent to a
camera with positive focal length, looking backward and whose image is mirrored in
x and y. Typical situations for rectification are depicted in fig. 7.2.
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Figure 7.1. Distortion circles are associated with cones in space. Theoretically,
any point of the image can be projected into a single plane. a) Pixel from a
cone looking forward, b) one from a cone looking backward.
Rectification for cameras with a view angle larger than 1800 cannot be done as
usual: the above rectification operation is no longer a bijection (two points in the
original image may be mapped to the same location in the rectified one) and points
on the principal distortion circle are mapped to points at infinity (fig. 7.2b). It is
stili possible to rectify individual parts of the image correctly, by giving the virtual
pinhole camera a limited field of view and allowing it to rotate relative to the true
camera.
7.4. Plumbline Calibration
In this section, we show that the distortion function J and the distortion center can be
recovered linearly from the images of unes (straight edges) or points that are collinear
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Figure 7.2. Situations where three points are rectitied into collinear positions.
a) Three points corresponding to forward cones. b) One point located on
principal distortion circle, i.e. scene point on principal plane. e) Two points on
forward cones and one on a backward cone.
7..1. Gatibration of Distortion. Function
We obtain linear constraints on the distortion function as follows. Consider the
images of three collinear points, Pi (xi, For now, let us assume that the
distortion center is known and that the image coordinate system is centered in this
point. Hence, r
= I(i, t’i)II is the distance of a point from the distortion center.
Provided that these points should be collinear once rectified, we know that:
X0 X1 X2
Yo Y’ Y2 0 (7.3)
f(ro) f(r;) f(r2)
which eau be written explicitly as a linear constraint on the f(r)’s:
X1 X2 X2 X0 X0 X1
f(ro) +f(r,) +f(r2) =0. (7.4)
Y1 112 Y2 Yo Yo Yi
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If f is of the form (7.1) or (7.2), then this equation gives a linear constraint on its
parameters )j respectively fr.
Constraints can 5e accumuiated from ail possible triplets of points that are pro
jections of collinear points in space. We thus obtain a linear equation system of the
form Ax = O, where x contains the parameters of f (the ‘s or the fr’5). Note that
constramts from triplets where two or ail three image points lie close to one another
are not very useful and hence can 5e negiected in order to reduce the number of
equations. $olving this system to least squares yieids parameters that maximize the
collinearity of the rectified points2. Note that the equation system is homogeneous,
i.e. the distortion parameters are only estimated up to scale. This is natural, as
explained below; a unique soliltion can be guaranteed by setting = 1 as is usualiy
doue for the division model, or by setting one fr to a fixed value.
7..2. CatibTation of Distortion Center
So far, we have assumed the knowledge of the distortion center. In this section, we
show how it can 5e estimated as well, in addition to the actual distortion function. A
flrst idea is to sample likely positions of the distortion center, e.g. consider a regular
grid of points in a circular region in the image center, and compute the distortion
function for each of them using the above method. We then keep the point yieÏding
the smallest residual of the linear equation system as the estimated distortion center.
This approach is simple and not very elegant, but is fully justifled and works well in
practice. Its downside is that the computation time is proportional to the number of
sampled points.
Therefore, we investigate a local optimization procedure, as opposed to the above
brute force one. Let (c’, c) 5e the unknown distortion center. Equatioll (7.3) now
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First, this constraint cannot be used directly for the discretized version of the dis
tortion function. Second, if we use the polynomial model, the constraint is highly
non-linear in the coordinates of the distortion center.
We thus consider an approximation of (7.5): we assume that a current estimate of
the distortion center is not too far away from the true position (I I (c’, ci,) II is small),
so that f can be approximated with (c’, c) = O and
X x—cx)f( ).
Y YCy





which is linear in c1 and c’,,. Once again, combining many constraints leads to an
over-determined linear equation system. The recovered distortion center may not
be optimal because the points are expressed relative to the approximate center and
because of the simplification of (7.5). Hoping that the previous assumptions are appli
cable, this new center should nevertheless improve our rectification. This estimation
is used in a local optimization scheme of alternation type:
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O. Initialize the distortion center with e.g. the center of the image.
Ï. Fix the distortion center and compute the distortion function (7.4.1).
2. Fix the distortion ftmction and update the distortion center (7.4.2).
3. Go to step 1, unless convergence is observed.
Alternatively to using the least-squares cost function based on the algebraic distance
(7.3), we also consider a more geometric cost function to judge convergence in step
3. Consider a set of image points belonging to a une image. From the current values
of distortion center and function, we compute their projection rays and fit a plane as
follows: determine the plane that contains the optical center and that minimizes the
sum of (squared) angles with projection rays. The residual squared angles, summed
over all une images, give the alternative cost function.
7.4.3. Discusszon
The estimation of distortion center and function is based on an algebraic distance
expressing collinearity of rectified image points. Better would be of course to use a
geometric distance in the original images; this is possible but rather involved and is
left for future work.
We briefly describe what the calibration of the distortion function amounts to,
in terms of full metric calibration. First, recall that the distortion function can be
computed up to scale ollly from our input (see §7.4.1). This is natural: if we have
a distortion fullction that satisfies all collinearity constraints, then multiplying it
by a scale factor results in a distortioll function that satisfles them as well. This
ambiguity means that once the distortion function is computed (up to scale) and
the image rectified, the camera can be considered as equivalent to a pinhole camera
with unknown focal length, with the difference that the field of view is potentially
larger than 1800. Any existing focal length calibration or seif-calibration algorithm
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designed for pinhole cameras can be applied to obtain a full metric calibration. A
direct application of such algorithms eau probably use only features that lie inside
the principal distortion circle, but it should be possible to adapt them so as to use
even fields of view larger than 1800. At this step, the second assumption of §7.1 can
also be relaxed if desired: a full pinhole model, i.e. not only focal length, eau in
principle be estimated from rectified images.
7.5. Self- Calibration
We now develop a plane-based self-calibration approaeh that is based on the plumbline
technique of the previous section. Consider that the camera acquires two images of
a textured plane with otherwise unknown structure. We suppose that we eau match
the two images densely; the matching does not actually need to be perfectly dense,
but assuming it simplifies the following explanations. This is discussed below in more
det ails.
We now deseribe how dense matches between two images of a planar scene allow
the generation of line images and hence to apply the plumbline technique. Consider
any radial line (line going through the distortion center) in the first image; the pro
jection rays associated with the points on that line are neeessarily coplanar according
to our camera model. Therefore, the scene points that are observed along that radial
line must be collinear: they lie on the intersection of the plane of projection rays,
with the scene plane. Due to the dense matching, we know the projections of these
collinear scene points in the second image. By considering dense matches of points
along n radial lines in one image, we thus obtain n line images in the other image,
and vice versa. In addition, these line images usually extend across a large part of
the image, bringing about strong constraints.
We now simply stack all plumbline constraints (7.4) for all pairs of images, and
solve for the distortion parameters as in §7.4. Here, we have assumed the knowledge
of the distortion center (in order to define radial lines); the distortion center ean of
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course also be estimated, using e.g. the exhaustive approach of §7.4.2. IVioreover, the
input, once rectified, can be given to a classical plane-based seif-calibration algorithm
to obtain a full metric calibration, using e.g. [163].
Dense Matching. Dense matching can be achieved rather straightforwardly. If the
camera acquires a continuous image sequence, most existing optical fiow algorithms
can 5e applied for successive frames and their resuits propagated in order to obtain
a dense matching between two images with a substantial motion between them. In
addition, the fact that a planar scene is observed eliminates the occlusion problem.
If the scene is not sufficiently textured, but only allows to extract and track sparse
interest points, then we proceed as follows. We extract dominant unes in each image
using a Hough transform of the extracted interest points, and only keep the unes
passing near the current distortion center estimate. These are almost radial lines.
This is illustrated in fig. 7.3, and an example is shown in fig. 7.4a,b. The rest of the
self-calibration is as above.
Constrained Camera Motions. Another way to obtain line images without the
need for linear features in the scene is to acquire images under constrained camera
motions. A first possibility is to carry out pure rotations about the optical center, as
suggested also by [156]. The scene can then 5e assimilated to a plane, and the above
self-calibration method can 5e directly applied. A second possibility is to perform
pure translations (with e.g. a tripod) and to track image points across several images.
In this case, any point track constitutes a line image (an example is shown in fig.
7.4c,d).
7.6. Results and Analysis
We tested our algorithm with data acquired from real and simulated cameras. An 8.0
mm lens, a 3.5mm fisheye lens and a para-catadioptric camera were used. We also
simulated ten cameras featuring distortions from small to very large.
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Discovered colinear feature
Figure 7.3. Dense matching between two images to extract radial unes.
Figure 7.4. (a)+(b) Two images of a planar scene. a) shows interest points
Iying on a radial une in the first image and b) corresponding points in the second
image. (c)+(d) Two images of a general scene, taken with pure translation.
c) shows two interest points in the first image and d) their paths, accumulated
in the last image.
Colinear projection RectifjeUdespite distortion points
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Figure 7.5. Plots of cost functions and optimization paths associated with (a)
eq. (7.5) and (b) eq. (7.6). (c) Distance between minima of these two cost
functions, with respect to distance of current estimate of distortion center from
optimal one. Data from the 3.5mm fisheye lens.
7.6.1. Convergence Anatysis of the Distortion Center Detection
Two aspects of convergence of the plumbline method were evaluated. First, evaluating
if the minimization of the constraints given by (7.6) instead of (7.5) leads to similar
resuits. This is not critical though, as the path of the optimizer needs flot be the
sarne to ensure convergence. On the other hand, if the paths are similar, it suggests
that the convergence pace is flot penalized too much with the simplified cost function.
We proceeded as follows. For samples of distortion center positions in a box around
the initial position, we computed the two cost functions and found their minima (c.f.
fig. 7.5a,h). We see that the functions’ general shapes are almost identical, as well
the positions of their respective minima. Another evaluation consists in initializing
the distortion center randomly around the optimal one and finding the minima of the
two cost functions. Figure 7.5c shows the average distance between these minima, as
a function of the distance of the given distortion center from the optimal one. It is
generally small, suggesting that hoth cost functions may lead to similar optimization
paths.
$econdly, the overail convergence was tested with simulated and real data. In the
first case, three criteria were considered: the number of une images given as input,
Figure 7.6. Precision of the recovered distortion center on simulated data w.r.t.
a) noise and number of unes, b) number of unes and initialization distance.
the amount of noise added to the data and the distance of the given initial distortion
center from the true one. for each simulated camera, up to 11 une segments were
generated randomly, Gaussian noise of standard deviation O to 6 pixels was added to
image point coordinates and these were then quantized to pixel precision. For every
camera, 50 initial values for the distortion center were randomly chosen in a circle of
60 pixels radius around the true position (for images of size 1000 x 1000) and given
as input to the algorithm. This a realistic test considering that for our real cameras,
we found that the estimated distortion center converged to around 30 pixels from the
initial value (image center) in the worst case. The results in fig. 7.6 show that the
number of unes has a much larger impact on the quality of the recovered distortion
center than the noise and the initialization distance. This is especially true when the
number of une is larger than 7.
7.6.2. Pturnbline Catibration
We acquired images of lines with our real cameras, calibrated the distortion and then
performed rectification. Once again, we tested the convergence and also the quality of
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Figure 7.7. Convergence examples of the algorithm for a) the 8.0 mm, b) the
3.5 mm fisheye, c) the para-catadioptric. The density plots show the value
of the cost function explained at the end of §7.4.2, with f computed using
distortion center positions (c’, c) in a box of 60 x 60 pixels around the final
distortion centers. In dark-green, different initializations of the algorithm; in
black, the centers at each step of the algorithm; in purpie, the final centers.
neyer found to 5e an issue, especially for the two dioptric lenses (cf. fig. 7.7). Even
with a really bad initialization of the distortion center, resulting in a poor initial
estimate of the distortion function, the algorithm converged surprisingly fast (fig.
7.9). The distortion functions for our real cameras are shown in fig. 7.8 as well as
rectified images in fig. 7.10 (images not used for the calibration). We compared our
approach with the one presented in [36], mn on the same data. Since that approach
performs non-linear optimization, it can easily incorporate different distortion models.
Resuits for different models are shown in table 7.1; we initialized the distortion centers
with the one that was estimated with our approach and the distortion function as a
constant.
Details are given in fig. 7.11 for the catadioptric cameras. We observe that a
polynomial function did not give satisfying results. Using higher degrees (up to 10)
and changing the distortion function did not give much better results. On the other





Figure 7.8. Calibrated distortion functions for our real cameras. poÏy refers to
(7.1) and gen to (7.2). For the 8.0 and 3.5mm, both representations lead to
virtually identical results (details at table 7.1).
0 100 200 300 400 500
Radius (in pixels)
Figure 7.9. The distortion function of the fisheye lens, at different iterations
of the calibration algorithm for an initial center very far from the true position
(200,400). The final estimate of (512,523) was found in only 5 iterations (image
of size 1000 X 1000 pixels). Subsequent steps were only minor improvements.
the image.
7.6.3. Setf-Catibration from Reat Sequences
Two sequences were tested. III the first one, points were tracked from a fiat surface
tour laboratory floor) with a halld-held camera. In the secolld case, a tripod was
nsed and the camera was translated in constant direction. Overali, the resuits were
satisfying although lot as precise a.s with the direct plumbline technique using images
of actual linear features. Resuits are summarized il table 7.2; values shown were
computed like explained in table 7.1 and using images of actual lines. The distortion





























Table 7.1. Results using our modeis and algorithm (first two rows) and other
models and the non-linear algorithm cf [36]. Shown values refer to residual
distances for fitting unes to rectified points (average and worst case). The
rectified images were scaled to have the same size as the original. For the
catadioptric camera, our approach used ail the points, whereas the others used
only the points corresponding te forward viewing cones (they failed otherwise).
means the algorithm did not converge without careful initialization or gave
very bad resuits.
Models and rectifying equations 8mm 3.5mm catadioptric
Discrete model of (7.2) 0.16 1.03 0.35 T 0.51 7.6
Model of (7.1) with cl = 6 0.16 1.12 0.35 5.5 0.47 6.3
6’ order polynomial 0.16 1.08 0.42 7.0 1.5 14.4
6th order division (non-linear) 0.16 1.08 0.36 5.6 — —
tan(wIlpI) 0.23 4.86 0.54 7.9 — —FOV-model [36]: p 2 tan ( ) J JpJ
FOV-model + 2 order polynomial 0.16 1.06 0.37 6.1
not exactly to the best distortion center. In fact, it was much doser to the image
center. This is explained by the fact that towards the image border, features are much
more difficuit to track: they are smaller and blurry. In this case, they are usually
dropped by the tracking algorithm resulting in less data for large radiuses, where the
distortion is the worst. Consequently, the distortion is a littie bit under-evaluated
and the distortion center less well constrained.
Z. Z. Conclusion
We presented flexible calibration methods for a general model for radial distortion, one
plumbline type method and one for plane-based self-calibration. The methods were
applied for simulated and real images of different cameras (fisheye and catadioptric).
Results are satisfying, in terms of convergence basin and speed, precision as well as
accuracy.
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Table 7.2. Results for the 3.5mm fisheye with data from real sequences (fig.
7.4).
Models plane translation
Discrete model of (7.2) 0.68 8.05 0.55 7.0
Model of (7.1) with ci = 6 0.58 9.7 0.85 14.6
The most closely related works are [156, 157]. There, elegant though rather more
involved procedures are proposed. These start with an even more general camera
model than here, that does not enforce radial symmetry; only after computing and
exploiting multi-view relations for that model, radial symmetry is enforced in order
to compute distortion parameters. Our methods are much simpler to implement,
use radial symmetry directly and can work with fewer images (two for plane-based
seif-calibration). Future work will mainly concern improving the tracking for the




Figure 7.10. Rectification examples. a,b) A 3.5mm fisheye original and rectified
images. c,d) a catadioptric image. The radius of the principal distortion circle


















Figure 7.11. Line images used as input of the algorithms and rectification resuits
for the catadioptric camera (with principal distortion circle found at 329 pixels).
a) Input (only shown for radius smaller than 315 pixels), b) Rectification with
a traditional model of degree 6 (model as in third row of table 7.1), c) with
the polynomial distortion function (7.1) and cl = 6 (the discrete model of (7.2)
gave almost identical results).




MÉTHODE D’AUTO-CALIBRAGE DE DISTORSION
RADIALE PAR POINTS DE CORRESPONDANCE
8.1 Introduction
Les méthodes d’auto-calibrage de distorsion d’image basées sur la rectification
d’images de lignes distordues ont l’avantage de fonctionner, en principe, avec ue
seule image. En pratique, ces méthodes fonctionnent rarement de façon complètement
automatique parce que la détection et l’extraction des courbes est un problème dif
ficile. De plus, elles sont surtout limitées aux environnements urbains où un grand
nombre de droites sont présentes.
Dails ce chapitre, nous présentons des méthodes utilisant de correspondances de
points d’intérêt (ou points saillants) entre deux images ou plus. Ces correspondances
sont généralement obtenues à partir de “descripteurs” de points, invariants au point
de vue de la caméra et assez fiables, même dans le cas d’images très distordues [83, 95].
Par rapport aux méthodes par lignes, l’utilisation de correspondances est plus difficile,
puisque la relation entre les points implique autant les paramètres externes (homo
graphie, matrice fondamentale ou autre tenseur d’appariement) que les paramètres
internes.
Organisation
Plusieurs méthodes d’auto-calibrage par correspondances sont présentées §8.2.
Leur présentation est suivie d’un résumé de nos contributions sur ce sujet §8.3.
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8.2 Auto-calibrage de distorsion radiale avec correspondances
Nous utilisons les vecteurs p et q pour décrire une correspondance entre deux
images et laissons souvent tomber l’indice i. Toutes les méthodes supposent que le
centre de distorsion est connu a priori.
8.2.1 Méthode pour te modèle division à un paramètre (même caméra)
Fitzgibbon développe une méthode numérique d’estimation simultanée de la ma
trice fondamentale entre deux images distordues prises par la même caméra et du





où, k est le paramètre de distorsion. Après manipulation algébrique de la relation
épipolaire PUT Fq’ O on obtient
(D’ + kD2 + k2D3)f = O
T 1T 2T 3T 9 .,,,, -d—dou, f = (F , F , F ) et les vecteurs D R sont constitues d elements de p , q
et k. À partir de plusieurs correspondances, estimer f et k est un problème de valeurs
propres quadratiques’ (QEP) pour lequel il existe des solutions numériques [158]. Cet
algorithme nécessite n minimum de neuf points de correspondances entre les deux
images (huit ddl pour F sans la contrainte de rang et un ddl pour la distorsion).
Kukelova et Pajdla présentent un algorithme permettant de forcer la contrainte de
rang lorsque le nombre de correspondances est exactement de huit [76].
Quadratic EigenvaÏue Pro btern
157
8.2.2 Méthode pour te modète division à un paramètre (caméras différentes)
Barreto and Daniilidis proposent une deuxième solution pour l’estimation du
modèle division à un seul paramètre [101. À la différence de celle de Fitzgibbon,
elle a l’avantage d’être applicable à des caméras ayant des fonctions de distorsion
différentes. Un pixel d = (x, y, z)T est rectifiée selon
p” o (xz,yz,z2 +kII(x,y)II2)T
où, k est le paramètre de distorsion associé à la première image. En plaçant la coor
données homogène au début du vecteur, p” peut se réécrire à l’aide de coordonnées
augmentés2
k O 0 1 IItx,y)112
0100
O 0 1 0
0001 z2
p(pd)
où, p est la fonction d’augmentation. Ceci permet de construire la matrice fondamen
tale
puTFqu _ p(pd)Tp(qd)
où, F est la matrice fondamentale entre les deux vues rectifiées et F, elle aussi de
rang 2, est la relation épipolaire des coordonnées distordues, donnée par
kpkqf kqf3l kqf32 kqf33
kf13 fu f12 fi3




k est le facteur de distorsion associé aux points de la première image et kq celui
associé aux points de la deuxième. En forçant la contrainte de rang a posterzorz,
F peut être estimé à partir d’au moins 15 correspondances. Ensuite, le reste des
contraintes sur la forme de F sont forcées par optimisation non-linéaire.
82.3 Matrices fondamentates mixtes
Faisant suite aux travaux de Geyer et Daniilidis sur la matrice fondamentale
pour les caméras catadioptriques parabolique—orthographique [48, 49], Sturm montre
qu’il est possible de construire des relations bililléaire, trilinéaire et quadrilinéaire
entre les images de caméras perspective, affine ou parabolique—orthographique [144].
Par exemple, il existe une matrice fondamentale de taille (3 x 4) entre des caméras
perspective ou affine avec une caméra parabolique—orthographique.
Ces résultats sont généralisés par Barreto et Daniilidis en utilisant les vecteurs de
Veronese3 [13]
F(p,p) (x2 y2 z2 xz yz
y)T,
pour p = (x y z)T.
Les relations épipolaires sont construites en utilisant F(p’, pci), résultant en des ma
trices fondamentales de tailles (6 x 6) entre caméras catadioptriques parabolique et
hyperbolique, parabolique et parabolique, et aussi entre fisheye et catadioptrique.
Finalement, une matrice de taille (3 x 6) permet l’appariement d’une image distordue
avec une image de caméra perspective, les coordonnées des points de cette dernière
n’étant pas augmentées.
8.2.4 Méthode pour te modèle rationnet
Pour le modèle rationnel, Clauss et Fitzgibbon proposent une matrice fondamen
tale augmentée apparentée à celle de Barreto et Daniilidis (cf.4.5.1) [32]. Elle est
Vernnese map
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où, .F, de rang 2, est la matrice fondamentale radiale de laquelle A et F doivent être
extraits. Notez que pour utiliser des caméras ayant des paramètres internes différents il
faudrait remplacer une des deux matrices A par une matrice différente A’. Ce cas n’est
pas abordé par les auteurs et il semble que la difficulté soit reliée à la décomposition
de .F en A, A’ et F.
8.2.5 Méthodes pour caméra Tadiate JD
Ces méthodes consistent à construire des tenseurs d’appariement entre des vues
de caméras radiales 1D (cJ.4.6.4) [156, 157]. Pour des caméras centrales en rotation
pure, un tenseur trifocal (trois vues) est suffisant, alors qu’un tenseur quadrifocal
(quatre vues) permet l’auto-calibrage de caméras possiblement non-centrales sans
restriction sur leur position et orientation. Rappelons que l’équation de projection de
ces caméras est
)d=M(2t)P, PeIP3,ÏeR2
où, est un facteur d’échelle inconnu. Cette équation signifie que la projection des
points est associée à une ligne radiale dans l’image. Il est possible de formuler des
tenseurs d’appariement entre différentes vues. En effet, pour quatre vues d’un même
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pomt P, on peut construire le système
P
M 1000
M’ 0 1’ 0 0
—)‘ =0.
M” O O Ï” O
—.)“




ce qui signifie que M possède un noyau droit et donc que det(M) = 0. L’expansion
de ce déterminant permet de construire une contrainte quadrilinéaire
ZtitjlkQijkt0
où, Qjkl est un élément du tenseur quadrifocal radial Q de taille (2 x 2 x 2 x 2)
similaire, mais pius petit, que le tenseur quadrifocal classique [160].
En pratique, le cas de caméras dont les axes optiques s’intersectent à l’origine est
encore plus simple, puisque M(0, 0,0, 1)T = (o 0)T Ainsi, on peut simplifier l’équation
de projection
Ïcx M(23)P, P E R3Î e R2
où, est essentiellement une direction. Comme ci-haut, on peut construire une rela
tion linéaire tensorielle pour la correspondance d’une ligne radiale dans trois vues. On
obtient un tenseur trifocal T de taille (2 x 2 x 2). À partir des tenseurs Q ou T, il est
possible de récupérer les matrices de caméra radiale 1D et d’effectuer une reconstruc
tion projective de la scène. Celle-ci est suffisante pour retrouver les paramètres d’un
modèle de distorsion division polynomial [156]. Mieux encore, elle peut être mise à
niveau à une reconstruction métrique permettant l’auto-calibrage complet du modèle
radial 1D de chaque caméra de façon non-paramétrique. Ces deux méthodes ont été
testées au chapitre 9.
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8.2.6 Méthode de Ramatingam et $turm
Ramahugam et $turm présentent une méthode d’auto-calibrage pour le modèle
de caméra centrale radiale symétrique non-paramétrique (cf.4.5.3) [1141 à partir
de deux viles. Leur méthode requiert des correspondances denses entre deux images;
chaque cercle de distorsion doit contenir cinq correspondailces avec la deuxième image.
Leur méthode procède en deux étapes trop complexes pour être décrites en détails
dans le présent document.
8.2.7 Méthode te modèle de caustique
La méthode de Micusik et Pajdla utilise un modèle de caustique similaire à ce
lui introduit par Swaminathan et aÏ. [146] pour effectuer une reconstruction 3D
métrique à l’aide caméras catadioptrique non-centrales [941. Une première reconstruc
tion est obtenue en utilisant une approximation centrale du modèle de projection. De
façon similaire à Fitzgibbon (cJ.8.2.1) [39], l’estimation de la courbure du miroir
et des matrices fondamentales entre les différentes vues est possible en solutionnant
un problème quadratique de valeurs singulières (QEP). Finalement, le modèle non-
central est utilisé pour raffiner la reconstruction par ajustement de faisceaux [164].
8.2.8 Méthode non-paramétrique de Nistér et al.
Nous présentons le résultat principal de la méthode non-paramétrique pour les
caméras ceiltrales, introduite par Nistér et al. [102]. Ici, une fonction de rectification
non-paramétrique f (cf .4.6.5)
f(pd)
peut être calculée lorsqu’une caméra effectue trois mouvements instantanés de ro
tation pure. La position de rectification p’ d’un pixel p” est estimée à partir des
vecteurs de flot instantanés v, i = 1, ..., 3 situés à ce point pour chaque mouvement.
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La base de la méthode est la relation suivante
J(3X2)V(2X3) = _[pU]x
où, V [vy,v2,v3] contient les trois vecteurs de flots et J = i.e. la matrice
(inconnue) des dérivées partielles. Puisque p” est dans le noyau droit de — [pu]
,
il
est aussi dans celui de V et donc aussi dans celui de JV. Par conséquent, on peut
estimer p” par le noyau droit de V.
8.3 Contributions
Le chapitre 9 porte sur une méthode d’auto-calibrage plan de distorsion radiale
symétrique paramétrique ou non-paramétrique, à partir de deux vues et sans utiliser
de correspondances denses. En effet, aucune méthode ne permet d’effectuer cette
tâche les méthodes de Thirthala et Pollefeys requiert au minimum trois ou quatre
vues, et la méthode de Rarnalingam et Sturm nécessite des correspondances denses.
La difficulté du problème provient du fait que l’estimation simultanée des pa
ramètres de distorsion ainsi que de l’homographie reliant les deux vues rectifiées est
un problème bilinéaire non-convexe. Nous proposons une approximation convexe sous
forme d’un problème quadratique avec contraintes d’inégalité (cf.3.3.1 et 3.4.8).
GChapitre 9
PLANE-BASED SELF-CALIBRATION 0F RADIAL
DISTORTION
Cet article [1531 a été publié comme l’indique la référence bibliographique.
© 2007 IEEE. Reprinted, with permission, from
Tardif J.P., Sturm P., Roy S. Plane based seif-calibration of radial distoftion.
à paraître dans IEEE International Conference on Computer Vision (ICCV),
Rio de Janeiro, Brésil, 2007.
Abstract
We present an algorithm for plane-based seif-calibration of cameras with radially
symmetric distortions given a set of sparse feature matches in at least two views. The
projection function of such cameras can be seen as a projection with a pinhole camera,
followed by a non-parametric dispiacement of the image points in the direction of the
distortion center. The displacement is a function of the points’ distance to the center.
Thus, the generated distortion is radially symmetric. Regular cameras, fish-eyes as
well as the most popular central catadioptric devices eau be described by such a
model.
Our approach recovers a distortion function consistent with ail the views, or esti
mates one for each view if they are taken by different cameras. We consider a least
squares aigebraic solution for computing the homography between two views that is
vahd for rectified (undistorted) point correspondences. We observe that the terms of
the function are bilinear in the unknowns of the homography and the distortion coef
ficient associated to each point. Our contribution is to approximate this non-convex
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problem by a convex one. To do so, we replace the bilinear terms by a set of new
variables and obtain a linear least squares problem. We show that like the distor
tion coefficients, these variables are subject to mollotonicity constraints. Thus, the
approximate problem is a coilvex quadratic program. We show that solving it is suf
ficient for accurately estimating the distortion parameters. We validate our approach
on simulated data as well as on fish-eye and catadioptric cameras. We also compare
our solution to three state-of-the-art algorithms and show similar performance.
Cameras with general distortions include pinhole, fish-eyes auJ many single view
.‘.
Figure 9.1. Top: Planar stitching with automatic distortion correction.
Red/dark overlay shows the mosaic’s portion common to ail images. Bottom:
Original images taken with a wide-angle lens.
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point catadioptric devices. The projection ftmnction of such cameras can be seen as the
projection from a (central) perspective camera, followed by a non-parametric dispiace
ment of the imaged point in the direction of the distortion center. This dispiacement
induces a non-linear distortion of the image, i.e. straight unes in space are not imaged
as straight unes unless passing through the distortion center. A very common assump
tion about the distortion is its radial symmetry [12, 39, 46, 61, 72, 114, 156, 157, 173].
It implies that the image dispiacement of a point is a function of its distance to the
distortion center (irrespective of radial orientation). Two other assumptions are the
alignment of the distortion center with the principal point and a unit aspect ratio.
These allow an interpretation of the distortion function not only in terms of image
displacement, but in terms of viewing angle with respect to the optical axis. It is an
effective way of including cameras that have a fteld of view larger than 1800.
Problem statement. We present an approach for self-calibrating this general
distortion model under the above assumptions. The algorithm uses sparse point
matches from at least two views of a plane of unknown geometry, or equivalently,
from cameras with coinciding optical centers observing a general scene. We assume
known distortion centers for the considered cameras.
Organization. In the llext section, we present the most important related work and
discuss the main differences with ours. Then, the camera/distortion model we use is
reviewed iII §9.2. Our main contribution is given in §9.3 to §9.5. Our experiments
and results are discussed in §9.7, followed by the conclusion in §9.8.
Notation. IViatrices are in sans-serif e.g. M and vectors in bold, e.g. y. We tise
homogeneous coordinates unless otherwise stated; a bar indicates a vector containing
affine coordinates, e.g. ii.
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9.1 Previous work
Traditionally, radial distortions have been treated as a lens aberration to be corrected
in the image. Very wide angle lenses had limited applications because of the cameras’
small image resolution. In recent years, this limitation has been overcome. It has led
to different omnidirectional devices such as fish-eye and catadioptric cameras that can
capture large portions of a scene with a high level of detail. In these cameras however,
radial distortion is no longer an aberration, but the resuit of particular designs to
increase their field of view.
For these new devices, new camera models are needed. They can 5e divided into
two classes: parametric and non-parametric. Typically, parametric models have been
designed for specific acquisition devices. Examples of such models are the classical
polynomial model [1321, the division model [39], the field of view model [36], the ratio
nal model [40], stereographic projection [41] and the unified catadioptric model [46].
A recent tendency has been to apply models originally designed for specific types of
cameras to others. It was shown that the unified catadioptric model could also be
applied to regular fish-eyes [12, 1731 and that the polynomial division model could
represent catadioptric cameras [152]. Non-parametric camera models take an oppo
site point of view. In their most general form, each pixel is associated to one sampling
ray [56, 102, 113, 145]. Some researchers have also proposed compromises between
parametric and fully general models [61, 72, 152]. The one we use fits into this cat
egory. It assumes radial symmetry around a distortion center, but no parametric
function is used to describe the distortion.
$elf-calibration of cameras is the problem of estimating the cameras’ internal
and external parameters without using objects of known geometry. Que must make
assumptions about the camera’s internal parameters, e.g. constant parameters or
unit aspect ratio, or about its external parameters, e.g. pure rotation or translation.
This paper considers another common assumption, that the observed scene is planar,
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which, in the context of our approach, is equivalent to seeing a general scene from
a purely rotating camera. We show that a general radially symmetric distortion
function can be estimated using two or more images. The proposed algorithms can
5e used in the context of 3D reconstruction and image stitching, i.e. mosaic building.
The characteristics of the most closely related seif-calibration algorithms are sum
marized in table 9.1. We discuss the difference with the works closest to ours, that of
Thirthala and Pollefeys [156] and that of Tardif et aÏ. [152]. An empirical comparison
is also given in §9.7. The model proposed in [156] will be discussed below. Thirthala
and Pollefeys propose a tensor method to perform a projective 2D reconstruction
of the scene. Given the reconstruction, the distortion parameters can be recovered.
Feature matches in three images of a planar scene are required to compute a trifocal
tensor. In [157], this approach is generalized to a general scene and even non-central
cameras by using a quadrifocal tensor. In some applications, matching pixels between
three views can 5e unwieldy. A typical situation is in mosaic stitching, as seen in
figure 9.1, where the portion of the region common to all images is very small.
In [152], a plumbline approach is proposed. It eau 5e extended to use dense
point features by discovering collinear points. This is the most important weakness
of the approach, making it difficult to reflue the estimate of the distortion center.
Furthermore, it is assumed that many points have (approximately) equal radii, i.e.
distances from the distortion center, which simplifies the problem, or a polynomial
division model is used directly.
9.2 Camera model
Our camera model follows the one of Tardif et aÏ. [152] and Thirthala and Polie
feys [156]. The discrete representation of the distortion function is also related to the
calibration algorithm of Hartley and Kang [61]. We give a brief summary of the geom
etry of such cameras. There are two complementary ways to describe their sampling
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Table 9.1. Summary of different radial distortion self-calibration approaches.
‘Para’ refers to parametric distortion model, ‘mixed’ to algorithms that handle
images with different distortions, ‘dense’ to methods requiring dense matches
and * indicates the methods included in our experimental comparison in §9.7.
References non-para. mixed dense
Barreto et al. [12] x
Claus et al. [40]
Fitzgibbon [39] x
Geyer et aÏ. [47] x
Sturm [144] x
Ramalingam et aÏ. [114] x
Tardif et at. [152]* x x x x
Thirthala et al. [156]* x x
Thirthala et al. [157]* x x
Zhang [180] X X
Ours x x x
function in the case of radial symmetry and a single effective viewpoint. Keeping in
mmd both representations gives the intuition behind the algebraic derivation we use.
The description below refers to figure 9.2. The representation relies on the concept
of radial 1D camera [156]. We consider one image point to which is associated a
radial une 1 joining the point and the distortion center. Let us define the plane
fl formed by this radial une and the optical axis of the camera. $ince the deviation
from the pinhole model occurs along the radial une, the sampling ray associated to
the point must be located somewhere in this plane. The benefit of modeling the whole
camera with a set of such sampling planes is that this circumvents the effect of the
distortion of the camera. On the other hand, the distortion parameters (as well as
the associated constraints like radial symmetry) cannot be recovered in a single step.
A second, more restrictive, description is possible in terms of distortion circles
centered in the distortiofi center [152]. Each circle of radius r is associated to a
right viewing cone C in space. These cones are celltered in the optical axis and
have the camera’s optical center as vertex. The distortion function relates their
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opening angle to the radius of the associated distortion circle. An equivalent and
more convernent representation however is by using a single pinhole camera for each
r5. For a camera in canonical position, the projection function associated to a point
(x, y) is given by:
f O c 0
O fr Cy 0 , T (x_cx,y_Cy), (9.1)
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where (c’, c) is the position of the distortion center. Thus, the image distortion
is described as a dependency of the focal length 011 the radius, or distance to the
distortion center. A zero focal length corresponds to a viewing plane H, i.e. a cone
with opening angle equal to 1800. A negative focal length models a backward looking
cone such as 03. It cornes up when the viewing angle is larger than 1800 like for some
catadioptric or fish-eye cameras. Assuming the distortion center at the origin, the
point can be cundistorted by dividing it by fT, or equivalently by letting (x, f)T
5e its rectified homogeneous coordinates.’ Note that for perspective rectification, it
is sufficient to recover the set of f up to scale. For the most common cameras, f,. is
a smooth monotonically decreasing function. This guarantees that the field of view
is strictly monotonically increasing with respect to the radius. In the following, we
will cail the f,. sometimes focal lengths, sometimes simply distortion coefficients.
9.3 Projective point transfer
We are given a set of correspondences between two images. Our goal is to recover the
distortion coefficient associated with the radius of each of the points of the two images.
Once these are recovered, it is reasonable to assume that the distortion coefficients for
other values of the radius can 5e computed by interpolation, e.g. using a polynomial.




Figure 9.2. Illustration of our camera model. See text for details.
We assume that the distortion center is known. Thus, we can change the coordi
nate system of our images so the origiil coillcides with this center. If both cameras see
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\g) \\f) \\Y] \\vJ
where g and f are the distortion coefficients associated to ji and i. Note that this is
valid even when f and/or g are zero or negative.
It is well kllown that two points of jp2 are identical if their cross product vanishes.
This is typically used to linearly estimate the homography between two views using











bilinear equations in the elements of H and the distortion coefficients:
( y g)Tx (H(u V f)T)
uyh3i + Vyh32 + fyh — guh2i — gvh22 — fgh23
guhii + gvh12 + fgh;3 — uxh31 — vxh32 — fxh33 =rO. (9.3)
uxh21 + vxh22 + fxh23
— ‘Yh11 — vyh12
—
fyhi3
For reasons that will become clear shortly, we use only the third equation. This is
equivalent to considerillg the first camera as a radial 1D and effectively eliminating the
distortion coefficient g. Indeed, we can define the radial hue 1 = (O, O, i)T x (x, y
(_y,x,O)T and verify that (Tf)1 = (x,y,g)(_y,x,O)T = O. Hence, we have:
‘\g)
uXh21 + Vxh22 + fxh23 — uyhyi — eyhl2 — fyhi3 0. (9.4)
Note that g does not appear in the equation anymore. Neither do many parameters
of H. This is not critical however, since recovering the homography between the two
views can be done a posteriori. One could formulate self-calibration as a least squares
problem, i.e. as the minimization of the sum of squares of the term (9.4) over the
available point correspondences. This is a non-convex problem since (9.4) is bihinear
in f, h13 and h23. In the next section, we show how this sum of squares can be
approximated by a convex quadratic program with inequality constraints.
9.4 A convex approximation
In this section, we describe our approximation scheme and provide some theoretical
insight to justify our approach in §9.4.1. We assume that both 13 and h23 are non
zero and fix the scale of H by setting = 1. Degenerate cases are discussed in
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§9.4.2. Thus, (9.4) simplifies to:
‘uxh21 + vxh22 + fxh23 — nyhy; — vyhi2
—
fy 0. (9.5)
Let us replace the only remaining bilinear term fh3 by a new variable: fh3 — o.
This gives:
nxh21 + vxh22 + xa — uyhn — vyhi2
—
fy = 0, (9.6)
subject to c = fh23. (9.7)
With n point correspondences, we get n linear equations and n bilinear constraints
involving h, h12, h21, h22 and2 f, c, i...n. So far, we thus have a linear least squares
problem with bilinear constraints, which is still non-convex. Our approximation is
to replace the bilinear constraints with monotonicity constraints on the jÇ and c.
Let us reorder our correspondence indices j so the j, are in ascending order of their
distance to the origin. We observe that the monotonicity constraint on the f also
applies to the c since they are equal to the f up to a scale h23. Since the sign of h23
is unknown, we have either ci or c <cj+i for ah i. Combining all equations
2 To simplify notations, j in fj is a point index and not the radius as in f,. above.
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subject to fi f2 ... f (9.9)
and either 2 ... > c
or
where D diag(—1, 1). We assume the general case of sparse matches, where none
of the points 4, share the same radius. Consequently, A has more columns than
rows and (9.8) is underconstrained. However, enforcing the monotonicity constraints
provides sufficient constraints as explained in §9.4.1. We compute:
min IIAxI2 (9.10)
subject to (9.9) and f 1.
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The index j is a choice from any of the n points. The constraint fj = 1 avoids the
trivial solution x O and also fixes the overail scale of the distortion coefficients.3
The system (9.10) represents a sparse convex quadratic program since ATA is positive
semi-definite. The optimization of this problem is relatively easy using a modem
numerical package. We used the Matlab CVX interface [52] to SeDuMi [140] which
implements a sparse interior point method. The choice between €ij cj1 and
< aj depends on the sign of 1123. Naturally, it is not known a priori. We thus
minimize both systems and keep the solution giving the smallest residual error.
In general, solving this problem yields a satisfying distortion function. However,
the constraints in (9.7) are not enforced and, under noise, each a/f will give a
slightly different value. One can estimate 1123 as the average of these ratios. However,
we prefer to use the median as it is more robust to errors. Once 1123 iS estimated,
(9.5) becomes linear in the fj and the other entries of H. We cari re-estimate them
with a system similar to (9.10) with inequality constraints for the f only.
One could perform non-linear optimization using (9.3) or another meaningful geo
metric error such as the reprojection error. Note however that the distortion function
is not invertible if the distortion coefficients are (close) to zero. In this case, the repro
jection error in the original images cannot be computed and we are stuck with using
the rectified pixel coordinates. It is preferable to use the projective angle between a
point and its transferred point from the other image to perform the optimization.
Finally, full self-calibration of the camera can be done with already known tech
niques for plane-based self-calibration [163] or for a purely rotating camera [93, 129].
Note that the recovered principal point of the camera need not be identical to the
distortion center. Then, a full 3D reconstruction of the points on the plane (or the
plane at infinity) can be performed, followed by Euclidean bundie adjustment.
Two views of a plane do not allow seif-calibration of the ‘absolute’ focal length.
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V 9•J Justification
Let us first consider the case where some of the considered points have the same
radius. In this case, the number of variables fi and cï goes down. With enougli
points with equal radius, the system becomes overconstrained. In the absence of
noise, its solution is clearly the one we are seeking, and as such, it satisfies the
constraints (9.7). With noise, points with equal radius trivially have the same ratio
In practice, interest points may have similar radius, but usually neyer exactly
identical ones. With the knowledge that the f is smooth and monotonically de
creasing, adding constraints (9.9) provides a reasonable approximation to the above
overconstrained situation.
9..2 Degenerate cases
A first degenerate case occurs when either 1113 or 1123 are (very close to) zero. In
this case (9.5) simplifies to an equation linear in f and the parameters of H. We now
discuss the case where both 1113 and 1123 are zero. A first occurrence of this degeneracy
is when the camera performs a pure rotation around its optical axis. Note, although
the distortion is observable in the image, it is not in terms of point transfer. That
is, an homography (precisely an image rotation) may satisfy the point transfer for
unrectified images.
A more interesting case occurs in ptane-based self-calibration. In this case, 1113 =
1123 = O implies that (o o H (o o i.e. that the centers of distortion
are matching points with respect to the plane homography. Hence, the optical axes
intersect in a point on the scene plane. The converse is also true: if the optical axes
intersect in the scene plane then hy3 1123 0. One observes that (9.5) simplifies
to a linear relation in the upper-left 2 x 2 elements of H. This implies that H can be
estimated up to 3 degrees of freedom. However, it cari be shown that no constraint
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can be obtained on f and g, thus seif-calibration is not possible in this case.
9.5 Regularization
9.5.1 IntervaÏs foT monotonicity constraints
Under noise, the monotonicity constraints of (9.9) can resuit in instability for the op
timization problem. Intuitively, this happens when the distance between two points,
say ij and ii, is smaller than the noise in their coordinates. The effect of the mono
tonicity constraints on the results is that “stairs” eau appear for f and a. We
thus examined different regularization schemes. For instance, replacing f > f with
fi fi — /3i, /3i O and minimizing these new variables a.s part of the problem. But
this did not resolve the issue and increased the computational burden.
We propose a simpler solution: the idea is to replace the hard monotonicity con
straints with interval constraints. The intervals are defined using points with closest
absolute difference of radius above a certain threshold e. Formally, the interval for
the coefficient f corresponding to point É, is fk f f, with k the largest index
such that
— kII > e and with j the smallest index such that 111 — IViiII e.
The same is applied to the c. A rule of thumb for selecting e is to set it larger than
the maximal error of the point transfer. In practice, we set it to 10 image pixels in
all our tests.
9.5.2 Potynomiats and robust computation
Our approach can be easily modifled to directly fit a parametric distortion function
instead of recovering a general one. Our tests suggest however that doing 50 is not
as accurate as performing the fitting of the model on the recovered f in a second
step (see results in §9.7). Nevertheless, the computation time is significantly reduced,
which proves very useful as explained below.
The parametric function eau take any form as long as it is linear in its parameters.
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A typical example is a polynomial. In this case, the relaxation is performed by
replacing f and cj by two polynomials f(r) = 1 + Z=2 )jr and ci(r) = 7o +
with r
=
and modify (9.8) accordingly. Constraint (9.7) requires
that the coefficients of the two polynomials be equal up to a scaling factor 1123.
Similarly a.s before, this is replaced by monotonicity constraints on both polynomials
with respect to the radii of the considered image points. Thus, using polynomials
also implies solving a convex quadratic program. Once again, one cari estimate 1123
as the median of the ratios c(r)/f(r) at every point and use it to re-estimate f(r)
and /,,, 1112, 1121, 1122.
A very important difference with using a discrete function is that ATA is positive
definite. Dropping the constraints and given a sufficient number of points, we obtain
an over-constrained linear least square problem. In fact, without noise and given that
the model is appropriate, the minimum of this problem will automatically respect the
constraints. It is natural to ask whether solving this linear problem would also 5e
sufficient under noise. Our tests suggest that it is indeed a reasonable compromise
that reduces significantly the computation time. We could successfully use this fast
approximation inside a robust algorithm based on random sampling, e.g. RANSAC.
9.6 The case of multiple vfews
When many image pairs between two different cameras are availabie or when both
images were taken from the same one, it is useful to estimate ah 2-view relations in
a single problem. The benefit is that the distortion coefficients of the features from
all images cari 5e combined. To do so, one sorts the distortion coefficients of ail
the views and applies constraints such as in (9.9) or intervals as explained in §9.5.1.
Let H’, ..., Hv 5e the homographes. The only issue concerns the sign of the h3
which induces a choice of constraints in (9.9). Remind that for one image pair, both
positive and negative values of h3 must 5e tested. With V relations, this yields 2”
minimization to solve. A simpler method is to individually solve each homography
in order to get the sig of h3. The joint minimization is solved oiily once with the
obtained signs.
9.7 Experiments
We compared our approach on sirnulated datasets with both Thirthala-Pollefeys tri-
focal teilsor rnethods [156, 157] (referred to as ‘trifocal polynomial’ and ‘trifocal
general’) alld the plumbline method of Tardif et al. [152]. For ouï method, we recov
ered both (discretely sampled) general distortion functions and polynomials of degree
four. In the case of the general function, the interpolation was donc by fitting such a
polynomial to the estimated L.
9. 7.1 Simulation
We sirnulateci several fish-eye auJ catadioptric lenses. Their distortion functions
were randomly generated with monotonically decreasing polynornials. Catadioptric









































0 0.5 1 1.5 2 2.5 3 3.5 4
Noise (std. dey, in pixel, e-2)
(a) Fish-eye
0 0.5 1 1.5 2 2.5 3 3.5 4
Noise (std. dey, in pixel, e-2)
(b) Catadioptric
Figure 9.3. Comparison of the algorithms with respect to noise.
angle was larger than 180°. Note that the tested algorithms take slightly different
input. For our methods and the trifocal teilsor based ones, we generated respectively
2-view and 3-view correspondences. The data for the plumbline method was generated
from the projection of points located on 3D unes. After the distortion function was
recovered, we assumed that the other internai parameters could be recovered with a
conventional seif-calibration algorithm. The error was computed by measuring the
angle between the real back-projection rays and the one from the estimated models,
for 100 newly generated image points.
Two experiments tested the sensitivity to noise and to the size of the dataset. The
first one, illustrated in figure 9.3, used 100 features per view (2-view or 3-view cor
respondences, or points from 3D unes), with added Gaussian noise of varying level.
The second one, illustrated in figure 9.4, used a fixed noise levei of u = 3 x 10_2
with different number of features. Note that iarger error for catadioptric cameras is
expected since their field of view is larger. Our method provides accurate and sta
ble resuits and even outperforms the others in many tests, although using only two
views. A result of our approximation scheme is that the error is not exactly zero in
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Figure 9.5. Computation using a polynomial function ami the minimum num
ber of required matches. Comparison between incorporating monotonicity con
straints (QP) or not (Lin) for a fish-eye lens and a catadioptric device.
portant conclusion is that solving a general chstortion function is better than directly
recovering the polynomial, except when only a small number of correspondences are
available.
Another experiment refers to §9.5.2: we compared the linear and constrained
quadratic formulation for solving a third degree polynomial distortion function using
9 image correspondences (the minimal requirement being 8h). Our resuits, illustrated
in figure 9.5, strongly suggest that this approximation does not substantially worsen
the results.
9.7.2 Real images
$everal real cameras were tested. In each case, between 400 and ZOO correspondences
were automatically found (except in one case) between two images and outiiers were
removed with RANSAC using the linear formulation for estimating a third degree
polynomial.
Figure 9.1 shows a 3-view mosaic built using a l5mm wide angle lens mounted
o 0.5 1 1.5 2 2.5 3 3.5 4
Noise (std. dey, in pixel, e-2)
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on a Canon SLR. Pairwise correspondences were extracted and a global distortion
function was recovered by estimating the homographies relating the views in both
directions.
We also calibrated three omnidirectional cameras: a Nikon 8mm fish-eye lens
mounted on Nikon Coolpix camera, and two different catadioptric cameras. In ail
three cases, two images under pure rotation were used to recover the distortion func
tion, followed by Euclidean upgrade using the method proposed in [129]. The recov
ered distortion functions of the first two cameras are shown in figure 9.6. In ail cases,
the two images couid be combined together in undistorted cubemaps (cf figures 9.7,
9.8 and 9.9). Non-linear optimization was not required to obtain very good results
on image rectification, but was used for accurate stitching of the images.
Finally, our second catadioptric camera was aiso fuily calibrated from two images
of a plane (cf.figure 9.10). In this case, we had to manualiy remove the correspon
dences outside of the plane since the camera displacement was not large enough to
disambiguate perfectly between pure rotation and planar self-cahbration. Image rec
tification is very good, but not as good as in the pure rotation case. Indeed, features
from the plane can cover at most half of each image and are more difficuit to obtain
near borders.
9.8 Conclusion
We have demonstrated a practical solution to plane-based seif-cahbration of radiafiy
symmetric distortion. Our contribution is that it can use sparse point matches from
only two views. Our method provides accurate and stable results based on a convex
approximation of an initially non-convex probiem.
Our future work wifi be focused on applying this idea to perform two-view self















































Figure 9.6. Distortion function for left: fish-eye (see also figure 9.7) right:
0 0.2 0.4 0.6 0.8
first catadioptric camera (see also figure 9.8).
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Figure 9.7. Fish-eye images. Top: Two of the images under pure rotation.
Bottom: The images combined together in a cubemap.
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Figure 9.8. First catadioptric camera. Top: Two images under pure rotation.
Bottom: The images combined together in a cubemap.
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p,
Figure 9.9. Second catadioptric camera. Top: two images under pure rotation.
Bottom: The images combined together in a cubemap.
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Figure 9.10. Plane-based seif-calibration of the second catadioptric camera.
Top: The original images. Bottom: Right image rectified.
oChapitre 10
MÉTHODES DE MISE EN CORRESPONDANCES
DENSES PAR LUMIÈRE STRUCTURÉE
10.1 Introduction
La visioll stéréo est l’une des méthodes parmi les plus populaires pour effectuer
des reconstructions 3D. Elle est ba.sée sur l’utilisation d’au moins deux caméras entre
lesquelles des correspondances denses (la projection d’un même point 3D dans les
images) sont obtenues. Pour chaque correspondance, il est possible d’effectuer une
triangulation : les rayons d’échalltillonage dans chaque caméra sont intersectés pour
obtenir une position 3D. La reconstruction est donc possible lorsque les caméras
sont calibrées, et lorsque le problème de mise en correspondance est résolu. Etablir
des correspondances (de façon passive) entre deux images ou plus est un problème
difficile, entre autres, en raison des occultations, i.e. lorsqu’un point n’est pas vu dans
une image, ou encore e raison du manque de texture à la surface de l’objet. Par
coilséquent, les méthodes nécessitent une certaine forme de régularisation résultant
en des problèmes d’optimisation qui sont difficiles à résoudre [126].
La reconstruction 3D active permet de remédier à cette difficulté en remplaçant
une des caméras par un projecteur multimédia. Ce dernier projette des motifs sur la
scène, permettant d’encoder la position de chacun des pixels de son image. Observés
dans les images de la caméra, ces motifs doivent être décodés pour permettre de
retrouver automatiquement la correspondance caméra—projecteur (figure 10.1). Dans




FIG. 10.1. Principe de mise en correspondances denses par lumière structurée.
Image tirée de [150].
OTganisation
Nous présentons, §10.2, quelques approches de mise en correspondances denses
à l’aide de la lumière structurée. Nous discutons ensuite, §10.3, d’une application
au problème de correction d’images dans un système multi-projecteurs. Finalement,
nous donnons un aperçu des nos contributions, présentées en détails au chapitre 11.
10.2 Méthodes de mise en correspondances denses par lumière struc
turée
Une revue exhaustive de ce sujet est donnée par Salvi et aÏ. [123]. Nous en
donnerons ici qu’un bref aperçu.
En pratique, la triangulation d’un point 3D ne nécessite que la correspondance
entre un point de l’image de la caméra avec une ligne du projecteur (en s’assurant que
l’orientation de la ligne est bien choisie) : cette dernière est donnée par l’intersection
du rayon d’échantillonage de la caméra avec le plan passant par le centre optique du
projecteur et la ligne de l’image. Pour cette raison, le problème est souvent simplifié

















FIG. 10.2. Deux types de codage temporel sur neuf bits.
pour parler des couleurs ou degré d’intensité que chaque couleur peut prendre.
10.2.1 Méthodes tempoTeltes
Les méthodes temporelles consistent en la projection d’une séquence de motifs,
chacun d’eux encodant une partie des coordonnées du projecteur. Elles font donc
l’hypothèse que la scène reconstruite est statique. Les deux types de motif les plus
courants sont
> Code binaire
Ils consistent en deux couleurs ou étiquettes au maximum, typiquement noir
et blanc, chacune d’elle interprétée comme la valeur de O ou 1. Dans le cas le
plus simple, le nombre de motifs est donné par le nombre de bits nécessaires
pour représenter les coordonnées des pixels. Dans chaque motif j, la couleur des
pixels est choisie en fonction de la valeur du bit i de leur coordonnée. Comme
illustré à la figure 1O.2a, ceci résulte en des motifs de bandes de plus en plus
fines pour les bits de poids faible.
(a) Code binaire conventionnel
(b) Code de Gray
Pour chaque image d’un motif prise par la caméra, il faut effectuer une bina-
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FIG. 10.3. Un motif constitué d’un profil gaussien, typiquement utilisé dans les
méthodes à décalage de motif.
risation, i.e. distinguer les pixels blancs des noirs à l’aide d’nn on plusieurs
seuils. Ce processus permet la mise en correspondance avec une précision de
l’ordre du pixel. Une plus grande précision est toutefois possible en analysant le
profil du passage d’une couleur à l’autre, permettant de détecter la bordure des
bandes avec une précision sous-pixel. La binarisation est plus difficile à mesure
que l’image se dégrade, à cause de la présence de bruit ou d’une diminution de
contraste. Cet effet est encore plus important dans les régions de l’image cor
respondant au passage d’une couleur à l’autre. Tel qu’expliqué §11.3, les codes
binaires conventionnels sont assez sensibles à ce phénomène et il est préférable
d’utiliser un type d’encodage appelé code de Gray, illustré à la figure 10.2b [66].
> Décalage de motif1
Ce type de méthode consiste à utiliser une série de motifs (e.g. figure 10.3) iden
tiques mais décalés d’un certain nombre de pixels les uns par rapport aux autres.
Cette technique permet de retrouver les correspondances avec une précision
sous-pixel. Elle ne permet cependant que de retrouver leur bits de poids faibles.
Pour récupérer les autres, il est possible d’utiliser la cohérence spatiale des cor
respondances. Une autre approche consiste à les récupérer en utilisant d’autres
motifs comme les codes de Cray.
10.2.2 Méthodes spatiales
L’objectif des méthodes spatiales est d’utiliser un seul motif, permettant l’ac




FIG. 10.4. Motif de couleurs basé sur une séquence de De Bruijn.
l’opposé des méthodes temporelles, celles-ci supposent que la surface des objets est
relativement lisse. Pour être robuste, elles doivent utiliser le moins d’étiquettes pos
sibles. Pour cette raison, le code de chaque pixel est détermillé par son étiquette, mais
aussi celle de ses voisins. Voici deux types de code fréquemment utilisé.
> Codification de De Bruijn
Une k-séquence de De Bruijn d’ordre n est une séquence de nombres d0,
..., dk_1
où chaque élément est pris parmi un choix de k étiquettes, et pour laquelle
toute sous-séquence de longueur n n’apparaît qu’une seule fois. Par exemple,
une séquence avec k = 5 et n = 3 est [1211
00010020030040110120130140210220230240310203303404104204304411
12113114122123124132133134142143144222322423323424324433343444. (10.1)
Ce type de séquence permet de construire un motif de bandes. Idéalement, le
choix de couleur associée à chaque étiquette devrait faire en sorte qu’elles sont
faciles à distinguer les unes par rapport aux autres [106, 182]. Un exemple basé
sur la séquence (10.1) est donné à la figure 10.4. Le décodage consiste donc à
analyser la couleur du pixel et les (k — 1) couleurs retrouvées dans ces pixels
voisins.
M-array
Un M-array est une matrice M où la valeur de chaque élément est choisie parmi
les étiquettes O à k — 1, et qui a les propriétés voulant que
— chaque sous-matrice de taille (n x m) n’apparaît qu’une seule fois;




FIG. 10.5. Bande horizontale avec encodage direct basé sur l’intensité. Chaque
bande est d’intensité différente.
Elles sont très similaires aux séquences de De Bruijn, mais en deux dimensions,
et sont plus difficiles à générer [96]. Un M-array peut donc être utilisé pour
générer une grille ou un motif de points, où la couleur de chaque élément est
choisie en fonction de la valeur correspondante dans la matrice.
10.2.3 IViéthodes directes
L’encodage direct ne nécessite aucune informa.tioll spatiale ou temporelle. Il est
particulièrement bien adapté aux scènes dynamiques avec des discontinuités. Les co
ordonnées d’un pixel du projecteur sont encodées de façon unique à partir de sa
couleur ou intensité, comme illustré à la figure 10.5. Il y a donc autant d’étiquettes
que de codes. Par conséquent, ces méthodes sont sujettes à plusieurs difficultés. Elles
sont très sensibles au bruit et requiert un calibrage très précis des courbes de réponse
du projecteur et de la caméra. De plus, leurs applications sont surtout limitées aux
objets très pâles.
10.3 Mufti-projecteurs
Nos contributions du chapitre 11 sont grandement reliées au problème d’aligne
ment d’images dans un système multi-projecteurs. Comme ce sujet est hors du propos
de ce document, nous ne donnons ici qu’une très brève description des problématiques
rencontrées dans ce type de système.
La plupart des systèmes multi-projecteurs servent à afficher des images de très
haute résolution sur une surface planaire ou courbée. Chaque projecteur couvre une








ta) Iviontage idéal (b) Système multi-projecteurs
FIG. 10.6. Gauche) Configuration observateur—écran-projecteur idéale, droit)
configuration réelle nécessitant l’alignement d’images.
projeter une certaine image sur l’écran, il faut donc que chaque projecteur connaisse
la partie de l’image qu’il doit projeter et comment la transformer pour qu’aux yeux
des observateurs, l’image apparaisse sans déformation. De plus, il faut que l’intensité
de chaque pixel de l’image des projecteurs soit modifiée pour que les observateurs
distinguent le moins possible les régions couvertes par différents projecteurs.
Nous portons ici notre attention particulièrement sur les aspects géométriques
des systèmes multi-projecteurs dans le cas de surfaces non-planaires. La plupart du
temps, de tels systèmes requièrent un modèle tridimensionnel de l’écran, la position
des projecteurs et leur paramètres internes [115]. Dans le cadre de travaux précédents
cette thèse, nous avons développé un prototype utilisant une approche originale pour
l’alignement des images sans calibrage des projecteurs ou reconstruction explicite
de l’écran [155]. Cette idée a été reprise pour le développrnent du système multi
projecteurs LightT’vVIST [119, 149].




FIG. 10.7. (a)-(b) Image de l’écran vue de l’extérieur de l’écran cylindrique;
(c)-(d) Point de vue de la caméra.
pointée vers l’écran. Dans une situation idéale, comme illustrée à la figure 1O.6a,
un seul projecteur est placé le plus près possible de l’observateur et un écran pla
naire et perpendiculaire à l’orientation de l’observateur est utilisé. L’image projetée
par le projecteur correspond donc à celle observée par la caméra. La configuration
d’un système multi-projecteur est plutôt apparentée à celle illustrée à la figure 1O.6b.
L’approche proposée consiste à obtenir des correspondances denses entre les pro
jecteurs et la caméra. Celles-ci permettent de générer automatiquement une image
(a) Avant correction. Caméra placée au (b) Après correction
centre de l’écran, encerclée en rouge.
(c) Avant correction (d) Après correction
corrigée pour le point de vue de l’observateur. La figure 10.7 montre un système multi
projecteurs panoramique utilisant un écran cylindrique. Pour observer entièrement
l’écran, une caméra catadioptrique est placée au milieu du cylindre. Les figures 10.Ta
et 10.Yb présentent une vue extérieure de l’écran, respectivement, pour des images
non-corrigées d’un échiquier et pour une image corrigée. Les figures 10.Zc et 10.7d
montrent les deux mêmes situations du point de vue de la caméra.
10.4 Contributions
Les méthodes de mise en correspondances denses supposent en général un ratio de
pixel d’environ 1 entre le projecteur et la caméra. Dans un système multi-projecteur
comme celui-ci, à chaque pixel de la caméra correspond un assez grand nombre de
pixels de chaque projecteur (jusqu’à 25). De plus, il y a souvent peu de contrôle sur
l’environnement dans lequel est utilisé le système [1491. Les méthodes traditionnelles
sont assez mal adaptées à ces circonstances.
Au chapitre 11, nous proposons une approche de mise en correspondance basée sur
les codes de Gray. Plutôt que de trouver le code dans chaque pixel par binarisation,
nous calculons une probabilité associée à chacun des codes possibles. Pour réduire
les erreurs potentielles, nous tenons compte de la cohérence spatiale des codes d’un
pixel à l’autre, c’est-à-dire que le code d’un voisin est généralement assez proche,
sauf en présence de discontinuité de profondeur. Nous proposons une formulation
probabiliste markovienne très simple que nous résolvons par une méthode itérative
(Iterated Conditionat Mode). Nos résultats empiriques suggèrent que cette approche
est supérieure à la simple binarisation et plus précise qu’une méthode de lissage
conventionnelle.
Chapitre 11
A MRF FORMULATION FOR CODED
STRUCTURED LIGHT
Cet article [150] a été publié comme l’indique la référence bibliographique.
© 2005 IEEE. Reprinted, with permission, from
Tardif, J-P, Roy, S., MRF formulation for coded strctured light, dans Inter
national Conference on 3D Digital Imaging and Modeling (3DIM), Ottawa,
Canada, pp. 22-29, 2005.
Abstract
Multimedia projectors and cameras make possible the use of structured light to solve
problems such as 3D reconstruction, disparity map computation and camera or pro
jector calibration. Each projector displays patterns over a scene viewed by a camera,
thereby allowing automatic computation of camera-projector pixel correspondences.
This paper introduces a new algorithm to establish this correspondence in difficuit
cases of image acquisition. A probabilistic model formulated as a Markov Random
Field uses the stripe images to find the most likely correspondences in the presence
of noise. Our model is specially tailored to handle the unfavorable projector-camera
pixel ratios that occur in multiple-projector single-camera setups. For the case where
more than one camera is used, we propose a robust approach to establish correspon
deilces between the cameras and compute an accurate disparity map. To conduct
experiments, a ground truth was first reconstructed from a high quality acquisition.
Various degradations were applied to the pattern images which were then solved using
our method. The results were compared to the ground truth for error analysis and
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Figure 11.1. Projected patterns for bits 3, 2, 1, 0 in x direction for T = 4.
Inverse patterns and those used for the y direction are not shown.
showed very good performances, even near depth discontinuities.
11.1 Introduction
Coded structured light is an active computer vision method employing multimedia
projectors and cameras to solve prohlems such as camera or projector calibration
[115], 3D reconstruction [65, 75, 117, 1201 and disparity maps computation [127]. It
encodes the position of each projector pixel with one or many patterns projected over
some surface imaged hy a camera. Those images are combined to recover the code
and thus pixel correspondences between the camera and the projector. Many kinds
of strnctured-Ïight systems have been described, and a gooci overview is presented
in [16, 122]. Errors in the corresponclences occur from noise in the images and, in
some cases, ambiguities in the patterns themselves. Indeed, solution usually make








(related to the number of patterns) [30, 64, 105]. The use of many cameras cari also
increase the pattern decoding robustness [921.
Most industrial scanners require a controlled environment to work properly. In
some cases, the nature of the scene imposes a hostile environment which makes the
scanning much more difficuit. Also, today’s systems usually assume that the camera
projector pixel ratio (the number of pixels of the projector seen by only one pixel of
the camera) is around one. But this is not always true. For instance, structured light
based multiple-projector systems, in which the pixel ratio decreases as the number
of projectors increases, were demonstrated [111, 155]. Also, as these systems become
less costly and more widely available, support for poor camera quality and bad envi
ronment is needed. A more robust structured light approach should be developed for
those situations.
This paper introduces a new algorithm to establish correspondence in difficuit
cases of image acquisition. A probabilistic model formulated as a Markov Random
Field uses stripe images to estimate the most likely correspondences in the presence of
noise. Our model is specially well-suited to handle the unfavorable projector-camera
pixel ratios that occur in multiple-projector single-camera setups. Other degradations
cari be caused by low contrast due to strong ambient light, high image noise from
low quality cameras, and also weak projector lamps or large scanning distances. The
probabilistic nature of these degradations justifies the use of such a model.
Generally, the evaluation of the correspondence accuracy requires the use of cali
brated camera, projector and reference object. To avoid this task, we used multiple
uncalibrated cameras to compute disparity maps. These maps can 5e used directly to
evaluate performance and could 5e used to compare to passive stereo methods [126].
We propose a robust approach to compute the disparity from many camera-projector
correspondence maps. In our experiments, a ground truth disparity map was first
reconstructed from a high quality acquisition. Various degradations were applied to
the pattern images which were then processed using our method. The resuits were
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compared to the ground truth for error analysis.
The article proceeds as follows: first we introduce the structured-light approach
we chose; next we introduce the model for code correction; then we show how to build
multiple-camera disparity maps; finally, some resuits are shown and discussed.
11.2 System overview
To illustrate how a Markovian model cari be used to achieve code correction, we
present a complete structured light system. We deliberately chose a simple system
in order to demonstrate more clearly the effectiveness of our reconstruction model,
but it should also be directly applicable to other systems. In our case, the projected
patterns are horizontal and vertical black and white stripes to allow an arbitrary
projector/camera configuration. Inverse patterns are also used to increase the ro
bustness of the decoding. This decoding defines the initial mea.surements for the
camera-projector correspondences. In our model, they are the most likely values.
However, errors cari occur, so we show how to compute a confidence value a.ssoci
ated to every bit. It is used to define a Markov Random field for which the most
likely configuration cari be determined using the Iterated Conditional Mode (1CM)
algorithm.
11.3 Complete structured light system
The complete encoding of a pixel position is done using multiple patterns. To simplify
notation in this paper, we assume the projector image is square and its width is rep
resentable with T bits. A position (x, y) is encoded independently in each dimension
so we illustrate our method using a single coordinate, say the x one.
In order to define our structured light patterns, we define the binary encoding of
a pixel ci of the projector as:
P(ci) rre ci5
C) 200
where c is the binary ellcoding of c, the binary complement of a5 and the
coilcatenation operator. We also define pt(a) a.s the tth bit of P(û). The color of
iII the pattern t is white if Pt() is 1 and black if it is O. This encoding corresponds the
projection of patterus as showri in figure 11.1 and the binary complement formalizes
the use of inverse patterns to increase robustness in the decoding process (section
11.3.1).
Subtraction of an image from its inverse and thresholding is the basic way to
discover the value of a bit. Unfortunately, uncertainties occur when the difference
becomes very small. This typically happens whell the colltrast in the images is low or
when a border between stripes is projected onto a single pixel. This basic encoding
has the drawback of keepillg many stripe borders aligned which can make many
bits uncertain in a single code. To correct this, we rely on Gray encoding [168] which
minimizes the encoding’s bitwise difference between spatial neighbors iII the projector
image. For example, if we consider two projector pixels having x coordinates 127 and
128. The use of Gray encoding chailges their binary representations from 0111111
and 1000000 to 0100000 and 1100000, thus reducing the number of stripe borders
located between these pixels from 8 to 1. The encoding becomes:
P’(c) G(c3) G(c)
where G is defined a.s:
G(Œ8) c3 xor (c» Ï)
and » is the right bit skiff
11.3.1 Pattern decoding
This step builds the first estimate of the correspondence of each camera pixel to a
projector pixel and computes a confidence measure based on the observed pixelwise
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contrast.
for each camera pixel j3 and each pattern t, an intensity It(/3) is measured. We
define the image contrast as:
max (iB)) - min (It()).
The Gray code correspondence can then be recovered with a simple image difference:






(the decreasing index of the concatenation simply refiects the fact that the most
significant bits appear first). Note that no thresholding is done at this step. However,
a threshold is used to build a confidence mask for the measurement:
{ Conf (It() — It+T(), )
where
f 1 if dl > K6() and ) > KConf(d,,8) (11.1)
I otherwise.
is the probability we determine for the t bit of the Gray code of 3’s projector
x-coordinate to be equal to C), the t bit of C(). The constants K and
Kr = 15 are conservative enough to insure that the contrast is sufficiently high. These
values rarely need to be changed in practice. A confidence value can be seen as a
probability that the measurement can be trusted. Indeed, a value of 1 means that the
bit was unambigious1y recovered and a value of - means total uncertainty. finally,
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the number of 1 ‘s iii H indicates the overail quality of the code recovered for pixel
t• Accordingly, the Boolean value:
(1 if the # of l’s in Hfl > T — max(log2 p, 0) — 1
O otherwise
where p is an estimate of the smallest pixel ratio between the projector and its image
in the camera and “—1” is plainly a margin of error. This function determines if
was sufficiently illuminated by the projector.
The value of G(/3) is the most likely value of the projector correspondence of 3. In
ideal situations, this value is close to being exact, but most of the time many errors
occur. The next section explains how the codes can be corrected.
11.3.2 A Markovian modet for code correction
The low confidence in certain bits of a correspondence eau result from two factors.
The first is the projection of a border onto a pixel. Even though this occurs more
frequently for low order bits, it can actually happen at any level. Fortunately, even
if high order bits weren’t recovered for a pixel, there is a good chance they were for
its neighbors. When ail of them have the same value for some bit, chances are this is
the right value for the current pixel too.
The second factor is related to the pixel ratio between the camera and the projec
tor. For similar resoiutions, if the area covered by the projector is smalier than that
covered by the camera, low order bits cannot be recovered. In this case, the neighbors
are of no heip. However, a hypothesis can be made, that the object surface is locaily
smooth, auJ thus the codes as well. In most cases, with the use of Gray codes, only
a smail number of bits of a correspondence will be uncertain. The scheme we present
tries to find the code that best satisfies these assumptions. The Markovian approach
is known to be well adapted to solve this type of problems.
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We represent the camera image by a graph G — (B, N). A site E B is a
pixel with a value of C(/3) equal to 1. Each site’s neighborhood A’ is the usual
8-neighborhood (possibly consisting of less than 8 elements). The labels are the 2T
possible values of the coordinate in the projector image. When a value is associated to
each site, the Markovian field M is in a configuration m whose probability is function
of the measured code C. Given its computed value c, we are looking for the most





(if we suppose pixel- and bitwise independence)
P(M=mC=c) oC
/3GB i=O
(fi fiP(C = c M = m)) e_m,m2)
/3EB i=O f31EB
where V is the smoothing cost function auJ a smoothing factor. Taking minus the
log, this is equivalent to minimizing directly the cost function:
V(rn1,rn82) (11.2)
[3GB t=O 31EB





—(t3) — 6(3 —(t3) Çi
(a) (b)
Figure 11.2. Likelihood that a recovered bit is 1 as a function of the intensity
difterence d of the two corresponding patterns, based on a) eq. 11.1 and b)
eq. 11.4.
was recovered previously. This can be expressed as:
f Ht if c
P(C = c = m) (11.3)
1 — H otherwise.
The corresponding likelihood of getting a value of 1 as a function of the intensity
difference is shown in figure 11.2a.
Defining VC61,62) 1G’(/31)
— G’(t32)I, where G—’ converts a Gray code toits
real value, is a logical choice. The effect of the smoothing term is that it favors codes
that are in between those of the neighbors (figure 11.3). Unfortunately, it is not clear
what PDF corresponds to this relation.
Another definition clarifies the effect of the confidence and matching cost func
tions. For a given pixel 3, a code y is said to be compatible if it is identical to
= C(/3) for the bits unambiguously recovered. This can be expressed as:




considered pixel best solution
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Figure 11.3. For a pixel whose X projector correspondence has uncertain low
order bits 0 and 1, four solutions are possible (empty circles). According to
our model, the most likely code minimizes the average distance to its neighbors
(only the 4-neighborhood is shown for clarity).
From eq. 11.1 and 11.3, we see that ail compatible codes have equal matching costs
and that ail the others have probability 0. This means that the correct code must
5e compatible. In practice, this function can be used for the optimization to reject
labels without computing the cost function. Also, note that when using eq. 11.1
in the MRF, multiplying by any positive constant does not alter the amount of
smoothing.
More sophisticated approaches can be used. Indeed, even when a certain bit of a
code has low confidence, the value found by image difference is stili more likely than
its complement. A simple model for this is illustrated in figure 11.2b. The doser
to zero this difference is, the more ambiguous the value hecomes. The confidence











where K and Kr are the same as in equation 11.1. Finally, another confidence
measure could be used without resorting to thresholding; ail labels would have non
zero probabilities. Unfortullately, minimizing the corresponding function is far too
complex in practice.
Cost functions such as eq. 11.2 are generally not too difficult to minimize globally
and efflciently. However, in our experiments, the image resolution and the number
of labels are overwhelming. Resolution by ICIVI yields convincing results within a
reasonabte comptitational time (see section 11.7 for details), even though only a local
minimum is found.
11.4 Projector-to-camera correspondences
The projector-to-camera correspondence map is used for image construction in a
multiple projector system [155] alld also for disparitv map construction (section 11.5).
It is built by inverting the camera-to-projector mapping obtained by structured light.
This inverse fullction is not easily determined. III our experiments, we were using
a camera and a projector with similar resolutions. Since the surface illuminated
by the projector was contained inside the camera image, only a sampling of ah the
codes could be achieved. In the projector domain, this means that not ail projector
pixels have a corresponding camera pixel, which creates holes in the inverse map.
One way to fill these holes is to use interpolation. One must find a scheme with a
solici geometrical interpretation that performs well in terms of accura.cy and execution
time.
A first scheme uses homography-based interpolation. This assumes that camera
and projector models are linear for small areas of the image, and that the object
surface can be approximated locally by a smahl planar patch. The camera image is
divided into 4-pixel patches reprojected in the projector image onto the correspon
dence points. Then, if some projector pixel is located inside this patch, its value is
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calculated from a homography defined with the four corners of the patch.
Another scheme presented in [155] uses triangular patches with bilinear interpola
tion. The geometric ifiterpretation is less intuitive, but it has been used successfully
in applications where small inaccuracy could be tolerated. This scheme is specially
useful when a fast implementation over a GPU is necessary.
The result of the inversion is that for each pixel c of the projector, a correspond
ing camera pixel C1(c) is defined. When a reconstruction is very well recovered,
the relation C(t3) C’(C(/3)) should be valid for all pixels t illuminated by the
projector. This does not occur in practice, because of errors in the reconstruction
and because the pixel ratio can be smaller than one.
11.5 Disparity map construction
Without calibration of the cameras and projectors, it is impossible to achieve a full
3D reconstruction of the scene. However, it is possible to build simple disparity maps
[127].
The basic approach for disparity map construction is to use some camera as the
main view. A pixel 3 of this camera and its correspondence if in another camera j
both have the same x and y projector codes. Their image distance is the disparity.
Estimating camera-camera correspondences amounts to locating common projector
codes. For known epipolar geometry, this is done with a linear search, otherwise, a
2D search is needed. This process can be very long for large images. Also, when the
pixel ratio is smaller than one or when a lot of errors occur in the correspondences,
some codes are not present iII the other images. Figure 11.4 illustrates the percentage
of pixels in an image that have an exact correspondence pixel in another image, as
a function of the camera-projector pixel ratio. As expected, almost ah codes are
available for pixel ratios larger than 2, but become scarce for low ratios. In this case,









Figure 11.4. Percentage of exact correspondences between two cameras w.r.t.
pixel ratio between the projector and its image in the cameras.
A more robust approach is to use the inverse correspondence map presented in
section 11.4. Let us define the correspondence of projector pixel n in camera j as
C1(). Therefore, the pixel in camera j corresponding to pixel of camera. O is sim
ply CT’(GocØ)). Because the inverse mapping function is interpolated, it allows code
interpolation. For perfectly reconstructed scenes, C0CØ) = should 5e
true.
For many cameras located on a single baseline without any rotation, we compute
the disparity of a pixel t of camera O w.r.t. camera j as:
D0,(/3) = dist(0,j) I-C(00())l
where dist(0,j) is the distance between the two cameras’ optical centers. A corre
spondence for one camera is not used wlien the error between correspondence codes
is too large. In our experiments, we rejected a correspondence when the distance
was above 2 pixels. Rejection of correspondences for all cameras results in unknown
disparity for this pixel.
0.5 1 1.5 2 2.5 3 3.5 4
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11.6 Validation
Validation of a structured light system is difficuit and sometimes involves precise
setup and calibration. A full 3D reconstruction of a perfectly known scene can 5e
used for error analysis. In the context of poor image acquisition, we propose a dif
ferent approach to test the quality of the correspondences. A scene containing two
parallel and overlapping planes was carefully reconstructed in a controlled environ-
ment (constant ambient lighting) with a powerful XCA 1024 x 768 projector of 2000
lumens and a low-noise Basler A2Olbc cctv 1008 x 101$ camera. Each plane featured
a checkerboard texture of varying colors so the contrast in the images is not uniform.
A disparity map was computed using one camera moved to six locations on a single
baseline. Its accuracy was high enough to be considered as our ground truth. Pictures
of the two planes, the disparity map and one sample suce are shown in figure 11.7.
In previous experiments, we ha.d observe that our algorithm performs mucli Setter
than classical approaches in the presence of high noise. We also wanted to show
that significant improvements could he achieved in better, more realistic conditions.
In order to do this, we measured the noise inducecl in the pattern images when
compression is turned on, as it commonly is on low quality cameras (cf. figure 11.5).
Than in our tests, we corrupted the images with Gaussian noise of mean O and
standard deviation 2, a smaller value than the previous measurement. In addition,
we gradually reduced the images contrast by K percent (cf. figure 11.6).
Four algorithms were tested with graclually decreasing contrast to increase corre
spondence errors. We recovered the codes with each of them and built the disparity
maps. Codes a.nd maps were compared to the ground truth. The first algorithrn (la
beled P) consisted solely in the recovery of the codes without any further correction.
In the second, labeled Q, we used a simple low-pass filtering of the codes. A 5 x 5 filter
was empirically determined to be a good compromise between smoothing and discon
tinuity preservation. Finally for the third and fourth, respectively labeled ii and
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Figure 11.5. Histogram of the noise in the pattern images compressed with
MJPEG (compression ratio around 10:1). The variance of the noise is higher
than that of the noise we added to test our algorithms.
1’i2, we tested our proposed Markovian approach with the matching cost functions
of eq. 11.1 and eq. 11.4. We used the ICvI algorithm to perform the optimization,
moving randomly from one pixel to another [81]. An operation consists of computing
the cost function for every possible code for a given pixel and then select the hest
value. Que iteration contains a number of operations equal to the number of pixels
in the image. The configuration for which the cost function wa.s minimum was kept
and the process stopped after 7 consecutive iterations without improvement.
11.7 Resuits
Figure 11.8 gives the average error in pixels in the disparity maps and the recovered
codes of ea.ch algorithm, as a function of the contrast reduction K. This error is
computed as the euclidean distance hetween a recovered code and the ground truth,
mea.ning that errors for high-order bits are worst than that for low-order bits. for
the disparity error (figure 11.8b), the only pixels considered are those for which a
disparity value xvas recovered. Figure 11.8e illustrates the number of pixels kept for
different values of K. We observed that the Markovia.n approach is aiways superior
to raw codes (P) and filtering (Q), partidilarly when the decoded patterns have a lot
of errors. Moreover, the number of rejected pixels is always srnaller. It also came as
0.25
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Figure 11.6. a) Zoom on a section of a non-corrupted pattern. b) Same image
with a 41% image contrast reduction and added noise.
a surprise that the simpler model M performs as well as M2, and sometimes better.
For the latter, finding a good solution is more difficult when the codes are highly
corrupted, especially near discontinuities (figure 11.10). Moreover, each iteration for
algorithm M1 takes about 5 seconds, but takes more than twice as much for M2, as
the likelihood cannot be precomputed because of memory limitations. For our tests,
convergence of 1CM takes between 20 and 40 iterations, and similarly for M1 and M2.
The parameter > O bas no influence on the solution when using M1, but has a big
impact for M2. This is illustrated in figure 11.9, in which we also observe that M2
neyer yields significantly better resuÏts as My. A value equal to O is equivalent to
no code correction. As gets larger, the solution for eq. 11.4 gradually converges to
the one obtained with eq. 11.1. We observe that for a value above 0.02, the error is
close to stable, and above 0.05, the solutions are exactly the same. In our tests, we
used a value = 0.04.
Figures 11.8 shows that even a small amount of error in the codes (11.8a) can
resuit in large differences in the disparity maps (Ï1.8h). These errors increase the






Figure 11.7. a) Image of the two planes. b) Disparity map reconstructed for








Figure 11.8. Performance as a function of contrast reduction K. a) Mean error
in the recovered codes. b) Mean error in pixels of the disparity maps. c)
Number of pixels with a recovered disparity.
in figures 11.12 and 11.11
The resuits of the filtering algorithm (Q) are surprising. Bad outiiers occur fre
quently, and since they are not corrected in any way, they introduce very large dispar
ity errors which appear as spikes in figure 11.12b. Consequently, filtering is suitable
only in the absence of error in high order hits. In fact, the filtering rnechanisrn, unless
combined with a robust pixel selection, aiways propagates the error of a pixel to its
neighbors instead of correcting it.
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Figure 11.9. Mean error in the codes w.r.t. the smoothing parameter . For
= 0, no correction is made to the codes. For > 0.05, the choice of
matching cost function makes virtually no difference.
11.8 Conclusion
This paper presented a Markovian approach to coded structured light reconstruction.
We consider it is one step toward widespread use of structured light in uncontrolled
environment with commonly available equipment. It performs more robustly than
conventional methods and recovers accurate depth discontinuities. It was used suc
cessfully to calibrate a large multi-projector screens used in a public performance
[149].
In the future, a more physically plausible model could be investigated, but the
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Figure 11.11. Zoom on a section of the disparity maps computed with contrast
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Figure 11.12. Horizontal slices of the disparity maps of figure 11.11. Pixels with
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oChapitre 12
RECONSTRUCTION 3D PASSIVE PAR
FACTORISATION DE MATRICE AVEC DONNÉES
MANQUANTES
12.1 Introduction
Il existe plusieurs problèmes importants en vision par ordinateur qui peuvent
être formulés comme celui d’approcher une matrice de données par une matrice d’un
certain rang
— reconstruction 3D affine et perspective de scène statique [141, 159]
— reconstruction 3D affine d’objet déformable [24],
— segmentation de mouvement [167],
— estimation de pose multi-caméras—multi-plans [143],
— reconstruction par changement d’illumination [62],
— auto-calibrage de distortion radiale [33, 114].
D’autres applications sont aussi retrouvées en apprentissage par ordinateur’ [77, 104,
135]. Tel que discuté §3.5.1, ce problème est équivalent à trouver directement une
factorisation pour la matrice approchée. Dans plusieurs circonstances, les facteurs
retrouvés sont sujets à des contraintes, par exemple, facteurs non-négatifs ou rangée
contrainte à une certaine valeur. Très souvent, la matrice de mesure est incomplète
ce qui rend le problème encore plus difficile à résoudre.
Dans cette thèse, nous nous intéressons à deux sortes de factorisation de matrice
avec données manquantes sans contrainte et de tout rang, de rang 4 avec la dernière
rangée du deuxième facteur forcée à 1. La factorisation sans contrainte concerne la
Machine tearning
C 21$
plupart des problèmes de vision, alors que le deuxième concerne la reconstruction
3D affine. Dans ce chapitre, nous nous intéressons surtout au problème de facto
risation dans le contexte de la reconstruction 3D multi-vues non-calibrée. L’entrée
des algorithmes consiste en des correspondances de points provenant d’une séquence
d’images. Celles-ci sont obtenues à l’aide d’un algorithme de suivi de points [84] ou
un algorithme de mise en correspondance automatique [17, 83]. La reconstruction
3D consiste donc à retrouver les matrices de projection expliquant le mouvement de
caméra, et les points 3D associés aux correspondances images.
Organisation
Tout d’abord, §12.2, nous décrivons des méthodes de factorisation de matrice
dense pour la reconstruction 3D dans le cas des modèles affine et perspectif. Nous
décrivons ensuite, §12.3, plusieurs approches de factorisation de matrice avec données
manquantes. Nous concluons ce chapitre, §12.4, avec un résumé de nos contributions
décrites en détails aux chapitres 13 et 14.
12.2 Méthodes de factorisation de matrice pleine




peut être résolu de façon efficace à l’aide la SVD de M. Souvent, certaines contraintes
sur A et B doivent aussi être forcées. Par exemple, en reconstruction 3D affine, on peut
formuler le problème de telle sorte que la dernière rangée de B doit être constituée
de 1 [125]. Dans plusieurs problèmes d’apprentissage, on impose parfois que A et B
soient positifs [771.
L’ambiguïté de la factorisation fait en sorte que la fonction possède une infinité de
minima globaux. Il importe aussi de comprendre la distinction entre ces différentes
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solutions. Par exemple, en reconstruction 3D affine, les facteurs correspondent aux
matrices de projection et aux points 3D, et leur estimation revient à effectuer une
reconstruction 3D non-calibrée. L’ambiguïté de factorisation permet de transformer
cette reconstruction à l’aide d’une matrice affine. À partir de certaines hypothèses sur
les paramètres internes des caméras de la séquence, il est possible de restreindre le
domaine des solutions valides. Ceci est le rôle de l’auto-calibrage de caméra, permet
tant le passage d’une reconstruction affine à une reconstruction métrique (cJ.2.2)
[57, 110]. Deux hypothèses typiques à cet égard consistent à supposer que les pa
ramètres internes sont constants au long de la séquence et que le ratio d’aspect est
égale à 1. L’ensemble des solutions peut alors s’exprimer à partir d’une solution sa
tisfaisant cette contrainte, suivie d’une transformation métrique de la reconstruction.
Notation
Dans ce chapitre, au lieu de M, A et B, nous utilisons parfois les lettres M, P,
Q. Cette notation est introduite §12.2.1 et est utilisée lorsque les algorithmes sont
spécifiques aux problèmes de reconstruction 3D affine et perspective. De plus, pour la
description des algorithmes itératifs, nous ajoutons aux matrices un exposant entre
parenthèse, e.g. (k), ce qui signifie la solution à l’itération k.
122.1 Reconstruction affine
La solution originale de factorisation dans le contexte de reconstruction pour le
modèle affine a été proposée par Tomassi et Kanade en 1992 [159]. Dans ce contexte,
la matrice M est de la forme
‘r
JV[(2Pxm) = : : / (2Px3)-(3xm) + ‘(2Pxl)’(lxm)
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où, m est le nombre de trajectoires de points de saillants, P est le nombre d’images,
P représente les matrices de projectioll de caméra (sans la translation, cf .2.2.1) su
perposées les unes sur les autres, T représente les vecteurs de translation eux aussi
superposés, et Q représente les points 3D euclidien de la reconstruction mis côte à
côte. Ainsi, chaque élément de M est le résultat d’une projection affine
mP(2X1) = Pp(2x3)3xl) + tp(2x1) (12.2)
où, p est la pme image de la séquence. Lorsque M est pleine, cela signifie que les
points 3D sont visibles dans toutes les caméras. Une solution valide pour le vecteur
des translation est donnée par
Mpm, = 1(mxl), (12.3)
i.e. im permet de calculer le vecteur comprenant la moyenne de chaque rangée d’une
matrice de m colonnes. On soustrait ensuite la composante translationelle des caméras
pour obtenir une nouvelle matrice de rang 3
M = M
— MILm1xm). (12.4)
En présence de bruit dans les données, M doit être approché par une matrice de rang
3, ce qui est équivalent à solutionner
(M(2Pxm)
— P(2Px3)Q(3xm)) , (12.5)
à l’aide de sa SVD. À noter que la solution retrouvée est optimale en assumant un
modèle de bruit gaussien, puisqu’elle minimise l’erreur de reprojection.
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12.2.2 factorisation avec incertitude
Il est possible d’effectuer la factorisation affine précédente lorsque des mesures
d’incertitude sur les données sont connues. Ces mesures peuvent être obtenues à par
tir d’information sur la qualité des correspondances entre deux images [83]. Nous
présentons un très bref résumé de l’approche d’Anandall et Irani qui permet d’appro
cher l’erreur optimale pour un modèle de bruit anisotropique [4].
Un modèle de bruit est isotropique lorsque l’erreur en X et Y est non-corrélée, ce
qui permet de la représenter par une loi Normale 2D. Ainsi, à chaque point saillant
j de la séquence, pour chaque image p, correspond un modèle de bruit sur la mesure
e N(O,2I22), qui n’est pas nécessairement constant au long de séquence. La
mesure d’un point saillant est donc donnée par la projection d’un point 3D, à laquelle
est additionnée l’erreur de mesure
j
—(P “—pmP(9X1) p(2x3) (3x1) + p(2X1)) + e.
Dans le cas simplifié où le modèle d’erreur varie à chaque point mais est constant au





argrnm arg mm diag(u, ...,m)(M
—
ce qui peut se résoudre, encore une fois, à l’aide de la SVD.
Si l’incertitude est corrélée en X et Y, le modèle de bruit doit être représenté par
une matrice de covariance: N(O, pj). Dans ce cas, la distance de Mahalanobis
doit plutôt être minimisée. Nous cherchons
arg min
— PQ), (12.6)
où, signifie la distance de Mahalanohis. Ce problème n’admet pas de solution
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analytique. Seules des solutions numériques itératives ou approchées existes, comme
celle proposée par Anandan et Irani. Leur solutioll consiste à reformuler le problème
(12.6) comme un problème de factorisation au sens de la norme de Frobenius sujette à
certaines contraintes. Grossièrement, la solution approchée consiste en deux étapes
factoriser jÇf avec la norme de Frobenius et forcer les contraintes a posteriori.
12.2.3 Passage affine à perspectif
L’utilisation du modèle de caméra affine résulte en un problème bilinéaire de
factorisation de matrice. Cependant, ce modèle de caméra n’est pas toujours une
approximation valide et le modèle perspectif est préférable. Le problème résultant est
cependant beaucoup plus difficile à résoudre. Plusieurs travaux proposent d’initialiser
la reconstruction perspective au moyen d’une reconstruction affine, laquelle est ensuite
raffinée de façon itérative [31, 57, 178]. Cette approche est raisonnable lorsque la
caméra sténopé possède un angle de vue assez petit.
12.2. Factorisation pour te cas perspect2f
Sturm et Triggs proposent une méthode de reconstruction pour le modèle perspec
tif, laquelle est basée sur la factorisation de matrice [141]. Dans ce contexte, l’équation
de projection est
.trh3\j i’) 1p(3x4)Q41) (12.7)
où, iïi, e R2 représente la coordonnée du point dans l’image et ), appelé profondeur
projective, est un facteur d’échelle relié à la profondeur du point 3D. En supposant que
la profondeur projective de tout point soit connue a priori, il est possible de réécrire





où, M est constitué des trajectoires de points saillants en coordonnées projectives,
chacun d’eux étant multiplié par sa profondeur projective à chaque image, et P est
constitué des matrices de projection empilées les unes sur les autres. Contrairement
à la reconstruction affine, ce problème ne minimise qu’une erreur algébrique, non pas
l’erreur de reprojection.
Leur contribution est surtout une méthode permettant l’estimation des profon
deurs projectives à partir de matrices fondamentales entre les vues. Leur méthode
fonctionne de façon séquentielle, c’est-à-dire que les profondeurs projectives dans les
deux premières vues sont d’abord estimées, puis, celles pour la vue n sont estimées à
partir de celles dans la vue n — 1.
Martinec et Pajdla proposent une méthode globale, mais approximative, d’esti
mation des profondeurs projectives [89], où les matrices fondamentales entre chaque
paire de vues peuvent être utilisées.
Une dernière solution consiste à initialiser toutes les profondeurs projectives à 1, ce
qui revient à faire l’hypothèse que la profondeur des objets demeure (approximative
ment) constante au cours de la séquence [601. Finalement, certains travaux proposent
de raffiner de façon itérative les profondeurs projectives et la reconstruction 3D après
une première factorisation [88, 103, 161].
12.3 Méthode de factorisation de matrice avec données manquantes
Tel que décrit §3.5.2, le problème de factorisation d’une matrice avec données
manquantes
arg min W(nxm) O (M(nxrn) — A(nxr)B(rxrn)) I (12.9)
est plus difficile que celui de factoriser une matrice pleine, car il n’admet pas de
solution analytique. Même sans la présence de bruit, il s’agit d’une problème difficile.
Ull exemple typique de matrice avec données manquantes est donné à la figure 12.1.
Il existe trois grandes classes de méthodes de factorisation. La première classe est
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FIG. 12.1. Matrice de taille (66 X 2483) avec 96% de données manquantes.
Les données disponibles sont en noir.
constituée de méthodes itératives minimisant l’erreur de factorisation soit par des
méthodes directes ou de façon alternée (i.e. fixer un des deux facteurs et raffiner
le deuxième, jusqu’à convergence). Elles souffrent de deux inconvénients t elles sont
assez lentes et convergent le plus souvent vers un minimum local [28]. La difficulté
provient surtout du fait que les méthodes sont presque toujours initialisées à l’aide
d’une solution aléatoire qui est automatiquement assez éloignées des minima globaux.
Une description détaillée de ces méthodes est présentée à la référence [271.
La deuxième classe regroupe les méthodes hiérarchiques [14, 37, 101]. Ces dernières
ont surtout été proposées pour fonctionner dans le contexte de la reconstruction 3D
multi-vues, mais elles pourraient facilement être adaptées pour le problème général
de factorisation. Nous les décrivons ici pour le contexte de reconstruction 3D. Une
méthode hiérarchique procède en choisissant des sous-blocs complets de M de façon
à avoir un certain chevauchement entre eux. Chacun d’eux est factorisé en utilisant
la SVD donnant des reconstruction partielles. Ces reconstructions sont ensuite com
binées entre elles de manière hiérarchique. La difficulté provient de l’ambiguïté de
factorisation, i.e. chacune des reconstructions se trouve dans un système de coor
données différent, ce qui requiert de les aligner les unes par rapport aux autres, et du
fait que l’ordre dans lequel les reconstructions sont combinées influence la vitesse du
processus et la qualité du résultat final.




est d’approcher le problème non-convexe original en séparant le calcul des cieux fac
teurs en deux étapes. La première consiste à utiliser des sous-blocs complets de M
desquels peuvent être extraites des contraintes. Celles-ci permettent l’estimation d’un
des deux facteurs sous forme d’un problème convexe. La deuxième étape, plus facile,
consiste en l’estimation du deuxième facteur à partir du premier.
Dans le reste de cette section, nous résumons huit méthodes de factorisation de
matrice avec données manquantes.
12.3.1 PowerFactorization
L’algorithme PowerFactorization est l’une des méthodes itératives les plus simples
[125]. Il s’agit d’une méthode d’alternation entre A et B avec l’ajout d’une étape d’or
thonormalisation des colonnes de B à chaque itération. À l’itération k, l’algorithme
effectue les trois opérations suivantes
— A(c)
= argmi A W ® (M — AB(’)),
B(k)
= argminB W ® (M — A(k)B)
Normalisation des colonnes de B(k) par décomposition QR.
Il a été démontré que dans le cas de données complètes, cet algorithme itératif
converge très rapidement vers un minimum global. Ce n’est plus le cas lorsque des
données sont mailquantes. Nos expériences et celles de Buchanan et fitzgihbon [28]
suggèrent en effet que la probabilité que l’algorithme converge vers un minimum glo
bal diminue rapidement à mesure que le pourcentage de données manquantes dans
M augmente (cf.chapitres 13 et 14).
12.3.2 Approche Expectation-Maximization (EM,)
$rebro et Jaakkola proposent une méthode itérative basée sur l’algorithme EM [35,
134]. Dans ce contexte, les paramètres observés sont les données connues de M, alors
que les paramètres non-observées sont les données manquantes. Notons X, une matrice
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de données correspondant aux données manquantes de M. Le processus consiste à
alterner les étapes E et M, où l’itération k consiste en les étapes
- E: M’=(WØM)+((1—W)ØX(’’))
- M : ARr(M’)
où, M’ est une matrice pleine et ARr(M) est l’approximation de rang r de M selon
un critère des moindres carrés.
Pour améliorer la convergeilce, les auteurs proposent de modifier les premières
itérations pour que l’approximation de M’ soit effectuée avec un rang plus grand que
r, et graduellement diminué au cours du processus. Les étapes de l’algorithme modifié
sont
- E:
- M : X(k) = ARd(M’)
[d—1 si d>r
r sinon
où, d est choisi au départ selon min(m, n), le minimum entre le nombre de rangées
et le nombre de colonnes de M.
1.3.3 Factorisation robuste par re-pondération
AAnaes et aï. proposent une approche itérative de factorisation robuste [11. À
la différence d’Anandan et Irani (Ï2.2.2), l’incertitude associée à chaque point de
la séquence n’est pas donnée au départ. Elle est connue indirectement après une
procédure de factorisation utilisant ttne fonction de coût robuste (fonction de I-lu
bert ou moindre carré tronqué). En pratique, la minimisation de telles fonctions est
difficile et nécessite l’utilisation de méthodes itératives. L’une d’entre elles est ap
pelée Moindres carrés re-pondérés de façon itérative2. À la différence du problème
classique de factorisation pondéré (cf .3.5.2), les valeurs des éléments de W varie au
2 Iterative Reweithed Least Squares (IRLS)
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cours du processus. Elles sont choisies afin que le problème de factorisation au sens
des moindres carrés revienne à appliquer la fonction robuste à chaque élément de M.
Comme ce poids est inconnu au départ, il est initialisé à T/Vjj = 1 si est un donnée
connue et = O sinon. À chaque itération, W est gardé constant, permettant l’es
timation de A et B à l’aide d’une méthode itérative. Ensuite, W est mis à jour en
fonction du résidus de la solution courante, de sorte que le coût de factorisation cor
respond à celui de la fonction robuste. Les étapes suivantes sont effectuées à chaque
itération
— A(k)
= arg minA W(k_1) ® (M — AB(’’))
— B(k)
= arg minE Wtk_1) ® (M — A(v)B)
k si <kAjuster les valeurs de W selon : lV =
E/e sinon
où, est l’erreur sur chaque élément de la solution courante et E est choisi par
l’usager en fonction du bruit appréhendé dans les images. Il est bien connu que ce
genre d’approche itérative ne converge pas nécessairement vers un minimum global
de la fonction robuste. En pratique, un bon estimé de départ améliore grandement
la probabilité de converger vers un minimum global. Une partie de nos contributions
données au chapitre 14 porte sur ce sujet.
1 . 3. Minimisation non- tin éaire
Buchanan et Fitzgibbon étudient l’utilisation de méthodes de minimisation non-
linéaire comme Newton et la descente de gradient pour résoudre (12.9) [27, 28]. Leurs
expériences suggèrent que l’algorithme Newton pondéré3 est la méthode itérative qui
converge le plus souvent au minimum global. Par ailleurs, ils proposent aussi des
méthodes hybrides combinant alternation et méthode de Newton. Elles sont plus
rapides et donnent des résultats similaires. Nous avons testé l’algorithme de Newton
Damped Newton
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pondéré aux chapitres 13 et 14.
12.3.5 Factorisation batch pour te modèle perspectf
La première méthode batch a été proposée par Triggs en 1997 pour le modèle
perspectif [162]. Avant de l’aborder, il importe d’introduire une notation qui nous
sera utile aussi dans les chapitres 13 et 14. Une matrice FI est une matrice diagonale
de taille (n x n) amputée de ses rangés de telle sorte que flM choisit les rangées de
M correspondant aux points de l’image j de la séquence:
IrrrfljM=[ii1 m].
De façon similaire, on peut sélectionner les données des vues j et j en construisant
une matrice Fl. Cette matrice de sélection peut aussi être appliquée aux matrices de





Triggs montre qu’à partir d’une matrice fondamentale Fu entre deux vues j et j, il
existe une relation linéaire
FuPu + [ou]xP Fn? + [o]n? o
où,
°i est un épipôle. Celle-ci est appelée contrainte de fermeture4. Cependant, elle
n’est valide que si les facteurs d’échelle de Fu et o sont choisis pour que
Vp: + [ou]()m) = O.
‘ Ctosure constraznt
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En d’autres mots, l’estimation des profondeurs projectives, tel que discutée §12.2.4,
est encore nécessaire. Une contrainte similaire est aussi dérivée pour le tenseur trifocal.
L’estimation de P est possible en combinant des contraintes reliant toutes les vues
(en pratique, on minimise aux moindres carrés la somme des contraintes).
12.3.6 Factorisation batch pour te modète affine
Guilbert et aï. développent une méthode batch pour le modèle affine qui, bien sûr,
ne nécessite par l’estimation de profondeur projectives [57]. Pour le modèle affine, la
relation épipolaire a une forme simplifiée
OOa
T Q O, où, oc O O b
cde
O(3X3) a
où, Q est un point 3D euclidien et S est symétrique gauche5 de la forme
_aT O
Celle-ci permet de dériver quatre contraintes affines de fermeture sur les éléments de
(a bc u) [;•] DTflP = (o o o —e)
permettant d’estimer la trajectoire de la caméra de façon similaire à la méthode de
Triggs (12.3.5), Nous avons testé cette méthode au chapitre 14.
12.3.7 Factorisation batch de Martinec et aï.
Martinec et Pajdla proposent une méthode de factorisation assez similaire à notre
contribution du chapitre 14 [89]. Les différences entre leur approche et la nôtre y sont
discutées en détails et une comparaison empirique est donnée. Les deux mêmes auteurs
Skew symmetric
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présentent aussi des variantes de leur approche pour le modèle perspectif calibré mais
qui ne sont pas des méthodes de factorisation à proprement parler [90, 91].
12.3.8 Atterriation perspective
Mahamud et aï. proposent une méthode de factorisation alternée pour le modèle
perspectif [8$]. Pour éviter l’estimation des profondeurs projectives, l’algorithme
procède en alternant la résection de caméra6 et la triangulation des points 3D se
lon un critère algébrique [60]. Chaque itération revient à résoudre pour chaque image
p:
p) argmin tel que IIF = 1
puis, pour tous les points 3D, résoudre
Q(k)
argmin tel que IIQ 112 1
où, les points images m, sont ici en coordonnées projectives et les contraintes servent
à éviter la solution triviale p(k) , QÇk) = O. Cependant, l’espace des solutions
pouvant être donné par cet algorithme n’est pas compacte, i.e. certaines solutions
sont physiquement impossibles. D’après les auteurs, l’algorithme ne converge jamais
vers une telle solution. Nous avons toutefois observé le contraire, lorsqtie la solution
initiale est choisie de manière aléatoire. Cet algorithme est donc seulement utile pour
raffiner une solution donnée par un algorithme de factorisation classique. Nous avons
utilisé cet algorithme pour raffiner nos reconstruction 3D perspective au chapitre 14.




Les méthodes de factorisation batch ont été introduites dans le contexte de la re
construction non-calibrée. Cependant, elles n’ont jamais été testées dans un cadre plus
général. La dernière étude comparative des méthodes de factorisation avec données
manquantes, présentée par Buchanan et Fitzgibbon, n’impliquent que les méthodes
itératives. Notre première contribution, présentée au chapitre 13, est une comparaison
empirique entre l’utilisation de méthodes batch et l’utilisation de solutions aléatoires
pour l’initialisation de méthodes itératives. Nos résultats suggèrent que les méthodes
batch améliorent significativement la probabilité de converger vers un minimum glo
bal.
De plus, nous généralisons les contraintes de fermeture de Triggs et de Guilbert et
aï. , pour le problème de factorisation général. Nous introduisons aussi de nouvelles
contraintes de base7 et montrons que la combinaison des deux types de contrainte
améliore la qualité des résultats.
Au chapitre 14, nous étudions les deux types de contrainte pour le problème de
reconstruction, en portant une attention particulière au modèle affine. Nous mon
trons que les contraintes de fermeture et de base peuvent être utilisées pour esti
mer non seulement les matrices de caméra (comme Triggs et Guilbert et aï. ), mais
aussi la structure 3D. Nous montrons aussi que l’estimation robuste de chacune des
contraintes permet l’estimation robuste des facteurs. Finalement, notre contribution
la plus importante, est sans doute de montrer de façon expérimentale que l’utilisation
des contraintes de base est supérieure à celle de contraintes de fermeture.
Basis constraints
oChapitre 13
BATCH ALGORITHMS FOR MATRIX FACTORIZATION
WITH MISSING DATA
Tardif J.P., Bartoli A., Roy S. Batch Algorithms for Matrix Factorization with Missing
Data soumis à la conférence Conference on Neural Information Processing Systems (NIPS)
La réponse est attendue pour le 5 septembre 2007.
Abstract
Matrix factorization with missing data is a nonlinear optimization problem for
which there is no algorithm guaranteed to find the optimal solution. This is typically
solved by launching a some iterative Nonlinear Least Squares solvers from multiple
random or ad hoc starting points. This is unreliable and tirne consuming. We propose
a class of algorithms which find suboptimal factors in two rounds of convergent opti
mization, typically Linear Least Squares. They build on a recently proposed scheme
of finding complete blocks in the data matrix from which constraillts on one of the
factors are formed. We generalize the original Closure Constraints and propose dual
constraints we call Basis Constraints. A careful study of the two optimization rounds
is conducted, and a method for finding the complete blocks is provided. Extensive
experimental resuits show that our algorithms usually find close to optimal factors,
while being extremely fast compared to standard Nonlinear Least Squares optimiza
tion. They allow the latter to reliably converge to the optimal solution while saving
a great deal of computational time cornpared to using multiple starting points.
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13.1 Introduction
Matrix factorization is an essential tool for solving several machine learning and
computer vision problems. These include linear dimensionality reduction, Principal
Component Analysis, Structure-from-Motion [141, 159], non-rigid 3D reconstruc
tion [24], illumillation based reconstructioll [62] and motion segmentation [167]. When
no data is missing and no constraint must be imposed on the factors, an efficient algo
rithm based on Singular Value Decomposition (SVD) can be used. However, missing
data are unavoidahle in many real-life situations, and it makes factorization much
more difficuit.
In this paper, we present batch methods for the factorization of a matrix with
missing data. We use complete blocks of the data matrix to compute ctosure and (re
duced) basis constraints on the first factor. They make possible the estimation of the
factors trough Linear Least Squares (LLS). We describe three different algorithms
one using only closure, another one using only basis and, finally, one combining both.
Our results suggest that this latter solution is generally more stable. The whole pro
cess (including block search) is performed within seconds of computation. The so
lution given by these algorithms can then be used as a starting point for iterative
algorithms. We show that the initial results giveil by the batch methods are so close
to the global minimum that a simple alternation [1251 approach will converge to (or
very close to) the global minimal more than 50 percents of the runs (sec §13.5). Fur
thermore, the overall computation is done within a few minutes. Iterative algorithms
are usually initialized using random solutions. However, simple alternation algorithms
seldom converge to the global minimum. To achieve a better convergence rate, more
sophisticated approaches, such as Damped Newton, must be used. Tliey require se
veral minutes or hours of computation and do not achieve this kind of performance
[28].
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Organization. The problem statement and related work are discussed in §13.2
and 13.3. We describe our algorithms in §13.4. Closures and basis constraints are res
pectively derived in §13.4.1 and 13.4.2. In §13.4.4, we describe a simple and efficient
algorithm for finding complete blocks in the data matrix. Finally, experiments are
discussed in §13.5 followed by the conclusion in §13.6.
13.2 Problem statement
Notation. Matrices are in sans-serif, e.g. M. Vectors are in bold, e.g. y. The matrix
operator O is the Hadamard element-wise product and 11M lis the Frobenius norm of
M.
Problem statement. The factorization of a matrix M with missing data is for
mulated as the problem of finding a binary weighted approximation of M with the
closest matrix AB of rank r
1 IIW(nxm) O (M(nxm) — A(nxT)B(Txm)) 112, (13.1)
possibly with constraints on A and B. We call M the data matrix. Zero entries in the
binary matrix W indicate missing data in M. The factorization is unique only up to the
gauge (the coordinate frame) : A and B can be replaced respectively with AC and C’ B
where C is any full rank (r x r) matrix representing the gauge ambiguity, as long as the
constraints on the factors are stiil satisfied, without changing the factorization error.
It is well known that when all data are available and when A et B are unconstrained,
an optimal solution can be obtained from the SVD of M. Let M UVT be the $VD
of M. One possible solution is A = U(’)’12 and B (!)1/2vT where Z’ corresponds
to the r first rows and columns of L
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13.3 Related Work
Algorithms for matrix factorization eau be divided illto two main categories
iterative and batch. Iterative techniques are the most popular. They use either an
alternation scheme1 [77, 104, 125] or minimize directly the factorization error by non
linear optimization [281. In may cases, they are easy to implement and can handie
various cost fllnctions and constraints. However, their convergence eau be quite slow,
especially when initialized far from a minimum. This is a typical situation since a
common practice is to initialize the algorithms with a random starting point. More
importantly, this increases the chances of falling into a local minimum. For that
reason, one usually performs several runs with different starting points.
Batch or direct methods aim at providing a good starting point to iterative ap
proaches. Instead of minimizing directly the factorization error, they proceed into
two (convex) steps that approximate the factorization error. Firstly, they use the
data matrix to get constraints on one of the two faetors. $econdly, they estimate the
second factor based on the estimate obtained for the first one, much like an alternation
approaeh, but without iterations. So far, it seems that these approaches have ouly
been used in the context of $tructure-from-IVlotion (SFM) [57, 89, 162]. Indeed, this
problem can oftell be expressed in terms of rank matrix faetorizatioll [141, 159]. The
data matrix consists of feature coordinates from images, rescaled by their projective
depth. Because of occlusions, this matrix often has a lot of missing data. The data
matrix lleeds to be factored into the camera projection matrices staeked on top of
another (A) and the 3D coordillates of the feattires (B). For the case of point features,
A and B are rank 4.
This paper brings several contributions. Firstly, we provide a formulation of the
constraints that is not only applicable to the $FM problem, but to ah uneonstrained
Alternation scheme refers to freezing one factor, estirnating the other one and iterating until
convergence.
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factorization problems. We show that altough using basis constraints lead to very large
Linear Least Squares problem, they eau be estimated efficiently by taking advantage of
the block structure of the matrix. We also derive a new constraint called Teduced basis
constraint. Using it instead of regular basis constraints slightly reduce the quality of
the solution. However, it simplifies the implementation of the algorithm, as well as
further increase the computation speed. Fiually, we propose to combine together
closure and basis constraint. This only increase the computation time by a fraction,
but gives more stable resuits on average.
13.4 Batcli Factorization
134.1 CtosuTe Constraints
Ctosnre ConstTaints were introduced in the vision community by Triggs [1621 as a
solution for the perspective Structure-from-Motion problem. They provide an efficient
way of estimating the camera motion without the structure. Below, we give a general
formulation of this constraint.
Let 1 be a complete block of M, i.e. without missing data. Selecting a subset of
rows is doue by multiplying to the left by some row-amputated block-diagonal matrix
Fi. Selecting a subset of columns is doue similarly by multiplying to the right by t,
an identity matrix amputated of some of its columns, yielding
M(jx) liME. (13.2)
The SVD 1 UVT eau be used to compute optimal rank-r factors giveil by e.g.
the leading r columns of U and r rows of VT. The first factor gives a basis for 1,
while the remaining columns of U form a basis for the left kernel or ‘r-dimensionality
closure2’ of 1, denoted .i. This kernel only exists if t1 has more than r rows. We





When the data is corrupted by noise, J is the best approximation for the left kernel
since it minimizes Furthermore, since both flA and Bt are at most rank r,
any element in the Ïeft kernel of J lies in the left kernel of fiA. This is the Ctosure
Constraint on A given by:
TA0 with JTprTfl
We note that the sparsity of .N is directly related to the block size. In practice,
choosing small to medium size blocks ensures that .Af is highly sparse (see §13.4.4).
Solving through homogeueous Linear Least Squares. The closure constraint
is the basis for a simple algorithm for estimating A using many blocks of the data
matrix. The closure constraints with matrices .W,.. .
,
.V gives A, up to the r x r
gauge ambiguity. Because of noise JfTA does not completely vanish and we seek the
best solution for A in terms of Least Squares
arg min INAII2 s. t. rank(A) = r with NT = (M M). (13.4)
A solution to this problem is provided by taking the last r columns of V where3
N = UVT is the $VD of N. In general however, N is very sparse 50 one can use more
efficient solutions. The first one is to find the eigenvectors of NTN with an algorithm
based on Impticitty Restarted Arnoldi Methods [5, 78], as proposed by Martinec et at.
[89]. $uch an algorithm is available in the ARPACK library and provided by the eigs
function in MATLAB.
Thanks to the gauge ambiguity, A can be made column orthonormal without loss of generality.
Consider for instance the QR factorization A QR, we may use A’ = Q and B’ = RB, with
AB = A’B’.
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Solving through affine Linear Least Squares. A second solution that closely
approximates (13.4), but which is more effective. is to transforrn the homogeneous
linear problem into an affine LL$ problem (i.e. with a non-vanishing right hand side).
Indeed, one can fix an T X T block of A (possihly noll-contiguous) to some random rank
T matrix such as the identity matrix I7)(r. By removing the corresponding columns of
N, we obtain a full rank desigil matrix. Denote p a set consisting of T indices smaller
or equal to n. Our new LL$ problem is
arg min IIN’’Al...}\P + NAII2 (13.5)
A{j}\
where N are the columns of N with indices in p, A are the rows of A with indices in p
and
‘\‘ is the set difference. Choosing A fixes the gauge. Note that the rank constraint
oll matrix A is not necessary with this affine formulation. finally, if required, the
columns of A are made orthonormal, using e.g. its QR decomposition.
System (13.5) is a sparse Linear Least Squares prohiem that can be solved using
sparse QR factorization. Without noise, this gives the true solution, thanks to the
ambiguity of the factorization. Indeed, the choice we make for A is unimportant
because it only consists of fixing the ambiguity of the factorization. As a result,
A{i}\ is full rank. With noise, the choice p of columns and the gauge induce slightly
different solutions since this corresponds to assuming that A is noise-free. One may
try a few ones and keep the solution that minimizes (13.4). In the following, this
algorithm is referred to ‘CC’.
13.4i Basis COflStTaints
Closure constraints use only the left kernel of 1. The basis of ‘1 given by the
T leading columns of U (recali the M = UVT is an SVD) is clropped. We propose
constraints dual to the closures. Denote Û, the r leading colurnns of U. There exists
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an T x r full rank alignment matrix Z such that
HA = UZ. (13.6)
We call this equation a Basis Constraint. In other words, Û is a basis of a portion
of A corresponding to block 1. We give two ways of solving A using this constraint.
The first one eliminates the aligning matrices Z, while the second one draws on the
special sparse block structure of the problem.
Solving through the Reduced Basis Constraints. Denote H some r rows of H
and fi the other ones. Assume for notational simplicity, and without loss of generaÏity,
that EP simply is the r first rows of f. One can similarly spiit the rows of Û in U and
U. Expanding (13.6), we get
tn’\ /U” 1I I A = I I Z = 1 1 U UZ = I I Z’.
ua) u) ‘ \uiu’)
From this, we eliminate matrix Z and obtain the Red’uced Basis Constraint
(fi
— UiU’f)A = o.
A similar constraint is used in [91] for the special case where M has 2r rows and
contains rotation matrices. This equation ahove is the general form. This approach
has the same problem as the closure constraint in that it recluires to fix the gauge,
which may change the resuit.
Solving through block arrowhead matrix inversion. This approach is hased
on the full basis constraints. Solving for A provided that ail the bases are aligned to
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be in the same coordinate system amounts to minimizing
2
IIÙZ
- flkAII2 = (n
_Uk) , (13.7)
which can be rewritten as
2
A
n1 —û1 o ‘
z1




Note that even though the number of non-zero elements in V increases linearly with
the number of constraints, its size, on the other hand, increases quadratically. For
tunately, matrix V need not be explicitly constructed at any time with the solution
below.
Once again, (13.8) eau be minimized as a sparse homogeneous system or by trans
forming it to a sparse affine LL$. This latter solution is particularly efficient because
we can take advantage of the block structure of V. The idea is to choose the gauge
by fixing one of the aligning transformations, by e.g. setting 71 = I. Let D1 5e the
leading columns of V composed of the t fl, D2 the next columns with the (t — 1) first
on its diagonal and Z the (t — 1) first Z. Then (13.8) is rewritten:
/ 2
IA\ to\ -
arg min (D1 D2) I I — I I with B = U1Z1,A,Z Z) \B)
O —ut
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which amounts to solving the normal equations
tDID1 DID2\ tA’\ t o
I I I I = I I . (13.9)
\DD1 DD2) \\Z) \\DB]
D
Matrix D lias an arrowhead shape. This kind of matrices frequently appears, e.g. in
Orthogonal Distance Regression problems [19]. The solution for A can thus be very
easily obtained by eliminating Z in the two coupled matrix equations, giving:
(DTD1
— DD1(DD2)’DID2) A = _DD1(DD2)1DB,
that can be used to solve A. The speed up is obtained hy efficiently inverting the
block diagonal matrix (DID2)’ blockwise. In practice, we do not need to solve for
Z, so there is no need for back-substitution of A in (13.9). “Ne will later refer to this
algorithm as ‘BC’.
13..3 Combining Ctosure and Basis
It is natural to ask whether the information from both closures and basis constraints
could he combined together. It turns out this is easy. Indeed, systems (13.4) and (13.8)
are hoth homogeneous in A and some unknown alignment matrices Z. Thus, they













This is a LL$ problem of the same type of (13.8), so it can he minimized efficiently a.s
previously described. This algorithm will be referred as ‘CBCC’ in the experiments.
13.J Finding Comptete Btocks
Finding complete blocks in the data matrix is a key step in our algorithms. Ai
gorithm 1 gives the pseudo-code for our simple randomized hlock search. Remember
that a block does not need to be made of contiguous columns and rows. Even tough
the algorithm is very simple, it can find enough blocks in the data matrix very qui
ckly. The input of the algorithm are our data matrices M and W, the rank r of the
factorization and ) a threshold for the minimum number of constraints associated
to each row. A key feature of our algorithrn is to distribute the constraint amongst
the rows as evenly as possible. The idea is to sequentially scan the columns of the
matrix. For each column, the non-empty rows are candidates for building a block. We
randomly select hetween r + 1 and 3r rows and check whether these rows contains
enough non empty columns to create a block. The 3r limit ensures the algorithm can
build blocks easily. To accelerate the search and to evenly distrihute the constraint
among the rows, we count the constraint associated to each rows (in rCount). Thus,
the rows with smallest count are first considered to build the next block. Blocks are
added until ah rows have a sufficient numher of constraints. There is a chance a block
will he seÏected twice, but in practice, the chances are low and the effect is negligible.
13.5 Experiments
Simulation. We compared our three algorithms of § § 13.4.1,13.4.2,13.4.3, respecti
vely named CC, BC and CCBC, on simulated data. We also tested the iterative algo
rithms PowerFactorization (Pf) [125] and Damped Newton [28]. We used a 300 x 300
matrices with more than 959 of missing data. We ran each algorithm 30 times with
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Algorithm 1 Algorithm for block search in M




— O {counter for blocks associated to the rows }
3: forc—1tomdo
4: R— set of ail rows s. t. W(R,c) 1
5: k—randomQs.t.r<k<3r
6: R
— subset of k elements of R, the ones with smaiiest rCount
7: if rCount(R) À then
8: continue {the rows R are used in enough blocks}
9: end if
10: C — set of coiumns s. t. W(R, C) == 1
11: if CI r then
12: append block M(R, C) to ouput
13: rCount(R)
— rCount(R) + 1
14: end if





increasing noise level. The minimal, average and maximal rms error over all tests
are shown in figure 13.la. Notice that the iterative approaches do not appear in the
result, since they reached 1000 iterations without converging close to a global mini
mum. Our three batch algorithms provide very iow error with similar behavior on
average. However, the slightly better error of CBCC suggests that it is more stable.
We performed a second comparison, this time only, on the batch algorithms. We fixed
the noise level to 4e-2 and varied the number of constraints. The resuits are shown
in figure 13.lb. We observe that with oniy 3 constraints associated to each row, the
algorithms are a somewhat unstabie, especially the one based oniy closure (CC). For
the rest larger ntimber of constraints, using oniy basis (BC) seem to be better on
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(b)
FIG. 13.1. Comparison on simulated data for the unconstrained factorization.
a) Ail the aigorithms with increasing noise level, b) Ail batch methods with an
increasing number of constraint associated to the rows of the data matrix.
Real data. ‘Ne tested our hatch algorithms on the three exampies of Buchanan et
aï. [28]. The problems are a rank-4 Structure-from-Motion (the Dinosaur sequence,
72 x 319 matrix with 28% of known data), a rank-4 varying illumination based re
construction of a face (20 x 2944 matrix with 58% known data), and, finally, a rank-6
non-rigid model reconstruction (the Giraffes sequence 240 x 167 matrix with 70%
known data). For each problem, the rms global minimum is known.The resuits are
summarized in figures 13.2 and 13.3. We show the rms error of ail the runs for the
batch algorithms, PowerFactorization initiaiized with random values (PF) and also
with the solutions provided hy the hatch methods (.+PF). The resuits for other more
sophisticated algorithms such as Damped Newton or Hybrid methods combining New
ton with alternation are given in [28].
We observe that as less data is available, the performance of our batch methods
increase compared to iterative aigorithms. It is especially good when combined to Po
werFactorization. The global minimum is founcl rnost of the time anci the computation
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FIG. 13.2. Resuits for the structure from motion (left) and illumination based
reconstruction (right). Top) Frame from each sequence. Bottom) Cumu
lative histograms of the rms error for ail runs of the algorithms (run count vs
rms error). Global minima are known to 1.0847 and 0.0223 respectively.
to the global millimllm or very close. On the other hand, Damped Newton, the best
iterative algorithm, ollly achieved similar convergence 35 runs over a thousand and
160 over 500, respectively (see [28]). Furthermore, the batch methods aiways provide
their solution in at most in a few seconds. Damped Newton takes minutes and even
hours depending on the number of iterations. Powerfactorization is faster and takes
only a few minutes of computation, but when initialized with random starting points,
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— 40
CC÷PF - 20 CC
I BC+PF----- OC----
D CCBC+PF ‘ CCBC
0.3228 0.324 0.4 0.5 0.6 0.7 0.8
Factorization mean residual Factorization mean residual
FIG. 13.3. Results for the non-rigid transformation tracking. Left) Sample in
put image. Middle) Cumulative histogram of the rms of the runs (run count
vs rms error) near the global minimum. Right) Cumulative histogram for the
batch algorithms without subsequent refinement with PowerFactorization. Glo
bal minimum is known to be 0.322$.
13.6 Conclusion
Matrix factorization with missing data is a useful tool in several research fields.
usually solved through iterative Nonlinear Least Squares minimization with multiple
random starting points. The algorithms we propose are inspired from the Closure
Constraint, which was derived by Triggs in 1996 in the context of Structure-from
Motion. We generalize the original ad hoc Closure Constraint to arbitrary matrices.
We show that there exist a dual constraint we cali the Basis Constraint. Effective
matrix factorization algorithms are reported, based on the previously mentioned
constraints, including a combination of both.
Experirnental results demonstrate several important points. Firstly, our algorithms
are reliable. in that they provide a reliahie starting point from which the prohability
that the nonlinear methods reach the optimal solution is very high. This is achie
ved through two rounds of globally convergent optimization, typically Linear Least
Squares. Seconclly, our algorithms are fast. Thev find the solution orders of magni
tude faster than a nonlinear rnethod with multiple starting points. and with a higher
probability of success.
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We believe that the batch algorithms derived in this paper will have an important
practical impact. One possible extension is the incorporation of constraints on the
factors such as non-negativity.
Chapitre 14
ALGORITHM$ FOR BATCH MATRIX FACTORIZATION
WITH APPLICATION TO STRUCTURE-FROM-MOTION
Cet article [1541 a été publié comme l’indique la référence bibliographique.
© 2007 IEEE. Reprinted, with permission, from
TardifJ.P., Bartoli A., Trudeau M., Guilbert N., Roy S., Algorithms for Batch
Matrix Factorization with Application to Structure-from-Motion, dans IEEE
Conference on Computer Vision and Pattern Recognition (CVPR), Mineapo
lis, États-Unis, 2007.
Abstract
Matrix factorization is a key component for solving several computer vision problems.
It is particularly challenging in the presence of missing or erroneous data, which often
arise in $tructure-from-Motion. We propose batch algorithms for matrix factoriza
tion. They are based on cÏosure and basis constraints, that are used either on the
cameras or the structure, leading to four possible algorithms. The constraints are
robustly computed from complete measurement sub-matrices with e.g. random data
sampling. The cameras and 3D structure are then recovered through Linear Least
Squares. Prior information about the scene such as identical camera positions or
orientations, smooth camera trajectory, known 3D points and coplanarity of some 3D
points eau be directly incorporated. We demonstrate our algorithms on challenging
image sequences with tracking error and more than 95% missing data.
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14.1 Introduction
Matrix factorization is an essential tool for solving several computer vision prob
lems including Structure-from-Motion [141, 159], plane-based pose estimation [143],
non rigid 3D reconstruction [24] and motion segmentation [167]. When no data are
missing or corrupted by outiiers, an efficient algorithm based on Singular Value De-
composition (SVD) can be used. However, missing and erroneous data are certainly
unavoidable in many real-life situations, and they make factorization much more diffi
cuit. Furthermore, the SVD-based algorithm makes it difficuit to enforce constraints
specific to the formulation or provided by prior information about the problem.
We propose algorithms for batch matrix factorization with special attention given
to the $tructure-from-Motion ($fIVl) problem. Ctosure or basis constraints on one of
the two factors are computed from compiete measurement sub-matrices. For example,
Camera CÏosure Constraints (CCC) can be computed from their left kernel [162]. We
investigate three variations: Camera Basis Constraints (CBC), Structure Ctosure
Constraints (SCC) and Structure Basis Constraints ($BC), that are respectively left
basis, right kernel and right basis of the measurement matrix. Our experiments and
comparison with other state-of-the-art batch factorization algorithm show that basis
constraints usually gives better results than closures, for both affine and perspective
camera model. We also show that structure constraints can be used first to compute
the 3D structure instead of the cameras, which allows to enforce directly constraints
such as known 3D points or known planar surface. In the case of affine $BC, an
approximation to the reprojection error is minimized.
Organizatiori. The next section reviews previous work on factorization and Structure
from-Motion and points out the main differences with ours. In §14.3, we give our no
tation and formally introduce the factorization probiem with his specialization to the
affine $tructure-from-Motion problem. Camera Closure Constraints (CCC) are first
reviewed in §14.3.1, then foliows our contribution in §14.4. The details are provided
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for the affine camera model and we discuss how the theory applies to the perspec
tive model in §14.5. Robustness is discussed in §14.6, experiments are described and
analyzed in §14.7, followed by conclusion in §Ï4.8.
14.2 Prevfous Work
Structure-from-Motion can be formulated most generally as a bilinear (modulo ho
mogeneous scale) inverse problem. The seminal work on affine factorization [159]
however showed that it could be relaxed to a bilinear problem for the affine camera
model. For perspective cameras, it can be formulated similarly when the homoge
neous feature point coordinates are rescaled by their projective depth, which must 5e
estimated a priori [89, 141].
The algorithms for matrix factorization despite missing data can be divided into
three main categories: iterative, batch and hierarchical. In the first one, factorization
is performed by minimizing directly the factorization error either by non-linear meth
ods [28] or alternation [23, 8$, 125]. However, the convergence to the global minimum
is not guaranteed because they cari get stuck in a local minimum. Although good
performances have been reported when initializing the algorithms with a random so
lution [28, 74, 125], an initialization as close as possible to the global minimum is
recommended. Hierarchical approaches proceed by factorizing overlapping sub-blocks
of the measurement matrix [37, 101]. The solutions are then merged in a hierarchical
manner, and care must 5e taken choosing the merging scheme. This allows to deal
with very large factorization problems.
Batch algorithms provide a solution for initializing iterative algorithms with a low
computational cost. They usually minimize an approximation to the reprojection
error to simplify the optimization and avoid local minima [57, 89, 162]. Under zero
noise, they find the global minimum. The approximation is done by computing the
two factors through two linear steps. Constraints on one of the two factors are
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computed to span the whole solution space. Once the first factor is estimated, the
second one can be easily computed. Non-linear and batch algorithms are usually
considered complementary solutions. In [131], essential matrices are used between
pairwise views to estimate the motion of ail the cameras without the structure. This
is similar to our solution in phulosophy although a very different approach is taken.
It has been shown that the reconstruction problem is considerably simplified when
observing a reference plane in ail the images of the sequence [73, 118]. The structure
constraints we propose handie this situation naturally. The solution must stili proceed
in two steps, but has the benefit that the objects do not need to be visible in ail
of the images. It lias been noted in [90] that very few reconstruction algorithms
can use two image tracks, which occur when using a sparse set of images with wide
baseline. Our solution is not subject to this limitation. Finally, robustness is enforced
one constraint at a time, rather than globally [1, 4, 74], thereby allowing the use of
RAN$AC-type algorithms.
14.3 Notation and Preliminaries
Notation. Matrices are in sans-serif, e.g. M, and joint matrices in calligraphic
characters, e.g. M. Vectors are always in bold, e.g. y. The matrix operator O is the
Hadamard element-wise product. Finally, P represents the projective space.
Problem statement. Factorization of a matrix M with missing data is formulated
as the probiem of finding a weighted approximation of M with the closest rank r
matrix (AB) such that:
1 IIW(nxm) O (M(nxm)
— A(nxr)B(Txm)) II (14.1)
where M is called the measurement matrix composed of points m, and W is a weight
ing matrix with zeros for missing elements in M. In some problems, constraints on
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elements of A and B must be enforced, e.g. affine SfM. In $fM, B is called the Joint
Structure Matrix (JSM) and represents the 3D points q e P3, A = (P t) is the Joint
Projection IViatrix (JPM) and consists of the stacked camera projection matrices.
Affine SfM can be formulated as a rank-3 or a rank-4 factorization of a joint
matrix M, depending on whether the input matrix has missing data or not (with the
exception of [23], where predictions are made for the missing data). In the rank-3
case, the projection can be expressed with:
_D . 4-
mp(2x1) — rP(2X3)q(3X) + i’p(2x1)
where an optimal choice for the joint transtation vector t can be computed as the
column means of M. It can be eliminated from (14.2), giving the centered measure
ment matrix (M — tiT). The factorization of this matrix computed using SVD is an
optimal solution in terms of the reprojection error [159]. We have rank-4 when data
are missing, so the joint translation vector cannot be computed a priori. Bilinear
matrix factorization [125] provides a solution as long a.s the last row of the JSM is
constrained to unity:
t \ Q(3xm)M(2nxm) (P(2x3) t) I J . (14.3)T j
Camera Ctosnre Constraints (CCC)
We review Ctosure Constraints [57, 68, 162] for affine cameras and give a generic
formulation for estimating matching tensors between many views.
Deriving the constraint. Let M be a sub-block of M without missing data.
Selecting a subset of views is done by multiplying to the left by some row-amputated
block-diagonal matrix H with (2 x 2) identity blocks. Selecting a subset of features
is done similarly by multiplying to the right by C, an identity matrix amputated of
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some of its columns, yielding:
flMt. (14.4)
In this case, the measurements cari be expressed as:
M flMt = PQt + HtlTt = + (14.5)
We define bLm as:
def 1
11m 1(mxl), (14.6)
which computes the column means of an (n x m) matrix by multiplying to the right.
We define the centered measurement matrix as:
M M
— M1X,), (14.7)
which does not equal (?5) in general, as tire row means of the sub-blocks are not
necessarily those of the complete matrix. The SVD M = UVT can be used to
compute optimal rank-3 factors giveil by the leading 3 columns of U and 3 rows of
VT. The ftrst factor gives the partial Joint Projection Matrix while the remaining
columns of U form a basis for the best approximation to the left kernel of M, which




iVT (M _M111T) = o, (14.9)
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that rewrites as:
T () =0, (14.10)
where appears the non-centered matching tensor jV we are seeking. Note that directly
computing a tensor from (T
1)T
would not be optimal in terms of reprojection error.
Tensor .jV corresponds to the classical affine matching tensors. The affine fundamental
matrix ha.s 4 degrees of freedom, and the non-centered left kernel obtained from a
measurement matrix with four rows has 5 components up to scale. A matching tensor
computed from a matrix with six rows is of size (3 x 6) and has orthonormal rows,
which leaves 12 degrees of freedom like the affine trifocal tensor.
Estimating the Joint Projection Matrix. The unity constraint on the last row
of the Joint Structure Matrix can be expressed with extra rows in M and P:
/M (P t(Q
I 1=1 II I. (14.11)
-iTI n il -iT















$tacking every such constraint computed from different sub-blocks of M in a single
matrix equation, we get:
Dl o
( t) — . (14.15)
D O J]’1tti
The design matrix, denoted y (D1,. . . , Dt), is highly sparse. This is exploited
when computing the Linear Least Square (LL$) solution. As explained in [57], choos
ing the projection matrix of some of the cameras fixes the gauge of the system and
ensures a full-rank design matrix. The error minimized by this method is difficuit
to interpret because it is expressed in terms of matching tensors. Once the JPM is
estimated, the structure can be computed by affine triangulation.
14.4 Batch Matrix Factorization for Affine SFM and Generalization of
ccc
14..1 Summary ofthe Atgorzthms
The algorithms we propose follow the typical steps of batch algorithms: 1) Measure
ment sub-matrices without missing data are found. 2) Each of these matrices is used
to compute a constraint, either on the partial Joint Projection Matrix or partial Joint
Structure Matrix. 3) The constraints are combined to estimate one of the factors.
4) The second factor is estimated by camera resectioning or triangulation. 5) Finally,
non-linear or alternation methods refine the solution.
1).2 Camera Basis Constraints (CBC)
We show how basis constraints eau 5e used instead of matching tensors. The partial
JPM P can be computed alone, i.e. without the joint translation vector. This is doue
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by aligning bases of the projection matrices of partial reconstructions performed on
measurement sub-rnatrices. Once P is recovered, the joint translation vector and the
structure cnn 5e computed together to minimize the reprojection error.
Consider a centered suh-matrix M of M and compute its SVD M = UVT. The
3 leading colurnns of U, denoted Û, form a basis of , that is, there is a 3 x 3 invertible
matrix Z (the aligning transformation) such that:
(14.16)
leading to the Camera Basis Constraint:
flP ÛZ. (14.17)
Because of the remark following (14.7), this is not trivial. To demonstrate this, we
note that multiplying an (n x m) matrix by:
def
‘9rn = I — 1(mxm) = I — Lm1(lxm), (14.1$)
to the right subtracts the row mean from each of its entries. Consequently:
M = nMr91 = HP Qt9 + flt1Tt9,. = HPQti9, (14.19)
since flt1TT.O = O. Hence. the columns of M are linear combinations of those of
[I?, and since M has rank 3, the same is true of O.
Soïving for the Joint Projection Matrix
Computing many CBC’s for different suh-blocks of the measurement matrix amounts
to performing partial affine reconstructions. $olving for the Joint Projection Matrix
is done by: 1) aligning basis constraints to recover the reduced JPM anci 2) recovering
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the joint translation vector and the structure.
Let t be the number of CBC’s. Aligning bases together involves minimizing:
2
- flkPW2 (fl -Uk) () , (14.20)








Although the size of the design matrix V is quadratic in the number of bases, the
equation system eau 5e minimized efficiently. Indeed it is extremely sparse, and we do
not need to compute the aligning matrices Zk. The minirnized error is the alignrnent
of the optimal cameras of partial reconstructions. Although this error is algebraic, as
when expressing the error in terms of matching tensor constraints, our experiments
suggest it is more stable, cf.14.7.
Once the partial JPM P is estirnated, we propose two approaches for estimating
the translations and the structure. The best solution cornes from doing both at the
sarne tirne, by using an LL$ formulation. It minimizes the reprojection error. This
is because the orientation and intrinsics of the camera are already estimated up to a
(3 x 3) invertible transformation G, which has no effect on the minimized error:
min M — PQ — iTtI1 = min 11M — PGG1Q — iTtII. (14.22)
t,Q t,Q
However, for a long sequence, this equation system uses a lot of memory and is rather
long to minimize. In this case, it is more efficient to estimate only the joint translation
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vector and then perform individual triangulation for each feature track. To this end,
we combine the computed basis O with the translation i = M1 of the cameras of
the partial reconstructiolls. Thus, the camera alignment can also be performed with:
n ( t) = ( ) (u ) t 1 (14.23)\O(1x3) lj




where V is the design matrix of (14.21).
In [89], bases for cameras were computed from M, not M like we do. The
partial reconstruction corresponding to these cameras is not optimal. Furthermore,
a method for estimating î from the bases independently of the structure is not given.
This is essential when dealing with very large sequences or data corrupted by outliers
(cf. § 14.6).
1.4.3 Structure Ctosure Constraints (5CC)
Structure Closure Constraint is the analogue of the CCC applied to the Joint Struc
ture Matrix. From (14.3), a matching tensor should 5e in the column space of Q and
1T can 5e computed using SVD [60] by minimizing:
WMii2, stibject to 1T = (14.25)
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Note that unlike the CCC, the $CC is not computed from a centered input matrix.
This is because the last row of the JSM must be iTs. A more formai explanation is
given in §14.4.4. By accumulating many constraints, we can form a design matrix V
with:
DTA/TtT. (14.26)
By construction V is rank deftcient because each of its rows vanishes on 1T• Hence,
the right eigenvector corresponding to the smallest singular value, equal to zero, is
1/11111. The estimate for QT is given by the next three right eigenvectors of V.
144. $trncLnre Basis Constrains ($3G)
As with Camera Closures, using Structure Ciosures impiies minimizing a pureiy alge
braic function difficuit to interpret. Structure Bases can be used to estimate pa.rtia.i
reconstructions which are then aligned together in a single computation. from an
SVD of M = UZVT, the three leading colurnns of V estimate the structure, up to an
affine transformatioll, in the partial reconstruction corresponding to M. However we
prefer using as the three leading columns of VIT, as expÏained helow. It can 5e




leading to the Structure Basis Constraint:
ETQT ZT. (14.28)
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Note that unlike a CBC, an $BC cannot be aligned with a (3 x 3) matrix. This is
because the row space of ‘Q is that of:
Q9r Q’ — Q’I1(lxm)
npr= np = np — 21(1Xm (14.29)
Q3’i9 Q3 — Q3p1(,xm)
iTq.
J.
where the ‘s are the rows of , that is, the row space of ‘Q is the one generated by
the Q”s and 1T, but not necessarily only by the Q’s. Partial reconstructions can be
aligned together by solving an equation system similar to (14.21).
Choosing the bases. Consider two partial reconstructions ‘Q and ‘Q’. Aligning
them together amounts to finding:
min II’Q’ — Z’Q112. (14.30)
We show that when ‘Q is chosen so that the corresponcling projection matrix i’ is
orthonormal, the 3D error approximates the reprojection error [14]. Projecting the
residual given by (14.30) into the images corresponding to the block, we obtain:
I’Q’ + — (75Z’Q + 1T) 12 = ‘Q’ — z’QIp2 (14.31)
= II1(’Q’ - z’Q)112. (14.32)





The minimization is only exact if hoth ‘Q ancÏ ‘Q’ have been estimated without error




In many situations, prior knowledge about the configuration of the scene structure
is available. Examples are two cameras with identical positioll and/or orientation,
smooth camera path, kllown 3D points and planar structure. In our algorithms, a
certain number of constraints can be enforced. This is clone when estimating the
first factor. As a consequeilce, one can oniy force constraillts on either cameras or
structure.
Most of our equation systems are homogeneous, like (14.21). In order to simplify
the constrained optimization, a well known trick is to select a gauge, i.e. to give a
value to some rows of X, and solve the resulting regression problem. A valid gauge
fixes the degrees of freedom of the affine ambiguity, which makes the original design
matrices rank deficient. Once this is clone, each column X of the solution matrix
X can be individually estimated by regression under linear constraints, which is an
instance of convex quadratic programming [22]. Aligning two cameras together can
be clone by choosing:
t 1 0 0 o”\






Others can also be aligned through equality constraints P8
— Pf = 0, or variable
elimination.
Enforcing known 3D points can be clone similarly with structure constraints. The
gauge is fixed with at least four non-coplanar points. Three planar surfaces can
also be enforced by forcing groups of points to have their (X, Y Z) coordinates to
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either (O, *, *), (*, O, *) or (*, *, O), where * means the coordinate is not fixed’. for
more than three planes, their absolute equation have to be known. Observe that the
gauge is at least partially fixed by the points Iocated on the planes. Consequently,
caution must 5e taken to ensure that these planes are really orthogonal up to an
affine transformation. Prior information from points auJ planar structures eau also
be incorporated as long as the constraints are compatible, i. e. the affine ambiguity is
fixed by the same matrix.
14.5 The Perspective Camera Model
In projective SfM, the point coordinates are multiplied by their projective depth ),
auJ the projection is performed by (3 x 4) matrices defined up to scale:
.tm3\P)
= (P(3X3) t?(3X1)) 4l) (14.36)
where rn e R2 is an interest point tracked throughout the sequence and q3 C R3.
We assume that the projective depths are estimated a priori. In otir experiments,
we used the algorithm presented in [89]. Rank-4 factorization is then performed
without any restriction on q, unlike for the affine case. Closures and rank-4 bases
are purely algebraic auJ are computed from M(3X) = flMt instead of M. This is
akin to what was presented in [89j. The main difference is the way system (14.21) is
minimized. They used Matlab’s EIGS methoci to estimate four orthonormal solution
vectors. We used a solution based on fixing one of the bases Ù to identity auJ solve
the resulting sparse regression problem. finafly, we performed a QR factorization
on the estimated JPM to orthonormalize its columns. It was suggested in [89] that
gluing via points cannot 5e used with the perspective camera moclel. We Jid not
encounter this limitation.














Figure 14.1. Comparison of the algorithms for the simulated sequence. M-
P stands for Martinec-Pajdla [89], P.F. for Powerfactorization [125], D.N. for
Damped Newton [28] and b. for the best solution out of the 15 trials. Left)
Affine model. Right) Perspective model (SCC not shown).
14.6 Robustness
To deal with outiiers, we use random sampling to compute each Closure/Basis Con
straint. Once the camera path or 3D points have been computed, we rely again
on random sampling to perform robust triangulation or resection. We do not reject
points directly from the computed matching tensors, which can leave certain ont
liers behind. We avoid performing the optimization using a robust (non-convex) cost
function, that would typically have a lot of local minima, or using alternation with
re-weightillg.
For CBC, we rely on (14.24) to compute the position of the cameras, because
the estimation of the structure and the translation vectors in a single step (i.e. using
(14.22)) would be computationally expensive in a random sampling strategy.
1 234567
Added noise (std. dey, e-02)
1 234567
Added noise (std. dey, e-02)
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14.7 Experiments and Analysis
We compared our three algorithms to Guilbert et al. [5Ï, Martinec-Pajdla [89],
Hartley-Schaffalitzky [125] and Buchanan-Fitzgibbon [28] methods on simulated and
real sequences. Powerfactorization and Damped Newton were used respectively for
the affine and perspective camera model. They were limited to 1000 iterations, which
was sufficient to attain convergence from a random solution in most cases. The
tracks were sorted in order of appearance in the sequence and we assumed that the
resulting measurement matrix was approximately band-diagonal as in figure 14.4.
Heuristics were used to find complete sub-blocks, making sure that constraints are
approximately equally distribllted among the cameras or the 3D points, depending
on the constraint type.
Simulation. The simulated sequence consisted of 50 cameras and around 900 3D
points with a lot of occlusion, resulting in around 96% missing data. In figure 14.1,
the algorithms are compared for both camera models at different levels of Gaussian
noise. Our results strongly suggest that Camera Basis performs best, especially under
affine projection. Under perspective projection, Closure and Structure Basis gave
similar results with a slight advantage to SBC in the presence of very high noise.
The advantage vanished when projective depths were exact (not shown here). Hence,
SBC seems to be the most robust to erroneous projective depths. The CBC method
performed slightly better than Martinec-Padjla’s, a likely resuit of our balancing of
the constraints. Structure Closures performed rather poorly. This is not surprising,
at least for the affine case, since it is the only one of our algorithms whose constraint
is not optimal. Powerfactorization and Damped Newton provided good performance
in the best case, but on average, they did not converge to satisfying solutions.
Most of the computation time was spent finding complete sub-blocks from the
measurement matrix. The time for solving the two factors was almost negligible.
Hence, a good algorithm performs well even with a smalÏ number of constraints. We
Mean (max) reprojection error in pixels
Sequence
(# Img., 3D pts, CCC [57[ C3C SCC SBC [141 P [1251 M-P [891
#_2D_pts,_miss,_data)
Dinosaur (36,2683,11832,96.9%) 0.56 (5.49) 0.49 (4.62) 0.65 (7.27) 0.66 (7.12) 1.75 (73.1) 0.56 (6.99)
Book (95, 254, 10253, 89%) 0.54 (6.86) 0.50 (5.59) 0.55 (5.25) 0.56 (5.66 ) 0.54 (5.96) 2.56 (41.1)
Building (194, 779, 17233, 97%) 0.86 (14.4) 0.95 (22.8) 1.24 (17.5) 1.21 (21.5) (3.45) 256.8 1.28 (39.2)
Teddy Bear (196, 2480, 93589, 95%) 0.65 (8.14) 0.65 (8.14) 4.67 (174.5) 1.13 (35.3) 1.91 (38.8) 4.453 (96.97)
Desk (66, 2483, 26771, 95.9%) 0.99 (43.36) 0.87 (19.5) 3.93 (132.66) 1.44 (45.18) - 0.83 (24.4)
Table 14.1. Comparison between batch methods and Powerfactorization for four
real sequences. AIl were reconstructed using the affine camera model except






















Figure 14.2. Comparison for the number of constraints between CCC and CEC,
for our simulated sequence.
compared CCC and CBC on this criteria with the simulated sequence as well as with
the Teddy Bear sequence (cf.figure 14.2 and 14.3(a)). The number 0f closures had to
be llearly twice as large as that of bases to obtain a comparable average reprojection
error. The maximal reprojection error also suggests more stability for bases.
Real sequerices. We compared batch algorithms and Powerfactorization on five
real sequences, four affine and one perspective, (cf.table 14.1). To take them ont
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of the comparison, we removed the outiiers in each of the sequence using the robust
CBC-based algorithm (see test below). For the Dinosaur sequence, the algorithm
of Guilbert et aï. and Martillec-Pajdla obtained a better mean reprojection error
than what they reported in their paper, respectively 5.4 and 2.57 pixels. This is
probably because we used more constraints (around 350). Computation time, in
Matlab, for the camera estimation (not including sub-block search) were 0.01 and
0.29 seconds for CCC and CBC (for which five different gauges were tested) and 0.34
seconds for Martinec-Pajdla. On the larger Teddy bear sequence, computation time
were respectively 0.49, 0.73, 0.91 seconds (not including the translations since it was
much longer miuimizing (14.22) than (14.24)). Structure Constraint based algorithms
were siower because their equation systems are larger. Iterative algorithms achieved
convergence after a few hundred iterations, resulting in minutes, if not hours, of
computation. When initialized using a batch method, only a few iterations were
necessary.
The Desk sequence (cJ.figure 14.4, 14.5 and 14.6(c)) was reconstructed using the
perspective algorithms and the one based on affine CBC. In the former case, outliers
were removed before factorization using fundamental matrices. All batch algorithms
but the one based on SCC provided satisfying results. The reconstruction shown
in figure 14.6(c) is the result of refining the solution with Mahamud et aï. method
followed by seif-calibration. Projective and Euclidean bundle adjustment improved
the reconstruction only slightly. We also achieved reconstruction by initializing a
Euclidean bundle adjustment with the robust algorithm based on affine CBC. Af
ter convergence, the recovered focal length was similar to the one recovered using
projective reconstruction.
Outiiers issue. The performance of CCC and CBC for handling outliers was also
tested similarly to [130]. Up to 7 ¾ outliers where added to the Dinosaur sequence.
This gives up to 7n 97 unusable n-view constraints (we used up to 4). The constraints
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were computed from robustly selected sub-blocks. Thus, a.s the number of outiiers
increased, the number of points used to compute the constraints decreased. We
tested: 1) the percentage of recovered valid outiiers, 2) the percentage of removed
points that were in fact inliers (false positive) and 3) the average reprojection error of
the reconstruction using the original data set. Our resuits are shown in figure 14.3(b)
and 14.3(c).
14.8 Conclusion
We presented algorithms for efficient batch matrix factorization. Constraints on mea
surement sub-matrices are combined to estimate one of the two factors. We extended
Trigg’s Camera Closure Constraints to Structure Closure Constraints and proposed
Camera and Structure Basis. Experimental resuits showed that Basis Constraints
fared better than state-of-the-art methods on most of our tests, with simulated and
real sequences and both for affine and perspective camera models. future work will
focus on the measurement sub-matrix search and selection mechanism, and on exper
iments for enforcing a priori on the structure.
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Figure 14.3. Comparison between CCC and CBC with real data. a) number of
constraints for the Teddy Bear sequence. For added outiiers in the DinosauT
sequence: b) percentage of outliers recovered and percentage of false positive,










Figure 14.4. Tracks (blue/dark) and detected outliers (green/light) from the
Desk sequence.
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Figure 14.5. Five out of 66 images of the Desk sequence. Reconstruction shown
in 14.6(c).
CI
Figure 14.6. Reconstruction resuits. a) Top view of the Dinosaur sequence
without using a closing constraint. b) Side and top view of the Teddy Bear
model. c) Top view of the Desk sequence. Ail but the Desk sequence were








Nous résumons tout d’abord nos contributions. Puis, nous décrivons certains
problèmes ouverts reliés à nos travaux ainsi que des perspectives de recherches que
nous croyons prometteuses.
15.1 Résumé
> Calibrage et auto-calibrage de caméra omnidirectionnelle
Les améliorations technologiques des dernières années ont permis l’augmenta
tion de l’angle de vue des caméras, permettant de couvrir la totalité de l’espace
environnant avec très peu d’images. Cependant, les différentes variantes de ces
caméras nécessitent généralement l’emploi de modèles de caméra spécifiques à
chaque design. Notre première contribution est un modèle de caméra permet
tant de représenter efficacement une très grande partie des caméras. Le reste
de nos contributions sont des algorithmes de calibrage et d’auto-calibrage pour
différentes variantes du modèle : projection centrale ou non-centrale, et distor
sions paramétrique ou non-paramétrique. Par ailleurs, nos expériences suggèrent
que l’emploi d’une fonction de distorsion non-paramétrique procure des résultats
plus précis et, de façon surprenante, produit parfois des algorithmes plus stables.
Cependant, l’utilisation de fonctions de distorsion et de déplacement du centre
optique, toutes deux discrètes, peut donner des résultats assez instables.
Reconstruction 3D active
Les projecteurs multimédia, coûteux et encombrants encore récemment, sont
de pius en plus abordables et de petite taille. Leur utilisation dépasse déjà la
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projection classique; il existe aujourd’hui plusieurs prototypes de système de
reconstruction 3D et de système multi-projecteurs. IViais pour ne pas rester
confinées aux laboratoires de recherche, les méthodes de reconstruction doivent
pouvoir fonctionner dans des environnements pour lesquels le contrôle est li
mité t éclairage variable ou inconnu, contraste très bas dans les images, pro
jecteurs situés très loin de l’écran. Dans ce genre de circonstances, le problème
de mise en correspondance est plus difficile même pour des méthodes actives
utilisant la lumière structurée. Notre contribution à cet égard est une formula
tion probabiliste du problème de décodage des motifs, permettant de combiner
la cohérence spatiale des codes à la binarisation traditionnelle des images de
motifs. Ceci réduit le nombre d’erreurs de décodage par rapport à un décodage
classique en plus de permettre un lissage intelligent des codes qui préserve les
discontinuités.
r Algorithmes de factorisation de matrice avec données manquantes
La très grande majorité des méthodes de factorisation de matrice avec données
manquantes procède de manière itérative. Lorsque le pourcentage de données
manquantes est très élevé (plus de 80%), elles sont lentes et donnent des résultats
qui sont souvent insatisfaisants. Ceci vient surtout du fait que la minimisa
tion est démarrée à partir de solutions choisies de façon aléatoire, ce qui rend
nécessaire de répéter le processus plusieurs fois afin d’espérer trouver un mini
mum global. Conséquemment, la taille des problèmes pouvant être résolus est
grandement limitée. Nos contributions portent sur une méthode de factorisa
tion batch combinant des contraintes de fermeture généralisées et de nouvelles
contraintes de base. L’utilisation de notre méthode pour initialiser un algo
rithme itératif permet d’obtenir des taux de convergence au minimum global
supérieur à 50 % dans le cas de problèmes difficiles, et supérieur à 90% dans
le cas de problèmes plus faciles. Par ailleurs, nous avons fait ces observations
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en utilisant un des algorithmes itératifs les plus simples, soit Powerfactoriza
tion. De plus, notre méthode batch est très rapide, ne nécessitant que quelques
secondes pour les petits problèmes ou quelques minutes pour les plus grands.
Ainsi, il n’y pratiquement aucune pénalité en terme de temps de calcul à l’utili
ser comme méthode d’initialisation. Nos contraintes et notre algorithme peuvent
aussi être formulés pour le problème de reconstruction 3D affine qui présente la
particularité de nécessiter l’ajout de contraintes sur le deuxième des deux fac
teurs. Dans cette situation, nos résultats expérimentaux montrent la supériorité
des contraintes de base vis-à-vis des contraintes de fermeture. Celle-ci se situe
surtout au niveau du nombre de contraintes nécessaires à l’obtention d’une re
construction de bonne qualité (selon le critère d’erreur de reprojection). Ceci
est critique surtout lorsque l’algorithme est utilisé dans la version robuste où
chaque contrainte est calculée de manière robuste par échantillonage aléatoire
(RANSAC).
15.2 Perspectives et problèmes ouverts
La vision par ordinateur est aujourd’hui à un stade permettant le développement
de systèmes complets de reconstruction 3D passives de larges environnements et ce,
de façon complètement automatique. Il s’agit tout de même d’une avancée que peu
d’organisations ou groupes de recherches a pu réaliser [3, 80, 133]. Ces systèmes
sont encore imparfaits, ils requièrent de très longs calculs ou l’intégration de données
externes comme des coordonnées GP$, mais leurs résultats sont malgré tout très
impressionnant.
Un autre défi de taille est celui d’intégrer les derniers développements de la recons
truction 3D à ceux provenant de domaine de l’apprentissage en vision par ordinateur.
Il est logique de penser qu’inévitablement ces méthodes permettront de mieux guider
le processus de reconstruction 3D.
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Nous décrivons ici quelques perspectives et problèmes de façon plus détaillé par
rapport aux trois grands thèmes abordés clans la thèse.
Calibrage et auto-calibrage de caméra omnidirectionnelle
Le problème de calibrage de caméra est étudié depuis les années 60. Il est
presque surprenant que des avancées de nature théorique et non seulement tech
nologiques soient encore possibles aujourd’hui. Il faut rappeler que la plupart
des travaux récents sur ce thème portent sur les systèmes omnidirectionnels qui
existent depuis environ un dizaine d’années. Avec la multiplication des types
de caméra, nous croyons que l’avènement des modèles de caméras génériques
est une percée importante. Naturellement, ces modèles confèrent beaucoup de
flexibilité, n’exigeant que très peu d’hypothèses sur le système d’acquisition.
L’auto-calibrage de caméra, datant d’une dizaine d’années, est un concept beau
coup pius récent que le calibrage. Il n’est évidemment appliqué que depuis peu
aux systèmes omnidirectionnels. D’ailleurs, il n’existe toujours pas de solution
au problème d’auto-calibrage de modèle générique. Toutes celles qui ont été
proposées jusqu’à maintenant s’appliquent à des situations spécifiques (rota
tion pure, translation pure, modèle radial symétrique ou radial 1D, projection
centrale). Il n’est pas évident que les modèles complètement génériques soient
beaucoup plus utiles que ceux qui ne le sont que partiellement, comme les
modèles radial symétrique et radial 1D. Cependant, les dernières innovations
technologiques comme les caméras computationnettes’ nous laisse croire que
oui [100]. Par ailleurs, nous croyons qu’il est important d’explorer les limites
de ce genre de modèle afin de découvrir le meilleur compromis à faire entre
modèles génériques et paramétriques.
Depuis quelques années, plusieurs chercheurs explorent les possibilités offertes
par de nouvelles méthodes d’optimisation [22]. La solution d’approximation
1 Computationat cameras
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convexe que nous proposons pour le problème d’auto-calibrage de caméra ra
diale symétrique suit d’ailleurs cette tendance. Comme pour l’estimation de ma
trice fondamentale ou d’homographies basée sur une erreur algébrique, l’idée est
d’approcher le mieux possible le problème non-convexe original par un problème
convexe. Nous croyons que cette avenue de recherche est très prometteuse.
Une autre avenue de recherche intéressante qui a peu été explorée est l’élaboration
d’outils d’évaluation de la qualité du calibrage d’une caméra et un interface
permettant de communiquer les résultats à un utilisateur. Idéalement, des re
commandations devraient lui être faites pour améliorer la qualité des résultats,
comme par exemple, de prendre une nouvelle image du plan de calibrage dans
une position donnée.
Reconstruction 3D active
Il est surprenant de constater que les différentes disciplines de mise en corres
pondance active et passive sont développés de façon plutôt indépendante. Du
côté actif, la recherche est surtout effectuée au niveau du design de motif, alors
que du côté passif, l’intérêt est dirigé vers les difficiles problèmes d’optimisation
que l’on rencontre. Nous croyons que chaque discipline aurait intérêt à emprun
ter des idées à l’autre. La solution de mise en correspondance active que nous
proposons, quoique très simple, suit en quelque sorte cette tendance. En effet,
le décodage des motifs est modélisé de façon probabiliste comme c’est le cas
pour la mise en correspondance passive. Nous croyons aussi que l’intégration
de solutions logicielles sophistiquées aux systèmes actifs sera facilitée par l’aug
mentation de la puissance et la miniaturisation des ordinateurs.
Une avenue de recherche qui nous semble intéressante consisterait à étendre
notre approche probabiliste à des motifs à cohérence spatiale comme les codes
de De Bruijn. Dans ces encodages les erreurs sur les étiquettes des pixels ont
des conséquences encore plus néfastes que dans le cas de code de Cray. Le
276
système multi-projecteurs LightTWIST bénéficierait grandement de ce genre
d’améliorations. En effet, un nombre total de 40 motifs doit être utilisés pour
chaque projecteur 10 motifs de code Gray et leur inverse pour chaque coor
données X et Y). L’acquisition de ces images est longue et leur emmagasinage
est coûteux en espace mémoire. finalement, nous croyons que la cohérence
temporelle pourrait, elle aussi, être modélisée de façon probabiliste pour la re
construction 3D de scènes dynamiques.
> Algorithmes de factorisation de matrice avec données manquantes
Il reste encore plusieurs problèmes non-solutionnés de factorisation de matrice
avec données manquantes. Notre algorithme batch est efficace parce que la fac
torisation de sous-blocs est possible à l’aide de la SVD, la matrice de poids W
étant binaire. Dans le cas d’une matrice poids plus générale, le calcul de chaque
contrainte n’est plus analytique. Nous aimerions analyser cette situation avec
plus d’attention.
La contrainte de non-négativité des facteurs a aussi reçu une certaine atten
tion dans le domaine de l’apprentissage par ordinateur [63]. Dans le cas de
données manquantes, le problème est beaucoup plus difficile que dans le cas
non-contraint, même avec une matrice binaire de poids. La difficulté provient es
sentiellement du fait que des contraintes sont imposées sur les deux facteurs. De
plus, c’est en bonne partie grâce à l’ambiguïté de factorisation que les méthodes
batch peuvent se concentrer sur l’estimation d’un seul des deux facteurs. Dans
le cas non-négatif, l’ambiguïté est réduite par les contraintes.
finalement, le problème de reconstruction passive n’est pas encore résolu même
si plusieurs systèmes fonctionnels ont été présentés. Nous croyons que leur amé
lioration doit se faire du côté de la robustesse, mais surtout au niveau de leur
temps de calcul. Par exemple, il faudrait trouver des façons de combiner plu
sieurs centaines d’images pour obtenir le plus rapidement possible un estimé de
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la trajectoire d’une caméra.
Les méthodes bach de factorisation proposent des solutions intéressantes à
ce problème. Cependant, elles sont imparfaites, puisque limitées à l’emploi du
modèle de caméra affine ou, dans le cas perspectif, nécessitent l’estimation a
priori des profondeurs projectives.
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