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SUMMARY
This thesis aims to contribute to the area of kernel methods, which are a class
of machine learning methods known for their wide applicability and state-of-the-art
performance, but which suffer from high training and evaluation complexity.
The work in this thesis utilizes the notion of reduced-set models to alleviate the
training and testing complexities of these methods in a unified manner. In the first
part of the thesis, we use recent results in kernel smoothing and integral-operator
learning to design a generic strategy to speed up various kernel methods. In Chapter
3, we present a method to speed up kernel PCA (KPCA), which is one of the funda-
mental kernel methods for manifold learning, by using reduced-set density estimates
(RSDE) of the data. The proposed method induces an integral operator that is an
approximation of the ideal integral operator associated to KPCA. It is shown that
the error between the ideal and approximate integral operators is related to the error
between the ideal and approximate kernel density estimates of the data. In Chapter 4,
we derive similar approximation algorithms for Gaussian process regression, diffusion
maps, and kernel embeddings of conditional distributions.
In the second part of the thesis, we use reduced-set models for kernel methods
to tackle online learning in model-reference adaptive control (MRAC). In Chapter 5,
we relate the properties of the feature spaces induced by Mercer kernels to make a
connection between persistency-of-excitation and the budgeted placement of kernels
to minimize tracking and modeling error. In Chapter 6, we use a Gaussian process
(GP) formulation of the modeling error to accommodate a larger class of errors, and
design a reduced-set algorithm to learn a GP model of the modeling error. Proofs of
stability for all the algorithms are presented, and simulation results on a challenging
xiii




Machine learning is a scientific field which focuses on the creation and study of sys-
tems that learn automatically from what can be loosely labeled as ‘observations’.
Fundamentally, machine learning is the algorithmic base that enables machines (or
agents, as they are sometimes known) to operate autonomously, while adapting to
unforeseen changes in their environment [7]. What differentiates machine learning
from older theories for autonomous systems, such as control theory, is that the afore-
mentioned adaptation is created on the basis of a model or a learned representation
of the world, as observed through the system’s sensors. Figure 1 shows an example







Figure 1: A pictorial representation of a generic autonomous system. Machine learn-
ing constitutes the middle portion of the diagram.
There are different subfields in machine learning, each of which is designed to
tackle a different type of problem. The focus of this thesis is on statistical ma-
chine learning, which uses the mathematics relevant to statistics to learn from data.
The tools developed in the field have become increasingly important for extrapolation
from data in the 21st century; examples of data of interest to practitioners in the field
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include images from websites, time-series data generated from the weather, speech
corpora, analytics from social media, etc. The roots of machine learning can be traced
back to the 1950s and 1960s, which saw the introduction of algorithms for detect-
ing linear relations among data [81, 92]. The development of nonlinear algorithms
accelerated greatly in the 1980s, which saw the introduction of the backpropagation
algorithm for neural networks [83], and an induction algorithm for decision trees [76].
Decision trees and neural networks proved extremely effective for a wide variety of
applications, partially because these algorithms were directly inspired by the way
humans themselves learn. Decision trees can be thought of as an abstract representa-
tion of choices and their possible outcomes, a method of decision-making that is very
commonly used by humans in practice, and the roots of neural networks are inspired
by neuroscientific principles. There are two issues with these classes of algorithms
however: 1) they are based on heuristics, and at the time of their introduction, their
statistical behavior was not well understood, and 2) in most cases, they are difficult
to train, and/or assume a predefined structure imposed by the designer of the system.
The mid 1990s saw the introduction of support-vector machines (SVMs) [11], which
led to a new revolution in machine learning via the introduction of nonlinear feature
mappings induced by kernel functions, which effectively allowed a straightforward
conversion of linear methods into nonlinear ones, by a process known as kerneliza-
tion [23]. The success of SVMs led to the kernelization of methods such as ridge
regression, PCA, and adaptive filtering, among many others [92]. At the same time,
the statistical performance of kernel methods was studied using tools from empirical
processes, tools which were pioneered by Vapnik and Chervonenkis in the 1960s, and
which laid a firm theoretical foundation for these methods [106]. In addition to their
solid theoretical footing, the training of kernel methods boils down to well-understood
optimization techniques such as convex optimization and eigendecomposition, which
eschews the tendency of older optimization algorithms to get stuck in local optima
2
[11].
Kernel methods thus have many attractive features: 1) kernels can be designed
for specific classes of problems, and in many cases, a single type of kernel function
suffices, 2) their training is well understood, and 3) they let the ‘data speak for them-
selves’, by computing hypotheses that rely on kernel expansions on the data itself.
Unfortunately, this nonparametric nature is the biggest liability of these methods
in practice, since a dataset with n points results in a target function that requires
O(n) function evaluations for every new test point [92]. In the data deluge associated
with modern computing, n can easily exceed millions of training points, causing these
methods to become impractical at test time. Even worse, their training complexity
can be up to O(n3), which precludes training on datasets larger than a few thousand
points on most personal computers. To alleviate this heavy computational burden,
a great deal of effort has been devoted to making the training and testing phases of
kernel methods efficient separately [27, 89]; however, these approaches do not try to
treat these phases as a whole.
The approach outlined in the first part of the thesis attempts to unify training
and testing speedups via the simplest solution possible: by discarding a large portion
of the data before the actual training procedure even takes place. It is readily apparent
that this is an extremely aggressive strategy to pursue, and the goal of the thesis is to
outline an intelligent data reduction strategy that is guaranteed to not lose too much
accuracy. To do so, the general method takes a (deterministic) ‘sketch’ of the data
before discarding it. This sketch is then used to compute reduced-set approximations
to the hypotheses that would have been computed using the full training set. We
demonstrate the effectiveness of these reduced-set approximations on a wide variety
of machine learning problems, such as classification, regression, clustering and kernel
embeddings, by proving rigorous bounds on loss in approximation quality, and by
performing experiments on a wide variety of datasets.
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In the second part of the thesis, we show how related reduced-set approximations
can be used to learn time-series data. In the field of adaptive control, controllers must
adapt to a controlled system with significant modeling error and/or disturbances. One
common method for this adaptation is model-reference adaptive control (MRAC),
where this error, also known as the uncertainty, can be learned using radial basis
function networks. While effective in practice, MRAC usually assumes knowledge of
the domain of the uncertainty, and/or focuses on minimizing tracking error between
the actual and the desired model. The work in this thesis uses tools from reproducing-
kernel Hilbert space theory and Gaussian processes to create new classes of controllers,
which do not require a priori knowledge of the uncertainty, and whose goal is to
actually learn a nonparametric model of the uncertainty, so as to combat it more
effectively. It is shown that the new methods effectively give these controllers memory,
and that this memory allows them to anticipate future errors, and thus minimize
control effort on the actuators. Lyapunov-like analysis is used to guarantee stability
of the controllers, and simulation results on a challenging nonlinear control problem
are presented, showing improvement in tracking error and a long-term learning effect.
The remainder of this thesis is organized into the following chapters. See Figure
2 for chapter dependencies.
Chapter 3: Reduced-Set Kernel PCA: Basic Theory This chapter presents a
method for speeding up the training and execution speed of kernel learning algorithms
relying on spectral decomposition. First, the connection of kernel smoothing to the
spectral decomposition of integral operators is exploited, within the context of KPCA,
to define reduced-set KPCA, which relies on the computation of a reduced-set density
estimate (RSDE) of the dataset, with a much smaller cardinality than the full set. The
RSKPCA approach circumvents the computation of the full kernel matrix, so that the
eigendecomposition and kernel mapping is performed using the RSDE alone. Results
bounding the approximation of the density via the maximum mean discrepancy and
4
Chapter 5
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Figure 2: Structure of the thesis.
the difference in Hilbert-Schmidt norm between the operators are presented, providing
further theoretical justification for the approach. In the case of radially-symmetric
kernels, a simple, single-pass RSDE called the shadow density estimate is presented,
which allows for the computation of closed-form bounds on the approximation errors
mentioned above. Experimental results on various datasets are given which show the
effectiveness of the approach in practice, for speeding up both training and execution
speed, as well as yielding good approximation accuracy.
Chapter 4: Reduced-Set Kernel PCA: Applications This chapter uses the
theory developed in the previous chapter to compute reduced-set approximations for
three other types of kernel methods. First, an algorithm for Gaussian process regres-
sion is presented, and theoretical results bounding the deviation of the hypothesis of
the reduced-set approximation from the original hypothesis are presented. Second,
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we present an approximation for the diffusion map algorithm, and present similar
theoretical results. Third, approximation algorithms are given for different applica-
tions of kernel embeddings, including the kernel Bayes’ rule. Finally, experimental
results showing the efficacy of each of these approximation algorithms are given.
Chapter 5: Reduced-Set Kernel Methods for Adaptive Control Classical
work in model reference adaptive control for uncertain nonlinear dynamical systems
with an RBF neural network adaptive element does not guarantee that the network
weights stay bounded in a compact neighborhood of the ideal weights when the system
signals are not persistently exciting (PE). Recent work has shown, however, that an
adaptive controller using specifically recorded data concurrently with instantaneous
data guarantees boundedness without PE signals. However, the work assumes fixed
RBF network centers, which requires domain knowledge of the uncertainty. Motivated
by reproducing kernel Hilbert space theory, in this chapter, we propose an online
algorithm for updating the RBF centers to remove the assumption. In addition
to proving boundedness of the resulting neuro-adaptive controller, a connection is
made between PE signals and kernel methods. Simulation results show improved
performance.
Chapter 6: Bayesian Nonparametric Adaptive Control Using Gaussian
Processes This chapter investigates a Gaussian process (GP) based Bayesian MRAC
architecture (GP-MRAC), which leverages the power and flexibility of GP Bayesian
nonparametric models of uncertainty. GP-MRAC does not require the centers of
the RBF to be preallocated, can inherently handle measurement noise, and enables
MRAC to handle a broader set of uncertainties, including those that are defined as
distributions over functions. We use stochastic stability arguments to show that GP-
MRAC guarantees good closed loop performance with no prior domain knowledge
of the uncertainty. Online implementable GP inference methods are compared in
numerical simulations against RBFN-MRAC with preallocated centers and are shown
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to provide better tracking and improved long-term learning.
Chapter 7: Conclusion This chapter concludes the thesis, and offers ideas where
to proceed from here.
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Table 1: Table of Notation
Rd Euclidean space of dimension d.
Cd Complex space of dimension d.
M Compact metric space.
C0(Ω) Space of continuous functions on the domain Ω.
C k(Ω) Space of kth differentiable continuous functions on the
domain Ω.
C∞(Ω) Space of infinitely differentiable continuous functions on
the domain Ω.




p <∞ with respect to Lebesgue measure.




p <∞ with respect to measure ν.
H Reproducing-kernel Hilbert space.
H∗ Dual space of H.
f̂ Fourier transform of function f ∈ L1(Ω).
MMD(X, Y ) Maximum mean discrepancy between random variables
X and Y .
‖ · ‖op Operator norm.




This section reviews some of the basic concepts used in this thesis. We mainly employ
tools from real and functional analysis as applied to kernel methods, as well as basic
results from probability and control theory.
2.1 Measure Theory
This section references some of the concepts used in the thesis from analysis; a good
source for this material is [30]. Measure spaces are denoted by the triple (Ω,A, υ),
where Ω is the domain, A is a σ-algebra, and υ is an abstract measure. Recall that a
measure is called σ-finite if Ω =
⋃∞
i=1 Si, where Si ∈ A and υ(Si) <∞ for all i. If f





This measure will be referred to using the notation
dν = fdυ. (2.1.2)
We will also need to utilize some ideas from the theory of Radon measures. In
particular, given a compact metric spaceM, we denote the set of continuous functions
onM by C0(M), and its dual by C0(M)∗. The weak topology on C0(M) is the unique
weakest topology on C0(M) which makes all elements in C0(M)∗ continuous, while the
weak∗ topology on C0(M)∗ is defined in a similar manner with respect to C0(M)∗∗.
These facts allow use to state the following definition.







where u ∈ C0(M). Then a sequence (νn)n∈N is said to exhibit weak convergence to
ν, denoted νn(w) ⇀ ν(w), if |νn(w)− ν(w)| → 0 ∀w ∈ C0(M).
Note that closed, bounded subsets of Rd are examples of compact metric spaces under
the Euclidean metric d(x, y) = ‖x− y‖.
2.2 Kernel Methods
Kernel methods are a class of machine learning algorithms which use nonlinear feature
mappings in conjunction with linear learning algorithms to discover linear relations
between observations in feature space. Because of the modular nature of kernels, the
net effect is an algorithm which can be nonlinear in the input space. In order to gain
an understanding of how an appropriate feature map can help for a learning problem,
consider the two sample sets X1 = {xi}n1i=1 and X2 = {x′j}
n2
j=1, where xi, x
′
j ∈ R2, and
the sets are shown in Figure 3a. Consider the problem of learning a decision boundary
from the data in the input space which assigns X1 to class 1 and X2 to class 2. This
problem is an example of a supervised-learning problem. It is impossible to find a
linear separator in the input space to achieve 100% training accuracy. However, if








finding a linear separator becomes quite easy, as can be seen from Figure 3a. There-
fore, in order to solve this classification problem using a two-step approach, one can
map the data to the feature space using (2.2.1), and then use any linear classification
algorithm, such as a linear perceptron, or a linear SVM, to get the decision boundary
in the feature space [7]. The main problem with this approach is that it’s not very
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(a) Data in input space (b) Data in feature space
Figure 3: A (canonical) example of a classification problem where an appropriate
feature map allows a linear separator to achieve 100% training accuracy. The surface
shown in the feature space is how the geometry of the input space is warped after
projection.
flexible, since the feature mapping needs to be designed by hand. Fortunately, the
theory of kernels allows for an elegant solution to this issue.
2.2.1 Reproducing Kernel Hilbert Spaces
The feature spaces employed in kernel methods are classes of function spaces known
as reproducing-kernel Hilbert spaces (RKHSs). We outline the technical details con-
cerning these spaces in some detail in this section, so as to facilitate our analysis in
later chapters. The majority of the material in this section is based on [111].
Definition 2.2.1. Let H be a real Hilbert space of functions f : Ω→ R. A function
k : Ω× Ω→ R is called a reproducing kernel for H if
1. Ky := k(·, y) ∈ H, ∀y ∈ Ω.
2. f(y) = 〈f,Ky〉H, ∀f ∈ H, and ∀y ∈ Ω.
Note that this definition implies that the kernel associated to a particularH is unique.
Recall that for each Hilbert space H, there is an associated space of continuous
functionals known as the dual space H∗. Then the following theorem can be proven:
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Theorem 2.2.1. Let H be a Hilbert space of functions f : Ω × Ω → R. Then the
following are equivalent:
1. H has a reproducing kernel.
2. All point evaluation functionals δy ∈ H∗ are continuous, for all y ∈ Ω.
A Hilbert space with associated kernel k is called a reproducing-kernel Hilbert space.
In the above theorem, we have δy := 〈·, Ky〉H. Somewhat confusingly, the quantities
Ky are also known as ‘point evaluation functionals’, even though they are not strictly
functionals, but are associated with their corresponding δy’s by a linear isometry. It
can be shown that
k(x, y) = 〈Kx, Ky〉H = 〈δx, δy〉H∗ ∀x, y ∈ Ω. (2.2.2)
This property implies the existence of a feature map ψ : Ω→ H, where ψ(x) 7→ Kx.
In particular,
k(x, y) = 〈ψ(x), ψ(y)〉H, ∀x, y ∈ Ω. (2.2.3)
What makes RKHSs useful for machine learning is that if a function obeys certain
properties, it ensures the existence of this feature map.
Definition 2.2.2. A function k : Ω × Ω → R where Ω is some domain is known as





k(xi, xj)cicj ≥ 0, (2.2.4)
for all finite sample sets of size n, where xi ∈ Ω and ci ∈ R.
Definition 2.2.2 is equivalent to requiring the kernel (Gram) matrix (i.e. the Rn×n
matrix defined as Kij := k(xi, xj)), to be positive semidefinite for all finite sample sets
where xi ∈ Ω. This condition is necessary for the statement of the Moore–Aronszajn
theorem, one of the foundational results in the theory of RKHSs. We provide a sketch
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of the proof of this theorem for completeness, and to outline some of the subtleties
that tend to be omitted in the literature.
Theorem 2.2.2. (Moore–Aronszajn [2]) If k is a symmetric, positive-definite
kernel on a set Ω, there exists a unique RKHS H on Ω, for which k is a reproducing
kernel.
Proof. (Sketch) By definition, we know that all functions of the form f(x) =
∑n
i=1 αik(x, xi)













Consider the vector space
Hk(Ω) := span {k(·, x) : x ∈ Ω} ,















It can be shown that Hk(Ω) is a pre-Hilbert space, and that 〈·, ·〉k is a valid inner
product on the space. The completion Hk(Ω) of Hk(Ω) with respect to the ‖ · ‖k
norm is a natural candidate for the RKHS H. However, since the elements of the
completion are abstract elements, we need to define functional values for them. We
do so by using the linear mapping
R : Hk(Ω)→ C0(Ω), where R(f)(x) := 〈f, k(·, x)〉k.
It is simple to show that all functions of the form Rf , where f ∈ Hk(Ω), are contin-
uous. Furthermore, the mapping R : Hk(Ω) → C0(Ω) is injective. The RKHS H(Ω)




〈f, g〉H(Ω) := 〈R−1f,R−1g〉k, ∀f ∈ H(Ω) and x ∈ Ω.
By construction, Hk(Ω) ⊂ H(Ω) is dense in H(Ω), and
‖f‖k = ‖f‖H(Ω), ∀f ∈ Hk(Ω).
These last two properties can be used to show the uniqueness of the space H(Ω) 1
with respect to k.
Three common examples of kernel functions are linear (2.2.7), polynomial (2.2.8),
and Gaussian kernels (2.2.9).
k(x, y) := 〈x, y〉Rd , (2.2.7)
k(x, y) := (〈x, y〉Rd + b)p, p ∈ N, b ∈ R, (2.2.8)
k(x, y) := e−
‖x−y‖2
2σ2 , σ ∈ R+. (2.2.9)
Kernels can also be defined on other domains, such as strings, histograms, and proba-
bility distributions [100]. If the domain Ω is a subset of Rd for some dimension d, and
the kernel is translation invariant, a powerful characterization of the feature space H









for the Fourier transform of a function f ∈ L1(Rd).









1We drop the Ω in H(Ω) for the rest of the thesis.
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Then H is an RKHS with inner product 〈·, ·〉H and reproducing kernel k. In particular,
the inner product (2.2.11) coincides with the inner product induced by k.
Note that this theorem imposes a strong smoothness constraint on RKHSs induced
by translation invariant kernels on Rd. For certain kernels, such as the Gaussian, it
implies that all functions in the associated H are C∞.
2.2.2 Integral Operators





where f ∈ L2(Ω), the Hilbert space of square-integrable functions on Ω. Although
dy typically corresponds to the Lebesgue measure, (2.2.12) can be generalized to the
case where dy is replaced with another measure. The operator (2.2.12) is positive,
self-adjoint, and compact for continuous, positive-definite kernels [100]. The following
theorem establishes another way of generating feature maps.
Theorem 2.2.4. (Mercer [58]) The eigenvalues {λι}∞ι=1, and eigenfunctions {φι}∞ι=1
of the operator (2.2.12) obey the following conditions:
• The eigenvalues λι are strictly positive and absolutely convergent.
• The eigenfunctions φι are bounded, and form an orthonormal basis for L2(Ω).




λιφι(x)φι(y) = 〈ψ(x), ψ(y)〉H. (2.2.13)
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Corollary 2.2.1. Let the conditions for Mercer’s theorem hold. Then a feature map





λ2φ2(x), . . . , ). (2.2.14)
We now note that under certain restrictions, the space of operators generated from
the kernel also live in a Hilbert space.




|k(x, y)|2dxdy <∞, (2.2.15)
it is known as a Hilbert-Schmidt kernel.




where {eι}ι≥1 is an orthonormal basis for H.
Integral operators associated to Hilbert-Schmidt kernels are Hilbert-Schmidt. The
following theorem will be useful in later chapters to measure approximate operators.
Theorem 2.2.5. The space of Hilbert-Schmidt operators H on Ω is a Hilbert space,
with Hilbert-Schmidt norm




The ‖ · ‖HS norm measures the sum of projections onto any basis in H. In the finite
dimensional case, it is represented by the Frobenius norm ‖ · ‖F .
Empirical approximations of the eigendecomposition of (2.2.12) and related in-
tegral operators are a primary tool in the design of algorithms such as KPCA [91],
Laplacian eigenmaps [5], diffusion maps [22], kernel-ridge regression [87] and least-
squares SVMs [92], and are a major focus in this thesis.
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2.2.3 The Nyström Method
The Nyström method is a technique for discretizing (2.2.12)[4]. In particular, it is




k(x, y)u(y)dy = w(x), x ∈ Ω, u ∈ C0(Ω), (2.2.17)





where Ωn ⊂ Ω is a set of finite points or quadrature nodes, and αn(x) ∈ R are the
weights associated to the procedure. Note that υn is a measure on Ωn, and can be




u(x)dυn(x), u ∈ C0(Ωn). (2.2.19)
Definition 2.2.5. The Nyström approximation method for integral equations of the




kn(x, y)un(y)dy = wn(x), x ∈ Ωn, (2.2.20)
where kn and wn are restrictions of k and w respectively.




kn(x, y)un(y)dυn(y), un ∈ C0(Ωn). (2.2.21)
Note that these are finite-dimensional operators Kn : C (Ωn)→ C0(Ωn).












k(x, y)u(y)dy, x ∈ Ωn, n ∈ N. (2.2.23)
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= (υn − υ)k̆(x, ·), x ∈ Ωn, n ∈ N, (2.2.24)
where k̆(x, y) := k(x, y)u(y). This fact is used to prove the following theorem.
Theorem 2.2.6. (Nyström Approximation Theorem [79]) Let the weak con-





‖(υn − υ)k̆(x, ·)‖ → 0, (2.2.25)
and the sequence of integral operators Knare consistent at u with respect to K.
The Nyström approximation is typically used to derive a low-rank approximation for
any kernel machine that can be formulated as a matrix eigenproblem.
2.2.4 Embeddings of Measures
Suppose ν is a probability measure on Ω, which is associated to a probability density
p(x). The measure ν can be embedded in H as
µ [p(x)] := E [k(·, X)] = E [ψ(X)] , (2.2.26)
where X is a random variable distributed according to ν. This embedding, also known
as a mean map, is a first order statistic of the random variable X in the feature space
H[95, 96] and furthermore, allows us to think of probability measures as points in
this feature space. The mean map (2.2.26) can be used as a way to measure distances
between probability measures, by using the norm of the RKHS H.
Definition 2.2.7. Let ν and υ be two probability measures on Ω, associated to random
variables X and Y . Then the distance measure
MMD(X, Y ) := ‖E [ψ(X)]− E [ψ(Y )]‖H (2.2.27)
is known as the maximum mean discrepancy (MMD).
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What makes this measure useful for machine learning is that the MMD can be com-
puted quite easily for empirical data. For instance, given a sample set X = {xi}n1 ,
the empirical mean map is given by





which can be used to define an empirical version of (2.2.27). Furthermore, if the
kernel used for the mapping has certain properties, the mapping E [ψ(·)] is injective.
Definition 2.2.8. A continuous kernel k on domain Ω is called universal if the space
of all functions induced by k is dense in C0(Ω), i.e. for all f ∈ C0(Ω) and every ε > 0,
there exists a function g induced by k such that ‖f − g‖∞ < ε.
In this case, the following theorem can be proven.
Theorem 2.2.7. (Smola et al [95]) If the kernel k is universal, the mean map
E [ψ(·)] is injective.
This theorem justifies the use of the MMD as a powerful means of discrimination
between distributions. Conversely, if two distributions are very close with respect to
the distance measure (2.2.27), it implies that one can be used as a proxy for the other,
an idea which will be explored in more detail in §3.5.
2.3 Adaptive Control
This section provides a very brief introduction to the paradigm of model-reference
adaptive control (MRAC), which will be used as an application of kernel machines to
learning time-series data in Chapters 5 and 6. The material in this section primarily
follows [38, 42].
2.3.1 Nonlinear Control and Stability
Control theory deals with the design of systems (controllers) that regulate or control
a physical process or plant. Plants are characterized by reference inputs r(t), outputs
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y(t) and control input u(t). The control design task is to choose control inputs u(t)
appropriately so that the output satisfies the performance requirements imposed by
the engineer. The operation of the plant is approximated by a model, which the
control design utilizes to create an appropriate controller. A typical mathematical
model for a plant is defined by
ẋ(t) = f(t, x(t), u(t)), x(t0) = x0 (2.3.1)
y(t) = h(x(t)), (2.3.2)
where x ∈ Rn is the system state, u ∈ Rm is the control input, y ∈ Rp is the system
output, and f is locally Lipschitz continuous in x and u, and piecewise continuous
in t. A system state xe is called an equilibrium for (2.3.1) if f(x(t)) = 0 ∀t > tf ,
for some tf . A typical goal of the control input u(t) is to drive a system to a stable
equilibrium. Without loss of generality, assume xe to be 0. Nonlinear systems exhibit
different kinds of stability, some of which are defined as follows.
Definition 2.3.1. (Stability) A state x = 0 is a
• Locally stable equilibrium, if for every ε > 0 there exists δ(ε) > 0 such that
‖x(0)‖ < δ(ε)⇒ ‖x(t)‖ < ε, ∀t ≥ 0. (2.3.3)
• Locally asymptotically stable equilibrium, if it is stable, and in addition, there
exists a δ > 0 such that
‖x(0)‖ < δ ⇒ lim
t→∞
x(t) = 0. (2.3.4)
• Locally exponentially stable equilibrium, if for every ε > 0 there exist two
strictly positive numbers α and λ such that for some δ > 0
‖x(0)‖ < δ ⇒ ‖x(t)‖ < α‖x(0)‖e−λt, ∀t ≥ 0. (2.3.5)
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One can check the stability of equilibria without solving (2.3.1) explicitly by using
the Lyapunov stability theorem.
Theorem 2.3.1. (Lyapunov [42]) Let x = 0 be an equilibrium point for
x̂ = f(x), x(0) = x0, x ∈ Rn, (2.3.6)
in which f is locally Lipschitz in x for x ∈ Ω ⊂ Rn, where Ω contains 0. Suppose that
there exists a function V (x) ∈ C 1(Ω) such that V (0) = 0 and
V (x) > 0 ∀x ∈ Ω \ {0}
V̇ (x) ≤ 0 x ∈ Ω.
Then x = 0 is stable. Moreover, if
V̇ (x) < 0, x ∈ Ω \ {0},
then x = 0 is asymptotically stable.
This theorem and related methods can be used to analyze the stability and perfor-
mance of nonlinear systems.
Feedback control systems are systems in which the control action is dependent on
the output. A typical application of a feedback control system is tracking, particularly
that of a reference input r(t). In this case, the error between the two signals is used
as feedback, as shown in Figure 4a. Feedback control systems for other tasks such as
stabilization and disturbance rejection can also be designed, and have been studied
in great detail [42].
In nonlinear system theory, it is assumed that (2.3.1) is a reasonable model for
the system. Typically, however, there is some modeling error associated with (2.3.1),
which can have unknown or incorrectly estimated parameters. The goal of adaptive
control is to design controllers that can stabilize the system in the face of this error












(b) An example of an adaptive control system.
Figure 4
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model-reference adaptive control (MRAC), the reference r(t) drives both the plant
and a reference model, a model that behaves according to the designer’s specifica-
tions. The error between these two models is used as feedback in order to make sure
(2.3.1)’s response is as ideal as possible. Figure 4b shows an example of the control
architecture of MRAC. We will use MRAC as an application for reduced-set model
kernel machines, by using them as the adaptation element in MRAC.
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PART 1: BATCH DATA
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CHAPTER III
REDUCED-SET KERNEL PCA: BASIC THEORY
This chapter outlines a method to speed up both the training and testing phases of
certain kernel methods in a unified and principled manner. To do so, the integral
operator formulation of kernel PCA is utilized, which leads to a natural framework
for computing reduced-set approximations. In particular, a fundamental connection
between density estimation and operator approximation is shown, which can be used
as a guide for computing the reduced-set models. Experiments on various machine
learning applications demonstrate the efficacy of the approach.
3.1 Introduction
Modern problems in machine learning are characterized by large, often redundant,
high-dimensional datasets. To interpret and more effectively use high-dimensional
data, a simplifying assumption often made is that the data lies on an embedded
manifold [55]. Recovery of the underlying manifold aids certain machine learning
problems such as deriving a classifier from the data, or estimating a function of
interest; many algorithms recovering this underlying structure can be thought of as
KPCA performed on specially constructed kernel matrices [35]. In this dissertation,
this class of methods is denoted as kernel-manifold-learning algorithms (KMLAs).
As noted in the previous section, for a dataset with n points, KMLAs involve the
eigendecomposition of an n × n kernel matrix K, and a manifold mapping of order
O(n) in cost (for a dataset with n points), which limits their usefulness in some
application domains (e.g., online learning and visual tracking). In addition to the
computational cost, storage of the kernel matrix in memory becomes difficult for
larger datasets, particularly for kernels such as the Gaussian, which tends to generate
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dense matrices. Therefore a truly scalable KMLA method should be one that 1)
avoids the computation of the full kernel matrix, 2) has low training cost, and 3)
has low testing cost. These properties are in contrast with methods such as ICD [92]
and certain Nyström methods [27], which exhibit excellent performance, but require
the computation of the kernel matrix. An example of a Nyström method that does
not require the computation of the kernel matrix is one where the centers are chosen
uniformly from the data. While performing well in practice, the method suffers from
the lack of a principled way to choose the number of centers. Related work in the class
is [116], which employs k-means clustering and a density-weighted Gram matrix for
performing KPCA. This class of methods requires the retention of the full dataset for
computing projections; while the training cost may be lower, the testing cost remains
the same. This chapter outlines a method to speed up the training and testing cost
associated with KPCA by utilizing the structure of the eigendecomposition of kernel-
smoothing operators. In particular, given a sampled dataset {xi}n1 , it is shown that
the spectral decomposition of the Gram matrix K is related to the kernel density
estimate p̂(x). If an approximation p̃(x) is available whose cardinality is much lower
than that of p̂(x), an approximation to the original Gram matrix can be computed at
a significantly reduced computational cost, thus improving the execution of KMLAs.
There are three main contributions made in this research. First, the connection
of kernel smoothing to the spectral decomposition of integral operators is exploited,
within the context of KPCA, to define reduced-set KPCA (RSKCPA). RSKPCA
relies on the existence of a reduced-set density estimate (RSDE) of the dataset, with
a cardinality of m rather than n (where m n). The RSDE defines a weighted m×m
Gram matrix K̃, whose eigendecomposition is computed in lieu of the empirical Gram
matrix K. The RSKPCA approach circumvents the computation of the full kernel
matrix, so that the eigendecomposition is of order O(m3) cost, instead of O(n3).
Evaluation time is also reduced, as mapping a test point into the reduced eigenspace
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requires O(mr) operations rather than O(nr), with r retained eigenvectors.
Secondly, for kernels with a bounded maximum, we present results bounding 1)
the approximation of the density via the MMD and 2) the difference in Hilbert-
Schmidt norm between the operators, providing further theoretical justification for the
approach. The two bounds are shown to be directly related, indicating the importance
of the density estimate in generating a correct eigendecomposition. Further, the
minimization bounds can be used as a guideline for designing RSDEs for good operator
approximation.
Finally, while many methods can be used to generate the reduced-set approxima-
tion p̃(x) to the empirical density p̂(x), efficient methods are preferred in order to
truly impact the overall training time. We present a simple, fast, single-pass method
relying on the concept of the ‘shadow’ of a radially-symmetric kernel to generate the
approximation p̃(x), called the shadow density estimate (ShDE). The ShDE depends
on a user-tuned parameter ` to arrive at an RSDE of cardinality m  n, with a
run-time cost of O(mn). Unlike previous work where m is chosen arbitrarily, ` is
related to the kernel, and can generally be set to a generic value (say ` = 4) for a
wide variety of problems. Also, the error bounds presented earlier can be computed
in closed form for ShDE and ShKPCA, in terms of the user-tuned parameter `.
3.2 KPCA and the Nyström Approximation
This section briefly summarizes the foundations of KPCA as regards the spectral
decomposition of operators. Let k : Rd × Rd → R be a bounded, positive-definite
kernel function, defined on the domain D ⊂ Rd. The kernel induces a linear operator
K : L2(Ω) → L2(Ω), as defined in (2.2.12). To incorporate data arising from a
probability density p(x), (2.2.12) can be modified. Let ν be a probability measure
on Ω associated to p, and denote by L2(Ω, ν) the space of square-integrable functions
with norm ‖f‖2p = 〈f, f〉p =
∫
Ω







The operator K is associated to the eigenproblem∫
Ω
k(x, y)p(x)φι(x)dx = λιφι(y), (3.2.2)
where φι(·) are the eigenfunctions. As noted in [120], if the integral operator (3.2.1) is
viewed as an operator on H (i.e. K : H → H), it is related to the covariance operator
by the equation






and where the tensor product is defined as
(ψ(x)⊗ ψ(y)) f := 〈ψ(y), f〉Hψ(x), f ∈ H. (3.2.5)
For the sake of simplicity, most of the analysis in the chapter takes this viewpoint.
In practice, given a sample set X = {x1, . . . , xn} drawn from p(x), the empirical







Note that ĈH : H → H is a finite-rank operator in infinite-dimensional space. The
convergence of ĈH to CH has been studied extensively in the asymptotic and non-
asymptotic setting [80, 120]. Here, we use the Nyström approximation theorem to
show convergence in a very specific sense. To do this, we make note of some assump-
tions.
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Assumption 3.2.1. The sets of quadrature nodes Ωn ⊂ Ω in (2.2.21) are sampled
i.i.d from ν, while the weights αn(x) are set to be uniform (i.e. αn(xi) := n
−1 ∀xi ⊂
Ωn). Finally, there exists a constant M such that ‖ν‖ ≤M .

















on the points xi ∈ Ωn. We first need to prove the existence of the finite-sample
Nyström extension.









, x ∈ Ω, (3.2.9)
and K̊n is consistent with Kn at xi ∈ Ωn.

























































where we have used the reproducing property in the second-to-last line. Evaluating
(K̊nun)(x) on xi ∈ Ωn shows consistency with Kn, proving the theorem.
We can now prove the asymptotic convergence of ĈH to CH.
Theorem 3.2.1. Let the assumptions in Assumption 3.2.1 hold. Then
lim
n→∞
‖ĈH − CH‖f,Ωn → 0, ∀f ∈ H, Ωn ⊂ Ω, (3.2.10)
where
‖ĈH − CH‖f,Ωn := sup
x∈Ωn
∥∥∥〈ψ(x),(ĈH − CH) f〉
H
∥∥∥ , f ∈ H.
























By the strong law of large numbers, the empirical measure (3.2.8) converges almost
surely to ν; therefore, we have that νn ⇀ ν. Furthermore, since ‖νn‖ is finite, ∃M ′
s.t. ‖νn‖ + ‖ν‖ ≤ M ′. Applying the Nyström approximation theorem then proves
the result.
The empirical integral operator (3.2.9) generated by the Nyström extension is the
object utilized in the empirical KPCA procedure, whose goal is to approximate the
feature map (2.2.14). The feature map is generated by a solution of the eigenproblem
(3.2.2); therefore KPCA requires the solution of the approximate eigenproblem
ĈHφ̂ι = nλ̂ιφ̂ι. (3.2.11)






The solution to (3.2.11) is given by
K(n)U (n) = U (n)Λ(n), (3.2.13)
where K(n) ∈ Rn×n, K(n)ij := k(xi, xj) and the ιth column of U (n) is uι [91]. In the
KPCA literature, it is required that the eigenfunctions be unit norm, which can be





















From construction, it’s clear that the training cost is O(n3) and the testing cost is
O(rn), where r is the rank of ψ̂kpca desired.
In order to get a low-rank approximation to ψ̂kpca with significantly reduced
training complexity, the Nyström procedure can be applied again to a reduced set
C := {c1, . . . , cm} ⊂ {x1, . . . , xn}, where m < n [113]. After choosing the subset C,
the following eigenproblem is solved:
K(m)U (m) = U (m)Λ(m), (3.2.15)
where K(m) ∈ Rm×m and K(m)ij := k(ci, cj). A low-rank approximation of the eigen-























i is the ith column of U
(m), and K(n,m) ∈ Rn×m is the extrapolation matrix
defined as K
(n,m)




















Here, the training cost is O(m3) and the testing cost is O(rn).
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3.3 Reduced-Set KPCA
This section proposes an alternative formulation of the operator and its spectral
decomposition, to derive reduced-set KPCA, as based on an approximation to the
empirically determined kernel density estimate.
First, note that the KPCA integral equation (3.2.1) applied to the indicator
function 1(x) implies a kernel smoothing of the density. Given a set of samples
X = {x1, . . . , xn} drawn from the measure ν, and using (3.2.8), the smoothed ap-
proximation is obtained as






which, for certain kernels such as the Gaussian, is known as the kernel density estimate
(KDE) of p(x) [110]. It is important at this point to make a distinction between the
classical theory of KDEs and the estimate (3.3.1). In nonparametric statistics, it
is assumed that the kernel integrates to one, and has a free parameter, known as
a bandwidth, which controls its shape. For instance, the Gaussian kernel (2.2.9)
with normalization constant Cg and bandwidth 2σ
2 is a valid kernel for a KDE. In
order for the KDE to converge to the true density p(x) in mean-squared error, the
bandwidth must decrease as a function of the samples [110]. On the other hand, the
free parameter is independent of the samples in kernel methods, because inference is
performed in a fixed feature space H. Therefore, it is possible that the structure of
the kernel induces a large amount of smoothing upon the density, rendering a lot of
the data redundant, and thus amenable to approximation.
One of the limiting factors of using KDEs in practice is the O(n) number of








where W = {w1, . . . , wm}, C = {c1, . . . , cm}, and m  n. The empirical measure
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While having quite different generating approximations, the kernel-smoothed density
p̃ is close to p̂ by construction [15, 31, 116]. This work replaces the KPCA procedure
of the eigenproblem derived from (3.2.11) and (3.2.8) with one derived from (3.3.3).
Let the reduced-set centers be given by C = {c1, . . . , cm}, and define the data-to-
center mapping ϑ : {1, . . . , n} → {1, . . . ,m}. The set of centers C and the mapping
ϑ can be used to generate the empirical measure (3.3.3), and allows us to prove the
following theorem.
Theorem 3.3.1. Let a mapping ϑ, defined as above, be available. Then the solution























where Kij := k(ci, cj) and Wii := wi is a diagonal matrix of weights.













































































































































where Kij := k(ci, cj) and Wii := wi is a diagonal matrix of weights. Equating these




nλ̃ιαι = KWαι, (3.3.9)














which leads to a more stable computation, and proves the theorem.
This theorem results in Algorithm 1, which we call reduced-set KPCA (RSKPCA).
The key thing to note is that the proposed RSKPCA procedure replaces the Gram
matrix K in the empirical eigenproblem (3.2.11) by a density weighted surrogate
K̃ = WKCW T , where KCij := k(ci, cj), and W = diag(
√
w1, . . . ,
√
wm) is the weight
matrix. Unlike K, KC is an m×m matrix (as is K̃). Once the centers are selected, and
the weights computed using a reduced-set density estimation algorithm, the original
data is discarded. Due to the removal of the data, the algorithm is different from
Nyström methods, which retain the training data for eigenfunction computations at
test time. The algorithm is also different from sparse approximation and eigenvector
approximation methods, which need to compute the eigendecomposition of the full
kernel matrix to generate the reduced-set eigenfunction computations for testing.
RSKPCA can be more aggressive with the training data than either of these two
strategies in pursuit of both training and testing speedups, and is summarized in
Algorithm 1. Since the full kernel matrix is never computed once an RSDE is available,
the training cost of the algorithm is O(m3), and the testing cost is O(m).
3.4 The Role of Density-Weighting
This section gives an empirical demonstration of the role the density p(x) plays in
the approximation of the eigenfunctions φ(x) of the operator (2.2.12).
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Algorithm 1 Reduced-Set KPCA
Input: Initial data X = {x1, . . . , xn}, xi ∈ Rd.
Procedure:
1) Apply a reduced-set density estimator to X to compute
C = {c1, . . . , cm} and w = {w1, . . . , wm}.
2) Create diagonal matrix W = diag(
√
w1, . . . ,
√
wm).
3) Compute weighted kernel matrix
K̃ ∈ Rm×m, K̃ := WKCW
where KCij := k(ci, cj).
4) Perform eigenvector decomposition K̃αι = λιαι.
5) Reweight to get the eigenvectors αι 7→W 1/2αι.
Output:





3.4.1 A Toy Example
In Algorithm 1, the coefficients αι associated to the approximate eigenfunction φ̃ι(z)
are re-weighted by the weight matrix W . One of the hypotheses behind RSKPCA
is that until the reweighting is applied, the eigenfunctions φ̃ι are not scaled appro-
priately. In order to test whether this hypothesis truly holds, consider the following








2. k(x, y) = e−b(x−y)
2
.
The parameters a = 1 and b = 3 give a Gaussian density with variance 1/2 and
a kernel with bandwidth σ2 = 1/6. 600 samples were generated from the density,
and KPCA, the weighted RSKPCA and the unweighted RSKPCA were run on the
samples. The results are shown in Figure 5. These results provide experimental
illustration that the weights play a role in RSKPCA, because their removal impacts
36
the fidelity of the approximate eigenfunctions to those of KPCA.













(a) Probability density with centers
















(b) Weighted eigenfunction approximation
















(c) Unweighted eigenfunction approximation
Figure 5: Theoretical example of eigenfunction approximation. The solid blue, green
and red lines represent the eigenfunctions computed by KPCA, whereas the dashed
lines represent the weighted and unweighted RSKPCA approximations.
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3.4.2 Real World Data
Similar results hold on datasets arising from more complicated distributions in higher
dimensions. Consider the german dataset, which has 1, 000 samples in 24 dimensions.
Note that in this case, the problem of checking the eigenfunction approximation
becomes more difficult, since we have a 24 dimensional space over which to check
each function. To make things easier, the following approach was used on weighted
and unweighted RSKPCA:
1. Train on 80% of the data.
2. Compute embeddings on the remaining 20% of the data.
3. Average the error of the embeddings with respect to the KPCA embedding.
Results for the german dataset with σ = 30 are given in Figure 6. The data retention
rate for RSKPCA here is about 10%. The dna dataset is also considered, which has
2, 000 samples in 180 dimensions. Here, with σ = 23.5, results similar to the german
dataset are achieved, as shown in Figure 7. From these figures, it’s clear that there is
empirical evidence suggesting that reweighting the eigenfunctions is an appropriate
strategy to truly learn a empirical kernel map similar to the ideal eigenfunctions φι(x).
The next section focuses on demonstrating the well-foundedness of the approach by
bounding the approximation error between the operators induced by the algorithms
in a few different metrics.
3.5 Analysis of Approximation Error
This section reports bounds on the MMD error for RSDEs, as well as bounds on the
difference between the eigenvalues and spectral projections of the operators associated
to the original kernel matrix generated by KPCA, K, and the one generated by
the RSDE, K̃. The bounds demonstrate the claim that an accurate RSDE leads
to an accurate eigendecomposition, since the bounds on the approximation error of
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(a) First component error











(b) Second component error











(c) Third component error
Figure 6: Embedding error on german dataset.












(a) First component error











(b) Second component error













(c) Third component error
Figure 7: Embedding error on dna dataset.
the eigendecomposition are given in terms of the error of the approximated density
estimate.
As stated in §2.2.1, the MMD is a distance measure between probability measures


















where the b denotes bias, and ψ is the mapping from the input space Rd to H. The
points xi ∈ X and yi ∈ Y are generated by probability measure ν and υ respectively;
both sets have the same number of elements. Since the kernel in KPCA induces a
smoothing effect on the samples from the true probability density p, a small value for
the MMD between the KDE and an RSDE is indicative of the RSDE acting as an ef-
fective surrogate for p in the KPCA space, thus generating an effective approximation
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to (3.2.6) via the use of Algorithm 1.
In the analysis below, it is assumed that the kernel k has a maximum value
attained at k(x, xmaxj) ≤ κ. Define the sets X and C, and the data-to-center mapping
ϑ : {1, . . . , n} → {1, . . . ,m} as above. Then the following theorem upper bounds the
difference in MMD between p̂(x) and p̃(x).
Proposition 3.5.1. (MMD Worst Case Bound 1) Let n be the number of







κ− k(xmaxj , cj)
)
, (3.5.2)
where κ is the maximum value of the kernel, xmaxj = arg minxi∈Sj k(xi, cj), and Sj
represents the set of points assigned to center cj.





















































‖εi‖2H = 〈εi, εi〉H







κ− k(xmaxj , cj)
)
,
where xmaxj is the boundary point maximizing the above expression. Taking the





κ− k(xmaxj , cj)
)
,
Using the fact that wj := |Sj| and summing over all the subproblems, proves the
proposition.
Corollary 3.5.1. For the minimization problem associated to minimizing (3.5.1), an











We now show that the distance in Hilbert-Schmidt norm between the empirical
operators generated by the KPCA and RSKPCA procedures is bounded. Using the






〈·, kxi〉Hkxi , (3.5.4)
where 〈·, kxi〉H projects the point onto the kernel function kxi . The definition of C̃H
follows similarly. This leads to the following proposition.
Theorem 3.5.1. (Hilbert-Schmidt Worst Case Bound 1) Let ĈH and C̃H be
















Proof. Since kxi ∈ H, define a residual in the space as εi := kxi − kcϑ(i) . Then










































〈·, kxi〉Hεi + 〈·, εi〉Hkcϑ(i)
)
.

















































Using the definition of the tensor product, we have
〈·, kxi〉Hεi = ψ(xi)⊗ εi
〈·, εi〉Hkcϑ(i) = εi ⊗ ψ(cϑ(i)).
From [34],
‖ψ(xi)⊗ εi‖2HS = 〈ψ(xi), ψ(xi)〉H〈εi, εi〉H ≤ κ‖εi‖
2
H,∥∥εi ⊗ ψ(cϑ(i))∥∥2HS = 〈εi, εi〉H〈ψ(cϑ(i)), ψ(cϑ(i))〉H ≤ κ‖εi‖2H.
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κ− k(xmaxj , cj)
)
.




, corresponds to (3.5.3).
The minimization problem (3.5.3) can be used as a guide to develop an algorithm
to compute an affect RSDE for RSKPCA. If, for example, the kernel is Gaussian,
a gradient-based method similar to k-means can be used; see Appendix A for a
derivation of this method.
3.6 Shadow Densities: a Fast and Simple RSDE
Here, a specific RSDE algorithm for use within RSKPCA, to improve the execution
time of learning and testing versus KPCA, is given. By proposing a simple algorithm,
closed-form approximation errors are computable, as explored in the subsequent sec-
tion.
While many algorithms have been designed for reduced set density estimation,
to meet our purposes, the RSDE must satisfy three criteria: 1) it must incorporate
the kernel within its estimate; 2) its computational cost cannot be excessive, as that
would fail to speed up the KMLA; and 3) the number of centers m must be identified
43
in a principled way, since they may vary from problem to problem, and must have
deterministic approximation error. These three criteria are met by a simple algorithm
exploiting the structure of radially symmetric kernels. An approach similar to the one
proposed here is found in [109], however their selection parameter is not fundamentally
related to the kernel bandwidth and they draw no connection to KPCA.
Consider a bounded kernel function k(·, ·), where κ is the maximum value attained
at k(c, c) ∀c ∈ Rd, and a sequence {yi}i∈N. If ‖c − yi‖ → 0, then k(c, yi) → κ (as
i → ∞). Points sufficiently close to c seem indistinguishable from the perspective
of the kernel centered at c. Declare such points near c to lie in the shadow of the
kernel function at c. Given a dataset {xi}n1 used to determine p̂(x), all points of the
dataset in the shadow of another point c ∈ {xi}n1 can be replaced with c at minor














where Sj is the set of points lying in the shadow of the point cj, wj = |Sj|, and
Si ∩ Sj = ∅ when i 6= j. This proposal specializes to the case of radially symmetric
kernels with bandwidth parameter σ, and defines ε to be determined by a parameter
` via ε(`) = σ/`. What remains is to provide a selection procedure for the shadow
centers cj. Algorithm 2 provides a single-pass, O(mn) complexity approach. Figure
8 conceptually depicts the process of moving from data to shadow centers, and also
the reconstruction of the KDE using a ShDE. The color coding depicts the distinct
shadow sets. Based on §3.2, the RSKPCA procedure follows, as shown in Algorithm
1.
Using the ShDE for the RSKPCA algorithm (denoted as ShKPCA) allows for
the restatement of the upper bounds presented in §3.5 in closed form, as long as the
conditions
(k(a, b)− k(c, d))2 ≤ CkX (‖a− b‖2 + ‖b− d‖2). (3.6.3)
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Algorithm 2 Shadow Set Selection Procedure
Input: X = {xi}ni=1, bandwidth σ, and ` ∈ R+.
Procedure:
Set C = ∅, W = ∅, m = 0, and
ε = σ/`. (3.6.2)
while X 6= ∅ do
Let c be first element of X .
Find shadow set S = {y ∈ X : ‖y − c‖ < ε}.
Update center set C = C ∪ {c}.
Update weight set W =W ∪ {|S|}.
Set X = X\S.
end while
Output:
Center set C = {c1, . . . , cm}, and weight set W = {w1, . . . , wm}.















Figure 8: Visualization of the data, the shadow centers, and the associated KDE and
ShKDE.






are met. The Laplacian and Gaussian, in particular, satisfy (3.6.4) for ϕ(s) = e−s.
The constant CkX is
1
σ2
for the Laplacian, and is 1
2σ2
for the Gaussian [115].
Proposition 3.6.1. (MMD Worst Case Bound 2) Let the RSDE be computed
by the ShDE procedure, n be the number of samples, X be defined as above, C be the
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quantized dataset, k satisfy (3.6.4). Then

































Summing over all the subproblems proves the proposition.
The ShDE+RSKPCA procedure creates a matrix K̃ that acts as an m×m surro-
gate for the quantized kernel matrix Kij = k(cϑ(i), cϑ(j)), for i, j = 1 . . . n. Exploiting
the quantization effect, the following proposition bounds the eigenvalue difference
between the two spectral decompositions .
Proposition 3.6.2. Let k be such that (3.6.4) holds, and let λi and λ̄i be the eigen-
values of the normalized matrices K and K respectively. Then for a constant CkX ,
n∑
i=1





Proof. Let A and B be normal matrices, with eigenvalues λi and λ̄i respectively. The
Hoffman-Wielandt inequality states that
n∑
i=1
(λi − λ̄i)2 ≤ ‖A−B‖2F .
Let A = K and B = K. Using equation (3.6.3) element-wise, the Frobenius norm
‖A−B‖2F is upper bounded. Furthermore, (3.6.4), more specifically defines the upper
bound given that K and K are normalized.
Similar to the previous section, we can derive an upper bound on the Hilbert-
Schmidt error between the two operators ĈH and C̃H.
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Theorem 3.6.1. (Hilbert-Schmidt Worst Case Bound 2) Let the RSDE be




































Summing over the terms in (3.6.7) proves the theorem.
Theorem 3.6.1 shows that the centroid error in H is the key to the performance of
the learning algorithm, and that the error is controlled solely in terms of the parameter
`. The independence of the performance from the weights shows that ShDE effectively
learns the percentage of the data that needs to be retained based on the value of `,
which is dependent on the kernel and not the data. Finally, ` controls both the MMD
and operator approximations, implying that the density estimate used in the shadow
density procedure is sensible for learning in the eigenspace. Using this result, the
following proposition follows.
Proposition 3.6.3. Let ĈH and C̃H be symmetric, positive (finite) Hilbert-Schmidt
operators on H defined as above, and assume that Kn has simple nonzero eigenvalues
λ1 > λ2 > · · · > λn. Let D > 0 be an integer such that λD > 0, δD = 12 (λD − λD+1).
If 2
√













where PD(A) denotes the projection onto the D-dimensional eigenspace of A ∈ HS(H),
associated to the largest eigenvalues.
Proof. Follows from Theorem 3 in [119] and Theorem 3.6.1.
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3.7 On the Use of Operator Bounds in the Nonasymptotic
Setting
It’s clear that the bounds (3.5.5) and (3.6.6) are nonasymptotic, while the conver-
gence of the operator ĈH to CH is only shown in §3.2 in an asymptotic sense. For
practitioners interested in strict (probabilistic) guarantees using Algorithm 1 with re-
spect to the ideal operator CH, the following result for nonseparable, complex Hilbert
spaces H can be employed.
Theorem 3.7.1. (De Vito et al [107]) Let X be sampled i.i.d. from ν, and let ĈH









Corollary 3.7.1. Let the conditions for the above theorem hold, and let C̃H be defined



















κ− k(xmaxj , cj)
)
, (3.7.2)
where xmaxj = arg minxi∈Sj k(xi, cj), and Sj represents the set of points assigned to






















where ` is the shadow density parameter.
Proof. Follows from an application of the triangle inequality and Theorem 3.5.1.
The bound (3.7.2) shows that the distance in Hilbert-Schmidt norm between the
ideal covariance operator CH and the RsKPCA covariance operator C̃H can be made
arbitrarily small. In addition, for guaranteed performance without having to compute
an upper bound from the data, Algorithm 2 can be used.
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3.8 Experimental Results
This section demonstrates the effectiveness of RSKPCA on real-world data. Ap-
proximation accuracy tests include eigenembedding and classification tasks with the
Gaussian kernel. The datasets used and the bandwidths chosen are given in Table 2.
Table 2: Datasets used.
german pendigits usps yale
n 1,000 3,500 9,298 5,768
dim 24 16 256 520
classes 2 10 10 10
k 5 5 15 10
σ 30 120 18 17
Table 3: Training cost and storage comparison.
ShDE+RSKPCA Nyström WNyström
time O(mn+m3) O(mn+m3) O(mn+m3)
space O(mr) O(nr) O(nr)
Eigenembedding comparison with Nyström methods. This experiment demon-
strates the fidelity of the eigenfunctions computed by ShDE+RSKPCA to those gen-
erated by KPCA. The capacity of generalization of the approximate eigenfunctions
is tested. Using KPCA as the baseline, ShDE+RSKPCA is compared with three
other methods: 1) subsampled KPCA, with bases chosen via uniform sampling, 2)
the regular Nyström method, with bases chosen via uniform sampling, and 3) the
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density-weighted Nyström (WNyström) method [116]. The experimental methodol-
ogy is as follows. First, the KPCA model is trained on the entire dataset. Then,
shadow, uniform, Nyström, and WNyström KPCA models are trained using 80% of
the data for ` ∈ [3.0, 5.0], in increments of 0.1. The KPCA eigenfunction embedding is
computed for the remaining 20% of the data for all the models, with rank r = 5. The
embeddings are aligned with each other using the transform argminA∈Rr×r‖O−ÕA‖F ,
where O is the matrix representing the KPCA embedding, and Õ represents the ap-
proximate KPCA embedding. The Frobenius-norm difference of the embeddings and
eigenvalues, the training and testing speedup, and the amount of data retained, are
averaged over 50 runs for each `, and are shown in Figures 9 and 10 for the german
and pendigits datasets. As expected, while subsampled KPCA is faster in the train-
ing stage, it performs worse than any other method, implying that an appropriate
weighting is necessary to approximate the eigenfunctions of KPCA. For larger val-
ues of `, ShDE+RSKPCA always performs well when it comes to approximating the
eigenvalues and eigenfunctions of the operator. In terms of eigenembedding accuracy,
using ANOVA with a value of α = 0.05, ShDE+RSKPCA is better than the Nyström
embeddings after ` = 3.2(3.3) and no worse than the WNyström embeddings after
` = 4.0(4.8) for pendigits (german), and asymptotically approaches the KPCA
baseline. While slower than the Nyström method for training, ShDE+RSKPCA is
faster than KPCA for training, and achieves significant testing speedups. It does
so by retaining a subset of the data via selection of `. Computational savings scale
with dataset size and redundancy. The savings are exploited in the next experimental
comparison.
KPCA classification comparison with Nyström methods. This experiment
examines the effectiveness of ShDE+RSKPCA for classification compared with the
Nyström methods used previously. Classification utilizes the k-nn classifier with
k = 3, using 10-fold cross-validation. The accuracy, training and testing speedups,
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and the percentage of data retained, are reported. The results are shown in Figures
11 and 12 for the usps and yale methods respectively (none = KPCA). For the k-
nn classification case, ShDE+RSKPCA has competitive accuracy with the Nyström
methods, while providing significant training and testing speedups. The training
speedup over the Nyström method in this case is because the eigenembedding of the
data needs to be computed as part of the k-nn classifier training. As can be seen,
through ShDE+RSKPCA, significant reductions in both training and evaluation time
are achieved with minimal performance loss for large, redundant datasets. Compete-
tive overall speedups and performace were achieved versus Nyström methods.











































































Figure 9: Eigenembedding comparison w/Nyström methods for german as ` is varied
(nt = 800).
Note that the data retained here, Fig. 13(c,d), is less than 10% for ` ∈ [3, 5],
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Figure 10: Eigenembedding comparison w/Nyström for pendigits as ` is varied
(nt = 2, 800).
implying noticeable speedup in the KPCA step of the classifier (during training and
evaluation).
RSKPCA with different RSDE schemes. RSKPCA is performed using alter-
native RSDEs to demonstrate the influence of the RSDE algorithm on accuracy, Figs.
14 and 15. Following [116], k-means provides a means to generate an RSDE at a time
complexity of O(mn) (but tends to be slow due being iterative). Second, KDE par-
ing [31] subsamples from the original dataset and computes the estimate from the
reduced set, at an O(m) cost. Third, kernel herding is examined [15], which provides
a mechanism to sample from a KDE using a nonlinear dynamical system. The sam-
ples are shown to be good representative samples. Their generation is O(n2m). All
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Figure 11: Classification comparison w/Nyström for usps as ` is varied (nt = 8, 368).
of these algorithms require the user to provide the number m. It can be seen that
the quality of the RSDE does influence the accuracy for small `, less so for larger `.
The center selection schemes that lead to improved accuracy are costlier than ShDE,
thus decreasing training gains. Evaluation speedup is the same for all methods.
3.9 Conclusion
This chapter presented (1) a reduced-set KPCA algorithm for speeding up KPCA
given a reduce set density estimate of the training data, and (2) a simple, efficient,
single-pass algorithm for generating a suitable RSDE, called the shadow density esti-
mate (ShDE), which relies on a user-selected parameter `. The spectral decomposition
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Figure 12: Classification comparison w/Nyström methods for yale as ` is varied
(nt = 5, 191).
error was shown to be bounded and directly related to the bound of the empirical
error of the ShDE. Through ShDE+RSKPCA, significant reductions in both training
and evaluation time are achieved with minimal performance loss for large, redun-
dant datasets. Competetive overall speedups and performance were achieved versus
Nyström methods.
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Figure 13: Percentage of data retained.
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Figure 14: Classification comparisons w/RSDEs for usps as ` is varied (nt = 8, 368).
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Figure 15: Classification comparisons w/RSDEs for yale as ` is varied (nt = 5, 191).
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CHAPTER IV
REDUCED-SET KERNEL PCA: APPLICATIONS
This chapter outlines some applications of RsKPCA for speeding up other kernel-
based learning algorithms. In particular, we consider Gaussian process regression,
diffusion maps, and kernel embeddings.
4.1 Gaussian Process Regression
A powerful, nonparametric method for regression uses the properties of Gaussian
processes, which are stochastic processes {Xt; t ∈ T}, where each finite, linear combi-
nation of random variables is normally distributed. Gaussian processes are completely
specified by their second-order statistics, which are defined by the so-called covariance
kernel function. Since positive-definite kernel functions induce RKHSs, Gaussian-
process regression (GPR) can be considered as an example of a kernel method. In
this section, we give a description of GPR from a Bayesian point of view [78], and
formulate a reduced-set approximation for GPR, which we denote as RSGPR. We
also compute bounds on the deviation of RSGPR from GPR in a couple of metrics.
4.1.1 Formulation and Reduced-Set Approximation
GPR is an extension of Bayesian linear regression. Given a dataset Z = {(xi, yi)}n1 ,
where xi ∈ Rd, yi ∈ R, consider the problem of recovering a function f(x) from
observations y such that the following holds
f(x) = wTx y = f(x) + ε, (4.1.1)
where w ∈ Rd and ε ∈ N (0, ω2). The noise assumption in conjunction with the linear
model (4.1.1) gives rise to a likelihood function for the data, given by p(y|Z, w) =
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Πip(yi|xi, w) = N (XTw, ω2I). Here, X is the d × n data matrix. If a prior is
put on the weights, w ∼ N (0,Σw), the solution for the posterior p(y|X) can be
computed in closed form; in particular, the posterior distribution for the weights is
obtained, and the predictive distribution p(f∗|x∗, X, y) can be computed, which is
also normally distributed. The inference procedure just described holds when the
data is mapped to a higher-dimensional space using a fixed basis function network
ψ̂(x) of dimensionality N ; in particular, the function is given by f(x) = wT ψ̂(x), and
the predictive distribution is given by









where ψ̂∗ := ψ̂(x∗), Ψ̂ := ψ̂(X), and A := ω
2Ψ̂Ψ̂T + Σ−1p . If the dimensionality N of
the network ψ̂(x) is very high, the inversion of the matrix A becomes problematic.
In this case, the dual formulation of the problem can be used, yielding the equation
f∗|x∗, X, y ∼ N
(
ψ̂T∗ ΣpΨ̂(K + ω




where K := Ψ̂TΣpΨ̂. Since the feature space always enters the computations in
the form of inner products, the basis functions can be replaced by a covariance ker-
nel k(x, x′) := ψ̂(x)TΣpψ̂(x). In particular, given a positive-definite kernel function
k(x, x′), (4.1.3) holds, and can be interpreted as performing Bayesian linear regression
in the feature space H.
Note that the main bottleneck in the computation of (4.1.3) is the inversion of
the regularized kernel matrix K + ω2I. We can use the results in §3 to devise a
reduced-set approximation to this kernel matrix, and have an algorithm that runs in
O(nm+m3) time, rather than O(n3) time.
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Algorithm 3 Reduced-Set Weighted Kernel Matrix Regularized Inverse
Input: Initial data Z = X × Y = {(x1, y1), . . . , (xn, yn)}, noise parameter ω2.
Procedure:
1) Compute RSDE on Z; yields center set Z̄ = {z̄1, . . . , z̄m} and weights W = {w1, . . . , wm}.
2) Compute Z̄ = C×D, where C = {c1, . . . , cm}, and D = {d1, . . . , dm}.
3) Create diagonal matrix W = diag(w1, . . . , wm).
4) Compute weighted kernel matrix
K̃ ∈ Rm×m, K̃ := W 12KCW 12
where KCij := k(ci, cj).
5) Perform eigenvector decomposition K̃ = UΛUT
6) Reweight eigenvectors Ũ = W 1/2U .
Output:
Return regularized inverse
Ũ(Λ + ω2I)−1ŨT ,
and W = {w1, . . . , wm}, C = {c1, . . . , cm}, and D = {d1, . . . , dm}.
4.2 Reduced-Set Approximation Bounds








which is represented in dual form by the kernel matrix K. Similarly, the quantized







where ϑ : {1, . . . , n} → {1, . . . ,m} is the data-to-center mapping induced by the
reduced-set approximation algorithm, is represented in dual form by the quantized
kernel matrix Kij = k(cϑ(i), cϑ(i)), for i, j = 1 . . . n.
We now compute bounds on the deviation between GPR and RSGPR. First, we
have the following result.
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Algorithm 4 Reduced-Set Gaussian Process Regression
Input: Initial data Z = X × Y = {(x1, y1), . . . , (xn, yn)}, noise parameter ω2.
Procedure:




, W = {w1, . . . , wm}, C = {c1, . . . , cm}, and
D = {d1, . . . , dm}.
2) Compute coefficients
α = Ũ(Λ + ω2I)−1ŨT d,
where d ∈ Rm is a column vector representation of D.
Output:





and approximate posterior variance as
ν̃(x) := k(x, x)− kTx Ũ(Λ + ω2I)−1ŨT kx, (4.1.5)
where kx := [k(c1, x), . . . , k(cm, x)]
T .
Proposition 4.2.1. Let ĈH and C̃H be defined as in (3.2.6) and (3.3.4), let f ∈ H,

















κ− k(xmaxj , cj)
)
. (4.2.1)






































Using Theorems 3.5.1 and 3.6.1 proves the result.
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We can also prove a result that bounds the difference in the actual hypotheses
computed by the algorithms. Here, we define the hypotheses associated to the two
covariance operators above as h(x) =
∑n
i=1 αik(xi, x) and h̃(x) =
∑n
i=1 α̃ik(cϑ(i), x).




k(x, y)dxdy = C,





k(xi, xj) ≤ C.
For the sake of simplicity, we normalize k(x, y) explicitly by dividing by n in our
calculations.
Theorem 4.2.1. Let h and h̃ be defined as above, supx′∈Ω k(x
′, x) ≤ κ, and ‖y‖∞ ≤
M . Then ∣∣∣h(x)− h̃(x)∣∣∣ ≤ κM
nω4
(√
















k(x′j, cj) represents the smallest value that can occur over all possible values of xj in
the center sets Si, and ω
2 represents the variance of the i.i.d. noise in the observations
yi.
Proof. We extend the proof of a similar theorem in [103]. Let Kij := n
−2k(xi, xj) and
K̃ij := n
−2k(cϑ(i), cϑ(j)); then, we have
α̃− α = (n−2K̃ + ω2I)−1y − (n−2K + ω2I)−1y
= −
[




Therefore, we can bound
‖α̃− α‖ ≤
∥∥∥∥ 1n2 K̃ + ω2I
∥∥∥∥
2
∥∥∥∥ 1n2 (K̃ −K)
∥∥∥∥
2





∥∥∥∥ 1n2 K̃ + ω2I
∥∥∥∥
2
∥∥∥∥ 1n2 (K̃ −K)
∥∥∥∥
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where λmin(A) is the smallest singular value of the matrix A. Now, we can bound





























Plugging this estimate back above, we get
‖α̃− α‖ ≤ ‖K̃ −K‖F‖y‖
n2ω4
,
The hypothesis h derived with the exact kernel matrix can be written as h(x) =∑n
i=1 αik(xi, x) = α
Tkx, where kx is a vector representation of the kernel evaluation,
while h̃ can be written as h̃(x) =
∑n
i=1 α̃ik(cϑ(i), x) = α
T k̃x, where k̃x is a vector
representation of the equivalent kernel evaluation. We can write∣∣∣h(x)− h̃(x)∣∣∣ = ∥∥∥αTkx − α̃T k̃x∥∥∥
=
∥∥∥αTkx − α̃Tkx + α̃Tkx − α̃T k̃x∥∥∥
≤
∥∥αTkx − α̃Tkx∥∥+ ∥∥∥α̃Tkx − α̃T k̃x∥∥∥
≤ ‖α− α̃‖ ‖kx‖+ ‖α̃‖‖kx − k̃x‖.




i=1 αik(xi, x) = α
Tkx, where kx is a vector representation of the kernel evaluation,
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while h̃ can be written as h̃(x) = 1
n
∑n
i=1 α̃ik(cϑ(i), x) = α
T k̃x, where k̃x is a vector
representation of the equivalent kernel evaluation. Note that here, unlike when we
first introduced the hypothesis, we have normalized the kernel evaluations. We can
now write ∣∣∣h(x)− h̃(x)∣∣∣ = ∥∥∥αTkx − α̃T k̃x∥∥∥
=
∥∥∥αTkx − α̃Tkx + α̃Tkx − α̃T k̃x∥∥∥
≤
∥∥αTkx − α̃Tkx∥∥+ ∥∥∥α̃Tkx − α̃T k̃x∥∥∥
≤ ‖α− α̃‖ ‖kx‖+ ‖α̃‖‖kx − k̃x‖.
Our goal is to bound these terms separately. Since κ is the maximum of the kernel,
‖kx‖ ≤ κ√n , and ‖y‖ ≤
√
nM , the first term can be bounded as





































k(x1, x)− k(cϑ(1), x)
k(x2, x)− k(cϑ(2), x)
...








































2 (κ− k(xmaxi , ci)),
where k(xmaxi , ci) represents the smallest value that can occur over all xj ∈ Si.





















































2 + k(cϑ(i), cϑ(j))




Now, for operators from H to H, the following holds:
〈v ⊗ u, b⊗ a〉HS = 〈u, a〉H〈b, v〉H.














































































2 + k(cϑ(i), cϑ(j))
2 − 2k(xi, cϑ(j))k(cϑ(i), xj)
))
.
This is similar to the Frobenius norm, except for the terms of the form
k(xi, cϑ(j))k(cϑ(i), xj),
which differ from
k(xi, xj)k(cϑ(i), cϑ(j)). (4.2.5)
The term (4.2.5) can be generated from the Hilbert-Schmidt norm of the rank-1
operator 〈



























































































































































κ− k(xmaxj , cj)
)
.
Multiplying both sides by n2, using the result from Theorem 3.5.1, and taking square
roots on both sides leads to

























































which proves the theorem.
Writing the bound in Theorem 4.2.1 in asymptotic notation as O(Υ/
√
n), we see
that it depends primarily on the center approximation error Υ, and decreases as the
number of samples grows.
4.3 Diffusion Maps
As mentioned in §3, modern datasets are characterized by big datasets in extremely
high dimensional spaces. A simplifying assumption that is often made is that the
data are actually embedded in a submanifold of the input space [55]. The subject
of manifold learning is concerned with the design of algorithms to recover this man-
ifold. One of the most common strategies for manifold learning involve graph-based
algorithms, where the graphs are constructed by assigning links between two points
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based on some notion of affinity [21]. Weighted graphs can be used to represent a
notion of geometry based on the local similarity of the data. When combined with
Markov chain techniques, random walks on graphs can be used to find structure in
very complex geometries [22]. A subclass of these methods are the so-called kernel
eigenmap methods, such as locally linear embedding [82], Laplacian eigenmaps [5]
and Hessian eigenmaps [26], which can be thought of as performing kernel PCA on
specially designed kernel matrices [35]. The central idea in these algorithms is that
the eigenvectors of Markov transition matrices can be thought of as a new set of
coordinates in Euclidean space, which leads to the graph to be embedded as a cloud
of points in Euclidean space.
Kernel eigenmaps can be shown to constitute special cases of a general framework
based on diffusion processes; the diffusion map algorithm is the implementation of this
framework in practice [22]. In diffusion maps, the eigenfunctions of various Markov
matrices are used to define a random walk on the data, in order to obtain new
descriptions of datasets via a family of mappings. Different geometric representations
of the data can be obtained by iterating Markov matrix of transition, or equivalently,
by running the random walk forward. These maps relate the spectral properties of
the diffusion process to the geometry of the data [65].
In this section, the diffusion map algorithm is outlined in the continuous realm.
Then, the empirical version of the algorithm is derived using empirical measure ap-
proximations of the underlying probability density. Finally, a reduced-set approxi-
mation is derived, and the error in the MMD and the Hilbert-Schmidt norm between
this reduced-set approximation and the empirical map is bounded.
4.3.1 Random Walks on Data
In the diffusion map algorithm, the goal is to define a random walk on the data. Let
(Ω,A, ν) be a probability space, and let X ⊂ Ω be the dataset sampled from ν. Let
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kζ : Ω × Ω → R be a symmetric, positive-definite kernel that represents a notion of
similarity between points in X . If the points in X represent the nodes in a graph,
then kζ specifies a weight function on the graph, and thus a prior definition of the
local geometry of X [22]. Using the graph defined by (X , kζ), a reversible Markov





be the local measure of the volume in the graph, and define a new kernel




This is a non-symmetric kernel with the conservation property∫
Ω
Mf (x, y)dν(y) = 1. (4.3.3)
Thus (4.3.2) can be viewed as the (forward) transition kernel of a Markov chain on
X , and induces a Chapman-Kolmogorov operator on functions u ∈ L2(Ω, ν), which




Mf (x, y)u(y)dν(y). (4.3.4)















If u(x) is the probability of finding the system at location x at time t = 0, then Tf [u]
is the evolution of the probability to time t = ζ, whereas if v(y) is some function on
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the space then Tb[v](x) is the average value of the function at time ζ for a random
walk that started at x. These operators obey the property
〈Tfu, v〉p = 〈u, Tbv〉p, (4.3.8)
while Ts is self-adjoint. The eigenfunctions of these operators are used to define the
diffusion embedding. Since Ts is obtained via conjugation of the kernel Ms with
√
pζ ,
its eigenfunctions can be scaled appropriately to recover those of Ts. For example, if
Tsφs = λφs, then the corresponding eigenfunctions for Tf are φf =
√
pζφs.
4.3.2 Continuous Diffusion Maps





where {φι}ι≥0 is an orthobasis of L2(Ω, ν). Then the basis of Mf (x, y) is given by




where ψι(x) = φι(x)/pζ(x) and ϕι(y) = φι(x)pζ(x). The iterations of the chain are
then given by




where t is the time parameter. The family of diffusion distances {Dt}t∈N is then given
by
Dt(x, y)
2 := ‖M tf (x|·)−M tf (y|·)‖2.
The diffusion distance reflects the connectivity of the data at a given scale. Using the


















where the rank k is chosen beforehand. Here, the first eigenfunction, denoted by
φ0(x), is ignored.
4.3.3 Empirical Diffusion Maps
This section shows how to create the Gram matrices for the eigendecomposition of
the empirical version of the self-adjoint operator (4.3.6), using the ideas presented in
§3.3. First, we make note of the following lemma.
Lemma 4.3.1. (Lafon [54]) Let Ts : L2(Ω, ν) → L2(Ω, ν) be defined as in (4.3.6).
Then Ts is symmetric and positive semidefinite.
This lemma implies that the kernel Ms induces a feature map to an RKHS Hζ ; in





is the feature map associated to the kernel Ms. Given a dataset X = {x1, . . . , xn},
consider the empirical measure





















Algorithm 5 Diffusion Map
Input: Dataset X = {x1, . . . , xn}, eigenvector rank k + 1, and bandwidth ζ.
Procedure:
1) Given dataset X = {x1, . . . , xn}, and eigenvector rank k + 1, compute normalized kernel
matrix








2) Perform eigenvector decomposition Aφi = λiφi.





where φi(j) is the jth component of the ith eigenvector.
Output:















which is exactly the manner in which the matrix is computed in practice [94]. Using
(4.3.14) with (4.3.11) yields Algorithm 5.
Using the notation in §3.3 and (4.3.12), we can define an empirical covariance














Deriving a reduced-set approximation to (4.3.17) requires more work than RSKPCA,









where the reduced-set centers be given by C = {c1, . . . , cm}, and the measure induced
by the data-to-center mapping ϑ : {1, . . . , n} → {1, . . . ,m}. First, following [112],
the diffusion kernel is reweighted in the following manner
k̃ζ(x, y) = p
1/2(x)kζ(x, y)p
1/2(y) (4.3.18)
≈ ν̂1/2n (x)kζ(x, y)ν̂1/2n (y). (4.3.19)
This kernel has the same eigenvalues as kζ(x, y), and will be used for the diffusion















i δ(ci − x)kζ(x, y)w
1/2












j δ(ci − x)kζ(x, cj). (4.3.22)
To recover the sample at ci, one simply integrates out over x. Following the same












the weights cancel. Putting these steps together yields Algorithm 6. The covariance










Algorithm 6 Reduced-Set Diffusion Map
Input: Dataset X = {x1, . . . , xn}, rank k + 1, bandwidth ζ, and no. of centers m.
Procedure:
1) Compute RSDE C = {c1, . . . , cm} and w = {w1, . . . , wm}.
2) Compute normalized weighted kernel matrix












3) Perform eigenvector decomposition Ãφ̃i = λiφ̃i.







where φ̂i(j) is the jth component of the ith eigenvector.
Output:














The diffusion embedding defined by (4.3.11) is useful for studying the geometry of a
given dataset. It is undefined in the case one needs to extrapolate the given map to
out-of-sample points. Since the training is quite expensive, one can imagine training
on a subset of the data and extrapolating the geometry to unseen points in order to
perform the same analysis one could given more computational resources. A com-
monly used tool for this task is the Nyström method [4, 105].
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4.3.5 Bounding Approximation Error
This section derives bounds on the MMD error and the Hilbert-Schmidt error between
the averaging operators created by the original diffusion map, and the reduced-set
diffusion map.














Then the following theorems can be proven.





























































Proof. Define ei := dxi − dci and
Rij := ‖ci − cj‖2 (4.3.36)
℘ := max
xi∈X , cj∈Si
‖xi − cj‖2. (4.3.37)
We can write the profile for the diffusion kernel as








Then we have that











































Using the same strategy, we get
















Define new kernels and a constant

















Therefore, we get the bounds
C2ζ k+(ci, cj) ≤ kζ(xi, xj) ≤ C2ζ k−(ci, cj) (4.3.42)
Cζk+(ci, cj) ≤ kζ(xi, cj) ≤ Cζk−(ci, cj). (4.3.43)
We can write
‖ei‖2H = 〈dxi − dci , dxi − dci〉H
= (〈dxi , dxi〉H − 〈dxi , dci〉H) + (〈dci , dci〉H − 〈dxi , dci〉H) .








Using (4.3.42) and (4.3.43), we have




















i are defined as in (4.3.31), (4.3.32) and (4.3.33) respectively.
Similarly, it can be shown that
















Taking square-roots on both sides and accumulating terms appropriately proves the
theorem.
Theorem 4.3.2. Let the covariance operator D̂
(n)
Hζ associated to Ms be defined by
(4.3.16), and the reduced-set covariance operator D̃
(n)
Hζ be defined by (4.3.24). Then




































































































































Summing the terms together proves the theorem.
Note that unlike the RSKPCA case, the upper bound (4.3.30) does not have the
same form as (4.3.45).
4.4 Kernel Embeddings
Many modern applications of signal processing and machine learning deal with large
volumes of continuous-valued data with complex statistical features such as multi-
modality and skewness. Modeling these features presents a problem for most existing
frameworks such as graphical models, which often rely on parametric assumptions
and/or the computation of linear relations in the variables, resulting in models that
differ significantly from the generating processes. A recent development in the theory
of kernel methods attempts to address this modeling deficiency by generalizing the
embedding of measures to kernel embeddings of conditional distributions [98]. The
key idea is to map conditional distributions to infinite-dimensional feature spaces us-
ing kernels; all subsequent comparisons of distributions can be achieved using feature
space operations. These embeddings are motivated by the use of conditional distri-
butions in probabilistic graphical models and filtering; algorithms for kernel belief
propagation and kernel hidden Markov models are two examples of an application of
conditional distribution embeddings [97, 99].
While these algorithms exhibit state-of-the-art performance on a variety of tasks,
they suffer from O(n3) training time and O(n2) evaluation time. In this section, we
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extend the ideas used in §3.2 to create an approximation algorithm for conditional
distribution embeddings with a training time of O(nm+m3) and an evaluation time
of O(m2).
4.4.1 Formulation
Recall that a probability distribution p(x) can be represented as an element of the
RKHS H via the mean map




where ψ : Ω → H is associated to the positive-definite kernel k : Ω × Ω → R. The
mean embedding of the distribution captures the mean of all functions f ∈ H with
respect to the distribution p(x) via the projection 〈µX , f〉H := EX [f(X)] ∀f ∈ H. To
generalize the embedding to joint distributions, tensor products can be used similar




ψ(x)⊗ ψ(y)dp(x, y), (4.4.2)
where it’s assumed for simplicity that the variables (x, y) share the same input space
and kernel. Note that (4.4.2) is an element of the tensor product feature space
H ⊗ H; as before, we have that 〈ψ(x) ⊗ ψ(y), ψ(x′) ⊗ ψ(y′)〉H⊗H = k(x, x′)k(y, y′).
One immediate application of this joint distribution embedding is to check whether
two random variables are independent, via the Hilbert-Schmidt independence criterion
HSIC(X, Y ) := ‖CXY − µX ⊗ µY ‖2H⊗H . (4.4.3)
It has been shown that (4.4.3) is zero if and only if the random variables X and Y
are independent [96]. The kernel embedding of a conditional distribution p(Y |X) is
defined as





The conditional expectation of a function f ∈ H can be computed as EY |x [ψ(Y )] =
〈f, µY |x〉H. Note that (4.4.4) is not a single element in H, but varies according to the
value of x. The embedding µY |x is related to a specific operator via the equation
CX|Y := CY XC−1XX , (4.4.5)
which leads to
µY |x = CY XC−1XXψ(x). (4.4.6)
In practice, a regularized version of the inverse in (4.4.5) is computed, for numerical
stability.
The empirical version of the conditional embedding operator, defined on sample
sets X and Y , sampled from the random variables X and Y respectively, is computed
as
ĈX|Y = Ψ (K + γI)−1 ΦT , (4.4.7)
where Ψ := (ψ(y1), . . . , ψ(yn)) and Φ := (ψ(x1), . . . , ψ(xn)) are feature matrices,
K = ΦTΦ is the Gram matrix for the dataset X , and γ is a regularization parameter.






β(x) = (β1(x), . . . , βn(x))
T = (K + γI)−1 kx, (4.4.9)
and kx = (k(x1, x) . . . , k(xn, x))
T . This conditional embedding operator can be used
to derive a series of kernel rules for conditional probability, some of which will be
approximated in the next section.
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Algorithm 7 Reduced-Set Kernel Conditional Mean
Input: Initial data Z = X × Y = {(x1, y1), . . . , (xn, yn)}, noise parameter ω2.
Procedure:




, W = {w1, . . . , wm}, C = {c1, . . . , cm}, and
D = {d1, . . . , dm}.
2) Compute coefficients

















The ideas developed in §4.1 can be used to compute an approximation algorithm for
kernel conditional mean embedding, as shown in Algorithm 7. At the heart of this
algorithm is the reduced-set conditional embedding operator; we now derive a bound
on the deviation of this approximation from the empirical conditional embedding
operator in a similar manner to the work we have done before. First, we prove the
following extension of Theorem 3.5.1.
Proposition 4.4.1. Let ϑ : {1, . . . , n} → {1, . . . ,m} be the data-to-center mapping





































κ− k(ymaxj , dj)
)
(4.4.16)
Proof. Since kxi , kyi ∈ H, define residuals εi := kxi − kcϑ(i) and ε′i := kyi − kdϑ(i) . Then






















〈·, kyi〉Hεi + 〈·, ε′i〉Hkcϑ(i)
)
.



































κ− k(ymaxj , dj)
)
,
which proves the proposition.
We now prove a bound on the deviation between the conditional embedding op-
erator ĈX|Y and its reduced-set approximation C̃X|Y .
Theorem 4.4.1. Let ĈX|Y , C̃X|Y be the the empirical conditional embedding operator
and its reduced-set approximation respectively, associated to the sample sets X ,Y,
ĈY X , C̃Y X be the cross-covariance operators associated to the sample sets X ,Y, and
let ĈXX , C̃XX be the covariance operators associated to the sample set X , regularized












where Υ and Υ′ are defined as in (4.4.15) and (4.4.16) respectively.
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Proof. First, we have that
∥∥µ̂Y |x − µ̃Y |x∥∥op = ∥∥∥ĈY X Ĉ−1XX − C̃Y X C̃−1XX∥∥∥op
≤
∥∥∥ĈY X Ĉ−1XX − C̃Y X Ĉ−1XX∥∥∥
op
+
∥∥∥C̃Y X Ĉ−1XX − C̃Y X C̃−1XX∥∥∥
op
≤









These four terms need to be bounded separately. First, since the operator norm, for






Utilizing the same trick used in the proof of Theorem 4.2.1, we have that∥∥∥Ĉ−1XX − C̃−1XX∥∥∥
op
=














































(Υ + Υ′) ,
which proves the theorem.
We now derive approximate kernel versions of two basic probability rules:
Sum Rule: Q(X) =
∫
Ω
p(X|Y )dπ(Y ) (4.4.17)
Chain Rule: Q(X, Y ) = p(X|Y )π(Y ), (4.4.18)
where π(Y ) represents the prior distribution over the random variable Y . We provide
minimal details in these derivations in the interest of brevit; please see [98] for a more
complete picture.






= CX|YEY [ψ(Y )]
= CX|Y µπX . (4.4.19)
The input µπY , the embedding for π(Y ) is mapped to µ
π
X , the embedding for Q(X), by
an application of the conditional embedding operator CX|Y [98]. The tensor product
feature ψ(x)⊗ ψ(x) can also be used to embed the distribution Q(X), resulting in
CπXX := EX [ψ(x)⊗ ψ(x)]
= CπXX|Y µπY , (4.4.20)
where the conditional embedding operator EX|y [ψ(x)⊗ ψ(x)] = CπXX|Y ψ(y) for tensor
product features is used. The reduced-set approximation to the kernel sum rule
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Algorithm 8 Reduced-Set Kernel Sum Rule (Abstract)
Input: Initial data DY = {ý1, . . . , ýn} ∼ π(Y ), DXY = {(x1, y1), . . . , (xn, yn)} ∼ p(X,Y ), and
noise parameter ω2.
Procedure:
1) Use RSDE on DXY to get W = {w1, . . . , wm}, C = {c1, . . . , cm}, and D = {d1, . . . , dm}.





, where Gij := k(yi, yj).
3) Compute feature-mapped data Φ := (ψ(c1), . . . , ψ(cm))
T , Ψ := (ψ(d1), . . . , ψ(dm))
T and
Ψ́ := (ψ(d́1), . . . , ψ(d́m))
T .
4) Compute mean map as
µ̃πY = Ψ́α, (4.4.21)
where α = Ẃ/n.







Compute conditional mean as





where Ǵij := k(di, d́j), and compute the covariance operator as







in the RKHS can be computed as in Algorithm 8. Projections onto the reduced-
set approximations µ̃πX and C̃πXX can be computed using the ideas presented in this
section.
In the chain rule, the joint distribution is factorized into the product of a con-
ditional and marginal distribution, as Q(X, Y ) = p(X|Y )π(Y ). The embedding of
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Algorithm 9 Reduced-Set Kernel Chain Rule (Abstract)
Input: Initial data DY = {ý1, . . . , ýn} ∼ π(Y ), DXY = {(x1, y1), . . . , (xn, yn)} ∼ p(X,Y ), and
noise parameter ω2.
Procedure:
1) Use RSDE on DXY to get W = {w1, . . . , wm}, C = {c1, . . . , cm}, and D = {d1, . . . , dm}.





, where Gij := k(yi, yj).
3) Compute feature-mapped data Φ := (ψ(c1), . . . , ψ(cm))
T , Ψ := (ψ(d1), . . . , ψ(dm))
T and
Ψ́ := (ψ(d́1), . . . , ψ(d́m))
T .
4) Compute Gram matrix Ǵ as Ǵij := k(di, d́j).
Output:
Compute cross-covariance operator as





Q(X, Y ) can be factorized as
CπXY = EY
[
EX|Y [ψ(X)]⊗ ψ(Y )
]
= CX|YEY [ψ(X)⊗ ψ(Y )]
= CX|Y CπY Y , (4.4.25)
where CπY Y is the covariance operator associated to π(Y ). The kernel chain rule can
then be computed as in Algorithm 9, with the projections onto the operators being
computed as before.
The kernel sum and chain rules can be used to derive a kernel version of Bayes’
rule. Normally, Bayes’ rule can be written as Q(Y |x) = p(x|Y )π(Y )
Q(x)
, where Q(x) =∫
Ω
p(x|Y )dπ(Y ), where p(x|Y ) is the likelihood function. To derive kernel Bayes’
rule, the embedding of Q(Y |x) is constructed via a conditional embedding operator
as µπY |x = CπY |xψ(x). This conditional embedding operator is modified by the prior
distribution as
µπY |x = CπY |xψ(x) = CπY X (CπXX)
−1 ψ(x), (4.4.27)
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Algorithm 10 Reduced-Set Kernel Bayes’ Rule (Abstract)
Input: Initial data DY = {ý1, . . . , ýn} ∼ π(Y ), DXY = {(x1, y1), . . . , (xn, yn)} ∼ p(X,Y ), and
noise parameter ω2.
Procedure:
1) Use RSDE on DXY to get W = {w1, . . . , wm}, C = {c1, . . . , cm}, and D = {d1, . . . , dm}.





, where Gij := k(yi, yj).
3) Compute feature-mapped data Φ := (ψ(c1), . . . , ψ(cm))
T , Ψ := (ψ(d1), . . . , ψ(dm))
T and
Ψ́ := (ψ(d́1), . . . , ψ(d́m))
T .














where α = Ẃ/n.
Output:
Compute kernel Bayes’ rule as















CπXX := CπXX|Y µπY , from the sum rule, (4.4.28)
CπY |x := CX|Y CπY Y , from the chain rule, (4.4.29)
given the embeddings µY and CY Y using the features ψ(y) and ψ(y)⊗ψ(y) respectively.
Putting it all together, kernel Bayes’ rule can be computed as in Algorithm 10.
4.5 Experiments
This section reports experimental results for some of the algorithms discussed in this
chapter.
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4.5.1 Gaussian Process Regression
We present results on Gaussian process regression on the datasets given in Table 4.
We compare reduced-set approximations to GPR using the k-means algorithm to the
Nyström method. The results can be seen in Figures 16 and 17. In the concrete
dataset, the Nyström method is extremely unstable in terms of RMSE for low values
of m, whereas the reduced-set approximation is relatively stable. In the abalone
case, the Nyström method performs well throughout, although the reduced-set ap-
proximation converges to its performance as the number of centers grows. In either
case, since the reduced-set method uses k-means, it has a longer training time than
Nyström, although it gains a significant testing speedup over Nyström. Therefore the
reduced-set approximation should mainly be used for applications that benefit from
both a training and testing speedup.
Table 4: Datasets used for Gaussian process regression.
Dataset n dim σ λ
concrete 1,030 8 3 0.1
abalone 4,177 8 5 0.1
4.5.2 Diffusion Maps
In this section, we give experimental results for the diffusion map applied to a classical
toy example, the swiss roll, shown in Figure 18. This dataset has 1, 600 datapoints,
and the diffusion embedding is computed using a bandwidth of 10. The reduced-
set mapping, with k-means and the number of centers set to 100, is compared to the
original mapping. As can be seen in Figure 19, there is little difference in between the
two mappings, even at large time scales, which is an indication of high approximation
quality in both the eigenfunctions and the eigenvalues. The combined training and
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Figure 16: Gaussian process regression results on the concrete dataset.
embedding speedup in this case is about by a factor of 5.
4.5.3 Kernel Embeddings
In this section, we present experimental results for a particular application of ker-
nel embeddings. We apply reduced-set approximations to the kernel Hidden Markov
Model, which can be formulated using kernel Bayes’ rule, as presented in §4.4. We ap-
ply the reduced-set approximation to robot vision data, as outlined in the paper [97].
Here, a video of 2, 000 frames was collected at 6 Hz from a stereo camera mounted on
a mobile robot platform circling a stationary obstacle. As in the original experiment,
1, 500 frames were used as training data for each model, and each frame from the
training data was reduced to 100 dimensions via SVD on single observations. The
goal is to learn a model of the noisy video, and to predict future image observations.
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Figure 17: Gaussian process regression results on the abalone dataset.
We train a 50-dimensional embedded HMM using Algorithm 1 in [97] with sequences
of 20 consecutive observations, its reduced-set approximation, and compare it to a
discrete HMM trained using the spectral algorithm presented in [36]. Given a fixed
position p in the video, each model is updated online using observations from times
t1 = 100, 101, . . . , 250 from the current position, and then is used to predict an image
at times t2 = 1, 2, . . . , 100 in the future. The results are presented at 100 consecutive
postions p near the end of the video. Given the original image I and the predicted
image I ′, the χ2 distance between their respective histograms is used as a measure
of error. The results are presented in Figure 20. Here, we also included results of
the unweighted reduced-set approximation, to demonstrate how the weighted version
tends to perform slightly better. Overall, while there is a gap in performance between




















Figure 18: The swiss roll dataset.
much better than spectral algorithm, and approaches the full set performance as
the number of centers increase. Table 5 shows the testing speedup achieved by the
approximations, which can be extremely high, even for this relatively small dataset.
Table 5: Testing speedups for RS Kernel HMM over full Kernel HMM for robot vision
data.
Centers (%age) Speedup (Mean) Speedup (Min) Speedup (Max)
3.13 70 20 180
6.25 45 20 80
15.63 22 13 35
37.50 6.2 4 8.3
56.25 2.5 2.2 2.9
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(a) Full set embedding at t = 1












(b) Reduced set embedding at t = 1











(c) Full set embedding at t = 5












(d) Reduced set embedding at t = 5












(e) Full set embedding at t = 15














(f) Reduced set embedding at t = 15
Figure 19: Diffusion map embeddings at different time scales.
4.6 Conclusion
In this chapter, we showed how to extend the reduced-set kernel PCA algorithm for
applications to regression (Gaussian process regression), clustering (diffusion maps),
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(a) m = 3.13%



































(b) m = 15.63%
Figure 20: Kernel HMM results on different center sets.
and kernel embeddings (kernel Bayes’ rule). We proved various theorems bound-
ing the deviation of the reduced-set algorithms from their full-set counterparts, and
demonstrated the efficacy of the reduced-set models on various toy and real-world
datasets. In summary, it was shown that our presented strategy for reduced-set mod-
els for kernel machines in the batch-data case is general enough to be applied to
various methods, and effective in practice for speeding up the training and execution
speed of these methods at a minimal loss in accuracy.
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PART 2: ONLINE DATA
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CHAPTER V
REDUCED-SET KERNEL METHODS FOR ADAPTIVE
CONTROL
A method to use reduced-set kernel methods for adaptive control is outlined in this
chapter. The method, known as Budgeted Kernel Restructuring, is shown to be
effective for minimizing tracking error and learning the underlying model uncertainty.
5.1 Introduction
In practice, it is impractical to assume that a perfect model of a system is available
for controller synthesis. Assumptions introduced in modeling and changes to system
dynamics during operation often result in modeling uncertainties that must be mit-
igated online. Model-reference adaptive control (MRAC) has been widely studied
for broad classes of nonlinear dynamical systems with significant modeling uncer-
tainties [3, 37, 69, 104]. In MRAC, the system uncertainty is approximated using
a weighted combination of basis functions, with the numerical values of the weights
adapted online to minimize the tracking error. When the structure of the uncertainty
is unknown, a neuro-adaptive approach is often employed, in which a neural network
(NN) with its weights adapted online is used to capture the uncertainty. A popular
example of such a NN is the Gaussian radial-basis-function (RBF) NN, for which the
universal-approximation property is known to hold [73]. Examples of MRAC sys-
tems employing Gaussian RBFs can be found in [117]. In practice, then, nonlinear
MRAC systems typically consist of an additional online-learning component. What
differentiates MRAC from traditional online-learning strategies is the existence of the
dynamical system and its connection to a control task.
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The strong connection between the learning and the evolving dynamical system
imposes constraints on the online-learning strategy employed. These constraints en-
sure the viability of the system’s closed-loop stability and performance. For example,
classical gradient-based MRAC methods require a condition on persistency of excita-
tion (PE) in the system states [8]. This condition is often impractical to implement
and/or infeasible to monitor online. Hence, authors have introduced various mod-
ifications to the adaptive law to ensure that the weights stay bounded around an
a-priori determined value (usually set to 0). Examples of these modifications include
Ioannou’s σ-mod, Narendra’s e-mod, and the use of a projection operator to bound
the weights [37, 104]. Recent work in concurrent learning (CL) has shown that if
carefully selected online data is used concurrently with current data for adaptation,
then the weights remain bounded within a compact neighborhood of the ideal weights
[17, 18]. Neither CL nor the aforementioned modifications require PE.
When CL is used, in order to successfully learn the uncertainty, a set of RBF
centers must be chosen over the domain of the uncertainty. Prior neuro-adaptive
control research assumes that either the centers for the RBF network are fixed
[17, 18, 46, 74, 108], or that the centers are moved to minimize the tracking error
e [66, 101]. When the centers are fixed, the system designer is assumed to have
some domain knowledge about the uncertainty to determine how the centers should
be selected. When the centers are moved, the gradient updates favor instantaneous
tracking error reduction, and thus the resulting center movement does not guaran-
tee optimal uncertainty capture across the entire operating domain. The work in
this chapter creates reduced-set models by utilizing the fact that the Gaussian RBF
satisfies the properties of a Mercer kernel. The stucture induced upon RBFs by the
Mercer kernel can be used to remove the need for domain knowledge and to propose
a novel kernel adaptive control algorithm. RKHS theory is first used to make a con-
nection between PE signals in the state space (e.g., the input space) and PE signals
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in the higher-dimensional feature space (with respect to the RBF bases). It is shown
that the amount of persistent excitation inserted in the states of the system may
vanish or greatly diminish if the RBF centers are improperly chosen. This insight is
then utilized along with the kernel-linear-independence test [71] to propose an online
algorithm called budgeted kernel restructuring (BKR). BKR picks centers so as to
ensure that any excitation in the system does not vanish or diminish. The algorithm
is then augmented with CL. The resulting kernel-adaptive algorithm (BKR-CL) uses
instantaneous as well as specifically selected data points concurrently for adaptation.
Lyapunov-like analysis proves the convergence of the RBF weights to a compact
neighborhood of their ideal values if the system states are exciting over a finite in-
terval. BKR-CL does not require PE. Further, BKR-CL can control an uncertain,
multivariable dynamical system effectively even if all the RBF centers are initialized
to the same value (for example to 0). In addition to removing the assumption of fixed
RBF centers, it is shown that, given a fixed budget (maximum number of allowable
centers), the algorithm outperforms existing methods that uniformly distribute the
centers over an expected domain. The effectiveness of the algorithm is shown using
simulations and through comparisons with other neuro-adaptive controllers.
5.2 Preliminaries
The Gaussian function used in RBF networks, expressed as
k(x, y) = e−‖x−y‖
2/2µ2 ,
with bandwidth µ2, is an example of a bounded kernel function generating an infinite





αik(ci, ·) : αi ∈ R
}
, (5.2.1)
where ci ∈ Rm, be the linear subspace generated by C in H. Note that FC is a class
of functions; any RBF network with the same centers and the same fixed bandwidth
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(but without bias) is an element of this subspace. Let ϕ(x) = [k(x, c1) . . . , k(x, cm)]
T
and let W = [w1, . . . , wm]
T , where wi ∈ R. Then W Tϕ(x) is the output of a standard
RBF network. In the machine learning literature, σ(x) is sometimes known as the
empirical kernel map. Two different datasets C1 and C2 generate two different families
of functions and two different empirical kernel maps σC1(x) and σC2(x).
Finally, given the above dataset C, one can form an m ×m kernel matrix given
by Kij := k(ci, cj). The following theorem is one of the cornerstones of RBF network
theory, and will be used in section IV:
Theorem 5.2.1. (Micchelli)[59] If the function k(x, y) is a positive-definite Mercer
kernel, and if all the points in C are distinct, the kernel matrix K is nonsingular.
5.2.1 Persistently Exciting Signals
The work in this thesis also makes use of Tao’s definition of a PE signal [104].
Definition 5.2.1. Let t ≥ 0 and T > 0. Then a bounded vector signal Φ(t) is exciting
over an interval [t, t+ T ] if there exists γ > 0 such that∫ t+T
t
Φ(τ)ΦT (τ)dτ ≥ γI. (5.2.2)
Definition 5.2.2. A bounded vector signal Φ(t) is persistently exciting if, for all
t > t0, there exist γ > 0 and T > 0 such that∫ t+T
t
Φ(τ)ΦT (τ)dτ ≥ γI. (5.2.3)
The strength of the signal depends on the value of γ.
5.3 Model-Reference Adaptive Control and Concurrent Learn-
ing
The formulation of model-reference adaptive control using approximate-model inver-
sion is outlined in this section [17, 40, 41, 45, 66]. Let Ωx ∈ Rn be compact, x(t) ∈ Ωx
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be the known state vector, and u ∈ Rk denote the control input. Consider the uncer-
tain, multivariable nonlinear dynamical system
ẋ = f(x(t), u(t)), (5.3.1)
where the function f is assumed to be Lipschitz continuous in x ∈ Ωx and the control
input u is assumed to be bounded and piecewise continuous. These conditions ensure
the existence and uniqueness of the solution to (5.3.1) over a sufficiently large domain
Ωx.
Since the exact model (5.3.1) is usually not available or invertible, an approximate-
inversion model f̂(x, u) is used to determine the control input u = f̂−1(x, ν). Here, ν
is the pseudo-control input that represents the desired model output ẋ and is expected
to be approximately achieved by u. Hence, the pseudo-control input is the output of
the approximate-inversion model ν = f̂(x, u). This approximation results in a model
error of the form ẋ = f̂(x, u) + ∆(x, u), where the model error ∆ : Rn+k → Rn is
given by
∆(x, u) = f(x, u)− f̂(x, u). (5.3.2)
A reference model is chosen to characterize the desired response of the system
ẋrm(t) = frm(xrm(t), r(t)). (5.3.3)
The reference-model dynamics are assumed to be continuously differentiable in x for
all x ∈ Ωx ⊂ Rn. It is also assumed that all requirements for guaranteeing the
existence of a unique solution to the reference-model equation are satisfied. The
command r(t) is assumed to be bounded and piecewise continuous.
Consider a tracking control law ν consisting of a linear feedback part νpd = Kx,
a linear feedforward part νrm = ẋrm, and an adaptive part νad(x), which can be
expressed as
ν = νrm + νpd − νad. (5.3.4)
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Define the tracking error e as e(t) = xrm(t) − x(t). Then, letting A = −K, the
tracking error dynamics are found to be ė = Ae+ [νad(x, u)−∆(x, u)]. The baseline
full-state-feedback controller νpd = Kx is designed to ensure that A is a Hurwitz
matrix. Hence, for any positive-definite matrix Q ∈ Rn×n , a positive-definite solution
P ∈ Rn×n exists to the Lyapunov equation ATP+PA+Q = 0. Let x̄ = [x, u] ∈ Rn+k.
Assume that it is only known that the uncertainty ∆(x̄) is continuous, and defined
over a compact domain Ω ⊂ Rn+k. Let ϕ(x̄) = [1, ϕ2(x̄), ϕ3(x̄), ....., ϕm(x̄)]T be a
vector of known radial-basis functions. For i = 2, 3, . . . ,m, let ci denote the RBF
centroid, and let µ denote the RBF bandwidth. Then, for each i, the radial-basis
functions are given as ϕi(x) = e
−‖x̄−ci‖2/2µ2 , which can also be written as k(ci, ·) as
per the notation introduced earlier (§5.2). Appealing to the universal-approximation
property of RBF-NN [73, 102], given a fixed number of radial-basis functions m,
there exist ideal weights W ∗ ∈ Rn×m and a real number ε̃(x̄) such that the following
approximation holds for all x ∈ Ω (where Ω is compact): ∆(x) = W ∗Tϕ(x̄)+ ε̃(x̄), and
ε̄ = supx̄∈Ω ‖ε̃(x̄)‖ can be made arbitrarily small when sufficient number of radial-basis
functions are used.
To make use of the universal-approximation property, a RBF-NN can be used to
approximate the uncertainty in (5.3.2). In this case, the adaptive element takes the
form νad(x̄) = W
Tϕ(x̄), where W ∈ Rn×m. The goal is to design an adaptive law such
that W (t)→ W ∗ as t→∞, and the tracking error e remains bounded. A commonly
used update law, which will be referred to here as the baseline adaptive law, is defined
as [3, 69, 104]
Ẇ = −ΓWϕ(x̄)eTPB. (5.3.5)
The adaptive law (5.3.5) guarantees that the weights approach their ideal values (W ∗)
if and only if the signal ϕ(x̄) is PE. In absence of PE, without additional modifications
such as σ-mod [37], e-mod [67], or projection-based adaptation [104], the law does not
guarantee that the weights W remain bounded. The work in [17], however, shows that
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if specifically selected recorded data is used concurrently with instantaneous measure-
ments, then the weights approach and stay bounded in a compact neighborhood of
the ideal weights, subject to a sufficient condition on the linear independence of the
recorded data; PE is not needed. This idea is formalized in the following theorem:
Theorem 5.3.1. (Chowdhary et al [17]) Consider the system in (5.3.1), the con-
trol law of (5.3.4), and x̄(0) ∈ Ω, where Ω is compact. For the jth recorded data point,
let εj(t) = W
T (t)ϕ(x̄j)−∆(x̄j), with ∆(x̄j) for a stored data point j calculated using
(5.3.2) as ∆(x̄j) = ẋj − νj. Also, let p be the number of recorded data points ϕ(x̄j) in
the matrix Z = [ϕ(x̄1), ...., ϕ(x̄p)]. If rank(Z) = m, then the following weight-update
law






renders the tracking error e and the RBF-NN weight errors W̃ uniformly ultimately
bounded. Furthermore, the adaptive weights W (t) will approach and remain bounded
in a compact neighborhood of the ideal weights W ∗.
The matrix Z will be referred to as the history stack.
5.4 Kernel Linear Independence and the Budgeted Kernel
Restructuring (BKR) Algorithm
PE Signals and the RKHS In this section, a connection between adaptive control
and kernel methods is made by leveraging RKHS theory to relate PE of x̄(t) to PE
of ϕ(x̄(t)).
Theorem 5.4.1. Suppose x̄(t) evolves in the state space according to (5.3.1). If there
exists some time tf ∈ R+ such that the mapping ψ(x̄(t))→ H for t > tf is orthogonal
to the linear subspace FC ⊂ H for all time, then the signal ϕ(x̄(t)) is not persistently
exciting.
103
Proof. Let C = {c1, . . . , cm}, and recall that FC represents the linear subspace gen-
























〈ψx̄,cm〉〈ψx̄,c1〉 · · · 〈ψx̄,cm〉〈ψx̄,cm〉
 ,
where 〈ψx̄,ci〉 is shorthand for 〈ψ(x̄), ψ(ci)〉. A matrix G is positive definite if and





























It is known that if ci 6= cj, then ψ(ci) and ψ(cj) are linearly independent in H[59].
Further, if the trajectory x̄(t) ∈ Rm is bounded for all time, then k(x̄(t), c) 6= 0. From




Corollary 5.4.1. Suppose x̄(t) evolves in the state space according to (5.3.1). If
there exists some state x̄f ∈ Rn and some tf ∈ R+ such that x̄(t) = x̄f ∀t > tf , then
ϕ(x̄(t)) is not persistently exciting.
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Proof. Apply the previous theorem when the state x̄(t) reaches a stationary point.
PE of ϕ(x̄(t)) therefore follows only if neither of the above conditions are met.










Figure 21: An example of a RKHS space mapping. The trajectory x̄(t) evolves in
the state space Rn via an ODE; the image ψ(x̄(t)) is an equivalent ODE in H. If c1
and c2 are the centers for the RBFs, then they generate the linear subspace FC ⊂ H,
which is a family of linearly parameterized functions.
in H becomes orthogonal to the centers C = {c1, . . . , cm} mapped to H if x̄(t) moves
far away from C in Rn. Although orthogonality is desired in the state space Rn for
guaranteeing PE, orthogonality in H is detrimental to PE of ϕ(x̄(t)). Recall that
the baseline adaptive law of (5.3.5) does not guarantee that the weights converge
to a neighborhood of the ideal weights if ϕ(x̄(t)) is not persistently exciting. PE
of ϕ(x̄(t)) requires that (1) x̄(t) is persistently exciting and (2) the centers C are
chosen such that the image ψ(x̄(t)) ∈ H is not orthogonal to the linear subspace
FC generated by the centers. If the system evolves far away from the original set
of centers, then the old centers will give less accurate information than new ones
selected to better represent the current operating domain. In other words, keeping
the centers close to x̄(t) maintains PE of ϕ(x̄(t)) as long as x̄(t) is also persistently
exciting. At the same time, all of the centers selected earlier cannot be discarded since
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it is desirable to preserve global function approximation over the entire domain. The
design of a good algorithm for picking centers therefore needs to (1) satisfy the global
approximation property and (2) avoid the geometric condition stated in Theorem
5.4.1 that leads to loss of PE. Figure 22 depicts a signal that loses PE with respect to




Figure 22: An example of a signal losing PE in ψ. Any trajectory x̄(t) ∈ Rn inducing
a trajectory ψ(x̄(t)) ∈ H that is orthogonal to FC after some time tf causes ϕ(x̄(t))
to lose PE.
is linearly independent, the law in (5.3.6) suffices to ensure convergence to a compact
neighborhood of the ideal weight vector W ∗, without requiring PE of ϕ(x̄(t)). The
CL gradient descent can be reinterpreted in the RKHS framework. Note that the
CL adaptive law in (5.3.6) will ensure εj(t) → ε̃ by driving W (t) → W ∗. By the
above analysis, σ(x̄j) is the projection of ψ(x̄j) onto FC. If ψ(x̄(t)) is orthogonal to
FC in H, the first term in (5.3.6) (which is also the baseline adaptive law of (5.3.5)),
vanishes, causing the evolution of weights to stop with respect to the tracking error
e. The condition that
∑
p ϕ(x̄j)ϕ(x̄j)
T has the same rank as the number of centers in
the RBF network is equivalent to the statement that one has a collection of vectors
{x̄j}pj=1 where the projections of {ψ(x̄j)}
p
j=1 onto FC allow the weights to continue
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evolving to minimize the difference in uncertainty.
Linear Independence A strategy to select the RBF centers online can be chosen
using Theorems 5.4.1 and 5.4.1. The algorithm presented here ensures that the centers
cover the current domain of operation as well as keeping at least some centers that
reflect previous domains of operation. The scheme introduced in [71] can be used
to ensure that the RBF centers reflect the current domain of operation. Similar
ideas are used in the kernel-adaptive filtering literature to curb filter complexity [57].
The algorithm maintains a ‘dictionary’ of centers Cm = {ci}mi=1, where m is the
current size of the dictionary, and ND is the upper limit on the number of points
(the budget). A new center cm′ is inserted into the dictionary based on whether cm′
can be approximated in H by the current set of centers Cm. The ability of Cm to











where the ai denote the coefficients of the linear independence test. Unraveling (5.4.1)
in terms of (2.2.3) shows that the coefficients ai can be determined by minimizing γ,
which yields the optimal coefficient vector âm = K
−1
m k̂m, where Km = k(Cm,Cm) is
the kernel matrix for the dictionary dataset Cm, and k̂m = k(Cm, cm′) is the kernel
vector. Substituting the optimal value âm into (5.4.1) yields
γ = k(cm′ , cm′)− k̂Tmâm. (5.4.2)
The algorithm is summarized in Algorithm 11. For more details see [71]; in particular,
an efficient way to implement the updates is given there.
Note that due to the nature of the linear independence test, every time a state
x̄(t) is encountered that cannot be approximated within tolerance η by the current
dictionary Cm, it is added to the dictionary. Further, since the dictionary is designed









Figure 23: An example of the projection of ψ(x̄n+1) onto the subspace Fn spanned
by {ψ(x̄1), . . . , ψ(x̄n)}. The scalar γn+1 is the length of the residual, and is a measure
of the independence of ψ(x̄n+1) w.r.t. Fn.
only instantaneous online data. Therefore, in the final algorithm, all the centers
can be initialized to 0, and the linear independence test can be periodically run to
check whether or not to add a new center to the RBF network. This is fundamentally
different from update laws of the kind given in [66], which attempt to move the centers
to minimize the tracking error e. Since such update laws are essentially rank-1, if all
the centers are initialized to 0, they will all move in the same direction together.
Furthermore, from the above analysis, it is clear that the amount of excitation is
maximized when the centers are previous states themselves.
Summarizing, the following are the advantages of picking centers online with the
linear independence test (5.4.2):
1. In light of Theorem 5.4.1, Algorithm 11 ensures inserted excitation at the cur-
rent time in the system does not disappear by selecting centers such that FC is
not orthogonal to current states. In less formal terms, this means that at least
some centers are “sufficiently” close to the current state.
2. This also implies that not all of the old centers are discarded, which means that
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all of the regions where the system has previously operated are represented to
some extent in the dictionary. This implies global function approximation.
3. Algorithm 11 enables the design of adaptive controllers without any prior knowl-
edge of the domain. For example, this method would allow one to initialize all
centers to zero, with appropriate centers then selected by Algorithm 11 online.
4. On a budget, selecting centers with Algorithm 11 is better than evenly spacing
centers, since the centers are selected along the path of the system in the state
space. This results in a more judicious distribution of centers without any prior
knowledge of the uncertainty.
If the centers for the system are picked using the kernel-linear-independence test, and
the weight update law is given by the standard baseline law (5.3.5), the resulting
algorithm is called budgeted kernel restructuring (BKR).
Algorithm 11 Kernel-Linear-Independence Test





kl = k(Cm, cm′)
Compute γ as in (5.4.2)
if γ > η then
if l < ND then
Update dictionary by storing the new point cm′ , and recalculating γ’s for each
of the points
else
Update dictionary by deleting the point with the minimal γ, and then recal-
culate γ’s for each of the points
end if
end if
5.5 The BKR-CL Algorithm
Motivation The BKR algorithm selects centers in order to ensure that any inserted
excitation does not vanish. However, it must be proven that the weights are driven
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towards their ideal values, in order to fully leverage the universal-approximation prop-
erty. In this section, a CL adaptive law that guarantees that the weights approach
and remain bounded in a compact domain around their ideal weights is presented.
The law concurrently utilizes recorded data with instantaneous data for adaptation,
and is wedded with BKR to create BKR-CL.
First, the algorithm used to select, record, and remove data points in the history
stack is described. Note that Algorithm 11 picks the centers discretely; therefore,
there always exists an interval [tk, tk+1] where k ∈ N, and the centers are fixed.
This discrete update of the centers introduces switching in the closed loop system.
Let ϕk(x̄) denote the value of ϕ given by this particular set of centers, denote by
W k
∗
the ideal set of weights for these centers, and by ϕk the radial basis function
associated to these centers. Let p ∈ N denote the subscript of the last point stored.
For a stored data point x̄j, let ϕ
k
j ∈ Rn denote ϕk(x̄j). If St = [x̄1, . . . , x̄p] denotes
the matrix containing the recorded information in the history stack at time t, then
Zt = [ϕ
k
1, . . . , ϕ
k
p] is the matrix containing the output of the RBF function for the
current set of RBF centers. The p-th column of Zt will be denoted by Zt(:, p). It is
assumed that the maximum allowable number of recorded data points is limited due
to memory or processing power considerations. Therefore, Zt is constrained to have
a maximum of p ∈ N columns; clearly, in order to be able to satisfy rank(Zt) = m,
p ≥ m. For the j-th data point, the associated model error ∆(x̄j) is assumed to
be stored in the array ∆̄(:, j) = ∆(x̄j). The uncertainty of the system is estimated
by estimating ẋj for the j
th recorded data point using optimal fixed point optimal
smoothing, and solving equation (5.3.2) to get ∆(x̄) = ẋj − νj.
The history stack is populated using an algorithm that aims to maximize the




kT (xj) (see Algo-
rithm 12). Thus any data point linearly independent of the data stored in the history
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stack, is included in the history stack. At the initial time t = 0 and k = 0, the algo-
rithm begins by setting Zt(:, 1) = ϕ
0(x̄(t0)). The algorithm then selects sufficiently
different points for storage; a point is considered sufficiently different if it is linearly
independent of the points in the history stack, or if it is sufficiently different in the
sense of the Euclidean norm of the last point stored. Furthermore, if Algorithm 11
updates the dictionary by adding a center, then this point is also added to the history
stack (if the maximum allowable size of the history stack is not reached), so the rank
of Zt is maintained. If the number of stored points exceeds the maximum allowable
number, the algorithm seeks to incorporate new data points in manner that the min-
imum singular value of Zt is increased; the current data point is added to the history
stack only if swapping it with an old point increases the singular value. One can see
that Algorithm 11 and Algorithm 12 work similarly to one another. The structure
of Algorithm 12 is a condition that relates to the PE of the signal x̄(t), by ensuring
that the history stack is as linearly independent in Rn as possible, while Algorithm
11 does the same for the PE of the signal ϕ(x̄(t)) as well, trying to ensure that the
center set is as linearly independent in H as possible. In order to approximate the
uncertainty well, both algorithms are needed.
Lyapunov Analysis In this section, a result proving the boundedness of the closed-
loop signals when using BKR-CL is reported. Over each interval, between switches
in the NN approximation, the tracking-error dynamics are given by the following
differential equation
ė = Ae+ [W Tϕk(x̄)−∆(x̄)]. (5.5.1)
The NN-approximation error for the kth system can be rewritten as
∆(x̄) = W k
∗T
ϕk(x̄) + ε̃k(x̄), (5.5.2)
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An equivalent of Theorem 5.3.1 for the following switching weight-update law is
proven:






Theorem 5.5.1. Consider the system in (5.3.1), the control law of (5.3.4), and
x̄(0) ∈ Ω where Ω is compact. For the jth recorded data point let εkj (t) = W T (t)ϕk(x̄j)−
∆(x̄j) and let p be the number of recorded data points ϕ
k
j := ϕ
k(x̄j) in the matrix
Z = [ϕk1, . . . , ϕ
k
p], such that rank(Z0) = m at t = 0. Assume that the RBF centers
are updated using Algorithm 11, and the history stack is updated using Algorithm 12.
Then, the weight-update law in (5.5.3) ensures that the tracking error e of (5.5.1) and
the RBF-NN weight errors W̃ k of (5.5.2) are bounded.
Proof. Consider the tracking error dynamics given by (5.5.1) and the update law
of (5.5.3). Since νad = W
T (σk(x)), we have εj = W
Tσk(x̄) − ∆(x̄). Then the NN
approximation error is now given by (5.5.2). With W̃ k = W −W k∗




= W̃ kσk(x̄)− ε̃k(x̄).
Therefore over [tk, tk+1], the weight dynamics are given by the following switching
system



























where Tr(·) denotes the trace operator. Note that V k ∈ C 1, V k(0) = 0 and
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V̇ k(e, W̃ k) = −1
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∥∥∥W̃ k∥∥∥(Ck2 − λmin(Ωk)∥∥∥W̃ k∥∥∥) ,
where Ck1 = ‖PB‖ε̃k, C2 = pε̃k
√





kT . Note that since Algorithm 12 guarantees that only sufficiently
different points are added to the history stack then due to Micchelli’s theorem [59],
Ωk is guaranteed to be positive definite. Hence if ‖e‖ > 2C1/λmin(Q) and ‖W̃ k‖ >
C3/λmin(Ω
k), we have V̇ (e, W̃ k) < 0. Hence the set Πk = {(e, W̃ k) : ‖e‖ + ‖W̃ k‖ ≤
2C1/λmin(Q) + C2/λmin(Ω
k)} is positively invariant for the kth system.
Let S = {(t1, 1), (t2, 2), . . . } be an arbitrary switching sequence with finite switches
in finite time (note that this is always guaranteed due to the discrete nature of Al-
gorithm 11). The sequence denotes that a system Sk was active between tk and tk+1.
Suppose at time tk+1, the system switches from Sk to Sk+1. Then e(tk) = e(tk+1) and
W̃ k+1 = W̃ k + ∆W k
∗
, where ∆W k
∗
= W k
∗ −W (k+1)∗ . Since V̇ k(e, W̃ k) is guaranteed
to be negative definite outside of a compact interval, it follows that e(tk) and W̃
k(tk)
are guaranteed to be bounded. Therefore, e(tk+1) and W̃
k+1(tk+1) are also bounded
and since V̇ k+1(e, W̃ k+1) is guaranteed to be negative definite outside of a compact
set, e(t) and W̃ k+1(t) are also bounded. Furthermore, over every interval [tk, tk+1],
they will approach the positively invariant set Πk+1 or stay bounded within Πk+1 if
inside.
Remark 1. Note that BKR-CL along with the assumption that rank(Z) = l
guarantees that the weights stay bounded in a compact neighborhood of their ideal
values without requiring any additional damping terms such as σ modification [37] or
e modification [69] (even in the presence of noise). Due to Micchelli’s theorem [59], as
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long as the history stack matrix Zk contains l different points, rank(Z) = l. Therefore,
it is expected that this rank condition will be met within the first few time steps even
when one begins with no a-priori recorded data points in the history stack. In addition,
a projection operator (see for example [104]) can be used to bound the weights until
rank(Zt) = l. This is a straightforward extension of the presented approach.
Algorithm 12 Singular-Value Maximizing Algorithm for Recording Data Points
Require: p ≥ 1
if
‖ϕk(x(t))−ϕkp‖2
‖ϕk(x(t))‖ ≥ ε or a new center added by Algorithm 11 without replacing an
old center then
p = p+ 1
St(:, p) = x(t); {store ∆̄(:, p) = ẋ− ν(t)}
else if new center added by Algorithm 11 by replacing an old center then
if old center was found in St then
overwrite old center in the history stack with new center
set p equal to the location of the data point replaced in the history stack
end if
end if
Recalculate Zt = [ϕ
k
1, . . . , ϕ
k
p]
if p ≥ p̄ then
T = Zt
Sold = min SVD(Z
T
t )
for j = 1 to p do
Zt(:, j) = ϕ
k(x(t))
S(j) = min SVD(ZTt )
Zt = T
end for
find maxS and let k denote the corresponding column index
if maxS > Sold then
St(:, k) = x(t); {store ∆̄(:, k) = ẋ− ν(t)}
Zt(:, k) = ϕ
k(x(t))
p = p− 1
else





5.6 Application to Control of Wing-Rock Dynamics
Modern highly swept-back or delta-wing fighter aircraft are susceptible to lightly-
damped oscillations in roll known as ‘wing-rock’. Wing-rock often occurs at conditions
commonly encountered at landing ([84]). Precision control in presence of wing-rock
is critical for safe landing. In this section, BKR-CL is used to to track a sequence
of roll commands in the presence of simulated wing-rock dynamics. Let θ denote the
roll attitude of an aircraft, p denote the roll rate, and δa denote the aileron-control
input. Then, a model for wing-rock dynamics is [61]
θ̇ = p, ṗ = Lδaδa + ∆(x), (5.6.1)
where






3 |θ|p+W ∗4 |p|p+W ∗5 θ3 (5.6.2)
and Lδa = 3. The parameters for wing-rock motion are adapted from [93]; they are




3 = −0.6245,W ∗4 = 0.0095,W ∗5 = 0.0214. In addition
to these parameters, a trim error is introduced by setting W ∗0 = 0.8. The ideal
parameter vector W ∗ is assumed to be unknown. The chosen inversion model has the
form ν = 1
Lδa
δa. This choice results in the modeling uncertainty of (5.3.2) being given
by ∆(x). The adaptive controller uses the control law of (5.3.4). The linear gain K of
the control law is given by [0.5, 0.4]T . A second-order reference model with a natural
frequency of 1 rad/sec, and damping ratio of 0.5 is chosen, and the learning rate is
set to ΓW = 1. The simulation uses a time-step of 0.01 sec.
The simulation compares BKR-CL with e-mod, σ-mod and projection-operator
adaptive laws (henceforth collectively denoted as ‘classical adaptive laws’) for neuro-
adaptive control. The number of centers was chosen to be 12. In BKR-CL, the
centers were all initialized to 0 ∈ R2 at t = 0, while in the classical adaptive laws,
they were placed across the domain of uncertainty evenly (where the prior knowledge
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of the domain was determined through experiments conducted beforehand). The
BKR-CL algorithm uses the switching weight-update law (5.5.3). Figure 24a shows
the tracking of the reference model by the classical laws and BKR-CL. Figure 24b
shows the tracking error for the same. As can be seen, the overall error, and especially
the transient error for BKR-CL, is lower than that for the classical laws. Figure 25
shows an example of how concurrent learning affects the evolution of weights; it has a
tendency to spread the weights across a broader spectrum of values than the classical
laws, leading the algorithm to choose from a richer class of functions in FC . Figure
26 shows the final set of centers that are used; as can be seen, the centers follow the
path of the system in the state space. This is another reason why the uncertainty is
approximated better by BKR-CL than the classical algorithms.
5.6.1 Illustration of long-term learning effect introduced by BKR-CL
One of the main contributions of the presented BKR-CL scheme is the introduction
of long-term learning in the adaptive controller. Long-term learning here is charac-
terized by better approximation of the uncertainty over the entire domain. Long term
learning results due to the convergence of the NN weights to a neighborhood of their
ideal values (in sense of the Universal Approximation Property stated in Theorem
5.2.1). Figure 29 presents an interesting comparison between the online NN outputs
(W T (t)σ(x̄(t))) for all the controllers, and the NN output with the weights and cen-
ters frozen at their values at the final time T of the simulation (W T (T )σ(x̄(t))), then
re-simulated with these “learned weights”. Figure 29a compares the online adaptation
performance during the simulation, that is it compares ∆(x̄(t)) with W T (t)σ(x̄(t)).
We can see that BKR-CL does the best job approximating the uncertainty online,
particularly in the transient, whereas the classical laws tend to perform similar to
each other. In Figure 29b, we see that the difference is more dramatic when the
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weights are frozen at their learned values during the simulation; only BKR-CL com-
pletely captures the transient, and approximates the steady-state uncertainty fairly
closely, while the classical laws do quite poorly. This implies that the weights learned
with BKR-CL have converged to the values that provide a good approximation of
the uncertainty over the entire operating domain. On the other hand, in Figure 29b
we see that if BKR-CL is not used, the NN does not approximate the uncertainty as
well, indicating that the weights have not approached their ideal values during the
simulation. From Figure 25 we see that since the weights for e-mod and the projection
operator are closer to those approached by BKR-CL than σ-mod, and they do slightly
better in uncertainty approximation. The effect of long-term learning can be further
characterized by studying the behavior of the BKR algorithm without concurrent
learning and with a higher learning rate (ΓW = 10). Higher learning rates are often
used in traditional adaptive control (without concurrent learning) to guarantee good
tracking. Figure 30a compares the online adaptation performance. Except for the
initial transient, the NN outputs of the classical laws approximate the uncertainty
well locally in time with a higher learning rate. However, Figure 30b shows that they
do a poor job in estimating the ideal weights with the learning rate increased, indicat-
ing that good local approximation of the uncertainty through high adaptation gains
does not necessarily guarantee long-term learning. This is motivated by the fact that
the classical laws relying on the gradient based weight update law of (5.3.5) drive
the weights only in the direction of maximum reduction of instantaneous tracking
error cost, and hence, do not guarantee that the weights are driven close to the ideal
values that best represent the uncertainty globally. On the other hand, BKR-CL has
a better long-term adaptation performance as not only are the centers updated to
best reflect the domain of the uncertainty but the weights are also driven towards the
ideal values that best represent the uncertainty over the domain visited.
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Table 6: Wingrock computation time comparison with non-BKR controllers.
Centers e-mod σ-mod proj BKR-CL
8 3.6 3.1 3.2 13.9
10 3.7 3.2 3.3 16.1
12 3.8 3.4 3.5 18.9
14 3.8 3.4 3.6 23.8
Table 7: Wingrock computation time comparison with BKR controllers.
Centers BKR e-mod BKR proj BKR σ-mod BKR-CL
8 4.2 4.2 4.4 13.9
10 4.4 4.4 4.5 16.1
12 4.6 4.6 4.7 18.9
14 4.8 4.8 5.0 23.8
5.6.2 Computational Complexity
The accuracy of the algorithm comes at a computational cost. The two main compo-
nents of BKR-CL are the BKR step (Algorithm 11) and the CL step (Algorithm 12).
Once the budget of the dictionary ND is reached, the BKR step roughly takes O(N
2
D)
steps to add a new center, and is thus reasonably efficient. The main computational
bottleneck in BKR-Cl is the computation of SVD of the history stack matrix Ω in
the CL step. If there are p points in Ω, this takes O(p3) steps. Given the fact that p
is usually larger than ND, this can be quite expensive. Table 6 shows a computation
time comparison between the non-BKR controllers and BKR-CL for the Wingrock
simulation run for 60 seconds in MATLAB on a dual core Intel 2.93 Ghz processor
with 8 GB RAM, while Table ?? shows the same comparison between BKR con-
trollers and BKR-CL. As can be seen, the computation time increases dramatically
for BKR-CL as the size of Ω increases. There are two things to note here however;
the number of points added to the history stack Ω is determined by the tolerance ε
in Algorithm 12. Therefore, if too many points are being added to the history stack,
one can increase the tolerance, or set a separate budget to make p fixed. Secondly, we
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used the native implementation of the SVD in MATLAB for these experiments, which
is not optimized for an online setting. Recent work in incremental SVD computation
(see for example [9, 10, 86]) speeds up the decomposition considerably, resulting in
O(p2) complexity once the first SVD with p points has been computed. Therefore,
the computation time for the SVD component of BKR-CL can be made roughly com-
parable to the BKR component, which implies that the algorithm will scale better as
the number of points in the history stack increases.
5.7 Conclusion
In this work, we established a connection between kernel methods and Persistently
Exciting (PE) signals using RKHS theory. Particularly, we showed that in order to
ensure PE, not only do the system states have to PE, but the centers need to be
also selected in such a way that the mapping from the state space to the underlying
RKHS is never orthogonal to the linear subspace generated by the Radial Basis Func-
tion (RBF) centers. This ensures that the output of the radial basis function does
not vanish. We used this connection to motivate an algorithm called Budgeted Ker-
nel Restructuring (BKR) that updates the RBF network in a way that ensures any
inserted excitation is retained. This enabled us to design adaptive controllers without
assuming any prior knowledge about the domain of the uncertainty. Furthermore, it
was shown through simulation that on a budget (limitation on the maximum number
of RBFs used), the method is better at capturing the uncertainty than evenly spaced
centers, because the centers are selected along the path of the system through the
state space. We augmented BKR with Concurrent Learning (CL), a method that
concurrently uses specifically recorded and instantaneous data for adaptation, to cre-
ate the BKR-CL adaptive control algorithm. It was shown through Lyapunov-like
analysis that the weights for the centers picked by BKR-CL are bounded without
needing PE. Simulations showed improved tracking performance.
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Figure 24: Tracking with e-mod, σ-mod, the projection operator, and BKR-CL.
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Figure 25: Weight evolution with e-mod, σ-mod, the projection operator, and BKR-
CL.















σ and e−mod centers
Figure 26: Center placement for the classical laws and BKR-CL.
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Figure 27: Tracking with BKR e-mod, BKR σ-mod, BRK proj and with BKR and
concurrent learning (BKR-CL).
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Figure 28: Weight evolution with BKR-CL and with BKR e-mod, BKR σ-mod and
BKR proj.
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(a) Online uncertainty tracking














(b) Learned weight uncertainty tracking
Figure 29: Plots of the online NN output against the system uncertainty, and the NN
output using the final weights frozen at the end of the simulation run. Note that the
NN weights and centers with BKR-CL better approximate the uncertainty in both
cases.
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(a) Online uncertainty tracking















(b) Learned weight uncertainty tracking
Figure 30: Plots of the online NN output against the system uncertainty, and the NN




BAYESIAN NONPARAMETRIC ADAPTIVE CONTROL
USING GAUSSIAN PROCESSES
As noted in the previous chapter, most current Model Reference Adaptive Control
(MRAC) methods rely on parametric adaptive elements, in which the number of
parameters of the adaptive element are fixed a priori, often through expert judg-
ment. An example of such an adaptive element are Radial Basis Function Networks
(RBFNs), with RBF centers pre-allocated based on the expected operating domain. If
the system operates outside of the expected operating domain, this adaptive element
can become non-effective in capturing and canceling the uncertainty, thus rendering
the adaptive controller only semi-global in nature. This chapter investigates a Gaus-
sian Process (GP) based Bayesian MRAC architecture (GP-MRAC), which leverages
the power and flexibility of GP Bayesian nonparametric models of uncertainty. GP-
MRAC does not require the centers to be preallocated, can inherently handle mea-
surement noise, and enables MRAC to handle a broader set of uncertainties, including
those that are defined as distributions over functions. We use stochastic stability ar-
guments to show that GP-MRAC guarantees good closed loop performance with no
prior domain knowledge of the uncertainty. Online implementable GP inference meth-
ods are compared in numerical simulations against RBFN-MRAC with preallocated
centers and are shown to provide better tracking and improved long-term learning.
6.1 MOTIVATION
Within the class of MRAC algorithms, Radial Basis Function Neural Networks (RBFNs)
have emerged as a widely used universal-approximator adaptive model [85], especially
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when little is known about the uncertainty [46, 70, 102]. One reason for the popularity
of RBFNs is that they are linear-in-the-parameters, as opposed to multi-layer percep-
tron Neural Networks [46, 56]. The accuracy of an RBFN representation, however,
greatly depends on the choice of RBF centers [73]. Typically, authors have assumed
that the operating domain of the system is known, and pre-allocated a fixed quantity
of Gaussian RBF centers over the presumed domain [75, 108]. Therefore, an implicit
assumption in RBFN-MRAC is that the domain over which the uncertainty is defined
is compact, so that it can be well approximated by a finite set of RBFs. Consequently,
RBFN stability results cannot be extended globally for if the system states were to
evolve outside of the assumed compact domain of operation, the RBFN is effectively
unable to learn and approximate the uncertainty. Another limitation of traditional
RBFN based MRAC methods is that they model the uncertainty as a smooth deter-
ministic function. However, in real-world situations uncertainties may have several
stochastic effects, such as noise, servo chattering, turbulence etc. Authors have re-
lied on σ-modification [37] like damping terms in parameter update equations for
guaranteeing the boundedness of parameters of deterministic models of uncertainty
in presence of noise [16, 51]. This approach can guarantee overall boundedness of the
closed-loop system, but the added damping limits learning of the uncertainty. There-
fore there is a need for better models of stochastic uncertainties using probabilistic
modeling notions such as mean and variance.
This chapter outlines a method employing Gaussian Processes (GP) as Bayesian
nonparametric adaptive elements in MRAC to address the aforementioned limitations
of RBFN-MRAC with preallocated centers. As an alternative to methods with fixed
parametric structure, nonparametric models are designed to overcome the local ap-
proximation properties of universal approximators. The number of parameters and
their properties are not fixed, rather, they grow and adjust with the data. Within
the class of nonparametric modeling methods, Bayesian modeling approaches lead
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to data-driven, generative models, where the model is optimized to fit the data as-
suming uncertain measurements. GP based models are an example of a Bayesian
nonparametric regression model [78]. GPs are known to have a deep connection with
kernel filtering methods through a reproducing kernel Hilbert space interpretation
of GP regression [2]. The benefits of using GP Bayesian nonparametric adaptive
elements include: no prior knowledge of the operating domain of the uncertainty is
required, measurement noise is inherently handled, and the centers need not be pre-
allocated. GP uncertainties are defined via distributions over functions, which differs
from the traditional deterministic weight-space based approaches [46, 47, 70, 108].
Furthermore, Bayesian inference overcomes the shortcomings of the standard gradi-
ent based MRAC parameter update laws, such as the lack of convergence guarantees
and the possibility of bursting (parameters growing unboundedly) in presence of noise
[3, 8, 68].
When used in an online setting such as for adaptive control, the number of param-
eters in GP adaptive elements grows linearly with the measurements [78]. Further-
more, most sparsification techniques used to limit the size of the GP model require
access to the entire set of training data [57, 78, 90], which cannot be provided in real-
time control settings. Therefore, in order to ensure real-time feasibility, we enforce
an additional restriction that the number of maximum allowable parameters at any
instant of time be limited (this number is referred to as the “budget”). Once the
budget is reached, any new centers are added by removing older (possibly irrelevant)
centers. Each time a new center is added, the structure of the GP changes discontin-
uously. Thus, the stability properties of the presented GP-MRAC controllers must be
established through switched stochastic stability theory. Our GP-MRAC approach
removes long-standing assumptions on bounded domain of operation, a priori known
number and location of RBF centers, and deterministic input-output models of the
uncertainty, while being on-line implementable.
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6.1.1 Related Work
Nonparametric models in adaptive control have been previously considered. Cannon
and Slotine presented a heuristic algorithm to add and remove nodes of a nonpara-
metric wavelet network over a bounded domain for adaptive control [14]. Bernard and
Slotine established stable adaptive controllers using finite approximations of infinite
series of wavelet function regressors [6]. In contrast to the nonparameteric models in
those aforementioned works, our approach leverages information theoretic concepts
such as Bayesian inference and Kullback-Leibler divergence for updating the weights
and selecting the regressors [32]. Furthermore, our approach does not assume a pre-
defined bounded domain of operation. Alpcan investigated active optimal control
with Gaussian processes in the context of dual control [1]. Murray-Smith et al have
explored Gaussian processes in the context of dual adaptive control [63, 64]. Nguyen-
Tuong and Peters combined a physics based model with a Gaussian Process model
for learning inverse dynamics of stable systems such as robotic arms [72]. Ko and Fox
explored GP based dynamic observation and measurement models in Kalman filter
frameworks [49]. Diesenroth, Ko, Rasmussen, and others have used GPs for solving
control problems using model based reinforcement learning [25, 48, 77]. The above
approaches require access to off-line training data for generating control models. The
key difference between these methods and our approach is that GPs are used here in
the MRAC framework, which is a direct adaptive control framework (output of the
online trained GP is directly used for control). Similar to traditional MRAC, the focus
of our architecture is to guarantee stability and good tracking of fast, unstable dy-
namical systems online the first-time-around, without using any previously recorded
data. This objective is achieved by leveraging recent advances in sparse online GP
learning [24] and providing stability guarantees using a new analysis approach that
utilizes stochastic control theory for switched uncertain systems.
In the previous chapter, we took the first steps to unite recent advances in both
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kernel methods and adaptive control. The adaptive control system used non-Bayesian
nonparametric kernel models with gradient based update laws. The work in this chap-
ter incorporates Bayesian nonparametric regression techniques in adaptive control.
Preliminary ideas regarding the work presented here first appeared in the conference
paper [19]. The main contributions of the current work are improved techniques
for online sparsification and inference, detailed stability analysis, and more complete
analysis of numerical simulations.
6.1.2 Notation
Let E denote the expectation operator, Ex the expectation operator conditioned on
the measurement x, and V(x) the variance of x. The trace operator is denoted by tr.
The class of nth continuously differentiable functions is denoted by Cn. The operators
λmin(.) and λmax(.) return the minimum and the maximum eigenvalue of a matrix.
For a matrix Z, |Z| denotes the number of columns. Lastly, t ≥ 0 denotes time,
where the argument t is sometimes dropped from an equation for ease of exposition.
6.2 Approximate Model Inversion based Model Reference
Adaptive Control (AMI-MRAC)
AMI-MRAC is an approximate feedback-linearization based MRAC method that al-
lows the design of adaptive controllers for a general class of nonlinear plants (see e.g.
[12, 39]). The GP-MRAC approach is introduced in the framework of AMI-MRAC;
unlike §5.3, the treatment presented here is a little bit more restrictive in that it
focuses on multiple-input controllable control-affine nonlinear uncertain dynamical
systems. Let x(t) = [xT1 (t), x
T
2 (t)]
T ∈ Dx ⊂ Rn, such that x1(t) ∈ Rns , x2(t) ∈ Rns ,
and n = 2ns. Let u ∈ Du ⊂ Rl, and consider the system
ẋ1(t) = x2(t),
ẋ2(t) = f(x(t)) + b(x(t))u(t).
(6.2.1)
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The functions f(t), f(0) = 0 and b are partially unknown functions assumed to be
Lipschitz over a domain D and the control input u is assumed to be bounded and
piecewise continuous, so as to ensure the existence and uniqueness of the solution to
(6.2.1) over D. Also assume that l ≤ ns (while restrictive for overactuated systems,
this assumption can be relaxed through the design of appropriate control assignment
[29]).
The AMI-MRAC approach used here feedback linearizes the system by finding
a pseudo-control input ν(t) ∈ Rns that achieves a desired acceleration. If the exact
plant model in (6.2.1) is known and invertible, the required control input to achieve
the desired acceleration is computable by inverting the plant dynamics. However,
since this usually is not the case, an approximate inversion model f̂(x)+ b̂(x)u, where
b̂ chosen to be nonsingular for all x(t) ∈ Dx, is employed.
Given a desired pseudo-control input ν ∈ Rns a control command u can be found
by approximate dynamic inversion:
u = b̂−1(x)(ν − f̂(x)). (6.2.2)
Let x̄ = (xT , uT )T ∈ Rn+l for brevity. The use of an approximate model leads to
modeling error ∆ for the system,
ẋ2 = ν(x̄) + ∆(x̄), (6.2.3)
with
∆(x̄) = f(x)− f̂(x) + (b(x)− b̂(x))u. (6.2.4)
Were b known and invertible with respect to u, then an inversion model exists such
that the modeling error is not dependent on the control input u. A designer chosen
reference model is used to characterize the desired response of the system
ẋ1rm = x2rm , (6.2.5)
ẋ2rm = frm(xrm, r),
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where xirm and frm(xrm, r) denote the reference model states and dynamics respec-
tively, and frm(xrm, r) is assumed to be continuously differentiable in xrm for all
xrm ∈ Dx ⊂ Rn. The command r(t) is assumed to be bounded and piecewise con-
tinuous. Furthermore, frm is assumed to be such that xrm is bounded for a bounded
command.
Define the tracking error to be e(t) = xrm(t)− x(t), and the pseudo-control input
ν to be
ν = νrm + νpd − νad, (6.2.6)
consisting of a linear feedforward term νrm = ẋ2rm , a linear feedback term νpd =
[K1, K2]e with K1 ∈ Rns×ns and K2 ∈ Rns×ns , and an adaptive term νad(x̄). For νad
to be able to cancel ∆, the following assumption needs to be satisfied:
Assumption 6.2.1. There exists a unique fixed-point solution to νad = ∆(x, νad),
∀x ∈ Dx.
Assumption 6.2.1 implicitly requires the sign of control effectiveness to be known
[45]. Sufficient conditions for satisfying this assumption are available in [45, 118].
Using (6.2.3) the tracking error dynamics can be written as










, where 0 ∈ Rns×ns and I ∈ Rns×ns are the zero
and identity matrices, respectively. From (6.2.6), the tracking error dynamics are
then,
ė = Ae+B[νad(x̄)−∆(x̄)]. (6.2.8)
The baseline full state feedback controller νpd is chosen to make A Hurwitz. Hence,
for any positive definite matrix Q ∈ Rn×n, a positive definite solution P ∈ Rn×n exists
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for the Lyapunov equation
0 = ATP + PA+Q. (6.2.9)
When Gaussian RBFN are used as adaptive elements, the adaptive part of the control
law (6.2.6) is represented by a linear combination of Gaussian RBFs νad(x̄) = W
TΦ(x̄)
where W ∈ Rn2×q and Φ(x̄) = [1, φ2(x̄), φ3(x̄), ....., φq(x̄)]T is a q dimensional vector
of radial basis functions.
6.3 ADAPTIVE CONTROL USING GAUSSIAN PROCESS
REGRESSION
Traditionally MRAC assumes that the uncertainty, ∆(x̄) in (6.2.4), is a (smooth)
deterministic function for which an input-output map in the form of an NN or RBFN
is learned. This chapter offers an alternate view by assuming that the uncertainty is
described by a time varying (prior) mean and covariance function, and using Gaus-
sian Processes (GP) to learn the continuous function of time and state [78]. As the
system evolves and measurements are taken, Bayesian posterior updates build a gen-
erative model of the uncertainty. Learning via probabilistic generative models offers
a promising new approach. In contrast to learning a NN input-output representation
[62], the approach does not easily succumb to overlearning and also handles noise.
Furthermore, it allows incorporation of stochastic effects such as servo chattering,
external disturbances, and other non-deterministic effects.
A GP is defined as a collection of random variables such that every finite subset is
jointly Gaussian. The joint Gaussian condition means that GPs are completely char-
acterized by their second order statistics [78]. A GP is a distribution over functions,
that is, a draw from a GP is a function. For the sake of clarity of exposition, we will
assume that ∆(x̄) ∈ R; the extension to the multidimensional case is straightforward.
When ∆ follows a Gaussian process model, then
∆(·) ∼ GP(m(·), k(·, ·)), (6.3.1)
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where m(·) is the mean function, and k(·, ·) is a real-valued, positive definite covari-










where X ⊂ Rn, αi ∈ R, x̄i ∈ X . The space G is a subspace of H, a reproducing kernel





This assumption imposes a smoothness prior on the mean and renders the problem
more amenable to analysis though the representer theorem [88]. Figure 31 demon-
strates the ability of GP regression to mitigate noise in the data. An accurate model
of the underlying function is learned although the data is corrupted by Gaussian




























Figure 31: An example of GP inference for a set of 2, 000 measurements drawn from
∆(x̄) ∼ GP(m(·), k(·, ·)), corrupted by i.i.d observation noise drawn from N (0, ω2).
m(·) is the estimated mean, and Σ(·) is the estimated posterior variance.
6.3.1 GP Regression and Reproducing Kernel Hilbert Spaces
Let Zτ = {x̄1, . . . , x̄τ} be a set of state measurements, discretely sampled where
{1 . . . τ} are indices for the discrete sample times {t1, . . . , tτ}. The set defines a
covariance matrix Kij := k(x̄i, x̄j). Given indexed sets A and B, K(A,B) denotes
the kernel matrix generated by the evaluations Kij = k(ai, bj) between the two sets,
where ai ∈ A, bj ∈ B. For each measurement x̄i, there is an observed output y(x̄i) =
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m(x̄i) + εi, where εi ∼ N (0, ω2). The stacked outputs give y = [y1, . . . , yt]T . The
most common choice of covariance kernel, and the one used here, is the Gaussian
RBF kernel.
GP regression fuses RKHS theory with Bayesian linear regression by utilizing a
regression model of the form




where β ∈ FZ is a coordinate vector (of weights), ψ(x̄i) ∈ H are basis vectors, and
I is the index set. Since GP adaptive elements admit infinite basis functions and
associated parameters, they are referred to as nonparametric [78].
GP regression assumes that the uncertainty in the data and the model follow
Gaussian distributions, while modeling the function estimate using a mean function
m̂ and a covariance function Σ̂. Since the observations are Gaussian, the likelihood
function p(yτ |Zτ , β) is Gaussian. The initial prior is set to p(β) ∼ N (0,Σw), and
Bayes’ rule is used to infer the posterior distribution p(β|Zτ , yτ ) with each new ob-
servation. Since the posterior is Gaussian, the update generates a revised mean m̂τ
and covariance Σ̂τ . If |Zτ | is finite, the solution for the posterior mean and covariance
is also finite [88]. In particular, given a new input x̄τ+1, the joint distribution of the










where kx̄τ+1 = K(x̄τ+1, Zτ ) and k
∗
τ+1 = k(x̄τ+1, x̄τ+1). The posterior (sometimes
called the predictive) distribution, obtained by conditioning the joint Gaussian prior
distribution over the observation x̄t+1, is computed by








τ+1 − kTx̄τ+1Cτkx̄τ+1 (6.3.7)
are the updated mean and covariance estimates, respectively, and where Cτ :=
(K(Zτ , Zτ ) + ω
2I)−1 and βτ+1 := Cτyτ . Due to the Representer Theorem, the values
in (6.3.6) are the best possible that could be obtained given the available data [78, 88].
Since both Zτ and yτ grow with data, computing the inverse becomes computa-
tionally intractable over time. This is less of a problem for traditional GP regression
applications, which often involve finite learning samples and offline learning. How-
ever, in an online setting, the linear growth in the sample set cardinality degrades
computational performance. Therefore, the extension of GP regression to MRAC, re-
quires an online method to restrict the number of data points stored for inference. In
the following section we outline two simple schemes for this purpose and incorporate
them with MRAC to form GP-MRAC.
6.3.2 GP Bayesian nonparametric model based MRAC
We model the uncertainty using a Gaussian process based adaptive element νad
νad(x̄) ∼ GP(m̂(x̄), k(x̄, x̄′)), (6.3.8)
where m̂(z) is the estimate of the mean of (6.3.1) updated using (6.3.6) with the coor-
dinate vector denoted by α instead of β. The adaptive signal νad is set to the estimate
of the mean m̂(x̄). While the posterior calculated in Equation (6.3.5) converges to
the true posterior [78], it becomes untenable in an online setting due to the growth
of |Z|. There needs to be a limit on the number of datapoints stored for posterior
inference.
Many schemes exist for the approximation of a GP with a smaller set of bases,
but these typically assume all the data is available. The schemes, not designed for
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Algorithm 13 The Generic Gaussian Process - Model Reference Adaptive Control
(GP-MRAC) algorithm




4: while new measurements ∆(x̄τ+1) are available do
5: Given x̄τ+1, compute γτ+1 using (5.4.1).
6: Compute yτ+1 = ˙̂x2τ+1 − ντ+1.
7: Compute tracking error norm ‖e(t)‖.
8: if γτ+1 > εtol or ‖e(t)‖ > εe then
9: if |BV(σ)| > pmax then
10: Delete element in BV(σ).
11: end if
12: Add new basis vector based on methods in Section 6.3.2.
13: Increase the switching index σ.
14: end if
15: Calculate m̂τ+1 and Σ̂τ+1.
16: Set νad = m̂τ+1.
17: Calculate pseudo control ν using (6.2.6).
18: Calculate control input using (6.2.2).
19: end while
an online setting, can be computationally costly [13, 33]. Since the set Z generates a
family of functions FZ ⊂ H whose richness characterizes the quality of the posterior
inference, a natural and simple way to determine whether to add a new point to the
subspace is to check how well it is approximated by the elements in Z. To do this, we
use the kernel linear independence test outlined in §5.4. When the budget is exceeded,
a basis vector element must be removed prior to adding another element [13]. Here
we examine two such schemes. The first, denoted OP, simply deletes the oldest
vector: this scheme prioritizes temporal locality of the data for the approximation.
The second, denoted KL, employs the sparse online Gaussian process algorithm. The
latter algorithm efficiently approximates the KL divergence between the current GP
and the (t+1) alternative GPs missing one data point each, then deletes removes the
data point with the largest KL divergence. See [24] and the appendix for this chapter
for more details.
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6.4 Analysis of Stability
6.4.1 Stochastic Stability Theory for Switched Systems
We begin by introducing the necessary tools in stochastic stability analysis. Consider
switched stochastic differential equations of the Itô type whose solutions are a class
of continuous time Markov processes [44, 52]. The system equations are
dx(t) = F (x(t))dt+Gσ(x(t))dξ(t), x(0) = x0, (6.4.1)
where x ∈ Rns , ξ(t) ∈ Rn2 is a Wiener process, σ(t) ∈ N is the switching index
which switches finitely many times in any finite time interval, F (x(t)) is an ns-vector
function, and Gσ is an ns × n2 matrix. Assume that F (0) = 0 and Gσ(0) = 0. The
functions F (x(t)) and Gσ are assumed to satisfy the Lipschitz condition for each
switching index σ
‖F (x)− F (y)‖+ ‖Gσ(x)−Gσ(y)‖ ≤ B‖x− y‖
for all x and y. Under these conditions the solution of (6.4.1) is a continuous Markov
process. Note that the assumption on Lipschitz continuity of Gσ is reasonable for the
GP formulation considered here because components of Gσ turn out to be continu-
ously differentiable kernel functions.
The following definitions concerning the (exponential) ultimate boundedness of
the solution of (6.4.1) are introduced.
Definition 6.4.1. The process x(t) is said to be mean square ultimately bounded




Ex0‖x(t)‖2 ≤ K. (6.4.2)
Definition 6.4.2. The process x(t) is said to be exponentially mean square ultimately
bounded uniformly in σ if there exist positive constants K, c, and α such that for all
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t, x0 ∈ Rns, and for all σ
Ex0‖x(t)‖2 ≤ K + c‖x0‖2e−α(t). (6.4.3)
The Itô differential generator L for the smooth function V (x(t)) is given by































is the ith row and jth column element in the ns × ns matrix GσGTσ .
The following lemma is a special case of that proved by Miyahara [60].
Lemma 6.4.1. Let x(t) be the process defined by the solution to (6.4.1). Let V (x(t))
be of class C 2 with respect to x, of class C 1 with respect to t, and bounded from below.




(1− e−k2t) for all t ≥ 0.
The following theorem extends the ultimate boundedness results of Miyahara to
switched Itô differential equation (6.4.1).
Theorem 6.4.1. Let x(t) be the process defined by the solution to (6.4.1), and let
V (x(t)) be a function of class C 2 with respect to x, and class C 1 with respect to t. If,
1. −α1 + c1‖x‖2 ≤ V (x(t)) for real α and c1 > 0; and
2. LV (x(t)) ≤ βσ−c2V (x(t)) where L is the differential generator of the Itô process
as defined in (6.4.4), for real βσ and c2 > 0, and all switch states σ;
then the process x(t) is mean square ultimately bounded uniformly in σ. Suppose in
addition V (x(t)) ≤ c3‖x‖2 + α2, then the process x(t) is exponentially mean square
ultimately bounded uniformly in σ.
Proof. From Lemma 6.4.1,





Therefore, limt→∞(Ex0V (x(t))) →
|βσ |
c2
. Since −α1 + c1‖x‖2 ≤ V (x(t)), we have























). Therefore the process x(t) is mean square ultimately bounded uniformly in
σ. If in addition V (x0) ≤ c3‖x0‖2 + α2, then from (6.4.5) and (6.4.6), Ex0‖x(t)‖2 ≤
c3
c1
‖x0‖2e−c2t+ α2c1 +K. Hence, the process x(t) is exponentially mean square ultimately
bounded uniformly in σ.
6.4.2 Analysis of Stability for GP-MRAC
This section establishes the stability of Gaussian process based MRAC using Algo-
rithm 13. Let σ(t) ∈ N denote a switching index that increments every time the set
BV is modified. When the σth system is active, the mean function estimate evaluated
using the current set BV(σ), is denoted m̂σ. The results presented assume that the
uncertainty can be expressed as
∆(x̄) ∼ m(x̄(t)) +Gσ(x̄(t))dξ(t), (6.4.7)
where ξ(t) is a (zero-mean) Wiener process, and Gσ is a linear operator associated
to the covariance kernel k(x̄, x̄′) (see Appendix 2 of [78]). Then, for a given σ, the
tracking error dynamics of (6.2.8) are
de = Ae dt+B (εσm(x̄) dt−Gσ(x̄(t)) dξ) , (6.4.8)
where νad(x̄) ∼ GP(m̂σ(x̄), k(x̄, x̄′)), and εσm(x̄) = m̂σ(x̄) − m(x̄). For the sake of
brevity, we drop the time and state dependency of Gσ(x̄(t)) in the remaining section.
First, note that {Gσ dξ(t)}t∈T is a zero-mean Gaussian process.
We will need the following theorem.
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Theorem 6.4.2. (Dudley [28]) Define a pseudometric
dG(t, s) =
√
E[|Gσ dξ(t)−Gσ dξ(s)|]2 (6.4.9)
on T . Let N(T, d, υ) be the υ-covering number of the space; then the υ-entropy of the
space (T, d) is given by H(T, d, υ) = logN(T, d, υ). Let D(T ) be the diameter of the
space T with respect to the metric dG. Then the following bound holds:
E sup
t∈T
Gσ dξ(t) ≤ C
∫ D(T )
0
H1/2(T, d, υ)dυ. (6.4.10)
Corollary 6.4.1. Let the covariance kernel k : Ω×Ω→ R of the zero mean Gaussian
process {Gσ dξ(t)}t∈T be Gaussian. Then if Ω ⊂ Rd is compact, there exists a constant
c′ ∈ R+ such that ‖Gσ dξ(t)‖ ≤ c′ almost surely.
Proof. The RHS of (6.4.10) is the Dudley entropy integral ; if it is finite, then the
process Gσ dξ(t) is almost surely bounded [50]. Using k(t, t
′) = E[Gσ dξ(t)Gσ dξ(t′)],
we can write the above psuedometric as
dG(t, s) =
√
E[Gσ dξ(t)Gσ dξ(t)] + E[Gσ dξ(s)Gσ dξ(s)]− 2E[Gσ dξ(t)Gσ dξ(s)]
=
√
k(t, t) + k(s, s)− 2k(t, s).






where κ is the maximum of the kernel. Since dG(t, s) ≤
√
2κ for any choice of
t, s ∈ Rd, the diameter of the space is bounded, and thus D(T ) =
√
2κ. Therefore,
if the evolution of the system is over a compact domain, from the estimate on the
covering numbers of the Gaussian kernel given in [53], the integral (6.4.10) is finite.
Our goal is to prove the boundedness of the tracking error e(t). Using the explicit
solution for linear differential equations [42] and (6.4.8), we have that








The matrix A is Hurwitz, so we have a bound on the first term, and using the above
corollary, we can estimate the third term. To get an estimate on the second term, we
need to bound εσm(x̄(t)). To keep the notation simple, we swap x̄ for x in the following
computation.
Recall that in GP inference, given data {(x1, y1), . . . , (xn, yn)}, where xi ∈ Ω and











where Kij := k(xi, xj) and y ∈ Rn is a vector representation of the y values. If
we had another kernel matrix induced by a quantization operator ϑ : {1, . . . , n} →
















k(x, y)dxdy = C,





k(xi, xj) ≤ C.
For the sake of simplicity, we normalize k(x, y) explicitly by dividing by n in our
calculations in the next theorem. We can now prove a bound on εσm(x̄(t)).
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Theorem 6.4.3. (Global Approximation Theorem) Let h and h̃ be defined as
above, let supx′∈Ω k(x










where kmax := maxi
∥∥ψ(x̄i)− ψ(cϑ(i))∥∥H is the greatest kernel approximation error.
Proof. We follow the proof of Theorem 4.2.1. Let Kij := n
−2k(xi, xj) and K̃ij :=
n−2k(cϑ(i), cϑ(j)). Since
α̃− α = −
[




















Write m as m(x) = 1
n
∑n
i=1 αik(xi, x) = α
Tkx, where kx is a vector representation of
the kernel evaluation, and m̂σ as m̂σ(x) = 1
n
∑n
i=1 α̃ik(cϑ(i), x) = α
T k̃x. We can now
write
|m(x)− m̂σ(x)| =
∥∥∥αTkx − α̃T k̃x∥∥∥
=
∥∥∥αTkx − α̃Tkx + α̃Tkx − α̃T k̃x∥∥∥
≤ ‖α− α̃‖ ‖kx‖+ ‖α̃‖‖kx − k̃x‖.
Our goal is to bound these terms separately. Since κ is the maximum of the kernel,
‖kx‖ ≤ κ√n , and ‖y‖ ≤
√
nM , the first term can be bounded as












The Gaussian kernel has the property
(k(a, b)− k(c, d))2 ≤ 1
σ2
(‖a− b‖2 + ‖b− d‖2), (6.4.12)












(2 〈ψ(x̄i)− ψ(cϑi), ψ(cϑi)〉H)
2
≤ 4τ 2κ2kmax,
where kmax := maxi
∥∥ψ(x̄i)− ψ(cϑ(i))∥∥H is the greatest kernel approximation error.


















k(x1, x)− k(cϑ(1), x)
...


















Putting the two terms together gives




which proves the theorem.
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This bound is quite weak, because it depends on all of the data the control system has
seen in the past. We now prove a stronger result, that bounds the mean approximation
error in a local region of the system’s current state.
Theorem 6.4.4. (Local Approximation Theorem) Let h and h̃ be defined as
above, let supx′∈Ω k(x
′, x) ≤ κ, let the current state be given by x, and let Br(x)
denote the ball of radius r centered at x. Denote the maximum observation in y
in Br(x) by M
′, and the global maximum by M . Divide the dataset X into subsets
X1 = {x1, . . . , xn1}, xi ∈ Br(x) and X2 = {x̄1, . . . , x̄n2}, x̄ 6∈ Br(x). Generate center
partitions C1 = {cϑ(1), . . . , cϑ(n1)} and C2 = {c̄ϑ(1), . . . , c̄ϑ(n2)} in a similar manner




















where kmax := maxi











Proof. Suppose the current set of data is denoted by X = {x1, . . . , xn}. Divide this set
into components X1 = {x1, . . . , xn1}, xi ∈ Br(x) and X2 = {x̄1, . . . , x̄n2}, x̄ 6∈ Br(x).
Generate center partitions C1 = {cϑ(1), . . . , cϑ(n1)} and C2 = {c̄ϑ(1), . . . , c̄ϑ(n2)} in a
similar manner from C. First, we have that







































































































































This computation shows that the error associated to the kernel functions centered at
the data outside Br(x) is negligible. We would now like to bound the error between
the means based on the data lying within the ball, in a manner that mitigates the
effect of the global maximum value M . To do this, we first note that the partitioning








where K11ij := k(xi, xj), K
12
ij := k(xi, x̄j), and K
22
ij := k(x̄i, x̄j). The matrix partitions
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for K̃ are defined similarly. We consider approximate linear systems of the form
αB =
n−2K11 + ω2In1 0




















































αB1i k(xi, x)− α̃ik(cϑ(i), x)
)∣∣∣∣∣ ,
where kx is the vectorized version of the kernel evaluations k(xi, x). We have
α− αB =
n−2K11 + ω2In1 n−2K12





n−2K11 + ω2In1 0




Define E as the difference between the two matrices. We can use the proof of the
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which leads to the bound
1
n
‖α− αB‖‖kx‖ ≤ O (Mζ1) ,




αBik(xi, x)− α̃ik(cϑ(i), x)
)∣∣∣∣∣ ≤ ‖αB‖∥∥∥kx − k̃x∥∥∥+ ‖αB − α̃B‖∥∥∥k̃x∥∥∥
+ ‖α̃B − α̃‖
∥∥∥k̃x∥∥∥ .
We can bound each of these terms individually. Since we only consider those terms
in αB corresponding to the data within the ball, we have
‖αB‖








≤ O (n1M ′kmax) .




∥∥∥k̃x∥∥∥ ≤ O (nMζ1) .
We can apply the global approximation error theorem to the coefficients of the block
matrix to get
‖αB − α̃B‖















αBik(xi, x)− α̃ik(cϑ(i), x)
)∣∣∣∣∣ ≤ O (n1n M ′kmax)+O (Mζ1) +O (n1n M ′√kmax) ,
which proves the theorem.
Note the trade off implicit in the bound (6.4.13): the greater the radius of the ball
Br(x), the smaller ζ is, which implies that points seen outside Br(x) have minimal
effect on the estimation of the GP mean. However, the larger the radius, the greater
the number of values within Br(x), and therefore M
′ is chosen to be the maximum
value of a much larger set.
The boundedness of the tracking error can now be proven.
Theorem 6.4.5. Consider the system in (6.2.1), the control law of (6.2.2) and
(6.2.6), and assume that the uncertainty ∆(x̄) is representable by a Gaussian process
(6.3.1). Assume that ‖εσm(x̄0)‖ is bounded for the initial state x̄0. Then Algorithm
13 and the adaptive signal νad(x̄) = m̂
σ(z) guarantees that the system is mean square
uniformly ultimately bounded a.s.
Proof. Let V (e(t)) = 1
2
eT (t)Pe(t) be the stochastic Lyapunov candidate, where P > 0
satisfies the Lyapunov equation (6.2.9). Note that the Lyapunov candidate is bounded
above and below by a quadratic term since 1
2
λmin(P )‖e‖2 ≤ V (e) ≤ 12λmax(P )‖e‖
2.


































‖P‖‖BGσ‖2 and c2 := ‖PB‖, then
LV (e) ≤ −1
2
λmin(Q)‖e‖2 + c2‖e‖‖εσm(x̄) +Gσ dξ(t)‖+ c1
≤ −1
2
λmin(Q)‖e‖2 + c2‖e‖(‖εσm(x̄)‖+ ‖Gσ dξ(t)‖) + c1
≤ −1
2
λmin(Q)‖e‖2 + c2‖e‖ (‖εσm(x̄)‖+ c′) + c1 (6.4.16)




LV (e) ≤ −1
2
















LV (e) ≤ 0 a.s. It is assumed that Mσ is initially bounded. The RHS of (6.4.18)
determines the size of Θγ. For a fixed budget pmax, the estimated GP mean m̂
σ(z)
is an RBF network. Since we employ the Gaussian kernel, Therefore, we can assume
that the size of Θγ is fixed.
Let β = maxe∈θγ V (e) and define the compact set Θβ = {e : LV (e) ≤ β}.
Note that Θγ ⊆ Θβ with LV (e) < 0 a.s. outside of Θβ. Furthermore, note that
1
2






. Then, with r(t) such that xrm re-
mains bounded within Bm, x(t) ∈ D a.s. and the solution to (6.2.1) holds. Since this
is true for all σ, and because Algorithm 13 guarantees that σ does not switch arbi-
trarily fast, by Theorem 6.4.1, (6.4.8) is mean square uniformly ultimately bounded
inside of this set a.s. [44].
Remark 2. In contrast to traditional parametric adaptive control, the Lyapunov
candidate does not need to be an explicit function of the adaptive element’s parame-
ters. This is because the parameters of the budgeted nonparametric mean function are
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discretely updated and guaranteed to be bounded over every switching interval because
they either stay constant or are “renormalized”. Furthermore, note that the size of
the set within which e is bounded can be reduced by reducing the representation error
εσm(x̄) by choosing smaller values of εtol, or increasing λmin(Q) by appropriately se-
lecting K1, K2 in (6.2.6). Finally, in [47], it was shown that the linear independence
of BV ensures that persistency of excitation (PE) in the state space is visible in H.
Since the KL variant of the algorithm aims to enforce this independence subject to
the tolerance εtol, PE is never lost (ensuring K(Zτ , Zτ ) is invertible).
Remark 3. The assertions in Theorem 6.4.5 are stronger than those typically
proven for fixed-center RBFN-MRAC [46, 85] because a domain over which the centers
have been allocated is not required to be assumed, rather the operating domain D over
which conditions to guarantee a continuous time Markov process solution to (6.4.1)
are satisfied is simply required to exist.
The following corollary extends the above result to the case when an exact repre-
sentation of the mean function is available (i.e. εm(z) = 0), such as might be possible
in cases where the uncertainty can be represented accurately using a tabular repre-
sentation, and is equivalent to assuming that the allowable function class in (6.3.2)
contains a finite number of kernels. This corollary is also applicable to robust control
of linear systems where the uncertainty is characterized by a GP whose mean has
been identified using recorded data.
Corollary 6.4.2. Consider the system in (6.2.1), the reference model in (6.2.5), and
the control law of (6.2.2) and (6.2.6). Let the uncertainty ∆(z) follows a Gaussian
process as in (6.3.1) with a fixed number of kernels, then Algorithm 13 and the adap-
tive signal νad(z) = m(z) guarantees that e(t) is exponentially mean squared ultimately
bounded.
Proof. With εm(z) = 0, (6.4.16) reduces to
LV (e) ≤ − λmin(Q)
2λmax(P )
V (e) + c4. (6.4.19)
151
The result follows from Theorem 6.4.1 with constant σ (no switching).
The following corollary shows that if εσm(x̄) = m̂
σ(x̄) − m(x̄) tends to zero as
t → ∞, then the closed loop system is uniformly exponentially ultimately bounded
a.s. This result is useful in the case where the mean m(x̄) is exactly a finite linear
combination of l kernels and an online GP learning algorithm eventually learns an
exact representation of the mean function given sufficient samples.
Corollary 6.4.3. Consider the system in (6.2.1), the reference model in (6.2.5),
the control law of (6.2.2) and (6.2.6). Let the uncertainty ∆(z) follow a Gaussian
process as in (6.3.1). Then Algorithm 13 and the adaptive signal νad(z) = m̂
σ(x̄) with
limt→∞ m̂
σ(x̄) = m(x̄) guarantees that e(t) is mean squared ultimately bounded.
Proof. Since εm(z) → 0 as t → ∞ we have that (6.4.16) approaches (6.4.19). The
result now follows from Theorem 6.4.1.
6.5 Trajectory Tracking in Presence of Wing Rock Dynam-
ics in an unknown operating domain
In this section the GP-MRAC approach is compared with fixed-center RBFN-MRAC
in numerical simulations on the wing rock phenomenon. Note that the goal is not
to present a highly tuned adaptive controller for wing rock, several other authors
have already done that assuming known operating domain or known bases of ∆(x)
[20, 43, 61, 93, 114]. Rather, the goal is to test the performance when the assumption
of known operating domain (needed by fixed-center RBFN-MRAC to pre-allocate
centers) or known bases of uncertainty are violated, forcing the controller to adapt to
unknown operating conditions. In that sense, one would be tempted to compare the
results to Chapter 5, but the results here are not directly comparable because that
method does not consider stochasticity in the dynamics and measurement noise, as
is done here.
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Let θ denote the roll attitude of an aircraft, p denote the roll rate and δa denote
the aileron control input. As before, a model for wing rock dynamics is [61]
θ̇ = p
ṗ = Lδaδa + ∆(x),
(6.5.1)
where Lδa = 3 and ∆(x) is a model of the wing rock dynamics and is assumed
to be unknown to the controller. Unlike [84] and [61] who assume a deterministic
model with a known basis for ∆(x) , we assume that the uncertainty arises from a
distribution over functions approximated by a GP with variance ω2n and mean






3 |θ|p+W ∗4 |p|p+W ∗5 θ3. (6.5.2)
The parameters for the mean function and the settings for the control law and ref-
erence model are the same as those in §5.6. Stochasticity is introduced by adding
Gaussian white noise of variance ωn = 0.01 to the states. The maximum number of
points to be stored (pmax) was arbitrarily set to 100, and points were selected for stor-
age based on both the oldest point (OP) and KL divergence (KL) (see Section 6.3.2).
The projection operator places an upper bound of 10 on individual RBF weights when
using RBFN-MRAC with fixed centers, see (5.3.5). Both the case when the chosen
RBFN centers cover the expected domain of operation and the case when the system
is driven outside of the a priori expected domain of operation are examined.
6.5.1 System Within Domain of Operation
In the first case, a set of reference commands lead the system, after a short tran-
sient, to a relatively compact set in the state space, which allows for good online
approximation of the uncertainty with 100 centers. The goal of this scenario is to
compare GP-MRAC with fixed-center RBFN-MRAC when the domain of operation
is known. Figure 32a compares the system states and the reference model when using
GP-MRAC versus RBFN-MRAC with the projection operator and uniformly dis-
tributed centers over [−2, 2]× [−2, 2]. While GP-MRAC performs significantly better
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in the transient, especially when tracking the command in θ̇, the long term behavior
of all the controllers is similar. This is to be expected as the reference model drives
the system to operate over the known domain of operation, hence RBFN-MRAC can
be tuned to yield very good tracking [43, 114]. However, the poorer performance
of RBFN-MRAC in the initial transient stresses the fact that transient performance
guarantees of RBFN-MRAC can be lost if the system states leave the expected do-
main of operation, this is not the case for the nonparametric GP-MRAC approach
as it selects centers online. Figure 33a compares the tracking error for both the con-
trollers. The GP-MRAC system has less oscillations. Figure 34a compares the learned
models of GP-MRAC and RBFN-MRAC. While the GP adaptive element output is
almost indistinguishable from the uncertainty in presence of measurement noise, the
RBFN does not accurately learn the uncertainty. The poor learning performance of
RBFN with the learning law of 5.3.5 is to be expected[8, 46, 104], and Figure 34a
clearly shows that GP-MRAC yields much better learning. 35a plots the energy of
the spectrum of the signal νad −∆ for all the controllers considered. It can be seen
that for the RBFN-MRAC controller the spectra for this signal has more energy at
nonzero frequencies. This indicates that there are greater number of oscillations in
RBFN-MRAC. Figure 36a shows online uncertainty tracking for the KL divergence
method by plotting the posterior mean and variance at each timestep, showing good
approximation error, and confidence in the estimates. Figure 37a shows the trajectory
of the system controlled by the KL divergence method in state space.
6.5.2 System Driven Outside Domain of Operation
The above scenario demonstrated that the baseline trajectory tracking performance of
GP-MRAC is somewhat comparable to RBFN-MRAC with update law of 5.3.5 when
the system stays within operating domain. However, GP-MRAC’s true usefulness
becomes apparent when its nonparametric form is more fully exploited. Therefore,
in this second case, the system is given reference commands that drive it outside of
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the expected domain of operation, i.e. where RBF centers are not allocated, and
RBFN-MRAC has not been tuned to yield good performance. Significant perfor-
mance differences occur between the two methods. Figures 32b and 33b show that
the tracking performance of GP-MRAC is superior to RBFN-MRAC, especially when
tracking the θ̇ commands. Figure 34b shows that RBFN-MRAC does an even poorer
job of learning the uncertainty than before, while GP-MRAC learning performance
is excellent. In Figure 35b, the harmonics associated to the oscillations become much
more apparent. It can be clearly seen that there is a significant peak at nonzero fre-
quencies for RBFN-MRAC that is not present in GP-MRAC. This indicates that the
GP-MRAC controller is better able to mitigate the oscillations associated with wing
rock dynamics. Figure 37b shows the distribution of centers chosen by the controllers.
Although the KL divergence method more widely distributes the centers over the tra-
jectory of the system in comparison to the OP method, there is little difference in
the online performance between the OP and KL divergence GP-MRAC controllers.
The negligible difference indicates that the most important factor to performance is
the existence of centers near the current state. However, their performance differs
significantly in terms of long-term learning.
6.5.3 Illustration of Long-Term Learning Effect
One of the most important contributions of GP-MRAC, particularly when using the
KL divergence scheme, is the introduction of long-term learning in the adaptive con-
troller. Long-term learning here is characterized by better approximation of the un-
certainty over the entire domain, a quality that is missing from RBFN-MRAC with
the update law of 5.3.5. In order to illustrate this, the learned parameters of the
adaptive elements of the systems are recorded at the final time T of the simulation.
The systems are then reinitialized with these parameters, which are frozen, and the
simulations are run again. Figures 38a and 38b show the uncertainty tracking results
for the two scenarios mentioned above. As can be seen, the locality that drives the
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RBFN-MRAC updates results in a controller that doesn’t capture the uncertainty
globally. While GP-MRAC with the OP scheme does a better job in this regard, its
choice of center placement means that approximation accuracy is local also. Since
the KL divergence scheme chooses points to keep based on the distance between the
GP models, it is able to retain global information about the uncertainty and thus
achieve the best performance.
Overall, these results show that the GP-MRAC as described by Algorithm 13 is
successful in capturing the uncertainty without the need for prior domain domain
knowledge.
6.6 Appendix
This section outlines the implementation details of the sparse online Gaussian process
algorithm [24]. At time τ + 1, given a new datapoint zτ+1, the algorithm minimizes
the KL divergence between the model with the datapoint included, and the τ + 1
models with one datapoint deleted. To compute the updates in an online fashion,
define the scalar quantities
q(τ+1) =














where ατ , kxτ , and Cτ are defined in (6.3.6) and (6.3.7). Let eτ+1 be the (τ + 1)
coordinate vector, and let Tτ+1(·) and Uτ+1(·) denote operators that extend a τ -
dimensional vector and matrix to a (τ + 1) vector and (τ + 1) × (τ + 1) matrix by
appending zeros to them. The GP parameters can be solved for recursively using the
equations
ατ+1 = Tτ+1(ατ ) + q
(τ+1)sτ+1,




sτ+1 = Tτ+1(Cτkxτ+1) + eτ+1.
(6.6.3)
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The inverse of the Gram matrix, dentoed by Q, needed to solve for γτ+1 is updated
online through the equation
Qτ+1 = Uτ+1(Qτ ) + γ
−1
τ+1 (Tτ+1(êτ+1)− eτ+1) (Tτ+1(êτ+1)− eτ+1)
T, (6.6.4)
where êτ+1 := Qτkzτ+1 . Finally, in order to delete an element, one computes the
model parameters with the (τ + 1)-th point, and chooses the basis vector with the





Let ι be the basis vector chosen to be discarded by the score (6.6.5). Then the deletion
equations are given by


















where α∗ is the ιth component in the vector ατ+1, and α
¬ι represents the remaining
vector. Similarly, C¬ι (Q¬ι) represents the τ × τ submatrix in the (τ + 1) × (τ + 1)
matrix Cτ+1 (Qτ+1) associated to the basis vectors being kept, c
∗ (q∗) represents the
(ι, ι) index into the matrix chosen by the score measure, and C∗ (Q∗) is the remaining
τ -dimensional column vector. Using the above equations, the budgeted sparse GP
algorithm is summarized by Algorithm 14.
6.7 Conclusion
This paper modeled the uncertainty in Model Reference Adaptive Control (MRAC)
as a distribution over functions rather than via a deterministic function. This ap-
proach to uncertainty modeling is relevant to many real-world scenarios involving the
presence of noise, servo chattering, or other non-smooth effects. To accurately learn
the uncertain function, we used Gaussian Process adaptive elements, which leverage
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Algorithm 14 The budgeted sparse Gaussian process algorithm
while new measurements (zτ+1, yτ+1) are available do
Compute q(τ+1), r(τ+1), k∗τ+1, kzτ+1 , êτ+1 and γτ+1.
if γτ+1 < εtol then
Perform a reduced update, using êτ+1 in (6.6.3) without extending the length
of the parameters α and C.
else
Perform the update in (6.6.3) using eτ+1. Add the current input to the BV
set, and compute the Gram matrix inverse using (6.6.4).
if |BV| > pmax then
Compute scores for the candidate BV ’s using (6.6.5), find the vector corre-




a powerful and robust nonparametric framework to perform inference directly in the
space of functions. We extended a GP inference method to work within a preset
budget, allowing its use in an online setting. These two modifications define the
GP-MRAC algorithm, which was proven to be stable through the use of stochastic
stability theory for switched systems. Simulations employing GP-MRAC for the con-
trol of wing rock dynamics demonstrate the efficacy of GP-MRAC as a budgeted,
nonparametric adaptive control method which requires no domain knowledge of the
uncertainty.
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Figure 32: Comparison of system states and reference model when using GP regres-
sion based MRAC and RBFN-MRAC with the projection operator and uniformly
distributed centers over their respective domains. The state measurements are cor-
rupted with Gaussian white noise.
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Figure 33: Comparison of tracking error when using GP regression based MRAC
and RBFN-MRAC with the projection operator and uniformly distributed centers
over their respective domains. Compared to Fig. 32a, RBFN-MRAC with uniformly
distributed centers has higher transient tracking error than GP-MRAC because the
commands drive the system out of the range over which the centers were distributed.
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Figure 34: Error between the adaptive element output and the actual uncertainty
(the signal νad −∆). RBF MRAC approximation with uniformly distributed centers
is significantly worse than the GP approximations.
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Figure 35: Energy of the spectra of the error between the adaptive element output
and the actual uncertainty. This figure quantifies the greater number of oscillations
while tracking in RBF MRAC.
162





































Figure 36: Online uncertainty tracking for the KL method.
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Figure 37: Trajectories in the state space for both command sets.
164






































Figure 38: Comparison of uncertainty tracking after the models are learned and the
weights are frozen. As can be seen, the locality of the proj operator and OP controllers




This thesis explored the role of reduced-set approximations for kernel methods in
both the batch and online data cases. In the batch case, we presented approxima-
tion strategies for generating the nonlinear feature mapping associated to any kernel
method in a manner that results in both training and testing speedups, and whose
approximation accuracy in guaranteed to be bounded by quantities that can be com-
puted in at most O(m) time, where m is the cardinality of the reduced set. In the
online case, we utilized the theory behind kernel methods to design new adaptive con-
trollers that outperform previous controllers by assuming less knowledge about the
domain of the uncertainty and by instilling memory into the controller architecture.
Our key contributions can be summarized as follows:
• Reduced-set KPCA: We formulated an approximation strategy to perform
a fast KPCA. In doing so, we proved that the reduced-set density estimate
generated from the approximation, under the action of the kernel, is intimately
connected to the operator approximation error. For radially-symmetric kernels,
we presented a particularly simple, single-pass method called the shadow density
estimate, which allows the computation of bounds in closed form.
• Reduced-set models for batch data: We derived similar reduced-set ap-
proximations for Gaussian process regression, diffusion maps, and kernel em-
beddings, and proved similar theorems bounding approximation error.
• Reduced-set models for adaptive control: Using a connection between
RKHS theory and persistency of excitation, we formulated a reduced-set kernel
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method for MRAC, proved its stability, showed how it can be used to remove the
need for a priori knowledge on the domain of the uncertainty, and demonstrated
its effectiveness in reducing tracking error in simulations.
• GP-MRAC: We replaced the adaptive element in MRAC by a reduced-set
approximation for Gaussian process regression, which can naturally accomo-
date varying modes of operation, as well as process and observation noise. We
proved the stability of this controller using stochastic stability arguments, and
demonstrated its effectiveness in learning and combatting both time-invariant
uncertainty.
Future projects that the work in this thesis naturally leads includes the formulation
of reduced-set models for kernels that are not positive-definite, such as those used in
the neurons of deep learning networks, and the extension of GP-MRAC to learning
nonstationary Markov decision processes.
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APPENDIX A
MINIMIZATION OF THE OPERATOR ERROR FOR THE
GAUSSIAN KERNEL
In this chapter, we demonstrate how to minimize the upper bound (3.5.3) for the
Gaussian kernel. Suppose Sj is fixed. Then taking the derivative of the quantity
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2σ2 (cj − xi).
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(cj − xi) = 0.
For a k-means style update equation per centroid, define coldj as the last position of





κ− k(xi, coldj )
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Directed by Professor Patricio A. Vela
This thesis aims to contribute to the area of kernel methods, which are a
class of machine learning methods known for their wide applicability and state-of-
the-art performance, but which suffer from high training and evaluation complexity.
The work in this thesis utilizes the notion of reduced-set models to alleviate the
training and testing complexities of these methods in a unified manner. In the first
part of the thesis, we use recent results in kernel smoothing and integral-operator
learning to design a generic strategy to speed up various kernel methods. In Chapter
3, we present a method to speed up kernel PCA (KPCA), which is one of the funda-
mental kernel methods for manifold learning, by using reduced-set density estimates
(RSDE) of the data. The proposed method induces an integral operator that is an
approximation of the ideal integral operator associated to KPCA. It is shown that
the error between the ideal and approximate integral operators is related to the error
between the ideal and approximate kernel density estimates of the data. In Chapter 4,
we derive similar approximation algorithms for Gaussian process regression, diffusion
maps, and kernel embeddings of conditional distributions.
In the second part of the thesis, we use reduced-set models for kernel methods
to tackle online learning in model-reference adaptive control (MRAC). In Chapter 5,
we relate the properties of the feature spaces induced by Mercer kernels to make a
connection between persistency-of-excitation and the budgeted placement of kernels
to minimize tracking and modeling error. In Chapter 6, we use a Gaussian process
(GP) formulation of the modeling error to accommodate a larger class of errors, and
design a reduced-set algorithm to learn a GP model of the modeling error. Proofs of
stability for all the algorithms are presented, and simulation results on a challenging
control problem validate the methods.
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