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Abstract
Given a semi-group U(t) of bounded linear operators with bounded self-adjoint generator A we
estimate the logarithm of the section determinants of U(t) in terms of A. When A is subject to an
additional condition, which is related to so-called Følner sequences of orthogonal projections, this
estimate implies a Szego˝ type theorem for bounded, self-adjoint, and strictly positive operators. We
show that the condition mentioned is satisfied when A is a Toeplitz operator or a compact opera-
tor.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
When Szego˝ [6] published his theorem on the asymptotic behaviour of Toeplitz deter-
minants he initiated an intense research in this area. Many refinements and generalizations
have been given since then. Most of the hitherto results rely on some kind of Toeplitz or
Toeplitz-like structure. Here we embed the problem into the framework of semi-groups
of bounded operators which makes available simple but useful techniques from ordinary
differential equations.
To be more precise let U(t), t ∈ R, be a semi-group of bounded operators acting on
a Hilbert space H with generator A. We assume A to be bounded and self-adjoint. U(t)
satisfies the familiar initial value problem
U ′ =AU, U(0)= 1. (1)
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matrix,
U(t)=
(
U11(t) U12(t)
U21(t) U22(t)
)
, (2)
and A analogously. Finally, let N := dimH1 be finite. Then the section determinant
detU11(T ) is well-defined. Starting from the well-known formula for the logarithmic deriv-
ative of a determinant and using the differential equation for U one can derive
detU11(T )= eT trA11eF(T ). (3)
The main outgrowth of our investigations is an estimate of the function F in terms of the
generator A. We shall show in Theorem 5∣∣F(T )∣∣ C(T ) trA12A21 (4)
with some C(T ) that contains solely the spectral data of the entire operator A and does
not involve the dimension N . In a more general framework Laptev and Safarov [4] proved
a related but somewhat different estimate their proof being based upon the Berezin–Lieb
inequality. We shall briefly discuss the relationship after Theorem 5.
In order to make (4) the basis for a Szego˝ theorem we need that trA12A21 is somehow
smaller than trA11. Thus, let us look at trA11 first. Since A is bounded so are the diagonal
elements of A whence the worst case occurs when all the diagonal entries are the same.
This shows
trA11 =O(N) (5)
and it is thus reasonable to require
trA12A21 = o(N). (6)
Based upon this the abstract Szego˝ theorem presented in Theorem 6 is an immediate con-
sequence of formula (3). Hence the task of deriving Szego˝ theorems is now seen to be
reduced to finding a large as possible class of operators such that (6) holds. This class
does not comprise all bounded operators as will be illustrated by a simple example in
Section 3. However, we shall prove in that section that, at least, compact operators and
Toeplitz operators belong to this class thereby recovering the classical first Szego˝ theorem.
Some further types of operators having very specific properties can also be considered. We
shall, however, omit treating them because this would not shed any light on the problem
of how to determine the general class of operators that satisfy (6). Related problems have
been studied in connection with so-called Følner sequences, which we shall touch briefly
in Section 3, but not to an extent that is useful for our purposes. The question mentioned
thus seems to be an open one.
2. An estimate for the logarithm of section determinants
LetH be a separable complex Hilbert space. We assume that H is the orthogonal sum
H=H1 ⊕H2 (7)
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self-adjoint operator. The boundedness of a A is, first of all, used for the sake of con-
venience in order to circumvent the technicalities inevitably arising through unbounded
operators. The actual reason, however, will become clear from Lemma 2. The operator A
can be written as block matrix corresponding to the decomposition (7),
A=
(
A11 A12
A21 A22
)
, (8)
with Ajk :Hk →Hj , j, k = 1,2. All block matrices that will appear throughout are to be
understood with respect to (7) without further mention. Although the Ajk depend on N
we shall not indicate this dependence but suppress the index N because it will be treated
fixed in this section. The operators Ajk are bounded, which follows immediately from the
boundedness of A. Let U(t) :H→ H, t ∈ R, be the group of bounded linear operators
generated by A. Detailed informations on such groups can be found in [5]. Since A is
assumed to be bounded U(t) depends continuously differentiably on t with respect to
the operator norm. Hereafter analysis of operator-valued functions is always meant with
respect to the operator norm. Also thanks to the boundedness of A we can write explicitly
U(t)= exp(tA), t ∈ R, with the exponential being defined via the usual power series. For
the sake of convenience we shall also use the notation etA instead of U(t). U(t) satisfies
the initial value problem
U ′(t)=AU(t), U(0)= 1. (9)
The very source of our considerations is the well-known formula for the logarithmic deriv-
ative of a determinant. Let S(t) :H1 →H1 be linear operators that depend continuously
differentiably on t and assume detS(t) 	= 0. Then,
d
dt
ln detS(t)= trS′(t)S(t)−1, (10)
respectively
detS(T )= detS(0) exp
[ T∫
0
trS′(t)S(t)−1 dt
]
, (11)
which is valid whenever the inverse exists [2]. In order to apply this to detU11(t) we
first have to show that U11(t) is invertible which is indeed correct due to the fact that the
spectrum of an operator acting on the entire Hilbert space H shrinks when we restrict this
operator to the subspaceH1. This observation will be useful at later points, too.
Lemma 1. Let S :H→H be a bounded self-adjoint operator being written as block matrix
in the usual way. Then,
supσ(Sjj ) supσ(S), infσ(Sjj ) infσ(S), j = 1,2,
where σ denotes the spectrum of the respective operators.
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supσ(S11)= sup
ϕ∈H1‖ϕ‖=1
(ϕ,S11ϕ) sup
ϕ∈H
‖ϕ‖=1
(ϕ,Sϕ)= supσ(S).
The same holds for the infimum and j = 2. ✷
From the above lemma we deduce immediately that U11(t) can be inverted with the
inverse’s norm being estimated independently of the dimension N .
Lemma 2. For each t ∈R the operator U11(t) :H1 →H1 is invertible and we have∥∥U11(t)−1∥∥ e−γ t (12)
with γ := infσ(A).
Proof. Since A is bounded and self-adjoint we have γ >−∞ and by the spectral mapping
theorem
infσ
(
U(t)
)
 eγ t > 0
which implies with the aid of Lemma 1
infσ
(
U11(t)
)
 eγ t .
The Lax–Milgram theorem (see [3]) shows the invertibility of U11(t) and also yields the
bound for the inverse. ✷
The boundedness of A is not necessary to prove that U11(t) is invertible. It is enough
that A is self-adjoint and generates a semi-group. However, if we dropped the boundedness
of A we would not be able to obtain a bound on the inverse that does not depend on the
dimension N as show simple examples of diagonal matrices. We can now express our
determinant via the above formula (11):
detU11(T )= exp
[ T∫
0
trU ′11(t)U11(t)−1 dt
]
. (13)
In order to cast U ′11 into a comfortable form we write down the first column of the initial
value problem (9),
U ′11 =A11U11 +A12U21, (14)
U ′21 =A21U11 +A22U21, (15)
and
U11(0)= 1, U21(0)= 0. (16)
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tial value problem and solving for U21 by the familiar techniques from ordinary differential
equations, which also hold in the operator-valued case:
U21(t)=
t∫
0
e(t−τ )A22A21U11(τ ) dτ. (17)
We insert this into (14):
U ′11(t)=A11U11(t)+
t∫
0
A12e
(t−τ )A22A21U11(τ ) dτ. (18)
Eventually, (13) becomes
detU11(T )= eT trA11 exp
[ T∫
0
t∫
0
trA12e(t−τ )A22A21U11(τ )U11(t)−1 dτ dt
]
. (19)
This generalizes the well-known Liouville formula from ordinary differential equations. It
shows that the off-diagonal elements A12 and A21 of the generator A can be considered a
perturbation of the free, i.e., diagonal problem. When we look how A12 and A21 enter into
(19) we expect to recover Liouville’s formula, at least in a purely formal way, as we let
them tend to zero. It is therefore reasonable to hope that we can bound the second trace on
the right-hand side by trA12A21. Fortunately, this can indeed be done with the aid of two
elementary estimates on traces, which we prove for the sake of completeness and present
in the order of their further appearance.
Lemma 3. Let L,M :H1 →H1 be bounded linear operators and additionally L be posi-
tive. Then,
| trLM| ‖M‖ trL.
Proof. We transform L into diagonal form L =WDW∗ with a unitary matrix W and a
diagonal matrix D = diag{λ1, . . . , λN } containing the eigenvalues of L. Then,
trLM = trWDW∗M = trDW∗MW =
N∑
j=1
λj (W
∗MW)jj .
Estimating yields
| trLM|
N∑
j=1
λj
∣∣(W∗MW)jj ∣∣ ‖W∗MW‖ N∑
j=1
λj  ‖M‖ trL,
where the positivity of L ensured |λj | = λj . This shows the statement. ✷
Lemma 4. Let L :H2 →H1 and M :H2 →H2 be bounded operators. Then,
| trLML∗| ‖M‖ trLL∗.
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This implies the lemma. ✷
One might think of deducing the second lemma from the first by using the cyclic com-
mutativity of the trace, trLML∗ = trML∗L, because L∗L is obviously positive. However,
since H2 is infinite dimensional this would have involved some deeper properties of trace
class operators, which we did not want to use in order to keep the proofs as elementary as
possible. Now everything is at hand to show the main theorem.
Theorem 5. Let U(t) be a semi-group of bounded operators with generator A that is
bounded and self-adjoint. Define
γ := infσ(A), Γ := supσ(A),
and
C(T ) :=
T∫
0
te(Γ−γ )t dt.
Then, the section determinants admit the representation
detU11(T )= eT trA11eF(T ) (20)
with the function F obeying∣∣F(T )∣∣ C(T ) trA12A21. (21)
Proof. We infer from (19) that in (20)
F(T )=
T∫
0
t∫
0
E(t, τ ) dτ dt
with
E(t, τ )= trA12e(t−τ )A22A21U11(τ )U11(t)−1.
Note that A12e(t−τ )A22A21 is positive whence Lemma 3 yields∣∣E(t, τ )∣∣ ∥∥U11(τ )U11(t)−1∥∥ trA12e(t−τ )A22A21.
Since A21 =A∗12 we may use Lemma 4:∣∣E(t, τ )∣∣ ∥∥U11(τ )U11(t)−1∥∥∥∥e(t−τ )A22∥∥ trA12A21.
With the aid of Lemmas 1 and 2 we see∥∥U11(τ )U11(t)−1∥∥∥∥e(t−τ )A22∥∥ ∥∥U11(τ )∥∥∥∥U11(t)−1∥∥∥∥e(t−τ )A22∥∥
 eΓ τ e−γ t eΓ (t−τ ) = e(Γ−γ )t .
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∣∣F(T )∣∣
T∫
0
t∫
0
∣∣E(t, τ )∣∣dτ dt 
T∫
0
te(Γ−γ )t dt trA12A21.
This is the desired estimate. ✷
We briefly mark out where we can benefit from Theorem 5. Let us start with what
we learn about how detU11(T ) depends on T . We easily infer from the definition that
detU11(T ) can grow at most exponentially in T . Hence the function F in (20) ought to
have a bound linearly in T whereas (21) yields an exponential bound which clearly does
not properly reflect the long-time asymptotics at all. Unlike this, for T → 0 (20) and (21)
do give the accurate asymptotics but will not provide new insight. The actual value of
Theorem 5 is the appearance of the term trA12A21 which allows us to study how the
dimension N effects detU11(T ). In order to grasp what (21) actually means let us expand
ln detU11(T ) formally into a power series with respect to T around 0:
ln detU11(T )= T trA11 + T
2
2
trA12A21
+ T
3
6
tr(A12A22A21 −A11A12A21)+ · · · . (22)
We see that ln detU11(T )− T trA11 was estimated by the next term in the power series.
This would be really difficult if we used the power series itself. Fortunately, the second
term in (22) also appears in (19) though somehow interwoven with other quantities. We
can see this as having summed up the power series to a form amenable to being estimated.
It is tempting to go one step further, namely to try to estimate
ln detU11(T )− T trA11 − T
2
2
trA12A21.
One could presume that this can be bounded by the third term in (22). However, the esti-
mates used in Theorem 5 rely heavily on the positivity of A12A21 which cannot be assumed
for A12A22A21−A11A12A21. Thus, our method breaks down at this point. A complete an-
swer to this question would touch the celebrated problem of the third term.
Employing completely different techniques, in particular the Berezin–Lieb inequality,
Laptev and Safarov [4] derived a variant of Theorem 5. Let A be written as A=ψ(V ) with
a rather arbitrary function ψ ; then they could show∣∣ tr(A11 −ψ(V11))∣∣ 12‖ψ ′′‖L∞(K) trV12V21 (23)
with some compact set K that is defined through the spectral data of V . For the special
case ψ(x)= ln(x) this becomes∣∣F(1)∣∣ 1
2
‖ψ ′′‖L∞(K) trU12U21. (24)
Note the appearance of U12 and U21 in (24) instead of A12 and A21. By dint of (17) we
can transform this into (21). However, the constant that will appear in the inequality differs
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from U11(t)−1. If we want to generalize the results given herein to unbounded operators
the respective constants both become infinity with N →∞ but C(T ) should not grow as
fast as in the Laptev–Safarov estimate.
3. Szego˝ theorems
We are going to study the influence of the dimension N on the section determinants
detU11(T ). In order to limit the number of indices we shall use orthogonal projections in-
stead of operator block matrices. Let PN :H→H be a sequence of orthogonal projections
with finite dimensional range. It is not necessary to have the projections converge to the
identity operator in the strong topology. The Hilbert spaceH is decomposed according to
H= ranPN ⊕ (ranPN)⊥. (25)
Thus, ranPN plays the role of H1 of the foregoing section and (ranPN)⊥ that of H2. The
abstract Szego˝ theorem referred to in the title can now be stated.
Theorem 6 (Abstract Szego˝ theorem). Let U :H→H be a bounded, self-adjoint, strictly
positive operator and put A := lnU . Let PN :H→H be a sequence of orthogonal projec-
tions with dim ranPN =N ∈N such that
trPNA(1−PN)APN = o(N) for N →∞. (26)
Then,
lim
N→∞(e
− trPNAPN detPNUPN)1/N = 1. (27)
Here the determinant detPNUPN is to be understood as the determinant of the finite di-
mensional operator PNUPN : ranPN → ranPN .
Proof. Since U is bounded and strictly positive we can define the logarithm A := lnU
of U without any ado via the usual power-series and conclude U = eA. The semi-group
U(t) needed to apply the estimate from Section 2 is simply defined by
U(t) := etA,
which surely satisfies all the properties required for being a semi-group of bounded oper-
ators. If we identify U11 with PNUPN , etc. in an obvious way and note U(1) = U then
Theorem 5 with T = 1 yields
detPNUPN = etrPNAPN eF(1),
where∣∣F(1)∣∣ C(1) trPNA(1− PN)APN.
Having rewritten this as
(e− trPNAPN detPNUPN)1/N = e(1/N)F (1)
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PN)APN . ✷
We stress that formula (27) cannot be rewritten as
lim
N→∞(detPNUPN)
1/N = lim
N→∞
(
e(1/N) trPNAPN
)
.
For the limit on the right-hand side in general will not exist. To understand why let us
represent the generator as infinite matrix A= (ajk)j,k∈N whereby the exponent in question
becomes
1
N
trPNAPN = 1
N
N∑
k=1
akk =: sN .
Unfortunately, even the akk being bounded does not imply necessarily that the sN converge.
For instance, when we take
akk := k sin ln(k + 1)− (k − 1) sin lnk, k ∈N,
then
sN = sin ln(N + 1).
Some reflections show the sN do not converge though the akk are bounded. Nonetheless,
in special cases of course it is possible to have convergence (see, e.g., Theorem 10).
To derive Szego˝ theorems in concrete situations we have to check for which operators
condition (26) is satisfied. This question is intimately related to the notion of Følner se-
quences (see [1]). Recall, that a sequence of finite dimensional projections PN is called a
Følner sequence for some operator A if PN → 1 strongly and
lim
N→∞
trPNA(1− PN)APN
trPN
= 0. (28)
The strong convergence has been included, contrary to our own assumptions, because such
sequences play an important role in numerical analysis where approximation properties
are of interest. The general problem in those applications is to find a Følner sequence
for a given operator. In our context the projections are fixed and we ask for the class of
those operators such that the projections are a Følner sequence for all these operators. Here
we shall prove that the compact operators and the Toeplitz operators belong to this class
whereas there are bounded operators that do not. As was mentioned in the introduction we
shall not concentrate on further special cases to be treated but leave the more interesting
problem of determining the general class of those operators for future investigations.
Let us start with the counterexample. As above we write A= (ajk)j,k∈N whence
trPNA(1−PN)APN =
N∑
j=1
∞∑
k=N+1
|ajk|2.
We now define for j  k
ajk :=
{
1, k = j2,
0, otherwise,
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trPNA(1−PN)APN = #{j = 1, . . . ,N | j2 N + 1}
=N − #{j = 1, . . . ,N | j2 N}
=N −O(√N)
which implies
1
N
trPNA(1− PN)APN → 1, N →∞.
We are thus faced with a bounded operator that does not satisfy (26). We turn to the case
of compact operators.
Lemma 7. Let A :H→H be a compact operator and PN :H→H be a sequence of finite
dimensional orthogonal projections that converge strongly to the identity operator. Then,
lim
N→∞
1
N
trPNA(1−PN)APN = 0.
Proof. We recall from functional analysis that a compact operator turns strong conver-
gence into operator convergence (see [3]). Hence, the strong convergence 1 − PN → 0
implies the operator convergenceA(1−PN)A→ 0. Since PN  0 we can apply Lemma 3
to obtain∣∣ trPNA(1− PN)APN ∣∣= ∣∣ trPNA(1− PN)A∣∣ ∥∥A(1− PN)A∥∥ trPN
= ∥∥A(1− PN)A∥∥N.
This proves the lemma. ✷
The lemma shows that for each compact operator every sequence of orthogonal pro-
jections converging strongly to the identity is a Følner sequence for this operator. It can
be generalized in a simple way by noting that PNA(1 − PN)APN does not contain the
diagonal elements of A and it is thus enough to require that A is the sum of a compact and
a diagonal operator. For the sake of brevity, however, we shall not take this into account
in the following weak Szego˝ theorem for compact operators, which we derive as a simple
consequence of Lemma 7.
Theorem 8. Let U :H→H be a bounded, self-adjoint, and strictly positive operator such
that A := lnU is compact. Then,
lim
N→∞(e
− trPNAPN detPNUPN)1/N = 1.
Proof. Combine Theorem 6 and Lemma 7. ✷
Now we turn to Toeplitz operators. The underlying Hilbert space is chosen to be H =
L2[0,2π]. In L2[0,2π] the exponentials ej (x) := (1/
√
2π)eijx form a complete orthonor-
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We consider the multiplication operator U induced by u:
(Uϕ)(x) := u(x)ϕ(x). (29)
U is a bounded, self-adjoint, and strictly positive operator. The latter is due to u(x) not
vanishing. We can therefore apply our general theory to this case. The logarithm A := lnU
is well-defined and acts simply like
(Aϕ)(x)= a(x)ϕ(x) (30)
with a := lnu. The function a is real-valued and in L2[0,2π] because u has no zeroes. We
compute the matrix representation of U and A with respect to the basis formed by ej . To
this end denote by uj and aj the Fourier coefficients of u and a, respectively:
uj := 1√
2π
2π∫
0
e−ijxu(x) dx, j ∈ Z. (31)
We then have
(ej ,Uek)= 12π
2π∫
0
e−ijxu(x)eikx dx = 1
2π
2π∫
0
e−i(j−k)xu(x) dx = 1√
2π
uj−k.
The matrix U = (uj−k)j,k∈Z thus is of Toeplitz structure. The same holds for A =
(aj−k)j,k∈Z. Note that these are doubly sided infinite Toeplitz matrices. The generating
sequences (uj ) and (aj ) are square-summable. In particular,∑
j∈Z
|aj |2 <∞ (32)
because a ∈L2[0,2π]. We take PN to be the projection onto the subspace
HN := span{ej | j = 1, . . . ,N}. (33)
Note that the projections PN do not converge strongly to 1 because we fixed the left “cor-
ner” of HN . We did this because we like to have (N × N)-Toeplitz matrices in order to
be close to the classical theorem. We compute trPNA(1− PN)APN (recall that a−k = a¯k
because a is real-valued):
trPNA(1−PN)APN =
N∑
j=1
( ∞∑
k=N+1
aj−kak−j +
−∞∑
k=0
aj−kak−j
)
= 2
N∑
j=1
∞∑
k=j
|ak|2.
We split up this sum:
1
2
trPNA(1− PN)APN =
N∑
j=1
N∑
k=j
|ak|2 +
N∑
j=1
∞∑
k=N+1
|ak|2
=
N∑
j |aj |2 +N
∞∑
|ak|2.
j=1 k=N+1
178 P. Otte / J. Math. Anal. Appl. 289 (2004) 167–179The second term is easily seen to be of order o(N):
1
2
trPNA(1− PN)APN =
N∑
j=1
j |aj |2 + o(N). (34)
The remaining term, which is a bit more dangerous, will be treated in the next lemma.
Lemma 9. Let cn  0 be a sequence of numbers such that the series
∑∞
j=1 cj converges.
Then,
N∑
j=1
jcj = o(N), N →∞.
Proof. We show that
lim
N→∞
1
N
N∑
j=1
jcj = 0.
Let ε > 0 be given. We first pick N0 ∈N such that
∞∑
k=N0
ck 
ε
2
which is possible because the series converges. For N N0,
1
N
N∑
k=1
kck = 1
N
N0∑
k=1
kck + 1
N
N∑
k=N0+1
kck 
1
N
N0∑
k=1
kck +
N∑
k=N0+1
ck
 1
N
N0∑
k=1
kck + ε2 .
Now N0 is fixed whence we can make N such large that the remaining sum becomes
smaller than ε/2. This shows the claimed convergence. ✷
We now recover Szego˝’s first theorem for Toeplitz matrices.
Theorem 10 (Szego˝). Let u ∈ L2[0,2π] with infx∈[0,2π] u(x) > 0 and uj be the Fourier
coefficients of u according to (31). Define furthermore UN = (uj−k)j,k=1,...,N . Then,
lim
N→∞(detUN)
1/N = exp
[
1√
2π
2π∫
0
lnu(x) dx
]
.
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ranPN → ranPN with respect to the basis formed by the exponentials ej . The trace
trPNAPN is computed explicitly,
trPNAPN =
N∑
j=1
aj−j =Na0,
and finally
a0 = 1√
2π
2π∫
0
a(x) dx = 1√
2π
2π∫
0
lnu(x) dx.
Along with (34), Lemma 9, and Theorem 6 this proves the lemma. ✷
Two problems arise cogently. Firstly, we want to push forward the asymptotic expansion
and, hence, derive a second or strong Szego˝ theorem. Secondly, we liked to get rid of the
strict positivity of the symbol u allowing u also to vanish somewhere which would make
the generator A of the semi-group an unbounded yet semi-bounded operator. Surprisingly,
(26) is still valid even then whereas the proof of Theorem 6 itself will no longer work.
We do not value the above result in the first place for having regained Szego˝’s classical
theorem because what is already known to the literature exceeds Theorem 10 by far. The
purpose of the abstract approach presented herein rather is on the one hand to see a special
result from a general point of view and on the other hand to dispose of a method that can
be flexibly applied to various situations that do not have as special features as Toeplitz
matrices.
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