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Abstract
For a general class of conducting polymers with arbitrary large unit cell and different on-site
Coulomb repulsion values on different type of sites, I demonstrate in exact terms the emergence
possibility of an upper, interaction created “effective” flat band. This last appears as a consequence
of a kinetic energy quench accompanied by a strong interaction energy decrease, and leads to a
non-saturated ferromagnetic state. This ordered state clearly differs from the known flat-band
ferromagnetism. This is because it emerges in a system without bare flat bands, requires inhomo-
geneous on-site Coulomb repulsions values, and possesses non-zero lower interaction limits at the
emergence of the ordered phase.
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I. INTRODUCTION
The band concept introduced by the band theory represents the foundation of our under-
standing of all solid state devices, and has been successfully used to explain main physical
properties of solids. In its original form, the band structure theory assumes an infinite and
homogeneous system in which the carriers, without experiencing inter-electronic interactions,
but under the action of a periodic potential, attain their one-particle quantum mechanical
En(k) energy. This last defines the bare band structure described by the band index n and
wave vector k. The bare bands are in fact eigenstates of the non-interacting part of the
Hamiltonian Hˆ0. However, the above assumptions are broken in several practical situations,
for example – neglecting surfaces, interfaces, inhomogeneities –, when inter-electronic inter-
actions become important, e.g. in the case of strongly correlated systems. In such cases, the
materials under consideration, simply cannot be understood in terms of the bare band struc-
ture. This is the reason why, the effects of the inter-electronic interactions, as a necessity,
have been introduced in the calculation of electronic bands in different ways, especially based
on the density functional theory (DFT). DFT tries to coopt the electron-electron many-body
effects by the introduction of the exchange-correlation term in the functional of the electronic
density. On its turn, the exchange correlation functional can be approximated in different
ways, for example by local density approximation (LDA)1, unrestricted Hartree-Fock treat-
ment for the localized orbitals (LDA+U)2, Green function techniques by approximating the
self energy as a product between the Green’s function G and a screened interaction contri-
bution W (GW approximation)3, generalized gradient approximation (GGA)1 which goes
beyond LDA by taking account of the gradient corrections to the density, etc. For strongly
correlated systems the DFT methods need to consider the interaction contributions more
and more accurately, hence in this case there are also present special methods, as for ex-
ample those which take into account input DFT data in dynamical mean-field treatment
(DFT+DMFT)4,5. For such systems is known that tending to exactitude, as for example
in EXX method6 taking into account exact-exchange, the accuracy of the deduced result
increases.
Besides the approximations presented above in a non-exclusive enumeration, there are
rare cases when the effects of the interaction on the bare band structure can be exactly
seen. For example, in integrable case, the Lieb and Wu solution7 shows that for 1D itinerant
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and periodic systems with nearest neighbor hoppings and on-site Coulomb repulsion U, for
any U > 0, Mott gap is present in the spectrum in exact terms, i.e. the “effective band”
is always gaped in this case. In my knowledge, such exact results for non-integrable cases
presently are not known. Starting from this observation, based on the aim to provide valuable
information for non-integrable systems in this field, I present in this paper in exact terms
how U creates an effective flat band in a system with completely dispersive bare bands, what
is the physical reason of this process, and what type of consequences emerge. I note that the
effect is important because information related to flat bands are representing a real driving
force since they appear in a broad class of subjects of large interest today, as quantum
Hall effect8, spin-quantum Hall effect9, topological phases9,10, bose condensations11, highly
frustrated systems12, delocalization effects13 or symmetry broken ordered phases14.
However the effect I describe is not exclusively restricted to quasi 1D systems (see the end
of Sect.IV), the demonstration, born from properties observed in pentagon chain case15,16, is
presented on conducting polymers with arbitrary large unit cell containing a closed polygon
and side groups. Conducting polymers are an important class of organic systems with a
broad application potential at the level of nanodevices in electronics17 or medicine18. These
materials are in fact conjugated polymers19,20, which, being metallic, are intensively ana-
lyzed driven by the aim to produce different known phases emerging in metals at the level
of plastic materials. The search for plastic ferromagnetism made entirely from nonmag-
netic elements21–23 enrols as well in this intensively studied research direction16. Concerning
the theoretical interpretations, in the past, in such systems the inter-electronic interactions
were not considered essential24. However, in recent years, it becomes clear that in conduct-
ing and periodic organic systems, the Coulomb interaction between the carriers plays an
important role. For example, the on-site Coulomb repulsion may even reach 10 eV25, and
it was also conjectured that in the highly doped region, the Coulomb interaction would be
able to stabilize magnetic order26, all this information being considered during theoretical
studies15,16,27–34.
The high Hubbard repulsion U values always lead to interesting physical consequences7,35–37,
so the study of these cases merits special attention. Hence, in order to consider in the present
case properly the inter-electronic interaction and to account accurately for the correlation
effects, we will use here exact methods. Since conducting polymers are non-integrable
systems, the applied technique is special, and will be shortly presented below.
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The method we use has no connections to Bethe ansatz, and is based on positive semidef-
inite operator properties. The procedure allows the non-approximated deduction of the
multi-electronic, even particle number dependent ground states, and the non-approximated
study of the low lying part of the excitation spectrum. The method is applicable for quan-
tum mechanical interacting many-body systems, being independent on dimensionality and
integrability. The technique first transforms in exact terms the system Hamiltonian (Hˆ)
in a positive semidefinite form Hˆ = Pˆ + Cg, where Pˆ is a positive semidefinite operator,
while Cg a scalar. For this step usually block operators (Aˆi,σ) are used which represent a
linear combination of canonical Fermi operators acting on the sites of finite blocks connected
to the lattice site i, the positive semidefinite form being preserved by the Aˆ†i,σAˆi,σ type of
expressions. I note, that especially in the above system half filling concentration region, in
treating the Hubbard type of interaction terms, positive semidefinite operators of the form
Pˆi = nˆi,↑nˆi,↓− (nˆi,↑ + nˆi,↓)− 1 are also used, which require at least one electron on the site i
for their zero minimum eigenvalue.
The transformation Hˆ = Pˆ + Cg is valid when a specific relationship – called matching
equations – is present connecting the Hˆ, and block operator parameters (i.e. the numerical
prefactors of the linear combination present in Aˆi,σ). The matching equations, representing
a coupled non-linear complex algebraic system of equations, must be solved first. The so-
lution provides the expression of block operator coefficients and the scalar Cg in function
of Hˆ parameters, and, the parameter space region D, where the transformation in positive
semidefinite form of Hˆ is valid. After this step, the exact ground state is constructed by
deducing the most general wave vector |u〉 which satisfies the equation Pˆ |u〉 = 0. The pro-
cedure merits attention since several techniques for solving this last equation are available
today15,16,39–41. In the third step, the uniqueness of the solution is demonstrated by concen-
trating on the kernel Ker(Pˆ ) of the operator Pˆ , [Ker(Pˆ ) is a Hilbert subspace containing all
vectors |v〉 with the property Pˆ |v〉 = 0]. This is done by showing that i) |u〉 is placed inside
Ker(Pˆ ), and ii) all components of Ker(Pˆ ) can be expressed in terms of |u〉. The uniqueness
proof works in the degenerate case as well, when Pˆ |u(m)〉 = 0 holds, m is a degeneracy
index, and |u(m1)〉 and |u(m2)〉, in the case of m1 6= m2, are linearly independent. In this
situation, for the uniqueness proof, we must demonstrate that i) |u(m)〉 is inside of Ker(Pˆ )
for all m values, and ii) all components of Ker(Pˆ ) can be expressed as linear combinations
of |u(m)〉.
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The last step of the method deduces the physical properties of the ground state by
calculating different relevant and elevated ground state expectation values. We note that
if the ground state |Ψg〉 = |u〉, has been obtained, the corresponding ground state energy
becomes Eg = Cg. I must underline, that if the ground state and ground state energy
can be deduced as function of the total number of particles N (N is maintained constant
during the calculation), we can derive as well non-approximated results relating the low
lying part of the excitation spectrum via the particle number dependent chemical potential
µ(N) = E(N) − E(N − 1). This can be done for example by deducing the charge gap
g = δµ = µ(N + 1)− µ(N), where g = 0 (g 6= 0) reflects conducting (insulating) behavior.
I note that the transformation in positive semidefinite form of the Hamiltonian is always
possible. This is because Hamiltonians describing physical systems have always a spectrum
bounded below. If the lower bound of the spectrum is denoted by Cg, then Hˆ − Cg = Pˆ
is a positive semidefinite operator, independent on dimensionality and integrability. Since
Cg becomes the ground state energy at the end of the calculations, it is important to note
that when the transformation is performed, the explicit form of this constant in function of
Hamiltonian parameters is not known [see Eq.(5)], hence the technique not requires the a
priory knowledge of the ground state energy. Furthermore, the starting point of the method
is a fixed Hamiltonian, hence pre-conceptions or starting information relating the ground
state wave function are not used or needed. This is why, in the last step of the procedure,
the physical properties of |Ψg〉 must be separately analyzed.
The above presented technique has allowed to deduce results in circumstances unimag-
inable before in the context of exact solutions as: periodic Anderson model in one42, two43,
or three38,39 dimensions; disordered and interacting systems in two dimensions44; emergence
of stripes and droplets in 2D45; delocalization effect caused by the on-site Coulomb inter-
action in 2D13; non-Fermi liquid behavior in 3D39; study of non-integrable quadrilateral40,41
or pentagon15,16 chains.
In the present paper, using the technique described above for general chain structures,
first I rigorously demonstrate the emergence of an effective interaction created flat band,
although the system possesses only dispersive bare bands. By analyzing the consequences,
I show that in the studied parameter space region, ferromagnetism appears in this class of
materials. The emergence of the ordered phase is entirely driven by a huge decrease of the
interaction energy, which is accompanied by a quench of the kinetic energy. The kinetic
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energy quench, is the physical reason for the appearance of the effective upper flat band,
whose presence is demonstrated on quite general grounds in the general case. The effect is
related to the presence of different Ui on-site Coulomb repulsion values at different type of
sites inside the unit cell. This allows a redistribution of the double occupancy di at different
type of sites, such to attain small di where Ui is high, and vice verse (i.e. by minimizing∑
i Uidi for fixed and given Ui and N values), leading to the observed huge interaction energy
decrease possibility. When Ui is homogeneous, the described effect disappears. I note that
in the presented case, a ferromagnetic state appears on the effective flat band, which differs
significantly from the standard flat band ferromagnetism14 because: i) emerges in a system
without bare flat bands, ii) requires inhomogeneous on-site Coulomb repulsion values, and
iii) possesses non-zero lower limits for the interaction when the ordered phase appears.
The remaining part of the paper is structured as follows: Section II. presents the consid-
ered chain structures, Section III. transforms the Hamiltonian in positive semidefinite form,
presents and solves the matching equations in the most general case. Section IV demon-
strates that in the parameter space region where the transformation of the Hamiltonian in
positive semidefinite form is possible to be done, an effective (i.e. interaction created) upper
flat band emerges in the spectrum. Section V. describes the ground state obtained from
the positive semidefinite form of the Hamiltonian, while Section VI. presents the physical
properties of the ground state, and the physical characteristics present at the emergence of
the ordered state. Finally, Section VII. containing the summary and conclusions, closes the
presentation.
II. THE CHAIN STRUCTURES UNDER CONSIDERATION
One analyzes below a general polymer chain whose unit cell is schematically presented in
Fig.1. It containsm = mp+me sites, from which mp sites are present in a closed polygon, me
sites are external sites connected to the polygon, and one has m > 2. The in-cell numbering
of the sites is given by the index n = 1, 2, ..., m, and the site positions relative to the lattice
site i are given by rn.
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The Hamiltonian of the system can be written as Hˆ = Hˆ0 + HˆU , where
Hˆ0 =
∑
i,σ
[
∑
n,n′,n>n′
(tn,n′ cˆ
†
i+rn,σ
cˆi+rn′ ,σ +H.c.) +
m∑
n=1
ǫnnˆi+rn,σ],
HˆU =
∑
i
m∑
n+1
Unnˆi+rn,↑nˆi+rn,↓, (1)
i i+a1
2 3 4
5
6
......
mp
mp+
m  +mp em =
......
mp+
2
3
mp+1
FIG. 1. The unit cell of the chain structures under consideration. The cell contains m = mp +me
sites, where the mp sites are included into a closed polygon, and me represents the number of
external sites connected to the polygon. The unit cell is connected to the lattice site i, while a is
the Bravais vector. The numbering of sites inside the unit cell is given by the index n = 1, 2, ...,m =
mp +me. Sites n = 1, 2, 3 exemplifies sites without external links. The presence of such sites, or
their placement, qualitatively not alters the obtained results.
where cˆ†j,σ creates an electron with spin projection σ at the site j, nˆj,σ = cˆ
†
j,σcˆj,σ represents
the particle number operator for the spin projection σ at the site j, tn,n′ are nearest neighbor
hopping matrix elements connecting the sites i + rn′ and i + rn, ǫn are on-site one-particle
potentials at the site i + rn, while Un > 0 are on-site local Coulomb repulsion values. I
note that during the calculation, periodic boundary conditions are used, and
∑
i,
∏
i, (or∑
k,
∏
k in momentum space) mean sums and products, respectively, over Nc cells. The
number of sites in the system is denoted by NΛ = mNc, while the total number of electrons
by N ≤ 2NΛ. The Hamiltonian parameters are arbitrary, but such chosen to not provide
bare flat bands (i.e. Hˆ0 is without non-dispersive bands). Another important remark is
related to the Un Hubbard interaction values which depend on the particular environment
and type of atom at a given site, hence are different on different type of sites inside the unit
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cell. Particular cases of the general chain structure from Fig.1 are exemplified in Fig.2 for
pentagon and hexagon cases.
i 1
2 3
6
5 4 i
i+ai+a
1
2 3
4
56
a) b)
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FIG. 2. Exemplifications of the general chain presented in Fig.1 for a) pentagon (mp = 5, me = 1,
m = 6), and b) hexagon (mp = 6, me = 2, m = 8) cases. The unit cell connected to the lattice site
i shows the n index which provides the in-cell numbering of sites. a represents the Bravais vector.
Concerning the contributions present in the Hamiltonian from (1), I note that i) the
longer range Coulomb terms have been neglected because given by the many-body screening
effects, these are much smaller than the on-site Coulomb repulsion, and ii) the electron-
phonon contributions are not taken into consideration since they become important around
half filling, while the results deduced in this paper are valid far away from half filling, in the
strongly doped region.
III. THE TRANSFORMATIONOF THEHAMILTONIAN IN POSITIVE SEMIDEF-
INITE FORM
A. The transcription of the Hamiltonian
For the transformation of the Hamiltonian we first introduce at each lattice site i,
m − 1 = (mp − 2) + (me + 1) blocks on which we define block operators as linear com-
binations of fermionic operators acting on the sites of the block. The m − 1 blocks are
mp−2 triangles [namely the triangles constructed on the sites (mp, 1, 2), (mp, 2, 3), (mp, 3, 4),
(mp, 4, 5),...,(mp, mp−1, mp−2) see Fig.1.], and me + 1 bonds [namely, in the case of the unit
cell from Fig.1, the me + 1 bonds connecting the sites (5, i + a), (4, mp + 1), (6, mp + 2),
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(7, mp + 3), ...,(mp, mp +me)]. Consequently, the introduced m− 1 block operators become
Gˆ†α,i,σ = a
∗
α,mp
cˆ†i+rmp ,σ + a
∗
α,αcˆ
†
i+rα,σ
+ a∗α,α+1cˆ
†
i+rα+1,σ
,
Gˆ†mp−1,i,σ = a
∗
mp−1,5
cˆ†i+r5,σ + a
∗
mp−1,m+1
cˆ†i+a,σ,
Gˆ†mp,i,σ = a
∗
mp,4
cˆ†i+r4,σ + a
∗
mp,mp+1
cˆ†i+rmp+1,σ,
Gˆ†mp+β,i,σ = a
∗
mp+β,β+5
cˆ†i+rβ+5,σ + a
∗
mp+β,mp+β+1
cˆ†i+rmp+β+1,σ, (2)
where in the first row α = 1, 2, ..., mp − 2 represents the index of the block operators con-
structed on triangles, the second and third line describes the first two block operators defined
on bonds, namely those constructed on the site pairs (4, mp + 1), and (5, i+ a), and finally,
the last row with the index β = 1, 2, ..., me − 1 presents the remaining block operators de-
fined on bonds. Furthermore, in Eq.(2), the coefficients a∗m,m′ are representing the numerical
prefactors of the site i + rm′ in the block operator Gˆ
†
m,i,σ. I underline that if an external
bond is missing from the polymer, then the corresponding block operator (on the respective
bond) is also missing from Eq.(2).
Based on the fact that the block operators in Eq.(2) are defined in each unit cell, one
constructs the positive semidefinite operator
PˆI =
∑
i,σ
m−1∑
γ=1
Gˆγ,i,σGˆ
†
γ,i,σ, (3)
and introduce the positive semidefinite operator Pˆj = nˆj,↑nˆj,↓ − (nˆj,↑ + nˆj,↓) + 1, (see Sect.I)
which gives rise to the positive semidefinite form
PˆII =
m∑
n=1
UnPˆn, Pˆn =
∑
i
Pˆi+rn, Un > 0. (4)
Using PˆI and PˆII , the transformed Hamiltonian becomes
Hˆ = PˆI + PˆII + Cg, (5)
where the scalar Cg has the expression Cg = qUN − Nc[
∑m
n=1 Un + 2
∑m−1
γ=1 qγ ]. Further-
more, qγ = {Gˆγ,i,σ, Gˆ
†
γ,i,σ}, qU is a scalar which depends on the parameters of Hˆ , and can
be obtained as a solution of the matching system of equations Eqs.(6-10). These reflect
the fact that we transformed the starting Hˆ from (1) dependent on the initial Hamilto-
nian parameters tn,n′, ǫn, Un, into Hˆ from (5) dependent on block operator parameters an,n′.
Consequently, this transformation will be valid only if a relationship exists between block
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operator parameters and the Hamiltonian parameters. This relationship is fixed by the
matching equations which are obtained as follows: i) one effectuates the calculations in the
right side of (5) obtaining the expression from (1), but with coefficients dependent on block
operator parameters, and ii) taking equal the coefficients of the same operator in (1) and
(5). The results are presented below.
B. The matching equations
The matching equations preserving the validity of the transformation of Hˆ described
above have the following structure for the general unit cell presented in Fig.1:
i) For the nearest neighbor bonds contained in the polygon and present in the Hamil-
tonian via the in-polygon nearest neighbor hopping matrix elements, one obtains
− t1,mp = a
∗
1,1a1,mp, −tmp ,mp−1 = a
∗
mp−2,mp
amp−2,mp−1, −tα+1,α = a
∗
α,α+1aα,α, (6)
where with α = 1, 2, ..., mp − 2, one has in total mp equations.
ii) For the bonds included in the triangular blocks used in the construction of the block
operators, but with zero hopping matrix elements in the Hamiltonian from (1), one obtains
mp − 3 equations with α
′ = 1, 2, ..., mp − 3 :
a∗α′,α′+1aα′,mp + a
∗
α′+1,α′+1aα′+1,mp = tα′+1,mp = 0. (7)
iii) For the external bonds placed outside of the polygon one finds me + 1 equations
−t5,m+1 = −ti+r5,i,+a = a
∗
mp−1,5
amp−1,m+1, −t4,mp+1 = a
∗
mp,4
amp,mp+1,
−tα”+4,mp+α” = a
∗
mp+α”−1,α”+4
amp+α”−1,mp+α”, (8)
where α” = β + 1 = 2, 3, ..., me.
iv) For the on-site contributions of the sites placed inside the polygon one has mp
equations. Namely, by introducing q¯U(n) = qU − (Un + ǫn), one has
q¯U(1) = |a1,1|
2 + |amp−1,m+1|
2, q¯U(2) = |a1,2|
2 + |a2,2|
2, q¯U(3) = |a2,3|
2 + |a3,3|
2,
q¯U(4) = |a3,4|
2 + |a4,4|
2 + |amp,4|
2, q¯U(5) = |a4,5|
2 + |a5,5|
2 + |amp−1,5|
2,
q¯U(n) = |an−1,n|
2 + |an,n|
2 + |amp+n−5,n|
2, n = 6, 7, ..., mp − 2
q¯U(mp − 1) = |amp−2,mp−1|
2 + |am−2,mp−1|
2, q¯U(mp) =
mp−2∑
α=1
|aα,mp |
2 + |am−1,mp |
2. (9)
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v) Finally, for the external sites placed outside of the polygon and representing side
groups, with γ = 1, 2, ..., me, one obtains me equations of the form
q¯U(mp + γ) = |amp+γ−1,mp+γ|
2, (10)
The equations Eqs.(6-10) are representing the matching system of equations, which con-
tains Me = 3mp + 2me − 2 coupled, non-linear and complex algebraic equations. The
unknown variables of this system of equations are the block operator coefficients and qU ,
their number being Mu = 3(mp − 2) + 2(me + 1) + 1 = 3mp + 2me − 3. Since Me > Mu, a
supplementary equality remains between the parameters, which delimits a parameter space
region D where the transformation (5) is valid.
C. Solution of the matching equations
The solution technique for the matching equations Eqs.(6-10) for all m values is similar,
and it has practically two steps: a) First the equations connected to hopping matrix elements
are used to express unknown parameters (i.e. block operator coefficients an,n′) in function
of other unknown parameters, strongly reducing in this manner the number of equations
and unknown variables of the problem. b) The expressed variables are introduced in the
remaining equations containing the Un values. In the present case, for a) one uses Eqs.(8,10)
in order to express all coefficients of the me block operators defined on bonds not touching
the site i + a. Using the indices γ = 1, 2, ..., me and β = 1, 2, ..., me − 1, one finds
amp+γ−1,mp+γ =
√
q¯U(mp + γ), amp+β,β+5 = −
tβ+1,mp+β+1√
q¯U(mp + β + 1)
,
amp,4 = −
t4,mp+1√
q¯U(mp + 1)
, a∗mp−1,5 = −
t5,m+1
amp−1,m+1
, (11)
where, supplementary, the last equation in the second row is obtained from the first equality
of (8). Based on (11), one has 2me + 1 unknown variables expressed. Now the equations
Eqs.(6,7) are used in order to provide block operator parameters of themp−2 block operators
defined on triangles, as follows: For both Gˆ†1,i,σ and Gˆ
†
mp−2,i,σ
operators, two-two coefficients
can be obtained from (6), namely
a∗1,2 = −
t2,1
a1,1
, a∗1,mp = −
t1,mp
a1,1
, a∗mp−2,mp−1 = −
tmp−1,mp−2
amp−2,mp−2
, a∗mp−2,mp =
tmp,mp−1
tmp−1,mp−2
a∗mp−2,mp−2,(12)
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while for the remaining mp − 4 triangles, again from (6), one coefficient per block operator
can be expressed as (n = 2, 3, ..., mp − 3).
a∗n,n+1 = −
tn+1,n
an,n
. (13)
After this step, using (7), a second coefficient can be obtained for the block operators whose
prefactors are present in (13), namely (α′ = 1, 2, ..., mp − 3):
aα′+1,mp = −
[
∏α′
α=1 tα+1,α]t1,mp
a∗α′+1,α′+1[
∏α′
α=1 |aα,α|
2]
. (14)
Now it can be observed that the last (i.e α′ = mp − 3) equation from (14), and the last
equation from (12) express the same variable amp−2,mp , hence one finds
mp−2∏
α=1
|aα,α|
2 = −[
mp−2∏
α=1
tα+1,α]
t1,mp
tmp,mp−1
, (15)
consequently, for the solution to exists one must has
[
mp−2∏
α=1
tα+1,α]
t1,mp
tmp,mp−1
< 0. (16)
Equation (16) shows that solutions exist only if the product of all hopping matrix elements
along the closed polygon is a negative number, and this result represents one of the conditions
which defines D.
In Eqs.(12-15), further M2 = 2mp − 3 coefficients are expressed, while in (11) M1 =
2me + 1 coefficients are given, so one has up to this stage M1 + M2 = 2mp + 2me − 2
unknown parameters given in function of other unknown parameters. Hence one remains
with Mu − (M1 +M2) = mp − 1 unknown variables (i.e. a1,1, a2,2, ..., amp−3,mp−3, amp−1,m+1
and qU), and the remaining mp matching equations from (9). The prefactor amp−2,mp−2 could
be expressed in principle from (15) (but see below).
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Introducing all the obtained results in (9), the remaining mp matching equations read
q¯U(1) = |a1,1|
2 + |amp−1,m+1|
2, q¯U(2) =
t22,1
|a1,1|2
+ |a2,2|
2, q¯U(3) =
t23,2
|a2,2|2
+ |a3,3|
2,
q¯U(4) =
t24,3
|a3,3|2
+ |a4,4|
2 +
t24,mp+1
q¯U(mp + 1)
, q¯U(5) =
t25,4
|a4,4|2
+ |a5,5|
2 +
t25,m+1
|amp−1,m+1|
2
,
q¯U(n) =
t2n,n−1
|an−1,n−1|2
+ |an,n|
2 +
t2n,mp+n−4
q¯U(mp + n− 4)
, n = 6, 7, ..., mp − 2,
q¯U(mp − 1) =
t2mp−1,mp−2
|amp−2,mp−2|
2
+
t2mp−1,m−1
q¯U (m− 1)
,
qU − (Ump + ǫmp) =
mp−2∑
α=1
|aα,mp|
2 +
t2mp,m
qU − (Um + ǫm)
, (17)
where, in the last line, concerning |aα,mp|
2, for α = 1 it is taken from the second term of
(12), while for α ≥ 2 from (14).
A simple procedure can be applied for solving (17). From the second line from the bottom
|amp−2,mp−2|
2 can be expressed, then from the third line from the bottom |amp−3,mp−3|
2, sim-
ilarly, from the fourth line from the bottom |amp−4,mp−4|
2, etc. Introducing all these results
in the last line of (17) one obtains the equation for qU . Eq.(15) remains a supplementary
condition defining D. Hence D will be given by (15,16) and the conditions qU > Uα + ǫα,
α = 1, 2, ..., mp.
IV. THE EFFECTIVE UPPER FLAT BAND CREATED BY INTERACTION
In this section I show that the transformation of the Hamiltonian in positive semidefinite
form (5) together with the solution of the matching equations presented in subsection III.C.
describe in fact the emergence of an upper effective (i.e. interaction created) flat band.
Let us consider that we are placed inside D in the parameter space. This means that the
matching equations allow solution, consequently the operators Gˆ†α,i,σ exist, are well defined,
and are Un dependent as shown by the block operator coefficients expressed for example
in (11,17). In these conditions PˆI from (3) entering in the Hamiltonian (5) exists and has
Un dependence through the Gˆ
†
α,i,σ operators. Furthermore, the unique one-particle (i.e.
“kinetic”) contribution in (5) originates from PˆI via
PˆI = Hˆkin + CP , Hˆkin = −
∑
i,σ
m−1∑
α=1
Gˆ†α,i,σGˆα,i,σ, Cp = 2Nc
m−1∑
α=1
qα, (18)
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where Cp and qα [defined under (5)], are numerical coefficients. Consequently the trans-
formed Hamiltonian (5) becomes
Hˆ = Hˆkin + Hˆint + C, (19)
where for the interaction term one has Hˆint = PˆII , and C = Cp + Cg is a constant which
shifts globally the energy. Since Hˆkin is a one-particle term, it provides a band structure
which is “effective” because was created by interaction (i.e. depends on the Un interaction
terms). In what will follows, we will be interested to see what are the characteristics of the
effective band structure created by Hˆkin.
Since m sites are present in the unit cell, and the σ index has two values, in r-space one
has 2mNc different and linearly independent cˆn,i,σ, n = 1, 2, ..., m starting canonical Fermi
operators constructing Gˆ†α,i,σ. The cˆn,i,σ operators transformed in k-space provide also 2mNc
different and linearly independent cˆn,k,σ canonical Fermi operators. Furthermore, one has
m bands in the band structure, and each band accepts maximum 2Nc electrons.
Now one turns to Hˆkin which contain 2Nc(m − 1) fermionic operators Gˆα,i,σ, α =
1, 2, ..., m − 1. Because an Gˆα,i,σ operator, for an arbitrary α = n1, has at least one
site not contained in all Gˆβ,i,σ operators with β < n1, the block operators Gˆα,i,σ are linearly
independent. Transforming them in k-space, these operators lead to 2Nc(m − 1) different
and linearly independent Gˆα,k,σ operators which however are not canonical (i.e. qα 6= 1, and
evidently qα 6= 0). Because of this reason, by normalization to unity, we transform the Gˆα,k,σ
set into a normalized set obtaining 2Nc(m− 1) canonical Fermi operators Cˆα,k,σ (i.e. now,
besides {Cˆα,k,σ, Cˆα′,k′,σ′} = 0, {Cˆ
†
α,k,σ, Cˆ
†
α′,k′,σ′} = 0, also {Cˆα,k,σ, Cˆ
†
α′,k′,σ′} = δα,α′δσ,σ′δk,k′ are
satisfied). Please note that one has 2mNc different starting operators cˆn,k,σ, but the existing
Gˆα,k,σ provide only 2Nc(m − 1) different Cˆα,k,σ operators, so at this stage 2Nc operators
Cˆα,k,σ are missing, namely those which correspond to α = m.
Collecting all the presented information, one has for each α = 1, 2, ..., m−1 the expression
−
∑
i,σ
Gˆ†α,i,σGˆα,i,σ =
∑
k,σ
ηα(k)Cˆ
†
α,k,σCˆα,k,σ. (20)
Since the left side of (20) is negative definite, and Cˆα,k,σ are canonical Fermi operators, it
results that ηα(k) < 0 for all k and α. Indeed, if a state |α,k, σ〉 state exists with the property
Cˆ†α′,k′,σ′Cˆα′,k′,σ′|α,k, σ〉 = δα′,αδk′,kδσ′,σ|α,k, σ〉 and ηα(k) ≥ 0, this would contradict the
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negative definite nature of the left side of (20). Consequently, Hˆkin becomes
Hˆkin =
∑
k,σ
m−1∑
α=1
ηα(k)Cˆ
†
α,k,σCˆα,k,σ (21)
Eq.(21) describes m − 1 effective (interaction dependent) bands placed at negative energy
values, and Cˆ†α,k,σ creates an electron with spin σ in the αth effective band.
Now three steps follow: i) In the knowledge of the 2mNc canonical Fermi operators cˆn,k,σ,
and 2Nc(m− 1) canonical Fermi operators Cˆα,k,σ, the remaining 2Nc canonical Fermi oper-
ators Cˆα=m,k,σ can be constructed. ii) Since the complete set of canonical Fermi operators
Cˆα,k,σ, α = 1, 2, ...m, has been obtained by a linear transformation from the complete set
of canonical Fermi operators cˆn,k,σ, n = 1, 2, ..., m, the total particle number conservation
holds and can be written as
∑
k,σ
m∑
n=1
cˆ†n,k,σcˆn,k,σ =
∑
k,σ
m∑
α=1
Cˆ†α,k,σCˆα,k,σ = N. (22)
iii) Since originates from Hˆ, Hˆkin from (21) must describe m bands, but in (21) only m− 1
bands are present. The mth band however can be simply introduced in (21) by taking a
constant b ≥ 0, multiplying (22) by b, adding bN−bN to (21) and introducing the notations
ξα<m(k, b) = ηα<m(k) + b, ξα=m(k, b) = +b = const., Cb = −bN , based on which, (21)
becomes
Hˆkin =
∑
k,σ
m∑
α=1
ξα(k, b)Cˆ
†
α,k,σCˆα,k,σ + Cb. (23)
Eq.(23) provides m bands, described by the canonical Fermi operators Cˆ†α,k,σ, while ξα(k)
α = 1, 2, ..., m, is the dispersion relation for the αth band, and Cb is a k independent constant
which globally shifts the energies. As seen from (23), given by ηα(k) < 0 as shown below
(20), ξα=m(k) = b = const. is the upper band, and it is flat.
I further underline that based on (17), the emergence of the effective upper flat band,
from mathematical point of view can be interpreted as a renormalization of the bare ǫn to
ǫRn = ǫn + Un − qU , where qU is a nonlinear function of all Un.
As shown above, the interaction created effective upper flat band emerges on an extremely
broad class of polymers. I further note that the effect exceeds the polymer frame, and appears
also in higher dimensions (see for example Fig.2 of Ref.[43]).
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V. THE GROUND STATE WAVE FUNCTION
The ground state wave function corresponding to the Hamiltonian presented in (5) for
N = N∗ number of electrons has the form
|Ψg(N
∗)〉 = [
∏
σ
∏
i
m−1∏
α=1
Gˆ†α,i,σ]Fˆ
†|0〉, (24)
where N = N∗ = (2m−1)Nc (i.e. upper band half filled), |0〉 is the bare vacuum, and the Fˆ
†
operator introduces one electron with fixed spin σ in each unit cells in an arbitrary position
(i.e. Fˆ † =
∏
i cˆ
†
i+ri,σ
, where i + ri represents an arbitrary site in the unit cell placed at the
lattice site i, and σ is fixed). The N = N∗ expression emerges because one Gˆ†α,i,σ operator
introduces one electron in the system, one has 2Nc(m− 1) such operators in (24), while Fˆ
†
creates Nc electrons, hence N
∗ = 2Nc(m−1)+Nc. The concentration corresponding to (24)
is nc = N
∗/(2NΛ) = (2m− 1)/(2m).
Eq.(24) represents the ground state for the following reasons: i) Gˆ†α,i,σGˆ
†
α,i,σ = 0, because
the square of an arbitrary linear combination of fermionic operators is always zero. Con-
sequently, since Gˆ†α,i,σ appears both in (3) and (24), it results that PˆI |Ψg〉 = 0. ii) Since
at fixed σ, the operator [
∏
i
∏m−1
α=1 Gˆ
†
α,i,σ]Fˆ
† introduces NΛ = mNc electrons in the system,
one has on each site one electron with spin σ present. Consequently, in |Ψg〉, on all sites of
the system one has at least one electron, and as a consequence PˆII |Ψg〉 = 0 is also satisfied
(see the description of the Pˆi in Sect.I.). In conclusion, |Ψg〉 is the ground state, and the
corresponding ground state energy is Eg = Cg, where Cg is given below (5). The uniqueness
of the solution can be demonstrated on the line of the uniqueness proof from Ref.16.
I further note that the ground state can be defined also for N > N∗. In this case the
ground state expression from (24) acquires in its right side a supplementary product of the
form Oˆ† =
∏N−N∗
γ=1 c
†
n,kγ ,σ
, where a given, although arbitrary kγ , appears in Oˆ
† only once.
Since plane wave contributions with fixed spin projection are present in Oˆ†, the ground state
at N > N∗ becomes a half metallic conducting state.
VI. CHARACTERISTICS OF THE TRANSITION TO THE ORDERED STATE
The obtained ground state represents a non-saturated ferromagnet. In order to under-
stand the reasons of the emergence of this state, for fixed Hamiltonian parameters placed
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inside D, one calculates in the presence of the interaction terms different energies (as kinetic
energy, interaction energy and total energy) using first the non-interacting ground state
|Ψ0,g〉 as a trial state, deducing with it E0,kin, E0,int, E0,g = E0,kin+E0,int. Then, in a second
step, for the same Hamiltonian parameters, one uses |Ψg〉 from (24) in order to deduce the
exact Ekin, Eint, Eg. Calculating the relative deviations via δEkin = (Ekin − E0,kin)/E0,kin,
δEint = (Eint−E0,int)/E0,int, and δEg = (Eg−E0,g)/E0,g, expressing these values in percents,
we can analyze how different energy contributions vary when the ordered state (24) emerges.
The study has been made on the smallest unit which produces in the presented conditions
ferromagnetism, namely the two cell system taken with periodic boundary conditions.
The obtained results are quite interesting and show that above a given degree of complex-
ity of the chain situated above a simple triangular chain case (m = 2, mp = 2, me = 0, see
Ref.16), when the ordered state emerges, δEkin is almost zero (the kinetic energy increases
2-3%), the interaction energy strongly decreases (the decrease in δEint often reaches almost
70%), and as a consequence of these variations, the total energy, described by δEg, decreases
1-2%. As it can be seen, the transition to the ordered phase is clearly driven by the strong de-
crease of the interaction energy. In the same time, the kinetic energy is practically quenched
at (or in the close vicinity of) E0,kin, i.e. the kinetic energy present before the interactions
have been turned on. These effects appear when differences are present in the Hubbard
interactions at different type of sites inside the unit cell, and the behavior disappears when
the on-site Coulomb repulsion is homogeneous, i.e. Un = U for all n = 1, 2, ..., m.
This behavior can be understood by taking into account that in the studied case the
on-site Coulomb repulsion values are different on different type of sites. Indeed, in these
conditions a supplementary degree of freedom is present for the decrease of the interaction
energy, which is completely missing when the Hubbard interaction is homogeneous. Namely,
the system can reorganize the local double occupancy dn such to introduce small dn where Un
is high and vice verse, obtaining a huge interaction energy decrease relative to the interaction
energy values fixed by the double occupancies created by |Ψ0,g〉.
In order to exemplify, I present in Fig.3 results deduced for the m = 6 case plotted in
Fig.2.a inside of its D region47 holding in average (in t = t3,4 units) 〈U〉 = 0.186 inside the
unit cell. Let us consider that one modifies the local Coulomb repulsion values relative to 〈U〉
as presented in Fig.3.a and calculates the variations in the local average double occupancy
created by (24) relative to those double occupancy values, which were fixed by the non-
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FIG. 3. The modifications ∆di in the average local double occupancy di = 〈nˆi,↑ni,↓〉 created by
the interacting ground state |Ψg〉 in (24) relative to the local double occupancy introduced by the
non-interacting ground state |Ψ0,g〉 (see b)), in function of the local on-site Coulomb repulsion
variations ∆Ui = Ui − 〈U〉 on different sites (see a)), at 〈U〉 = 0.186 in the case of the exemplified
chain in Fig.2.a47.
ordered ground state |Ψ0,g〉. The results are presented in Fig.3.b. As can be seen, on the
sites where strong U increase is present (i.e. the local Hubbard interaction is high), the local
double occupancy in the interacting and ordered ground state strongly decreases (the two
bottom sites where in di, 24.6% decrease is observed). Contrary to this, on the sites where
the Coulomb repulsion values decrease relative to the average (hence the local Hubbard
interaction is small), 45% increase in the double occupancy is observed on the internal site,
and a smaller increase, but still high (i.e. 13%, see the top site) is observed in di on the
external site. On the sites where Ui remains close to the average value (in the present
case the sites along the line of the chain), the double occupancy remains almost unchanged
(i.e. ∆U = −3% produces a ∆di = +1.9%). I note that given by these modifications
introduced by the interacting ground state, the interaction energy decreases almost 70 % in
the transition from |Ψ0,g〉 to |Ψg〉, while the kinetic energy increases around 2% in the same
process (i.e. remains practically unchanged, quenched).
As can be seen, at the emergence of the ordered phase, the system quenches the kinetic
energy, exactly in order to have the possibility to take fully into account the huge interaction
energy decrease possibility, which is offered by the non-homogeneous U values inside the unit
cell. This kinetic energy quench is the physical reason of the emergence of an interaction
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created effective flat band described in the previous section.
I underline that when Un = U is homogeneous, the redistribution of double occupancy is
no more possible, and the here described mechanism completely disappears. I further note
that the presented mechanism for the emergence of ferromagnetism is completely different
from the Mielke-Tasaki14 type of flat band ferromagnetism because in the here described
case bare flat bands are not present and inhomogeneous Un values are needed. Furthermore,
the properties of the ordered phase are different: for example the conditions leading to D
described at the end of Sect.III provide lower non-zero limits in Un for the emergence of
ferromagnetism.
VII. SUMMARY AND CONCLUSIONS
The technique used in obtaining the results allows to deduce particle number dependent
ground states for interacting quantum mechanical many-body systems independent on di-
mensionality and integrability, and also to obtain non-approximated information relating the
low lying part of the excitation spectrum. The procedure is based on positive semidefinite
operator properties and uses successively the following steps: a) transforms the Hamiltonian
in a positive semidefinite form Hˆ = Pˆ +Cg where Pˆ is a positive semidefinite operator and
Cg is a scalar, b) deduces the ground state |Ψg〉 by constructing the most general solution of
the equation Pˆ |Ψg〉 = 0. If this equation presents solutions, the corresponding ground state
energy becomes Eg = Cg. c) demonstrates the uniqueness of the solution, and d) analyzes
the physical properties of the deduced phase by calculating elevated ground state expec-
tation values. The procedure, in principle, can be applied always, not requiring a priory
information relating the ground state wave function or ground state energy.
Based on the presented method, in the high concentration region, a general conducting
polymer is analyzed, which represents a non-integrable system, has m = mp +me > 2 sites
per unit cell, where mp sites are included in a closed polygon, and me sites, representing
side groups, are placed outside of it. For the description a Hubbard type of model is used
such that different on-site Coulomb repulsion values are allowed at different type of sites
inside the unit cell, and the system not possesses bare flat bands. In this conditions, it is
rigorously demonstrated that a parameter space region (D) exists where the interactions
create an effective upper flat band.
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The deduced ground state wave function in D, in the present case, turns out to be a non-
saturated ferromagnet. The study of the emergence of the ordered phase demonstrates that
the transition is entirely driven by a huge decrease of the interaction energy, while in the
same time, the kinetic energy is quenched. The kinetic energy quench is the physical reason
which produces the effective flat band. This effect requires a given degree of complexity
for the chain, and disappears when the Hubbard repulsion becomes homogeneous. The
deduced ferromagnetic state i) appears in the presence of dispersive bare bands, but demands
an interaction created flat band, ii) requires different on-site Coulomb repulsion values on
different type of sites inside the unit cell, iii) leads to non-zero lower limits for the interaction
at the emergence of the ordered phase, consequently is completely different from the known
flat-band ferromagnetism.
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