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Abstract
Segmentation propagation is the problem of transferring the segmentation of an image to a neighboring image in a sequence. This problem is of particular importance to
materials science, where the accurate segmentation of a series of 2D serial-sectioned
images of multiple, contiguous 3D structures has important applications. Such structures may have prior-known shape, appearance, and/or topology among the underlying structures which can be considered to improve segmentation accuracy. For
example, some materials images may have structures with a specific shape or appearance in each serial section slice, which only changes minimally from slice to slice;
and some materials may exhibit specific topology which constrains their structure or
neighboring relations.
In this work, we develop a framework for materials image segmentation that segments a variety of materials image types by repeatedly propagating a 2D segmentation
from one slice to another, and we formulate each step of this propagation as an optimal labeling problem that can be efficiently solved using the graph-cut algorithm.
During this propagation, we propose novel strategies to enforce the shape, appearance, and topology of the segmented structures, as well as handling local topology
inconsistency. Most recent works on topology-constrained image segmentation focus
on binary segmentation, where the topology is often described by the connectivity
of both foreground and background. We develop a new multi-labeling approach to
enforce topology in multiple-label image segmentation. In this case, we not only
require each segment to be a connected region (intra-segment topology), but also
require specific adjacency relations between each pair of segments (inter-segment

v

topology). Finally, we integrate an interactive approach into the proposed framework
that improves the segmentation by allowing minimal and simplistic human annotations. We justify the effectiveness of the proposed framework by testing it on various
3D materials images, and we compare its performance against several existing image
segmentation methods.

vi

Contents
Dedication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

iii

Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

iv

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

v

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ix

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

x

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1

Segmentation Propagation . . . . . . . . . . . . . . . . . . . . . . . . . . .

4

Multi-Label Topology

. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5

Segmentation Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . .

9

Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

10

Research Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

14

. . . . . . . . . . . . . . . . . . . .

16

1.1

Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

16

1.2

Proposed Homomorphic Propagation Method . . . . . . . . . . . . .

18

1.3

Local Non-Homomorphism . . . . . . . . . . . . . . . . . . . . . . . .

23

1.4

Shape Preservation . . . . . . . . . . . . . . . . . . . . . . . . . . . .

26

1.5

Intensity Preservation

. . . . . . . . . . . . . . . . . . . . . . . . . .

28

1.6

Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

31

1.7

Limitations and Future Work . . . . . . . . . . . . . . . . . . . . . .

53

Chapter 1 Global Propagation

vii

Chapter 2 Topology-Preserving Propagation . . . . . . . . . . . .

55

2.1

Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

55

2.2

Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

59

Chapter 3 Interactive Materials Image Segmentation . . . . . .

71

3.1

Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

71

3.2

Annotation Repropagation . . . . . . . . . . . . . . . . . . . . . . . .

77

3.3

Parameter Estimation . . . . . . . . . . . . . . . . . . . . . . . . . .

78

3.4

Salient Region Detection . . . . . . . . . . . . . . . . . . . . . . . . .

81

3.5

Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

84

Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

90

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

92

viii

List of Tables
Table 1.1

Summary of datasets used in experiments . . . . . . . . . . . . . .

31

Table 1.2

Manually-constructed ground truth segmentation . . . . . . . . . .

31

Table 1.3

Methods and parameters used on each dataset . . . . . . . . . . .

31

Table 2.1

Dimensions and sampled resolution of the synthetic datasets

66

ix

. . .

List of Figures
Figure 0.1

Challenges in materials image segmentation . . . . . . . . . . . .

4

Figure 0.2

Examples of segmentation topology complexity . . . . . . . . . .

7

Figure 0.3

Topology examples . . . . . . . . . . . . . . . . . . . . . . . . . .

7

Figure 0.4

Ring structures in a material

. . . . . . . . . . . . . . . . . . . .

8

Figure 1.1

Example structure to illustrate the definition of A . . . . . . . . .

17

Figure 1.2

Definition of the unary term . . . . . . . . . . . . . . . . . . . . .

19

Figure 1.3

MRF formulation . . . . . . . . . . . . . . . . . . . . . . . . . . .

22

Figure 1.4

Consistency and inconsistency between slices . . . . . . . . . . . .

24

Figure 1.5

Non-homomorphism handling . . . . . . . . . . . . . . . . . . . .

26

Figure 1.6

Dendritic γ 0 precipitates in Rene88DT . . . . . . . . . . . . . . .

28

Figure 1.7

Grain structure of IN100 superalloy . . . . . . . . . . . . . . . . .

30

Figure 1.8

Martensite lath structure in steel . . . . . . . . . . . . . . . . . .

31

Figure 1.9

Sample slices from of each dataset . . . . . . . . . . . . . . . . . .

33

Figure 1.10 Seed point identification in Dataset 1 . . . . . . . . . . . . . . . .

37

Figure 1.11 Dilation parameter evaluation . . . . . . . . . . . . . . . . . . . .

39

Figure 1.12 Segmentation results on selected slice in Dataset 1 . . . . . . . . .

40

Figure 1.13 Quantitative results on Dataset 1 . . . . . . . . . . . . . . . . . .

41

Figure 1.14 Quantitative results on Dataset 2 . . . . . . . . . . . . . . . . . .

43

Figure 1.15 Challenges in Dataset 2 . . . . . . . . . . . . . . . . . . . . . . .

44

Figure 1.16 Qualitative results on Dataset 2 . . . . . . . . . . . . . . . . . . .

45

Figure 1.17 More qualitative results on Dataset 2 . . . . . . . . . . . . . . . .

45

Figure 1.18 Challenges in Dataset 3 . . . . . . . . . . . . . . . . . . . . . . .

46

x

Figure 1.19 Quantitative results on Dataset 3 . . . . . . . . . . . . . . . . . .

48

Figure 1.20 Qualitative results on Dataset 3 . . . . . . . . . . . . . . . . . . .

49

Figure 1.21 Quantitative results on Dataset 4 . . . . . . . . . . . . . . . . . .

50

Figure 1.22 Qualitative results on Dataset 4 . . . . . . . . . . . . . . . . . . .

52

Figure 1.23 Comparison of methods on Dataset 4 . . . . . . . . . . . . . . . .

53

Figure 1.24 Limitations of the proposed method . . . . . . . . . . . . . . . . .

54

Figure 2.1

Ring structure example . . . . . . . . . . . . . . . . . . . . . . . .

56

Figure 2.2

Degenerate ring structure cases . . . . . . . . . . . . . . . . . . .

57

Figure 2.3

Segment connectivity example . . . . . . . . . . . . . . . . . . . .

59

Figure 2.4

Updating segment boundaries . . . . . . . . . . . . . . . . . . . .

60

Figure 2.5

Sample non-ring local structures . . . . . . . . . . . . . . . . . . .

61

Figure 2.6

Quantitative performance comparison . . . . . . . . . . . . . . . .

63

Figure 2.7

Total energy throughout the minimization . . . . . . . . . . . . .

63

Figure 2.8

Qualitative results on the Ti-26S dataset . . . . . . . . . . . . . .

65

Figure 2.9

Synthetic volumes generated by DREAM3D . . . . . . . . . . . .

66

Figure 2.10 Noise model comparision . . . . . . . . . . . . . . . . . . . . . . .

68

Figure 2.11 Performance on the DREAM3D generated datasets . . . . . . . .

68

Figure 3.1

Segmentation propagation, highlighting types of topology changes

71

Figure 3.2

Selection of a spurious segment for removal . . . . . . . . . . . . .

74

Figure 3.3

Annotating the addition of a missing segment . . . . . . . . . . .

76

Figure 3.4

Alternate annotation shapes . . . . . . . . . . . . . . . . . . . . .

78

Figure 3.5

Annotation propagation for addition . . . . . . . . . . . . . . . .

79

Figure 3.6

Automatic parameter selection . . . . . . . . . . . . . . . . . . . .

81

Figure 3.7

Salient region detection pipeline . . . . . . . . . . . . . . . . . . .

82

Figure 3.8

Salient region detection qualitative result . . . . . . . . . . . . . .

83

Figure 3.9

Quantitative evaluation

85

. . . . . . . . . . . . . . . . . . . . . . .

xi

Figure 3.10 Performance comparison . . . . . . . . . . . . . . . . . . . . . . .

86

Figure 3.11 Qualitative results . . . . . . . . . . . . . . . . . . . . . . . . . .

87

Figure 3.12 Synthetic volume generated by DREAM3D . . . . . . . . . . . . .

88

Figure 3.13 Quantitative evaluation of synthetic dataset . . . . . . . . . . . .

89

xii

Introduction
Materials science is a wide and varied field of great importance to numerous civil
and military applications. Of particular interest to the materials field is the detailed
microscopic structures of a material [108, 86, 14, 85, 62, 5, 50]. Such structures
may be “grains” in a metal, cells in biomaterial, etc., and can be imaged optically,
tomographically, or with electron microscopy. The composition and relationships
(microstructure) among these structures are strong determinants of a material’s electrical, thermal, chemical, explosive, organic, diffusive, structural, and manufacturing
properties [84, 110], and thus rapid and accurate localization (i.e., segmentation) and
analysis of structures is of great benefit to a wide range of materials applications.
Modern materials analysis often involves procedures such as finite element modeling
to infer specific properties from a material’s structure [42]. While such analysis is
sometimes performed with simulated inputs [39], it is preferable to use a real 3D
volume made up of a sequence of 2D images, extracted tomographically [41] or via
serial-sectioning [125] for this purpose [115]. In this work, we focus on addressing the
problem of accurately segmenting the underlying structures of various 3D materials
science images.
With many desirable mechanical, electrical, thermal, chemical, and manufacturing
properties [84], metallic materials are specifically important. These aforementioned
properties are strongly dependent on the detailed microscopic structures of the material [108, 86, 14, 85, 62, 5, 50]. In particular, most metallic materials consist of a
large number of microscopic crystals, or “grains,” of random orientation with respect
to one another. The size and the shape of these crystals are among the strongest
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determinants of many material properties such as mechanical strength or fracture
resistance.
Furthermore, the area of biomaterials is also a wildly diverse, and important
field [8]. Biomaterials are typically made up of many varied cells, whose states determine different properties of the biomaterial [2], with application to vaccine development [59, 83], tissue reconstruction [46, 92, 81], stem cell development [102, 73], and
plant structure and vascular analysis [112, 113, 7, 126].
While some materials properties can be derived from a single image, it is common
to obtain multiple images from material volumes [45]. These images can be extracted
at varying angles or depths using a tomographic [41] approach. It is also possible,
however, to create a serial-sectioned volume by physically slicing a material and imaging it at increasingly varying depths [125], which is useful for materials that are not
amenable to wave-based tomographic approaches. Since tomographic sequences are
generally reconstructed using specialized algorithms [53] which aggregate the source
signal, we focus on serial-sectioned volumes, imaged in various ways (optically, using
electron microscopy, etc.), rather than tomographically reconstructed volumes.
Materials science image segmentation of serial-sectioned volumes is a highly challenging problem, for several reasons. First, many materials images are large and
high resolution, which increases demand for an efficient segmentation algorithm. Second, materials images usually contain various kinds noise, blurring and ambiguities,
as shown by the two etched [77] serial-section images of a titanium sample in Figure 0.1 (a) and (b), where some grain boundaries may be less distinct than other
boundaries (e.g., g1 ). In addition, some undesired scratches or other noise inside the
grains may exhibit high intensity similar to grain boundaries (e.g., g2 ). Such image
noise and ambiguity makes it difficult to accurately extract all the segment boundaries by edge detection [15, 64] or intensity thresholding [36, 96, 94]. Furthermore,
chemical processing, together with lighting changes during the microscopic imaging,
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often leads to inconsistent image intensity across slices. For example, grain g3 exhibits different intensities between the two slices shown in Figure 0.1 (a-b). This
makes it difficult to directly segment the entire image volume directly [9, 124, 72]
instead of segmenting the constituent slices independently. Different imaging types
can introduce distinct ambiguities as well. For example, the PSF of a confocal microscope can introduce z-axis blurring. Some materials have structures that are directly
adjacent to other structures (e.g., Figure 0.1 (a-b)) and preserving these adjacencies
is critical to a suitable segmentation, while others are made of structures that are
largely not adjacent to each other, e.g., Figure 0.1 (c), and capturing the gaps between structures, as shown in Figure 0.1 (d), is as important as identifying the exact
structure boundaries themselves. Unetched materials, as shown in Figure 0.1 (e), exhibit further challenges. Indistinct boundaries, and noise that is the same size and
appearance as salient structures, compound the ability of segmentation algorithms
to obtain good accuracy without human intervention. Often, a human segmenter
will manually examine a volume and choose only a subset of the visible structures
to segment, as shown in Figure 0.1 (f). Incorporating this prior knowledge, rather
than attempting to segment every possible structure (an oftentimes impossible task
for human or machine) is a difficult but important design characteristic for materials
segmentation algorithms. Complicating this further is the possibility of structures
exhibiting multiple phases as shown in Figure 0.1 (g), multiple modalities for each
image (e.g. images from various angles), various imaging types, and differing interand intra-slice resolutions, all of which make segmenting 3D materials volume a difficult, non-trivial challenge. Third, the segments of many material samples are highly
complex. For example, a small metal sample may consist of hundreds of grains with
different sizes and shapes, which must be accurately segmented in every slice. Fourth,
a typical way to address various image complications is to incorporate available domain knowledge on the shape, appearance and topology of the material segments.
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However, in practice, it can be a very challenging problem to model and incorporate
such prior knowledge, which is largely unexplored in materials segmentation. Finally,
given the variety of materials and materials imaging techniques, we may obtain large
variation among different materials images. One key challenge is to develop a generalizable approach that can be easily adapted to accurately segment different materials
images.
S2

S1
S3

S3
(a)

(c)

(d)

(b)

(e)

(f)

(g)

Figure 0.1: An illustration of the challenges in materials image segmentation. (a-b)
Two consecutive slices of a titanium material, where grain g1 and g2 exhibit indistinct boundary segments and undesired image noise respectively, and grain g3 exhibits
inconsistent intensity between these two slices. (c-d) 2D slice from a cotylendon biomaterial and its segmentation, where the space between cells is important to analyzing
the material properties. (e-f) 2D slice of a noisy steel material, and a martensite lath
structure of interest. (g) 2D slice of NanoEnergetic Epoxy, where two structures have
different phases that manifest as different intensity distributions.

Segmentation Propagation
In Chapter 1, we present a graph-cut based approach for materials image segmentation where we segment a sequence of images by repeatedly propagating a given
2D segmentation from one slice to another. Different from most existing tracking
4

methods, our propagation approach focuses on the ability to track a large number of segments through a 3D materials image. To do this propagation, we enforce
homomorphism during the propagation, i.e., identifying the same set of objects in
all propagated images. Additionally, we show how prior properties of the desirable
segments—namely shape, intensity, and non-homomorphism—can be incorporated
into this approach to segment different materials images, which illustrates the versatility and broad applicability of the proposed approach. We formulate this propagation approach as an optimal labeling that can be efficiently solved using the graph-cut
algorithm. To maintain general consistency across slices, we first run a homomorphic
“global” labeling to produce an initial segmentation on the new slice. We then run
a series of local operations to refine the segmentation by identifying and correcting
possible 2D topology inconsistencies, which allows the proposed method to handle
non-homomorphism.

Multi-Label Topology
Topology is among the most important priors for many applications. In medical
imaging [68, 109], different organs or tissues in the human body may show specific
contextual relations. In materials science [89, 16], polycrystalline materials are usually made up of numerous grains with specific adjacency relations. Enforcing topology
in image segmentation can substantially improve the segmentation accuracy and reliability [19, 28, 40, 60, 127, 49, 76, 120, 128, 75].
However, enforcing prior topology in image segmentation is a very challenging
problem because topology is not a simple local property. In particular, advanced
image segmentation models that can better handle large-scale images in real applications usually involve various boundary and region properties, and have complex cost
functions. Further enforcing a topology constraint may make it infeasible to find an
efficient algorithm to optimize the segmentation cost functions.
5

One of the most widely used image segmentation models is the Markov Random
Field (MRF)[55], where the cost function contains a unary term for each individual
pixel and a binary term for pixel pairs. In particular, many efficient algorithms, such
as graph cut, have been used to solve the MRF optimization problem and derive
an image segmentation. Enforcing topology in an MRF-based image segmentation
has attracted much attention in recent years [120, 127, 76, 19]. However, even the
state-of-the-art work has only focused on the simple case of foreground/background
(binary) segmentation, as shown in Figure 0.2 (a). In this special case, the topology
of such a segmentation is defined solely in terms of the connectivity of the foreground
and/or background segments. We refer to such topology as intra-segment topology.
In practice, however, most applications require the segmentation of multiple structures of interest. The goal of topology preservation in this general case is to obtain
multiple segments (> 2) such that each segment is a single connected region (intrasegment topology), and each pair of segments has pre-specified (non-)adjacency relations, i.e., inter-segment topology. Enforcing multi-segment topology in MRF-based
image segmentation is of substantially greater complexity compared with binary segmentation. Even without considering the segmentation topology, MRF-based multilabeling segmentation is NP-hard [118] and only locally-optimal solutions can be
obtained.
Our goal is to expand our method for global topology propagation to handle
topology-enforced multi-label segmentation within the MRF framework. This is very
different from the topology-enforced binary segmentation because, in a multi-label
segmentation, we not only require the connectivity of each segment (intra-segment
topology), but also require pre-specified adjacency relations between each pair of resulting segments (inter-segment topology), and as such is not a trivial extension from
an algorithmic perspective. Taking the Topology Cut algorithm [127] as an example,
which can be treated as a form of the α-β swap [1] approach, each step of α-β swap
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Figure 0.2:
Examples of segmentation topology complexity.
(a) Foreground/background segmentation, which has no inter-segment topology. (b) Simple inter-segment topology, showing few adjacency relationships among segments.
(c) Complex inter-segment topology, with many and varied adjacency relationships
between segments. (d) Example of a ring structure with segment 1 (red) as the ring
center, and its immediate neighbors (blue).
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⇒
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3
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Figure 0.3: Examples of topology types. (a) Inter-segment topology (adjacency
relations) preserved, but intra-segment topology (connectivity) not preserved due to
segments 1 and 3 becoming disjoint regions. (b) Intra-segment topology preserved,
but inter-segment topology not preserved due to segments 3 and 6 becoming adjacent,
and segments 2 and 5 becoming non-adjacent.
will select a pair of segments with different labels and a subset of pixels swap their
labels to minimize the MRF cost function. In a binary segmentation, only segment
connectivity need be enforced in the α-β swap since there are only two labels and
the resulting two segments are always adjacent. However, for more than two labels,
enforcing segment connectivity in each α-β swap is not sufficient, because such a swap
may change adjacency relations among other segments, as illustrated in Figure 0.3.
α-expansion, another widely used algorithm for multi-label segmentation, exhibits
the same problem.
In Chapter 2, we develop a new method for enforcing topology in multi-label
segmentation within the MRF framework. In practice, multi-segment topology may
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show different levels of complexity. In the most simple case, there is a single background segment, and all other segments neighbor this background segment, as shown
in Figure 0.2 (b). In the work discussed in Chapter 2, we focus on one of the most
complex multi-segment topologies, as shown in Figure 0.2 (c), where each segment
has multiple neighboring segments. An example in a real materials image is shown
in Figure 0.4.
To make this challenging problem tractable, we introduce one simplification. To
segment a target image, we assume a similar segmented template image is available
which both defines the topology of the segmentation that we wish to preserve, and
provides an initialization for the segmentation on the target. This simplification is
reasonable for a number of applications, including 3D volume segmentation by propagating a 2D segmentation slice-by-slice (the application discussed in Chapter 1), and
segmentation propagation from one image to another collected for stereo matching.

Figure 0.4: Selected grains as ring centers, with ring boundaries outlined in matching
colors. Notice that local ring structures may overlap, sharing grains.

To preserve the inter-segment topology, we independently consider each subset of
segments that form a ring structure, as illustrated in Figure 0.2 (d), which consists
of a center segment and its immediate neighbors. We map these ring structures to
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the target image by incorporating the underlying image information into the cost
function and conduct an MRF-based segmentation within each ring structure. By
encoding non-adjacency constraints in the binary term, we show that the adjacency
constraints are implicitly satisfied in a ring structure. To preserve the intra-segment
topology, we set the unary term at each pixel to be to either 0 or ∞, determined by the
spatial proximity to the segmentation boundaries in the template image. To evaluate
the performance of the proposed method, we apply it to segment 3D metallic image
volumes slice-by-slice for the underlying grain structures, and quantitatively compare
its performance to several existing state-of-the-art methods. Finally, we also apply
the proposed method to interactive segmentation and stereo matching applications.

Segmentation Interaction
Interactive segmentation is a rapidly-growing area of computer vision and has seen
heightened interest recently[56, 106]. While traditional segmentation seeks to identify
objects/structures within an image in a fully-automated fashion, interactive segmentation, similar to active learning [93], accomplishes the goal of image segmentation
while incorporating a sparse number of user interactions which are included as additional constraints or guidance in the segmentation model or algorithm. These interactions may take on different forms, and may include drawing a bounding box [87],
roughly outlining a boundary [70], or drawing brush strokes inside and/or outside the
object of interest [91, 116, 12, 119]. A desired property of an interactive segmentation
approach is that the user interaction be as convenient (i.e., low cognitive load) and
sparse (i.e., few in number) as possible, while simultaneously providing immediate
feedback to the user on every interaction.
In Chapter 3, we present an interactive segmentation approach to segment materials science image volumes. We show that our approach discussed in Chapter 1 can be
extended to allow for convenient interactive segmentation. We illustrate the perfor9

mance of the interactive approach by using it to segment a materials image volume
using a smaller number of interactions compared with general-purpose interactive
segmentation methods that do not incorporate materials-specific priors. Finally, we
develop three strategies that increase the effectiveness of the proposed interactive
segmentation tools, which include an annotation repropagation method, a parameter
estimation technique, and a salient region detection approach, which further reduce
the number of user-required interactions in the segmentation process.

Related Work
Many existing image segmentation methods have been—or have the potential to
be—used for segmenting 3D materials images. In general, they can grouped into two
classes: 3D methods that segment an entire volume directly, and 2D methods that
segment individual slices within the volume. After discussing these two related categories, we will review the literature relating to segmentation topology and interactive
segmentation.
3D methods are widely used for medical applications [57, 33, 30] and have seen
more recent use in materials science also [16]. These methods can be formulated as
large optimization problems [9], random walks [37], 3D extensions of methods that are
also used in 2D applications [4, 31, 122], clustering problems [16], or learning-based
approaches [114]. There are several issues when applying 3D methods for material
image segmentation. First, 3D segmentation algorithms are usually computationally
expensive given the large number of voxels in a high-resolution 3D material image.
Second, many 3D methods require consistency of image information, e.g., intensity, for
the same segment over the entire 3D volume. This may not hold for many materials
images, such as serial-sectioned microscopy images: a 3D segment may show different
intensity from one slice to another due to inconsistent imaging conditions. Third,
many 3D methods require uniform resolution (i.e., sampling rate) along all three
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axes. This may not hold for many materials images, where the resolution along the
serial-section direction is often much lower than the image resolution on each slice.
Finally, it is desirable to have some prior knowledge about the segments, which can
be in the form of a model, or an initialization that is interactively specified on selected
2D slices, and it is often difficult to specify and incorporate such prior knowledge into
a 3D segmentation method.
Because of these drawbacks, 2D methods are more applicable to the materials
science field due to the many unique challenges posed by materials images. A huge
variety of general 2D segmentation methods (some of which can also work in 3D)
are available, including watershed [69] and watershed cuts [26, 28] , region merging [74, 130], mean shift [21], level sets [61, 72], EM-based methods [17], statistical
methods [35], anisotropic diffusion [82], normalized cut [97], general graph cut [80, 34],
ratio regions [29], ratio cut [123], active contour [54], and many others. Overall,
2D methods are often designed to run faster, require less human interaction, and be
robust to noise compared to 3D methods, but do not often directly incorporate intraslice information. Thus, intra-slice ambiguities might be missed by such methods. To
address this problem, tracking based methods have been developed for segmenting a
sequence of 2D slices (or frames) by enforcing the segmentation consistency between
slices [99, 90, 129]. Such tracking methods strike a balance between 2D and 3D methods, keeping the performance advantages of 2D methods while still incorporating 3D
information between slices. However, most existing tracking methods are designed
to track a single object, or a small number of disjoint objects and it is nontrivial to
apply them to segment materials images which may contain hundreds of segments of
interest.
Some of these 2D methods have been applied to segment materials images specifically [20, 100]. Most prominent is the work of Comer et al. [23, 24] on the EM/MPM
algorithm, originating from [65] . Other methods that have been specifically used on
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materials images include graph cut [44], stabilized inverse diffusion equations [43],
Bayesian methods [22, 101], and the watershed [63] method. While each of these
methods achieves acceptable performance on a single slice or volume, there is no
guarantee of applicability for other types of materials images. Most often, materials images are opportunistically segmented by the simplest tools available, such as
thresholding [36, 96], or out-of-the-box methods such as watershed or normalized
cut. For some of these 2D segmentation methods, such as watershed, 2D topology
consistency can be imposed across slices to achieve more consistent image sequence
segmentation [18]. In Chapter 1, we conduct experiments to compare the performance
of the proposed method with the normalized cut and watershed methods.
There has also been important research progress on integrating prior models in segmentation methods, both 2D and 3D, which is of particular relevance to materials volumes, which contain structures of constrained size, shape, and composition. A selection of contour-grouping methods allow prior models of various sorts [32, 103, 104, 105]
to segment a limited number of salient objects. Graph-cut methods incorporating a
prior have been an important research topic in recent years as well [117, 4]. Unfortunately, work specifically incorporating priors relating to materials volumes has only
more recently risen to prominence [44].
Intra-segment topology (i.e., segment connectivity) has been incorporated into
MRF-based segmentation using graph-cut algorithms [120, 127, 76, 19] and level
sets [40]. More specifically, in [120] a DijkstraGC algorithm was developed to enforce
segment connectivity using interactively-specified points. In [76], a more general
approach was developed to optimize the MRF cost function using a series of LP
relaxations, with additional checks for segment connectivity. In [127], a Topology
Cut algorithm was developed to insure segment connectivity in a MRF. In [19], a
TopoCut algorithm achieves the desired intra-segment topology by modifying the
underlying MRF before applying the graph-cut algorithm to minimize the cost func-
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tion. This algorithm guarantees that the chosen connectivity property is preserved
without explicitly enforcing it in the cost minimization and without using any kind
of initialization. All these methods are formulated for binary segmentation with two
labels: foreground and background. As discussed before, these two segments are
always adjacent to each other and there is no explicit enforcement of inter-segment
topology.
Inter-segment topology involves more than two segments (labels). In [128], a
topology-preserving algorithm is designed to work with a small collection of semantic
segments which can encode spatial relationships between objects using a quadratic
programming approach on a conditional random field (CRF). In [28], Watershed Cut,
a variant of watershed, is proposed that better fits the segmentation to local regions
in an image by removing “destructible” points during a morphological operation.
In [49], image edges are identified without small gaps or other properties that may
result in topological inconsistencies, as determined by a learning algorithm. In [60],
a combination of region merging and an edge map is used to integrate a consistent
homolology measure to roughly enforce the “complexity” of the resulting segmentation using the Betti number β1 during the merging process. These works tend to
enforce a more general notion of topology and do not allow arbitrary (non-)adjacency
constraints to be specified, or only handle a very small number of segments for which
the topology is enforced.
Finally, regarding interactive segmentation, we note that materials science image
segmentation is a domain that has been unaddressed in interactive segmentation literature, where there are no existing techniques focusing solely on segmenting materials
images using an interactive approach. Other non-materials specific methods segment
the object of interest using a model learned from user interactions [12, 116, 87]. Other
approaches incorporate interaction into morphological operations (watershed) [106],
co-segmentation [6], or incorporate machine-learning to aid in the interactive pro-
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cess [111, 56]. These interactive methods have been applied to a number of domains,
including natural images [87], medical images [10], and neuroimages [107, 106].
Examining the landscape of related work around materials image segmentation,
it is very clear that the application of segmentation methods to 3D materials images
is still in its infancy. The prevailing strategy when encountering a new material
is to try off-the-shelf methods, extending them as necessary to produce reasonable
performance. This has resulted in a variety of strategies, each highly tuned to a single
dataset—and sometimes only a single slice from a dataset—with the expectation
that further human intervention will be required to obtain a usable segmentation.
No existing method has been thoroughly structured into a complete framework for
addressing multiple, yet general, materials imaging problems across varied datasets.

Research Contribution
In this paper, we present a graph-cut based approach for materials image segmentation where we segment a sequence of images by repeatedly propagating a given
2D segmentation from one slice to another. Different from most existing tracking
methods, we focus on the ability to segment a large number of segments through a
3D materials image. We show how topology inconsistency in the underlying image
can be handled using a local relabeling method to improve performance during a segmentation propagation. Additionally, we show how prior properties of the desirable
segments—namely shape, appearance, and topology—can be incorporated into this
approach to segment different materials images, which illustrates the flexibility and
broad applicability of the proposed approach. Furthermore, we extend this system to
incorporate strict topological preservation in a multi-label framework. We introduce
the notion of intra-segment topology and intersegment topology, and show how the
proposed method can be extended to strictly preserve these types of topology while
still propagating a large number of individual segments when propagating. Finally,
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we integrate an interactive segmentation approach that allows minimal and simplistic
human annotations which improve the underlying segmentation.
In summary, we
• Introduce a new multi-label propagation method to segment materials images
using a graph-cut approach
• Handle topology inconsistency of the underlying structures by describing a local
relabeling method
• Describe extensions for incorporating shape and appearance
• Define the notion of intra-segment topology and inter-segment topology, and
extend the proposed method to maintain both types of topology
• Incorporate interactive annotations that can further improve the performance
of the proposed method, along with three strategies to enhance this interactivity
The remainder of this paper is organized as follows: In Chapter 1, we describe the
proposed global approach in its baseline form, and illustrate how important properties
can be incorporated, including shape (Section 1.4) and appearance (Section 1.5).
We then show the performance of the proposed method in Section 3.5 compared
with competing methods. In Chapter 2, we extend the previous method to fully
enforce segmentation topology during the segmentation, and show that this extension
leads to better performance on datasets that have specific inter-segment topology.
Finally, in Chapter 3, we show how the proposed method can be used in an interactive
segmentation approach that further improves the segmentation performance.
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Chapter 1
Global Propagation
1.1

Method

Similar to the traditional segmentation problem [71], we define segmentation propagation, as the problem of transferring a segmentation from a segmented image U to
an unsegmented image V , subject to predefined constraints. Specifically, given an
image U and a segmentation S U of U such that S U is a partition of the pixels in U
into n segments
S U = {S1U , . . . , SnU }
where
U = S1U ∪ . . . ∪ SnU and S1U ∩ . . . ∩ SnU = ∅,
we wish to obtain a segmentation S V of an image V , which contains the same objects
as U , by propagating S U to V , yielding S V . Notice that image U may not be directly
required by this process, so S U may be considered an initialization or derived from
some other source or imaging modality.
The partition S may consist of many segments (i.e., |S| may be large) and, as
such, we further introduce the notion of adjacency between segments. We define A
to be the set of unordered pairs {Si , Sj }, indicating segment Si and Sj are neighbors.
A pair {Si , Sj } is a member of A iff there exists a pixel p ∈ Si and a pixel q ∈ Sj
such that p and q are 4-connected1 pixels. For brevity, we notate {p, q} ∈ Pn , where
Pn is the set of pixel pairs that are neighbors. An example is shown in Figure 1.1,
1

4-connected pixels are pixels whose x or y coordinate differs by no more than 1
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S4

p1

p2

S7
S2
Figure 1.1: Example structure to illustrate the definition of A.
where {S4 , S7 } ∈ A and {S7 , S2 } ∈ A, but {S4 , S2 } ∈
/ A. Specifically, {S4 , S7 } ∈ A
because pixel p1 ∈ S4 and p2 ∈ S7 , and {p, q} ∈ Pn .
In this work, we focus on the constraint that the mapping between the RAGs
(Region Adjacency Graphs) of S U and S V is a homomorphism. There are two important properties that arise from enforcing homomorphism between the RAGs of the
segmentations:
Property (1): SiU ∈ S U ⇔ SiV ∈ S V
/ AV
/ AU ⇔ {SiV , SjV } ∈
Property (2): {SiU , SjU } ∈
More descriptively, Property (1) requires that iff segments SiU ∈ S U then there is a
corresponding segment SiV ∈ S V , which results in all segments in S U having a nonempty matching segment in S V , and also implies |S U | = |S V |. Secondly, Property (2)
results in {SiU , SjU } ∈ AU iff {SiV , SjV } ∈ AV , meaning that adjacency relations among
the segments between S U and S V remain the same. These properties have important
application to materials image segmentation. Given the strictness of these properties, we approximate these properties in our formulation of segmentation propagation
described below.
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1.2

Proposed Homomorphic Propagation Method

Given this problem definition and the above homomorphic constraint, we seek to
derive a means to carry out such a propagation. We formulate a solution to this
problem as an energy minimization over the partitioning of pixels in V to find S V ,
given in the following form:
E(S V ) =

X

Θp (SiV ) +

p∈V

X

Φpq (SiV , SjV ).

(1.1)

{p,q}∈PnV

This energy includes a unary term Θp which describes a cost for assigning a particular
pixel p to a segment SiV , and a binary term Φpq which describes a cost for assigning
two neighboring pixels p and q (i.e., {p, q} ∈ Pn ) to two segments SiV and SjV .

Incorporating Region Adjacency
For this minimization formulation, we must define Θp and Φpq such that the aforementioned homomorphic constraint is integrated. For the unary term, we make an
assumption that all pairs SiU and SiV have some overlap, varying most significantly
around their boundaries. With this assumption we can formulate an approximation
of Θp (SiV ) that incorporates Property (1). Specifically, for every segment SiU , we
construct a bounding region S̃iV , which contains all p ∈ V that are within distance d
of any pixel in SiU . Using the bounding region S̃iV , we set Θp (SiV ) = 0 for all p ∈ S̃iV
and Θp (SiV ) = 0 for all p ∈
/ S̃iV . This bounding region stipulates the largest possible
region that SiV may occupy. Note that the binary term, which we discuss below,
provides additional information to localize SiV ⊆ S̃iV . The Θp term is defined by
Θp (SiV )

=






0,

distance(p, SiU ) < d





∞,

otherwise

(1.2)

An example of defining Θp is shown in Figure 1.2, where the costs for p1 , p2 , and p3
are shown for various assignments of S1V , S2V , and S3V . We additionally require
(∃p ∈ SiV ) | Θp (SiV ) = 0 ∧ Θp (SjV ) = ∞, j 6= i
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which results in, at minimum, one p ∈ SiV being given zero cost while having ∞ costs
for all other SjV , j 6= i. We call this a seed point, and it is used to insure that no region
may disappear entirely (fully enforcing Property (1)), which could otherwise occur
if a small region SiU falls completely within one or more S̃jV regions. In this paper,
we select a constant distance parameter d, estimated from properties of the materials
we segment, for each of our experiments. It is possible to select d based on other
estimates, or a prior, but we found that the optimization allows for overestimates of
d without overly adverse effects, as discussed later in Section 1.6. We also place seed
pixels at the center of each S̃jV .
~V
S2
S U1

p1
~
S V1

S U2

p2

~
S V2

p3

~V
S1

~
S V3

S U3
~V
S3

U

(a)

V

(b)

Θ
p1
p2
p3

S1V
0
0
0

S2V
∞
0
0

S3V
∞
∞
0

(c)

Figure 1.2: An illustration of defining the unary term in the proposed approach.
(a) Three adjacent SiU and associated S̃iV . (b) Three pixels which fall within various
S̃iV . Specifically, p1 , p2 , and p3 , fall within one, two, and three bounding regions,
respectively. (c) Unary term Θ defined for pixels p1 , p2 and p3 in (b).
Similarly, we define the binary term Φpq to insure that AV is consistent with AU ,
modeling an approximation of Property (2); in particular, we model a weaker form:
Property (2b): {SiU , SjU } ∈
/ AU ⇒ {SiV , SjV } ∈
/ AV
where we solve only a single direction (⇒) of Property (2), which still disallows
nonadjacent segments in S U from becoming adjacent in S V but does allow adjacent
segments in S U to become nonadjacent S V . Because the unary term provides only
a narrow band of d width in which boundaries may move, we find that this weaker
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form provides similar robustness in practice. Given this, we set

Φpq (SiV , SjV ) =

















0,

i=j

∞,

{SiU , SjU } ∈
/ AU

(1.3)

g(p, q), {SiU , SjU } ∈ AU

which introduces 0 cost for pixels assigned to the same segment, an ∞ cost for pixels
assigned to segments that are not adjacent in S U , and a cost functional g for pixels
that are assigned to segments that are adjacent in S U . Function g represents a
probability that pixels p and q are along an image border, based on the intensities
of p and q. As an example, if S U is the segmentation shown in Figure 1.1, then Φpq
would produce the following values for arbitrary pixels p, q such that {p, q} ∈ Pn :
Φpq (S4V , S4V ) = 0
Φpq (S4V , S2V ) = ∞
Φpq (S4V , S7V ) = g(p, q)
For our method, we deal with two general types of images. The first, which we
call edge images, show a higher intensity at the pixels along the boundaries of a
segment than the pixels within each segment, which is achieved by by etching the
metallic surface with an acid that attacks the grain boundaries preferentially [77, 3].
The second type, which we call intensity images, have segment boundary likeliness
determined by the magnitude of the intensity gradient. For intensity images with
pixels in the range [0, 255], we define g as


g(p, q) = exp −β (V (p) − V (q))2



(1.4)

where V (p) is the intensity value of p in V , and we directly use the intensity values
from the image itself as their likelihood to be on a segment boundary. For edge
images, we define g as




g(p, q) = exp −β max(V (p), V (q))2 .
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(1.5)

−1

In both, we use β = (2 h(V (p) − V (q))2 i)

which is the expectation over all the slices

in the volume [12].

Optimization Algorithm
In [38], it is shown that finding a global minimum of Equation (1.1) can be solved
in polynomial time if there are only two segments (i.e., |S| = 2). However, [118, 11]
proved that finding a general segmentation (often called a labeling) with |S| > 2
is an NP-hard problem, but a locally-optimal segmentation can be efficiently found
with the α-β swap or α-expansion approaches, which use iterative applications of
the min-cut max-flow algorithm [1] in a Markov Random Field (MRF)[55], run for
each segment or pair of segments. We use the α-β swap approach, which produces
a locally-optimal segmentation by finding an optimal assignment for each pair of
segments. As discussed below, we use this approach because our application can use
a constrained α-β swap, making it as efficient as α-expansion. We illustrate the graph
formulation for a single pair, S1 and S2 , below.
The graph formulation is shown in Figure 1.3, where nodes are constructed for
each pixel (p-nodes) and for each segment (S-nodes). The binary terms are encoded
into the edge weights between adjacent p-nodes, and the unary term is encoded in the
edge weight from each p-node to both S-nodes. The α-β swap approach selects a pair
of segments SiV , SjV ∈ S V and creates the above graph for pixels in SiV ∪SjV and two Snodes for the two considered segments. Running the min-cut max-flow algorithm on
this graph has been shown to determine the optimal assignment of pixels between SiV
and SjV satisfying Equation (1.1). It does so by reducing the problem of segmenting
a set of pixels to the problem of partitioning a graph into two disjoint subgraphs by
removing edges with minimum total edge weight. These subgraphs represent a new,
optimal grouping of SiV and SjV . In the α-β swap approach, this process is repeated
sequentially for each pair of segments in S V to find a locally-optimal segmentation
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S1
Θp(S1)
p1,3

Φpq(S1,S2)

p2,3

p3,3

Φpq(S2,S1)
p1,2

p1,1

p2,2

p2,1

p3,2

p3,1

Θp(S2)
S2
Figure 1.3: Graph formulation of the unary and binary terms for the min-cut maxflow algorithm for a pair of segments S1 and S2 .
satisfying Equation (1.1).
By observation of Property (2) and the above definition of Equation (1.3), moving
any pixel between SiV and SjV where {SiU , SjU } ∈
/ AU will clearly result in an ∞
penalty by Equation (1.3). Thus, we introduce a constrained α-β swap approach by
only performing a swap (i.e., creating an MRF and updating the segments) between
pairs of partitions whose analog partitions in S U are in A, i.e., {SiU , SjU } ∈ AU . Using
S U as an initialization allows our constrained α-β swap to arrive at exactly the same
local minimum as the unconstrained α-β swap.
As a final note, we define topology only among different segments, not within a
single segment itself (connectivity) [127], and the graph-cut method which minimizes
Equation (1.1) cannot guarantee the connectivity of the individual segments. For
the proposed method, the segmentation boundary is restricted to a narrow dilated
band between segments with zero cost for the overlapping dilated regions. Thus the
proposed method, when using such zero-cost dilated regions, will not obtain discon22

nected segments. When the Θ term is defined differently, such as Equation (1.8) later
discussed in Section 1.5, we simply merge any resulting disconnected fragments into
their containing segment. This completes the definition of a topologically-constrained
graph cut-based segmentation propagation algorithm, which we will use and extend
in the following sections, where we show how the proposed approach can be extended
to incorporate important prior knowledge and properties that are relevant to 3D
materials images.

1.3

Local Non-Homomorphism

The general approach proposed in Section 1.2, which we call the global method for the
remainder of this work, enforces RAG homomorphism between slice segmentations
when propagating from one slice to another. It is sufficient when the segments in
the two slices have exactly the same adjacency relations, such as slices U1 and U2 in
Figure 1.4. However, local non-homomorphism may occur between two slices when
a new segment appears or an existing segment disappears when moving from slice
Uk to Uk+1 , as illustrated in Figure 1.4, moving from U2 to U3 and from U3 to U4 ,
respectively.
We introduce a local relabeling strategy that can be run after the global method
to identify local areas where local non-homomorphism (i.e., segment appearance or
disappearance) may occur, and then rerun the energy minimization in these local
areas to update the segmentation, accommodating possible non-homomorphism inconsistencies.
The local non-homomorphism strategy is summarized in Algorithm 1, which takes
as input the global method results from Section 1.2. The first loop on line 3 accommodates the possible disappearance of an existing segment in Uk+1 and the second
loop on line 10 accommodates the possible appearance of a new segment in Uk+1 . The
mechanisms for identifying candidate local regions (line 2 and line 9) and identifying
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g3

S2
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S1

U1

S3

U3

S2

S1

S3

S2

S2

U1

U2

U3

U4
U4

U2

Figure 1.4: 2D structure consistency (U1 ↔ U2 ) and non-homomorphism (U2 ↔ U3
and U3 ↔ U4 ) across slices.
Algorithm 1 Algorithm for handling local non-homomorphism.
1: function Non-Homomorphic(G)
2:
RD ← DisappearanceCandidates(G)
3:
for each r ∈ RD do
4:
Θp , Φpq ← defined as described in Section 1.2
5:
Remove ∞ penalty from Φpq
6:
Gr ← graph cut on local region r
7:
if Verify(Gr ) then
8:
Update G with segments Gr
9:

16:

RA ← AppearanceCandidates(G)
for each r ∈ RA do
s ← LocateSeed
Redefine Θp , Φpq by creating a new segment at s
Remove ∞ penalty from Φpq
Gr ← graph cut on local region r
if Verify(Gr ) then
Update G with segments Gr

17:

return updated G

10:
11:
12:
13:
14:
15:

seeds for a new segment (line 11) will vary for different materials images. An example
definition is given in our experiments in Section 1.6.

24

In line 5 and line 13, we remove the ∞ penalty from Φpq by setting
Φpq (SiV , SjV ) =






0,





g(p, q), otherwise

i=j

(1.6)

This allows all segments to be adjacent to each other without penalty in a local
region r which might have prevented the disappearance of an existing segment, and
allow the appearance of a new segment. The verification steps (line 7 and line 15)
further verify the local non-homomorphism by using various image information and/or
other structural knowledge; an example verification strategy will be discussed in our
experiments in Section 1.6.
On line 12, we redefine the unary term such that Θp = 0 when the seed pixels
are given the new segment, and Θp = ∞ when given any other segment. For other
pixels, we define Θp to assign each possible segment by following a similar strategy
as described in Section 1.2: Θp = 0 when we are confident that a pixel must have a
specific segment and Θp = ∞ when we are confident that a pixel should not have a
specific segment. The binary term can be defined by following a similar strategy as
described in Section 1.2, but with the ∞ penalty removed (line 13). In this manner,
the local non-homomorphism strategy will enforce the addition of new segments at
seed pixels and the verification step (line 15) will finally determine whether we keep
such new segments or not.
An example of the local non-homomorphism strategy used on a real material is
shown in Figure 1.5, which illustrates both segment disappearance and appearance.
The middle column is the global method, and shows example seed points (green
dots) for possible segment appearance, which also show an associated segmentation
(yellow dashed line) generated by the local graph cut. The verification step will only
select segmentations that correspond to correct non-homomorphism, as shown in the
last column of Figure 1.5, where the proposed strategy is able to remove erroneous
segments, and introduce segmentations of segments that appear in the new slice Uk+1 .
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S2
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S2

Uk+1

(a)

(b)
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S3

Uk+1
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S3
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Figure 1.5: Illustration of non-homomorphism. (a,d) Segmentation Uk to be propagated to the neighboring Uk+1 slice. (b,e) The homomorphic method result
where non-homomorphisms are not handled. Seed points (green dots) and associated segmentations (yellow dashed lines) show how the proposed non-homomorphic
strategy identifies and attempts to handle segment appearance. (c,f) The nonhomomorphisms handled by the proposed method, where the proper segmentation
was selected by the Verify function and erroneous segments are removed.

1.4

Shape Preservation

For some materials structures, the general shape of segments may be distinct and
complex, such as the example shown in Figure 1.6 (a). The dilation strategy presented
in Section 1.2 is unable to capture the small details of the structure’s shape, as shown
in Figure 1.6 (c) which is missing large portions of the boundary thereby reducing the
quality of the segmentation and subsequent analysis of the material. Knowing that,
often, the intra-slice resolution is high enough to have a number of slices containing
the same segment, successive slices of the same structure usually exhibit consistent
shapes [131], at least through several sections. In this section, we propose a strategy
to preserve the 2D shape of selected segments when propagating a segmentation from
Uk to Uk+1 .
Specifically, we perform a skeletonization [58] in Uk for each segment for which
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we desire shape consistency. An example is shown as shown in Figure 1.6 (b), where
the skeletonization is performed for both the foreground segment (in red) and background (in blue). Note that only a single foreground and background are shown for
illustrative purposes here. In the general case with multiple foreground objects (as
in the experiment in Section 1.6), skeletons are extracted for each foreground object
and the background object. In slice Uk+1 , we enforce the desired segment of these
skeleton pixels to be the same as their segments in Uk , e.g., red pixels have a desired
segment of foreground segment and blue pixels have a desired segment of background.
In practice, we may morphologically erode the skeletons constructed in Uk slightly
when propagating them to Uk+1 to account for changes of the segment’s size. For
a skeleton pixel p with a desired segment SlV , we further update its unary term in
Equation (1.1) by a Dirac delta function
Θp (SiV ) =






0,





∞, otherwise

i=l

.

(1.7)

With this updated unary term, we run the graph cut algorithm to segment all the
remaining pixels in Uk+1 and obtain a segmentation of Uk+1 that preserves the shape
of the segments of interest. Note that many materials contain multiple segments and
this shape-preserving strategy can be applied to all the segments, or a selected subset
of segments, according to the requirements of different applications. If we do not
want to preserve the shape of a certain segment, we simply use the dilation strategy
in Section 1.2 for this segment and do not update the Θp values of its skeleton pixels.
Figure 1.6 shows a comparison between our baseline approach using the unary term
as in Section 1.2 vs. the method outlined in this section to propagate a manually
created segmentation in Uk to a new slice Uk+1 .
Since the incorporation of shape is a modification of the existing unary term,
it can be easily implemented after the unary term from Section 1.2 is computed.
Furthermore, the skeletonization can be computed very quickly for all the segments
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(a)

(b)

(c)

(d)

Figure 1.6: Dendritic γ 0 precipitates in Rene88DT. (a) Segmentation of slice Uk ,
created manually. (b) Skeletonizaton of the segmented segments in slice Uk (morphologically eroded slightly), showing the shape of the foreground segment (red) and
background (blue). (c) Segmentation results on slice Uk+1 using the global method
in Section 1.2. (d) Segmentation result on slice Uk+1 by incorporating the proposed
shape-preservation strategy.
in a materials slice, and is viable for use on all of the (sometimes hundreds of) segments
within a material, in combination with any of the other techniques discussed in this
paper.

1.5

Intensity Preservation

For some materials images, the intensity within a segment can be another important
property which may be desirable to preserve when propagating a segmentation. As
shown in Figure 1.7, a segment might undergo changes in size or shape from one
slice to the next while retaining a consistent intensity, separating it from surrounding
segments or background, excepting image noise. Note that while the binary term
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Φpq discussed in Section 1.2 does incorporate pairwise intensity difference between
neighboring pixels to determine whether they are likely to have the same segment or
different segments, it does not capture the overall intensity of a specific segment. In
this section, we propose a strategy to incorporate this intensity as a prior by updating
the unary term Θp in Equation (1.1) when propagating a segmentation. It can be
easily extended to preserve other intensity features, such as color or texture.
Our key observation is that the overall intensity of many segments can be modeled as a simple Gaussian distribution N (µ, σ 2 ) to account for image noise. By
computing such a Gaussian for every segment in Uk , we can determine the probability P (V (p)|µ, σ 2 ) of a pixel p in slice Uk+1 to be assigned a specific segment. For each
segment SiUk from slice Uk and corresponding Gaussian N (µi , σi2 ), the unary term Θp
can be defined by evaluating all the pixels in slice Uk+1 against this distribution by
using a negative log likelihood function
Θp (SiV ) = − ln[P (V (p)|µi , σi2 )].

(1.8)

In practice, we limit this likelihood to the same dilated region to better enforce
spatial coherence between slices. Figure 1.7 shows a comparison between our baseline
approach using the unary term as in Section 1.2 vs. the method outlined in this section
to propagate a manually created segmentation in Uk to a new slice Uk+1 .
Similar to the shape-preservation strategy discussed in the previous section, it is
possible, and fast, to apply the intensity-preservation strategy on all of the many
segments or a selected subset of them in a slice. In addition, the proposed intensity preservation strategy does not require that the intensity of a segment remain
consistent over all the slices where this segment is present. It only requires intensity consistency (including slow intensity changes) between neighboring slices; the
intensity of a segment may change substantially after propagating a number of slices.
Furthermore, it is easy to combine the shape preservation strategy described in
Section 1.4 and the intensity preservation strategy described in this section, by up29

(a)

(b)

(c)

(d)

Figure 1.7: Grain structure of IN100 superalloy [39]. Image courtesy of Mike Groeber,
AFRL. (a) Segmentation of slice Uk , created manually. (b) Segmentation result on
slice Uk+1 using the global method in Section 1.2. (c) Segmentation result on slice
Uk+1 using segment intensity preservation between Uk and Uk+1 . (d) Zoomed view
of upper-right corner of (c).
dating the unary term as described in Section 1.4 and as described in this section.
A sample result is shown in Figure 1.8 where the propagation from Section 1.2 is
augmented with both the shape preservation strategy and the intensity preservation
strategy. In addition, these two strategies can also be easily combined with the local relabeling strategy described in Section 2.1 by applying them in identified local
regions instead of the entire image.
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(a)

(b)

Figure 1.8: Martensite lath structure in steel. (a) Rough segmentation of slice Uk created manually. (b) Segmentation result on slice Uk+1 using both shape preservation
and intensity preservation strategies.
Table 1.1: Summary of datasets used in experiments, detailing the number of slices,
image size, number of segments (n), type of material, and segmentation time.
#
1
2
3
4

Name Slices
Slice Size
Ti-26 [89]
11
Steel [88]
11
Cotyledon [126]
38
Epoxy [52]
12

n
750 × 525
1600 × 1200
1024 × 1024
1288 × 957

Type
∼120
∼7
∼700
∼160

Time
Metal
Metal
Bio
Polymer

15 min
< 1 min
40 min
10 min

Table 1.2: Overview of manually-constructed ground truth segmentation, showing the
time needed for a human to segment each slice, the width  of the boundaries (varies
due to resolution) before they are thinned, and the average local non-homomorphism
N H for each dataset.
#
1
2
3
4

1.6

Name
Ti-26
Steel
Cotyledon
Epoxy

Manual Seg. Time
17 minutes / slice
5 minutes / slice
40 minutes / slice
28 minutes / slice


3px
3px
2px
2px

NH
0.053
0
0.0095
0.0914

Experiments

In this section, we use four 3D materials images to evaluate the performance and
illustrate the versatility of the proposed method. Each consists of a sequence of 2D
Table 1.3: Summary of methods and parameters used on each dataset.
# Dataset
Methods
1 Ti-26
Sec. 1.2, 2.1
2 Steel
Sec. 1.2, 1.4
3 Cotyledon Sec. 1.2
4 Epoxy
Sec. 1.2, 1.5
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Φpq
Eq.
Eq.
Eq.
Eq.

Dilation
(1.3), (1.5) d=20px
(1.3), (1.4) d=10px
(1.12)
d=10px
(1.3), (1.4) d=15px

image slices and has different sizes, imaging modalities, properties, and varying levels
of homomorphism, as summarized in Table 1.1. Samples are shown in Figure 1.9.
Specifically, to measure the local non-homomorphism of a sample, as shown by N H
in Table 1.2, we find
NH =

X |AUk ∩ AUk+1 |
1 n−1
n−1 k=1 |AUk ∪ AUk+1 |

which is the average of the Jaccard similarity coefficient of the adjacency sets over
all neighboring pairs of slices. Thus this measure shows how applicable the proposed
method will be without the extensions proposed in Section 2.1. For all datasets,
when running the proposed method, we start with a ground-truth segmentation on
a single initial slice, propagating it to segment the neighboring slice(s). We then
propagate the segmentations on the neighboring slice(s) to segment their neighboring
slices. This process is repeated until all the slices are segmented.

Evaluation Metric
For performance evaluation, we have manual ground-truth segmentations of all slices,
as summarized in Table 1.2, provided by materials scientists and/or constructed by
trained image processing experts. It is important to note that materials segmentation
often has very stringent requirements such that any missed or erroneous boundaries
must be manually corrected. Thus, methods that reduce this error greatly reduce the
need for manual intervention when doing modeling or analysis.
We evaluate a segmentation result by computing the coincidence between the detected boundaries and the ground truth segment boundaries. Specifically, we erode
all boundaries (ground truth and evaluated boundaries) to a single pixel in width,
counting true positives among the evaluated boundary pixels that are within a fixed
distance of the ground truth, and treat all other pixels as false positives. Similarly,
ground truth boundary pixels that are not within the same distance of the evaluated boundary pixels are taken as false positives. We use the associated unthinned
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(a) Dataset 1

(b) Dataset 2

(c) Dataset 3

(d) Dataset 4

Figure 1.9: Cropped samples of a single slice from of each dataset. (a) β-Ti grains
in Ti-21S [89], courtesy of Dave Rowenhorst, NRL. (b) Martensite lath structure in
steel [88], also courtesy of Dave Rowenhorst, NRL. (c) Cotyledon plant embryo [126]
provided by JC Palauqui, INRA. (d) NanoEnergetic Epoxy [52], obtained from [47].
boundary width for the evaluated dataset, shown by  in Table 1.2, as this evaluation
distance. Doing so makes this measurement independent of resolution.
For efficiency, a distance transform is pre-computed for both the ground truth
edge pixels and the evaluated edge pixels to speed up the distance calculation. With
these measures, we then calculate the precision and recall [78] on all propagated slices
(excluding the initial slice). We also calculate a summary F-measure that integrates
the precision and recall using the harmonic mean [66]. The x-axis for all figures shows
the slice number.
With these measures, we then calculate the precision and recall, using the well-
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known formulas [78],
Precision =
Recall =

True Positives
True Positives + False Positives

True Positives
True Positives + False Negatives

(1.9)
(1.10)

on all propagated slices. We also calculate a summary F-measure, using
F=2·

Precision · Recall
Precision + Recall

(1.11)

that integrates the precision and recall using the harmonic mean [66].
For every dataset using proposed methods, we try every possible selection of initial slice to show the robustness of the proposed method. We then aggregate the
performance resulting from different initial slices by finding an average and standard
deviation for each slice and show an average and error bars in figures for experiments
that are performed in this manner. The methods and parameters used for the proposed method are summarized in Table 1.3. For comparison methods that are not
based on propagation (i.e., treat every image individually without an initial slice), we
simply show the raw performance without error bars. In no way is the ground truth
included in the performance scores for any of the methods directly.
We additionally introduce another measure to help verify that a segmentation is
indeed reflective of a good segmentation for materials imaging purposes: the difference
in number of segments, which we call the cardinality difference. Specifically, we measure R = |G| − |S| where |G| is the number of distinct segments in the ground truth,
and |S| is the number of segments in the evaluated segmentation. Thus, positive
values indicate undersegmentation, while negative values indicates oversegmentation.
We conducted all our experiments on a single core of a 2GHz Linux workstation
with 8GB of memory. The methods are implemented in a combination of C/C++
using the OpenCV [13] library, and Python using the SciPy [51] and NumPy libraries. No single propagation requires more than 40 minutes to complete with any
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of the methods discussed in this paper. Specific runtimes are shown in Table 1.1.
The proposed framework, particularly when identifying local non-homomorphism as
discussed in Section 2.1, can benefit from a parallelized implementation.

Comparison Methods
To justify the proposed method, we compare its performance to three widely used
2D image segmentation methods: watershed, normalized cut, and thresholding (on
Dataset 4 only). More specifically, we use a MATLAB [67] implementation of the
watershed method [121] based on [69], and the normalized cut method [98], using a
linear-time multiscale implementation based on [27]. For the thresholding method,
we use Otsu’s method [79] to determine the threshold. While these methods are
developed to segment each 2D slice independently, we further extend the watershed
method to propagate a segmentation from one slice to another for an apples-to-apples
comparison with the proposed method.
For general-purpose materials image segmentation, there is no systematic study
to show which method is the state-of-the-art. The comparison methods were selected
because: (1) all are widely-used, (2) watershed has been shown to be particularly
suitable for segmenting grain or cell-like structures, and can be adapted to consider
3D structure continuity between slices which we find to be particularly beneficial to
3D materials image segmentation, and (3) normalized cut is representative of a global
image segmentation, which has attracted more attention in recent years.
For the watershed extension, which we call propagated watershed, markers for each
non-background segment are identified and propagated to a new slice to enforce consistency between slices [18], starting from the same initial slice used in the proposed
method. When propagating from S U to V to obtain S V , we erode each segment SiU
by the same d value (used by the proposed method for dilation) and take this as the
marker for the propagated watershed method. This actually restricts the segmenta35

tion boundary resulting from the propagated watershed method to be fully located
within the same dilation region as in the proposed method. For small segments, such
erosion may completely remove them. In this case, we either take the segment’s center as a single-pixel marker, or omit the marker for this segment entirely. For each
dataset we try both strategies, and report the better performance for propagated
watershed. In addition, we tested 50 different minima suppression levels, selecting
the best for each individual dataset.
The normalized cut method requires the number of segments as input, so we
provide the exact number of segments from the ground truth for each slice. Due to
this, the cardinality difference (see Section 1.6) for normalized cut is always near zero.
For edge-based images, we modify the normalized method accordingly.
Due to the limitations of the normalized cut implementation, we scale down highresolution slices before applying the normalized cut algorithm, and then scale the
resulting segmentation back to the high resolution (using nearest-neighbor approximation) before evaluation. Because of this, normalized cut’s qualitative results may
exhibit small “blocky” errors along the boundaries.
For all the comparison methods, we compute the same precision, recall and Fmeasure scores. For the propagated watershed method we evaluate it in the same
manner as the proposed method by trying different initial slices and computing an
average and standard deviation of the performance at each slice over different initial
slices. Since the remaining comparison methods segment each slice independently and
are not dependent on the selection of an initial slice, each slice has only a performance
score, without a standard deviation.

Dataset 1: β-Ti grains in Ti-21S
In our experiments, we use a sequence of 11 microscopic titanium images to show the
importance of incorporating local non-homomorphism as discussed in Section 2.1. As
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S4
R
s1

S1

P

s2

S1
S2
S2

s3

S3

S3

S5

(a) Triple Junction

(b) Small grain

Figure 1.10: Illustration of seed point identification in Dataset 1. Seed points for
each grain are shown as si , . . . , sn . (a) Seed points s1 , s2 , s3 around triple junction P
at distance R. (b) Disappearance candidate S2 that will disappear after applying the
proposed local non-homomorphic strategy because S2 is located within the union of
the dilated regions of its neighboring segments. The dilated region of each neighboring
segment is enclosed by a dashed curve of the same color as its segment label.
edge images, each Ti-21S slice has a resolution of 750 × 525, and consists of ∼ 120
β-Ti grains, which are the segments of interest, as shown in Figure 1.9 (a). These
grains are all adjacent, meaning that there is no notion of a “background” in this
material. The dilation size is set to 20 pixels for constructing the unary term in the
homomorphic method.
Since this dataset may have local non-homomorphism, and all associated objects
are adjacent to each other, we use the strategy presented in Section 2.1. Thus, we must
define several functions: DisappearanceCandidates(G), AppearanceCandidates(G),
LocateSeed, and Verify(Gr ). For this material, we identify each segment (resulting from the global method) that is less than 200px in size as a candidate segment for
disappearance. In DisappearanceCandidates(G), we take each such segment,
combined with all its adjacent segments, as a local candidate region. For example, considering segment S2 , we construct the local candidate region consisting of
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S1 ∪ . . . ∪ S5 as shown in Figure 1.10 (b). For AppearanceCandidates(G), we
consider the possible appearance of a new segment at each triple junctionTherefore,
the local candidate region is made up of the segments around each triple junction, as
shown by the regions surrounded by dashed curves in Figure 1.10 (a).
For segment appearance, we must additionally define LocateSeed such that
we can identify where segments may emerge in the new slice Uk+1 . Around triple
junctions, we select seeds at a fixed radius R (30px for this material) from the center
of each triple junction, as illustrated in Figure 1.10 (a). Finally, for Verify(Gr ), we
check each segment introduced in the local non-homomorphism strategy, keeping this
segment if more than 66% of this new segment’s boundary has an intensity that is
higher than

|Uk+1 |
X
3
pi ,
2|Uk+1 | i=1

which is 32 × the average intensity of all the pixels in slice Uk+1 . This makes Verify
adaptive to the overall brightness of a considered slice. For the case of segment disappearance, if an existing segment disappears in the local non-homomorphic strategy,
Verify keeps this segmentation.
For this dataset, we conduct three additional experiments to better illustrate our
method’s contribution. First, we show the effect of different values of d with an
experiment in Figure 1.11 where the evaluated performance of the proposed method,
across multiple slices, becomes roughly uniform once the value of d is large enough
to accommodate the variation from one slice to the next.
Second, we conduct another experiment that uses an adaptive selection of d.
Specifically, this is done by finding a corresponding segment S̃iV from the watershed
segmentation result for each SiU and using the size change to estimate the value
of d for each SiU . The performance of this method (“Proposed w/ Adaptive d”) is
roughly comparable to the fixed-d experiment (“Proposed w/ Fixed d”), as shown in
Figure 1.13.
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Figure 1.11: Segmentation performance on the 11 slices in Dataset 1 using different
values for the dilation paramter d. The ground truth for slice 6 is used as the initial
segmentation S U for each run.
Finally, we conduct an experiment to show the necessity of considering homomorphism in materials segmentation. Instead of using explicit homomorphic and nonhomomorphic methods, we conduct a single round of energy minimization, where
the ∞ penalty in Equation (1.3) is removed to allow structures to disappear, and a
dummy segment is introduced in the same dilated region used by the homomorphic
method to capture possible appearing structures. From our experimental results, we
also slightly penalize non-dummy segments in the Θp term to obtain better performance. If the resulting dummy segment contains multiple, disjoint regions, we take
each of these disjoint regions as individual segments for further propagation. After
trying many non-dummy segment penalties for Θp , we include the best possible performance of this dummy segment-based method (“Dummy Segment”) in Figure 1.13.
We can see that this dummy segment-based method does not perform as well as the
proposed method. The major reason is that between neighboring slices, the topol-

39

+3

+4

+6

+8

Normalized Cut

Ground
Truth

Edge−based

Baseline Propagated
Watershed Watershed
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Figure 1.12: Zoomed view of segmentation results on selected slices using the proposed method, propagated watershed, and edge-based normalized cut, along with the
ground truth on Dataset 1. Each column shows a slice of different distance from the
initial slice.
ogy is largely homomorphic, with only some small, local non-homomorphism. The
proposed method considers both of these two properties: starting with the homomorphism propagation in the whole image, followed by a local non-homomorphic method.
The dummy segment-based method does not consider any homomorphism at all, and
thus leads to poorer performance.
Although the baseline watershed method has been used to segment images with
many grains or cells [63], its performance on this dataset is not satisfactory, largely
due to oversegmentation, as shown in Figure 1.12. The propagated watershed method
performs better than the baseline watershed method. However, the propagated watershed is not able to identify new grains as they appear when the series section
plane moves to a new slice. This is evident by the small missed grain boundary
segments in the last image of the second row of Figure 1.12. As a state-of-the-art
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Figure 1.13: (a-c) The segmentation precision, recall, and F-measures for the proposed method, the watershed method, and normalized cut on the 11 tested slices of
Dataset 1. (d) Cardinality difference measure for all evaluated methods. “Proposed
w/ fixed d” is the proposed method with a fixed value for the dilation d term. “Proposed w/ adaptive d” is the proposed method where the value for d is computed
from a rough watershed segmentation of the underlying image. “Proposed w/o local” is the proposed method without the local non-homomorphic step discussed in
Section 2.1. Finally, the “Dummy Segment” shows the performance of replacing the
non-homomorphic step with a single “dummy” label as discussed in the text.
image segmentation method, normalized cut produces a low F-measure. We found
that normalized cut places many boundaries through grain centers, which is partly
due to its preference to partition images to similar-area segments and the presence
of scratches and other noise in some slices. Note that we use edge-based normalized
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cut for this material since these images are edge images.
From Figure 1.13 (c), the proposed method scores better than all the comparison
methods on almost every slice, regardless of selection of the initial slice. Similarly, the
proposed method consistently obtains a close-to-accurate number of segments shown
in Figure 1.13 (d), missing only few, typically very small, segments. Both watershed
methods are less consistent in the number of missed (or erroneous) segments. Overall,
the proposed method scores higher than 90% for both precision and recall, even
after propagating to a slice that is 10 slices away from the initial slice, and shows
much better performance than the propagated and baseline versions of watershed and
edge-based normalized cut. Additionally, we show the proposed method with both
the global method and local non-homomorphic strategy (“Proposed Global+Local”)
as well as only the global method (“Proposed Global”) in Figure 1.13 (c), which
shows the improvement gained by the local non-homomorphic strategy which, overall,
increases the segmentation performance.
Without the local non-homomorphic strategy, a single propagation completes in
roughly 5 minutes. With the local non-homomorphic strategy, the runtime for a
single propagation is ∼15 minutes. In all cases, the run time is dominated by the
graph-cut computation—all other computations we performed introduce negligible
overhead (i.e., less than 15 seconds).

Dataset 2: Martensite Lath Structure in Steel
In this section, we segment 7 martensite lath segments (plus the background) in a
sequence of 11, high-resolution (1600 × 1200) steel material slices [88] to evaluate the
use of the shape preservation strategy introduced in Section 1.4. A subset of this
material is shown in Figure 1.9 (b). The segments are characterized by consistent,
often elongated shapes whose boundaries can, in some instances, be difficult even for
a human segmenter to identify, as shown in Figure 1.15. The ground truth contains
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Figure 1.14: (a-c) The segmentation precision, recall, and F-measures for the proposed method and the propagated watershed method on the 11 tested slices of
Dataset 2. The curve labeled “Proposed w/o Shape” is the method discussed in
Section 1.2 without the shape preservation strategy discussed in Section 1.4.
boundaries that are relatively wide (7 pixels) due to the resolution of the images
and the uncertainty of some of the boundaries. Many segments are not salient or
obscured by noise, and only the most salient segments—as identified by materials
scientists—are included in the ground truth. Because non-propagated methods cannot discriminate among desired or undesired segments, we only evaluate the proposed
method and the propagated watershed method. Note that this dataset is homomorphic (N H = 0), and as such we do not display the cardinality difference measure,
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Figure 1.15: Illustration of the challenges faced in Dataset 2. Note specifically that
the identified segment is not always clear in each slice, and the boundaries are often
indistinct, even to a human segmenter (bottom row).
since both methods always obtain the same number of structures.
Since this dataset is made up of intensity images, we use Equation (1.4) in conjunction with Equation (1.3) as the binary term Φpq in the energy minimization for
the proposed method. For the unary term Θp , we set the dilated size (see Section 1.2)
to be 10px, and we additionally enforce skeleton propagation, eroding the skeleton
by 5px, as discussed in Section 1.4. The background is treated as any other segment.
From the quantitative results shown in Figure 1.14, the proposed method without
shape preservation from Section 1.4 (“Proposed w/o Shape”) is competitive with
the propagated watershed method. Further, the proposed method with the shape
preservation from Section 1.4 (“Proposed”) obtains the best performance on this
dataset, in terms of both F-measure and cardinality difference as shown in Figure 1.14.
Figure 1.16 and Figure 1.17 show qualitative results from this dataset. Notice
that the incorporation of shape is essential to segmenting this dataset—without the
shape-preservation strategy, the proposed method cannot capture the cohesive shape
details in the propagation. With only 7 segments to segment, the proposed method
completes in seconds, with the runtime dominated by preprocessing steps rather than
the graph-cut algorithm.
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Figure 1.16: Segmentation results on two selected segments using the proposed
method and propagated watershed, along with the ground truth on Dataset 2. Each
column shows a slice of different distance from the initial slice.
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Figure 1.17: Segmentation results on a selected segment using the proposed method
and propagated watershed, along with the ground truth on Dataset 2. Each column
shows a slice of different distance from the initial slice.

Dataset 3: Cotyledon Plant Embryo
In this section, we test the proposed method on a sequence of 38 microscopic image
slices with largely-consistent objects (i.e., few local non-homomorphic local regions)
of cotylendon [112, 7, 126], imaged with confocal laser scanning microscopy, courtesy
of JC Palauqui. Cotylendon is a plant embryo that is pivotal to the early development of many plants and the segments of interest in this dataset are cells, as shown
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(a)

(b)

(c)

(d)

Figure 1.18: (a) Magnified view of the cotylendon biomaterial in Dataset 3. (b) An
unsatisfactory segmentation that incorrectly makes many cells adjacent to each other.
(c) A correct segmentation of (a) where cells are not adjacent. (d) The background
(blue).
in Figure 1.9 (c). We can see that, different from Dataset 1, cells in this dataset are
generally not adjacent to each other and separated by a non-cell structure, which we
call “background” (shown in blue in Figure 1.18 (d)) in this dataset.
As shown in Figure 1.18 (c), the desired segmentation of the cotylendon biomaterial has limited shared boundaries between cells, unlike the incorrect segmentation
shown in Figure 1.18 (b). The human-supplied ground truth is very accurate (roughly
3px wide) to capture these minor details, but requires a significant amount of time to
obtain per slice, as shown in Table 1.2. Note that this dataset represents a cohesive
layer of cells extracted from a larger volume. The beginning and end of this layer
exhibit strong confocal blurring, making it difficult to identify segments. Also, slice
23 exhibits an intensity variation that the surrounding slices do not, leading to poorer
performance on this slice compared to others.
For the proposed method, we handle the background segment SbV separately.
Specifically, we set Φpq as

Φpq (SiV , SjV ) =










0,

i=j

∞,









i 6= b or j 6= b

g,

i = b and j = b

(1.12)

which is similar to Equation (1.3), but it specifically forces a fixed topology: all cells
are adjacent to the background and no cells are adjacent to each other. For g, we use
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Equation (1.5) since this dataset is an edge image. For the unary term Θp , we use
the method outlined in Section 1.2, with a dilation of 10px.
For the comparison methods, it is nontrivial to enforce such prior-known adjacency
relations. We found that the propagated watershed, matches the proposed method
closely on precision but performs more poorly on recall. Inversely, the intensity-based
normalized cut performs better on recall but more poorly on precision, as it is not a
propagated method. As such, both comparison methods obtain a poorer F-measure
compared to the proposed method, as shown in Figure 1.19. The performance of
all methods falls off on the slices near the beginning and end of the sequence, as
the cell boundaries become obscured by blurring. Qualitative results are shown in
Figure 1.20, from which we can see that both comparison methods fail to capture the
boundary details when two cells are near each other.
From Figure 1.19 (d), the proposed method consistently obtains close to the correct number of segments until it is propagated to the slices near the beginning of
the sequence, where the uncertainty of the layer transition makes obtaining the exact
number of segments difficult. Normalized cut–by design–obtains nearly the correct
number of segments for all slices, as this is a required parameter of the algorithm, and
as such we provide it with the ground truth number of slices. In contrast, the propagated watershed method routinely undersegments each slice; a phenomenon which is
quite apparent in Figure 1.20.
Larger differences are apparent in the qualitative results in Figure 1.20, where the
propagated watershed method tends to miss entire edges between cells when there
are small gaps in the boundary’s intensity. The proposed method tends to retain
the separation between cells, while the propagated watershed method tends to merge
these gaps with one of the adjacent cells. Overall, the proposed method matches
the ground truth very well, while the comparison methods tend to miss the essential
details between cells, as well as entire edges in certain instances.
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Figure 1.19: (a-c) The segmentation precision, recall, and F-measures for the proposed method, the propagated watershed method, and normalized cut on Dataset 3.
(d) Cardinality difference measure for all evaluated methods.
The proposed method requires less than an hour to propagate all ∼700 segments
to a new slice, bounded by available system memory: propagating suc hlarge numbers
of segments requires ∼8GB of memory per propagation.

Dataset 4: NanoEnergetic Epoxy
Finally, we apply our segmentation to a NanoEnergetic Epoxy volume consisting of
∼ 160 different segments across 12 high-resolution (1288 × 957) slices, as shown in
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Figure 1.20: Zoomed view of segmentation results on selected slices using the proposed
method, watershed, and normalized cut, along with the ground truth, on Dataset 3.
Each column shows a slice of different distance from the initial slice.
Figure 1.9 (d). While there is local non-homomorphism, we show that the performance of our method without the strategy in Section 2.1 is still comparable to other
methods. Intensity thresholding is typically applied to these images to separate segments of interest and the background. However, there are many very small segments
that are not directly relevant to the segmentation process, as well as segments with
less clear boundaries, which leaves room for improvement using the proposed method.
For comparison purposes, we use the proposed method, along with watershed,
normalized cut, and image thresholding to segment this dataset. We use the method
detailed in Section 1.5 where we use the negative log likelihood of the appearance for
the Θp term. For the proposed method, as before, we use the method from Section 1.2,
this time with a dilation size of 15px. In addition, we use the intensity preservation
strategy detailed in Section 1.5 with a d2 value of 50px around each segment and
sensitivity of λ = 2.
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Figure 1.21: (a-c) The segmentation precision, recall, and F-measures for the proposed method, the propagated watershed method, normalized cut, and image thresholding the 12 tested slices in Dataset 4. (d) Cardinality difference measure for all
evaluated methods.
From Figure 1.21, the proposed method and propagated watershed are clearly
competitive. The proposed method incorporating intensity from Section 1.5 (“Proposed”) performs the best on average by a small margin. The proposed method using only the propagation from Section 1.2 (“Proposed w/o Intensity”) also performs
consistently, clearly competitive with propagated watershed. Notice that the performance of image thresholding is wildly inconsistent with regards to its F-measure from
one slice to the next. From Figure 1.21 (d), we can also see that thresholding tends to
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produces oversegmentation by including many tiny segments that are not segments
of interest. Similarly, normalized cut performs better than image thresholding, but
tends to cut through the background rather than isolating each individual segment.
As discussed before, normalized cut achieves a near-to-zero cardinality difference because we provides it the ground truth number of segments. Sample qualitative results
on this dataset are shown in Figure 1.22. In Figure 1.23, we showed a zoomed view of
the segmentation to highlight the improvements produced by incorporating intensity
preservation across slices.
The proposed method, with intensity preservation described in Section 1.5, requires an average of 10 minutes per frame for each propagation, with its runtime
dominated by the graph-cut energy minimization algorithm.

Analysis
The proposed method is competitive on all included datasets. The incorporation of
the additional strategies from Section 2.1, Section 1.4, and Section 1.5 each improve
performance by varying degrees: specifically the local non-homomorphism strategy
from Section 2.1 on Dataset 1, the shape consistency strategy from Section 1.4 on
Dataset 2, and the appearance consistency strategy from Section 1.5 on Dataset 4.
We also show the performance of the base global propagation method on Dataset 3.
Although the watershed method has been used to segment images with many
grains or cells [63], the propagated watershed method’s F-measure is lower than
the proposed method on all datasets, as shown in Figure 1.13 (c), Figure 1.14, Figure 1.19 (c), and Figure 1.21 (c). We believe this is because the proposed method
considers (non-)homomorphism in the propagation. Propagated watershed provides
a low cardinality difference compared to the proposed method on Dataset 3, as shown
in Figure 1.19 (d). The reason is that, on Dataset 3, we always keep markers for each
segment when eroding a segment for marker construction (see Section 1.6), and the
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Figure 1.22: Segmentation results on selected segments using the proposed method,
propagated watershed, intensity-based normalized cut, and image thresholding, along
with the ground truth on Dataset 4. Each column shows a slice of different distance
from the initial slice.
non-homomorphism score for this dataset is very low (0.0095).
Normalized cut performs even more poorly on all datesets. Though we supply
normalized cut with the ground-truth number of segments, it fails to capture many
of the more difficult boundaries, such as the gaps in Dataset 1, the dense boundaries of the nonadjacent cells in Dataset 2, and the background separating structures
in Dataset 4, as shown in Figure 1.12, Figure 1.20, and Figure 1.22, respectively.
Dovetailing with this, the thresholding method shown on Dataset 4 does achieve a
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w/o appearance
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Figure 1.23: Comparison of the segmentation on Dataset 4 by using the proposed
method without intensity preservation (Section 1.2 only) and the proposed method
with intensity preservation (Section 1.2 and Section 1.5).
competitive F-measure (as do other methods on this dataset), however, it clearly
oversegments the substructures, as shown in Figure 1.21 (d).
Overall, by integrating different unary and binary terms, a global and local nonhomomorphic approach, and incorporating shape and appearance priors, the proposed approach is able to compete with a variety of different methods–both 2D and
propagated–across a large variety of datasets.

1.7

Limitations and Future Work

From the formulation of Equation (1.3), the proposed method incorporates both
the segmentation adjacency relationships from the previous slice (AU ) and image
information from the current slice (g(p, q)). In addition, we have shown that the data
term Θp can incorporate spatial consistency (Section 1.2), shape (Section 1.4), and
appearance (Section 1.5). Even with these priors, there are cases in specific datasets
that are not fully handled by the proposed method.
An example from Dataset 1 is shown in Figure 1.24, where a small segment S2
is not identified by the proposed method in Figure 1.24 (b) due to a lack of image
information to suggest where this segment should be located. The desired segmentation is shown in the manually-created segmentation in Figure 1.24 (c), where physical
knowledge and the locations of the surrounding segments require the presence of S2 .
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Figure 1.24: Example of the limitations of the proposed method. (a) Segmentation of
slice Uk . (b) Segmentation of slice Uk+1 , where segment S2 is missed by the proposed
method, due to limited image information to suggest its location. (c) Segmentation
of Uk+1 where segment S2 is correctly located, as identified by a human.
The proposed method, however, does not know segment locations in the new slice
prior to the propagation. Specifically, a true model of the structural energy for this
particular dataset would not allow the local curvature shown in the dashed circles
in Figure 1.24 (b). Such curvatures lead to there being a lower structural energy if
segment S2 were to remain. In our future work, we plan to investigate dataset-specific
priors, either by building them into the energy functional or augmenting our local
non-homomorphic approach from Section 2.1.
Another limitations of the proposed method is that the segmentation errors may
accumulate after repeated propagation. For real applications, this can be addressed
by using multiple initial slices distributed throughout a volume, as well as manual
correction of each slice before further propagation. Our method also does not incorporate specific materials properties. In our future work, we plan to investigate
dataset-specific priors, either by building them into the energy functional or augmenting our local non-homomorphic approach from Section 2.1.
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Chapter 2
Topology-Preserving Propagation
2.1

Method

The method discussed in Chapter 1 is able to preserve topology non-adjacency, i.e.,
{SiU , SjU } ∈
/ AU =⇒ {SiV , SjV } ∈
/ AV .
. However, it does not penalize the case where two adjacent segments in U become
non-adjacent in V after propagation. In addition, it cannot guarantee the connectivity
(intra-segment topology) of each segment in V . Therefore, it is not a segmentation
propagation that enforces full topology preservation. In the following, we introduce a
new approach to address this problem subject to the constraint that S U shows local
ring structures, as illustrated in Figure 0.4.
In this section, we propose an algorithm to propagate a segmentation by preserving
full inter-segment topology, i.e., both adjacency and non-adjacency, which can be
expressed as
{SiU , SjU } ∈ AU ⇐⇒ {SiV , SjV } ∈ AV .
We achieve this by repeatedly updating the local ring structures sequentially. As
illustrated in Figure 2.1 (a), using the segmentation S U as the initial segmentation
on V , we find a local ring structure that consists of one center segment and all
segments adjacent to this center segment. The center segment is adjacent to every
non-center segment in the ring, and is not adjacent to any segments outside of the ring.
Additionally, in the general case, each non-center segment has a clockwise adjacent
segment and a counterclockwise adjacent segment other than the center segment in
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Figure 2.1: Local ring structure example. (a) Preserving inter-segment topology by
fixing the label of pixels along the ring boundary and in the center segment (dashed
lines). Red numbers indicate the numbers of segments adjacent to the indicated segment. (b) Cropped view of (a) illustrating the preservation of inter-segment topology
while updating the ring.
the ring. We also require the existence of at least one pair of non-adjacent segments in
a ring to activate the infinity penalty as defined in Equation (1.3). This leads to the
requirement that there be at least 4 non-center segments in a ring. If a ring contains
only 2 or 3 non-center segments, as shown in Figure 2.2 (b)-(c), we can split one or
two non-center segments along the radial direction, as shown in Figure 2.2 (d)-(e),
to increase the number of non-center segments and introduce non-adjacency. This
updates S U which is then propagated to V , after which we merge such split segments
together to obtain the final segmentation S V . Another degenerate case is when there
is a single non-center segment in the ring, as shown in Figure 2.2 (a), which reduces
to the binary segmentation problem, and the method developed below can handle
this degenerate case without splitting any segments.
From such a local ring structure, together with the image V on which this ring
is embedded, we can define an MRF model (Equation (1.1)) specifically within this
ring, which we minimize to obtain an updated segmentation. The primary issue is
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Figure 2.2: Illustration of the degenerate cases of ring structures. (a-c) Ring structures with 1, 2, and 3 non-center segments, respectively. (d-e) Non-center segment
splitting to achieve four non-center segments for the rings in (b) and (c), respectively.
that we must preserve the topology of all the segments in S U , not simply the topology
inside this ring. Therefore, we fix the labels for all the pixels along the ring boundary,
shown by the dashed contour in Figure 2.1 (a), e.g., the outer ring boundary shared
with segment S1 must still be labeled as S1 after the update, etc. This can be easily
achieved by assigning unary-term values for such pixels to be zero if their labels are
the same as before and infinity otherwise. This way, we insure that the adjacency
relations between any segment in this ring and any segment outside this ring will
remain unchanged after the labeling update in this ring. To avoid the disappearance
of the center segment, we also select the centroid pixel of the center segment and
require its label to be unchanged (dashed lines in the center of Figure 2.1 (a)).
Based on this, we simply use the MRF model with the binary term as defined in
Equation (1.3) within the image region defined by this ring to update its segmentation.
As discussed above, this algorithm guarantees that non-adjacent segments remain
non-adjacent. Which, together with the constraints defined on the ring boundary,
will also guarantee that adjacent segments in this ring remain adjacent. This is
indeed the case because, 1) the adjacency between non-center segments has been
preserved by the label constraints on the ring boundary, and 2) the center segment is
still adjacent to every non-center segment. For 2), it can be proved by contradiction,
as shown in Figure 2.1 (b). If the center segment S0 becomes non-adjacent from a
non-center segment, S5 , a pair of non-adjacent segments, S4 and S6 (be reminded
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that there are at least four non-center segments in a ring), must become adjacent to
separate S0 and S5 . However, the proposed algorithm has an infinity penalty term
in Equation (1.3) specifically to prevent any non-adjacent segments from becoming
adjacent.
It is well known that most algorithms, including graph cut algorithms, that are
developed to optimize an MRF cost function may not guarantee the connectivity
of each labeled segment. In this section, we show that this is not an issue for the
proposed method. Our particular formulation, which uses 0 and ∞ for the unary
term (see Equation (1.2)), guarantees connectivity of each labeled segment. This can
be illustrated by the example shown in Figure 2.3. By using the Θ term as defined
by Equation (1.2), a “band” region (bounded by the two dashed lines) of width 2d
will be defined around the initial segmentation boundary (black line). Pixels in this
band region can be labeled as segment 1 or 2, with 0 unary cost. After optimization
(α-β swap), the new boundary (red line) separating these two labels must be located
within this band region. Otherwise, this would introduce an ∞ unary cost. If any
segment, say segment 2 in this example, is disconnected, such a disjoint fragment
(red circle) must also be in this band region to avoid ∞ unary cost. However, such a
fragment will not appear in practice since the α-β swap will automatically merge this
fragment (red circle) into its containing segment 1 which leads to a smaller binary
cost, and therefore a lower total MRF energy (unary cost is always 0 and does not
change before or after the α-β swap).
With this formulation, we repeat the above steps for each local ring structure
defined in S U to update all segments. We may repeat the whole process for multiple
rounds to continue updating the segment boundaries until they converge or until it
reaches a pre-set maximum number of iterations. In practice we use a single iteration
for all our experiments. Because we preserve the inter-segment topology and intrasegment topology of the entire segmentation while updating the segmentation in each
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Figure 2.3: Illustration of segment connectivity in the proposed method.
local ring structure, it is easy to see that the complete iterative algorithm preserves
both forms of topology at every step. As in the general multi-labeling problem, which
is known to be NP-hard [118], our algorithm converges to a local minimum Note that
although we fix the ring boundary and its pixel labels in each step of segmentation
update, this ring boundary and its pixel labels will be updated when taking other
segments as the center of the ring, as shown in Figure 2.4.

2.2

Experiments

In this section, we apply the proposed topology-preserving method to segment 3D
electron microscopy metallic images to obtain their underlying grain structures, and
show its application to interactive segmentation and stereo matching. For grain segmentation, we manually construct a grain segmentation on one slice as the initial
template and then use the proposed method to propagate the segmentation to neighboring slices, repeating this propagation until all slices are segmented. In practice,
the global grain topology is largely consistent from one slice to its neighbors, but
local topology may change due the appearance of a new grain or disappearance of
an existing grain. The previous chapter has shown that strictly enforcing the topol-
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Figure 2.4: Updating segment boundaries. (a) Highlighted edge (red) will be fixed
when processing the ring centered at S0 . (b) The same edge will be updated when
processing the ring centered at S9 .
ogy in segmentation, followed by a local relabeling to accommodate local topology
changes, can combine both global topology consistency and local topology inconsistency, and leads to improved segmentation performance. As discussed previously,
this cannot preserve the full intra-segment and inter-segment topology. In this experiment, we use the proposed method to propagate segmentation by enforcing full
topology preservation, followed by the same local relabeling algorithm developed in
Chapter 1, to segment the 3D metallic image volumes. We compare our performance
with the algorithm developed in the previous chapter (“Waggoner 2012”) and several
other methods.

β-Ti grains in Ti-21S
First, we evaluate the proposed method on a sequence of 11 microscopic 750px×525px
images consisting of β-Ti grains which are extracted from a Ti-21S titanium materials
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Figure 2.5: Sample non-ring local structures (center segment in red).
volume [89]. We additionally have a ground-truth for these slices, created by materials
scientists, for objective performance evaluation.
We first validate that the 2D slices of such grain images contain many ring structures. On the ground-truth segmentation, we take each segment as the center, combined with all its adjacent segments, and check whether such a local structure is a
ring. Experiments show that out of 5586 local structures across all slices, we have
5202 (93%) ring structures. Sample non-ring structures are shown in Figure 2.5.
Such non-ring structures usually contain a very small non-center segment that does
not reach the ring boundary and, for such non-ring structures, we simply apply the
same algorithm described in Section 2.1 to update its segmentation. While the topology is not strictly preserved, the effect on the final performance is minimal since these
cases are only a small percentage of the total updated local structures. Furthermore,
these small structures are more likely to undergo local topology changes, and it is
therefore less important or desirable to enforce a fixed topology in these instances.
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We evaluate the proposed method by selecting one slice as the initial template
and propagating its ground-truth segmentation to the other 10 slices repeatedly. In
turn, we use each of the 11 slices as the initial template to segment the other 10 slices.
This way, on each slice, we obtain 10 segmentation results (omitting the runs where
the slice was used as the initial template). We compare each segmentation result with
the corresponding ground-truth segmentation, find the edge pixel coincidence (within
a 3px tolerance), and calculate the precision/recall and the combined F-measure. On
each slice, we calculate the mean and standard deviation of the precision, recall,
and F-measure over the 10 segmentation results, which are shown in Figure 2.6. We
also measure the segment-number difference between the segmentation result and
the ground truth, which we call the cardinality difference: positive values indicate
undersegmentation, and negative values indicate oversegmentation. The cardinality
difference on each slice (mean and standard deviation) are shown in Figure 2.6 (d).
Finally, in Figure 2.7, we show the total MRF energy in the proposed algorithm
converges, since the energy decreases after each ring structure is processed.
For comparison, we run the watershed method [121], using a Matlab implementation based on [69], and the normalized cut method [98], using a linear-time multiscale
implementation based on [27], on the same 11 image slices. For watershed, we use a
propagation strategy of the same form as in the proposed method, where we initialize
the markers for watershed with an eroded version of the segmentation on the previous slice. For the normalized cut method, we provide the ground-truth number of
segments for all slices. In addition, we compare with the method from the previous
chapter, which attempts to preserve the topology by applying graph cut over the entire image. As mentioned above, for both proposed method and the previous method,
we include an identical local-relabeling step to accommodate possible local topology
changes resulting from newly appearing or disappearing grains between slices.
Figure 2.6 shows the results of this experiment. The proposed method is competi-
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Figure 2.6: Performance of the proposed method, the previous topology-preserving
image segmentation method, a propagated watershed method, and the normalized
cut method, on the Ti-26S dataset.
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Figure 2.7: Total energy (y-axis) as each local ring structure is processed (x-axis) on
a representative slice from the Ti-26S dataset.
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tive with the comparison methods as shown from the precision score in Figure 2.6 (a),
and performs better than other methods in recall and the overall F-measure (Figure 2.6 (b) and Figure 2.6 (c)). Also of note, the proposed method obtains closer
to the correct number of segments, shown by the cardinality difference measure in
Figure 2.6 (d), where other competing methods tend to undersegment the slices. The
normalized cut method is comparable to the proposed method for the cardinality difference measure, however, it is given the number of ground-truth slices as its input,
so it is expected to obtain a near-ideal cardinality difference score.
Qualitative results are shown in Figure 2.8 (a). The proposed method is clearly
competitive with the previous method and the watershed method. The watershed
method tends to undersegment slightly, while normalized cut places the correct number of segments (since it is given this as input), but fails to find the correct segment boundaries in many instances. Because the proposed method and the previous
method show similar performance in the high-level view in Figure 2.8 (a), we further
show the more subtle differences between these two methods in Figure 2.8 (b). Notice that the proposed method correctly captures the grain boundaries more often,
and captures them more accurately during the propagation, which leads to its better
quantitative score in Figure 2.6.
These experiments were conducted on a 2GHz Linux workstation with 8GB of
memory. The proposed method is implemented in Python, with specific hotspots
optimized in C. The proposed method requires less than 5 minutes per propagation,
while the relabeling process from the previous chapter, implemented in C++, adds
an additional 8 minutes.

DREAM3D Volumes
Since we have only a limited number of slices for the Ti-21S material, we expand our
evaluation by including synthetic volumes created using DREAM3D [48]. DREAM3D
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Figure 2.8: (a) Qualitative results for the Ti-26S dataset for the proposed method,
the previous method, the propagated watershed method, and normalized cut. The
distance from the initial template is shown by the numbers along the top. (b) The
more subtle differences between the proposed method and the previous method.
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Figure 2.9: Synthetic volumes generated by DREAM3D [48] to evaluate the proposed
topology-preserving approach.
(Digital Representation Environment for Analyzing Microstructure in 3D) is a tool
created by materials scientists specifically to aid in the creation, reconstruction, and
analysis of 3D materials volumes, and provides a variety of tools, including a synthetic
volume builder which we use to create realistic, physically-based synthetic materials
volumes for our evaluation. The four synthetic volumes generated for our experiment
are shown in Figure 2.9 with detailed information shown in Table 2.1.
Table 2.1: Dimensions of the synthetic datasets, and their imaged resolution on which
the noise model is applied.
Vol
(a)
(b)
(c)
(d)

Dimensions
22.5 µm × 15.75 µm
22.5 µm × 15.75 µm
22.5 µm × 15.75 µm
37.5 µm × 36.75 µm

×
×
×
×

4 µm
3 µm
5 µm
10.5 µm

Imaged Size (voxels)
750 × 525 × 50
750 × 525 × 50
750 × 525 × 50
750 × 525 × 150

In generating these synthetic datasets, we add simulated random noise in the
grain and along the grain boundary, and random scratches within the grain, and
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across entire slices, as shown in Figure 2.10. We generate the DREAM3D volumes
with roughly the same inter-slice spacing as in the Ti-26S dataset so we can use all
the same algorithm settings.
DREAM3D’s synthetic volumes consist of discrete, noise-free evently-spaced labeled voxels, which we use as the ground truth for these volumes. For evaluation,
we slice the 3D volume into discrete slices, extract a multivariate noise model from a
real material (the Ti-21S material discussed in the previous section), and apply this
noise model to the DREAM3D-generated slices. Specifically, we parameterize the
• grain interior intensity
• edge intensity
• grain interior noise
• edge noise
• scratches within grains
• scratches across the serial-section plane
gathered from the real material. We then sample from this noise model for each
slice, grain, and edge. By doing this, we can create volumes that closely resemble
real datasets, and imaging conditions that reflect the same imaging conditions in the
Ti-26S dataset from the previous section. For comparision, we use the derived noise
model to reconstruct a sample from the Ti-26S dataset using its own ground truth,
which is shown in Figure 2.10. We generate the DREAM3D volumes with roughly
the same spacing between serial section slices as the Ti-26S dataset so we can use all
the same algorithm settings.
From Figure 2.11, the proposed method again performs better overall on the
DREAM3D-created volumes compared to other comparison methods. Particularly,
for image volume (d), a single template segmentation is propagated as far as 150
slices and the proposed method is still able to achieve an F-measure of 0.85.
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(a) Ground Truth

(b) Real Image

(c) Applied Noise Model

Figure 2.10: Comparison of a real slice and the noise model applied to the ground
truth.
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Figure 2.11: Performance on the DREAM3D generated datasets; (a)-(d) correspond
with Table 2.1 and Figure 2.9, (a)-(c) show the average F-measure by taking different
slices as the initial template, and (d) shows the F-measure from a single round of
propagation starting with slice 150 as the initial template.
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Interactive and Stereo Applications
To illustrate the general usefulness of this approach, we use the proposed method to
segment a selection of natural and biological images. We use an interactive segmentation approach where the user annotates each object in the image with 1-2 clicks,
and we infer the inter-segment topology from the Voronoi tessellation of the selected
points, allowing the user to refine the points until the inferred topology is correct.
This can be taken as the initialization for segmentation using the proposed method.
Final segmentations are shown in the first three rows of Figure 2.12.
Similar to the propagation approach discussed previously, we can use the proposed method to propagate a segmentation between two images collected for stereo
matching. As before, we provide a segmentation of one of the images, and use this
as the initialization to segment the other image. Results are shown in the last two
rows of Figure 2.12.
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Figure 2.12: Qualitative segmentation results on natural and biological images. All
images obtained from Flickr or Google Images. (Rows 1-3) Interactive segmentation
on cracked dirt, onion cells, and aerial photography, respectively. The first column
shows the original image, the second column displays the region adjacency graph
derived from the Voronoi tessellation of the selected points, and the third column
shows the resulting segmentation. (Rows 4-5) Segmentation propagation between
two images collected for stereo matching, of aerial phtography and cracked ground
tiles, respectively. The left two columns show the first image and its segmentation,
and the right two columns show the second image and its resulting segmentation
which is propagated from the first image.
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Chapter 3
Interactive Materials Image Segmentation
3.1

Method

In Chapter 1 we developed a 3D materials science image segmentation method by
propagating segmentation S U of a slice U to a neighboring slice V , resulting in a
segmentation S V . This way, using an initial segmentation on one slice, we can repeatedly propagate this segmentation to the remaining slices in the volume to obtain a
complete 3D segmentation. This propagation was done while preserving the topology
(i.e., non-adjacency relations among 2D segments), which led to a better performance
when compared with methods that did not incorporate topology as a prior. As before,
Propagation

S3V

SU3
SU2

S2V
SU1

S1V

S4V

SU4

SU

SV

Figure 3.1: Example of segmentation propagation, highlighting different types of
topology changes. Further discussion in the text.
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we let
Θp (SiV ) =






0,

distance(p, SiU ) < d





∞,

otherwise

where d is a dilation distance that reflects the maximum possible structural change
between U and V , and

Φpq (SiV , SjV ) =

















0,

i=j
{SiU , SjU } ∈
/ AU .

∞,

g(p, q), {SiU , SjU } ∈ AU

An example is shown in Figure 3.1, where S1V and S2V are allowed to be adjacent
because S1U and S2U are adjacent in S U . However, S1V and S4V are not allowed to be
adjacent (have an infinity penalty) because S1U and S4U are not adjacent in S U . This
topology constraint was found to be particularly important for materials images, and
our proposed method was able to outperform other methods that did not incorporate
such a prior.
However, one phenomenon that was observed in Chapter 1 was that, during propagation, 2D structure topology between U and V might not always be fully consistent.
For example, a new 3D structure with no intersection in slice U might appear in slice
V , e.g., the structure in the yellow circle in Figure 3.1. Similarly, a 3D structure
intersected by slice U might disappear in slice V , such as the structure circled in
magenta in Figure 3.1. This breaks the topology constraints given in Equation (1.3)
in some local regions. This may lead to spurious segments and missing structures,
circled in green and blue respectively, in Figure 3.1.
Chapter 1 made use of a “non-homomorphic” brute-force automated search to
locate such spurious and missing structures in V . However, particularly when the
inter-slice distance is too large, it is not possible to examine every location for possible spurious or missing structures. In this chapter, our goal is to develop effective
interactive tools to allow a user to conveniently specify the local areas that contain
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spurious or missing structures, and incorporate such interactions to refine the segmentation S V to a corrected S̃ V on slice V , using the same energy minimization
algorithm. More specifically, we propose to allow the user to correct these two types
of segmentation errors within this framework by: a) annotating the location of a new
segment to handle cases where a new structure appears in slice V , and b) annotation
of existing segments that should no longer be present in segmentation S V .
These interactions are inherently local because the 2D cross section of a 3D structure shows very small size before appearing or disappearing from a neighboring 2D
slice. Therefore, correcting S V to S̃ V can be achieved by using the same energy minimization in local image areas around the interactive annotations. This is also important because interactive segmentation requires instantaneous user feedback. The
previous propagation method segmented entire slices, which was more computationally intensive than is desirable in an interactive system. We will elaborate on these
two interactions, and how we identify local regions for each, in the following subsections.
We further introduce three strategies aimed at making the proposed interactive
tools more simple and efficient. Specifically, we discuss 1) a repropagation method
in Section 3.2 that propagates annotations to neighboring slices to reduce the need
to annotate every single slice, 2) a parameter estimation method in Section 3.3 that
minimizes the need to tune parameters when adding new segments, and 3) a salient
region detection approach in Section 3.4 that identifies key areas to be reviewed
for errors to prevent laboriously inspecting large images to find areas that require
interaction.

Removal of Spurious Segments
For this interaction, we allow the user to select a spurious segment SkV for removal
by clicking the mouse on this segment in a visualized segmentation of S V . Instead
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of naively removing this segment by arbitrarily merging it into one of its neighbors,
we use the same energy minimization discussed above to assign the individual pixels
in SkV to potentially different neighboring segments. As discussed above, we identify
a local region in which we update the segmentation. Specifically, this local region
consists of the specified SkV and its neighboring segments, e.g., S1V , S2V , S3V surrounding the spurious segment SkV in Figure 3.2 (a), and re-run the energy minimization
within this local region after modifying the Θ term to incorporate the interaction,
resulting in an updated segmentation in this local region, as shown by the example
in Figure 3.2 (b). For ease of notation, we use similar notation to the adjacency defi-

SV1
SVk
SV3
(a)

SV2
(b)

(c)

Figure 3.2: Example selection of a spurious segment SkV for removal. (a) Chosen SkV
and surrounding segments. (b) Local region extracted around SkV . (c) The updated
segmentation in the extracted local region.

nition in Equation (1.3) by using {AV }k to refer to the set of segments neighboring
the segment SkV . This way, the local region for updating the segmentation is
L = {AV }k

[

SkV .

(3.1)

In this local region, we rerun the energy minimization of Equation (1.1) by modifying the Θ term. In particular, we do not allow any pixel to be assigned to SkV since
this segment is to be removed. Instead, the pixels initially in SkV can be assigned to
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Algorithm 2 Interactively specifying segment to remove.
1: function RemoveSegment(S V , SkV )
S
2:
L ← {AV }k SkV
3:
∀p ∈ L, build graph for energy minimization problem from Chapter 1
4:
Θ ← set from Equation (3.2)
5:
S̃ V ← S V incorporating the updated segmentation in L
6:
return updated S̃ V
any of the segments in {AV }k with 0 cost for the Θ term, i.e.,
∀p ∈ SkV , Θp (S̃iV ) =






0,

SiV ∈ {AV }k





∞,

otherwise

(3.2)

∀p ∈
/ SkV , Θp (S̃iV ) = Θp (SiV )
By updating Θ in this fashion, we do not require the pixels previously in SkV merged
into a single neighboring segment. Instead, these pixels may be assigned to more
than one segment in {AV }k , as shown in Figure 3.2 (b).
Note that this interaction is very simple and convenient, as it requires only a
single click anywhere inside the spurious segment SkV . The full algorithm for removing
spurious segments is summarized in Algorithm 2.

Addition of Missing Segments
Unlike removal, interactively annotating an additional structure cannot be solely
formulated as a simple modification of the Θ term in the energy minimization formulation. This is because the multi-labeling problem used to optimize the energy
minimization form in Equation (1.1) optimizes over a fixed set of segments, and cannot introduce new segments. Thus, for each missing segment, we must explicitly
create a new segment at the location interactively specified by the user.
Based on the initial segmentation S V = {S1V , S2V , . . . , SnV }, we take as input from
V
the user an annotation specifying the center location c of the new segment S̃n+1
. In

addition to this, we also accept two parameters from the user: 1) the seed radius
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s specifying a circular region around c such that this circular region is completely
contained within the missing structure; 2) a dilation radius d, which is similar to the
dilation parameter used in Chapter 1, such that the circular region with this dilation
radius d centered at c completely covers the missing structure to be segmented. We
explicitly enforce that d ≥ s for any choice of s. We call pixels within the seed radius
s of c “seed pixels” and pixels within the dilation radius d of c “dilation pixels.” In
this interaction, seed pixels are guaranteed to be part of the missing segment that is
added, as shown by the green circle in Figure 3.3 (b), and dilation pixels, excluding
seed pixels, are potentially part of the missing segment that is added, as shown by the
blue area in Figure 3.3 (b). This makes the selection of s and d conceptually simple
for the user to tune. In Section 3.3, we discuss how to automate the selection of s
and d to further reduce the user’s burden when interactively segmenting a materials
volume.

c

(a)

(b)

d
s
(c)

Figure 3.3: Annotating the addition of a missing segment. (a) Segmentation S V with
a missing segment near the center of the image. (b) Annotation of a center point c,
along with a seed radius s and a dilation radius d, and the identified local region for
updating the segmentation. (c) The updated segmentation of the local region shown
in (b).

Similar to the removal interaction in Section 3.1, we define a local region around
the specified c to update the segmentation of S V . Specifically, we define this region
by taking all segments in S V that contain one or more seed or dilation pixels. In this
local region we modify the Θ term of the energy minimization in Equation (1.1) to
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Algorithm 3 Interactively specifying segment to add.
1: function AddSegment(S V , c, s, d)
2:
L ← union of all segments that contain a seed pixel or dilation pixel
3:
∀p ∈ L, build graph for energy minimization problem from Chapter 1
4:
Θ ← set from Equation (3.3) and Equation (3.4)
5:
S̃ V ← S V incorporating the updated segmentation in L
6:
return updated S̃ V
obtain an updated segmentation. Specifically, we allow all seed and dilation pixels to
V
be reassigned to the new segment S̃n+1
by setting

V
)=
Θp (S̃n+1






0,

kp − ck ≤ d





∞,

otherwise

(3.3)

where k · k is the euclidean distance between pixels p and c. Furthermore, to insure
V
we set an infinity penalty
that the seed pixels are always guaranteed to be part of S̃n+1
V
for seed pixels assigned to any segment other than S̃n+1
,






∞,




Θp (SiV ),

Θp (S̃iV ) = 

kp − ck ≤ s and i 6= n + 1
otherwise.

(3.4)

The full algorithm for adding a missing segment is summarized in Algorithm 3.
Note that annotations need not be constrained to a single point, as shown in
Figure 3.4 (a). Line-based annotations, as shown in Figure 3.4 (b) can be defined by
setting seed pixels to be all those pixels within a distance s of any position along an
annotated line. Dilation pixels can be defined similarly. Further, any “scribble”-like
annotation, provided it remains connected and without holes, can be morphologically dilated by s or d to obtain seed or dilation pixels, respectively, as shown in
Figure 3.4 (c).

3.2

Annotation Repropagation

While annotations defining addition or removal of segments can be made on a single
slice, they may provide valuable information for adjacent slices and, as such, can be
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(a)

(b)

(c)

Figure 3.4: Alternate annotation shapes for addition. (a) Standard point-annotation.
(b) Line annotation. (c) “Scribble” annotation. The grey area covers where seed
pixels would be selected.
propagated (which we refer to as “repropagation”) to these adjacent slices, similar to
the segmentation propagation discussed in Chapter 1. For removal, we simply locate
the same segment in all adjacent slices (if present), and repeat the removal operation
summarized in Algorithm 2. For addition, illustrated in Figure 3.5, we create the new
segment as summarized in Algorithm 3, after which we repropagate the segmentation,
including the newly-created segment, to the adjacent slices in the same manner as
discussed in Chapter 1. This repropagation can be done within the local region L
on the adjacent slices for efficiency, and terminates if the new segment is no longer
present during the repropagation (determined by the energy minimization discussed
in Chapter 1).
When errors are small, such annotation repropagation may not be particularly
beneficial. However, when there are gross errors, annotation repropagation can reduce
the number of needed annotations significantly.

3.3

Parameter Estimation

When interactively adding a new segment, as discussed in Section 3.1, the seed radius s and dilation radius d are required to be specified by the user. This results in
additional burden on the part of the user. In this section, we develop a parameter
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Si-1

Si

Si+1

Figure 3.5: Annotation repropagation for addition. The blue annotation on slice Si
(row 1) yields an updated segmentation of slice Si (row 2). This new segmentation
can be repropagated to the neighboring slices Si−1 and Si+1 (row 3) using the same
propagation approach introduced in Chapter 1.
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estimation approach to automatically select these two parameters so the user need
only override them in very rare cases, or not at all.
We do this by leveraging information about the center c the user provided relative
to the initial segment in which it resides. Generally a missing segment occurs when
2D cross-section intersects a new 3D structure in V . Given a small inter-slice distance,
we expect that these missing segments are often small compared with its neighboring
segments in slice V . An example is shown in Figure 3.6 (a), where a small segment is
missing (indicated by the yellow circle) in the segmentation S V : this missing segment
is mistakenly merged into a large neighboring segment SbV . Intuitively, placing c
near the boundary of SbV likely indicates the missing segment is small, as shown by
Figure 3.6 (b). Conversely, placing c closer to the center of SbV likely indicates the
resulting missing segment is large as shown in Figure 3.6 (c). We make a simplifying
assumption that we do not allow the missing segment to spill over the boundary of
SbV . For example, the selection of c and s in Figure 3.6 (b) is able to generate the
updated segmentation shown in Figure 3.6 (d).
To obtain an estimation of s we start by setting s = 0, and we then increase s by
a small  amount until the circle centered at c with radius s is within  distance of the
boundary of the containing segment SbV , as shown by the arrow in Figure 3.6 (b-c).
In materials images, the majority of newly-appearing structures when moving from
one slice to another are usually near the boundary of an existing structure SbV (near
a “Y”-junction boundary between structures). This automatic approach is ideally
suited for these cases. When the user specifies a c that falls directly on a segment
boundary in S V , we default to requiring user-supplied s in these less-common cases.
For estimating d, it is scaled according to the value of s. Specifically, we set d = 2 · s.
As shown in Section 3.5, this approach saves both time and effort.
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SVb

c

c

(a)

SVb

s

(b)

c

~

SVb

s

(c)

~

SVn+1

(d)

Figure 3.6: Automatic selection of seed radius s and dilation radius d. (a) A missing
segment located within a large segment in SbV . (b-c) Selections of c at varying distances from the boundary of SbV , resulting in different estimations of s. (d) Updated
S̃ V by adding a missing segment using the c shown (b) and the proposed parameter
estimation method to determine s.

3.4

Salient Region Detection

Because materials images can be very large and complex, it can take a significant
amount of time for a human annotator to review the segmentation of such a large
image to determine where it may require additional interaction. In this section, we
introduce a salient region detection approach that identifies candidate regions highlighting the areas most likely to need additional interaction. In this work, we define
a salient region as a subset of the complete image that is most likely to require inter81

Samples
Image

Segmentation

Canny edge
detection ignoring
segment boundaries

Connected
components

Classifier

Interaction
Figure 3.7: Salient region detection pipeline. Edges are detected and classified as
salient or non-salient. Those classified as salient are then on shown in a bounding
box displayed on the image to guide the interactive segmentation. Based on the
interaction, positive and negative samples can be extracted to enhance the classifier
for the next image/segmentation pair.
activity, i.e. where the segmentation shows large uncertainty. Since the addition of
missing segments is the most time-consuming annotation task, we focus on detecting
the edges in the image that are unsegmented, indicating a missing segment, for this
salient region detection. As such, we identify prominent edges that are not segmented
during the propagation as candidates, and use a SVM classifier [25] to learn which
candidates are truly salient edges, and which are noise that can be ignored by the
human annotator. These salient edges are later enclosed in a bounding box to form
a salient region.
More specifically, we use the online learning [95] system outlined in Figure 3.7.
We first use the Canny edge detector [15] in areas that are a fixed distance from
the segmentation boundaries, preventing edges in the image which already fall on
segmentation boundaries from being considered candidates, effectively leaving “residual” edges, which may correspond to either edges of missed structures or noise. The
output of the edge detector is separated into connected components which are then
classified using an initial pool of 300 positive and negative samples to determine
which should be presented as salient regions. Finally, when the user is presented
with the salient regions highlighted on the segmentation, any subsequent interactive
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Figure 3.8: Qualitative results of salient region detection. Salient regions are surrounded a bounding box (blue), highlighting locations indicating where segments
(bounded by red lines) may be missing.
annotations are converted to positive samples, and remaining unannotated salient
regions are converted to negative samples. This process is then repeated for the next
image/segmentation pair, with updated samples integrated into the classifier.
To classify each edge, we extract a feature vector consisting of multiple shape
and intensity properties, including the total area occupied by the edge, the minor
and major axis length of the ellipse fit to the edge, the maximum intensity along
the edge, and the mean intensity along the edge. These properties can be computed
quickly, which fits well with the real-time requirements of the interactive segmentation
problem. This feature vector is then used to classify the edges as centers of potential
salient regions. For the classifier, we use a SVM with a RBF kernel, which can
be retrained while a new image is being annotated. Salient regions, as identified
by the classified edges, are visualized in a bounding box to enhance their visibility.
Qualitative results are shown in Figure 3.8, where salient missing edges are highlighted
and surrounded by bounding boxes, but non-salient regions (noise in the interiors of
the grains) are suppressed.
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3.5

Experiments

β-Ti grains in Ti-21S
To evaluate the proposed interactive segmentation method, we use it to segment a
sequence of 11 (indexed from 0 to 10) microscopic titanium images [89] provided by
Dave Rowenhorst, NRL. We measure the effort (i.e., number of clicks) used to segment each slice in the dataset, as well as the overall time expended by the user to
segment a slice. The previous segmentation propagation approach in Chapter 1 requires a complete segmentation on one slice as an initialization. We count the manual
segmentation on this initial slice into the effort and time required. We present the
proposed method both with and without using the automatic parameter estimation
discussed in Section 3.3. The human annotator was guided by the salient region
detection approach discussed in Section 3.4 for all variants of the proposed method.
For comparison, we use the readily-available “Intelligent Scissors” interactive segmentation method [70]. Using the intelligent scissors tool, we independently segment
all 11 slices from the same dataset, evaluating both effort (number of clicks) and time.
In addition, we produce a hybrid of our previous automatic method in Chapter 1 and
the intelligent scissors method, which we call “Intelligent Scissors + Propagation” in
Figure 3.9. This approach uses the method from Chapter 1 to propagate a segmentation from an initial slice to the remaining slices, but it uses the intelligent scissors
tool [70] to carry out the interactive component instead of the interaction proposed
in this work.
The results of this comparative experiment are shown in Figure 3.9. Note that, in
propagated methods (all “Proposed” methods and “Intelligent Scissors + Propagation”), the first slice is used as the initial slice U , so it requires significantly more effort
and time to segment compared with the remaining slices. From Figure 3.9, we can
see that the method proposed in this chapter (“Proposed”) allows much more rapid
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Figure 3.9: Evaluation of (a) the amount of effort (number of clicks) and (b) time
taken for a user to interactively segment the 11 sample slices. Smaller values are
better for both figures.
segmentation time (< 5 minutes in most cases) and with much less effort (< 100 clicks
in most cases) compared with the unpropagated intelligent scissors method. The intelligent scissors method (“Intelligent Scissors”), without the benefit of propagation,
requires significantly more time and effort. The hybrid method (“Intelligent Scissors
+ Propagation”) fares better than the unpropagated intelligent scissors method, but
it still requires greater effort than the proposed method. The proposed parameter estimation method (“Proposed + Parameter Estimation”) can further reduce both the
time and effort required by the proposed method. Finally, the salient region detection method does not change the effort required, but it is able to reduce the amount
of time needed to segment this dataset, as shown in Figure 3.9 (b) (“Proposed +
Estimation + Salient Region Detection”).
In Figure 3.10, we show that the proposed interactive method is able to increase the segmentation accuracy of our state-of-the-art materials image segmentation
method in Chapter 1. As before, we use the precision, recall, and F-measure, which
is the harmonic mean of the precision and recall [66], to show the segment boundary coincidence with the manually-constructed ground truth segmentation. For both
the proposed and previous automatic methods, we propagate from an initial slice 0
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Figure 3.10: Performance of the proposed interactive segmentation method compared
with our previous automated method in Chapter 1 measured by the boundary coincidence with the ground truth segmentation.
to the remaining 10 slices, and the proposed interaction-enhanced method increases
performance for all slices. Finally, qualitative segmentation results using the proposed interactive method are shown in Figure 3.11 where we show the automatic
segmentation results with spurious or missing segments, the human annotation, and
the updated segmentation.

DREAM3D Synthetic Volume
We further evaluate the proposed interactive segmentation approach by generating
a synthetic grain volume using DREAM3D [48], discussed earlier in Chapter 2. As
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

Figure 3.11: Qualitative results where each subfigure shows the initial automatic
segmentation S V (left); the human annotation (middle) with the seed pixels in green
and dilation pixels in blue, and “X”s indicating spurious segments to be removed;
and the updated segmentation S̃ V (right). Note that (f) and (g) illustrate removal
annotation and the remaining illustrate addition annotation.
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Figure 3.12: Synthetic volume generated by DREAM3D [48] to evaluate the proposed
interactive segmentation.
shown in Figure 3.12, we generate a 12 µm × 12 µm × 2 µm volume where each slice
is 0.06 µm × 0.06 µm × 0.1 µm in size. This volume is sampled as a 200 × 200 ×
20 image, sliced along the z-axis into 20 images of size 200 × 200 each. We use
these 20 synthetic slices, along with a noise model extracted from the above Ti-21S
material (see Chapter 2 for more details), as additional data to evaluate the proposed
interactive segmentation. As before, we evaluate interactive methods that start from
an initial segmentation, and one method that does not. For methods starting from
an initial segmentation, we use the results of propagating the ground truth for the
first slice to all the remaining slices using the approach discussed in Chapter 1.
Quantitative results of this evaluation are shown in Figure 3.13. Included in
this evaluation is the proposed method with the paramter estimation discussed in
Section 3.3 (“Proposed + Parameter Estimation”), the proposed method using the
repropagation method discussed in Section 3.2 (“Proposed + Repropagation”), along
with the intelligent scissors method used to completely segment every slice (“Intelligent Scissors”) and used only to correct the propagated results (“Intelligent Scissors
+ Propagation”). As shown in Figure 3.13 (a), the proposed method with parameter estimation requires less effort compared with both intelligent scissors methods.
With the addition of the repropagation method, interactions are only needed on three
slices, since the corrections are then repropagated to the rest of the volume, resulting
in significantly less effort than all other methods. Results for the time taken by the
evaluated methods are shown in Figure 3.13 (b), where the intelligent scissors meth-
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Figure 3.13: Evaluation on the DREAM3D synthetic dataset showing (a) the amount
of effort (number of clicks) and (b) time taken for a user to interactively segment the
20 sample slices. Smaller values are better for both figures.
ods all require more time, whereas the proposed method with repropagation performs
better than the other evaluated methods.
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Conclusion
In this work, we developed a segmentation propagation approach for segmenting 3D
materials images. In this approach, 2D segmentation is propagated repeatedly from a
slice to its neighbors and we developed new strategies to consider shape, intensity, and
topological constraints during this propagation. To handle topology inconsistency, we
developed a strategy to identify and accommodate such inconsistencies in local areas.
To preserve the shape of segments in the propagation, we extracted the skeleton of a
considered segment of interest and passed both its location and assigned segmentation
to the new slice. To incorporate intensity of segments, we modeled the intensity
distribution of the segment of interest, and used this to help identify the same segment
in the new slice. We tested the proposed method on different materials datasets and
achieved promising performance that is superior to the well-known watershed and
normalized cut methods.
We then presented a new method for propagating a multi-label segmentation from
one image to another by preserving both inter-segment topology and intra-segment
topology. The former requires the specified segment adjacency relations and the latter
requires the connectivity of each segment. We showed that this can be accomplished
when each segment and its adjacent segments constitute a ring structure. We applied
this new topology-preserving method to segment 3D metallic images for underlying
grain structures, and achieved better performance than several comparison methods.
Finally, we adapt the propagation approach with an interactive segmentation component. By exploiting the inherit grain-like structure of some materials images, we are
able provide minimal and simplistic human tools that lead to improved segmentation
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performance. Specifically, we provide annotations that allow the addition of missing
segments and the removal of spurious segments. Each annotation is localized and the
graph-cut algorithm is used to quickly modify the underlying image segmentation.
Comparisions on both effort (“number of clicks”) and time show that the proposed
approach is more efficient than comparision methods.
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