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X =  (xI ,xz , . . . ,xN)  Elemerito del espacio euclídeo IRN 
T = 1x1 = \/(x: + x$ + . . . + x k )  Módulo de x 
a u  Diu = a,u = - = u,< Derivada parcial de u respecto a xi axi 
aZu 
 D..^ a. .u = -- II - Ur;zj  Segunda derivada parcial de u respecto a axiaxj 
, 
D2u. = ( D ~ ~ u ) '  Matriz Hessiana de u 
Au Laplaciaiio de u 
A,u = di~( lVulP-~Vu)  Laplaciano p de u 
A, ,u  = d i v ( ~ x ~ - ~ I V ~ ~ P - ~ V u . )  Laplaciaiio (p, y) de u, asociado a los pesos 
de CaíTareUi-Kohn-Nirenberg . . 
1 1  
P' Exponente conjugado de p: - + - = 1 
P p' 
NP p* = - Exponente crítico de Sobolev (p < N) N - w  
Frontera de Cl 
Medida de Lebesgue de A c IRN 
Medida del corijiirito A c IRN respecto a la 
medida dm = Ixlmdx 
Medida de Hausdorff de dimeiisión N - 1 
Fiiiición característica del conjiinto A 
Norina eii el espacio L8(R) 
Norma eii el espacio X 
Bola en IRN de radio R centrada en el origen 
Bola eii IRN de radio R centrada en xo E IRN 
Medida de la esfera unidad en IRN 
NOTACIOhlES GENERALES 
Introducción 
Las Ecuaciones en Derivadas Parciales rio Liiieales, entendidas coiiio el estudio profundo 
de modelos procederites de la Mecánica, la Física Matemática y otras ranias de la Ciencia 
y la Tecnologia es la proyección actiial de un área clásica del Análisis Matemático, adeniás 
de una i~nportante referencia para la generación y contraste de inétodos nuniéricos y 
computacionales en rriuchas aplicaciones de la Ciencia y de la Tecnología. En este sentido, 
este campo de investigación puede inscribirse dentro de tina de las áreac ni& importantes 
en la investigación presente y futura y que podríaiiios denominar Matemática Fundamental 
para las Aplicaciones. 
El presente trabajo, inserto en este área, pretende el estudio de problemas qiie tierieii 
un deiiominador coniúii: su carácter crítico, o en algún sentido, límite. El carácter crítico 
se eiitieiide en este trabajo bajo varios puntos de vista: 
1. Problemas con falta de compacidad 
2. Problenias con falta de regularidad. 
3. Problemas relacionados con constantes optimales, 
Todos éstos aparecen de forina natural en múltiples y diversos marcos de las Eciraciones 
eii Derivadas Parciales y en sus aplicaciones a la Ciencia y a la Tecnologia. 
El carácter crítico liace que los problemas abordados no sean fáciles, pero sí interesantes. 
Ésta es uiia de las niotivaciones que, desde el puiito de vista niatemático, tiene el presente 
estudio. 
Se divide este trabajo en dos grandes apartados: 
Parte (1). Eciiaciones Elípticas con Datos Mixtos de Tipo Dirictilet-Neiimann. 
Parte (II). Ecuaciones Parabólicas 
Algunos de los ejemplos, que se encontrarán en el presente trabajo, aparecen direc- 
tamente como modelos aproximados de fenóineiios en los que reacción y difusión com- 
piten. Este tipo de iriodelos piieden tener su origen en reacciones químicas, combustión, 
difusióii lineal o no Lineal de calor, dinámica de poblaciones e incluso en algunos modelos 
simplificados de fluidos no iiewtonianos. 
Este trabajo tiene, naturalmente, una gran cantidad de precedentes. Los más relevantes 
están recogidos en la lista de referencias dada al final. 
Como forrna general de exposición, y para evit,ar una longitiid aún mayor; omitiremos 
detalles en la casi totalidad de resultados y métodos previos, dando siempre, eso sí, una 
referencia precisa. 
Motivación y planteamiento de los problemas. 
En esta memoria partinios del operador de Laplace A y la eciiación de Poissoii, 
-A% = f: definida en iin domiriio 0 C ELN 
A partir de ella se pueden plaiitear problemas de contorno del tipo: 
-Au = f en 0 ;  
+ Condicioiies de Contorno. 
Quizá el problema de contorno iiiás tratado en la literatura matemática haya sido el de 
Diriclilet, que consiste en prescribir un dato en la frontera del dominio 0 para la función u. 
Otras condiciones posibles son las de tipo Neuniaiin, que lo que prescriben es la derivada 
normal exterior a la frontera del dominio de la función u. Por siipiiesto hay más, pero tal 
vez el Iiilo conductor de esta meiiioria, sea el estudio de la transición de las condiciones de 
Dirichlet a las de Neumann, llevada a cabo a través de condiciones de tipo Mixto Dirichlet- 
Neumanu, que pueden verse como condiciones de tipo Robiii con coeficientes dados por 
fiinciones características. Precisaniente, fijamos dos variedades C, C 80, i = 1: 2 regulares 
de diniensióii N - 1 tales que: 
donde siipoiiemos qiie r es iina siibvariedad regular de dimensión N - 2, que llamarenios 
interfase, y se definen las condiciones de contorno por: 
au 
x,, (5)u  + xE2 (5 ) -  au = 0. 
Tanto en el estiidio de los problenias mixtos con condiciones fijas, como en la transición de 
Dirichlet a Neiimann, o viceversa, al mover las condiciones de contorno surgen problemas; 
unos sencillos de resolver con téciiicas clásicas y otros difíciles e interesantes en los que la 
teoría clásica no funciona. Uno de los problemas importantes es que sólo se puede obtener 
continuidad Holder en R. Incluso el teorenia de tipo Hopf es diferente (véase (541). 
Otro punto de partida es la siguiente desigualdad de Hardy. 
u Lema 1 (Hardy-Sobolev) Sea u E D'a2(lRN), entonces - E L ' ( ~ R ~ )  y además 
1x1 
donde la constante1 AN = ( N  - 2 2)2  es óptima y no se alcanza, 
Para más detalles, nos referimos al libro clásico de Hardy-Littlewood-Polya [83], y para 
una demostración en el caso de dimensión N puede verse, por ejeiiiplo 1701. 
Del resultado anterior eiifatizarnos dos hechos fundamentales para el estudio que se .., 
hará posteriormente: 
La constante optimal AN no se alcanza eri el espacio de Sobolev. 
La const,ante optimal es la riiisma para ciialquier dominio R acotado conteniendo el 
origen. En este caso tanipoco se alcanza. 
Cuando tomainos dominios acotados, con condicionces de tipo iiiixto, la constante de 
Hardy asociada depende tanto del dominio R como de las condiciones que prescribamos 
en él, tal es así que podenios dar condiciones en la distribución de Ci de forma que la 
constante de Hardy AN(R, Cl) se alcance. 
La desigualdad de Hardy (1) es conocida tarnbién como una expresión del Principio de 
Incertidumbre de Heiseiiberg. Para inayor inforiiiación sobre este aspecto es recomendable 
el artículo de Fefferman [65]. 
Desde el punto de vista de las ecuaciones elípticas, la desigualdad de Hardy puede leerse 
como sigue: 
El problema de AUTOVAI,ORES 
tiene un conporiamier~to patológico. 
'Véase el apartado de Notaciones General= 
xii INTRODUCCIÓN 
Véaiise (701 y [125] para una mejor comprensión de este fenómeno y sus consecuencias. 
N 
Nótese que a ( x )  = Ixl-' E LrOc sólo si r < N/2 ,  y es bien sabido que el valor 7 es crítico 
L 
para unicidad, acotación, verificación del principio fuerte del máximo para el operador 
- A  + a ( x ) I ,  et,c. 
El siguiente resultado de Baras-Goldstein en [19], que responde a una conjetura hecha 
por Brezis, va a ser objeto de extensión y análisis en la segunda parte de este trabajo. 
TEOREMA (Baras-Goldstein). 
Consideren~os el problema de valores iniciales con dato frontera Dirichlet, 
donde R es un  dominio tal que O E R,  entonces: 
i )  Si X 5 AN,  el problema (2) tiene solución global única. 
ii) Si X > AN, el problema (2) no tiene solución local si f > O.  Además, si u, es la 
solución del problema truncado pam n E IN, 
entonces lini u,(%, t )  = m, pam todo ( x ,  t )  E R x ( O ,  m) 
n-m 
A este coiiiportaniiento lo Ilaniarenios explosión espectral instantánea y completa, es 
decir: 
Cualquiem que sea el dato inicial positivo (en L2(R)  por ejemplo) el problema de valor 
inicial (2) tiene solución global si X 5 AN, y no tiene solución si X > AN.  
Además el fenómeno de explosión o c u m  en la j o m a  que describe el apartado ii) del 
Teorema. 
La ecuación parabólica anterior surge como ecuación linealizada en la solución singular 
estacionaria de problemas de reacción-difusión, en los que aparece la ecuación del calor 
con iiri término de reacción supercritico. Por ejemplo, este es el caso para la ecuación de 
la conibustión de un sólido, 
ut - A u  = XeU: y para la ecuación de Emdem-Fowler, u1 - A u  = Xu + un-', 
2N donde - < a. Véanse 1721, [85] y [98], respectivamente. En el primer caso, la solución N - 2 
estacionaria singular es 
S($) = -2(N - 2) log 1x1. 
En el segiindo caso, el término principal es del rnismo orden logaritmico pero tiene ot,ros 
términos acotados. Resultados para el comportainiento de la ecuación de la combustión 
pueden verse en [lo61 y [33] como referentes más cercanos a este estudio. 
Hay una familia de desigualdades con un comportamieiito siinilar a la desigualdad de 
Hardy. Son el siguiente caso particular de las desigualdades de Caffarelli-Koh~i-Nirenberg 
(véase el Teorenia 3), qiie coiivendremos en llamar desigualdades de Hardy-Sobolev. Pre- 
cisamente, se tiene el resultado siguiente. 
Teorema 2 Sean 1 < p < N y -m < Y < - N - '. Entonces para cualquier u E D$(R), 
P 
se tiene 
+ d  < - A N,P,T A l ~ u I p ~ x ~ - ~ d x .  (4) 
Ademá?, A N , ~ ,  es optirnal y no se alcanza. 
Las ecuacioiies asociadas a estas desigualdades son: 
(1) CASO EL~PTICO 
(11) CASO PARABÓLICO 
u ~ - l  
ut - ~ ~ ~ ( I X I - ~ ~ V U I P - ~ V U )  = X 1~1~(7+1) + f en R x (O,T), 
u > O y u = O sobre aR x (O,T), (6) 
u(x,O) = ~ ( x )  en R. 
Las desigualdes son también ciertas en los espacios de funciones EgY(R), naturalmente 
con las coiistantes que corresponden. 
La novedad eii este caso es que la constante optimal en las desigualdades de Hardy- 
Sobolev puede alcanzarse en EZ;(R). De hecho3, se dan condiciolies siificientes sobre Ci 
para que diclia constante sea alcanzada, y se priieba, que la condición necesaria y siificieiite 
'Véase el apartado de Notaciones generales. 
'Vehe el Capitiilo 3. 
para que la constante se alcance es que sea estrictamente menor que la constante en IRN. 
Nótese que los problemas asociados tienen condiciones mixtas. 
Estos problenias y algunas variantes forman parte del objeto de estudio de la memoria. 
Estudiaremos en el caso elíptico su comportamiento en términos de la existencia y la no 
existencia, regularidad, estiinacioiies universales, así como la transición cuando se niueven 
las condiciones de contorno con cierta regularidad. En el caso parabólico se analizará 
la existencia, no existencia y fenómenos de explosión como el dado por el Teorema de 
Baras-Goldstein para la eciiación del calor, poniendo eri evidencia las condiciones qiie son 
relevantes para que tal feiiónieno ocurra y la influencia de las condiciones de contorno. 
Recientemente se ha puesto de manifiesto qiie para el comportamiento de la explosión 
espectral instantánea y completa, en los problemas parabólicos con condiciones Diriclilet, 
hay dos ingredientes básicos: 
1. El comportamiento de la constante en las desigualdades de Cafiarelli-Kolin-Nirenberg. 
2. La verificación de una cierta desigualdad de Harnack. 
Véaiise [1], [52] ,  [G] y [7]. 
Coiiio queda dicho con anterioridad, cuando hay una parte de la frontera donde se 
prescribe la condición de Neumanii de forma conveniente, probamos en esta memoria que 
la constante de las desigualdades de tipo Hardy-Sobolev es alcanzada. Este fenómeno fue 
originalmente establecido por Lions-Pacella-Ti.icarico eii [94] para la constante de Sobolev, 
y mejorado en un sentido en esta memoria. Además, veremos que presenta algnnas dife 
rencias para los problemas con condiciones mixtas frente al de Diriclilet, tanto en el caso 
parabólico como en el elipt,ico. 
Nótese que trataremos ecuaciones con coeficientes no acotados en unos casos y degene- 
rados en el origen eri otros, lo que rediirida en niultitud de problemas difíciles. 
Descripción del contenido de la Memoria. 
P r i m e r a  Parte. Ecuaciones  E l íp t i cas  c o n  Datos M i x t o s  de T i p o  Dirichlet-  
N e u m a n n .  
Coino punto de partida para el estudio desarrollado en el Capítulo 1 se considera el 
probleina modelo, 
-Au = X u 4  +u' en R; 
u > 0 en R, (7) 
B(u) = O sobre aR ,  
donde siiponernos que R c IRN esun dominio acotado y suave, O < q 5 1 < r < s. 
En particular, se estudia ( 7 )  cuando O < g < 1 < T < H, es decir, el problema 
cóncavo-convexo. 
Como nornia general a lo largo de toda la memoria, diremos que un dominio es regular 
o suave si su frontera es por ejemplo de clase C2. 
Las condicioiies de frontera las tomainos mixtas de tipo Dirichlet-Neumaiin, precisa- 
mente, 
Bu 
B ( 4  = uxx, + z x z 2 >  ( 8 )  
con la hipótesis 
C, c BR, i = 1 ,2 ,  son subvariedades suaves de diniensióii N - 1 ,  
Ci n C2 = 0, U E2 = BR y Ei n = r es una subvariedad suave (9) 
de dimensión N - 2 que Ilainamos interfase. 
Donde v es la normal unitaria exterior a la frontera. 
Este tipo de probleinas ha sido ampliaiiierite est,irdiado cuando las coiidiciones de con- 
toriio son de tipo Dirichlet, véanse por ejeniplo [36],  [ M ] ,  [81],  [69] ,  [13],  [28],  [14]: [67] y 
las referencias en ellos citadas. El estudio con condiciones de contorno de tipo mixto es, 
eii alguiias ocasioiies sciicillo, a la vista de los iiiétodos y Iierraiiiientas desarrolladas en el 
caso Dirichlet. Eri otras ocasiones, se complica sobremanera. 
Una de las diferencias principales entre el Problema de Dirichlet y el de condicioiies 
iiiixtas es la falta de regularidad de las solircioiies de ( 7 )  en la interfase T. Hay varios 
trabajos en los que se Iia realizado el estudio de la misma desde varios puntos de vista 
conio por ejeniplo en los artículos [116], [99],  [115] y las referencias en allí citadas. 
Para solventar esta y otras dificultades, se Iian extendido algunas téciiicas coiiocidas y se 
Iian desarrollado otras iiiievas. Un ejemplo de exterisión, no inuy difícil, es la existencia de al 
iiieiios dos soluciones del Problema ( 7 )  eii el caso cóncavo coiivexo (O < q < 1 < T < 2* - l), 
para algiinos valores del paránietro A ,  y la no existeiicia para otros valores de A. El hecho 
de demostrar la acotación uiiiforine eii Lm de las soluciones de ( 7 )  requiere uiia exteiisión 
no trivial del método de explosión de Gidas-Spruck en [74].  
Por otra parte, se han desarrollado nuevas técriicas taiito eii la demostración de iin 
resiiltado de multiplicidad global, coiiio en la variación de las coiidiciones de contoriio y 
resultados asintóticos derivados. 
A lo largo de toda la parte elíptica, el sentido en el que tomanios las soluciones es el de 
energía, véase la Definición 1.1.1. 
El estudio del Problema (7) lo hacemos eii dos casos: con condiciones de contorno fijas, 
o variables en iixi sentido regtilar que precisaremos en esta introdiicción. Para condiciones 
fijas deniostrainos: 
1. Existencia 
2. Estiinaciones uniformes en Lm y regularidad. 
3. Multiplicidad de soluciones. 
Los resultados importantes respecto al Problema (7) son: 
.e El Teorema 1.1.2, en el que se danuestra un resultado global de existencia y multi- 
plicidad en el caso cóncavo convexo; no existencia para valores de X mayores que el 
pririier aiitovalor del problenia de autovalores asociado. En el caso del problema con 
q = 1 < T < 2' - 1, se prueba la existencia de un coiitinuo de soluciones bifurcando 
en Lm a la izquierda de Xi desde Ilull, = O. 
La extensión del método de Gidas-Spruck se realiza en la demostración de acotación 
uniforme en Lm, llevada a cabo en el Teorema 1.1.3. Este resultado requiere de uno 
previo de monotonía en IR?, establecido en el Teoreina 1.1.4 que mejora el resultado 
de Beresticky-Grossi-Pacella en 1231. Adeniás, se obtienen regularidad y estimaciones 
Holder uniformes hasta el borde, en el Teorema 1.1.6 y el Corolario 1.1.7 (que se 
deniuesbran en un caso más general en el Capítulo 4). 
Definimos a contiiiuación como varían las coiidiciones de contorno de manera regular. 
Precisamente, consideramos una familia de variedades de ¿IR, {Cl(a)},,l,, donde 1, = 
( E ,  71~-1(aR)] para O < E < RN-, (69) tal que: 
(B3) Ci (a) es conexa 
Denotamos por Be(.) las condiciones de contorno definidas como E( . )  en (1.1), con E;, 
P reeniplazadas por &(a), r(a). 
En las hipótesis (1.2), (Bl), (B2) y (B3) consideramos la correspondieiite faiiiilia de 
probleiiias: 
-Au = XU'J + u" en R,  
(Pn,,4) u > OenR,  
B,(u) = O sobre aR.  
De esta forma, para los Problema (POxA) con E 1, obtenemos la siguiente mejora de las 
estimaciones Lm, dadas eir el Teorema 1.1.3 para el Problema (PA). 
Precisamente, la familia de todas las soluciones de los problemas (Pa,~)aEC está acotada 
uiiifornieiiiente en Lm por una constante que depende de E .  Éste es el contenido del 
Teorema 1.1.5. 
INTRODUCCIÓN xvii 
Otra dirección en la que investigamos, es el comportaniiento asintótico del primer au- 
tovalor de los problenias mixtos aquí considerados. Exactamente, estudiamos el compor- 
taniiento del primer autovalor para el problema 
- A u  = Xl(a)u  en R,  
(EP,) u > O en 0, 
B,(u) = O sobre 8 0 ,  
cuando cu + O ó cu + 'HN- l (8R) .  Concretamente, demostramos: 
Al(C1) + O cuando 'HN-l(C1) -+ O y Xl(E1) + Af cuando 'HN-l(C2) + O. 
Paralelamente, se demuestra la convergencia de sucesiones correspondientes de autofun- 
cioiies normalizadas. Véanse los Teoremas 1.4.1 y 1.4.2. 
En ciiarito a resultados relacionados, cabe destacar los de J. Dávila 1551 y de J. Denzler 
eii 1581 y [59]. En 1551 se consideran datos mixtos y eii un proceso de paso al límite variando 
las condiciones de contorno, de manera diferente a la considerada en esta memoria, se llega 
a un problema con condicioiies de tipo Robin con datos dados por medidas. Por otro lado, 
Denzler, demuestra en 1581 que fijada la medida4 de El ,  es posible distribuir esta variedad 
a lo largo de a R  de forrna que, si A l  ( E l )  es el priiiier autovalor de (EP,) y A? el priiner 
aiitovalor con condición Diriclilet, se verifica: 
sup Xl(C1) = A f ,  v a  E ( O , ' H N - I ( ~ R ) )  
n ~ - , ( c , ) = a  
Adeniás; este siipremo no se alcanza. Mientras que en 1591 se demuestra que en las misinas 
condiciones, el ínfimo sí se alcanza, es decir, 
min Ai (C l )  = E (0,3í ,v- i (8R));  V a  E (O,'HN-i(Ci)).  
3 i ~ - 1 í E i ) = a  
Los resiiltados de este capitulo son esencialmente el contenido del artículo 1481. 
Otro de los temas desarrollado en la memoria es el de la bifurcación, así como propiedades 
y comportamiento de las soliiciones del problema 
- d i v ( ( x l - ~ l V ~ J P - ~ V u )  = f ~ ( x , u )  en R,  
u > 0 en R,  (10) 
B(U)  = O sobre a R ,  
a lo que dedicaiiios el Capitulo 2. Doiide se supone que R C IRN es un dominio regular y 
N - ', con diferentes elecciones del segundo acotado con O E R ,  1 < p < N y -m < y < -
n 
r 
mieiiibro f ~ .  
'Medida de Hausdorff de dimensión N - 1. 
donde suponenios que R c IRN ( N  2 3) es un dominio.suave y acotado con O E 0, 
1 < p < N ,  1 < q 5 p - 1, r = p' - 1, y O 5 X 5 A, que será el valor extrenial a partir del 
cual no existe solución. Las condicioiies de contorno suponeinos que satisfacen: 
junto con (9). 
La liipótesis sobre la variación de las condiciones de contorno es 
( H l )  Ci(a1) c Ci(a2) para al < a 2  y liiii C i (a )  = CI c aR con capp,,(Cl) = O 
0-0 
Donde denotamos por capp,,(E) la (p ,  p)-capacidad del conjunto E, que no es más que 
la pcapacidad de E respecto a la medida dfi = 1x1-mdx (véanse 1841 ó [96] por ejeniplo). 
La estriictura del capitulo es la siguiente: 
Se comienza recordando algunos resultados relativos a la constante de Sobolev con 
condiciones mixtas, establecidos principalment,e por Egnell, Lions, Pacella y nicarico en 
los artículos [63], (941 y [104]. Posteriormente, probamos tina condición suficiente para 
obtener la alcaiizabilidad de la coiistant,e de Sobolev. Esta condición est,á relacionada con 
la convergencia del primer autovalor cuando iiiovenios las condiciones de contorno como 
indica ( H l )  (véase el Teorema 2.3.13). 
'I'ambién demostramos condiciones suficientes en dos direcciones: por un lado, exten- 
deiiios el resultado de Wang-Zhu en [126] a la constante AN,~ , ? (R ,  Cl) definida en (2.11); 
por otro lado, damos una condición suficiente, similar a la establecida para la coiistante 
de Sobolev en la que se utiliza la convergencia del prinier autovalor. Este hecho revela una 
profunda diferencia entre el caso Dirichlet y el caso con coiidiciones mixtas. 
Se estudia11 resultados de existencia y no existencia del problema doblemente critico: 
( B(u) = O sobre '?IR. 
Hay que enfatizar la diferencia con el caso de datos Dirichlet en el cual. en general, el 
problema doblemente critico no tiene solución positiva. 
Finalmente, en la Sección 3.5 señalamos cómo de manera casi inmediata se extienden 
algunos de los resultados deniostrados en las secciones previas, al caso del operador Ap,r. 
Los resiiltados de este capit,ulo son parte del contenido del articulo [51] que se someterá 
a publicación en breve. 
La parte elíptica finaliza con el Capítulo 4, en el que se investigan regularidad y esti- 
nlaciones uniformes en Lm para el Problema (19), relacionado con las desigualdades de 
Caffarelli-Kohn-Nirenberg (13). Por otro lado, se establece la extensión de unos resultados 
de P. L. Lions en (931 Partes 1 y 11; que se utilizaron en capítulos anteriores. 
El problenia niodelo a estudiar en las dos primeras secciones de este capitulo es: 
-A,,u = f ,  en R 
= O sobre aR 
donde suponemos que R C IRN es un dorniiiio suave con O E R, f E Lg(R) para algún 
N T - 1 
T > -, q = -p*yT,  - m < y < -  N - y las condicioiies de contorno E ( . )  vienen 
", 7, P Y 
definidas por (11) y (9) .  Concretamente, se demuestra qiie las soluciones del Problema 
(19) son Continuas Holder con exponeiite O < K < 112, es decir, están en el espacio C k ( ñ ) .  
El resultado principal en cuanto a la regularidad Holder es: 
1 
Teorema 4 Sea u E EE:(R) solución del Problema (19). Entonces, existe O < K < - tal 2 
que u E C K ( ñ ) .  
Obsérvese que el exponente K -, O cuando T \ t, y por otro lado, K se aproxima a 
para valores de r suficientemente grandes. El limite máximo de regularidad es K = 4, 
como pone de manifiesto el coiitraejeinplo de Shaniir en [115] (véase la iiitroducción de la 
Sección 1.6). 
El Teorema 4 se obtiene coiiio consecuencia inmediata de los dos teoremas siguien- 
tes, en los que las dificultades están aisladas. Por un lado, en el Teorema 5 se obtiene la 
regularidad en entornos del origen y por otro lado, en el Teorenia 6,  se tiene la regulari- 
dad en eiitornos [le la interfase F. En el resto del doininio, la regularidad es uii resultado 
clásico. 
Teorema 5 Sea u E Lm una función verificando una desigualdad de tipo Cacciopoli (ver 
la desigualdad (4.3)). Entonces u es continua Holder en un entorno del origen. Concreta- 
mente, dado R > O tal que BR(0) cc R,  existe O < K < 1 tal que u E CX(B,q(O)). 
Obsérvese que en particiilar el teorema es también válido para niíiiinios ó incluso cuasimí- 
niinos de funcionales, en las hipótesis adecuadas. 
Teorema 6 Sea u solución del Problema (19). Entonces existen dos constantes H > O y 
O < n < 112 tales que para todo y E T, p < 6(y) tenemos 
osc (u; p )  5 Hp". (20) 
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El caso ( y  + 1) 5 O es un caso particular de los resultados en [52] donde se demuestra, 
en particular, que el Problema (25) coi1 cu = 1 tiene solucióii débil global para todo A E IR, 
es decir, iio hay fenómeno de explosióii aunque la constaite optimal de la desigualdad de 
Hardy-Sobolev correspondiente no se alcanza y es la misma para cualquier dominio que 
contenga el origen. Se dará una idea de este resultado, que en este caso lineal es bastante 
elemental. 
Nos centrareinos, por taiito, eii el caso ( y + l )  > O. La diferencia fundamental con el caso 
( y  + 1) 5 O, es que si (y  + 1) > O, la ecuación homogénea asociada verifica la desigualdad 
d e  Harnack parabdica (5.12). Este heclio fue demostrado por Chiareiiza-Serapioni eii [45], 
y en casos iiiás geiierales por Gutiérrez y W'heederi en [82]. Notése que la coridición sobre 
y es óptima. 
%S establecer nuestros resultados podremos decir que la desigualdad de  Harnack y 
el comportamiento de la constante optimal de  la desigualdad de Hardy-Sobolev son  las 
propiedades principales para tener  la EXPLOSIÓN ESPECTRAL INSTANTÁNEA Y COMPLETA. 
Para el caso a > 1 un análisis de la homogeneidad pone de inanifiesto que el compor- 
taniieiito respecto a la ezplosión instantánea y completa es independieiite de A. 
Los resultados principales eii el Capítulo 5 son los siguientes: 
1. En la Seccióii 5.3 se estudia de fornia sucinta el caso ( y  + 1) < O, estableciendo la 
existencia de solución global riiediante una estimación de energía convenieiite. En 
[52] pueden ericoiitrarse los detalles iiicluso de casos más generales. 
2. La Sección 5.2 está dedicada a fortnular con precisión la desigualdad de Harnack 
probada eii (451; se demuestra además una versión débil que se utilizará con frecuen- 
cia. 
3. El resultado principal eii la Sección 5.4 lo constituye la unicidad para el Problema 
(5.9) recogido eii cl Teorema 5.4.1. 
4. Los resultados priiicipales sobre no existencia y explosióii instantánea y conipleta 
forman el contenido de la Sección 5.5. 
En la priinera Subseccióii, 5.5.1, se demuestran los Teorenias 5.5.1 y 5.5.6 sobre la 
no existencia y la q l o s i ó n  espectral instantánea y completa en el caso lineal. 
En la Subseccióii 5.5.2 se estudia el caso superlineal, es decir, cu > 1 en el Problema 
(25). Los resultados fuiidaineiitales en este apartado son los Teoremas 5.5.8 y 5.5.11. 
Se demuestran, sin ninguna restricción sobre A ,  la no existencia y la explosión i n s  
tantáiiea y completa de los problemas aproximados para cualquier dato no negativo 
y no idénticamente nulo, respectivamente. 
5. La Sección 5.6 se ocupa del estudio del caso sublineal, O < a < 1, para el cual se 
prueba la existencia de iitia solucióii global. Además, se obtiene el coiiiportamiento 
de la solución eri el caso que el dato inicid esté domiiiado por la iiiiica solucióii 
estacionaria de la ecuación elíptica asociada. 
Heinos de destacar qrie el método de demostración es distinto a los usados por Baras- 
Goldstein, fuertemente ligado a la fórmula de representación de las soluciones de la ecua- 
ción del calor, y por Brezis-Cabré. Biiscando un método que fuese válido para los problemas 
cuasiliiieales, nuestro método de deniostración de la no existencia se basa en la desigual- 
dad de Picone, Teorenia 2.2.2, del Capítiilo 2.  En particular, se tiene una demostración 
alternativa a la de Baras-Goldstein en el caso de la ecuación del calor. 
Los resultados de este capitulo son el contenido del artículo [1] 
Finalmente, se abordan los problemas parabólicos con condiciones de coiitoriio mixtas 
en el Capitulo 6, donde el problema general que se analiza es: 
un 
ut - A , , u  = x IxIP(-~+~) ' u 2 0  en R x ( O , T ) ,  
B ( u )  = O sobre 00 x (O,  T), (26) 
u(x;O) = ( ~ ( x )  si x E R ,  
en el que las condiciones de contorno vienen definidas por (9) y (11). 
Este capitulo es por un lado, la extensión delcapitulo 5 con p = 2 y condiciones 
Dirichlet a condiciones de contorno mixtas y por otro lado, la extensión (con novedades) 
de algunos resultados de (61 y 1521 con condiciones Dirichlet y p # 2 al caso con condiciones 
mixtas. 
Obsérvese que la constante de Hardy-Sobolev AN,, , ,~(R,  E l )  se alcanza cuando 
Este Iiecho genera nuevas dificiiltades para demostrar la explosión espectral instantánea 
y completa en el caso qrie AN,,,,,(R, E l )  se alcance, dado que los métodos del Capitulo 5, 
desarrollados para datos Dirichlet, en general no funcionan. Mientras que en el caso que 
coincidan, A,v,,,,,(R, E l )  = AN,~ , , ,  los resriltados del Capítulo 5 siguen siendo válidos al 
menos pasa p = 2. 
Concretamente, el capítulo está organizado de la siguiente manera: 
En la Sección 6.2  estiidiamos el caso p = 2, a 2 1, que a su vez dividimos en tres 
subsecciones, según a = 1 y A > A,V,~,,(R; E l )  = AN,p,7; a = 1 y A > AN,2,-((Ri E l )  # 
AN,,,,, ó a > 1. 
En la Subsccción 6.2.2, suponemos que > AN,~, ,(R, E l )  # I\N,2,.1; y por tanto, 
A,v,z,,(R, C i )  se alcanza; aquí las técnicas anteriores no son válidas para el intervalo 
1 \ ~ , 2 , , ( R ? C i )  < A 5 AN,~, , .  En este caso, seguinios las ideas de Golclsteiii-Zhang 
en el articulo reciente [77], en el qiie extienden el resultado de explosión de Baras 
y Goldstein, en [19], a eciiaciories parabólicas con coeficientes variables y potencial 
singular, utilizando una extensión del método empleado por Cabr&h{artel en 1391. 
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El caso p = 2, a > 1 y X > O lo estudianios en la Subseccióii 6.2.3, donde tratamos 
de manera iiimediat,a la extensión de los resultados de la Subsección 5.5.2 a las 
condiciones mixtas. Obsérvese que no importa el hecho de si h,v,~,.,(R, Cl) se alcanza 
o no, porque la falta de homogeneidad en el espacio, hace que el comportamiento 
del probleiiia sea independiente de X > 0. 
En la Seccióri 6.3 estudiamos la explosión e11 el caso cuasilineal p > 2 y a > p - 1, 
que en función de a, la dividimos en dos subseccioiies: 
1. Eii la Subsección 6.3.1 tratamos el Problema (26) con p > 2, a = p - 1 y 
X > AN,p,7(R> El) ,  donde siguiendo los argumentos de 1521, también obtenemos 
un resultado incluso más fuerte qiie en el caso lineal p = 2. Precisamente, se 
obtiene que iricluso el problema truncado explota en tiempo finito. 
2. La Subsección 6.3.2 la dedicamos a señalar como se obtiene la no existencia y 
explosión coinpleta en el caso p > 2, a > p- 1 y X > O ,  cuya demostración sigue 
las ideas mostradas en el capítulo anterior para p = 2 y coiidiciones Diriclilet. 
Los resultados coi1 p > 2 y datos Dirichlet pueden verse en (61 y la demostración 
para condiciones mixtas es la niisma. 
La sección final, Sección 6.4, la dedicamos a demostrar algunos resultados de exis- 
tencia, a señalar como otros, con datos Dirichlet, se extienden a datos mixtos de 
manera inmediata y danios referencia de otros, también para datos Dirichlet, en los 
que sil extensión al caso mixto no es inmediata. 
1. Concretaineiite, en la Subsección 6.4.1, señalamos que en el caso lineal p = 2 
y a = 1 (como en el Capítulo 5 para datos Dirichlet) obtenemos existencia de 
solución global en ciialquiera de las dos alternativas siguientes: 
(i) X < AN,,,,(R, C1) y -m < y < y 
ó 
(ii) X > O y (y + 1) 5 O. 
Además estudiamos una perturbación del Problema (26) co~i p = 2 y (y + 1) > O 
(para el que se demuestra en la Sección 6.2 la explosión espectral instaiitánea 
y conipleta cuando X > AN,2,7(R: El))  en el que demostramos existencia global 
cuando añadimos un térniino de absorción, el cual hace que se "quenie" la 
suficiente niasa para qiie no haya explosión. 
-Lpl 2. En la Subsección 6.4.2 señalamos que en el caso 1 < p < 2 y O < (y+l)  < 2, 
hay existencia de solución global. La demostración es idéntica al caso Dirichlet 
(véase 1521 para más detalles). 
3. Finalmente, en la Subsección 6.4.3 apiiiitamos algiinas ideas sobre existencia 
local cuando (y + 1) < O y todo p > 1. Coiicretaiiiente, se iitiliza una su- 
persolución que sólo depende del tiempo. Para terminar, se da referencia de 
resultados relacionados con la existencia global y la extinción en tiempo finito 
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cuando 1 < p < 2 en el caso Dirichlet; de hecho en [52] donde se demuestra, 
en particular, que para el caso a = p - 1 hay solución débil global para todo 
X E IR. Para datos niixtos es aún desconocido. Esta es una línea de trabajo en 
progreso. 




Ecuaciones Elípticas con Datos 






En las últiriias décadas los problemas de Dirichlet y Neumam asociados a uria ecuación 
elíptica del tipo 
han sido investigados con diferentes clases de segundo término, f (x ,u) ,  en general no 
lineal. 
En este capítulo, estudiamos la misma clase de ecuaciones pero con condiciones de fron- 
tera de tipo mixto Dirichlet-Neumaiin. Precisamente, consideremos el siguiente problema 
modelo 
-Au = Xuq +u' en R, 
(PA) u > O en R, 
B(u)  = O sobre aR, 
donde suponemos que R C IRN es un dominio acotado y suave, O < q 5 1 < T < 2' - 1, 
donde 
( o o . s i N < 2 .  
es el exponente critico en la inclusión compacta del espacio de Sobolev W1,2(R) en los 
espacios de Lebesgue LS(R),  1 5 s < 2'. 
Las condiciones de frontera las definimos por 


CAP~TULO 1. PROBLEMAS SEMILINEALES 
(B3) Ci(a) es conexa.' 
Denotamos por E,(.) las condiciones de contorno definidas como B(.) en (1.1), con E,, 
r reemplazadas por C,(a), T(a). 
En las hipótesis (1.2), ( B l ) ,  (B2) y (B3) consideramos la correspondiente familia de 
problemas: 
-A% = Xu9+uren 0, 
u > OenCl, 
B,(u) = O sobre 80. 
Para los Problema (P,,x) con a E I, obtenemos la siguiente mejora de las estiinaciones 
Lm dadas en el Teorema 1.1.3 para el Problema (Px). Precisainente tenemos el siguiente 
resultado. 
Teorema 1.1.5 Consideremos la familia {Co}uE,c bajo las hipótesis (1.1), (1.2), ( B l ) ,  
(B2) y (B3). Definamos 
S, = {u : R - IR1 u es solución del problema (P,,x), a E I,} , (1.5) 
es decir, la familia de todos las soluciones de los problemas (P,,x), a E I,. Entonces existe 
una constante positiva tal que 
Las técnicas que enipleamos en la demostración del Teorema 1.1.5 son el método de 
ezplosión de Gidas-Spruck, para lo que necesitamos algunos argumentos de compacidad 
qiie requieren conocer propiedades de holderianidad de las solucioiies. Una de las prin- 
cipales dificiiltades, en este tipo de problemas, es la falta de regularidad en la interfase 
r ( a ) .  Comprobamos qiie una mejora de los argumentos de Stampacchia en [116] (véanse 
también [99], [115]), nos permite probar estiniaciones Holder globales. 
La estructura del capítulo es la siguiente: 
En la Sección 1.2 estudiamos un problema de contorno mixto en IR: (Teorema 1.1.4), 
que tiene interés por si mismo y que extiende un resultado de 1231. Algunas contribuciones 
recientes de Damascelli-Gladiali en 1531, junto con los métodos dados en 1741 y 1911, nos 
permiten probar los Teoremas 1.1.3 y 1.1.5 en la Sección 1.3. En la Sección 1.4 investigamos 
'Esta hipótesis puede relajarse a considerar un número finito de componentes conex= de manera que la 
medida de cada componente sea acotada por abajo por una constante uniforme y positiva veces la medida 
de &(a). 
el comportamiento asintótico del primer autovalor de los problemas mixtos aquí coiiside- 
rados. Más concretamente, estudianios el comportamiento del primer autovalor para el 
problenia 
- A u  = Xl(a)u en R, 
(EP,) E u > O en 0 ,  
B,(u) = O sobre 80, 
cuando cu + O ó a + 'HN- I (~R) .  En la Sección 1.5 probamos el Teorema 1.1.2 y algunos 
resultados relacionados. Finalmente, en la Sección 1.6 demostranios dos resultados de 
compacidad: el Teorenia 1.1.6 (versión simplificada del Teorema 4.2.19) y el Corolario 1.1.7, 
que son de importaiicia para demostrar las estimaciones Lm uniformes. Por conveniencia 
para el lector, lo enunciariios en este iiiomento dado que los utilizaremos mias veces a lo 
largo del capitulo. 
Teorema 1.1.6 Sea u solución del problema 
1 -Au = f en R, u > O en R, B(U)  = O sobre a n ,  
con f E LJ'(R) para algún p > +. Entonces u E C'(fi), para algún O < K < 4. Además, 
existe una constante positiva C = C (R, C i ,  llullrn? 11 f llp) tal que para toda solución u de 
(1.6) se verifica 
Il"llC.(ii) 5 C. 
Corolario 1.1.7 Dado O < E < ' H N - ~ ( ~ R ) ,  1 = [~, 'H,v-i(aR)],  supongamos que la 
familia { C I ( ~ ) } , ~ , ~  satZsface las hipótesis (1.1), (l.%?)?), ( B l ) ,  (B2)  y (B3).  Entonces 
existe una constante C E C (Q, Cl(a) ,  I I ~ , l l ~ m ( ~ ) ,  1 1  f l l L T ( n ) )  tal que toda solución u, del 
problema 
1 -Av = f en 0 ,  (Po) S u > O en R, & ( u )  = O sobre ¿?R, 
con f en las hipótesis del teorema anterior, se verifica la siguiente estimación: 
1 
IluollcScñ) 5 C,  para todo a E I,, O < K < - 2 
Publicación. Los resultados de este capitulo son eseiicialinente el contenido del artículo 
1481. 
CAP~TULO 1. PROBLEMAS SEA4ILINEALES 
1.2 Problemas en m", 
En esta sección probamos el Teorema 1.1.4, el cual es esencial en la deniostración del 
Teorema 1.1.3. 
La siguiente proposición debida a Bakelinaii y Varadh ,~  (véanse [24], 1251 ó [47]) nos 
garantiza una condición suficiente para asegurar que el Principio del Máximo se verifica 
en domiiiios con niedida pequeña. 
Proposición 1.2.1 Sea R C IRN un dominio con diam ( 0 )  5 d y supongamos que v E 
W/:(R) satisface 
donde c(x) E Lm(R). Entonces eziste 6 > O, dependiendo sólo de N, d y I I c I I ~ ~ ( ~ )  tal que 
si IR1 < 6 entonces v(x) < O en R. 
La deiiiostración está basada en el Teorema de Alexandrof-Bakelman-Pucci, véanse (401, 
1471 ó 1751; Además en 1381 se obtiene una mejora del resultado. 
DEMOSTRACIÓN DEL TEOREMA 1.1.4: 
Suponemos sin pérdida de generalidad que $1 = O, basta hacer una traslación en caso 
contrario. 
Definamos la función v(x) = - , es decir, la transformación de Kelvin para (13 
la función u. Claramente v 2 O, Iv(x)l 5 1x12-N para x E 1Rf y no es difícil comprobar 
que v es solución del problema 
-Av(,) = Ix~(N-2)'-(N+2)v' en IR?, 
( P )  v = O sobre {xi < O} n {XN = O}, 
- O sobre {xl > O} n {xN =O}. 
Definamos, para X E IR, 
x = (x l ,xf)  con x' = (x2, .  . . ,xN);  xX = (2A - XI,X') 
Y 
W(X, A) = VX(X) - v(x); con vx(z) = v(xX), x E C(X) 
Dividimos la demostración en tres etapas: 
Etapa 1. Probanios que existe Xo 5 O tal que w(x, A) 2 O en C(A) para todo X 5 Xo. 
1.2. PROBLEMAS EN IR? 
La función wA(x)  = w(x,  A )  verifica la ecuación 
X (N-2)r-(N+2) 
-Awx(x)  = 1x 1 u X ( x ) ~  - lxl(N-2)~-(N+2) v ( ~ ) ~  
donde 
Y 
A (N-2)r-(N+2) - lX1(N-2)r-(N+2) 
~ x ( x )  = 1s I 
Observamos que d ~ ( x )  2 O en C(A) para todo A 5 O. Siguiendo las ideas de Chen-Li en 
[43], definimos la función Z x ( x )  = - W X ( x )  con g ( x )  = log(2 - x( ' ) )  para x E = ( A )  siendo 
s ( x )  
x( ' )  la primera coordenada x.  Teniendo en cuenta que 
-AWX = -A(gGA) = -gAwx - wAAg - 2(Vg,  VE,) ,  
obtenemos 
En primer lugar, demostramos que existe Xo < O tal que Z A  2 O en C(A) para cada A < 
A0 . 
Para ello, suponemos por contradicción que existe11 dos sucesiones, una de números 
reales {A,} con A, + -m y otra de puntos {x,} c C(A,) tales que WX(X, ,  A,) < 0. 
Nótese que existe una constante positiva C tal que fijado A,, 
IxA"I2-N + 
,Yil[ = 5 c 4 0, cuando 1x1 + m 
log(2 - si) 
Dado que ZX,, = O sobre T(A,) y teniendo en cuenta que A, 5 0, 
VA" ZA,, = - 2 O? sobre Ci n { x i  < A,}, 
9 
por tanto, obteneiiios que YA" alcanza su mínimo en iin punto (que denotamos igual por 
simplicidad eii la escritura) x, E C(A,), de inanera que: 
Por el Teorema del Valor Medio tenemos que existe una función h ( x ) ,  entre v ( x )  y 
v ( x X ) ,  que verifica c ~ ( x )  = rhT-'(x)  (ver (1.7)). Además, por definición de v ( x )  y dado 
que llull 5 1, tenemos que Iu(x)l 5 Entonces, si w ~ ( x )  5 O y X 5 O resulta que 
O 5 v(xX) 5 h(x) 5 v(x) 5 lx12-N. Como conseciiencia, tenemos la siguiente estimación 
con C > O y para lx,l suficientemente grande (obsérvese que esto es equivalente a que 
A, < O con /X,I grande), y por consiguiente, 
que es una contradicción. 
Etapa 2. En esta etapa probamos que w(x, A) 2 O en C(X) para todo X < 0. 
Tomando el Xo de la primera etapa, tenemos que w(x, A) > O en C(X) para todo X 5 Xo. 
Ahora considerainos el intervalo n~aximal (-m, p) tal que w(x, A) 2 O en C(X) para todo 
X E (-oo,p). En esta situación necesitamos probar que p > O. Para ello, argumentanios 
por rediicción al absiirdo, es decir, suponemos qiie p < O. Por continiiidad, w, 2 O en 
C(fi), y por el Principio del Máximo obteneiiios que ó bien w, - O ó bien w, > O ,  en 
C(p). La primera alternativa no es posible porque si suponemos que w, O, llegamos a 
contradicción con el Lema de Hopf sobre {XN = O} para 1x1 suficientemente grande tal 
que x t  > 0. 
Otra manera posible de argumentar es que si supoiienios p < O entonces v es idéiitica- 
mente nula sobre Í?IR:, y por un resultado de Gidas-Spruck en [74], se tiene que u r O en 
IR: y como consecuencia, u = O en IR: que de nuevo es una contradicción. 
Consideremos la fiiiición 
F : IRN \ {PO} + IRN, con polo PO = (PI,  0 , .  . . ,O), Pl > p + 2: 
definida por 
Entonces tenemos que 
donde ? = ( & , O ; .  . . ,O).  Recordemos que u es la transformación de Kelvin de u, 
consideraiiios aliora una nueva transformación de Kelvin; dado y E F (C(p + E ) )  definimos 
la función 
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Ahora argumentamos como en [23],  siguiendo el método del Moving Plane debido a 
A.D. Alexandrof y utilizado por primera vez por J. Serrin en [114]. 
La función r satisface la ecuación 
Podernos estiinar el coeficiente del término lineal como sigue: 
donde la última desigualdad es consecue~icia del tiecho que x E C ( p +  E ) ,  entonces 1x1 > 
Ip + € 1  > c > O para E > O suficientemente pequeño. Consecuentemente, podremos hacer 
uso de la Proposición 1.2.1 y argumentar de - manera similar a Berestycki y Nirenberg 
eii [24]. Debido a la continiiidad de F  en C ( p ) ,  toniamos K  c C ( p )  un subconjunto 
compacto de manera que F ( K )  c F ( C ( p  + E ) )  para cada E 5 EO siificienteinente pequeño 
y IF(C(p  + E ) )  \ F ( K ) I  < 6 para todo E 5 EO y 6 > O como en la Proposición 1.2.1. 
Puesto que w,, > O en C ( p ) ,  por continuidad y compacidad teiiemos que w,+,(x) 2 n 
para algún n > O y todo x  E K ,  E 5 €0.  Como coiisecueiicia, 
(Y 
> a' > O para todo y E F ( K ) ,  E 5 EO 
dado que F ( K )  es compacto y O F ( K ) .  Definimos Re = F ( C ( p  + E ) )  \ F ( K ) .  Ahora 
tenemos que probar que 
limiiif z,(y) 2 0, 
y-aite (1.8) 
o lo que es lo niismo, 
liniinf w,,+,(x) > O. 
Z-aKUaE(p+e) (1.9) 
Si x + a K  U d C ( p  + E )  tenemos tres posibilidades: 
En el primer caso, (1.9) se verifica porque w,+, 2 a > O en K. El segundo se satisface 
por hipótesis. Finalmente el tercero resulta del liecho que u = O sobre Ci  y u 2 O en el 
coiijunto C2 U IR:. Ahora estamos en las hipót,esis de la Proposición 1.2.1, la cual nos 
permite conlcuir que 
qiie es una coiitradicción con la maxiinalidad del intervalo (-m, p )  con p < O. Por tanto, 
p 2 O, lo que termina la segunda etapa de la demostración. Es decir, hemos probado que 
u í V A  en E A  para todo < O ,  y u ( ~ l l ~ 1 ~ )  í ( l y ~ l l l ~ l ) ~ u ( ~ ~ I l ~ ~ l ~ )  < ~ ( Y A I I Y A I ~ ) ,  entonces 
u es no decreciente en la dirección X I  en IR? n { x l  < O}. 
Por este método no podemos coritiniiar m& allá de z l  = 0,  esencialmente, debido a la 
singularidad de la transformación de Kelvin en el origen. 
Etapa 3. En esta etapa probainos la monotonía en la dirección del eje x i  en todo ni:. 
Usamos estimaciones de Damascelli-Gladialli en [53] basadas en desigualdades integrales 
establecidas por S. Terracini en [121] y [122]. Por tanto, hacemos un resumen de esta etapa 
(véase 1531 para más detalles). 
Comeiizamos enunciando un lema que será útil. 
Lema 1.2.2 Sean X < 0, p E (0, -A )  y " " (y )  = &u (P' + fi)? la tmnformación IYI  - 
de Keluin centrada en PJ' = ( p ,  0 , .  . . , O ) .  Supongamos que vo, (u# - u:)+ E L2. n Lm(CA)  
y (u" -u:)+ E W',2(CX) .  Denotemos el conjunto A: = { y  E C A  \ { P A } ~  up (y )  2 v:(y)},  
Px = (2X, 0,. . . , O ) .  Entonces 
donde C A  C ( N ,  A) > O es no creciente en X ,  
La demostración está basada en el uso de funciones de cort,e adecuadas como en [122], 
véase [53] para una demostración. 
Sea fi 2 O, la traiisformación de Kelvin de u centrada en P, = ( p ,  0 , .  . . , O )  está definida 
por up(y) = &u (P,, + &) y verifica una condición de contorno de tipo Dirichlet 
, 
homogé~iea en los puntos y tales que y~ = 0, -' < y1 < O (y l  < O si ~i. = O como en J' 
el segundo paso) y de tipo Neiimann homogénea en la parte restante de la frontera. Si 
-1 < X < O entonces u" y (u" - u!)' se anulan donde se verifica la condición de Dirichlet 2" 
para u' y la reflejada u:. El Lema 1.2.2 nos da la siguiente estimación (1.10); fijado X < 0,  
la estimación (1.10) se verifica para cada p E (O, - A ) .  Por el Principio del Máximo, U A  > u 
en C A  \ { P A } ,  adeniás, piiesto que l/lylZN E L1(CA)  podemos aplicar el Teorema de la 
Convergencia Dominada, entonces l y l - 2 N ~ A :  + O cuando p -+ O en IRN \ (SA U {PA} ) .  
Coiiio consecuencia, 
este heclio junto con la desigualdad (1.10) prueba que (u" - u:)+ r O en EA. 
Ahora argumentamos por reducción al absurdo, es decir, suponemos que po < - A  es 
maximal tal que uJ' 5 u: en E A  \ { P A }  para todo O < p < po. Como antes, u? > um, 
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además l y J - 2 N X A p  < I y 1 - 2 N X E A  E L1, y de nuevo por el Teorema de la Coiivergencia 
A - 
Dominada, l y l - 2 N ~ A y  + O en c.t.p. cuaiido p -+ PO, entonces existe O < E pequeño tal 
" 
1 2/N 
que CA (/ ,dy) < 1 para p E (m, Y. + E), asimismo conc~uimos que u* 2 u' y 
Ay I Y I  
~ .. 
por el Principio del Máxirno u! > up en EA \ {PA} para p > po y próximo a lo que nos 
da una contradiccióii con la maximalidad de po. Por tanto tenemos que para cada X < O 
y p < -A: u' 5 uP en EA o equivalentemente, fijado p > O, la desigualdad se verifica ? para cada X con -% < X < O. Haciendo X + 0, obtenemos que u' 5 v i  en Co, es decir, 
uW(yi,y') 5 u(-yi,yl) Vy = (y i ,d )  con yi < O. Entonces como antes u 5 u, en E,, y 
como p > O es arbitrario, obtenemos que u es 110 decreciente en la dirección xl en todo 
El?. 
m 
1.3 Estimaciones uniformes en LM: demostración de los Teo- 
remas 1.1.3 y 1.1.5 
Comenzamos esta sección demostrando el Teorema 1.1.3 con la condición de compacidad 
que da el Teoreina 1.1.6. 
DEMOSTRACIÓN DEL TEOREMA 1.1.3.  
Supongamos por contradicción que existe aina sucesión {uk} de soluciones para los 
problemas (PA,) y uiia sucesión de plintos {Pk} C verificando 
A'fk = supuk(x) = uk(Pb) + cm cuando k + cm 
SER 
Podemos supoiier, sin pérdida de generalidad, que para alguna subsiicesión, P k  + P E E. 
Por consiguiente tenemos varios casos a estudiar: 
1. P E R U C j ,  
En el primer caso, podenlos argumentar como Gidas-Spruck en [74], es decir, pasaiido 
al límite llegamos a un probleina de Dirichlet eri El: o a u11 probleiiia elíptico en ElN y 
por [74] obtenemos una contradicción. 
Si P E C2, con argumentos siniilares a los de Lin-Ni-Takagi en [91], lleganios a un 
problema de Neumanii en El: o a aun problema elíptico en ElN. En la priiiiera alternativa, 
podemos reflejar a través del hiperplano que separa el medio espacio, resultando así uii 
problema aliora en ElN, y llegamos a contradicción usando de nuevo los resultados de (741. 
Dado que el caso P E C:, es menos coiiocido que el primero, hacemos la prueba, no solo 
por conipletar, sino porque la notación de este caso resulta útil para la exposición en el 
caso en que P E P. 
En primer lugar podemos suponer que P es el origen y (0,. . . , O ,  -1) es la derivada 
normal exterior a 80 en P. Entonces existe una función siiave $(xl) con x' = (xi, ..., XN-1) 
definida por: 
a* (i) +(O) = O ,  -(O) = O, para i = 1, ..., N - 1 axi 
(ii) 0 n U = {(x', X N ) ~  XN > $(x')} y 80 n U = {(x', xN)I XN = $(xl)} en un entorno U 
de P. 
Para y E lRN con lyl suficientemente pequeño definimos una aplicación x = 4(y) = 
\ , r  
$(y1). Debido a la propiedad (ii) D$(O) = I ,  4 tiene aplicación inversa y = p(x) = $-'(x) 
en un entorno de x = O. Escribimos p(x) = (pi(x),  ..., p ~ ( x ) ) .  La fiinción vk((y = uk(x) 
verifica el problema 
= Xkv;+ vk en B&, 
3 
= O sobre E;,6, (1.11) 
avk 
- = O sobre E;,6, 
~ Y N  
donde E26 = {y E RNl lyl < 26} y E& = B2, n { y ~  > O}, con 6 > O suficient,emente 
pequeño, y podemos suponer, sin pérdida de generalidad, que E:,* (los tranformados de C, 
para i = 1,2 a través de la rectificación de la frontera) están dados por {y1 < O}, {y] > O) 
respectivamente en {yN = O) n BZ6 (si no es así, podemos tomar otra rectificación de r 
en { y ~  = O} tenielido propiedades análogas). Los coeficientes son 
Además, ponemos Qk = p(Pk) y escribimos Qi, = (4, yk), yk 2 0. 
7-1 
-- 
Coi110 Qk + O cuando k + m, podemos suponer que lQkl < 6. Definimos pk = A l k  , 
eiit,onces pk + O cuando k + 0. 
Como consecuencia, tenemos dos casos con P E C2: 
(a) {^} permanece acotado. 
Pk 
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Razonando sobre iina subsucesióii, si es necesario, podemos suponer x / p k  3 s > O 
para k + m. Definimos la función reescalada 
Notamos que la función wr; está bien definida en la media bola BSIPb y que O < 
w ~ ( z )  5 1 para todo k ,  además wl; verifica el problema 
8 4  
- = O sobre { Z N = O ) ~ B ~ ~ ~ , ,  
~ Z N  (1.12) 
donde a$(z)  = ai j (pr. t1 + q;, p k z ~ )  y b$(z) = bj(pkzl + q", P ~ Z N ) .  
Por regularidad elíptica clásica y el Teoreina de Ascoli-Arzelá, tenenios que existeuna 
subsucesión {wk}  iinifor~nemente convergente a iina función w E C2~~(IRN)nC1~fl( IR$!)  
- 
para algún O < 0 < 1 sobre cada subcoiijunto compacto de IR:. Teniendo en cuenta 
que a&(*) -+ a i j (0 )  = b;j, pk 3 0,  concluiinos que w es una solución no negativa del 
problema 
-Aw = wT en IR:, 
sobre { Z N  = 0). 
Finaliiiente extendemos w a todo IRN por reflexión con respecto al hiperplano ZN = 0,  
entonces w = O por el Teorema 1.2 de [74]. Este Iiecho es una tina contradicción con 
la continuidad de w porque 
w(0, ..., O, S )  = lim w 
k-m 
(b) (3) es no acotado 
Pk 
7 k  Podemos suponer que - -+ m para k -+ m. En este caso definimos 
Pk 
entonces wé(0) = 1, para todo k. Ahora wk satisface (1.12) con a$(z )  = a;j(pkz+Qk) 
y b,k(z) = b j ( p k t  + Qk)  en BdlPk n {zN  > -%/pk}  y la condición de contorno está 
dada por { Z N  = - ~ k / / ~ k }  Como ant,es, por regularidad elíptica y el Teorema 
de Ascoli-Arzelá, existe una subsiicesión { w k }  uniformemente convergente sobre cada 
conjunto compacto de IRN a una función w E C2,fl. Además w es una solución no 
negativa de la ecuación 
N 
-Aw = w' en E+ 
que implica que w - O y esto es de niievo una coiitradicción porque 
~ ( 0 )  = lim wk(0) = 1. 
li-m 
En el tercer caso, P E r = El nc2, podemos argumentar como antes y tenernos dos nuevos 
alternativas: 
1. Si ( 2 )  es no acotado, la demostración es similar al caso anterior porque pasando 
al límit,e la condición de contorno "va a infinito" y llegamos a un problema en todo 
IRN. 
es acotado, podemos suponer, para alguna subsucesión si es necesario que 
'Yli 
- -+ s 2 O cuando k -t m. 
Pli 
La función reescalada 
~ k ( P k 2  + Qk) 
~ k ( 2 )  = Mk 
definida antes verifica wk(0) = 1, para todo k ,  además, teniendoen cuenta (1.11) obtenemos 
- awk - O sobre 
~ Z N  Pk 
wk = O sobre z ~ = - -  n 21 <-- ~ B Q ,  { II] { a)  P. 
para algún 6 > 0. 
Tenemos dos casos m.&: 
(1) i) {qk / p k }  es no acotado, entonces por regularidad elípt.ica obtenemos la regularidad 
-
necesaria para pasar al líniite uniformemende sobre compactos de IR: para k -+ m. 
En el límite obtenemos una función no negativa w E C2.@(1RN) nc1~@(@)  para algún 
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O < 0 < 1 sobre cada subconjunto coinpacto de IR:, que es soliición en IR? de un 
11) 
problema de Dirichlet o de Neumann, dependiendo del signo que tenga en el 
límite. 
*(O 
ii) {qf)/pk} es acotado, podeiiios suponer A- + sl para k -+ w. Para pasar al límite, 
"5 
observamos que riecesitamos, como en el ultimo caso, dgiirias estimaciones a priori 
para obtener convergencia en algún sentido. Estas están garantizadas por el Teorenia 
1.1.6, en efecto, por un lado, IIwkII, = 1, por otro, fijanios 0, un entorno acotado del 
punto (-si, O, . . . , O ,  -S) en el semiplano S = { zN  > -S} y K un compacto de S\ 00 
con dist(K, r) > 0, entoiices, tenemos que {wk} converge uniformemente en C1~"(K)ii 
CK(G) para dgiin O < n < 112. Ahora bien, por el Teorema Ascoli-Arzelá existe 
tina subsucesión tal que podemos pasar al límite iinifor~nernente sobre compactos de 
- S. Coino anteriormente, obtenemos una solución no negativa del problema 
-Aw = wr, en {zN > -S), 
O, sobre {ZN = -S} n {zl > -S]), 
w = O, sobre {ZN = -S} n {ti < -S]}, 
con O < w(z) 5 w(0) = 1, entonces por el Teorema 1.1.4 obtenemos una contradicción 
con el Lema de Hopf o la continuidad (ello depende del signo de si y S) en el origen, 
el purito de ináxiino de u. 
En efecto, si s = O y si 5 O, entonces Ilegainos a contradicción con la continiiidad 
de u, porque w alcanza el máximo en Cl. 
Si s > O,  si 5 O, tenemos una contradicción con el Lema de Hopf en el punto 
de máximo. Para verlo, es suficiente con aplicar el resultado de moiiotonía de las 
soluciones de (Po) hasta zl < 0. 
En los casos previos, el Paso 3 del Teorema 1.1.4 es innecesario. Sin embargo, si 
si > 0, necesitamos aplicar la propiedad de monotoiiía de w en la dirección si en 
todo IR?. Por consiguiente, argumentanios como antes dependiendo de si s = O ó de 
si S > O. 
m 
A coritiniiación, deniostramos el Teorema 1.1.5 por técnicas similares a las de la de- 
niostración del Teorema 1.1.3, donde la estimación uniforme del Corolario 1.1.7 es la que 
nos garantiza la coinpacidad. Recordemos que para obtener estas estimaciones, se usan las 
hip6tesis (B l ) ,  (BZ), (B3) y el hecho que a E I,, definido en la Iiitroducción. 
DEMOSTRACIÓN DEL TEOREMA 1.1.5 .  
Argnmentanios por contradicción, es decir, suponemos qiie existe una sucesión de solii- 
cioiies {uo) para cada problema (PA,,), una sucesión de puntos {Po} c y iina sucesión 
18 CAPITULO 1. PROBLEAIAS SEMILINEALES 
r- l  
-- 
de números /L, = M, tales que 
Al, = u,(P,) = supu,(x) -+ ca para a + E 
zER 
para algún a E I,. 
Como en la demostración del Teorema 1.1.3, tenemos tres casos a estudiar en función de 
la posición del punto P, el límite (cuando a -t a) de los puntos de ~náximo P, para cada 
u, 
El primer caso es similar al del Teorema 1.1.3 usando los argumentos de [74]. Lo mismo 
ocurre en el segundo caso, usando 1911 como en el Teorema 1.1.3. La diferencia está en el 
tercer caso. Argumentando como en el Teorema 1.1.3 tenemos dos casos ni& a estudiar. 
Si 2 es no acotado (recordaiiios que y, está deñnida coino en la demostración del Teorema 
Pa 
70 1.1.3), la demostración es la misma que la del Teorema 1.1.3. Si - es acotado, podemos 
P0 
'Yo suponer que para alguna subsucesión - -+ s 2 O para n + ñ. En el límite, llegamos a 
U,, , - 
un problenia elíptico en IR: si s = O y en IRN n { t ~  > -S) si s > O. Teniendo en cuenta 
que E 2 E > O y las hipótesis ( B l ) ,  (B2) y (B3), podeuios usar el Corolario 1.1.7, con lo 
que las condiciones de contorno son las mismas que las del Teorema 1.1.3. Para terminar 
la demostración argumentamos de la misma forma que en el Teorema 1.1.3. 
1.4 Convergencia del primer autovalor 
Considereinos el problema de autovalores 
-Au = Xi(a)u,  en R, 
(EP,) u = O, sobre &(a) ,  
= O, sobre C2(a), 
y suponganios las hipótesis (1.1) y (1.2). Ademác, supondremos que se verifica una de las 
siguientes liipótesis: 
(H1) x i ( a ~ )  C CI((YZ) para ni < nz y lim Ci(n) = Ci c 80 con cap(Cl) = O. 0-0 
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(H2) &(a1) c Cz(a2) para cri > a 2  y lim &(a)  = C2 c aR con cap(C2) = 0, 
~-n,-,(an) 
donde cap(E) denota la 2-capacidad del conjunto E definida por 
donde K2 = {lp : IRN + iR.1 p > O, p.€ L'.(IR~), vP E L'(IR~; IRN)}. 
A lo largo de esta sección probamos la convergencia de las sucesiones {u,) y {Xl(a)}, 
donde u, es solución positiva y normalizada del problema ( I l ~ , l l ~ ~ ( ~ ~ )  = 1) (EP,), siendo 
X l  ( a )  el primer autovalor asociado a dicho problema. Más precisamente, probanios con- 
vergencia fuerte de {u,} a una autofunción del Problema de Neumaiiii y además que 
X i  (a) + O (cuando cr + O), el primer autovalor del Problenia de Neumaiin. 
Teorema 1.4.1 Sea u, una solución positiva (negativa) y normalizada f11u,llL2(n) = 1) 
del problen~a (EP,) y supongamos las hipótesis (1.1), (1 2) y ( H l ) .  Entonces la sucesión 
{u,} converge fuertemente en W1z2(R) a una autojknción positiva (negativa) y normali- 
zada (en L2(R)) del Problema de Neumann. Como consecuencia obtenemos que 
Demostración. En primer lugar, probamos la convergencia fuerte en W',2(R) para alguiia 
subsucesión. Multiplicando por u, en la ecuacióii -Aun = Xi(a)u, e integrando por partes 
doiide Xf denota el prinier autovalor del Problema de Diriclilet y la últinia desigualdad 
es consecuencia de la definición del prinier autovalor a través del cociente de Rayleigh: 
inf k ( a )  = (1.13) 
Recordemos que Ex, (R) está definido en (1.3). Conio consecuencia, existe u i a  siibsucesión 
{u,,}, la cual notamos por {UA.}'&, que es débilmente convergente a alguna función 
positiva (negativa) uo E Wlx2(R) con IluollLz(n) = 1. Además podemos siiponer que 
Vuk VUO débilmente en L2(R), 
uk -+ uo fuerteinente en L2(fl), 
ur: + u0 en c.t.p. de R. 
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Tomamos a, 5 a,; por la hipótesis (Hl )  tenemos que Ci(a,) C Cl(a,) y consecueiite- 
mente Cz(cr,,) > Cz(a,), por tanto, 
I V ( U ~ ,  - U ~ ) I ~ ~ X  = / [1vud2 + I V U ~ I ~  - 2(vurn< v u n ) ] ~  
n 
(1.14) 
X l  (m)um + Al (n)un - 2Xl (m)u,u,] dx. 
Además, si consideramos al < 012, para vi, 9 2  autofunciones positivas asociadas a al, a 2  
respectivaiiiente, teiienios que 
ahora por ( H l )  y el Lema de Hopf lleganios a 
de donde concluimos que Al(a1) < Al(a2). Entonces Xl(a) \, X y  2 O cuando a + 
O. Teniendo eii cuenta la identidad (1.14), que u, converge fuertemente en L2(R), la 
coiivergencia de Xi(a) y la monotonía estricta tenemos que {u,} es uiia sucesión de Cauchy 
en W1>'(R), de donde concluimos que converge fuertemente en IY1,2(R), y el límite, por 
uiiicidad del mismo, es u@ 
Se verifica por tanto que uo satisface la identidad 
( auo Además, teniendo en cuenta que cap 0, Cl (a)) = O y -= O sobre aR \ (n, Ci (a)) ,  a v  
podemos tomar para cada p E W1,2(R) un elemento @ en la misma clase de equivalencia 
con @ = O sobre n,Ci(a). Eiitonces uo satisface 
Coino coiisecuencia teneiiios que uo es una soliicióri positiva (negativa) del Problema de 
autovalores de Neuniann coti Ay 2 O. Por consiguiente, Ay es el primer autovalor, es decir, 
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X y  r O y u0 G cte en c.t.p. de R. Finalmente, concluimos la coiiverge~icia de toda la sucesión 
porque llV~,11?,(~, = Xl(a)  \ O cuaiido a + 0. 
m 
Bajo la Iiipótesis ( H Z ) ,  obtenemos un resultado aiiálogo al anterior pero para el Pro- 
blema de Dirichlet. 
Teorema 1.4.2 Sea u, una autofunción positiva (negativa) normalizada en L2(R)  del 
problema (EP,) y supongamos las hipótesis (1.1), (1.2) y ( H 2 ) .  Entonces la sucesión {u,} 
converge fuertemente en Wix2(R) a una autofunción positiva (negativa) y normalizada en 
L2(R)  del Problema de Dirichlet. Como consecuencia, 
Ai (a)  i X f  cuando a + ? í ~ - i ( a R ) ,  
donde recordamos que Af es el primer autovalor del ~roblema de Dirichlet 
Demostración. Miiltiplicando por u, en la ecuación -Aun = Xl(a)u ,  e integrando por 
partes obtenemos que 
donde la últinia desigualdad se debe a (1.13). Entonces, podemos extraer tina siibsucesióii 
{u,,}El débilmeiite convergente en W 1 , 2 ( R ) .  De maiiera similar al Teorema 1.4.1 pero 
usando ( H 2 )  en este caso, probamos, en primer lugar, la coiivergeiicia fuerte eii W i , 2 ( R )  
para una subsiicesión, o lo que es lo i~iismo, existe una función u0 E W1z2(R)  tal que 
uk + u0 fuerteniente en W'>'(R) para' a k  + ? í ~ - i ( a R ) ;  
y existe Ay tal que Xi(k)  3 Ay, con uO > O y < X f ,  entonces dado que X: es autovalor, 
necesariamente es X y  X f .  
Finalmente demostramos que converge la sucesión completa. Basta argumentar por 
reducción al absurdo, es decir, supongamos que existe uiia subsucesión que no converge, 
como antes, podemos extraer una nueva subsucesión convergente a u0 y A?, con lo que 
concluiinos. 
m 
Por iiltimo, describimos el comportamiento asintótico de Xl(a)  en el Teorema 1.4.1 
cuaiido cu + O, N 2 4 y suponiendo la hipótesis extra, 
( H 3 )  21 es coiiexo, ? í N - i ( C l ( a ) )  = a,  y diam(Ci(a) )  -t O cuando a + O 
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donde el p optimal es p = A, y obtenemos que Xi(a) < O(ap)  coi, p = s. 
m 
Observación 1.4.4 En el ejemplo anterior podemos suponer que &(a)  tenga un número 
finito de componentes conexas, siempre y cuando la hipótesis de convergencia en diámetro 
se venfique para cada componente conexa. 
Bajo hipótesis adecuadas, podemos dar una estimación inferior del primer autovalor 
Xi(a) ,  para deruostrarlo, iitilizaremos el resultado que sigue, ver [75] ó [117]. 
Lema 1.4.5 Supongamos que R C IRN es un dominio regular y estrictamente convexo. 
Fijado zo E R ,  denotamos So el mínimo subconjunto abierto de SN-' (la esfera unidad 
en IRN)  tal que Vy E El ,  3wu E So y T ,  > O verificando y = X Q  + rywy.  Definamos 
RQ = R f l  {so + rwlr > O,w E S o }  Dada u E Ex, (0) y X Q  E R tenemos la representación 
Demostración. Sea u E C1(E)  n { u  = O sobre El). Por el Teorema Fundamental del 
Cálculo tenenios que 
integrando en So obtenemos 
Filialniente, por densidad tenemos el resultado V u  E Ex, (R). 
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Observación 1.4.6 Por la convexidad estricta del dominio, existen dos constantes posi- 
tivas cl, c2 tales que para cada xo E R, el subconjunto asociado So verifica 
Lema 1.4.7 En las hipótesis del Lema 1.4.5, existe una constante c ( N , R )  > O tal que 
Demostración. Tomenlos p E (O, 11. El potencial de Riesz V,, está definido para funciones 
de L 1 ( R )  por 
( v , f ) ( x )  = 12 - V I ~ ( ~ - ~ ) ~ ( Y ) ~ Y .  
Además, se verifica que V,  : L1(R)  4 L1(R) .  
Toniemos p = y definamos h(x, u)  = Ix - si fijanios una variable observanios 
que h E L T ( R ) ,  para r < A. Tomamos R tal que IR1 = (BRI = W N R ~ ,  entonces vemos 
Por la desigualdad de Schwarz, 
e integrando sobre 0, obtenemos 
5 N ~ , $ + I ~ I + I I v U I I ~ ~ ( ~ ) .  
Teniendo en cuenta esta desigualdad y (1.16) junto con la observación 1.4.6 obtenemos: 
y como consecuencia, existe una constante positiva C C ( N ,  IRI, cl) tal que A l  ( a )  2 C a z .  
m 
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1.5 Problemas cóncavo-convexos 
1.5.1 Resultados pre l iminares  
f ( S )  Lema 1.5.1 (Comparación) Supongamos que f es una función continua tal que -
S 
es no creciente. Sean u,  u E E x , ( R )  subsolución y supersolución respectivamente del 
problema 
-Aw = f (w)  en R, 
w > O en R, (1.18) 
B(u) = 0 sobre 8 0 .  
Entonces u 5 u. 
La demostración es una ligera rnodificación de la del Lema 3.3 en [13], por lo tanto la 
omitimos. 
Lema 1.5.2 Sea A definido por 
A = sup {A > 01 el problema (Px) tiene solución} 
Entonces A < cu 
Demostración. Sea ipl  > O una autofunción asociada al primer autovalor, es decir, 
-Av1 = X l p l  en 0, 
B(ip1) = O sobre 8 0 .  
Integrando por partes y suponiendo que u es solución de (Px)  obtenemos que 
Es más, teniendo en cuenta que 
Xtq + tr 2 Xt, Qt E IR, t 2 0: 
y que u 2 O ,  necesariamente X 5 Xi 
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Nota 1.5.3 Antes de continuar, selialamos las ideas del método de iteración, el cual uti- 
lizaremos habitualmente. Sea el problema 
donde suponemos que f es monótona creciente en u.  Supongamos que tenemos una sub- 
solución - y una supersolución ü de (Po) ordenadas, es decir, - < ü, entonces, existe una 
solución u i  que se calcula como el limite de la sucesión u ,  que definida por: 
= Xf(u,) en Q, 
B(u,+~) = O sobre 8 0  
con u1 = g,  de esta manera, la sucesión {u,) c E&(Q) verifica: 
Deiiotamos el problema 
(ph )  u = O sobre Ci ,  \ 2 = O sobre E., 
que utilizamos en el siguiente resultado de J .  Dávila en 1541. 
Lema 1.5.4 Sea u una solución de ( P f )  donde f E Lm(Q), f 2 O y f $ O .  Sea v 
la solución de (P,) con g E LP(Q) para a-pín p > N .  Entonces existe una constante 
C E C ( R ,  Ci, Cz, N ,  f ,  I I ~ l l ~ m ( r 2 ) )  > O tal que 
Para u como eii el eiiunciado del Lema 1.5.4, defi~iirnos 
Por aplicacióii directa del Lema 1.5.4, con g = 1, obtenemos los siguientes resultados. 
Lema 1.5.5 Sean -, ü subsolución y supersolución estrictas de (P,,x), respectivamente, 
con 3 < ü en R. Sea uo una solución de (Px) con O < X < A, obtenida por el método 
iterativo con 3 (como subsolución) y ü (corno supe~solución). Entonces u0 está separada 
de 2 y ü en C,(O). Precisamente, si X = {w E C,(R)I 3 2 w í ü} tenemos que eziste 
E > O tal que 
uo + EBI (O) c X, 
Demostración. Por el Principio del Máximo, g < uo < ü. Observamos que 2 := u0 - 3, 
satisface -A2 = fA(uo) - f ~ ( g )  y ü := ü - u0 verifica -Aü = f ~ ( ü )  - f ~ ( u ~ ) ,  en ambos 
casos con las misinas coiidiciones de frontera del Problenia (P,,A). Y puesto que f ~ ( s )  
es creciente, los segundos miembros en las ecuaciones anteriores son no negativos. Por el 
Leina 1.5.4 tenemos que existe E > O tal que 
Entonces obtenenios la conclusión de manera inmediata. 
m 
Como aplicación del Lema 1.5.4, podemos extender iin resultado de Brezis-Nirenberg 
(véase (371) a las condiciones de contorno mixtas. Éste resiiltado será útil en la de- 
mostración de la existencia de una segunda solucióii de (PA) para cada X E (O? A).  
Teorema 1.5.6 Sea uo E Ex, (O) un mínimo local pam el funcional 
en C,(O), es decir, t'z-i.de r > O tal que si u es la solución de (Ph) con h 1: 
(1) J(w) í J ( w  + w), Vw E Cu(0), con 11'11 IT. 
v Lm(n) 
Entonces 210 es un minimo local de J en Ex, (O), es decir, 
360 > O tal que J (w)  í J ( w  + w); Vw E Ex,(R), I I w I I ~ ~ , ( ~ )  < 60. 
Demostración. Argumentando por contradicción, suponemos que: 
(2) Para todo E > O, existe w, E B,(w) tal que J(w,) < J ( w ) ,  
donde B,(uo) = {u E Ex, (R)I Ilu - ~ ~ l l ~ , , ( ~ )  5 E).  Por un argumento clásico de serni- 
continuidad inferior, el valor mínimo de J en B, se alcanza; podemos suponer que lo hace 
en w,; ahora queremos probar que w, + u0 en C,(R) para E -+ O y así llegaremos a uiia 
contradicción con (1) y (2). 
La correspondiente ecuación de Euler para w, involucra un multiplicador de Lagrange 
p, de manera que w, satisface 
además, por la hipótesis (2) tenemos que p, 5 O y p, + O cuando E -+ O. Equivalentemente 
a (1.19), si escribimos hx(s) = Xsq + S' tenemos: 
Entonces w, verifica la ecuación 
Teniendo eii cuenta que q, T < m concluimos que existe una constante C > O tal 
que IlwEllEE,(n) í C para todo E > O. Adeniás, por el Teorema 1.1.6 obtenemos que 
IIwEllc. 5 C independientemente de E .  Ahora bien, por el Teorema de Ascoli-Arzelá existe 
una subsucesióii, que la denotamos igual, tal que w, -+ wo (para E -, 0) uniformemente. 
Coino w, + u0 en EZ,(R), entonces wo = uo, y por el Principio dcl Máximo y el Lema 
1.5.4 obtenemos que 
wc - uo 
< sup I(hi(w,)) - l~:(uo)I + O, para E -+ 0, 
que da una contradicción con (1) y (2) 
1.5.2 Demostración del Teorema 1.1.2 
DEMOSTRACIÓN DEL TEOREMA 1.1.2 (1). Integrando por partes en (Px) con la primera 
autofunción ql (solución del problema de autovalores coi1 la iiiicma condición de contorno) 
como fuiición test, obtenemos que 
entonces necesariamente X < X i  porque el lado derecho en esta identidad es positivo. Por 
taiito concluimos que no hay solución del problema (Px) si X 2 A l .  
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Por otro lado, el fiincioiial asociado verifica 
donde C(N, T, Al) > O. Entonces, J verifica las hipótesis geométricas del Teorema del Paso 
de la Montaiia establecido por Ambrosetti-Rabinowitz en 1171. Además, la compacidad 
para el mismo está garantizada debido a que el problema es siibcrítico. Como consecuencia, 
obtenemos la existencia de al menos una solución para O < X < Al. El resultado de 
bifurcación es consecuencia de un teorema clásico de bifurcación global de Rabinowitz en 
[lll]. 
DEMOSTRACIÓN DEL TEOREMA 1.1.2 (11). Suponemos que O < q < 1. La estrategia de 
la demostración sigue las ideas del Problenia de Dirichlet tratado en 1131. Sin embargo, en 
los probleinac mixtos, aparecen dificultades relacionadas con la regularidad y necesitarnos 
obtener estimaciones diferentes para aplicar los procedimientos generales. 
(IIa) 1. Es una consecuencia inmediata del Lema 1.5.2 
(IIa) 2. El funcional asociado al problema (FA) con O < q < 1 verifica 
donde las constantes Cl(q; A l ;  IR[) y C2(N,r, Al) son positivas. Entonces, para X suficieii- 
temente pequeño, existen al menos dos soluciones, una obtenida por minimización y otra 
iiiediante el Teorema del Paso de la Montaiia debido a la geometría del funcional (ver [69] 
para más detalles). 
Por el Lema 1.5.2, A = sup{XI (Px) tiene solución) < m. Para E > O arbitrariamente 
pequeño, existe p > O tal que A - E 5 p < A y existe u, solución para (P,,). Ahora 
u, es una supersolución para todo (Px) con X < p. Tomemos VA la única solución del 
problema -Aux = Xu: con las mismas condiciones de frontera. Es evidente que U A  es 
una subsolución del problema (PA).  Además, por el Lema 1.5.1 ux < u,, por tanto, por 
el método de iteración comenzando con ux existe tina solución ux que se calcula coino el 
límite de la sucesión u, definida por 
-Aun+, = Xu$+u; en R, 
B(u,+I) = O sobre a R  
con u1 = ux, de esta maiiera, la sucesión {u,) C E&(R) verifica: 
Además, u~ E E i , ( R ) ,  para todo X E ( O ,  A  - E ) ,  y como consecuencia, dado que E es 
arbitrario, para todo X E ( O ,  A). Más aún, esta solución es la minimal, dado que si u 
es otra solución de (Px),  ésta es también supersolución de (PA) ,  entonces se verifica que 
U A  5 u  y coinenzando la iteración, de nuevo con ux, se comprueba por inducción que 
u,, < u,  V n  2 1, con lo qne el limite u~ < u. 
La rnonotonía la obtenemos directamente por el lema de comparación, Lema 1.5.1. 
( I Ia)  3. Sea {A,} una sucesión de manera que A, /" A para n m, notamos por u,  = UA-  
la solución minimal para el problema (Px,,) y JA el funcional asociado al problema (Px). 
Como en [13], podemos probar que la ecuación linealizada en la solución minimal tiene 
autovalores no negativos, entonces obtenemos de manera análoga a [13] que JA,(u,) < 0. 
Teniendo en cuenta que J'(ux) = O resulta: 
por lo tanto existe una constante positiva li tal que < k .  Como coiisecuencia 
directa de lo anterrior, existe una subsucesión convergente, en sentido débil, en Ex, ( R )  y 
teniendo en cuenta que el térmiiio de reacción es subcrítico, obtenemos tina solución débil 
del problema (Px) para X = A. 
( I Ia)  4. Para probar la existencia de una segunda solución, buscamos una primera como 
míiiimo del funcional asociado JA. Para ello, definirnos las funciones 
el funcional 
y observamos que ~ X ( U )  = JA(u), si u > O 
Lema 1.5.7 Pam todo X E (O ,  A) existe una solución u0 E Ex, (O) que es un mínimo 
local del funcional Jx en e,, es decir, eziste una constante T > O tal que 
Demostración. Fijados O < Xi < X < A2 < A consideramos las soluciones minimales 
u1 = u ~ , ,  u2 = uxZ Observamos que u1 < u2 y u l ,  u2 son subsolución y supersolución, 
respectivamente para el problenia (FA). Además, 
-A(w - u i )  = X2u2 + u; - (XIuy +U:)  
Puesto que u1 51 u2 (dado que X l  < X 2 ) ,  por el Principio de Máximo y el Lema de Hopf, 
a 
obtenemos que u1 < u2 en R U CZ y -(u2 - u ] )  < O en Cl , donde u es la derivada normal av 
unitaria exterior a la frontera 80. 
Ahora definimos las funciones 
y el funcional 
- 1 
Jx = S11vu112,2(n) - 
Claramente jx alcanza su míninio global en alguna funcióii u E Ex, (R) ,  que satisface 
Coino anteriorment,e, por el Principio del Máximo y por el Lema 1.5.5, 
UI(X)+EV(X) 5 u(%) 5 uz(x)-EU(Z) y ul(x) < u(x) < uz(x),Vx E R y algún E > 0. 
w - u  
En efecto, si tomanios  < r con O < r << E, conseguimos que u1 5 w 5 u2 ll u llL-(fi, - 
eri todo R. Además, JA(w) - jA(w) es constante para toda función w con u1 5 w 5 u2, . 
por lo tanto, concluimos que M es un mínimo local para 7~ en C,. 
m 
Fijado A ,  buscamos una segunda solución de la forma u = + w,  con u0 la s0111ciÓn 
anterior (mínimo local de JA en C,) y w > O. La ecuación correspondiexite para w es 
Definimos 
Si w E Ex,(R) y w $ O es un punto crítico de I ,  entonces w es solución de (1.20), y por el 
Principio del Máxinio, w > O en R. Como consecuencia, u = u0 + w es una solución para 
el problema (PA),  además, u # M. Ahora, argumentamos por contradicción suponiendo 
que w = O es el único punto crítico del funcional I .  
Lema 1.5.8 w = O es un mfnimo local del funcional I en el espacio Ex,(R). 
Demostración. Notemos por w+ (w-)  la parte positiva (negativa) de w. Como 
entonces 
1 
= !l1Vwi1: + 511~w-ili - F(UO + wi)dz + F(w,)dx + 2 
Operando, llegamos a que 
- 1 
J(u)  = i l l~uoll:  + ~ I ~ V W + I I :  + b ((Vuo.Vw+) + Iu0wil) dx - F(UO + wi)dx b 
1 1 
= - I I V U O I I :  2 + i ~ ~ ~ w i ~ ~ :  + /,(*u: + uó)widxd - F(w + w + ) ~ x  
Coino consecuencia obtenemos que 
i 
1 1 
i('J) = i lv~- l i  + "UII  + U+)  - i l ~ ~ ~ ~ ~ ~  + / R F(uo)dx 
siempre que < E .  Donde la iiltima desigualdad es consecuencia del Lema 1.5.7. 
m 
FIN DE LA DEMOSTRACI~N DEL APARTADO ( i i a )  4. Una vez hemos probado que la solución 
ininimai es un mínimo local, obtenemos la existencia de una segunda solución a través del 
Teorenia del Paso de la Montaña como sigue. Es evidente que I ( tw)  + -m cuando t  + co, 
pasa todo w > O. Entonces, existe una función wi E E z , ( f l )  tal que IlwilIE,,(n) >> 1 y 
I(w1) < O. Deíiniinos 
Y 
c = inf max { I ( y ( t ) ) l  t E [O, l]} 
?€r 
Hay dos casos: 
l .  c > O, entonces por el Teorema del Paso de la Montaña de Ambrosetti-Rabinowitz 
en [17], encontramos otra solución. 
2. c = O, eii este caso concluimos por la extensión del Teorema del Paso de la Montaiia 
establecida por Ghoussoub-Preiss en [73]. 
(IIb). En este caso, podemos seguir la estrategia de [15]. Para ello, dado que sq no es 
diferenciable en s = O, consideramos la función de truucamiento h6(s) = 69-'S si O < s < 6 
y A6(s) = s q  si s > 6. Defininios los problemas aproximados (P6), es decir, (PA) con ha(u) 
eii lugar de 214'. Entonces, por el Teorema clásico de Rabinowitz (ver [ l l l ] ) ,  existe un 
continuo S6 de solucioiies de (P6) bifurcando desde ( x ~ , o )  con = Xid/h(6), donde X i  
es el primer autovalor del problema 
-Av = X i p  en R, ( E P )  G 
B(p) = O sobre 80. 
Para finalizar, utilizamos un lema topológico (véase [127] para una deniostración) 
Lema 1.5.9 Sea {Cn}nEpi una sucesión de conjuntos conexos en un espacio métrico E. 
Supongamos que se verifican las siguientes hipótesis: 
i) UCn es precompacto en E ,  
ii) liin inf Cn # 0 
Entonces, limsup Cn es no vacio, cermdo y conexo. 
Dado R > O, notamos por SR la bola de radio R en E = IR x X, con X = Ex, (R) nC(n) .  
Deiioteinos C6 la componente conexa de S6 fl SR que contiene (Xf,O). Para una sucesión 
6, + O y Cn = C6", tenemos que UCn es precompacto por el siguiente resultado. 
Lema 1.5.10 Sea {(Xk,uk)} una sucesión acotada de soluciones del problema (P6), en- 
tonces existe una subsucesión convergente a (Ao,%), es decir, una solución de (PA) con 
X = Xo. 
Demostración. Existe una subsiicesión tal que X k  + XO, 211; - u0 en Ex,(R) y uk + un 
uiiiforniemente eii C(n) (debido al Teorema 1.1.6 y al Teorema de Ascoli-Arzelá), por lo 
tanto, uk + en Ex, (O) dado que 
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Teniendo en cuenta que A? + O para 6, + O tenemos que (0,O) E liminf En, entonces 
estamos en las hipótesis del Lema 1.5.9, que aplicado a Cn prueba que 
CR = lim sup Cn = lim sup(Sg, n TR) # 0 
es cerrado y conexo. Además es claro que CR toca a SR para todo R > O. Si denotamos 
C = UR>~CR, hemos probado que es un continuo en E coi1 (0,O) E C. Esto termina la 
demostración del Teorema 1.1.2. 
Para finalizar esta subsección, establecemos un resultado sobre la existencia de infinitas 
solucio~ies para el problema 
-Au = A ~ u ~ ~ - ~ u + I u I ' - ~ u  en R: (FA) G 
B(u) = O sobre 8 0 .  
Teorema 1.5.11 Dado el problema (FA),  con O < q < 1 < r < existe un A* > O tal 
que pam O < A < A*, exdten infinitas soluciones. 
La demostración de este teorema utiliza la Teoría de Ljnsternik-Schnirelmann exactamente 
como en el caso del Problema de Dirichlet, estudiado en [69] (ver también [13]). Omitirnos 
los detalles por la extensión de esta memoria. 
1.5.3 Variación de las condiciones de contorno 
En esta subsección, consideramos la variación de las condiciones de frontera bajo las 
hipótesis de la Sección 1.4. 
Siguiendo las ideas de Ambrosetti-BrezisCerami en [13] obtenemos los siguientes re- 
sultados. 
Lema 1.5.12 Supongamos q < 1 y denotemos por r la única solución del problema 
-A2 = zq en 0, 
z > O en R, (1.21) 
B,(z) = O sobre an. 
Entonces, eziste una constante C C(a)  > O tal que 
Demostración. Supongamos por contradicción que u1 = Al[-A - qzq-'1 5 0 ,  doiide 
(lvmi2 - <zq-lmz) 
u1 = inf (1.23) 
+ € E x , ( n )  
$10 
entonces, existe $ 6 Ex, (O), 4 > 0 tal que 
con lo que obtenemos 
pero como 2 es solución de (1.21), tenemos 
y coiiibinando las dos identidades anteriores obtenemos 
por consigiiieiite, ha de verificarse qiie 1 5 q, hecho qiie es tina contradicción por Iiipótesis. 
Por tanto hemos probado que u1 > O, es decir, se verifica la desigiialdad (1.22). 
m 
Como coiisecuencia del Lema 1.5.12, tenemos el siguiente resultado 
Lema 1.5.13 Existe A > O tal que para todo X E (0 ,  A) el problema (Px)  tiene a lo más 
una solución uenjcando I J u I I ~ ~ ( ~ )  5 A.  
Demostración. Sea A > O tal que rAT-' < ul, donde u1 es el autovalor definido en (1.23). 
Supongamos, por coiitradicción, que existe otra soliición del Problema (Px) ,  diganios w = 
ux + v con v $ O y J J w J J L ~  5 A. 
Conio ux es la solución nliiiimal tenemos que u 2 O y u $ O. Definimos q ( x )  = X*z(x) 
eiitoiices -A7 = ,474, además - A u x  2 XU: y por el lenia de co~nparacióri, Lenia 1.5.1, 
con f ( t )  = Xtq, u = q y u = ux obtenemos U A  2 7. 
Teniendo en cuenta que w es solución del Problema (Px) ,  tenemos que 
Dado que q < 1, se tiene X(ux + v)q < XuX + ~quX-'v por tanto 
y esto implica que 
-Av  < Xqul-lv + (uX  + u)T - uz ,  
además, recordando que tq-' > XuX-' obtenemos que 
-Av 5 q2q- l~  + (uX  + v)? - up. 
Por otro lado, coino ux + u 5 A tenemos que (ux  + - u: < rAP-'v, entonces 
-Av  - q z q - l ~  T A ~ - ~ U ,  
Multiplicaiido en esta ecuación por v y teniendo eii cuenta que vi > O es el primer auto- 
valor, 
VI g v2dx 5 g v 2 d ~ ,  
siii embargo vi > rAT-' con lo que v = O, que es una contradicción. 
m 
Observación 1.5.14 Como consecuencia tenemos que ux,  cerca de X = O ,  se comporta 
L 
como u~ x X G z :  
Por las hipótesis ( H l ) ,  ( H z )  y (H3)  de la Seccióii 1.4, podemos ver la dependencia de 
A con respecto al primer autovalor Xi(a, R). 
Lema 1.5.15 Sea A ( a )  la constante asociada al problema (Po,h) obtenida en el Lema 
1.5.13. Entonces, A ( a )  + O pam a + 0 .  
Demostración. Observainos que 
/ (1V$l2 - q ~ ~ - ' $ ~ ) d x  
O < vi = inf R 5 pl = inf 
o-=, cn) 
+#O oto 
Debido al Teoreina 1.4.1 tenemos que 
y esto nos pernute concluir la demostración ya que vi > rAr-l.  
1.5. PROBLEMAS CÓNCAVO-CONVEXOS 
Observaciones 1.5.16 
1. De la demostmción del Lema 1.5.2 se sigue que A 5 Al. Entonces por el Teorema 
1.4.1, A ( a )  -+ O cuando a +  0. 
2. Por los resultados de esta sección, vemos que en ( O ,  A ( a ) )  x ( O ,  A ( a ) )  hay, a lo más, 
una solución pam el problema (POSA),  donde el segundo intervalo denota el intervalo 
de normas admisibles en Lm. Más aún, la solución minirnal converge a la trivial 
(para a -t O) en Lm(R) .  
Lema 1.5.17 Para O < X < A ( a )  pequeño, si u ,  es solución del problema (P,,x) obtenida 
por el Teorema del Paso de la Montaña, entonces, 
I l ~ , J l ~ i . z ( ~ )  -t O cuando a -t O 
Demostración. Consideremos el funcional asociado al probleiiia (P,,x) con X = 0,  
1 Definimos la función g( t )  = -t2 - -+tr+'; gi(t,) = O es equivalente a t ,  = 2 T +  1 X l  
r+, 
E(r, lRl)X", donde X i  = X,(a) y por tanto t ,  -t O para u -t 0.  
Hemos probado que la solución del paso de la montaiia para el problema ( P  a , x ) , con 
X = O ,  converge a cero cuaiido a + O .  Lo mismo ocurre con la solución del paso de la 
montaña para todo O < X < A(a) ,  dado que A(a)  5 Xi(u) -t O cuando a + 0. 
m 
La observación anterior nos permite establecer el siguiente resultado. 
Teorema 1.5.18 
1. Sean ux, u,, solución minimal y del paso de la montaña, respectivamente, pam el 
problema (P,,x), entonces ambas soluciones U A ,  ump + O cuando a -+ 0.  
2. Si O < E 5 a 5 %,v-j(aR) y se verijcan las hipótesis (1.1), (1.2), (Bl), ( B 2 )  y 
( B 3 ) ,  entonces eziste una constante positiva A!(€) tal que V u ,  solución de (P,,x) 
y todo X E [O,A(a)] ,  se verifica, ( A ,  Ilu,llm) E [O,AD] x [O, M ( € ) ] ,  donde AD es la 
constante optimal pam la ezistencia del pmblema con condiciones Dirichlet. 
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1.6 Estimaciones Holder 
Consideramos el problema 
- A u  = f en R, 
(Po) = u > O en R, 
Be(%) = 0 sobre a R ,  
donde R es un dominio suave con frontera de clase C Z ,  f E Lr con r > N/2.  Como 
mencionamos en la introducción, hay una pérdida de regularidad en los problenias mixtos, 
aquí considerados, concretamente en la interfase r. Antes de comenzar con dicho estudio, 
recordamos qiie, como Shamir probó en [115], hay iin límite superior para la regularidad 
en términos de la continuidad Holder. El ejeiiiplo siguiente pone de manifiesto este hecho. 
En efecto, toinenios la fuiición w(x ,  y)  = Ini(x + iy)'/' definida en el semiplano siiperior 
IR.: = {(s, y) E IR2[ y > O } .  Dicha fiinción verifica -Aw = 0 eii e y además, 
aw lim w(x ,  y)  = 0, x > O ;  lim - = 0 ,  x < 0. 
u-0 Y-0 dy 
Claramente, el dato es idénticamente nulo, sin embargo, la continuidad Holder de ordeii 
112 es la niáxima regularidad que uno puede esperar. Concretando aún más, en [115] se 
prueba que ciialquier soliición de iin problema mixto, como los aquí considerados, es Holder 
continua de orden a < 112, pero no se da ninguna inforxnación sobre las estimacioiies de 
las iiormas Holder de las soluciones. 
En [116], Starnpacchia prueba la continuidad Holder, pero siguiendo la demostración 
se niuestra que el exponente de holderianidad, en principio, depende de las condiciones de 
contorno. A lo largo de esta sección, se utilizará la técnica de Stampacchia para encontrar 
un exponeiite uniforme, cuando movemos las condiciones de contorno de la forma seíialada 
en la Seccióri 1.4. Como contrapartida, veremos que se pierde control sobre las normas Hol- 
der de las soluciones. Es decir, no podemos controlar, a la vez, el expoiiente Holder y cotas 
uniformes de las normas Holder según a -+ O. Es este el motivo por el cual el Corolario 
1.1.7 lo enunciamos con a E [ E ,  'HN-,(aR)] y no en todo el intervalo [O, 7 i ~ - l ( a R ) ] .  
Para y E a, p > O iiotamos n ( y , p )  = B p ( y )  n n. Suponernos que las condicioxies de 
contorno se mueven, como hemos detallado en la introducción, bajo las hipótesis (1.2); 
( B l ) ,  ( B 2 )  y (B3). También asumimos, como Iieinos hecho hasta ahora, que R es un 
doiniiiio acotado con frontera regular, por ejemplo, de clase C2. Entonces, en particular, 
para y  E I I ( a ) :  existen dos constantes positivas T ,  e tales que para todo O < p < e y toda 
función u E Ex, ( 0 )  se verifica 
Lema 1.6.1 Ezisten dos constantes C r C ( N )  > O y T E (C, m), con T independiente de 
a E ( O , ' l í ~ - ~ ( O f l ) )  tal que se verifica la desigualdad (1.24). 
Demostración. Denotanios X i ( n ( y ,  p) )  el primer autovalor definido por el cociente 
h ( O ( y ,  p) )  = inf (1.25) 
i,,u,p) u2dx 
donde el ínfimo lo tomanios sobre todas las funciones u E W1,2(R(y ,p ) ) ,  u 9 O y con 
traza niila sobre C l ( a )  n a n ( y ,  p). Podemos estimar la constante T por las desigualdades 
de Sobolev y Poincaré como sigiie, 
Supongamos que se verifica 
entonces, tomando T = C ( N )  (-)'I2 con stificientemenfie pequeiio, tenenlos 
que r E ( C ( N ) ,  m )  depende de N y e, pero es independiente de a y habremos acabado. 
Para finalizar la priieba, demostramos, qiie en efecto, (1.27) se verifica. Fijado y  E 
r (suporieinos sin pérdida de generalidad y  = O) existe un difeomorfismo de clase C2,  
p : U + V c IR? para algún entorno U de y  en E. Podemos considerar U = R(0,  R) 
para algún R > O pequeño. Más aún, y  verifica y ( 0 )  = O y p (aR n O(0, R))  C {x, = O}. 
Teniendo en cuenta que r ( a )  es una variedad suave de dimensión N -2, entonces se verifica 
p(r(a) n n (0 ,  R ) )  c {x, = O} es otra variedad suave de dimensión N - 2. Por tanto, 
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existe un difeomorfismo de clase C2, 4 : p ( r ( a )  í l  R(0, R)) + Y C {x, = O} n {x, = O} 
(con R probablemente más pequeño qiie antes) con 440) = O. Consideramos $(yt, y,) = 
(*(y'),y,) con y' = (y,, ..., y,-,), entonces $ es otro difeomorñsmo de clase C2. Definimos 
g(x) = ($o9)(x), por las propiedades de rp y $, tenemos que g es de nuevo un difeoniorñsmo 
de clase C2 entre R(O, R) y g(R(0, R)) verificando g(0) = 0, g(aR n aR(O, R)) C {x, = O} 
y g(r(cu) naR(0,  R)) c {x, = O} n {x, = O}. Por tanto, para O < p < R, 
Es sencillo comprobar que, con el cambio de variables ZE = 7 en el miembro derecho en 
la identidad (1.28), se obtiene 
donde Xl es el ínfimo del lado dereclio de (1.28) con las correspondientes condiciones de 
contorno en W1,2(g(R(0, p))). Denotamos Ap = ppg(R(O, p)), donde 
pp = sup{p > 01 pg(R(0, p)) C g(R(O, R))}. Por tanto, hemos probado que Xl(c(p)A,) = 
- 
Xl(Ap)/~2(p) donde ~ ( p )  está dado por +)Ap = R(O,p), es decir, ~ ( p )  = l/p(p). Para 
obtener (1.27), es suficiente comprobar que %(A,) 2 E > O. 
Como g = (g, , . . . , g,) es iin difeomorfismo, entonces lVg,(0)1 = S ,  # O para todo j = 
1; ..., N. Consideremos g, = kg3 y el difeomofismo g en lugar de g. Dado que IV(g, (O))I = 
1, por continuidad existe un conjunto U C R(O, R) (el cual podemos suponer es R(0, R)  
para R probablemente más pequeño que antes) tal que 1 - 6 5 lVg, (x)J 5 1 + 6 para todo 
x E R(0, R) y algún O < 6 << 1. Se sigue que 2 k1 > O para todo O < p < R y 
alguna constante positiva kl , donde Cl (p) es la parte de la frontera de Ap en la que estamos 
tomando el dato de contorno iiulo. Con lo que Xl(Ap) 2 k2 > O para todo O < p < R 
(véase el Lema 1.4.7). 
m 
Observación 1.6.2 El hecho que ya anunciamos, en la intmducción de esta sección, sobre 
la pérdida de control sobre las n o m a s  Holder de las solucion,es de (Po) para a próximo a 
O, se pone de manijiesto en el Lema 1.24. Esto se debe a que el hecho de tener u n  exponente 
Holder uniforme está garantizado porque podemos tomar7 finito e independiente de a + O, 
pero como consecuencia, p + O. Por este motivo, perdemos el control en las normas Holder 
de las soluciones de (P,) pam a -+ O, como se verá en la demostmción del Teorema 4.2.19. 
El Teorema 1.1.6 y el Corolario 1.1.7, establecidos en la introducción, se obtienen como 
consecuencia del Teorema 4.2.19 y el Corolario 4.2.21 respectivaniente. Ambos, demostra- 
dos en el Capítulo 4 eri un caso xnás general. 

Capítulo 2 
Autovalores y bifurcación para 
problemas cuasilineales 




En este capitulo analizamos las propiedades y el comportamiento de las soliicio~ies del 
problenia 
-d iv ( l~ l -~ lVulP-~Vu)  = f ~ ( x ,  U) en R, 
(PA) u > O en 0, (2.1) 
B(u) = O sobre 80, 
donde siiponeinos que R c  IR^ es un dominio regular y acotado con O E R, 1 < p < N y 
N - ', con diferentes elecciones del segundo miembro f ~ .  - m < y < -  
P 
Las condiciones de frontera las definimos por 
C, C aR,  i = 1,2, son subvariedades suaves de diiiiensión N - 1, 
~ ~ n ~ ~ = 0 , C ~ u C ~ = a R ~ l a i n t e r f a s e ~ = C ~ n C ~  (2.3) 
es una subvariedad suave de dimensión N - 2. 
Denotamos por u la normal unitaria exterior a la frontera y por X c ,  la función carac- 
terística de Ci. 
Escribimos por siiiiplificar la notación Ap,,u = div(l~l-"lVvlP-~Vu). Estos operadores 
aparecen de forma iiatural asociados a las desigualdades de Caffarelli-Kohn-Nirenberg, 
véase [41], que se presentan en la Sección 2.2 (véase la Proposición 2.8). 
El iiiterés de este capítulo es el estudio de los probleinas mixtos con pesos singulares o 
degeiierados que aparecen en las desigualdades de Caffarelli-i<ohn-~i&ber~. 
La estructiira del capítulo es la siguiente: 
En la Sección 2 estableceremos el marco funcional usado para el análisis de este tipo de 
problemas, ya que no es estándar. La estructura de las secciones siguientes la describimos 
en función del segundo miembro fx(x, u): 
'u1P-2U con P < (y + l ) ,  O < A. En algiín sentido es un caso subcrítico. Caso I: fx(x,u) = X- 
IxlPO 
En la Sección 2.3, constriumos una sucesión de autovalores mediante técnicas de 
minimm de manera similar a [68], y extendeiiios las propiedades clásicas (del primer 
aiitovalor del problenia de Dirichlet con el operador de Laplace) al operador aqiú 
considerado (Ap,,) con las condiciones mixtas dadas. Precisaniente, probareinos que 
X i  (0)  es positivo, simple y aislado. Además, variaremos las condiciones de contorno 
de manera regular (que detallaremos con más precisión en dicha sección) para probar 
resultados de convergeiicia del priiner aiitovalor y que aplicaremos en el Capitulo 3 
para el estudio de los problemas críticos. El caso P = (y + 1) es "crítico" en un 
seiitido que precisarenios y será discutido en el Capitulo 3. 
Caso II: f , ~ ( x , u )  = X W ~ ( X ) U ~ - ~  + 1~1-9"119-~, con diferentes elecciones de los exponerites S, q 
Y P 5 (Y + l), II < (y + l ) ,  O < A, donde 
El hecho de no tomar directamente el peso (x(-PO, es para que en el paso al límite 
cuando @ /" (y + 1), tengaiiios nionotonía en los autovalores asociados a este peso, 
X l ( ~ 0 ) .  
Si s = p, 1 < q < p se presentan dos casos, que resultan interesantes debido al 
coiiiportamiento diferente de las soluciones. A saber: para P,  p < (y + 1) probamos 
bifurcación desde infinito. Concretamente probamos qiie existe una rama de solu- 
ciones (X,vx) E (O,Xi(wg)) x Lm(R) para el problema (Px) bifurcando desde in- 
finito a la izquierda del primer aiitovalor asociado, Xi(wq). Como consecuencia, 
obtenemos que para p = (y + 1), p 5 (7 + 1), existe un continuo de soluciones 
(X,UA) E ( O , A N , ~ , ~ )  x EC:(R) (donde E;T(R) es el espacio de energía asociados 
a estos operadores, definido en (2.6)) bifurcando desde infinito a la izquierda de 
AN,p,7(R, El) ,  la const,ante óptima, definida en (2.11), para la desigualdad de Hardy- 
Sobolev, la cual suponemos A N , ~ , ~ ( R ,  C1) = AN,p,7, es decir, AN,~,-,(R, Ci) no se al- 
canza; puesto que con datos mixtos, hay co~idicioiies bajo las que si se alcanza coino 
veremos eii el siguiente capitulo (véanse también las observacioiies 2.2.5). 
El estudio del Problema (Px) en estos casos lo desarrollaremos en la Sección 2.4, 
Cualido P,  p < (y + 1) y s = p < q < p:,,, siendo el exponente critico: 
,-- - 
demostrainos que existe un continuo de soluciones Cg c (O: Xl(wp)) x Lm(R), bifur- 
cando a la izquierda desde (Xl(wD), O). 
Si consideramos 1 < s < p < q < p;,,, p < (y + 1) y p < (y + 1), probamos que 
existe un continuo de solucioiies bifurcando desde (O, O); en Lm(R) si < (y + 1) 
y en ECY(R) (es decir, en energía) si p = (y + 1) (véarise el Teorema 2.4.12 y la 
Observacióri 2.4.14). 
Obsérvese que los resultados presentados en este capitulo t,anbién son válidos y nuevos 
en el caso Dirichlet. 
Publicaciones. Los resultados de este capitiilo so11 parte del contenido del articiilo 
[49] y el artículo [50]. 
2.2 Marco funcional, acotación y compacidad 
Definimos el espacio de Lebesgue con peso 1x1-'", para algún a E IR, por 
u : R 3 IR medible I~l'lxl-'~dx < m 
Dada 9 E Cm(R) denotamos 
y entonces escribimos el espacio de Sobolev ' D Y ( 0 )  como la complección del espacio Cm(R) 
con respecto a la norma 1 1 .  ( l p , , .  De manera análoga, definirnos 'D;;f;(R) conio la complección 
de C r ( R )  bajo la norma 1 1  . Ilp,,.  En el espacio 'DA;f;(R): obsérvese que la norma 1 1  . /Ip,, 
es equivalente a la norma del gradiente en L?(R), debido a la desigualdad de Poincaré 
asociada. 
El espacio natural en el que buscalnos soluciones para el problema (PA) es 
Eg:(R) = { U  E ' D p ( R )  : u = O sobre E l ) ,  (2.6) 
el cual t,ambién podemos definir como la claiisura de Ce(R U C2) con la norma 1 1  . I I , , .  
Teniendo en cuenta que 'HN-l(Ci) # O, tenemos que, corno hemos visto antes, la norma 
1 1  . I I , , ,  en EE:(R) es equivalente a la norma del gradierite en L?(R). Teniendo en cuenta 
esa equivalencia, desde ahora eii adelante, denotarnos por 
Para ver detalles sobre estos espacios pueden consultarse las referencias 1841, [5] ó 1201. 
Comenzamos formulaiido una desigualdad que para funciones regulares y p = 2 fue 
obtenida por Picone en [107]. (Véase por ejemplo [lo] para p > 1). 
Lema 2.2.1 (Picone) Sea u > O:u 2 O dos funciones difeerenciables, entonces 
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Demostración. Sea u, v E C1(Q) tales que u 2 O y v > O, entonces para demostrar (2.7) 
tan solo hay que probar que 
Por un cálculo simple se obtiene 
Usando la desigualdad de Minkowski en IRN, se obtiene la siguiente desigualdad, 
de donde se sigue que R(u, u) 2 0. 
Observamos que si además R(u,v) = O, entonces lVvllVul = (Vu,Vv), por tanto se 
u 
concluye que Vu = -Vv y por consiguiente V ( )  = O ,  entonces U = m. ES decir 
u 
R(u, u)  = O se alcanza en líneas rectas en el espacio de funciones. m 
A continuación eniinciamos la siguieiite versión integral del Lenia 2.2.1, que será la 
forma en que se utilizará en la Parte 11 de la memoria. 
Teorema 2.2.2 Sea v E v;;:(R) tal que -d iv( l~ l -~JVuIP-~Vu)  es una medida de Radon 
positiva y acotada, vi,, = O, v 3 O. Entonces, para toda u E D;:;(R) se verifica 
Véase 151 para una deniostración. 
Utilizaremos el siguiente caso particular de las desigualdades de Caffarelli-Kohn-Niren- 
berg (véase 1411). 
Teorema 2.2.3 (Caffarelli-Kohn-Nirenberg) Sean T ,  y y p constantes reales tales que 
Entonces existe una constante positiva C tal que para toda función u E Cr(IRN) se venfica 
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Además, sobre cada conjunto compacto en el espacio paraméti-ico en el cual se uerifican 
las desigualdades (2.8) y (2.10), la constante C es acotada. 
Definición 2.2.4 Definimos la constante 
Observaciones 2.2.5 
N - ', obtenemos: 1. Teniendo en cuenta que -w < y < -
P 
Véase el Lema 3.2.4 para la demostración. 
2. Además en el Teorema 3.5.2 probaremos que si 
'entonces AN,,,,?(R, E l )  se alcanza 
Obsérvese que en los casos límite: j3 = y y r = p*, (2.9) se rediice a la desigualdad de 
Sobolev y si j3 = ( y  + 1 )  y r = p, (2.9) corresponde a la desigualdad de Hardy. 
Recordenios del apartado de notaciones que (El, = dm, con dm = Ixlmdx, para 
cada conjunto m-medible E C IRN. 
L 
Para demostrar la regularidad Lm, utilizamos el siguiente lema clásico de iteración 
debido a Stampacchia (véase [117]). 
Lema 2.2.6 Supongamos que v es una función real que verifica: 
1. p ( t )  2 O para todo t > 0, 
2. p  es no creciente, 
3. existen constantes positivas n, v y C tales que si h  > k > ko tenemos que p ( h )  5 
- 
Entonces, ezisten constantes positivas so, s i ,  y sz tales que: 
(a) si u > 1, (o(!q + d )  = 0, donde dk = s o ~ ( 9 ( k o ) ) Y - ' ,  
(bj si v = 1, p(h)  < (o(k0) expis1 - p(h - b)], donde p = (S&-'l., 
- (cj si v < 1  y lio > O ,  (o(h) < (sic* + szk~'"(o(ko))  h-*. 
Teorema 2.2.7 Sea u E Egy(R)  solución del problema 
N - p  N T - 1  
con -m < y  < , f E LÍ;(R) pam algún T > -, y 7) = -p*y-. Entonces 
P P T 
u E Lm(R) .  
Demostración. Coiisideremos uk = sign(u)(lu)  - k)+,  entonces uk E Eg:(n) y u,, = 
( ~ k ) ~ ,  en A ( k )  = {x E R : Iu(x)l > k } .  Usando uk como función test en la ecuación 
-Ap,.,u = f obtenemos 
1 1 1  
con - + - + - = 1,  E > O .  Entonces, concluimos que 
p* T S 
Supongamos que O < k < h,  entonces A(h)  C A ( k )  y como consecueiicia, 
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con P < (7 + 1), A > O .  Entonces u E Lm(R) 
Lema 2.2.10 Supongamos que 
Entonces, si u E Eg:(R), 
1. I I l ~ l - ' u l I ~ ~ ( ~ )  IC(R)111~1-71V~~lII~~(n~~ 
2. La anterior inclwión es compacta. 
Demostración. La primera parte es coiisecueiicia de las desigualdades de Holder y 
Caffarelli-Kohn-Nirenberg. 
Para demostrar la segunda parte, supongamos que { u k )  c Eg:(R) es ima sucesión 
acotada, es decir, existe M > O tal que I(IVu~.llxl-t l l~,(~) < A4 < m. Entonces, existe una 
subsucesión débilmente convergente a tina función u E Eg:(R). Por el Teorema clásico de 
Sobolev, para alguna siibsucesión, 
u,, -+ u en c.t.p. de R \ B1/,(0); 
~ 1 ; ,  + u en LB ( R  \ Bll,(0)) , (2.18) 
uk, + u eii L' ( R  \ B,/,(O)) . 
Adeniás deiiotando la subsucesión por u,, ésta converge en c.t.p. de R. Definimos 
w, = u, - u, entonces por (2.18), w, -+ O en c.t.p. de R. 
Ahora utilizarnos el argumento del Teorema de Vitali. En primer lugar, por el Teorema 
de Egorov, dado E > O existe un subconjunto medible A, c R con 10 \ A,I < E tal que 
w, -+ O uniformemente en A,. ~escorn~on'iendo R y aplicando la desigualdad de Holder: 
donde 
)wnlr(xl-"dx -+ O paran  -+ oo 
porque w, -+ O para n + m uniformemente en A, y -rP > -N por la hipótesis (2.17). 
2.2. MARCO FUNCIONAL, ACOTACI~N Y COMPACIDAD 
Por otro lado, 
1 lVwnlplxl-"dx 5 C uniformemente en n. 
Nótese que como > $ + $ - 5 es equivalente a r[(P - y)p* + N] < Np*, que a su 
> -N, entoiices existe s > 1 tal que sr(y  -B)- vez equivale a ~ ( y  - P)- 
p* - T 
p- > - N ,  p* - T 
entonces por la desigualdad de Holder, 
1 donde 6 = 1 - - > O y C > O es una constante qiie únicamente depende de 0, T,  y - y 
S 
N. Entonces coiicluimos que 
N -  
'. Entonces se verifican Corolario 2.2.11 Supongamos que < (y+ l )  y -m < y < -
P 
las siguientes inclusiones compactas: EgT(fl) ~ t -  L$(R).  
Demostración. Dividimos la deinostración en dos etapas: 
(1) Si y < B la prueba es una consecuencia iniiiediata del Lemma 2.2.10. 
(2) Si p < y,  teneiiios que 
l2 lrl-"Iulrcix < 1 l z l - f i ~ l u l r x l ( f i - ~ ) r d x  < c ~ z l - f i ~ l u ~ d x  
- 1 
para algúii /3 < y < < (y + 1). Y coiicluimos por la primera etapa. 
2.3 Construcción de una sucesión de autovalores por técni- 
cas de minimax. Propiedades del primer autovalor 
2.3.1 Construcción de una sucesión de autovalores 
En esta subseccióii estiidiamos el problema de aiitovalores 
-A,,u = X I X I - P ~ ~ I U I P - ~ U  en R, ( E P ~ )  
B (u )  = O sobre aR. 
con R, y como en la introducción y p < ( y  + 1). 
Probamos la existencia de una sucesión de autovalores Xk(B)  c IR+, con A@) + ca 
D para k -+ m, para los cuales el Problema (EP., ) tiene soliición no trivial. Para probar la 
positividad de los autovalores, consideramos el funcional asociado 
definido eii Egy(R).  Si u0 es solución del problema (EP!) entonces J1(uo) = O y por 
coiisiguieute, 
Teniendo en cuenta que para 0 < ( y  + l ) ,  E:?(Ct) c LZ(R) resulta 
y coiiio consecuencia iiiinediata, X 2 &, siendo C > O la niejor constante en la desigualdad 
de Hardy-Sobolev, I l ~ l I ~ ,  O( ) < - CIIIVUIII$<~). 
Observaciones 2.3.1 
1.  La mejor constante de la anterior desigualdad de Haniy-Sobolev en dominios regu- 
lares acotados y con condiciones mixtas depende en general de R. Ver la Subsección 
3.2.2 del Capítulo 3. 
2. Evidentemente, en el caso p = 2 se pueden utilizar las técnicas hilbertianas clásicas 
para obtener el espectro completo, mientras que pam p # 2, sólo podeinos demostrar 
la existencia de una sucesión de autovalores, que no se sabe si los contiene todos. En 
el caso y = O y N = 1 [SO] ó en el caso radial [57] se tiene el "espectro completo". 
Una vez hemos deniostrado la conipacidad en la seccióri anterior, veremos que una 
adaptación del niétodo utilizado en [GS], a iiiiestro tipo de problemas mixtos, nos permite 
construir una siicesión de autovalores. Más concretamente, el método usado sigue las ideas 
de Amarin en 1111, es decir, la teoría de Liisternik-Schriirelman (951. Por conveniencia del 
lector, describimos el método en detalle. 
Considereiiios la variedad 
y definamos 
Buscamos puntos críticos del funcional b restringido a la variedad M,, utilizando un 
método mini-niax. De este inodo, tenernos planteado uii problema de extremos condiciona- 
dos, en el que aparecerán los niiiltiplicadores de Lagraiige a partir de los cuales podemos 
calcular los aiitovalores del problema ( E P ~ ) ,  
Conio siempre qiie se utiliza una técnica miiii-max, el punto clave está eii probar el 
correspondiente lenia de deformación, en este caso restringido a la variedad M,. 
Empezamos defi~iiendo p : EE:(R) 3 (O, m) por 
La aplicación p es par y además está acotada eri el complementario de iin entorno 
del origen. Esta aplicación nos permit,e proyectar EC:(R) \ {O} sobre M,, puesto que 
p(u)u E M, si u-E E ~ ( O )  \ {O}. Además podemos calcular fácilniente su derivada, que 
está dada por: 
de modo que p' es iinpar y uniforinemente continua sobre conjuntos acotados en el comple- 
inentario de un entorno del origen (nótese qiie el operador A , ,  : EE:(R) + (E;:(R))' es 
uiiifornieniente continuo en conjiintos acotados). Además, a partir de (2.20), es inmediato 
coiiiprobar que si (-Ap,7u, u) = O, entonces se verifica (p1(u), u) = 0. 
Puesto que p > 1, Eg:(R) es un espacio de Bariach reflexivo y uniformemente convexo, 
ver 1841. Entonces, dada 4 E (E~:(R))' (el espacio dual de Eg:(R)), existe un único 
elemento J ( 4 )  E Eg:(R) tal que: 
Así definimos la aplicación de dualidad J : ( E ~ : ( Q ) ) '  -+ Eg:(Q), que es impar y 
uniformemente continua sobre conjuntos acotados (véase por ejemplo [31]). 
Una vez definidas estas dos aplicaciones, p y J ,  el siguieiite paso consiste en construir 
un flujo sobre la variedad M, a lo largo de cuyas trayectorias el funcioiial b sea creciente y 
tengamos control preciso de ese crecimiento (flujo asociado a un campo pseudo-gradiente), 
y el correspondiente lema de deformación que nos permita aplicar la teoría mini-max, ver 
[112]. Primero, tomamos la derivada de b a lo largo de A{,, D(u) E ( E g ~ ( 0 ) ) '  que para 
u E Eg:(Q), se calcula como sigue: 
= x u u x  - ( J l x l - p ~ l u l p d x )  z ~ - ~ I v u ~ P - ~ ( v ~ , v u ) ~ x  
PU n 
escribiendo B(u)  = (~(-Pf l (u(P-~u por simplificar la notación- tenemos que 
A partir de esta derivada iiiaterial; construimos el siguieiite operador, T : M,, -+ Eg:(Q) 
definido por: 
T ( u )  = .l(D(u)) - (-AP,7(u)> J ( D ( u ) ) )  u ,  (-A,,7(3, u )  
que es uniformemente continuo, impar y verifica ( -Ap,?(u) ,T(u))  = O. Además, T es 
acotado en M,, por lo taiito existen coiistantes positivas 70 ,  70, tales que para cada T E 
[-TO, TO] y toda u E M, tenemos que 
Eiitonces podemos definir el flujo H : M, x [ - T ~ , T o ]  + M, por H(u,T)  = p(u + 
~ T ( u ) ) ( u  + r T ( u ) )  que es impar en u,  (H(u ,  T )  = -H(-U,T)  para T fijo) uniformemente 
continuo y verifica H(u,O) = u para toda u E A t a .  
El siguiente resultado demuestra que H define trayectorias sobre M,  a lo largo de las 
cuales el funcional b es creciente y podemos coiitrolar de inanera precisa este crecimiento. 
Esta es la propiedad relevaiite de H que nos permite obteiier un resultado de deformación. 
L e m a  2.3.2 En las condiciones anteriores sobre H ,  existe una aplicación 
tal que T ( U ,  7 )  + O para 7 -+ O uniformemente en u E M,, y que verifica 
b(H(u,r) )  = b(u) + ( l l~(u)11~ + r(u ,o))  du, V u  E M,,, 7 7 [-70,70] l 
Demostración.  Tenemos que (bt(u),u) = (B(u),u) y H(u,O) = u, por tanto podemos 
escribir 
a 
b(H(u, 7 ) )  = b(u) + (B(H(u ,o) ) ,  % H ( u ,  o))do. (2.21) 
Teniendo en cuenta que p(u) = 1 y (p1(u),T(u)) = O puesto que ( - A p , 7 ( ~ ) , T ( ~ ) )  = 0, 
a 
calculanios eii detalle - H(u, o):  av 
a a ( ( u  o ) )  = -[p(u + uTu)(u+ oTu)] a. a. 
= (pl(u + oTu), Tu)  + p(u + oTu)Tu 




de modo que -H(u,o) = R(u, o )  + p(u)Tu. Con10 T es acotada y p, p' son uniforme- a. 
mente continuas sobre conjuntos conipactos en el complementario de un entorno del origen, 
resulta qiie lim R(U,O) = O ,  uniforinemente en u E M,. Por lo tanto, sustituyendo en 
0-0 
(2.21), obtenemos: 
donde r(u, o )  = (B(u);  R(u, o))+(B(H(u,  o)-B(u) ,  R(u, o)+Tu), y de nuevo, r(u, o )  + O 
cuaiido u - O uiiiforinemente en u E M,, puesto que H(u: o )  es uniformei~lente continua. 
Finalmente, para terniinar la demostración basta observar que 
( B ( u ) , T u )  = ( D u ,  J ( D u ) )  = ll~u11' 
( B ( u ) , T u )  = ( D u  + (B(u) 'u)  (-Ap,-,u), J ( D u )  - (-A,- ,% J ( D U ) ) ~ )  
(kAP,7"> u )  ( -Ap,7" ,  u? 
= (Du ,  J ( D u ) )  - (Du ,  ( -A,+,  J ( D u ) )  U )  
(-Ap,-i% u )  
y (-A,,+, T u )  = O .  
m 
Probado este lema, podemos forrnular el lema de deformación necesario para aplicar la 
teoría de mini-max. 
Lema 2.3.3 Dado u > O fijo, consideramos los conjuntos de nivel superiores 
Supongamos que existe un abierto relativo U c h.&, y constantes positivas 6 ,  11 can 11 < u 
y tales que 
Entonces, existe E > O y un operador HE continuo e impar, tal que 
Hc(bu-c \ U )  C bv+c. 
Demostración. Tomamos 7 1  E (0,  rol tal que 
1 
Ir(u,u)l 5 -62 V u  E M,, u E [ - ~ 1 , 7 1 1  2 
(esto es posible porque r ( u , u )  + O para u + O uniforiiiemente en u E M,).  Por el Lema 
2.3.2, si u E V, y T E [ O ,  T I ]  tenemos que 
Sea E = miii{p,  TI); teniendo en cuenta la definición de V,, si u E V, n b,-,, se verifica: 
De nuevo por el Lema 2.3.2, si u E Vp está fijo, se tiene que b ( H ( u ,  7 ) )  es estrictamente 
creciente en algún intervalo [O, o)  C [O, TI]. Así, dada u E Ve podemos definir 
El funcional t ,  está bien definido y verifica 
i) O < t,(u) < 71 (por (2.22), porque V, c Vp n bu-,), 
ii) t,(u) es continuo en V,. 
La deiiiostración de ii) puede hacerse por reducción al absurdo. Siipongamos que t ,  no es 
continua en algún u E V,. Entonces, existe una coiistante 7 > O y una sucesión { u j )  C &, 
tales que Ilu - ujll < l/j, y ltc(u) - te(vj)I > 7. 
Por definición de t,, b (H(u ,  t , (u ) ) )  = b(H(vi ,  t , (v j ) ) )  = v + E, de manera que 
Por continiiidad de H y b; tomando j siificientemente grande, podemos suporier: 
Además, por el Lema 2.3.2 se verifica: 
1 (110~11~ + T ( U ,  o ) )  d o  2 s7762. (2.25) 
Enlazando (2.23), (2.24) y (2.25),  resulta O 2 i qb2  > O que es una contradiccióii. 
Ahora podemos construir de manera sencilla la aplicación H,. Basta definir 
Por 
H ( u , t ( u ) )  si u E V c  
H ~ u )  = 
u ,  si u E bu-, - ( U U  V,). 
Finalmente, es sencillo comprobar que H, es continua e impar 
Una vez probado el lema de deformación para el problema que estamos estudiando, sólo 
nos falta comprobar que se verifica otro requisito fiindaiiiental de la teoría de mini-max, la 
correspondiente condición de Palais-Smale. Igual que ociirría en el lema anterior, debemos 
probar una coiidicióii especial, que refleje el hecho de estar estudiando el funcional b sobre 
la variedad M,. 
Lema 2.3.4 Sea v > O ,  y supongamos que { u j }  C A4* tal que 
Entonces existe una subsucesión de {u,} que conuerge fuertemente en Eg:(R) a una 
función u E 
Demostración. Como es acotado y EC:(R) es reflexivo, existe una subsucesión (que 
notamos igual) uj - u en Eg"'(R). También podemos suponer que b(u j )  4 b(u) puesto 
que b es compacto, por el Corolario 2.2.11. Adeiiiás, b(u) 2 v y 
Por las propiedades anteriores, podemos asegurar que u 9 O ,  B ( u )  # 0. 
Teniendo en cuenta que B es compacto, como D ( u j )  i O tenemos que 
O = lim D ( u j )  = lim ( B ( u j )  - pj(-Ap, ,(uj)))  = B ( u )  - p lim ( - A p J u j ) )  
3-m 3-m 3-m 
1 y como consecuencia, - A P n ( u j )  -+ - B ( u ) .  Terminamos debido a la continuidad del ope- 
Ii. 
rador (-A,,,)-' : (Eg:(R))' + Eg?(R),  la cual podemos probar como en el caso del 
pLaplaciano con los cambios adecuados sin dificultades (véase [68]). 
m 
Con los resultados ya probados, podemos foriiiular el resultado principal sobre la exis- 
tencia de autovalores. 
Teorema 2.3.5 Consideremos Ck = { C  C M, : C es compacto, C = -C y y ( C )  2 k} 
donde y( . )  es el género (ver por ejemplo [112] pam una definición y sus propiedades). 
Definamos 
vk = sup mili b(u) 
CECk 
a Entonces uk > O, y e ~ s t e  uk E M, solución de (EP!) con b(uk) = vk y ,ik = -. 
uk 
Demostración. Priniero, probanlos que uk > O. Teniendo en cuenta que M, es una esfera 
infinito-dimensional en EEY(R), entonces y(M,) = +m. Por tanto uk está bien definido, 
-. 
en el sentido que para para cada k > O, Ck # 0, y dado C E C k ,  se verifica min b(u) > 0, 
"EC 
de modo que vk > O para todo k .  Consideramos ahora k > O fijo; vamos a deniostrar la 
existencia de la solución uk. Para ello, probaremos qiie existe una sucesión { u j }  C M,,, 
que verifique 
aplicando el Lema 2.3.4. Si no existiese esa sucesión, podríamos elegir constantes positivas 
6, p, tales que 
11D(u)11 2 6  si U E { U E M , , :  lb(.)-vkl<p}. 
Podernos suponer, sin pérdida de generalidad, que 6 < vk. Eiitonces por el lema de 
deformación, Lema 2.3.3 con U = 0, en particular, existe E > O y una aplicación continua 
e impar H,, tal que H,(b,-,) c b,+,. Por definición de uk, existe C, E Ck tal que 
b(u) 2 uk - E e11 Cc, es decir, C, C b,-,. Por tanto b(u) 2 uk + E  en H,(C,). Pero 
y(H,(C,)) 2 k ,  por ser y(C,) 2 k, de modo que H,(C,) E C k ,  lo que contradice la definición 
de vk. Entonces ya tenemos la sucesión { u j }  verificando las propiedades deseadas, y por el 
Lema 2.3.4 tenemos la existencia de la solución uk, que por conti~iuidad verifica b(uk) = vk. 
m 
B Esto garantiza la existencia de soluciones no triviales para el Problema (EP?). Sin 
embargo, en principio no podemos asegurar que los valores uk sean todos distintos, es 
decir, nos falta estudiar la inultiplicidad de los valores criticos uk. Más precisamente, 
probamos que la sucesión de valores criticos es infinita, es decir, que teiieinos ima silcesión 
de autovalores. 
Proposición 2.3.6 Sea uk definido como en el Teorema 2.3.5. Entonces lim vi, = 0. 
k-m 
Como consecuencia, Xk = aui' -+ m cuando k -t m. 
Demostración. Sea E, una sucesión de siibespacios lineales en EZy(f2) tales qiie 
Sea E; el cornpleinentario topológico y algebraico de El;. Si consideramos 
ül; = sup min b(u) ,  
CECI "ECnEZ-, 
entonces ük está bien defiiiido por las propiedades del índice, y es inmediato ver que ük 2 
VI; > O. Por tanto, es suficiente probar que limI;,, ük = O lo que implica necesariamente 
que liink,, vi, = O. Lo hacemos por reducción al absurdo; supongainos que existe una 
constante y > O tal que ük > y > O, para todo k. Eiitonces para cada k existe Ck E CI; tal 
que 
ük > min b(u) > y, 
u€CknEL_, 
de donde teiiemos la existencia de UI;  E Ck n E:-, verificando 
Es decir, teiieinos constriiida tina sucesión {uI;} c M, tal que b(uk) > y > O, para todo 
k. Pero coino M, es acotado eii EFY(R),  tenemos que para una subsiicesión adecuada, 
uk - v débimente es E;:(Q), 
UI;  -' v fuerteiilente en L$(R).  
Por tanto debe ser b(v)  2 y. Y esto es imposible porque al ser uk E el límite debe 
ser v = 0. 
m 
Notas 2.3.7 
1. En el caso p = 2, esta construcción da todos los autovalores por ortogonalidad. 
2. En el caso p # 2 no sabemos si la construcción anterior da la sucesión completa de 
autovalores. 
2.3.2 Propiedades del primer autovalor para el problema (EP!) 
Considerenios el problema 
-A,,7u = X l x l - ~ ~ I u I ~ - ~ u  en R, ( E P ~ )  
B ( u )  = O sobre 00, 
N -  
' ,  0 < ( y  + l), R C IRN es un dominio regular y acotado con O E R con -m < y < -
P 
y las condiciones de contorno satisfacen (2.2) y (2.3). 
El primer autovalor para ( E P ~ )  está deíinido por 
En esta subsección probamos que Xi(0) es aislado y simple, al igual que ocurre con el 
primer autovalor del problema de Dirichlet con el operador de Laplace. El caso con y = O 
fue demostrado por Lindqvist en 1921, y seguimos sus ideas con los cambios adecuados. 
Teorema 2.3.8 El primer autovalor para el problema ( E P ~ ) ,  A l ( @ ) ,  es aislado y simple. 
La demostración de este teorema la obtenemos como consecuencia de los cuatro lemas 
sigiiient,es. 
Lema 2.3.9 Toda autojhción u1 correspondiente a Xi(B)  no cambia de signo en R, es 
decir, o bien u1 > O ó u1 < O en R. 
Demostración. Si v es una autofunción correspondiente al primer autovalor, entonces 
taiibién u = Ivl es solución del problema de minimización que nos da el primer autovalor, 
por lo tanto, u es una autofunción. Por el Principio del Máximo Fiierte (véase 1841) u > O 
y por consiguiente v tiene signo constante. 
m 
Lema 2.3.10 A l ( @ )  es simple, es decir, si u ,  u son dos autofunciones correspondientes al 
primer autovalor X i  ( P ) ,  entonces u = n, para alguna constante c E IR. 
Demostración. La demostración sigue las ideas de Annane en (181 con y = = O 
y R regular con condición Dirichlet, y de Lindqvist en 1921 que generaliza el resultado 
de Annane para R no necesariamente regular, para ello, toma una regularización de las 
funciones test, porque no necesariamente se verifica el Lema de Hopf. 
Al igual que Lindqvist, coiisideramos E > 0, u, = u + E ,  u, = u + E y definimos 
El hecho de tornar esta regularización, no es porque a0 no sea regular como en [92], sino 
porque no tenemos estimaciones de los cocientes y e cuando nos aproximamos a 80, 
dado que no tenemos el Lema de Hopf en todo 80, y adeinás, no es conocido un resultado 
como el de Dávila para p  # 2 (ver [54]). 
Por cálculo directo, el gradiente de la función está dado por 
Por siriietria, se calcula Vm,< de manera análoga. Insertando las funciones test escogidas 
en sus ecuaciones respectivas obtenemos: 
= b I x I - -  {[1 + ( p -  1) ($)'] IVU<lP+ + ( P -  1) ($)'] I V . I P ) ~ X  
donde el último niiernbro es no negativo debido a la Identidad de Picone. Además tenemos 
que 
En el caso p 1 2, tenemos 
De acuerdo con la identidad (2.27) concluimos que v V u  = u V v ,  y por lo tanto u = a u  
para alguna constante a E IR, a # O .  Similarmente, si 1 < p < 2, obteneinos 
de donde concluimos la demostración como en el caso p 2 2. 
m 
Lema 2.3.11 Si u es una autofunción correspondiente al autovalor X > O ,  X # Al(@, 
entonces .u cambia de signo en 0: es decir, v' $ O  $ v- y 
 IR-^-^^ 2 (XC)-% para algún E = E(P) > 0, 
donde 0- = { x  E 0 : u(%) < 0 )  
Demostración. Tomando u- conio función test, por la desigualdad de Holder para algún 
E ( P )  > O  teneiiios: 
Entonces por la desigualdad de Hardy-Sobolev y (2.28) obtenemos IR-1-,p 2 ( x c ) - ~ ,  
donde C es la constante optimal en la desigualdad de Hardy-Sobolev. 
m 
Lema 2.3.12 Al(,@ es aislado, esto es, Xi(b) es el Único autovalor en el intenialo [O,a] 
para algún número real positivo a > Al@). 
Demostración. Sea X 2 O un autovalor y v una correspondiente autofunción. X 2 Xi(B)  
puesto que X l ( B )  es el ínfimo, entonces, X l ( B )  es aislado por la izquierda. Ahora argu- 
mentamos por contradicción, es decir, suponemos que existe una sucesión de autovalores 
{ X k } ,  Xk # Xl(,b') de forma que dicha sucesión converge a Xi(4). Sea (uk} una sucesión 
de autofunciones correspondiente a la anterior de autovalores con IIukllp,, = 1. Podemos 
ext,raer una subsucesión, que denotamos igual, débilmente convergente en E!$'(R), fuerte- 
mente convergente en L$(R) y en c.t.p. de R a una función u  E Eg:(R) (por simplificar, 
notamos E = EE:(R) y E' el espacio dual de E) .  Teniendo en cuenta que p es subcrítico, 
por la desigualdad de Holder obtenemos 
donde T = - . Como UI;  = (-Ap,7)-1(Xkl~l-P~I~kIP-2~~), y teniendo en cuenta que el 
P - 1  
operador (-A,,)-' es coritinuo de E' en E, tenemos que para una subsucesión adecuada 
( u k }  converge fuertemente a u  en E,  y consecuentemente, u  es una autofunción correspon- 
diente al primer autovalor Xi(/3) con IIullp,, = 1. Ahora, aplicando el Teorema de Egorov 
((311 Teorenia IV.28) a la sucesión {uk}, tenemos que para todo O < E << 1,  existe un 
conjunto medible A, c R tal que IR\ A,I 5 E y ( u k }  converge uniformemente a u  en A,. 
Como consecuencia para k suficientemente grande tenemos que uk es positiva en A,, pero 
esto es una contradicción con la conclusión del Lema 2.3.11. 
2.3.3 Variación de las condiciones de contorno. Análisis de la conver- 
gencia del primer autovalor 
En esta subsección estudiamos el comportamiento asintótico de la sucesión de autova- 
lores { A l ( @ ) } ,  y una sucesión de autofunciones asociada {uu} ,  cuando o bien a  + O ó 
2.3. CONTRUCCIÓN DE UNA S U C E S I ~ N  DE AUTOVALORES 
a -+ 'HN-l(r3R) para los problemas de autovalores 
-A,,?u = Xlzl-~~(uIp-~u en O, 
(EP,~'" = (2.29) 
B,(u) = O sobre aR, 
en las hipótesis generales de R, p, y, B. Los resultados que presentamos en esta subsección 
son una extensión de algunos resultados de la Sección 1.4, donde los Teoremas 2.3.13 y 
2.3.16 son probadas en el caso particular p = 2, y = = O, es decir, con el operador 
Laplaciano. 
La hipótesis de movimiento de las condiciones de frontera que hacemos cuando movemos 
la frontera desde un problema Mixto a uno de Neumanu es la siguiente: 
( H l )  Ci(cu1) c Cl(a2) para al < a 2  y lim Cl(cr) = Ci C aO con capp,@(Ci) = 0. 
n-O 
Aquí, capp,,(E) significa la (p,p)-capacidad del conjunto E ,  que no es más que la 
pcapacidad con respecto a la medida dp = Izl-mdx (Ver por ejemplo [84]). 
Cuando la convergencia es al revés, es decir, pasamos de un problema Mixto a lino de 
Dirichlet supondremos: 
(H2) Cz(a1) c Cz(a2) para al > az y lim &(a)  = C2 c 8R con capp,,(C2) = 0. 
a- 'K~-l (aR) 
Éstas dos hipótesis son la generalización a los problemas aquí estudiados de las hipótesis 
que dimos en el Capítulo 1 (véase la Sección 1.4). 
Teorema 2.3.13 Sea u, una solución positiva (negatiua) y normalizada = 1) 
del Problema (2.29) con X = Xl(cu) y supongamos que se satisfacen las hipótesis (2.2), 
(2.3) y ( H l ) .  Entonces la sucesión {u,}, converge (para a -* 0) fuedemente en 'D?(R) 
a una autofunción positiva (negatiua) %(E cte) del Problema de Neumann. Además, 
Demostración. En priiiier lugar, suponemos sin pérdida de generalidad que u, > O en 
u ~ - l  




M-"lVu,lPdx = Al(=) dx = Al(@) 5 X f ,  (2.31) 
donde Xf denota el prirner autovalor del Problema de Dirichlet asociado. Como conse- 
cuencia, existe una subsucesión que notamos por {uk}&; débilmente convergente a alguna 
función i ~ g  E V.t"(R). Además, podemos suponer que 
Vuk - DUO débilmente en LP(R; 1x1-mdx), 
uk + fuertemente en P ( R ;  Ixl-p@dx) (véase el Corolario 2.2.11), (2.32) 
uk + en c.t.p. de R. 
Consideremos 4 E 'DP(R), entonces podemos siiponer sin pérdida de generalidad que 
4 = O sobre Cl puesto que cap,,+(Ci) = O. Teniendo en cuenta que {Xi(k)} forina una 
sucesión de números reales positivos y decreciente (la demostración de este hecho es una 
ligera inodificación del caso p = 2, y = B = O visto en el Capitulo l), Xi(k) + Ay 2 0. 
Teniendo eii cuenta las propiedades de convergencia (2.32) y puesto que uk sat.isface 
obteneriios que i ~ g ,  el límite débil, verifica 
donde, teniendo en cuenta que Ixl-m es una función regular en la frontera aR, resulta 
To : IV1-'lp$p(aR) + IR. Además, To(4) = O para cada 4 E ~l- ' lpap(aR) con 
sop(4) C aR \ (UE, Ci(k)) para algún n E N. Pero también verifica que So($) = O para 
toda fuiición 4 E w'-'I"P(~R) con sop($) c 80 \ Ci, y entonces To = O dado que por la 
hipótesis ( H l )  se verifica que capp,,(Ci) = O. Eiitonces concluimos que 
i, I x l - m ( l v ~ l p - 2 v a .  vm)dx = y /, -P. r o s *(a). (2.35) 
Conio u0 2 O (y u0 $ O puesto que lluO1lL~ ), u0 es soliicióri débil del Problema de 
o( ) 
Neumaiiii de Autovalores 
auo Ixl-m1VuolP-'- = O sobre 30, dv 
entonces por los Lemas 2.3.9 y 2.3.11 concluimos que Xy = O. Por lo tanto, hemos probado 
que para alguna subsucesión se verifica { X I ( ~ ) . } ~ ~ ,  Xl(k) + 0. 
La convergencia fuerte de toda la sucesión resulta como consecuencia del hecho que 
Xi(a) es decreciente. 
Dos de las herramientas que utilizaremos en la demostración del Teorema 2.3.16 y 
más adelante son la extensión del Teorema de la Traza con los pesos de Caffarelli-Kohn- 
Nirenberg y unas desigualdades para vectores en IRN. Comenzamos en orden inverso. 
Lema 2.3.14 Sean x, y E IRN y (., .) el producto escalar usual en IRN. Entonces, existe 
una constante C = C(p) tal que 
Teorema 2.3.15 Sea R C IRN un dominio acotado y regular con O $2 dR. Supongamos 
- m < y < -  N - p  entonces se verifica la inclussión continua EEY(R) - w'-'~~J'¿?R). 
P 
Demostración. Si O $2 R entonces el resultado es trivial por el Teorema clásico de la 
-
Traza. Si O E R, consideramos E > O verificando que B,(O) c R. 
Definamos 0, = R \ B,(O). Como O $2 O,, por el Teorema clásico de la Traza (véase (81 
por ejemplo) 
Ilullwl-ll~,~(m,) 5 C~lluII~p;(n,)~ (2.38) 
por tanto, teniendo en cuenta que dR, = dR U di?,, 
que termina la demostración 
Teorema 2.3.16 Sea u, una solución positiva (negativa) y normalizada flluallLv = 1) o (  ) 
del problema (EP,) con X = Xi(u) y supongamos que se satisfacen las hipótesis (2.2), (2.3) 
y (H2). Entonces la sucesión {u,} converge fuertemente en 'DY(0) a una autofunción 
positiva (negativa) u0 del Problema de Dirichlet. Además, 
Al(@) 4 cuando a + x ~ - l ( a R )  
Demostración. Como en la demostración del Teorema 2.3.13 podemos suponer que existe 
alguna subsucesión tal que u k  - en D!,'!'(R) para alguna función uo E 'D!,'!'(Cl), y 
además, u k  verifica (2.32). Consideremos $ E 'D;$(Cl) como función test, entonces tenemos 
Adernás, uo 2 O (u0 f O ) ;  y como antes, Xl(k) -+ Xy E (O;Xf]. Por tanto, argumentando 
de manera similar a la demostración de la proposición anterior pero utilizando (H2) en 
lugar de (Hl) ,  teneiiios que uo es solución débil del problema de autovalores siguiente: 
uP-l 
o o 
-AP,?uo = Al- en Cl; 1x1-"' 
u0 = 0, sobre afl. 
Concluimos que XY 2 Xf y, por los Lemas 2.3.9 y 2.3.11, tenemos que Xy = A?, puesto 
que uo > O es una autofuiición del Problenia de Diriciilet. 
Ahora, probamos la convergencia fuerte de esa siibsucesión. Consideramos la diferencia 
Usando uk - u0 como fiinción test obtenemos: 
La integral sobre la frontera converge a cero para k + w debido a la regularidad elíptica, 
ver por ejemplo [123] y [GO]. Más precisamente, tenemos que u0 E C1!Y(Cl \ B,(O)) para 
cada O < E << 1; y por el Teorema de la Traza 2.3.15 tenemos la inclusión continua 
'D?(Cl) - W1-'lpJ'(8R) que nos permite probar junto con (2.32) la convergencia débil 
UI; - w en I V ' - P ' ~ ( ~ R ) .  
La integral en Cl en el lado derecho de (2.39) converge a cero por la convergencia fuerte 
de u k  a ug en L;(f2) y que Xl(k) + X f .  Como consecuencia tenemos que Ik + O para 
k + m. Ahora tenemos dos casos a estudiar: 
1. p 2 2, entonces por la desigualdad (2.37) existe una constante positiva C = C(p) tal 
que 
h 2 ~ ( d  ~x~-"~V(uk -uo) l~dx.  
Por tanto, obtenemos convergencia fuerte de la subsucesión {uk} 
2. 1 < p < 2, de nuevo por (2.37) existe una constante positiva C = C(p) tal que 
((d lxl-"lV(ui 
( (d IXI-"(IVU~I + 
donde la última desigualdad es consecuencia de la desigualdad de Holder. Teniendo 
en cuenta que 
el i (d I X I - ~ ( I V U ~ I  + 5 a 
para algunas constantes positivas cl, e*, co~icluiiiios que existe una nueva constante 
¿;(p) > O tal que 
G L E ~ P )  ((d ~ x l - ~ l v ( u i  - Uu>~~dx)2'P. 
y con ello, conseguimos la convergencia fuerte de uk a u0 en 'DY(0). 
Finalniente, demostramos que converge la sucesión completa. Basta argiinientar por 
reducción al absurdo, es decir, supongamos que existe una subsucesión que no converge, 




A lo largo de esta sección, consideramos, -m < y < -. N - p ,  P , P  < (7 + 1)) Y el 
P 
exponente critico p t ,  definido en (2.5). Por lo tanto, el término lxl-q@uq-' es "subcritic~'~, 
para q < p;,,,. Además suponemos que AN,~,,(R, Ci) = AN,~,,, es decir, AN,~,,(R, CI) no 
se alcanza (ver la Sección 3.2.2 del Capitulo 3). En el caso AN,p,.,(R, CI) < AN,p,,i la 
constarite AN,~,,(R> Ci) se alcanza y el problema de la bifurcación es diferente, dado que 
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AN, , ,~(R,  C l )  se comporta como un autovalor, que se puede demostrar es simple, pero se 
desconoce si es aislado. 
Comenzamos con un resultado de no existencia a través de una generalización de la 
Identidad de Pohozaev. 
Teorema 2.4.1 Supongamos que y 5 p 5 ( y  + l ) ,  R C IRN es un dominio acotado 
verificando que O E 12 y existe un punto xo E 8 0  tal que ( x  - xo,u) > O sobre C i ,  
( x - x o ,  u )  = O sobre C2, donde u es la normal unitaria exterior a 8 0 .  Entonces el problema 
doblemente critico 
7 L ~ - l  
-div(I~(-"1VuIP-~Vu) = X IxIp(~+1) + IxI-P;,+@uP;.w-l en R,  
(PA) E u > O en 0,  (2.40) 
B ( u )  = O sobre 8 0 ,  
no tiene solución positiva 
Demostración. Supongamos que tenemos la regularidad necesaria en los cálculos si- 
guientes, en caso cont,rario, podemos utilizar un argumento de aproximación como en [81]. 
Multiplicando en la ecuación de (PA)  por ( x  - xo, V u )  e integrando por partes, obtenemos 
) do. 
Si u fuese solución del problema ( P A )  entonces 
Como consecueiicia de (2.41) y (2.42) concluimos que 
Por tanto, el segundo miembro en (2.43) es nulo, mientras que el primero es positivo lo 
que resulta una contradicción. 
m 
Este teorema está relacionado con un resultado de no existencia establecido en [94] 
Nota 2.4.2 En particular deducimos que no hay soluciones positivas de (Px) en las hipó- 
tesis del Teorema 2.4.1: en el siguiente cono: 
cz = ann { 5 ~ + 1 = ~ x ~ + . . . + ~ ~ - ~  1 , 
con xo = ( 0 , .  . . , O ,  -1). 
Lema 2.4.3 (Comparación) Supongamos que fi 5 (y + l ) ,  q < p. Sean u,  u E E;:(o) 
subsolución y supersolución, respectivamente, del problema: 
w > O en R,  
B(W) = O sobre a o .  
Demostración. Consideremos 
Multiplicando por la función test (vP - uP)+ e integrando en la última desigualdad obte- 
nemos: 
Sea w = (uP - uP)+ una función test, calculamos su gradiente, 
entonces resulta que 
Por la identidad de Picone, Lema 2.2.1, tenemos que los dos últimos términos en la 
anterior desigualdad son no positivos, y como consecuencia, se verifica que la medida del 
conjunto {x E RI v(x) > u(x)} es nula. 
Este lema de coinparación implica de manera inmediata unicidad para el Problema 
(2.45). 
2.4.1 Bifurcación desde infinito 
En esta subsección estudiarnos el fenómeno de bifurcación desde infinito. Consideranios 
el problema 
-A,,,u = XuP-'wp(x) + Ixl-q"uq-' en R, 
(P:" u > O en R, 
B(u) = O sobre 80, 
N - '; p, p < (y + l ) ,  y la fiinción wp definida por (2.4). Cabe c o n l < q < p , - c o < y < -  
w 
notar que wO(x) es una pequeña inodificación del potencial Ixl-pO, para el cual hemos 
probado, en la Sección 2.3, la exist,encia de una sucesión de autovalores y las propiedades 
del primero. Los mismos cálculos pueden Iiacerse con la función wp(x) en lugar de Ixl-pO. 
Nota 2.4.4 El Único motivo por el que tomamos wp en lugar de lxl-po es por tener 
monotonía de Xl(wp) cuando 0 /" (y + l), dado que R no tiene porqué estar contenido en 
Bi (0). 
Precisaniente, demostramos en el Teorema 2.4.8 que Al (wp), que denota el primer autovalor 
del problema de autovalores: 
-A,,-,u = Xwp(x)l~lp-~u en R,  
B(u) = O sobre aR ,  
es el único punto de bifurcación desde irifinito para solucioiies positivas del probleina 
(~79). Además, existe una rama de soliiciones (X,ux) para el problema (PYo) tal que 
[luxllm + cc para X /' Xi(wp). Se trata de una extensión de uri resultado de 1141. 
Al final de esta subsección, como consecueiicia del resultado de bifurcación para el 
problema (P;'), demostra~nos que A N , ~ ,  es el iinico punto de bifurcación desde infinito 
de soluciones positivas de 
- A u = X  P3Y + (xl-q"u'-' 1x1~(7+1) en R, 1 < q < p ; ~ í ( y + 1 ) ,  
(P7) z u > 0 en R, 
B(u) = O sobre 8R. 
El método utilizado sigue las ideas de [71] con los cambios apropiados. El resultado qiie 
sigue formula de manera precisa los anteriores coinentarios. 
Teorema 2.4.5 AN,~,- ,  es el Único punto de bifurcación desde infinito del problema (P-,). 
Además, existe un continuo de soluciones del problema (Px),  ( A ,  U A )  E ( O ,  A N , ~ , ~ )  xE;:(Cl), 
que contiene el punto ( O ,  t ~ ) ,  donde u0 es la solución única del problema (P-,) para X = 0 ,  
y que explota para X /" AN,~,-,. 
Para estudiar el fenómeno del bifurcación en el problema (qP), utilizamos el cambio 
de variables u = X h u ,  y estudiamos la bifurcación en el problenia que satisface u: 
-A, ,u = X(uD(x)up-' + Isl-q@v'J-'), t~ > 0 en Cl 
B ( v )  = O sobre aR. 
En lo que sigue, suponenios que f ( x , s )  = wp(x)sP-' + I X ~ - ~ ' ' S ~ - ' .  
Consideremos el espacio de Banach Y = { u  E C(a) : u = O sobre an}, equipado 
con la norma 11 . ( 1 ,  y denotamos la bola de radio T en Y por B, = { u  E Y : llull, < T }  y 
definimos la aplicación 
@ A  : Y * Y, por @x(u) = u - ( - A ~ , - , ) - ~  ( X f  (5,  u ) )  
Teniendo en cuenta la regularidad Holder obtenida en la Seccióii 4.2, resulta que @,j es 
una perturbación compacta de la identidad. 
Para el estudio de la bifurcación desde infinito del problema (P!) deñniinos z = 
u/llull&, u $ O ,  y co~lsideranios 
En estos términos, se verifica que X es un punto de bifurcación desde la solución trivial 
Q x ( z )  = O si y sólo si X es iiii punto de bifurcación desde infinito para @x(u)  = 0. 
En la deniostración del resiiltado general utilizamos los lemas siguientes (en los que 
i ( Q x )  denota el índice de Leray Sctiauder respecto a 0, véanse [89] y [12]). 
Lema 2.4.6 Sea X E ( O ,  Xl(wg)) entonces i (Qx)  = 1. 
Demostración. Dado O < A* < Xl(wp) existe R > O tal que *,(u) # O siempre 
que X E [O, A*] y u E Y con llull, 2 R. En caso contrario, existiría una sucesióii 
{ ( u k , X k ) }  tal que llukllm + m, X k  + X y QA,(uk) = O. Tomando ur; = ukllukllz, por 
las propiedades de f y la regularidad elíptica establecida en el Teorema 4.2.1, podemos 
concluir que para una subsucesión adecuada (que denotamos de igual manera) vk + V. 
Ahora, teniendo en cuenta que ul; = -(Ap,,)-i(Xkf(x,uk)) obtenemos -A,,(,) = 
Xk(wg(z)u~-' + Iz l - ' J "~z- ' l lu~ l l~~) .  Pasando al limite con k + m resulta que -Ap,,ü = 
- 
Xwg(x)?-', además ü 2 O y Ilüllrn = 1. Entonces por los Leinas 2.3.9 y 2.3.11, teiiemos 
que = Xl(wg) 9 [O, A*], que es una contradicción. 
Por consiguiente, * t ~ ( t )  # O, V t  E [0,1] y todo z con O < lltllrn < R-l, entonces 
tomando O < E í R-1 y teniendo en cuenta Ia invarianza por homotopía del grado 
topológico, concluimos: 
deg(*x: B,, O) = deg(Id, B,, 0) = 1, 
por tanto i ( @ ~ )  = 1. m 
Lema 2.4.7 Sea X > Xl(wq), entonces i ( q A )  = 0. 
Demostración. Primero, probemos que si X > Xi(wo), entonces existe R > O tal que el 
probleiiia 
-Ap,-,(") = X f ( x , u ) + ~  en R, 
B(u) = O sobre a R ,  
no tiene solución positiva con llullrn 2 R, para todo T >_ 0. 
Supongamos, por reduccióti al absiirdo, qiie existen dos sucesiones {uk} y { T ~ }  c IR+ 
tales que llukllm - M para k -+ m, y -Ap,,(uk) = Xf(z,uk)+rk. Eiitonces uk = ukllukll2 
verifica la eciiación 
Pasando a iina subsucesión, si es necesario, podemos suponer qiie uk -+ ü uniforme- 
mente y, o bien (a) T ~ I I u ~ ~ ~ & ~  + c 2 0, ó bien (b) rkllukllkP + m. 
En el caso (a) ,  el lado derecho de (2.46) permanece acotado en Y,  y podemos suponer, 
para iina subsocesión adecuada, que uk + F E Y uiiiformemente debido al Teorema 4.2.19. 
Así, tomando límites, 
Ahora, tomando p$i con O < p << 1, $1 tina aiitofunción positiva coi1 11$1 = 1, tenemos 
que por comparación ~ $ 1  5 V. Entonces, por el método de iteración, eiicontramos una 
solucióxi w E E;?(R) de la ecuación -Ap,,w = (Xl(wg) + ~)wg(z)wP-' con ~ $ 1  5 w < ü. 
Esto es una contradicción con el aislamiento del primer aiitovalor Xl(wS), establecido en 
el Lema (2.3.12), dado que E > O es arbitrariamente pequeño. 
En el caso (b), para k suficientemente grande se verifica 
y argumentamos como en el caso ( a ) .  
Eii particular, podenios concluir que la ecuación 
no tiene soliición positiva si llullrn 2 R, vara todo t E [O, 11. Tomando z = u11ull2, 
lleganios a que la ecuación 
no tiene soliición positiva si O < (IzlJ, 5 R-', para todo t E [O? 11. Así pues, la homotopía 
H : [O, 11 x Y + Y definida por: 
verifica que H ( t ,  z )  # O para todo z E Y cori O < llzllm 5 R-' y todo t E [ O ,  11. Por tanto, 
para todo O < E 5 R-' obteneiiios 
por tanto, i (@x)  = 0. 
m 
T e o r e m a  2.4.8 Sea Xi(wo) el primer autovalor del problema (EP;'). Entonces, Xl(wD) 
es el único punto de bijurcación desde infinito de soluciones positivas del problema ( P y ) .  
Precisamente, eziste una rama de soluciones, Co, del problema (P;" tal que lluxllm + m 
pam /" ~ ( w s ) .  
Demostración.  Los argumentos son similares a los correspondientes en (141 y (161, por 
tanto, no liaremos demasiado énfasis en los detalles. Por el Lema 2.4.6, terlenios que 
i ( Q x )  = 1 para todo O < X < Xi(wD), mientras que por el Lema 2.4.7, resulta que i(*x) = O 
para todo X > X ~ ( w p ) ,  donde i(.) significa, como ya dijimos, el índice de Leray-Schauder 
respecto a O.  Este cambio de índice permite probar que el conjunto de soluciones de Qx = O 
contiene un continuo de soluciones bifurcando desde (Al  (wp),  O ) ,  que corresponde a una 
rama de soluciones del problema (<O) arrancando desde infinito en X = Xi(wp)  (véase 
también [ l l l ] ) .  
La unicidad de Xl(wp) como punto de bifurcación desde infinito, para las soluciones 
positivas de Q A ( u )  = O, se obtiene cori los misnios argumentos que la demostración del 
Lema 2.4.6. En efecto, supongaiiios que existe otro, digaiiios A, # Xl(wp), en particular, 
existe iina sucesión { ( u k i  Xk)}  tal que 1 1 ~ ~ 1 1 ~  + m, X k  - Xm y Q A k ( u k )  = O. Tomando 
uk = uh11ukll2, por las propiedades de f y la regularidad C a ,  establecida en el Teorema 
4.2.1, podemos concluir que para iiiia siibsucesión adecuada (que denotamos igual) vk + ü 
uniformemente y en energía. Ahora, teniendo en cuenta que uh = -(A,,.,-'(Xk f ( x , u k ) )  
obtenemos -A,,-,(uk) = X ~ ( w p ( x ) v ~ - ' + ~ ~ ~ - ~ ~ u ~ - ' ~ ( u ~ ( ~ ~ ~ ) .  Pasando al límite con k + m 
resulta que -A,,?ü = Xwp(x)VP-', adeniás, Z 2 O y I l " l i m  = 1. Entonces, por los Lemas 
2.3.9 y 2.3.11, tenemos que A, = Xi(wp) que es una contradiccióii. 
m 
Eii el siguieiite lema comparamos la mejor constante de la desigualdad de Hardy- 
Sobolev con los autovalores de los problema.? de autovalores aproximantes, ( E P ~ ' ) .  
Lema 2.4.9 Sea Xi(wg) el primer autovalor del problema ( E P ~ ' )  como antes. Entonces, 
X i  (UD) 2 AN,,,?, Y además, liin X i  ( ~ 4 )  = AN,,,?. B/ (?+l )  
Demostración. La primera desigualdad es consecuencia directa de la definición del primer 
autovalor por el cociente de Rayleigh. También es sencillo comprobar qiie {X i (wp) }  es uiia 
sucesión no creciente. Entonces, tenemos que probar que el iíniite superior no puede ser 
mayor que AN,,,,. Supoiigamos, por reducción al absurdo, que lim X i  (wp) = AN,,,,+~. 
@/(7+1) 
Entonces, podemos elegir ip E EC:(n)  tal que 
Como coiisecuencia, 1 I ~ I - ~ l V v l ' d x  
X1(wp) 5 
qiie es iina contradicción, dado que el último miembro en esta desigiialdad t,iene que ser 
menor que AN,,,, + p para ( y  + 1 )  - p > O suficientemente pequeño. 
m 
El lema sigiiiente lo utilizamos en la demostración del Teorema 2.4.5. 
Lema 2.4.10 Sea { (uD, f ip )}  una sucesión de soluciones de los problemas (P?), con 
X = p~ tal que: 
i) ( ~ R , P R )  E XO.  
ii) PO -' X O  E (0; AN,~,?) Para 0 /" (7  + 1). 
iii) IIuollE~.v < C para todo p < (y + 1).  E,( ) - 
Entonces existe una subsucesión u ~ "  = u, tal que u,  + u0 cuando n + m fuerte en 
Ecy(R).  con ug solución del Problema (P.,) para X = X o .  
Demostración. Supongamos, por reducción al absurdo, qiie no existe ninguna sub- 
sucesión fuertemente convergente en Ec:(R). Por el Teorema 4.4.1 tenenios que exis- 
ten dos medidas acotadas p, q 2 O tales que Ixl-mlVun(P - p 2 ( X I - ~ ( V ~ ~ I ~  + fi06~, 
IunIP - I w l P  +7060 en sentido de las medidas, donde fio 2 ~ I ~ , ~ , . , q o  2 O. Además, lxlP(7+1) IxIP(.,+I) 
u ,  - w débil en Eg:(R), u ,  -, uo fuerte en Lz(R) y u, + u0 en c.t.p. de R. Teiueiido 
en cuenta que cada u, es solución de (EP;'"), se coinprueba que u0 es solución de (P.,) 
con X = Xo. En particular, dada ip  E EgY(R) se verifica: 
b ( I x I - P ' ~ + "  - ~ , ( x ) ) u ~ - ~ $ d x ,  
(2.47) 
donde el últinio suniando en (2.47) converge a cero por el Lema de Fatou. Sea ip, una 
función de corte en B,(O), es decir, ip  E Cm, ip(x) = 1 si 1x1 5 E ,  ip(x) = O si 1x1 2 2~ y 
IVip,I 5 4 ~ ,  tomando 9 = un$ tenemos conio en (2.47): 
y pasando al límite con E + O obtenemos 
por tanto, 770 = O. Finalmente, concluimos por el Lema de Brezis-Lieb (véase [35]), que 
Un +- u' fuertemente en V>(R), y utilizando la continuidad del operador inverso, 
- 1~1(7+') 
(-AP,?)-' : (EZ:(R))' + Ej?:(R), se concluye que Vun * VUO fuertemente en [LP(R)IN, 
lo que demuestra el resultado. 
DEMOSTRACIÓN DEL TEOREMA 2.4 .5:  
El Lema 2.4.10 garantiza la condición i) del Lema 1.5.9. Es más, el límite inferior del 
conjuiito de ramas es no vacío, ya que por unicidad, todas las ramas cruzan el eje X = O 
en el niismo punto. Por tanto, podemos pasar al límite gracias al Lema 1.5.9. 
Para terniiiiar, probamos que la rama límite es no degenerada. En primer lugar, proba- 
mos que las ramas aproxiniantes no colapsan eti el eje vertical. Por unicidad para X = 0, 
si tuviéramos una sucesión {uo,,} de soliiciones de los problemas aproximados tales que 
Xa + 0, entoiices por la condición de Palais-Srnale tendríamos qiie uo,, -+ uo, la solución 
correspondiente a X = O. Por otro lado, no es dificil demostrar que las ramas aproximantes 
no degeneran en el eje horizontal, en efecto, si u,, es una solución correspondiente a A,, 
entonces, 
Jo,,(un, A,,) = min Ja.(u. A,,) 5 min (: 
Así pues, las ramas no colapsan en el eje horizontal. 
Ahora probamos que AN,, ,  es el único punto de bifurcación desde infinito del problema 
(Px) .  Por iin argumento de dilatación, suponganios que existe otro punto, digamos, Xo, y 
una sucesión {(uk, Xk)} con I / U ~ I ~ ~ , ~  = A t k  + ca y AY + XO. ES evidente que Xo _< A N , ~ , ~ ,  
si definimos vr: = ML'U~;  se verifica que: 
Conio consecuencia, 
6 i ~ i - ~ i ~ v ~ ~ ~ d z  - ~ x l - ~ ~ v ~ d z  
Xn = lim AL. = lim 
k-m '. k-m 
1 - A41-PC 
lim 
k-m 1 /AN,~ ,7  
= AN.~,-ri  
donde la desigualdad es consecuencia de la de Hardy-Sobolev, y C es una coiistante positiva 
que sólarnente depende de N, p, q y R. 
m 
2.4.2 Bifurcación desde cero 
En esta subseccióii consideramos el problema, 
-Ap,?(u) = Aw0(x)uS-' + 151-914uq-' en 0, 
g u > O en 0, (2.48) 
B(u) = O sobre 80;  
con -m < y < - N - p ,  1 < s 5 P < q < P;,, (ver (2.5)), P í (y + l ) ,  p < (y + 1) Y 
P 
wo(x) como en la subsección previa. Bajo estas condiciones, en el caso s = p, probamos 
que existe un continuo no acotado Co de soluciones del problema ( P Z )  bifurcando a la 
izquierda desde ( A l  (o), O). Concretaniente, teiiemos el siguiente resultado. 
Teorema 2.4.11 Consideremos el problema ( P z )  con S = p < q; p: p < ( r + l ) .  Entonces 
Ai(wo) es el Único punto de bifurcación desde la solución trivial. Precisamente, e k t e  una 
mma no acotada de soluciones arrancando desde (A, llullm) = (Xi(wp),0). 
Demostración. Basta seguir lo pasos de la demostración del Teorema 2.4.8 puesto que 
de nuevo el Teorema 4.2.19 110s garantiza la compacidad requerida en el espacio de las 
funciones continuas. 
m 
En lo que sigue, suponemos que s < p, bajo esta hipótesis probarnosel siguiente resul- 
tado de bifurcación. 
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Teorema 2.4.12 Supongamos que 1 < s < p < q y P , p  < (7 + 1). Entonces existe un 
continuo de soluciones C del problema ( ~ 7 ' )  bifurcando desde (A, IIullrn) = (0, O) .  Además: 
a) Si (X,u) E C y X > O ,  entonces u $ O 
ii) Existe una constante po > O tal que si p E (O, po] y (A, u) E C, con llullrn = p, 
entonces X > X(p) > O. 
Uno de los obstáculos es la no linealidad del operador A,,7, que no permite utilizar las 
técnicas estándar de linealización. Incluso cuando p = 2 y el operador es lineal A2,-,, el 
término no lineal uS-' tiene derivada infinito en cero. Otra dificultad es la presencia del 
potencial lxl-m. 
Podemos solventar la primera dificultad como en [15] .  Para ello, consideramos la función 
truncamiento h6(t) = 6a-PltlP-2t si t 5 6 y h6(t) = t3-l si t > 6. Definimos los problemas 
aproximados ( P l x )  como sigue: 
-Ap,-,(") = XwD(x)ha(u) + Ixl-q@uq-' en 52, 
(psqx) E u > O en 52, (2.49) 
B(u) = O sobre 852, 
que no es más que (P~:;) con h6(u) en lugar de uS-'. Para solventar la segunda dificultad, 
procedemos como en el Teorema 2.4.11 y tenemos que existe un continuo C6 de soluciones 
del probleina (P$ bifurcando desde (A!, 0) con Xf = 6p-3X1(wS), siendo Xi(wD) el primer 
autovalor del problema 
Para finalizar, usamos el Lema 1.5.9. Sea R > O y denotemos TR la bola de radio R 
en E = IR x X, donde X = EyY(52) n C(R). Denotemos C6 la componente conexa de 
Ca n TR que contiene (A!, O). Para una sucesión 6, + O y Cn = C6" tenemos que UCn es 
precompacto por el siguiente lema. 
Lema 2.4.13 Supongamos las hipótesis del Teorema 2.4.12 y sea {(Xk,uk)} una sucesión 
acotada de soluciones del Problema (Ptx) ,  entonces existe una subsucesión que converge 
a (Ao,%), y uo es solución del Problema (P~:;) con X = Xo. 
Demostración. Para una subsucesión si es necesario, tenemos que Xk + X O ,  uk - u0 
débilmente en E;:(R) y uk + 110 fuertemente en L;(Q) por el Lema 2.2.10, por consi- 
guiente, u k  -, u0 en Eg:(R) puesto que 
y por las desigualdades (2.37) concluirnos que 
/, I x I - m I ~ ( u k  - uo)lpdx - O cuando k + m. m 
FIN DE LA DEMOSTRACIÓN DEL TEOREMA 2.4.12: 
Como tenemos A? + O para 6, + 0, obtenemos que (0,O) t liminf En, entonces 
podemos aplicar el Lema 1.5.9 a En. La conclusióii es que 
CR = lim sup Cn = lim sup(C6, n SR) # 0 es conexo y cerrado. 
Además, es claro que CR toca TR para todo R > O. Denotemos C = U CR entonces 
R>O 
tenenios probado que C es ni1 continuo en E con (0: O )  E C. 
Para probar i )  y i i )  argumentamos como sigue: 
i) En primer lugar, probamos que existe c(X) pequeíio tal que si (A, u )  E C entonces 
llulIrn 2 c(A) ,  esto es suficiente para probar que se verifica i ) .  Como A$ + O para 6 + O ,  
dado X > O, existe do > O tal que ~ h ( 6 ~ ) 6 : - ~  > Xi(wa) si 6 < 60. Sea E > O pequeño, 
podemos encontrar una constante c(A) > O tal que Ahs(t) + tq--' > (Xi (wi i )  + €)tP-' para 
todo t E (O,c(A)]. Así, si llullm < c(X), tenenios que 
Además, podemos encontrar <y > O pequeño tal que para V I ,  una autofunción p o s i t i ~  
asociada al primer autovalor Al(wa), tenemos cup l  <: u .  Como consecliencia, por el método 
de iteración, encontramos una solución del problema de aiitovalores 
- A p , ~ u  = (Xi + 6 ) ~ ~ ( x ) l u I ~ - ~ u  en R ,  B ( u )  = O sobre Ci 
Este hecho es una contradicción con el aislamiento del primer autovalor Ai(wg) (ver Lema 
2.3.12). 
Para probar ii), argiimentainos por reducción al absurdo, es decir, suponemos que existe 
(X,,un) E con A,, + O, u,  -r u y llun)lrn = p < PO. Entoiices tenemos que u,  -' u en 
EE:(R), así u $ O es una solución débil de la ecuacióii 
-A,,?u = )alq-'u with ( )u ) ) ,  _< po, 
un pero esto es una contradiccióii, porqiie si definimos u, = - , y u ,  es una sucesión 
ll~nllrn 
de soliiciones de la ecuación -Ap,?% = I U I ~ - ~ U  en EP'? ( R )  con llunllrn + 0, existe una 
subsucesión débilmente convergente en EE:(R), de forma qiie -A, ,u ,  = ~ ~ - ' l l u , l l % ~  y 
por lo tanto, k 1Vu.l-"d. = u ~ - l ) ~ u n ~ ~ p d ~  - O ,  
que es iina contradicción. 
m 
Observación 2.4.14 El Teorema 2.4.12 puede eztenderse pam obtener bifurcación, en 
sentido de enelgía: desde (0;O) cuando 8 = ( y  + 1) .  Una prueba consiste en seguir los 
argumentos de 141 con los cambios adecuados a nuestro contexto, puesto que el exponente 





Eii este capítulo considerarnos el problenia modelo: 
u9 
-Apu = ,',-+ur en R, 
lxlP 
u > O eii 0, (3.1) 
B,(u) = O sobre sil, 
donde siiponeixios que R c FtN ( N  2 3) es un dominio suave y acotado con O E 0, 
( :yp) y O 5 A 5 A que ser* el vdor l < p < N , l < q < p - l , r = p * - 1 ,  p.=- 
extreinal a partir del cual no existe solución. Como en anteriores capítulos, u denota la 
normal unitaria exterior a aR y sobre las condiciones de cont,orno suponeinos: 
adeniás, 
&(a)  c 8 0 ,  i = 1,2, son subvariedades suaves de dimensión N - 1, 
Ci(cu) n &(a)  = 0,  C l ( a )  U C z ( a )  = aR y la interfase i? = % ( a )  nC2(a)  (3.2) 
es una subvariedad suave de dimensión N - 2. 
De ahora en adelante, recordaremos cómo movemos las condiciones de contorno: 
(H1) Ci(ai )  C C1(a2) para cui < a2 y lim &(a)  = Ci c 8 0  con capp,,(Cl) = O, 
a-O 
Donde denotamos por ~ a p ~ , ~ ( E )  la (p, p)-capacidad del conjunto E, que no es más qiie 
la pcapacidad de E respecto a la medida dp = 1x1-mdx (véanse [84] ó [96] por ejemplo). 
La estructura del capítulo es la siguiente: 
La Sección 3.2 la dividi~iios en dos subsecciones. En la primera (Siibsección 3.2.1) 
comenzamos recordando alguiios resultados relativos a la constante de Sobolev con condi- 
ciones mixtas, establecidos principalmente por Egiiell, Lioiis, Pacella y 'iYicarico en los 
artíciilos [63], [94] y [104]. Posteriorniente, probamos una condicióii suficieiite para obtener 
la alcaiizabilidad de la constante de Sobolev. Esta condición está relacionada con la con- 
vergencia del primer autovalor cuando movemos las condiciones de contorno (véase el 
Teorema 2.3.13). En la Subsección 3.2.2 mejoramos un resiiltado establecido por Uiang- 
Zhu en [126], donde los autores dan una condición suficiente para alcanzar la coiistante 
de Hardy AN,2,0(fl, El) definida en (3.7). Precisamente, probamos condiciones suficientes 
en dos direcciones: por un lado, extendenlos el resultado de U'ang-Zhu a la coiistante 
AN,~,-,(R, C1) deñnida en (2.11), por otro lado, dainos una condición suficiente siinilar a 
la establecida en la Subsección 3.2.1 para la constante de Sobolev. Este hecho revela una 
profunda diferencia entre el caso Dirichlet y el caso con condiciones mixtas. 
En la Sección 3.4 estudiamos resultados de existencia y iio existencia del problema 
doble~iiente crítico: 
. , 
u > O en 0, 
B(U) = O sobre a n .  
Finalmente, en la Sección 3.5 seiialamos coino de manera inmediata se extienden al- 
gunos de los resultados, deinotrados en las secciones previas, al caso con el operador AP,7 
definido en el Capitulo 2. 
Publicación. Los resultados de este capítiilo son part,e del contenido del artíciilo [51] 
que se someterá a piiblicación en breve. 
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3.2 Resultados sobre las constantes de Hardy y Sobolev 
Esta sección la dividimos en dos subsecciones: en la primera se estudia la constante de 
Sobolev y en la segunda, la de Hardy. En cada una de ellas, comenzamos estableciendo 
algunos resultados previos; después, extendemos y mejoramos algiiios de esos resultados, 
que están relacionados con la alcanzabilidad de dichas constantes, hecho que pone de 
manifiesto, una vez más, la gran diferencia entre los problemas mixtos y el de Dirichlet. 
3.2.1 Sobre la constante de Sobolev 
En el articulo [94], Lions, Pacella y Tricarico, estudian cuestiones relativas a la mejor 
constante de Sobolev en espacios funcionales como E;, ( a ) ,  y dan condicioiies suficientes 
sobre la geometría del dominio R y la parte de frontera del inismo en la que tomanios dato 
de tipo Neumann, Cz, de niodo que la mejor constante de Sobolev definida por 
inf s p ( n ,  c i )  = 
uIP'dx 
se alcaiiza en E;, (R). 
Comeiizamos recordando algunos resultados probados en 1941 que son el punto de partida 
para iiuestro análisis. Es bien conocido que la constante de Sobolev, S,, definida por 
I V U I ~ ~ X  
S; = inf 
UGW;~,.;". (g, ul"x . )t 
no depende del doniinio R. Esto no ociirre cuando toma~nos traza nula sólo sobre Ci, 
en este caso, S,(R, Cl) depende del dominio R y de las condiciones de contorno. En [94] 
se establece iina condición de forma qiie S,(R, Ci)  se alcanza. Precisamente, tomamos 
(p,  01,. . . ON-i)  las coordenadas polares en IRN, Bi E [O, ÍT], 1 5 i < N - 2, BN-1 E [O, ~ Í T ] ,  
y denotamos el sector de radio R y amplitud a E [O, 2x1 por 
C(a ,  R) = {x E IRN10 < 1x1 < R,Bi E ( 0 , ~ )  and BN-1 E (O, a )} .  
Deñnimos la constante isoperiinétrica del dominio R relativa a E2 ~ O I  
donde el supremo se toma sobre todos los subconjuntos E C R tales que si A C a E  n Cl 
entonces ' ? f ~ - i ( E )  = O, y donde Pn(E) es el perímetro de De Giorgi de E relativo a R, 
que está definido por 
Las propiedades de Q(C2,R) pueden encontrarse en [104]. Algunas de ellas son las 
siguientes: 
1 Q(C2, R)  1 ( ~ ~ 2 ~ ) -  , la constante isoperimétrica absoluta (véase [120]) 
Uiia desigualdad obvia es 1~ll-h 5 Q(C2, R)Pn(E)  para cada conjunto 'E, verifi- 
cando la condición establecida antes. 
Si 7 f ~ - i ( C z )  > O ,  Q(C2,R) 2 ( N ( w N / ~ ) ' ~ N ) - ' ,  de esto se dediice que si en R 
toinanios ' ? f ~ - i ( C z )  > O ,  entonces existe a E [O, T ]  tal que Q(C2, R )  = ( N ~ $ ~ ) - ~ ,  
donde denotaiiios por a~ = IC(a, l ) l ,  es decir, la inedida del sector unidad de am- 
plitud a .  
En el caso regiilar, el perímetro relativo está dado por Pr?(E) = ' ? f ~ - i ( a E  \ C2). 
Ciiando R = C ( a : R ) ,  con O < u 5 T ,  51 = { x  E aC(a:R)I 1x1 = R }  y E 2  = 
- - 
8C(a,  R )  \ Ci la constante isoperimétrica se calcula exactaniente, Q(C2, C ( a ,  R ) )  = 
1/N -l 
( N ~ N  )
Los resultados conocidos sobre la constante de Sobolev en E;, (0 )  (véanse [94] y [63]), que 
tomamos como puiito de partida, los podemos englobar en el siguiente resultado. 
1 
Teorema 3.2.1 Sea R tal que Q(C2, R )  = ( N a z N ) -  con a~ E ( O ,  y] entonces 
Donde &(a,) = min S,(R) = Spi y el mínimo se toma sobre todos los conjuntos 
R con la misma constante isoperimétrica Q(C2, R )  = ( N a ,  
Consideremos R c IRN, un dominio acotado: 
Si C2 es suave y Sp (R ,  C i )  < S,(?), entonces S,(R, El)  se alcanza. 
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1/N -' 
- Si Q(C2,R) = ( N ~ , v  ) Y Sp(R, Ci) = S p ( a ~ ) ,  entonces Sp(R, Cl)  no se alcanza. 
El resultado que probamos en la Proposición 3.2.2, da una condición suficiente bajo 
la cual, se verifica que Sp(R, CI )  < Sp ( y ) ,  y como consecuencia del Teorenia 3.2.1, 
Sp(R, Cl)  se alcanza. Para demostrarlo, utilizamos la convergencia del primer autovalor 
establecida en el Teorema 2.3.13 para un caso más general. Precisamente, demostramos 
que Si(R,  El )  se alcanza si niovemos las coiidiciones de frontera de manera regular. 
Proposición 3.2.2 Sea R C RN un dominio regular. Dada una familia {Cl(u)  : O < cu < 
'XN-I (BR)} verificando las hipótesis (3.2) y ( H l ) .  Entonces eriste una constante positiva 
a 0  tal que Sp(R, C l ( a ) )  se alcanza para todo a < a o .  
Demostración. Por definición de Sp(R, Ci)  y la desigualdad de Holder tenemos que 
d I V U I ~ ~ X  
S,P(R, Ci)  = inf < IR[* inf = I R ~ $ A ~ ( ~ )  
Y E E ; , ( , , ) ( ~ )  $ - 
~ $ 0  (d lulp+dx) E n )  ~ $ 0  6 ~ U I P ~ X  
En el Teoreina 2.3.13, demostramos, entre otras cosas, que Xl(a) + O para a + 0, por 
lo tanto deduciiiios qii i  existe u0 > O tal que 
E si de maiiera que para todo O 5 a < a0 tenemos que IR1 ~ A l ( a )  < - 2plN. Como consecuen- 




1. El Teorema 3.2.1 da un resultado "positivo" en el sentido que el problema critico 
asociado, 
-A P u = uP'-' en 0: 
u = O sobre Ci,  (3.5) 
= O sobre Cz, Bn 
tiene solución positiva cuando se alcanza la constante de Sobolev Sp(R, Ci(a)) .  
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2. Supongamos que ( x ,  n) = O en c.t.p. de C2 y ( x ; n )  > O en c.t.p. de Ci, entonces, el 
problema (3.5) no tiene solución positiva. En efecto, si u fuese solución positiva del 
Problema(3.5) tendnámos la identidad de tipo Pohozaev siguiente: 
Esto es una contradicción, puesto que el lado derecho en (3.6) es negativo, mientras 
que el izquierdo es nulo. 
Un ejemplo de dominio, que satisface las condiciones geométricas impuestas para la 
prueba de la no existencia, es el siguiente cono: 
Otro ejemplo son los sectores C ( a ,  R) definidos anteriormente. 
Debido a la Proposición 3.2.2 y a la últiina observación, poiiemos de manifiesto un hecho 
relevante y es que la constante de Sobolev Sp (R ,  C l )  puede alcanzarse o no, mientras que 
eii el caso Dirichlet, S p  no depende de R y nunca se alcanza en domiiiios acotados. 
3.2.2 Sobre la constante de Hardy 
En esta subsección probamos resultados relacionados con la niejor constante de Hardy, 
AN,,(R, C l ) ,  definida por 
A N , ~ ( R ,  C1) = inf J n '  
En el caso del problema de Neuinann, es decir, cuaiido Ci = 0, la constante corresponde 
a A N , ~ ( R ,  C1) = O ,  ya que el ínfinio se alcanza en las constantes. Si consideramos condi- 
cioiies niixtas de tipo Dirichlet-Neuniann, probamos en primer lugar el siguieiite resultado. 
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Lema 3.2.4 La constante de Hardy C1) satisface 
Demostración. La cota superior es una consecue~icia directa de la inclusión de los espacios 
funcionales en los que tomamos los ínfimos, w ~ ' ~ ( R )  c E;, (O). Para probar la positividad 
de la constante, O < ANZp(Q, El) ,  usamos la desigualdad de Picone (2.7) como sigue: 
Consideremos el cociente 4 1 v u ~ ~ d x  
Q(4 = 
y tomemos el ínfimo de Q sobre Eg,(R)\{O}. Definamos w(x) = lxIa para alguna constante 
a < O con la1 suficientemente pequeño tal que la((p - 1) < N - p. Dada una sucesión 
niinimizante {u,} para AN,~(Q, Cl) ,  por la desigualdad de Picone (2.7) y el Teorema de 
la Sraza 2.3.15 tenemos 
Entonces concluimos que Q(v,) 2 C > O donde C solo depende de C2: Y) y a .  
m 
Teorema 3.2.5 Supongamos que R c lRN es un dominio regular y acotado con O E R. Si 
entonces A ~ , ~ ( f l ,  C ) se alcanza 
Observación 3.2.6 En un artículo reciente de Wang-Zhu, 11261, se prueba el Teorema 
3.2.5 en el caso p = 2. Su demostración utiliza fuertemente que el espacio E i , ( R )  es de 
Hilbert. Por tanto, necesitamos utilizar diferentes herramientas para extender este resul- 
tado a todo p > 1. 
DEMOSTRACI~N DEL TEOREMA 3.2.5:. 
Suponganios que {u,} C E;, ( 0 )  es una sucesión minimizante para AN,~(R: El). En- 
tonces la sucesión es acotada y por el Teoreiiia 4.4.1 (con y = O), existe una subsucesión 
(que escribimos igiial) verificando u, - u0 en Egl(R) y IVu,lp, - I u n I P  convergen en el 
1xIP . . 
sentido de las medidas a p 2 IVuolP + x j E J ~ 5 6 2 i r  7 = - l w l P  + ~ 7 0 6 ~ ~ ~  respectivamente, 
lxIP 
donde xo = O, J es un conjunto a lo más numerable, pi, m > O, po A N , ~ ( ~ ,  Ci)qo y 
IunI Iuol x j  E E. Además, dado E > O tal que g ( 0 )  c 0, tenemos que -converge fuerte a -
1x1 1x1 
en Lp(R \ B.(O)). Por tanto, el soporte de las posibles deltas de Dirac no puede estar 
en R \ &(O). Coiiio E podemos tomarlo arbitrariamente peqiieño, la única posibilidad de 
concentración es en el origen, es decir, J consta de un solo índice, J = {O}, y x0 = 0. 
Hay dos posibilidades para la función limite uo: 
1. Si u0 $ O, entonces tenemos que 
por lo tanto, A N , ~ ( ~ ,  El) se alcanza. 
2. Si uo = O, consideramos iina función de corte suave, p,(x) = 1 si 1x1 < € 1 2 ,  p, = O si 
1x1 2 E .  Definimos una nueva sucesión u,(x) = p,(x)k(x) ,  la cual es también iina 
sucesión minimizante para AN,p(R, El) ,  puesto que el liinite es el misnio, además 
u, E 'D;DU'~(IR~), entonces obtenemos que 
&(un) L A N , ~  Y Q(wn) 3 AN,~(R,  El) cuando n + m. (3.8) 
Esto es una cont,radicción con la hipótesis AN,~(R,  El)  < A N , ~ ,  de manera que no 
hay coiicentración para la sucesión {u,). Además por el Lema de Brezis-Lieb (véase 
'un u0 [35]), tenemos que - + - en Lp(R). Es más, teniendo en cuenta la ecuación de 
1x1 1x1 
Euler asociada y la continuidad del inverso del operador plaplaciano, concluimos 
la existencia de un minimizante, E Eg,(R). Concretamente, la sucesión u, es 
precompacta, es decir, existe una subsucesión que converge fuerte en E;, ( 0 )  a una 
fiincióii uo E E;,(R) tal que Q(uo) = AN,~(R,  Ci). 
m 
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El resultado siguiente continúa la línea de peiisamierito de la Proposición 3.2.2 en cuanto 
a la alcanzabilidad, en este caso, de la constante de Hardy. 
Proposición 3.2.7 Sea R c IRN u n  dominio suave y acotado. Dada una familia {&(a)  :
O < a < KN-] (aR)}  verificando las hipótesis (3.2) y (Hl). Entonces existe una constante 
positiva ao tal que A,vp(Ri C l ( a ) )  se alcanza para todo a < ao. 
Demostración. Por definición de A N , ~ ( R ,  E l )  tenemos 
I V ~ I ~ ~ X  
A (  E ) E inf  5 C inf = c X i ( a ) ,  
u€E& (11)\(0) "Eg,(f"\(0) ' IuIPdx 
donde C E C ( R , p )  > O. De nuevo por el Teorema 2.3.13, Xl(a) + O para a + O. Entonces 
existe a0 > O tal que CXl(a0) < A N , ~ ,  de manera que para todo O 5 a < a0 tenemos 
C X i ( a )  < A N , ~ .  Como consecuencia inmediata, se satisfacen las hipótesis del Teorema 
3.2.5 que nos permite concliiir la deiiiostración. 
m 
Observaciones 3.2.8 
1. En el Lema 1.4.3 hemos probado en las hipótesis: &(a) es conexo, X N - i ( C l ( a ) )  = 
a, C i ( a i )  C Ci(a2)  pam ai < a*,  el diámetro diam (&(a))  3 O para a + O ,  p = 2 
N-3  
y N 2 4,  que el primer autovalor tiene el comportamiento asintótico Xl (a)  5 C a m  
para a próximo a cero. Es más, la prueba de ese resultado es constructiva, es decir, 
damos una familia precisa { C l ( a ) } ,  para la cual el resultado asintótico es exacto. 
Además, la constante C es positiva y depende sólo de la dimensión N ,  el dominio 
R,  y el gradiente de una rectificación de la frontera Vyo en u n  entorno del punto 
xo E R,  de manera que E l (@)  se contrae a xo en diámetro cuando a + 0. 
Como consecuencia, podemos dar un ejemplo de funciones definidas en una bola, por 
ejemplo, que satisfacen la siguiente estimación: 
de donde deducimos que alcanzamos la correspondiente constante de Hardy pam a 
suficientemente pequeño. Dicha construcción puede extenderse al caso p # 2. 
2. El Teorema 3.2.5 y la Proposición 3.2.7 dan condiciones sujcientes para que la 
constante de Hardy AN,p(R; C i )  se alcance. Esto implica la ezistencia de solución 
positiva para el problema 
uP-' 
-Apu  = A ~ , ~ ( R i  en 0 ,  
u = O sobre C i ,  (3.9) 
au 
I V U I ~ - ~ -  = O sobre C2. a y  
Al igual que ocum'a con la constante de Sobolev, tenemos una identidad de tipo 
Pohozaev pam el Problema (3.9). En efecto, si u E E:, ( R )  es una solución positiva 
del Problema (3.9) obtenemos la siguiente identidad: 
u p  
Ah*(n'cl) P L 2 ( x ; n ) - d a  lblP = ( x ,  n)/Vulpdc-- i> ' ~ , ( ~ , n ) ~ V u ~ ~ d a  (3.10) 
esto nos da una contradicción cuando suponemos que (x, n )  > O en c.t.p. de C I  y 
(x, n) = O en c.t.p. de C2. Un ejemplo de dominio que satisface dichas hipótesis es un 
"cono" como en las Obseruaciones 3.2.3 ó un sector C ( a ,  R) como en la subsección 
anterior. 
3.3 Problema cóncavo-convexo con potencial singular 
En esta sección demostramos algunos resultados de existencia y niiiltiplicidad para el 
problema siguiente: 
uq 
- A p u  = A- + uT en R, 
lxlP ( F A ) .  u > O en 0, 
B ( u )  = O sobre OR 
donde B, lo tomamos como en la introducción verificando (3.2), R C JRN es uii dominio 
regular y acotado con O E 0, O < A y O < q < p - 1 < r < p* - 1. Probamos que existe 
O < A* < m tal que el Problema ( P A )  tiene al menos dos solucioiies para todo O < X < A*.  
El result,ado principal de esta subsección es el siguiente. 
Teorema 3.3.1 Sean O < q < p - 1 < r < p* - 1, O < a < 'HN-i(aR).  Entonces, existen 
dos números reales O < A* 5 A < m tales que el Problema (Px) venjica: 
1. No hay solución para todo X > A 
2. Existen al menos dos soluciones positivas pam todo O < X < A' 
La deniostración del priiiier punt.0 se obtiene de manera similar a la del Capitulo 1 (probado 
con p = 2), el segundo apartado es consecueiicia de los tres lemas siguientes. 
Buscamos soluciones de (PA) como puntos críticos del funcional asociado de energía: 
Lema 3.3.2 Existe Xo > O tal que el funcional J x  tiene un minimo local para cada O < 
A <  Xo. 
La demostración es iin cdculo similar al visto en el Capitulo 1, módulo la condición de 
Palais Sinale, que eii dicho capítulo era obvia debido al carácter subcrítico del problenia allí 
estudiado. Coino veremos en el siguiente resultado, tampoco ahora Iiay muchas dificultades 
a pesar de la preseiicia del potencial crítico de Hardy. 
Lema 3.3.3 Sea {u,} C EC,(R) una sucesión de Pala& Smale, es decir, una sucesión 
ue+ficando que Jx(un) -+ c y Ji(u,) + O. Entonces existe una subsucesión un -, uo 
fuertemente convergente en E;, (o),  con Ji(lyi) = O. 
Demostración. Teniendo en cuenta que J(un)  + c y J1(un) + O, se comprueba que 
{u,) es una siicesión acotada en Eg,(R). Por tanto, existe iina subsucesión débilmente 
convergente, para la cual podenios suponer que: 
u, - lyi débilmente en E;, (a),  
u, -+ un fuertemente en LrC'(0), 
, , .  
uq+l uq+l 
- + -  O fuerteniente en ~ ' ( 0 ) .  
lxlP lxlP 
Como consecuencia, 
por tanto, (Jl\(uo), w) = O, es decir, u0 es solución de (P,,A). Por otro lado, 
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donde utilizando las desigualdades vectoriales (2.37) establecidas en el Lema 2.3.14, se 
coiicluye de la manera habitual que 
de donde tenemos directamente la convergencia fuerte de la subsucesión {u,) en E:, (R). 
m 
Lema 3.3.4 Existe A*  > O tal que para todo O < A c A*. el Problema (Px) tiene una 
segunda solución positiva. 
Demostración. Como anteriormente, por las desigualdades de Holder, Hardy y Sobolev, 
entonces podernos escoger ro, A* tales que V O  < A < A* se verifica: 
(i) Jx(u) está acotado iriferiorrnente en B,, = {u E EE,(n)l 11uII~;,(n) < 70) 
(ii) Sea -K = inf{Jx(u)l u E B,,}, entonces K > O y O > JA(u) 2 a > -K para 
1 1 ~ 1 1 ~ ; ,  ($2) = TO. 
Además, dada v E E;, (R); u # 0: teiiemos que Jx(tv) -, -m cuaiido t + m, por lo que 
existe vi tal que Jx(v1) < O para algún vi E EE,(R) con IlviIIE;,(n) > 70. 
Definamos 
G = {-Y E C(IO,11; E:,(fl))lr(o) = o : r ( l )  = vi l  
y el correspondiente valor miuiinax 
co = inf max J ~ ( y ( t ) )  
7€GO<t<l 
Tenenios por tanto dos casos: 
1. Q > O ,  entonces por el Teorema del Paso de la Montaha de Ambrosetti-Rabiiiowitz 
en (171, ericoiitramos la segunda solución. 
2. q, = O, en este caso concluimos por la versión del Teorema del Paso de la Montaña 
establecida por GhoussoubPreiss en 173). 
m 
Observación 3.3.5 Hay una gmn diferencia en el hecho que R sea un domino acotado ó 
sea IRN. En [3] se demuestra que el problema: 
donde O < q < p - 1 ,  tiene u - O como única solución. 
En el caso de R dominio acotado con O E R y condiciones mixtas, se puede demostrar 
existencia e incluso multiplicidad de soluciones positivas en función de la dimensión, o 
argumentando para una familia de variedades {Cl(cu)} como en las Proposiciones 3.2.2 y 
3.2.7 y en el Teorema 3.4.2 (como veremos en la siguiente sección). 
3.4 Un problema doblemente crítico 
En esta sección estudiamos la existencia de solucioties para el problema 
. . 
u > O en R,  
B,(u) = O sobre 80. 
que llamarnos "doblemente crít,ico" porqiie tenernos dos términos críticos en el segundo 
uP- 1 
niiembro de la ecuación, a saber, el término de Sobolev uP'-' y el término de Hardy -. 
lxIP 
Observación 3.4.1 En este problema también hay una gmn diferencia entre el caso R = 
lRN ó R un dominio acotado con condicciones Dirichlet: 
1. Si R = IRN, existe so~ución positiva para el problema: 
2. Si R es un dominio acotado con O E R,  no existe solución para el problema 
Véase 131 pam más detalles. 
En esta sección denotaremos: 
El resiiltado principal de esta sección es el siguiente, 
Teorema 3.4.2 Supongamos Q,  a en las hipótesis generales. Entonces: 
Si N > p2, para todo X E ( O ,  A ~ , ~ ( f l ,  E ) ) ,  el Problema (3.11) tiene solución. 
Independientemente de la dimensión, en particular si N < p Z ,  dada una familia 
{Ci(a) : O < a < ' H N - I ( ~ Q ) }  veeficando la hipótesis (3.2) y (Hl), enite una 
constante positiva a0 tal que pam todo a = 'HN- i (E i (a ) )  < ao y todo O < X < 
A N , ~ ( R ,  E l ) ,  el Problema (3.11) tiene solución. 
Demostración. Supongamos que {u,} C E;, (Q)  es una sucesión minimizante para I x ( n ) ,  
entonces, o bien {u,} es relativaniente compacta o bien existe una subsucesión satisfa- 
ciendo las condicioiies del Teorema 4.4.1, es decir, existen tres medidas positivas p, u y q 
sobre ii tales que IVu,IP, (u?,(p .  y - l U n l P  convergen en el sentido de las medidas a p, u y 
IxIP 
q ,  respectivamente, y existe11 un conjunto numerable J ,  distintos puntos { x j } j E J  c ii con 
xo = O y números reales positivos p,, vj y qo verificando: 
Supongamos que la sucesión {u,,) no es relativamente compacta. Como en [94], se puede 
probar que el soporte de las posibles deltas de Dirac sólo puede estar Cz y/ó en el origen, 
es decir, xj E Ea, xo = O .  
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Dividimos la pnieba en dos pasos, teniendo en cueiita la coiicentración en Cz ó en el 
origen. 
Paso 1 .  En este paso probamos que iio hay coiicentración en C2. 
Para ello, argunientamos de manera similar a Grossi en (791 donde estudia el problema 
-tZ 
-Au = Xu + U N - 2  en R, 
B(u)  = O sobre a R  
con S7 c IRN ( N  > 3 )  un dominio regular acotado. 
En nuestro problema, usando los argumentos de la Subsección 3.2.1, se prueba fácilinen- 
te que el iiivel critico de IA para que rio haya concentración en C2 es S: (5) = 2-pJNSpP, 2 
es decir, por debajo de este nivel tenemos que no hay concentración en C z .  Consideremos 
6q 
una funcióii de corte p, E Cm([O,+co)) verificando: (o,(t) > 0 ,  p , ( t )  = 1 ,  si O 5 t  5 - y 4 
E q  p , ( t )  = O ,  si t  1 -, para C, q constantes positivas que elegiremos más adelante. Definimos, 2 
para xo E C 2 ,  los ininimizantes de Sobolev centrados eii xo y modificados como sigiie: 
Por iiri cálciilo explícito, eii el caso N > p2, teiiemos las estimaciones siguieiites: 
k1 doiide - = ~ - P / ~ s , P .  De las estimaciones anteriores tenemos que 
k2 
eiitoiices IA < 2-pfNs! para E siificientemente pequeño y q < ( P  - 1 ) ( N  - p2) 
a f N - a )  ' 
. ~ . , 
Si N 5 P', como en la Proposición 3.2.2 tenemos qiie, fijada una faiiiilia { C i ( a )  : O < 
a < 'KN-1(aC2)} verificaiido las tiipótesis (3 .2 )  y ( H l ) ,  existe una constante positiva a0 
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tal que para todo a = 'HN-~(C~(<Y))  < a0, entonces IA < 2-pINSi para todo O < X < 
AN,E,(R, El).  Con esto ternunamos la demostración del primer paso. 
Paso 2. En este paso probamos que no hay concentración en el origen, xo = 0. 
Supongamos por contradicción, que {u,} es una siicesión minimizante para IA no relati- 
vamente compacta. Como {u,} es acotada eii Eg,(R), existe una snbsucesión que denota- 
mos igual, verificando que u, - u0 débilmente en Ei , (R) .  Supoiigamos que u0 $ 0,  
por el Lema de Fatou, IIuollp. 5 IIunllp. = 1. Si Iluollp. < 1, entonces IA = QA(ug) = 
~~l luo l l i :  < IA,  lo ciiai es una contradicción, por tanto, o bien Ilugllp.=l ó bien ug ' O. Si 
IIuOllp. = 1, argumentando como habitualmente, por el Lema de Brezis-Lieb concluimos 
la convergencia fuerte de la subsucesión. 
Por consiguiente, supoiiemos que = O. Por el Teorema 4.4.1 y el Paso 1 teiiemos que 
1Vu,IP, Iu,IP' y 6 converge en el sentido de las medidas a p 2 po620i v = qb,, y 7 = 
l)ob,, respectivamente, donde xo = O. Ademác, po 2 Si(R,  Cl)vfp', PO 2 ~ O A N , ~ ( R ,  El). 
Teniendo en cuenta la inclusión de los espacios w,''~(R) c E;, ( a )  resulta de manera 
inmediata: 
IA I inf &A(.) = iiif 
u€V1~p(RN),llull,.=l &A(.) STI u~rv;.~(n),ll~ll,. =i 
doiide ST es la constante que extiende la de Terracini en el caso p = 2. 
Tomeinos 9, 2 O una función suave verificando p,(x) = 1 si 1x1 < €12, ip,(x) = O si 
1 1x1 2 E y supongainos que B,(O) cc R, entonces v, = u,p, E IVo*o'"(R), y además, 
por lo que IA 2 ST, y coino consecuencia tenemos la identidad IA = ST. Ahora probamos 
qiie esto es una contradicción, y con esto terminamos. Observainos que u, E w,''~(B,(o)) c 
DIJ'(lRN), entonces siguiendo la prueba del Teorema 0.2 de S. Terracini en [122] para p = 2 
y [3] para el caso general 1 < p < N, tenemos que para cada n existe un Q, > O tal que 
Además, R, es acotado puesto que el lado derecho de (3.13) necesariamente es positivo. 
Más aún, por invarianza del cociente bajo un dilataciones del tipo l l  . 1;. 
la sucesión {w,} aún forma una sucesión minimizante para ST, y por el Teorema 3.3 en 
[3], w, -+ wo $ 0, que es una solución para el Problema de Terracini, es decir, wo es un 
minimizante para ST. Esto nos da una coiitradicción porque wo O en lRN \ BR(O) para 
algún R > 0. 
m 
3.5 Extensión de algunos resultados 
A lo largo de esta sección, extendemos algunos resiiltados previos, que por simplicidad 
y por tenerlos en uii marco apropiado, los hemos enunciado en las seccioiies anteriores de 
forma iiienos general, coi1 y = 0. 
Lema 3.5.1 La constante de Hardy A N , ~ , ~ ( R ,  El)  verifica las siguientes desigualdades: 
Demostración. La cota superior la obtenemos directamente por la inclusión de los espa- 
cios D;::(Q) C Eg:(Q). Para probar que X,,N,p(Ei) > O ,  usamos la identidad de Picone 
como sigue: 
Consideremos el cociente 
entonces AN,~,-,(R; C1) está definida como el ínfimo de Q eii EE:(R) \ {O}, ver (4.46). 
Definimos w(x) = 1 ~ 1 ~  para alguna constante a < O con la1 siificienteinente pequeño como 
para que Ial(p-1) < N-p(y+l). Dada una sucesión miriimizante {u,) para AN,p,-,(Oi El), 
por la Identidad de Picone (2.7) y el Teorema de la Traza 2.3.15, obtenemos: 
Entonces concliiirnos que Q(u,) 2 C > O donde C sólo depende de C2, y u. 
m 
Teorema 3.5.2 Supongamos que R C IRN es u n  dominio regular y acotado con O t R. Si 
AN,p,7(Ri < ANA?? 
entonces AN,~,-,(R, C1) se alcanza. 
La demostración de este teorema se obtiene corno la del Teorema 3.2.5, utilizando en 
este caso el resultado completo del Teorema 4.4.1. 
Consideremos ahora el problema siguiente: 
\ B(u)  = O sobre aR ,  
donde A,,, está definido en el Capítulo 2 y las condiciones de contorno B ( . )  las tomamos 
coino en (2.2) y (2.3); debido a la presencia del peso 1x1-m. Adeniás, siiponemos que 
52 C IRN es un dominio regular y acotado con O E R ,  O < A, -m < y < y y O < 
q < p - 1 < T < p' - 1. Entonces, siguiendo las mismas ideas que en la demostración del 
Teorenia 3.3.1, podenios probar el siguiente resultado. 
Teorema 3.5.3 Sean O < q < p - 1 < r < p* - 1. O < u < 'H,v-i(aR). Entonces, existen 
dos números reales O < A* 5 A < m tales que el Problema ( P 7 , ~ )  Uenfica: 
l .  No tiene solución para todo X > A. 
2. Existen al menos dos soluciones positivas para todo O < X < A'. 
Capítulo 4 
Algunos resultados de regularidad, 
acotación y compacidad 
4.1 Introducción 
En este capítulo investigamos regularidad y estimaciones uniformes en Lm para ciertos 
problenias elípticos relacionados con algunas desigualdades de CaEarelli-Kohn-Nirenberg 
(ver el Teoreriia 2.2.3). Por otro lado, se establece la extensión de los resultados de P. L. 
Lions en 1931 Partes 1 y 11, que se utilizó en capítulos anteriores. 
Precisamente, en la Sección 4.2 probamos que las soliiciones del Probleiiia (4.1) son 
Holder Contiriiias con exponente O < n < 112, es decir, están en el espacio C K ( n ) ,  donde 
-A,,-,u = f ,  en 0 
B(u) = O sobre 80 
y suponeiiios que 0 C IRN 
como en el Capitulo 2 por 
N 
es un dominio suave con O E 0, f E L;(R) para algún T > -, 
P 
N - P  < y las coiidicioiies de contorno B(.) vienen definidas 
P (2.2) y (2.3). 
En la Sección 4.3 establecemos estiinaciones Lm para las soluciones del Problema (4.39). 
Concretamente, extendemos el Método de Blow-Up de Gidas-Spruck con los pesos de 
CaEarelli-Kolin-Nirenberg. Este resultado extiende el Teorema 1.1.3. 
Finalmente, en la Sección 4.4 demostramos una extensión de iiii teorema de P. L. Lioiis 
(ver 1931) de concentración compacidad para el espacio funcional EFY(R) (definido en (2.6) 
en el Capítulo 2). 
Publicaciones. En este capítulo mostramos algiinos resultados de los artículos 1491 y 
1511. 
4.2 Continuidad Holder 
La teoría de regularidad de mínimos de funcionales, o de soluciones de energía finita 
de ecuaciones elípticas en forma divergencia, ha sido uno de los capítulos más brillantes 
del desarrollo de las Matemáticas del Siglo XX. El trabajo pionero de De Giorgi en 1957, 
1561, fue casi simultáneo al de Nash en 1958, [103]: mucho más dificil de leer por lo que 
ha tenido menos relieve. Un poco inás tarde aparecen los artículos de Moser [lo01 y [lo11 
con demostraciones diferentes a las de De Giorgi. Hablando de manera simplificada, De 
Giorgi mide conjuntos de nivel, en tanto que Moser utiliza convenientes funciones test no 
lineales. Extensiones importantes son debidas a Stainpacchia (véase la lista de artículos 
en [117]), Ladyzhenskaya-Ural'tseva, 1881, y Serrin, 11131. 
En esta sección, extendemos los resultados conocidos de regularidad para las soluciones 
de energía h i t a ,  cuando el operador en fornia de divergencia es Ap,?, donde p > 1, 
-m < y < 9. En relación a la regularidad de las soliicioiies en el interior surgen 
dificultades: el operador no es lineal y los coeficientes no son acotados. En ciianto a la 
regularidad en la frontera, extendernos los resiiltados de De Giorgi al operador Ap,,. De 
hecho, bada considerar el plaplaciano, dado que el peso Ixl-m está acotado superior e 
inferiormente por dos constantes positivas en 80 cuando O E 0. 
Consideremos el problema (4.1) en las hipóbesis de la introducción, el principal resultado 
de esta sección es el siguiente. 
Teorema 4.2.1 Sea u E EE:(R) solución del problema (4.1). Entonces u E C'((n) para 
1 
algún O < K. < -. 2 
La prueba de este t,eorema será inmediata iiiia vez probemos los Teoremas 4.2.8 y 4.2.19, 
en los que henios aislado las dificultades. En el primero probamos la continuidad Holder 
en entorilos del origen y en el segundo la probamos en entornos de la frontera. En el resto 
del interior del doiiiinio, la continuidad Holder de las soluciones de (4.1) es un resultado 
clásico, de hedio ahi son C1+ con O < s < 1. 
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Comerizamos formulatido dos lemas debidos a Stampaccliia (véanse [117] ó [76]), los 
cuales utilizareiiios en lo que sigue. 
Lema 4.2.2 Sea a una constante positiva y sea { x k }  una sucesión verificando 
xk+l 5 C B ~ ~ ~ + ~ ) ,  con c > O ,  B > 1. 
L 1 
Entonces, si xo 5 C - - E - 2 ,  se verifica 
X k  5 B-EX, ,  
y como consecuencia lini 51; = O 
k-m 
Lema 4.2.3 Sea 4 : [O,m) 4 [O,m) una función creciente y supongamos que existe O ,  
O < B < 1 tal que para todo R > & 
4(BR) í BS4(R) + BRO, con 0 < 0 < 7. (4.2) 
Entonces existe una constante positiva C e C(B,q ,B)  tal que pam todo p < R > Ro se 
verifica, 
4.2.1 C o n t i n u i d a d  Holder  en el  In ter ior  
En esta subsección probamos coiitinuidad Holder de las soluciones del problema (4.1) 
en u11 entorno del origen. Para ello, trabajaremos en el interior de uiia bola pequeña que 
denotaremos BR,(0)  verificándose que BH,(0) CC R. 
Notación: uk = u si u < k ,  uk = k si u 2 k ;  uk = u si u > k ,  uk = k si u 5 k ;  u+ es la 
parte positiva de u ,  es decir, u+ = max{O, u}  y u-  = u+ - v es la parte negativa de u .  
Dada la bola BR(0) ,  defiiiimos 
A + ( ~ , R )  = { x  E B ~ ( O ) l u ( x )  > k } ,  A-(k ,  R) = { x  E B R ( o ) ~ u ( x )  < k }  
Teorema 4.2.4 (Desigualdad d e  t i p o  Cacciopoli) Sea u E EFY(R) una solución de 
la ecuación 
-A,,u = f, en R 
N r - 1  
con f E L;(f l)  para algún T > -, y 7 = -p*y-. Entonces, pam todo O < p < R < Ro 
P r  
y todo k  E IR, tenemos 
siendo E = - ( - - - ')>O. 
p - 1  N r  
N 
Demostración. Priniero, observainos que E > O debido al hecho que T > - 
n 
Defiiiiiiios la función tL (u )  = u - tik que verifica: 
O en c.t.p. de A-(k ,p ) ,  
at; 
-(u(.)) = axi 
u Z i ( x )  en c.t.p. de A+(k;p) .  
Sea g(r)  una fiincióii no negativa tal que g E C1([O; m)), g(r)  = 1 para r  5 p  y g(r)  = O 
para r  2 R. Es sencillo ver que la función v ( x )  = t ; ( ~ ) ~ ( l x  - yJ) E Egy( f l ) .  Tomando v 
como función test, obtenemos que 
Ahora estimamos los términos en la igualdad (4.4). Por las desigualdades de Holder y 
Young obtenemos: 
1 1 1  donde - + - + - = 1, E > O .  Observatiios que podemos tomar ES = p'y, ( y  + ~ ) r  = 
p* T S 
p*y(r - 1). Por tanto, debido a las desigualdades de Caflarelli-Kolm-Nirenberg y Young 
se sigue que 
para algunas constantes positivas c ( N , p ,  $2) y 6 << 1. Teniendo en cuenta que 
e insertarido las desigualdades (4.5) y (4.7) en la igualdad (4.4) con la función 
obtenemos la desigualdad (4.3) con A+(k,r )  y donde H H ( N , p ,  6, O), 
Los misnios cálculos con los cambios oportunos pueden hacerse en el conjunto A-(k ,  r ) ,  y 
como consecuencia, se obtiene la desigualdad (4.3) para A(k ,  T ) .  
m 
Observación 4.2.5 Obsérvese que por el Teorema 2.2.7 tenemos garantizada la acotación 
de toda solución de (4.1). A pesar de ello, en los enunciados de los resultados siguien- 
tes, ponemos la hipótesis de acotación en Lm para funciones que no necesariamente son 
solución de (4. l ) ,  como por ejemplo, pam mínimos o cuasimínimos deljüncional de energía 
asociado al pmblema (4.1). Se puede decir lo mismo pam la desigualdad (4.3). 
Lema 4.2.6 Sea u E Lm una función positiva verificando (4.3) para todo k E IR. Entonces 
si ko < sup u tenemos 
Demostración. Sin pérdida de generalidad, tomamos ko = O. Por la desigualdad (4 .3) ,  
un simple cálciilo nos permite estimar 
para todo O < p < T < R, con c F c ( N , p ,  $2, H )  > O siendo H la coiistaiite que aparece en 
la desigualdad (4 .3 ) .  Si h < k,  para todo p < r tenemos 
Definamos U ( k ,  t )  = I x l - m ( ~ - k ) ~ d x ,  por las desigualdades (4 .9)  y (4.10) resulta: 
~ ( k ,  p) í c(r  - P ) - P U ( ~ , T ) ~ A ( R , T ) ~ *  
(4.11) 
] - * + S  
+cxP(h - k)-pU(k,  T ) I A ( ~ , T ) ~ - ~ . ~  1 A ( k , ~ ) 1 : & 1 A ( k , ~ ) l f i .  
< d ( p - p ' ) I A ( k , ~ ) I - ~ ,  se sigue que Teniendo en cuenta que IA(k,r)l-,., -
T P  5 {r + (i-)'} T-(N-~.~)~u(IL,T)~A(~,T)~\.~ 
r - p ) P  h - k  
Definamos 
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Elevando a la potencia a en la desigualdad (4.10) y multiplicando en la desigualdad 
(4.12) por IA(k, p)lE,, obtenemos: 
u 
Definamos d = X ~ B  + C R -  =p R-'(P'-P)$;'P con C es una constante positiva que 
será elegida más adelante. Tornemos las sucesiones 
Para 4; = $(ki ,r , ) ,  por la desigualdad (4.13), tenemos que 
Tomando C siificientemente grande, estamos en las hipótesis del Lema 4.2.2, entonces 
como consecuencia 
R lim 6; = O ,  es decir, $(d,  -) = 0. 
i-m 2 
Por tanto concluinios que 
Finalizamos la prueba sustituyendo u por u - !Q. 
m 
Notación: M ( R )  = sup u ( z ) ,  m(R) = inf u ( x )  y w(u, R )  = M ( r )  - m ( R ) .  
~ E Q ( R )  Z E Q ~ R )  
Lema 4.2.7 Sea u E Lm una función verificando la desigualdad (4.3) para todo k E IR. 
Tomemos 2b = M ( 2 R )  - m ( 2 R )  y supongamos que pam algún O < 11 < 1, tenemos 
IA(ka,R)l 5 V I Q R I .  
Entonces, si existe n E N tal que 
w(u ,  2 R )  > 2 n + 1 X ~ B ,  
para k, = M ( 2 R )  - 2-("+')w(u, 2R) ,  obtenemos 
N -  -1  
I A ( ~ , R ) I  5 ~ r L - & ~ ~ ~ ~ e  
Demostración. Para ko < h < k definimos la fuiición de truncamiento 
k - h  s i s ? k ,  
s - h si h < s < k, 
O si S 5 11. 
Esta función verifica que G ( u )  = O en QR \ A(l;o, R )  y por liipótesis: 
Por la desigualdad de Hardy-Sobolev obtenemos: 
\xl-71Vuldx 
Definamos A(h,  k )  = A(h,  R )  \ A(k,  R ) ,  entonces, 
Por otro lado, debido a la desigualdad (4.3) con R y 2R:. 
Donde hemos usado que si h 5 kn, entalices M ( 2 R )  - h 2 M ( 2 R )  - k,, 2 c o x ~ ~  y 
c 2 max{H, Q H } ,  además p/3 = (N - Por tanto, concluimos que 
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Por consiguieiite, 
1-L (li - h ) j ~ ( k ,  R)J'-+ 5 C C J A ( ~ ,  k ) )  P R  ( M ( 2 R )  - h).  (4.14) 
Tomando los niveles 
1 
ki = Af(2R)  - 2 ' + ' ~ ( ~ , 2 R ) ,  
por la desigualdad (4.14) aplicada a h = ki-1, k = ki obtenemos que 
P  Elevando a la potencia - 
p - 1 '  
Sumando desde i = 1 hasta i = n tenemos que 
Fiiialmente, hemos demostrado que 
Ahora estamos en condiciones de probar el teorema principal de esta subsección que es 
una extensión del teorema clásico de De Giorgi (en [56 ] )  a nuestro contexto. 
Teorema 4.2.8 Sea u E Lm una función verificando la desigualdad (4.3) para todo k E 
IR. Entonces u es continua Holder en un entorno del origen. Concretamente, dado R > O 
tal que BR(O) cc 0, eziste O < K. < 1  tal que u E CK(B,q(0)). 
Demostración. Tomamos 2 b  = Af(2R) - m(2R)  como hicimos anteriormente. Podemos 
suponer que 
1 
IA(kU,R)I í 5 1 Q ~ l .  
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1 Definamos k, = M(2R)  - 2"+1w(~ ,2R)  entonces se verifica que k, > !q. En vista de 
la desigualdad (4 .8) ,  con k,, en lugar de !q, obtenemos: 
w w  
SUP(U - k,) 5 c I X I - ~ ( U  - I A ( ~ , ,  R ) I o / ~ P ? R -  R 
Q R I Z  
En primer lugar, utilizamos que para n suficientemente grande, se verifica 
Después probaremos (4.16). Una consecuencia de la desigualdad (4.16) es la siguiente, 
Entonces, o bien 
w(u,  2R) 5 2"+lXRB, 
y como coiisecuencia, se satisface la desigualdad (4.17). En ambos casos tenemos 
1 Ahora, aplicando el Lema 4.2.3 con 0 = - y 7 = logs 1 - - 4 ( 2 n f * 2 ) ,  obtenemos 
Para finalizar la demostración, tan solo falta por probar la desigualdad (4.16) que liemos 
supuesto cierta. Para ello, usamos el Lema 4.2.7. Si 
W ( U ;  2R) $ 2 n i ' X ~ B ,  
IA(kn,R)I 5 ~ n - ~ ~ ~ ~ ~ ~ ,  
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eiitonces tenemos que 
para n suficientemente grande, debido a que el exponente en R es no negativo para a o 
equivalentemente E suficientemente pequeño. Esto finaliza la prueba de (4.16) y por tanto, 
del Teorema 4.2.8. 
m 
4.2.2 Continuidad Holder en la Frontera 
En esta subsección, probaremos continuidad Holder para las soluciones del Problema 
(4.1) eri entornos de los puntos de la interfase T. Por tanto, trabajaremos a lo largo de esta 
siibsección, en conjuntos de la forma B,(xo) n R con xo E Ti n Tz = r y q > O pequeño. 
Teniendo en cuenta que el peso 1x1-m es regular en la frontera, y está acotado superior e 
inferioriiiente por dos constantes positivas (dado que O E Q, O afl y 80 es un conjunto 
coinpacto). Observarnos qiie es siificiente demostrar dicha regidaridad para las soluciones 
del problema: 
-Apu = f en Q, ( P )  - 
B(u) = O sobre 0 0 ,  
N donde R c lFtN es uii dominio suave y acotado, f E LT para algún r > - y las condiciones 
P 
de contorno B(.) se definen como en (2.2) y (2.3). 
Hay resultados conocidos sobre regularidad para este tipo de problemas mixtos en [116], 
donde para iiri operador de segundo orden con condiciones de frontera fijas, prueban que 
las soluciones de ( P )  están en el espacio CK(ñ) para algún O < K < 112 y en (481 probamos 
este resultado para el operador de Laplace incluso coiisiderando condiciones de coiitorno 
variables. Precisamente, las soluciones está11 en el espacio Cr(ñ) para algún O < K < 112 
coii K independiente de la medida de la parte de condición Dirichlet, ?f,v-i(Ci) E [O, 801. 
Aquí extendenios los resultados de coritinuidad holder dados en [116] y 1481 al contexto de 
este capítulo. 
Seguimos la notación descrita en la Sección 1.6 y eii la siibsección anterior, 4.2.1 
Comenzamos probaiido que para y E r, existe una constante positiva T y algún ?(y) 
tal que para todo O < p < P(y) se verifica 
Llamaremos 
fi = sup{p(y)l y E r, y se verifica (4.18) V p  < c(y)}. (4.19) 
Obsérvese que P es estrictamente positivo debido a que estanios tomando coiidiciones 
mixtas estrictas, es decir, a = 'HN-I(Cl) > c > 0. 
Lema 4.2.9 Existe T E ( C ( N ) , m )  independiente de a E (O,'HN-i(¿?R)) tal que la de- 
sigualdad (4.18) se verifica. 
La prueba de este lema sigue la misma idea que la del Lema 1.6.1 en el Capitulo 1 
Observación 4.2.10 Conviene señalar que, este resultado es uno de los puntas clave en 
el estudio del fenómeno de variación de las condiciones de frontera, de hecho, va a pemitir 
tener propiedades de compacidad, como lm utilizadas en el Capítulo 1. 
Lema 4.2.11 Sea u E E s , ( 0 )  con s > 1. Entonces, 
Demostración. Es claro que se satisface la desigualdad: 
entonces. 
por tanto, 
Finalmente, la desigualdad (4.21) es consecuecia de la desigualdad de Sobolev. 
m 
Teorema 4.2.12 Sea u E E;, ( O )  pana s > 1. Entonces se verifica: 
Y 
~ ' ( h , ~ ) l r "  2 / IVuladx (4.23) 
~h - k1* A+(k,p)-A+(h,p) 
para todo h > k > O tal que 
Demostración. Definamos t z ( u )  = U - uk,  tLSh(u) = uh - u', ento~ices t i ( u ) ,  t z+(u)  E 
E & ( R )  y se anulan en R \ A+(k) .  Por la desigualdad (4.24) obtenemos: 
por tanto, deducinios que [t:(u) = O] n O ( y , p )  verifica (4.18). Por (4.21) aplicada a la 
función t:(u) y (4.20) aplicada a la función t L h ( u ) ,  con o < Ii - k, o + h - k resultan 
(4.22) y (4.23). 
m 
Teorema 4.2.13 Sea u una h n c i ó n  en E g , ( R ) ,  entonces tenemos 
Demostración. Elevando a la potencia p / s  en la desigualdad (4.23) y usando la desigual- 
dad de Holder en el término que involucra a la integral del gradiente, resulta: 
Fiiialineiite, pasando al limite cuando s \ 1 coricluiinos la desigualdad (4.25). m 
Teorema 4.2.14 (Desigualdad d e  t ipo Cacciopoli) Supongamos que u E E g , ( O )  es 
solución del Problema ( P ) .  Entonces existen dos constantes positivas C, A independientes 
de r tales que para todo y E a, O < p < R < P(y) y todo k > O tenemos que 
C 
( R  - di 1u - klPdx 
La demostración de este teorema es idéntica a la del Twrema 4.2.4.  
Teorema 4.2.15 Sea u E E g , ( R )  solución del Problema ( P ) .  Fajado O < o < 1 y dado 
ki > 0 ,  existe una constante $ ( u )  > O tal que fijado y  E a, p < P ( y ) ,  para todo k  > kl 
vehficando 
IA+(k,  P ) I  5 OIR(Y: P ) I  ( 4 . 27 )  
entonces 
IA+(k + u d , p  - up)l = 0, (4 .28 )  
donde 
Demostración. Escogemos 0 de la siguiente manera, 
$5 í inin o" 
T " < z ~ c u + ' ~ $ N  ' T p c 2 2 P + " 9 + 1  
(4 .31 )  
donde p, v las elegiiiios conio sigue: 
Sean y  E a, k verificando la hipótesis ( 4 . 2 7 ) ,  h  > k y p  - u p  5 R 5 p, entonces: 
IA+(h,R)I í IA+(k,  p)l < Olfi(v,p)l  í B W N P ~  
Por el Teorema 4.2.12,  se satisfacen (4 .22)  y (4 .23)  para todo h > k > O y p' < p" en el 
intervalo ( p  - o p :  p) .  
Definamos las sucesiones 
Por iiidiicción, se prueba que existe11 constantes p, v > O tales que 
Pasando al límite con n -t ca concluimos el resultado. 
Para terminar la demostración, falta probar (4.33).  Por los Teoremas 4.2.12 y 4.2.14 
con h > k, p' < p" en el intervalo ( p  - op, p) obtenemos: 
además, 
que enlazando con la desigualdad de Cacciopolli, establecida en el Teorema 4.2.14, resulta: 
I A + ( ~ I  - q j + i w ; ~ p ) l -  
( I A f  ( 1 1  - qjw;  2p)I - IA+(li - qj+iw;  2p)l)'-' 
sumando en la desigualdad anterior con respecto a j = 1,. . . , n tenernos: 
Ahora defininios 
wPr R = sn  Z N  [ T P ~ ~ N - ~  + AdUii(l'fi)j 
R Sea ñ tal que =- 5 BW, es suficiente tomar ñ > CT' para algunas constantes 
positivas C, s. P%% tanto, tenemos dos alternativas: 
1. Si w ( p )  5 2"+2p*(1-g),  entonces se verifica la desigualdad (4 .37) .  
2. Si w ( p )  > 2"+2p*(1-g) ,  entonces: 
con lo que obtenemos 11 - % > O y 
E 1 
osc ( u ,  p) < qosc ( u ,  4p )  + Ñpl'-' ( - E ) .  
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Teorema 4.2.17 Sea u solución del Problema (P) y  supongamos las hipótesis del Teorema 
4.2.16. Entonces existen dos constantes H > O y  O < K = K ( T )  < 112 tales que para todo 
y  E r, p  < 6 ( y )  tenemos 
osc (u, p) 5 Hpn. (4.38) 
Demostración. Sea r ( y )  = min{l,P(y)}. Por el Teorenia 4.2.16, tenemos que para todo 
N 
p  < ~ ( y ) ,  se verifica w(p) 5 Fp(4p) + N ~ & ( ' - G ) .  Dado ?j como en el Teorema 4.2.16, 
- 
= 1  - m, tomamos E tal que 4'7 = a < 1  y defininios K = min { E ;  ~ ( l  - g)) .  
Siguiendo la prueba del Teorema 4.2.16, tenemos que ii ? R = cr3 para algunas 
W N ~  
constantes positivas c, s, y recordenlos que por el Lema 4.2.9, 7 E ( c ( N ) ,  m) no depende de 
2"+1 
'KN- l (Cl ) .  Como consecuencia, ii es independiente de ' T f ~ - i ( C l ) ,  adeniás, 4K < 2E+l - 
y tomando logaritmos: 
1 es independiente de 'Kru-i(Ci) 
T ( Y )  Sea T uiia constarite positiva tal que w(p)  5 T p n  para -5 p  < r ( y ) ,  entonces por 4  
T ( Y )  T ( V )  la cota de la oscilación de u dada e11 (4.37) deduciiiios que para -< p  5 -, 4= - 4  
T ( Y )  En general para m < p  < r(- obtenemos 4' 
- T ( Y )  Como podemos tomar tan grande como para que Ta' < 1, entonces para p < d(y )  = 4?, 
- 
N  H = l + -  , lo cual termina la demostración. 
1 - a  
1 
- 
Nota  4.2.18 Recordemos que O < a < 1  es un número fijo y N = hll fllI;,!n>, por tanto, 
1  L - 
obtenemos la dependencia explícita H  = 1  + 2(1 - a )  Ilf llG;n,. 
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Teorema  4.2.19 Sea u solución de ( P ) .  Entonces, u E C k ( n )  para algún O < n < 
independiente de cu = ' H N - I ( C ~ )  E ( o , ' H ~ - l ( a R ) ) .  Además, existe una constante positiva 
C C ( l lul l~-<n),  I l f  l l v (n>)  tal que 
Demostración.  Sean x l ,  x2 E R(y ,p ) ,  y E r y O < p < 6. Entonces: 
2. si 1x1 - x21 < 6 ,  como sabemos que Iu(x1) - u(x2) l  5 ~ ( 1 5 ~  - x21) 5 H ~ X ~  - x2IK
obten-os que 
Iu(x1) - ~(41 
1x1 - xzIK 
El misino argumento funciona en R(y ,p)  para y E R \ r (ver [116] por ejemplo). En 
inax u ( x )  
cualquier caso, obtenemos que I I U ~ ~ ~ . ~ ~ ,  5 M donde M = max , H } .  
m 
N o t a  4.2.20 Recordemos que 6 es un número positivo tal que la desigualdad (2.3) se 
verifica Vp < c. Precisamente, existe una constante positiva T y algún 6 con R(y,2@) C a, 
V y E r, tal que VO < p < 6 se verifica: 
Corolario 4.2.21 Dado O < E < 'HN-l(¿lR), Ic = [ E , ' H ~ - ~ ( ~ R ) ] ,  supongamos que la 
familia { C l ( a ) } , E ~ ,  satisface las hipótesis (2.3) y ( B l ) ,  ( B 2 )  y ( B 3 )  descritas en la 
introducción del Capítulo 1. Entonces para toda solución u, de ( P ) ,  existe una constante 
positiva C C (6, Il~llp(~), 11 f l l L V c n ) )  tal que se verifica la estimación 
1 I I U . ~ ~ ~ . ( ~ )  5 C ,  para todo cu E I,, O < n < -. 2 
Demostración. Por el Teorema 4.2.19 tenemos que todas las soluciones u ,  están en la 
niisma clase de Holder, CK(n). Gracias a las hipótesis (2.3), ( B l ) ,  ( B 2 )  y ( B 3 )  existe un 
radio uniforme 6 > O tal que la desigualdad (4.18) se verifica para todo cu E I,. Debido a 
la uniformidad de 6 podemos coiitrolar la cantidad 
4.3. ESTIMACIONES UNIFORMES EN Lm 
a base de hacer p peqiieño. Finalmente, por el Teorema 4.2.19 tenemos que 
Observación 4.2.22 El hecho de la uniformidad de fi es lo que permite que las normas 
Holder de las soluciones de (P) con <r = 7iN-l(C1) E I, no exploten, a pesar de tener las 
normas Lm acotadas. Por otro lado, para controlar T en el Lema 4.2.9, hemos de tomar 
fi pequeño, de liecho se verifica que P -t O cuaiido a -t O. Este es el motivo por el cual 
pedimos que ct E I, en el Corolario 4.2.21. 
4.3 Estimaciones uniformes en Lm 
En esta subsección demostramos que todas las soluciones del Problema (4.39), para 
cada O 5 X 5 A, están acotadas uniformeinente en Lm, donde: 
I B(u) = O sobre 80, 
N - 2  
siendo A = max{XI el problema (4.39) tiene soliición}, O 5 y < ' P < ( Y + ~ ) Y  
N + 2  O < q < l < r < -  . Precisaiiiente, probamos el siguiente resultado. N - 2  
Teorema 4.3.1 Eziste una constante positiva C tal que cada solución ux E E ~ ( Q )  del 
Problema (4.39) verifica 
J ~ U A J I L ~ ( ~ )  5 C? para todo O 5 X 5 A. (4.40) 
Comeiizamos con un result.do que será útil en la demostración del Teorema 4.3.1 
Lema 4.3.2 Sea v E C2 (IRN \ {O)) n Cw (IRN) una solución no negativa de la ecuación 
N - 2  
c o n O < y < -  N + 2  2 y l < r < -  . Entonces u(x) 0. N - 2  
N - 2  
Demostración. Una prueba del caso y = O puede verse en [74]. Si O < y < 2 ' 
en primer lugar, señalamos que v ha de sersimétrica debido a un resultado de Chou y 
Chu en [46]. Entonces arguiueutando de manera similar al Lema 3.4 en [14], se escribe la 
ecuación (4.41) en coordenadas radiales, y se prueba que u corta el eje radial, lo cual es 
una contradicción puesto qiie v 2 0. 
m 
DEMOSTRACIÓN DEL TEOREMA 4.3.1 
Supongamos por contradicción que (4.40) no es cierta. Entonces podemos suponer qiie 
existe una siicesión de funciones {uk)  C E F ( R ) ,  una siicesión de puntos { P k )  c n, y una 
sucesión de números reales { A k )  c [O, A] tales que 
max u k ( z )  = u k ( P k )  3 m para k -+ m, 
r ER 
además, podemos suponer para una subsucesión, si es necesario, qiie Pk + Po E i¡ y 
X k  + Xo para k + m. Tenemos varias posibilidades dependiendo de la posición del punto 
límite Po en n: 
1. Po E R \ {O) U C l ,  entonces obtenemos una contradicción debido a un resultado de 
Gidas-Spruck, [74]. 
2 .  Po E C2, obtenemos una contradicción debido a un resiiltado de Lin-Ni-Takagi, [ S l ] .  
- - 
3. Po E r = Cl n E,, en este caso, obtenemos una contradicción corno en la prueba del 
Teorema 1.1.3. 
4. Po = O ,  en este caso necesitamos hacer iin análisis diferente a todos los antes citados. 
Observamos que eii los casos 1, 2 y 3 los pesos l ~ l - ~ r ,  1z1-24 y lzl-('+')7 son regulares 
y no degenerados puesto que O E R y Po # O .  
I -r 
Para el caso 4,  definamos Mk = u k ( P k ) ,  p ~ ;  = M~('+')-'~+')' y la función reescalada 
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que verifica Ingvk(x)  = uk(0) = 1. Además, Pk -+ O. Por un cálculo sencillo tenemos que 
zEI1 
las funciones vk verifican 
I Ba(vk) = O sobre aRk, 
'47 + l ) ( ~  - 1) 1 d o n d e q = q - 1 -  , Rk = - (R - Pk) está dado por la transformación 
2(7 + 1) - (T + l ) 7  m 
x - P k  
X H Z = -  . La próxiriia etapa consiste en el paso al límite, en primer lugar obser- 
Pk 
vamos que dado so E IRN y R > O, para k siificieiitemente grande BR(XO) C Rk, entonces 
9'+1 
"" L O en L ~ ~ ~ ( I R N )  para k -+ m. 
lPkz + Pkl2' 
Por regularidad elíptica, ver la Sección 4.2, tenernos que uk E Co3": VI. E Co+' para algún 
O < u < 112. Además, /lvirllco,. 5 C uniformemeiite en k. Dada <p E Cy(IRN), 
Pk -2i. V v k ) ) d x = ~ N u i ( - d i v ( ~ z i ~ ~  Pk -2i. v')) dx. (4.43) 
Po otro lado, toniando k >> 1 tal que supp (p) C Rk, 
Eiitonces tenemos tres posibilidades: 
Si - + O cuando k + m, pasando al líiiiite tenemos que la función límite vo E l:I 
C2(IRN \ {O}) nCo(IRN) es una solución no negativa de la ecuación 
con uo(x) 5 vo(0) = 1. Pero por el Lema 4.3.2, esto es una contradicción 
p k  Si existe un punto 3 E IRN, zo # O tal que - - a -+ O cuando k -+ m, pasando 
IPk I 
al límite, obtenenios que la fiinción límite, vo, verifica la eciiación 
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coi1 O 5 vo(z) vo(0) = 1. Además, por el cainbio de variables z = y - 20, la función 
w ( z  + zO) = VQ(Z)  satisface la ecuaión: 
con O I w(y) I w(zo) = 1, que es de nuevo una contradicción con el Lema 4.3.2. 
Finalmente, si -+ +m para k -+ m, argiinlciitamos de manera diferente. Defi- 
iianios ahora a k  de manera que + 1 para k + m, es decir, a k  = 10~(lpkl) 
log(f4) ' 
entonces a k  -+ O para k -, m, y vk verifica 
ncr, r -ek('+')7 
- b; (~a~+l )  div ( I & " k z  + q-" Vvk) = Ak v : A ~  + vk k ~ k  
bk I b k ~  + PkI2' I ~ ; - ~ * Z  + $l('+l)7. 
1-7 
2(,9k+l)-01k('+l), Tomando en este caso bk = Afk , obtenemos 
donde p = q - 1 - 2(%7 + l ) ( ~  - 1) 
2(ak7 + 1) - ak(T + 1)y' 
Además, p < O para cada k 2 k~ puesto que a k  + O para k -+ m. Como consecuen- 
cia, el término cóncavo converge a cero en L~,,(IR~).  Pasando al límite, podeiiios 
p k  
siipoiier qiie para una siibsucesión si es necesario, -+ XQ E sN-', y argumentado 
Kk 
como antes, obtenemos una contradicción y por tanto terminanios la demostración. 
m 
4.4 Concentración-compacidad: extensión de un teorema de 
P. L. Lions 
En esta sección extendemos a nuestro contexto un teorema clásico de concentración y 
coinpacidad debido a P. L. Lions en el caso y = O y p = 2 (véase 1931 Partes 1, 11). 
Teorema 4.4.1 Sea {u,} c E:?(Cl) una sucesión débilmente convergente a una función 
u E Eg:(R) con -m < y < - N - p . Supongamos, para alguna subsuiesión, que existen 
P 

Entonces existe un conjunto a lo más numerable de indices I ,  una sucesión de puntos 
- 
{ x j } j c ~  C R y una sucesión de númems reales { Y ~ } ~ ~ ~  c (0, +m), tales que: 
donde b,, es la Delta de Dirac centmda en x,, j E I .  
DEMOSTRACI~N DEL TEOREMA 4.4.1 
Dada rp E Cm@) con r p ~ ~ ,  = 0, por la desigualdad de Hardy-Sobolev: 
Supongamos que el límite débil es u = O. Entonces pasando al límite para n -t m en 
la desigualdad (4.48) obtenemos: 
de manera que podemos aplicar el Lema 4.4.2. 
En caso contrario, si el límite débil es u $ O, definimos u, = u, - u. Por el Lema de 
Brezis-Lieb, [35], teiieiiios que 
Entonces, por la desigualdad de Hardy-Sobolev aplicada a u, llegamos a una desigual- 
dad de Holder al revés del tipo de la desigualdad (4.47), y por aplicación directa del Lema 
4.4.2, obtetiemos 
Y  = IzI-~IuIP- + E Y j b Z j .  
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Por la desigualdad (4.48) y teniendo en cuenta que Iu,,llxl-Y -t Iullxl-Y fuertemente 
en LP(R), (ver el Leiiia 2.2.10 y el Corolario 2.2.11 donde este resultado está probado en 
un caso más general) entonces: 
para toda función rp E Cm(R), rp = O sobre El. Consideramos rp una función Cm con 
soporte la bola unidad B c IRN, verificando que O <: p 5 1 y ~ ( 0 )  = 1. Fijado j E I ,  
E > O, consideramos y,(x) = y(?). Para E suficientemente peqiieño tenemos qne 
ahora, por la desigualdad de Holder obtenemos: 
entonces pasando al limite cuando E -+ O resulta que 
La desigualdad (4.52) se puede leer de manera equivalente como sigue: 
Pero dado que u, - u en Eg:(R), p 2 Ixl-*1VuIP, y que IxI-*IVu1P y p1 son medidas 
mutuamente ortogonales, coiicluiiiios la prueba de los apartados 1, 2 y 3 en el Teorema 
4.4.1. 
Argumentando de manera similar con la sucesión I u n I P  , obtenemos, usando de nuevo I z ~ P ( ~ + ' )  
el Lema 4.4.2, que 
Teniendo en cuenta que la sucesión I U n l P  es relativamente compacta en R, = R \ B,(O) (~lP(7+') 
para cada E > O suficientemente pequeño y que converge débilmente a l"lP en EC:(R), 
IXIp(7+1) 
obtenernos que existe iina única Delta de Dirac, la cual debe estar centrada en el origen. 
Este hecho demuestra el apartado 4 del Teorema 4.4.1, y la desigualdad de Hardy-Sobolev 











En los ejemplos de problemas de reacción-difusión en los que aparece la eciiación del 
calor con un término de reacción supercritico, normalmente se obtiene una solucióii singular 
estacioiiaria. Por ejemplo, este es el caso para la ecuación de la combustión de un sólido, 
2N 
U t  - Au = kU, y para su aproximación, ur - Au = Xu + u"-', donde - < (Y. N - 2  
(Véanse [72] y [98] respectivamente). En el primer caso la solución singular es S(x) = 
-2(N - 2) log 1x1. En el segurido caso el término principal es del inismo orden logarítmico 
pero tiene otros términos acotados. 
La eciiación linealizada correspondieiite a la solución estacionaria singular es del tipo, 
u 
u1 - Au = x- 
1xI2 ' (5.1) 
(Véaxise [106],[32], (331 y [39], para el caso exporiencial). 
El hecho de que para este tipo de problemas la teorías clásicas de unicidad y regularidad 
no sean aplicables, en tanto que el problema es crítico, Iiacen que su estudio sea iriteresante. 
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La ecuación liiieal (5.1) fue estudiada por Baras-Goldstein en [19], donde,se obtuvo el 
comportamiento de las soluciones en términos del parárnetro A. Precisamente Baras y 
Goldstein demuestran que el valor critico de A, X = AN,2,0 = ( N  - 2)2/4, deteririina el 
comportamieiit~o de la equación (5.20). Hacenios notar que A N , 2 , ~  es la mejor constaiite eii 
la desigualdad clásica de Hardy, y que tal coiistante no se alcanza en el espacio de Sobolev. 
Esta observación y algunas aplicacioiies de la misma fueron obtenidas en [lOG]. 
Notación: Deiiotamos en este capitulo la constante de Hardy 
por simplificar, dado que no hay lugar a confusión. 
Formulamos a continuación el resultado de Baras y Goldstein en lo que a iiuestro trabajo 
concierne. Ver [19] para más detalles. 
TEOREMA (Baras-Goldstein), 
Consideremos el problema de valores iniciales con dato de tipo Dirichlet en la fmntem, 
donde R es un dominio tal que O E R, entonces: 
i)  Si X 5 A N ,  el problema (5.2) tiene solución global única. 
ii) Si X > AN el problema (5.2) no tiene solución local si f > O .  Además, si u, es la 
solución del pmblema truncado pam n E N, 
ut - Au = miu u, x E R c 1RN> N 2 3, t > O, X E IR, 
u(x,O) = f (x) ,  x E R, f E L 2 ,  (5.3) 
entonces lim u,($, t) = m ,  para todo (x, t) E x (0, m ) .  
n-m 
A este comportamiento le llamamos explosión espectral instantánea y completa, (que 
por brevedad escribimos SICB) en el sentido qiie el problenia de valor inicial tiene solucióii 
global para cualquier dato inicial positivo en, por ejemplo, L2 si X < AN, y, en las mismas 
condiciones, no tiene solución para X 2 AN 
La primera impresión es que este fenómeno de S.I.C.B. se debe a que la constante 
optimal en la desigiialdad de Hardy no se alcanza y es la inisma para cualquier dominio 
que continene al origen. Es decir, se podría coiijeturar, de forma imprecisa, que si en iin pro- 
blema parabólico la parte elíptica es la ecuación de Euler de un problema de minimización 
con propiedades análogas a la desigualdad clásica de Hardy, entonces habría de tenerse un 
comportamiento de explosión espectral instantánea y completa. 
Un ejeniplo importaiite de este tipo de desigualdades son las de Hardy-Sobolev, las 
cuales son un caso particular de las desigualdades de Caffarelli-Kolin-Nirenberg estableci- 
das en la Proposición 2.2.3. 
ESTA CONJETURA NO ES CIERTA. Se necesitan algunos ingredientes más para producir el 
fenómeno de S.I.C.B. 
Analizamos en este capítulo cuándo es posible extender los resultados de Baras y Gold- 
stein en [19] y de Brezis-Cabré eii [32] al caso de operadores relacionados con las desigual- 
dades de Caffarelli-Kolin-Nirenberg que dan lugar a operadores diferenciales lineales. 
Observación 5.1.1 En los artículos [S], 1521 y [70] se han obtenido resultados para al- 
gunos tipos de ecuaciones parabólicas cuasilineales relacionadas con la desigualdad de 
Hardy-Soboleu establecida en 1411, mostrando que, la explosión espectral instantánea y 
completa no es vedad en general, en el sentida que, aún cuando el parámetro X es más 
grande que la constante óptima en la correspondiente desigualdad de Hardy-Sobolev, existe 
una solución, en algún sentido que depende del problema concreto. 
En este capítulo estudiamos el siguiente problema, 
N - 2  
siendo R C IRN un doininio regular acotado que contiene O,  X > 0, U. > 1, -1 5 y < -2 ' 
f y q~ son funcioiies positivas tales que f E L1(R x (O, T)) y uo E Li(Q). 
El caso y = O es exactamente el problema estudiado por Baras y Goldstein en [19], es 
decir, (5.2). 
El caso (1 + y )  5 O es un caso particular de los resultados en 1521 donde se demuestra, 
en particular, que el Probleiiia (5.4) con cu = 1 tiene solución global débil para todo X E IR, 
es decir, no hay fenómeno de explosión aunque la constante optimal de la desigualdad de 
Hardy-Sobolev correspondiente no se alcanza y es la misma para cualquier dominio que 
contenga el origen. Se dará tina idea de este resultado, que en este caso lineal es bastante 
elemental. 
Al final de nuestro análisis descubrimos que la diferencia fundamental con el caso en que 
(1 + y )  < O, es que si (1 + y) > O, la ecuación homogénea asociada verifica la desigualdad 
de Hanack parabólica (5.12). Nos centraremos, principalmente, en el caso (1 + y )  > 0. 
Este liedio fue demostrado por Chiarenza-Serapioni en [45], y en casos más generales 
por Gutiérrez y Wheeden en [82]. Nótese que la condición sobre y es óptima para la 
verificación de la desigualdad de Harnack como pone de manifiesto el siguiente ejemplo. 
Ejemplo 5.1.2 Supongamos que (1 + y )  < O y consideremos u(x, t) = t(xlP donde p > 0. 
Por cálculo directo obtenemos 
Como p > O y (y + 1) 5 O, eligiendo ro: to > O sujicientemente peque6os, u es una 
supersolución del problema (5.11) en el cilindro B,,(O) x (O, to) .  Como u(0, t) = 0, incluso 
la desigualdad de Harnack débil, dada por (5.14), no es válida. 
Para el caso cu > 1 un análisis de la Iiomogeneidad pone de manifiesto que el compor- 
tamiento respecto a la explosión instantánea y completa es independiente de X (deja de 
ser espectral según nuestra terminología). 
El caso y = O, es decir, la ecuación del calor con una perturbación ualxl-* fue aiializada 
en detalle por Brezis-Cabré en [32] donde se demuestra que hay explosión completa e 
instantánea para cualquier dato positivo. 
La falta de regularidad requiere una precisión sobre el sentido en que se toman las 
solucioiies para extender los resultados anteriores al caso y # 0. 
Los espacios de Sobolev 'D:;~(R) definidos en el Capitulo 2 con p = 2, 'Di;S(R), son 
espacios de Hilbert. Nótese que 'D$(R) c w ~ ' ~ ( R )  si y > O y w,"'(R) c %:(Q) si 
y < O. En todo caso, como (1 + y )  > O, estamos trabajando siempre con distribuciones. 
Recordamos que el truncamiento de una función u se define por 
Definición 5.1.3 Se dice que u E x ( 0 , T ) )  si T k ( u )  E L ~ ( ( o , T ) , v ~ : ~ ( R ) )  para 
todo k > 0 .  
Siguiexido los artículos [26] y [109], definimos el concepto de solución de entropía 
Definición 5.1.4 Sean F E L1(Rx(O,T) )  y uo E L1(R) .  Unafunciónu E C([O,T], L1(R) )  
es una solución de entropía del pmblema 
cuando dada u E 7ót$(Cl x ( O ,  T ) ) ,  pam cualquierfiLnción v E L2((0,  S ) ;  V ; ; ~ ( n ) ) n ~ - ( n  x  
[O, T I )  n C([O, TI;  L ' (R) )  tal que q E ~ ' ( ( 0 ,  S ) ;  ' D : ~ ( R ) )  se verifica 
para cualquier k > O, siendo 
" .3 
Definición 5.1.5 Diremos que u es solución de entmpía del Problema (5.4) con f E O si 
Aun definiendo F ( x ,  t )  r entonces F E L1(R x  ( O ,  T ) )  y u es ~olución de entropía del 1x12(7+l) 
Problema (5.5) en el sentido de la definición anterior. 
Nótese que como u E C((0,  S ) ;  L 1 ( 0 ) ) ,  
Usando los misinos argumentos que en [26] y en [109] se puede demostrar el siguiente 
resultado de unicidad para soliiciones de entropía. 
Teorema 5.1.6 Sea R un dominio regular acotado, supongamos que F E  L1(n x (O,T)), 
uo E L1(0), entonces el Problema (5.5) tiene una única solución de entropía. Si F y u0 
son funciones positivas, entonces u 2 0. 
Como consecuencia tenemos el siguiente principio de comparación (lile usamos con 
frecuencia en este capítulo. 
Lema 5.1.7 Sean u, v soluciones de entropía de (5.5) con datos f , ~  y g, vo respectiua- 
mente. 
Si O < g < f Y O 5 vo < ug, entonces O 5 2) < u. 
Una modificación obvia de los argumentos de Boccardo y Gallouet en [29] (véase 
tainbié~i [27]) permite probar que si u es la soliicióii de entropía del problema (5.5), en- 
tonces 
2 7+1 
siendo 1 < q < y 1 5 T < 2 tales que 7 + > N + 1. 
Este capitulo lo organizamos como sigue: 
En la Sección 5.2 formulamos con precisión la desigualdad de Harnack probada en 
[45] y demostramos una versión débil que utilizaremos con frecuencia. 
En la Sección 5.3 estudiamos el caso (y + 1) 5 O, estableciendo la existencia de 
solución global usando una estiiiiación de energía convenieiite. En 1521 pueden en- 
contrarse los detalles del caso inác general, y en el capítiilo siguiente en el que 
extendemos a los problemas mixt,os algunos de los resultados de este capítulo y de 
i521. 
En la Sección 5.4 consideramos también las solucioiies entendidas en el sentido débil 
siguiente. 
Definición 5.1.8 Sean f (x , t )  E L'(Q x (0,T)) y u0 E L1(R). 
Decimos que u E C ([O, S), L1 ((1 + 1~1-~1-')dx)), es una solución débil del problema 
ut - div( l~l-~7Vu) = f (x, t) en R x (O,T), 
U = O sobre an x ( o , ~ ) ,  (5.9) 
U(X, O) = uo(z) en ~ ' ( 0 ) ,  
si para todo O < s < S, tenemos 
para cualquier $ E CZ(R x [O, S]) con + = O sobre aR x [O,s] 
Nótese que u(x,O) = u0 significa que lini Ju(x, t )  - uo(x)ldx = O. 
t-0 l> 
El resiiltado principal de esta seccióri es el de unicidad para el problema (5.9) recogido 
en el Teorema 5.4.1. Este resultado es coiisecuencia de un teorema de tipo Weyl para 
el problema elíptico asociado, probado en 15). 
Los resultados principales sobre la no existencia y explosión instantánea y completa 
son el contenido de la Sección 5.5, con ( y + l )  > O. En la primera Subsección, 5.5.1, se 
demuestran los Teoremas 5.5.1 y 5.5.6 sobre la no existencia y la ezplosión espectral 
instantánea y completa en el caso lineal. 
En la Subsección 5.5.2 estudiamos el caso superlineal, es decir, a > 1 en el prc+ 
bleina (5.9). Los resultados fundamentales de este apartado son los Teoreinas 5.5.8 
y 5.5.11. Demostramos, sin ninguna restricción sobre A, la no existencia y la ex- 
plosión instantánea y completa de los problemas aproximados para cualquier dato 
no iiegativo y no idénticaniente nulo, respectivamente. 
En la Sección 5.6 estiidiamos el caso siiblineal, O < a < 1, para el cual probamos 
la existencia de una solución global. Además, obtenemos el comportamierito de la 
soliicióii, en el caso eii que el dato inicial está domiiiado por la única solucióri esta- 
cionaria de la ecuacióii elíptica asociada. 
Hemos de Iiacer notar que el método de deinostración es distinto al usado por Baras- 
Goldstein 1191, fuertemente ligado a la fórmula de representación de las soluciones de la 
ecuación del calor, y por Brezis-Cabré 1321. Buscando un método que fuese válido para 
los problemas cuasilineales, nuestro método de demostracióii de la no existencia se basa 
en la extensión de desigiialdad de Picone, Teorema 2.2.2. En particular, obtenemos una 
demostración alternativa a la de Baras-Goldstein en el caso de la eciiación del calor. 
Publicación. Los resultados de este capítulo son esencialmente el contenido del artículo 
[l] eii colaboración con B. Abdellaoui, quien también incluyó dicho articulo conlo un 
capitiilo en su Tesis Doctoral. 
5.2 La desigualdad de Harnack y algunas extensiones 
Una de las propiedades fundamentales en el estudio que vamos a acometer es la desigual- 
dad de Harnack, más precisamente saber para qué valores de y se verifica. La desigualdad 
de Harnack parabólica para nuestra familia de operadores con fue obtenida por Chiarenza 
y Serapioni en [45] y extendida a contextos más generales por Gutiérrez y Wtieeden en 
[82]. Como hemos visto en el sencillo ejemplo de la introdiicción, si y 5 -1 no se verifica 
la desigualdad de Harriack. Consideramos la ecuación 
en el caso coinplemeiitario, es decir, con 1 +y > 0.  
Decimos que u E L2((0 ,  S ) ;  'D:;:(R)) n C([O, T j ;  L 1 ( R ) )  es una soliición de energía del 
problema (5.11) si 
En este seiitido tenemos el siguiente resultado 
Teorema 5.2.1 (Desigualdad d e  Harnack.) Supongamos que u es solución positiva 
de energía del Pmblema (5.1 1)  con ( y  + 1)  > O y sea R = B p ( x O )  x ( tO - 0, tO + 0) c 
R x ( 0 , T ) .  Entonces existe una constante C C ( N ,  y,p,  to, 0)  tal que 
ess sup < C ess inf u, 
R- R+ 
donde R- = Bp12(x0) x ( t ~  - :oi t0 - aB) y R+ = Bp12(xo) X (to + :P, to + 0) 
Véase 1451 para la demostración, y [82] para algunas extensiones. Nótese que si y = O 
es el resultado de J. Moser en [102]. 
Si u es una supersolución positiva del Problema (5.11), entonces se tiene la siguiente 
desigualdad de Harnack débil. Dado que en general nuestras soluciones lo so11 en se~itido 
de entropía, necesitamos una versión débil qiie se pueda utilizar en este sentido. Siguiendo 
los arguiiientos de (451 demostranios el siguiente resultado. 
Teorema 5.2.2 Sea u E LZ((O, S); 'DA::(R)) n C([O, TI; L 1 ( R ) )  solución positiva del Pro- 
blema (5.11) con ( y  + 1)  > O .  Entonces existe una constante positiva C = C ( N >  y ,  p,  to ,  0 )  
tal que 
3 1 
u ( x ,  t )dx  5 Cessinf u Q t  E ( to - -0, to - -0). 
R+ 4 4 
(5.13) 
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Demostración. Seguimos los argumentos de 1451. 
Como u E C([O,T]; Li(R)), entonces existe E [to - $0, to - $01 tal que 
Sea u la soliición del problema 
ut - div( l~ l -~ lVu)  = O en R x (E, to + P), (5.16) 
= u(x: t )  si x E R. 
Por el lema de comparación, Lema 5.1.7, tenemos u 2 u. Sea ( la solución positiva del 
problema adjuiito 
donde h es una función positiva acotada qiie elegiremos conveiiientemente. Por el Principio 
del Máximo tenemos que < > O. Usando < como función test en (5.16) obtenemos 
por tanto 
Por el Teorema 5.2.1 aplicado a u, obteiieinos que 
ess sup u 5 c ess inf u 5 c ess inf u. 
R R+ R+ 
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Fiiialinente, por (5.15) y (5.18) obteneiiios 
/ / 4.. t )  < e1 / u ( x , i ) d x  < cz ess inf u ,  
Bg ( S O )  R+ R- 
donde ci, cz son constantes positivas independientes de u. m 
Este último resultado lo iitilizaremos en particiilar para analizar el comportamiento de 
las soluciones de los problemas truncados. Concretamente lo utilizamos para demostrar la 
explosión completa. 
Si f E L 1 ( R  x ( O ,  T ) )  y u0 E L 1 ( R )  son dos funciones positivas, en general la solución de 
eiitropía del problema (5.5) no es acotada, por tanto, no se verifica en general la desigualdad 
de Hariiack clásica. Sin embargo, usando un argumento de aproximación, podemos probar 
qiie la solución de entropía del problema (5.5) satisface una desigualdad de Harnack débil. 
Más precisamente probainos el siguiente corolario. 
Corolario 5.2.3 Supongamos que u es solución positiva en sentido de entropía del Pro- 
blema (5.5) con f, uo 2 O. Entonces existe una constante positiva C = C ( N ,  y , p ,  to,P) tal 
s u  / u ( x ,  t )dx  5 Cesa inf u .  
R+ 
(5.19) 
t€( to-$O,to-+O) B g ( ~ o )  
Conio consecueiicia, si f y uo son funciones positivas, obtenemos el Principio Fuerte 
del Máximo para la solución en sentido de entropía del problema (5.5). 
N Observación 5.2.4 En el intervalo, O < 1 + y  < -, para el cual tenemos la desigualdad 2 
de Harnack parabólica, podemos calcular con un argumento de homogeneidad, como en la 
ecuación del calor, una solución autosemejante de tipo gaussiana, es decir, 
H ( t )  Ix12(7+1) E ( r ,  t )  = C aexp (- ) , donde H es la función de Heaviside. 
t z o  4 ( y  + 1)2t 
Normalizando la constante C obtenemos que 
donde b(o,o) es la delta de Dime en el punto ( x :  t )  = (0,O). El hecho de ser una ecuación 
con coeficientes variables, no permite escribir la solución de ut - A~,-,U = f como solución 
con E. 
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Notación: Por simplificar, dado que no hay lugar a confusión, denotamos en este capítulo 
la constante de Hardy-Sobolev 
5.3 Algunos resultados de existencia de soluciones 
En esta sección demostramos que si a = 1 el problema (5.4) tiene solución si: 
(i) X < AN,? y - m < y < 
ó 
(ii) (1 + y )  < O y X E IR. 
En este caso no se verifica el fenómeno de explosión espectral instantánea y completa. 
Consideramos cl problema 
u 
ut - d i v ( l ~ J - ~ ? V u )  = X en f l x ( O , T ) ,  
lx12ír+l) 
u ? O y u = O  sobre a R x ( O , T ) ,  (5.20) 
U(X,O) = uO(x), E O, E L ~ ( R ) .  
Entonces tenemos la siguiente estimación a priori: 
En el caso (i), usando la desigualdad de Hardy-Sobolev 
Con esta estimación para las soluciones u, de los problemas con el potencial trun- 
cado, obtenemos tina solución global definida corno el límite de las u,. Eii efecto, 
podemos pasar al límite usando el Teorema 4.1 de Boccardo-Murat en (301, y te- 
niendo en cuenta que la sucesión {u,} es iio decreciente y la estimación anterior, 
obtenenios una solucióri global definida por 
lim u, = u 
"-m 
que verifica u E Lm([O, m); L2(fl)) n L2((0, S ) ;  E$:(R)) 
En el caso (ii) dado que (y + 1)  5 O ,  tenemos que 
dxdr 5 c (R)  /l / u2dxdr. 
O R 
Por tanto, existe una constante Q > O tal que 
de manera que si definimos y ( T )  = Ilu(., T)IIi y = Iluollii(n,, la estimación anterior 
se lee como 
T 
Y(T)  C P + Q 1 y(s)ds. (5.22) 
Por el Lema de Gronwall obtenemos que 
esto es, tenemos 11u(., t)Iliz(n) 5 C ( T ) .  Como consecueiicia, u está definida para todo 
tiempo t > O, es decir, es una solución global. Además, u, están uniformemente aco- 
tadas en Lm([O,T]; L 2 ( R ) ) n  L2( [0 ,T] ;  E?(R)), por tanto, usando de nuevo el recul- 
tado de Boccardo-Murat junto con la estimación apriori (5.22), para una subsucesión 
adecuada, existe el limite de las truncadas 
lini u,  = u  
"-m 
que es una soliición global de (5.20). 
Y como en el caso ( i ) ,  se concluye la existencia de solución global 
La teoría de ecuaciones parabólicas lineales, tras un argumento de perturbación en 
ainbos casos, permite concliiir el siguiente resultado 
Teorema 5.3.1 Tomemos iyl E L 2 ( R )  y T > O y suponemos: 
i )  X < AN,? y -M < Y < y ó 
ii) (1 + y )  5 O y X > O .  
Entonces el problema (5.20) tiene una única solución 
Observación 5.3.2 Este resultado es un caso particular de un resultado de existencia 
probado en [52]. Además, el resultado en el segundo caso es independiente de la relación 
entre X y A N , ~ .  LOS detalles y extensiones al caso cuasilineal pueden verse en 1521. 
5.4. UN RESULTADO DE UNICIDAD 
5.4 Un resultado de unicidad 
El resultado principal de esta parte es el siguiente teorema de unicidad con y E 
N - 2 ,  (-m, T ) ,  cuya demostración está profundamente inspirada en los métodos de los tra- 
bajos de Béiiilan-Brezis-Craildall en [22], Brezis-Crandall [34] y M. Pierre en [108]. Este 
resultado extiende los resultados clásicos para la ecuación del calor. 
Teorema 5.4.1 Sea u  una solución débil (en el sentido de la definición (5.1.8)) del pm- 
blema 
u* - d i ~ ( ( x I - ~ Y V u )  = O en R x (O;T) ,  
U = O sobre a0 x (o ,T) ,  (5.23) 
u ( x ,  0 )  = O en L1(R)  en R ,  
entonces u = O 
Demostración. Por simplicidad de notación, ponemos LYu = d i ~ ( I x I - ~ 7 V u ) .  Para u en 
las hipótesis, comprobamos que 
En efecto, definimos X ( t )  = u(x , t )$ (x )dx  donde t  E ( 0 , T )  y $ E C r ( R ) ,  en particular, h 
tenemos que X E L1(O,T). Dado a E C r ( 0 : T )  obtenemos que 
(X', a )  -(X, a') 
= - & .(x, t )$(x)a1(t)dxdt = 
por tanto 
u ( x ,  t)L,($(x))dx en 'D'(0, T ) .  (5.25) 
Como b u ( r .  t ) L 7 ( f l z ) ) d x  il t l ( O , T ) ,  entonces integrando en (5.25) se obtiene la identi- 
dad (5.24). 
Como lu(x. r)ldx - O cuando s  - O, conclui~uos que 
Tomamos v(t) la solución débil del problema elíptico 
Como u(t) E Li(R), podemos utilizar la unicidad del problenia elíptico (véame el 
apéndice de [l] ó [5]) para concluir que 
Entoiices u es una fiincióii diferenciable en t y 
Por consiguiente obtenemos que u es la solución débil del problema 
au 
-L,u(t) = u(t) = --, u(t)lar2 = O. 
a t  
Usando Tk(v) como función test en (5.28) obtenemos 
donde @k está definida por (5.7). .Integrando en el tiempo resulta 
Como @k(s) > 0, entonces IVTk(u)l = O para cualquier k > O y por lo tanto u O, de 
donde obtenemos que u G O. m 
Proposición 5.4.2 Sea u la solución de entropia del problema (5.5), entonces u es solu- 
ción débil en el sentido de la definición 5.1.8. 
Demostración. Teniendo en cuenta la estimación (5.8) para IVu( obtenemos por las 
desigualdades de Caffarelli-Kohn-Nirenberg que 
para 1 5 S < m. Entonces aplicando la desigualdad de Holder, obtenemos que 
u E L1(R, ( ~ l - ~ ~ - ' d x )  y por la definición de solución de débil se concluye. m 
Como consecueiicia tenemos el siguiente corolario. 
Corolario 5.4.3 Sean f ( x ,  t )  E L 1 ( R  x ( 0 , T ) )  y uo E L 1 ( R ) ,  entonces el problema 
ut - ~ ~ V ( ~ X ~ - ~ Y V U )  = f ( x ,  t )  en R x ( O ,  S ) ,  
u = O sobre a R  x (O,T), (5.29) 
u(x,O) = ~ ( x )  en L1(R) ,  
tiene una única solución u E C ( [ 0 , T ) ,  L1 ( ( 1  + I ~ l - ~ 7 - ' ) d x ) )  
5.5 Resultados de no existencia d e  soluciones: Explosión 
completa en el caso (y + 1)  > O 
Tenielido en cuenta el Teorema de unicidad 5.4.1 basta probar qiie no existe solución de 
entropía y, en consecnencia, se pueden usar las técnicas de aproximación y tmiicaxiliento. 
5.5.1 El caso lineal: cu = 1 y X > AN,,. 
Consideranios en priiiier lugar el problema lineal, 
u 
.ut - <l iv ( /~ I -~7V .u )  = X Ix12(7+l) ' ,1120 eii R x ( O , T ) ,  
U = O sobre a R  x (o,T),  (5.30) 
u(x,O) = ~ ( x ) ,  x E R ,  
donde uo es una función positiva tal que u0 E Lm(R)  y X > AN,? 
Sea u E C ( [ O ,  S ) ,  L1 ( ( 1  + 1~1-~(7+l ) )dx ) )  solución débil de la ecuación en el sentido 
X u  de la definición 5.1.8. Escribiendo f ( x ,  t )  = - el Teorema 5.4.1 implica que u es [x12(Y+l '
solución de la ecuación lineal con segundo iiiiembro f ( x ,  t ) ,  es decir, u es solución de 
entropía de (5.30) (en el serit,ido de la definición (5.1.5)). 
El resultado principal de esta subsección es el siguiente teorema. 
Teorema 5.5.1 Supongaínos que X > AN,.,. Sea ?Q E Lm(R)  una función no negativa, 
w O. Entonces el problema (5.30) con ( y  + 1)  > O no tiene solución positiva en el 
sentido de entropía. 
Demostración. Argumentamos por contradicción. Sea u 2 O una solución de entropía 
positiva del problema (5.30), por el Corolario 5.2.3 obtenexnos que u > 0.  
Definimos 
Y 
Deiiotamos u,  la única solución del problema 
(u& - d i v ( I ~ I - ~ ~ V u , )  = Xa,(x)gn(u) en O x (5.33) 
u ,  = O  sobre 8 0  x (O,T), y un(xrO) = ~ ( x )  en a. 
Así definida, u, E Lm(O x ( O ,  T ) ) .  Como t~ # O ,  por la desigualdad de Harnack (5.13) 
obtenemos que u, > O en O x ( O ,  T ) ,  por tanto usando la definición de u conlo solución de 
eiitropia del problema (5.30) concluimos que u,  converge a u en C([O,T]: L1 (0 ) ) .  Nótese 
que {a,(x)g,(u)} es una sucesión crecieiite con respecto a n, por tanto {u,} es también 
creciente. 
Usando de nuevo la desigualdad de Hariiack (5.13) conseguimos que 
u1 2 E en c.t.P de B, x ( r ,  T )  
para O < T < T y B,, = B?(O). Como u 2 u,l, entonces u 2 E en c.t.p. de B,, x ( T ,  T ) .  Para 
6 > O ,  existe una constante c = c(q, 6 )  tal que la función v (x )  = c 
una solucióii estacionaria de 
"lOB,(O) = 0. 
Definimos la función w(x,  t) = ( t  - r )u (x ) ,  para t E (7 ,T) .  Entonces w satisface: 
\ w = O sobre aB,,(O) 
y lim 
1-7 LO) w(x,  t)$(x)dx = O ,  para todo $ E Cr(B,,(O)). Es decir, w(x ,  t )  es una solución 
de energía y, por tanto, de eiitropía para el problema (5.35). 
6 
Como wt - div( l~l-~ 'w)  5 v (x )  + T1x12(7+1) y lim Ix12(7+')v(x) = O ,  entonces podemos 
121-0 
E 
escoger 6 > O y q > O tales que wt - d i v ( l ~ l - ~ 7 V w )  5 (x12(7+l) en B,(O) x ( r , T ) .  
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Sea w, la única solución positiva del problema 
(w,), - di~(1xI-~YVw,) = EU,(Z) en Br(0) x (T,T), 
(w,) = O  sobre BB,(O) 
entonces por el Lema de co~nparación, Lema 5.1.7: 
w(x, t) 5 w,(x, t) = lim w,(x, t). 
"-m 
Como u,(x, t) 2 ul(x, t) 2 E ,  por el principio de comparación débil, w,(z, t) 5 u,(%, t) 5 
u(x, t) para cualquier (x, t) E B,(O) x (7,T). 
Sea 71 E (T? S ) .  Como iiln w(x, t) = 03 uniformemente en t E [T], TI] c (T, S ) ,  obtenemos 
lzl-0 
que 
lim u(%, t )  = lim lim u,(x, t) = m Vt E [ T ~ , T ~ ] .  
121-0 (21-on-- 
Entonces para todo c >> 1 existen n o  E W y 71 > O tales que para cualquier n 2 no, 
resulta u,(x, t) 2 c en B,,,(O) y uniforriiemente en t E [ T ~ , T ~ ] .  
Sea Bv(0) CC B,,,(O) y $ E CF(B,(O)). Por la desigualdad de Picone, Teorems 2.2.2, se 
consigue que 
~ $ I ~ ~ x ~ - ~ ~ d x  2 1 l$12-div(lx'-2Yvun)dx, para cualquier i E [ri,Ti] 
Bñ(0) un 
Entonces 
e integrando en el tienipo resulta 
Como x E Bi(0), entonces un(x) >> 1. Por tanto estimando el último térrnirio obtenemos 
que 
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u 
Como g*(u)an(x) 7 1x12(7+l) 1$12 E L ' ( ~ q ( 0 )  x (71,T)) y y E Lm(Bq(0) x ( r i ,T)) ,  usando 
el Teorema de la Convergencia Monótona concliiiinos que 
Definamos la función ((2) = 1og(u(x,T1)). Dado que u(.,T1) E L1(Bq(O)), obtene- 
- - 
nios que C E P(Bq(0))  para cualquier p 2 1, eii particular, dado que y + 1 > O se verifica 
que < E Li>(Bi(0)) para p > &, por tanto coino en el Capitulo 2 tenernos bien definido 
el autovalor Lq(o) lV4121xl-2ydx 
inf 
= {4ccp(B,(o)):#Zo) 
2N En efecto, sea p > & entonces el exponente coiijugado p' satisface 2p' < ~-, por 
taiito, 
y concluimos que X(w) + w cuaiido + O. Es decir, para cualquier E > O existe ve pequeño 
1 X 
tal que X(7,) 2 -. Tomemos E tal que - > AN,, y consideremos el correspoiidiente 
E 1 + E  
77 = qc. Entonces de (5.38) concluimos que 
X Como - > AN,,, tenemos una coiitradiccióii coi1 la optiiiialidad de AN,,, que finaliza 
1 + E  
la deniostración del resultado. 
m 
Observación 5.5.2 El Teorema 5.5.1 se verifica incluso si tomamos el dato inicial uo E 
L1(R). Supongamos por reducción al absurdo que u es solución positiva del Problema (5.30) 
con dato inicial u0 E L1(R), entonces u es supersolución del Pmblema (5.30) con dato 
inicial acotado, UQ,,(X) = inin{n,uo(x)} y esto nos da una contradicción con el Teorema 
5.5.1 para datos iniciales acotados. 
Como consecuencia tenemos los siguientes corolarios. 
Corolario 5.5.3 Sea X > AiYx7. Si UQ = O ,  entonces la Única solución de entropía no 
negativa del Problema (5.30) con ( y  + 1 )  > O es u 0 .  
Corolario 5.5.4 Supongamos que ( y  + 1)  > O ,  f E L1(R  x ( 0 , T ) )  y UQ E L 1 ( 0 )  son 
funciones positivas tales que ( f ,  uo)  # (0, O ) .  Entonces, el problema 
u 
ut - d i v ( ( ~ l - ~ 7 V u )  = X lx12(7+') +f, u 2 0  en R X  (O,T),  
U = O sobre m x ( o , ~ ) ,  (5.39) 
u(x,O) = U Q ( X ) ,  x E R ,  
donde X > A N ,  no tiene solución de entropía positiva, 
Nótese que en la prueba del Teorema 5.5.1 no se usa una represeiitación explícita de 
las soluciones. Por tanto es una prueba alternativa del resultado de BarasGoldstein, 1191, 
en el caso y = O. Véase a este respecto también el articulo de Cabré-Martel, 1391. 
Ahora podemos probar el siguieiite resultado de explosión coinpleta. 
Lema 5.5.5 Supongamos que ( y  + 1)  > O. Sea u, la solución del problema 
donde a,(x), g,(s) están definidas por (5.31) y (5.32). Sea UQ E Lm(R)  tal que UQ > O y 
iy, $ O.  Entonces pam cualquier r > O tal que B4,(0) C R y pam todo t E ( O ,  S) resulta 
u,(x, t )dx  + ca cuando n -t m. (5.41) 
Demostración. Arguinentamos por contradicción. Para ello, suponemos que existen T ,  
ro > O tales que 
, 
/ELo 
u,(x, r ) d x  < C para todo n 
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Obsérvese que la sucesión {u,} es creciente en n; por tanto, existe el límite puntual 
u,(x, T )  /1 u(x ,  T )  para todo x  E B,, y verifica u(x;  T )  E Li (B,). Sin pérdida de genera- 
lidad podemos suponer que B4, c R. 
Por la desigualdad de Harnack débil para u,, existe una constante Ci C ~ ( T ,  N y, T O )  
tal que para todo t  E (~14,713)  tenemos: 
para todo n E N. Fijado 7 tal que ( i / 5 ,5 /4 )  C C  (714, ~ / 3 ) ,  podemos definir u(x ,  t )  para 
todo ( x ,  t )  E B,,(O) x (7 /5>7/4)  y S,u(x, t)dx < m, uniformemente en t  E  (7/5,7/4).  
Además, iisando el niisino argiiiiiento que en la demostración del Teorema 5.5.1, concluimos 
que existe €1 > O tal que u, 2 u  > EI en B,(O) x ( i / 5 :7 /4 )  y que 
lim u(x ,  t )  = lim lim un(x,  t )  = M uniformemente para t  E ( T Z , T ~ )  
lzl-0 lzl-0n-m 
Sea Bv(0) C C  R tal que u,(x,t) >> 1 para cualquier ( x ,  t )  E B,(O) x ( t i ,  tz)  con TZ < 
ti < t2 < o, y $ E  CF(Bv(0)) .  Por el Teorema 2.2.2 teiienios 
Integnarido en ( t i ,  tz)  obteneiiios 
- 1; ~ e ( o ) ' ~ $ ~ 2 ~ d x d t .  U" 
Como u,  f u  en L1(B,(0) x ( t i ,  t z ) ) ,  usando el niismo argiimento que en la demostración 
del Teorema 5.5.1 coiicluimos que 
X donde podemos tomar E > O suficientemente pequeño tal que - > A N , ~ ,  que contradice 
l + E  
la optiinalidad de AN,,. m 
Podemos aliora forinular el resultado de explosión completa. 
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5.5.2 El caso superlineal: a > 1, (y + 1) > 0. 
En esta subsección estudiamos el problema, 
ua 
ut - d i v ( l ~ l - ~ 7 V u )  = 1~12(7+') en R x ( O , T ) ,  
U = O sobre an x ( o , ~ ) ,  (5.44) 
u(x,O) = u ~ ( x )  en R 
doiide a > 1. El comportaniiento del problenia (5.44) es diferente del caso lineal, debido a 
la distinta homogeiieidad del operador y el segundo inienibro; por tanto, es independiente 
de A. Por este motivo, suponemos sin pérdida de generalidad que X = 1. Precisaniente 
tenemos el siguiente resultado. 
Teorema 5.5.8 Sea M una función positiva tal que E Lm(R)  y u0 9 O ,  entonces el 
problema (5.44) con (7  + 1)  > O no tiene solución positiva en el sentido de entropía. 
Además, si u0 = O ,  la única solución no negativa es u = O. 
Demostración. Supongamos que u es solución positiva en sentido de entropía d e l p r o  
blema (5.44). Sean a,  defi~iido por (5.31), g,(s) = inin{n, so} y f,(x, t )  = a,(x)g,(u(x,t)); 
uO(x: t )  
entonces fn(x ,  t )  E Lm(R x (O;T))  y f,(x, t )  /" f ( x ,  t )  = 
1212(7+') en L i ( R  x ( O ,  T ) ) .  
, ~ ~ ,  
N - 27 Como I x ) ~ ~  f ,  E Lr(R,  l ~ l - ~ 7 d x )  con T > 2 , tenemos la integrabilidad requerida 
para obtener la acotación en Lm para los probleiiias truncados (véase [44]). Sea u,  la 
úiiica solución global positiva del problema 
(un)* - div(I~1-~^lVu,) = fn(x,  t )  eii R x (O,T) ,  
un = O sobre 80 x ( O ,  T ) ,  (5.45) 
u,(x,O) = ~ ( x )  en R. 
Eiitonces, u ,  E Lm(R x ( O ,  T ) )  y como uo $ 0,  por la desigualdad de Harnack débil 
concluinios que u, > O en R x (O,  T ) .  Nótese que { f,} es creciente con respecto a n, por 
tanto obteiiemos que {u,} es también crecieiite y converge a u en C([O, TI;  L 1 ( R ) ) .  Usando 
de nuevo la desigualdad de Harnack débil conseguimos que 
donde O < T < T y B,, = B,(O) cC R. Usando los mismos argumentos que en la 
demostración del Teorema 5.5.1, obtenemos que 
liin u ( x ,  t )  = lim lim un(x ,  t )  = cu uniformemente en t E (r, T )  
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Entonces para todo c > O existe no E IN y 91 > O tal que u,(x, t) 2 c para cualquier 
x E B,,, ( O )  y uriiformemente en t E (7, S). Sea E > sup{l, u - 1) tal que 
Además existe 11, O < 7 << 1 y no E IN tal que si n 2 no entonces un > 2C en B,(O) x ( T ,  S ) .  
Sea la función, 
$ ( S )  = (5.47) 
1 Nótese qiie $ E C1(R), es una fiiiición cóncava y $'(S) = - para todo s > E ,  en particular, 
1 su 
O < $'(S) < T. Como $(S )  es iiria función regiilar para s > E;  y u,, > C para todo n > P 
en B,](O) x ( T , T ) ,  tenemos que 
1 1  Teniendo en cuenta que $(u,,) 5 -- , , $" < O y un(x)  > E > 1 en B,(O), 
a-lF- 
obtenemos que 
Sea $ E CF(Br1(O)), por la desigualdad de Picoiie, Teorema 2.2.2, conseguimos que 
por tanto 
Iiitegrando en ( T ,  T) obtenemos que 
Dado que x E & ( O ) ,  u,(%, t )  > C, entonces 
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uo 
Por otro lado $'(u,) f ,  -+ $'(u) 1~12(7+') en c.t.p. de R. Como $'(un) 5 a para todo n 2 no 
donde a es una constante fija para cualqiiier x E B,(O), obtenemos $'(un) fn  < a f  para 





" ( u n ) f n  
" ( U )  1x12(7t1) - \x12(^1+1) en L'(B,(o) x (r, S)). 
Por consiguiente, tenemos la desigualdad, 
Para estimar el término que contiene la derivada coi1 respecto a t ,  procedenios como sigue 
Sea, 
Como $(uri) 5 $(u), obtellemos que 
sustituyeiido en (5.49) e integrando en el tiempo, concluimos que 
donde 
Por (5.46) obtenemos que A > AN,-,, una contradicción con la optimalidad de AN,,. 
m 
Corolario 5.5.9 Sean f E L 1 ( R  x ( O ,  T ) )  y iy, E L 1 ( R )  dos funciones no negativas tales 
que ( f ,  uo) 9 (0,  O )  y ( y  + 1)  > O. Entonces el pmblema 
u" 
ut - d i ~ ( I x I - ~ 7 V u )  = 
1x12('+') + f ,  u 2 0  en R x ( O > T ) ,  
U = O sobre d R  x (O,T), (5.50) 
u ( x ; 0 )  = ~ ( x ) ,  x E R ,  
no tiene solución positiva de entropía. 
Como consecuencia tenenios el siguiente resultado de explosión completa 
Lema 5.5.10 Supongamos (y + 1)  > O y sea u, la solución del problema 
~ ~ v ( ( x ( - ~ ~ v u , )  = a,(x)g,(u,) en fl x (O,  T ) ,  
u,?O en a; u,lan=O, (5.51) 
u,(O,x) = ~ ( x )  en 0. 
Entonces para todo r > O tal que B4,(0) c a, y para todo t E ( O ,  S ) :  
u,(x, t )dx + m cuando n + m. (5.52) 
Demostración. Siguiendo el mismo argumento que en la demostración del Lema 5.5.5 
podemos probar que existe 71 > O tal que 
lim u ( z , t )  = lim lim u,(x, t )  = m uniformemente para t E ( 7 2 ,  r3), 
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donde 7114 < 72  < 75 < 71. Entonces, existe una bola B,(O) CC R tal que u, >> E en 
B,,(O) x ( 7 2 , ~ ~ ) ~  donde elegimos Z > max{l, a - l }  y satisfaciendo 
Sea q5 E Co(B,,(O)). Por el la desigiialdad de Picoiie, Teorema 2.2.2, resulta 
Por consiguiente, coino en la prueba del Teorema 5.5.8 obtenemos que 
que es una contradicción con la optimalidad de la constante de Hardy-Sobolev A N , ~ .  
m 
Una vez más, por la desigualdad de Harnack débil, obtenemos el resultado principal de 
explosión completa. 
Teorema 5.5.11 Supongamos que u, es la solución positiva minimal del problema (5.51) 
con ( y + l )  > O ;  entonces pam cualquier ( xo ,  to) E R x ( O ,  T )  tenemos lim u,,(xo, to) = m. 
n-m 
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5.6 Existencia y no unicidad en el caso sublineal, O < cu < 1 
En el caso O < a < 1 se tieiie el siguiente resultado de existencia 
Teorema 5.6.1 Sea ug E L2(R) una función positiua. Entonces el problema 
ua 
ut - div( l~l -~7Vu)  = \x\Z(r+l) ' U Z O  en R x ( O , T ) ,  
U = O sobre aR x (O,T), (5.53) 
con O < a < 1, tiene una solución global, u E L ~ ( ( o , T ) ; D ~ ; ~ ( R ) )  n G([O,T]; L2(R)) 
Demostración. La existencia de solución para t pequeño puede demostrarse fácilmente. 
Qiie la solución exist,e globalmente es consecuencia del siguiente cálculo elemental. Usando 
u como función test en (5.53) obtenemos qiie 
%a+l b U ~ ( X ,  ~ ) d x  + bT 1 ~ ~ 1 ~ l x l - ~ ~ d ~ d t  = / ~ U U ~ X  + bTb lx12/*i) dxdt 
Por las desigualdades Holder y Young conseguimos que 
a + l  -tl T 5 & + 2  E 1. i, l x l ~ ~ + l ~  dxdt + =-+T. 
Por la desigualdad de Hardy-Sobolev tenemos que 
por tanto tomando E suficientemente pequeño concluimos que la solución está definida en 
(O, T] para T arbitrario. m 
Consideremos el problema estacionario, 
tuQ 
- d i v ( l ~ l - ~ ~ V w )  = en 0, 1~12(7+1) 
w = O sobre aR. 
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Sea w la única solución positiva (véase el Lexna 2.4.3). En particular, w es una solución 
estacionaria del Problema (5.53) con uo G w.  
En el caso G O? u O es una solución. Como a < 1, podemos demostrar un resultado 
similar al de H .  Fujita en 1661, es decir, tenemos el siguiente resultado de no unicidad. 
Teorema 5.6.2 Supongamos que w es la Única solución positiva del problema (5.54). 
Entonces el pmblema 
un 
ut - d iv (1~1-~7Vu)  = 1~12(7+')  u 2 0  en O x ( O : T ) ,  
U = O sobre a R  x (O,T), (5.55) 
U ( X ,  o)  = O ,  E n, 
donde ct < 1 ,  tiene solución positiva rnazimal, u $ O tal que u /" w en 'D:;;(n) cuando 
t + m. 
Para demostrar el teorema anterior usaremos el siguiente resultado. 
Lema 5.6.3 Sea v E ~ ' ( ( 0 ,  T ) ;  'Di;;(n)) n C([O, TI; L1 (n ) )  una subsolución positiva del 
problema (5.55), entonces (u - w):dx < O ,  es decir, 
/ ( v  - w):dx < i,(u(~) - w):dx para todo t 2 O 
n 
Demostración. Del heclio que u es subsoliición obtenemos que 
ve - wn (ut - wt) - d i ~ ( I x I - ~ ~ V ( u  - w ) )  < 1~12(7+1) 
Usando (u - w)+ como función test en (5.56) obtenemos que 
Por el Teorema 2.2.2 concluimos que 
Por tanto - ( u  - w):dx 5 0. 
dt l 
DEMOSTRACI~N DEL TEOREMA 5.6.2: Sea w la única solución positiva del problema 
(5.54), como u(x ,O)  O ,  entonces w es una supersolución del problema (5.55). Tomando 
como iterante inicial u1 = u, definimos por recurrencia u,+l como la única solución del 
problema 
d i v ( l ~ l - ~ 7 v u , + ~ )  = Ix l z ( . r+l ) ,  U: un+' > 0 en R x' (0 ,  to) ,  
un+] = O sobre a R  x ( O ,  t o ) ,  (5.57) 
Por comparación e inducción probamos que la siicesión {u,} satisface: 
W = U ( O )  >u1 2 . . .>?1, ,2 . . .>0 paratodo n 
Por consiguiente obtenemos de forma sencilla que la sucesión converge a u, solución débil 
del problema (5.55). En esta situación, es suficiente probar que u $ 0 .  
Definimos w,(x, t )  = E ' - O ( ( ~  - ~ ) t ) ' - ~ r $ ,  donde E > O es una constante a elegir y 4 es 
la priniera autofuiición del Problema de Dirichlet 
- d i v ( l ~ l - ~ 7 V 4 )  = ~ i l x l - ~ ~ 4  en 0: 
4 = O  sobre 00, 
tal que Il$ll~m = 1. Entonces 
d i v ( ( ~ I - ~ ~ V w  ) - ( P + l t  + E ' - ~ ( ( I  - ~ ) t ) l - ~ ) ) 4 ,  
u, 2 O en R x ( O ,  to) ,  w, = O sobre 8 R  x (0 ,  t o )  y w,(x,O) = 0 en R 
Eligiendo E tal que w > w,, podemos probar por inducción que u ,  > w, para cualquier 
n. Por consiguiente u 2 w, > O. Not,ése que la maximalidad de u es consecuencia del 
Lema 5.6.3. En efecto, sea v otra solución del Problema (5.55), entonces por el Lema 5.6.3 
concluimos que u 5 w = u l ,  y usando un argumento de iteración, tenemos que un > u 
para todo n. Por tanto, coiiclui~iios que u > u,  lo que demuestra la maximalidad de u .  
Seas > O ,  entonces podenios probar que u ( x ,  t )  5 u ( x ,  t+s) para todo ( x ;  t )  E R x ( 0 ,  T ) ;  
por lo tanto, u es no decreciente con respecto a t  en casi todo x E 0. Tomando u como 
función test en (5.55) y iisa~ido la propiedad de crecimiento, obtenemos que 
[ V U ~ ' ~ X - ~ ~ ~ X  5 ; d ( u z ) t d x  + J ,  I V U ~ ~ I X ~ - ~ ~ ~ Z  = d ~ .  
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Por las desigualdades de Holder y Hardy-Sobolev (véase (2.17)), deducimos que para 
todo t > 0, 
i IVu(x,  t)121xl-2'dx 5 C(N , - y ) .  (5.58) 
1 2  Por tanto obtenemos la existencia de una subsucesión tr; -+ w y a E Vo:,(R) tales que 
u(. , th)  - 73 cuando tk -+ w y u( .> th) + 73 en c.t.p. de R y en Lr (R ,  J X J - ~ ~ ~ X )  para 
todo 1 5 T < 2;. Coino u es creciente en t ,  entonces tenernos la convergencia de toda la 
sucesión. 
Para completar el resultado, identificamos el límite. Sea 6 la solución del probleina 
Usando {o conio función test en (5.55) y por el hecho que u es creciente en t y satisface 
(5.58) obteiieinos que 
Por tanto u ( x ,  .) -+ E ( x )  e11 L 1 ( R )  y entonces 
Sea @ E C o ( R ) .  Usando @ como función test en (5.55) obteiiemos que 
eritoiices cuaiido t - w tenemos que 
li W ( - d i ~ ( ~ x ~ - ~ ~ ~ @ ) d x  = dx.  
De donde obteiiemos que 73 es una solución débil del problema (5.54), y por el resultado 
de unicidad para dicho problema resulta que E = w.  m 
En el caso O 5 u(x ,O)  = u0 < w obtenemos iiria monotonía adicional que nos permite 
probar el siguiente resultado. 
Lema 5.6.4 Sea u una solución del problema (5.53) con O < u(x,O) < w .  Entonces 
lim u ( x ;  t )  = w ( x )  en c.t.p. x E R 
t-m 
Demostración. Por el Lema 5.6.3, u ( x ,  t )  < w ( x )  para todo ( x ,  t )  E R x ( 0 , ~ ) .  Usando 
w ( x )  como función test en (5.53) y teniendo en cuenta que O < cu < 1 y uQw $ uwQ: 
obtenenios que 
uw uQw 
wdx 2 dx. 
Entonces 
~ u ( x ,  t )w(x )dx  2 / , u ( x ~ ~ ) w ( x ) d x  > O 
Como consecuencia u ( x , t )  + O cuando t + m. Por otro lado, O 5 u ( x ,  t )  5 w ( x ) ,  entonces 
pasando a una snbsucesión u ( x ,  t k )  -+ w l ( x )  cuando tk  + m donde wl es una solución 
del problema estacionario. Puesto que Al u(%,  t )w(x )dx  es creciente en t ,  por unicidad del 
límite tenemos que u(x ,  t )  -+ wi ( x )  cuando t + m. Por fin usando el resultado de unicidad 
para el problema elíptico concluimos que wi = w. m 
A contiiiuación, describimos una función que perniiti dar una coiidición suficiente de in- 
tegrabilidad, en el dato inicial, para obtener existencia de solución (e11 la línea de Baras- 
Goldsteiii [19]). 
Sea g(x )  Ixl-"~ donde 
Entonces si R BI ( O ) ,  g es una solución del problema 
Por tanto tenemos el siguiente resultado de existencia. 
Teorema 5.6.5 Sea u0 E L 1 ( R )  una función no negativa tal que u0 j6 O. Supongamos que 
se verifica una de las siguientes condiciones: 
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entonces el problema 
un 
ut - d i u ( 1 ~ 1 - ~ 7 V u )  = X 
1~12(7+') u 2 O e n  R x ( O , T ) ,  
u = O sobre i3R x ( O ,  T ) ,  
u(z,O) = U O ( X )  e n  R ,  
tiene una solución positiva e n  sentido débil. 
Demostración. El primer caso se sigue usando el mismo argumento que en 1191. Por 
conveniencia para el lector, hacemos un resumen de esta prueba. Sea u, la solución minimal 
del problema truncado 
Sea {p,} C C2(R. )  iinn. sucesión de funciones convexas verificando p,(O) = pL(0) = O ,  la 
cual aproxima 1 . 1 cuando E + O. Tomando p:(un)g(z)  conio función test en (5.61) y 
pasando al límite con E + O obtenemos: 
Como {u,,} forma una  sucesión creciente, usando el liecho que g > 1, obtenemos la exis- 
tencia de u(x,  t )  tal que 
d z d t  LT u ( x ' t )  dxdt < m 1212(7+1) 
Tomando f (x, t )  = + E L 1 ( R  x ( O ,  T ) )  y por un argumento de aproximación 
obtenemos el resultado deseado. 
Para demostrar los otros casos suponemos, sin pérdida de generalidad, que X = 1. 
D e h a n o s  u:(x) = T,(uo(x)). Sea un la solución niiiiimai positiva del problema 
div(1~1-~~0U,) = u:: 1x1z(7+l) 7 un 2 O en x (0, S), 
u, = O sobre a R  x (O, T), (5.62) 
Supoiigamos que y + 1 > O. Como a < al, obtenemos la existencia de P > O tal que 
Sea 4 la solución positiva del problema 
Entonces 4 E Lm(R), véase el Capitulo 2. Usando 4 como función test en (5.62),  obtenemos 
que 
Por las desigualdades de Holder y Hardy-Sobolev resulta que para todo E > 0, 
Eligiendo E coiivenientemente pequeño concluimos que 
y por el lema de Groiiwall resulta 
donde ci y c2 son coiutantes positivas dependientes sólamente de N, y y uo(x)dr. 
Así obt,enernos la existencia de una fuiición medible u 2 O tal que u,(x, t) /" u(x, t) para 
cualquier (x, t) E R x (O, S), 
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Sea fn (x ,  t )  = u'(x' t ,  , por las desigualdades de Holder y Yoiing obtenemos 1~12(7+') 
Por el Teorenia de la Convergencia Dominada concluimos que 
ue 
fa(",  t )  /I f ( G t )  = 1x12(7+1) E L ' (R  x ( 0 , ~ ) ) .  
El resultado ahora sigue aplicando los niisnios argumentos que en [26] y [lo91 
Si y + 1 5 O ,  usando T k ( u n )  como función test en (5.60), y recordando la definición de 
O k ( s )  en (5.7), obteneinos que 
g ~ ~ ( ~ , , ) d ~  + L I V T ~ ( ~ ) I ~ I ~ I - ~ ~ ~ ~  = 
Como O k ( s )  2 i T k ( s ) s ,  entonces 
e 
o k ( ~ . ) d x  + 6 ~ V T ~ ( ~ . ) I ~ X - ~ ~ ~ X  < - 2a11-a/n~1-a  (1 ek (4 . )dx )  . 




Problemas parabólicos lineales y 
cuasilineales con condiciones 
mixtas 
6.1 Introducción 
En est,e capítulo emprendemos principalmente el estudio de la no existencia y la ex- 
plosión de soluciones del siguiente probleiiia, 
un 
ut - Ap,-,u = X 
J x I P ( Y + I )  ' u > O en R x (O,T), 
B(u) = O sobre BR x ( O ,  T); (6.1) 
u(x,  O )  = ~ ( x )  si x E R, 
donde R C IRN es un dominio acotado y suave con O E a, a > p - 1, -m < 7 < y 
y recorderiios que Ap,.,(.) = di~(lxl-wJV(.)1P-~V(.)), Las coiidiciones de contorno sobre 
BR x ( O ,  T )  las definimos corno en la parte elíptica: 
Ei C 80, i = 1 ,2 ,  son subvariedades suaves de dimeiisión N - 1, 
- - 
Cr n E2 = 0, E1 U E2 = 80 y nC2 = r, la interfase, (6.3) 
es una siibvariedad siiave de dimensión N - 2. 
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Este capitiilo es por un lado, la extensión del Capitulo 5 con p = 2 y condiciones Dirich- 
let a condiciones de contorno mixtas y por otro lado, la extensión de algunos resultados 
de 161 y [52] con condiciones Dirichlet y p # 2 al caso con condiciones mixtas. 
Concretamente, el capitulo está organizado de la siguiente manera: en la Sección 6.2 
estudiamos el caso p = 2, a 2 1, qiie a su vez dividimos en tres subsecciones, según 
a = 1 y > A N , z , - , ( ~ ,  C I )  = A N , ~ , ~ ,  a = 1 y > AN,z , - , (Q,C~)  # AN,~,- ,  ó a > 1. 
Recordemos del Capitulo 3 que la constante de Hardy-Sobolev AN,p,l(R, E , )  se alcanza si 
AN,~,-,(Q, C1) < AN,~, - , .  Este hecho ha sido demostrado por M'ang-Zhu en [126] en el caso 
p = 2 y y = O por técnicas Hilbertianas, y la extensión a p > 1, -m < y < y es el 
resiiltado del Teoreina 3.5.2. Además, hemos establecido condiciones siificientes para que 
AN,~, - , (R,  E l )  se alcance. Teniendo en cuenta estos hechos suponemos en la Subsección 6.2.1 
que X > A N , ~ , ~ ( R ,  C1) = AN,~,., ,  es decir, A N , z , ~ ( R ,  E l )  no se alcanza siendo este el caso 
más sencillo, en el que las técnicas empleadas son las mismas qiie en el caso Diricldet (véase 
la Subsección 5.5.1). En la Subsección 6.2.2, suponemos que X > ilN,2,T(fi, E l )  # ilN,2,-,, 
y por t,anto, 1\N,2,7(fli E l )  se alcanza; aquí las técnicas anteriores no son válidas para el 
intervalo AN,~, - , (R,  C i )  < X 5 AN,~, - , .  En este caso, seguimos las ideas de Goldstein-Zhang 
. . 
en el articulo recient~e [77], en el que extienden el resultado de explosión de Baras-Goldstein, 
en 1191, a ecuaciones parabólicas con coeficientes variables y potencial singular, utilizando 
una extensión del método empleado por Cabré-Martel en [39]. El caso p = 2, a > 1 y 
X > O lo estiidiamos en la Subsección 6.2.3, donde obtenemos de manera inmediata la 
extensión de los resultados de la Subsección 5.5.2 a las condiciones mixtas. Obsérvese que 
no importa el hecho de si AN,~, - , (R,  C i )  se alcanza o no, porque la falta de homogeneidad 
eii el espacio, hace que el comportainiento del problema sea independiente de X > 0. 
En la Sección 6.3 estudiamos la explosión en el caso cuasilineal p > 2 y a 2 p - 1, 
qiie en función de a, la dividimos en dos siibsecciones: en la Subsección 6.3.1 tratamos el 
Problema (6.1) con p > 2, a = p - 1 y X > Anr,p,7(R, E l ) ,  donde siguiendo los argumentos 
de [52], también obtenenios iin resultado incluso más fuerte que en el caso lineal p = 2. 
Precisamente, se obtiene que incluso el problema truncado explota en tiempo finito. La 
Siibsección 6.3.2 la dedicamos a señalar cómo se obtiene la no existencia y explosión 
completa en el caso p > 2, a > p- 1 y X > O, cuya demostración sigue las ideas most,radas 
en el capitulo anterior para p = 2 y condiciones Dirichlet. Los resultados con p > 2 y datos 
Dirichlet pueden verse en [6] y la demostración para condiciones niixtas es la misma. 
La Sección 6.4, con la que se concluye la memoria, la dedicamos a demostrar algunos 
6.2. E X P L O S I ~ N  EN EL CASO p = 2, a 2 1, (y + 1) > O 173 
resultados de existencia y a señalar como otros, con datos Dirichlet, se extienden a datos 
mixtos de manera inmediata. Finalmente damos referencia de algunos m& también para 
datos Dirichlet, que en el caso mixto su extensión no es tan inmediata. 
Concretamente, en la Subsección 6.4.1, señalamos que en el caso lineal p = 2 y a = 1 
(como en el capitulo anterior para datos Dirichlet) obtenemos existencia de solución global 
eri cualquiera de las dos siguientes alternativas: 
(1) < A N , ~ . ~ ( Q , C ~ )  Y -m < Y < N;- 
ó 
(2) X > o y (y + 1) 5 o. 
Adeniás estudiamos una perturbación del Problema (6.1) con p = 2 y (y + 1) > O (para 
el que henios demostrado en la Sección 6.2 la explosión espectral instantánea y completa 
para X > A,v,2,-((Qi El)) en el que demostramos existencia global cuando añadimos un 
término de absorción, el cual hace que se "queme" la suficiente masa corno para que no haya 
m 
explosión. En la Subsección 6.4.2 señalamos que en el caso 1 < p < 2 y O < (y+l )  < ,, 
hay existencia de solución global. La deniostración es idéntica al caso Dirichlet (véase [52] 
para más detalles). Finalmente, en la Subsección 6.4.3 apuntamos algunas ideas sobre 
existencia local cuando (y + 1) 5 O y todo p > 1, basadas en el uso de una supersolución 
que sólo depende del tiempo. Para terminar; se señalan resultados relacionados con la 
existencia global y la extinción en tiempo finito cuando 1 < p < 2 en el caso Dirichl~t.; de 
hecho en [52] donde se demuestra, en particular, que para el caso a = p - 1 hay solución 
débil global para todo X E IR. Para datos mixtos es aiin desconocido. Esta es una línea de 
trabajo en progreso. 
Publicación. Los resultados de este capítulo son esencialmente el contenido del artículo 
121, en preparación. 
6.2 Explosión en el caso p = 2, a > 1, (y + 1) > O 
Consideremos el problema 
u 
ut - A Z , ~ U  = X 1x12(7+') en R x (O,T), 
B(u(x, t ) )  = O sobre ¿?R x (O, T): 
u(x,O) = q(x) si x E R. 
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En esta sección: probamos explosión para el Problema (6.4) en el caso en que X > 
AN,~, , (R,  Ci). Como vimos en el Capitulo 3 la constante A N , ~ , ~ ( Q ,  C i )  puede alcanzarse 
o no, dependiendo de si AN,z,,(Q, CI) < A N , ~ , ,  = ( N  - 2 p  + 1 1 )  ó h ~ , 2 , ~ ( R ,  CI) = 
AN,Z,-(. Por este motivo, demostramos la explosión mediante un análisis diferente en cada 
caso. 
Previaniente, necesitamos extender el Lema de Hopf parabólico al operador lineal 
Denotamos E = R x ( O ,  T ) ,  donde suponemos como siempre que R c IRN es un doniinio 
acotado y suave con O E R. Por claridad en la exposición liacemos la siguiente extensión 
del Lema de Hopf. (Véase el Teorema 6 en la pág. 174 de Protter-J4'einberger,[110]). 
Teorema 6.2.1 Sean0 < to < T y Et, = { ( x ,  t )  E Elt < to}. Supongamos que L7(u) 5 0,  
u es continuamente dzfemnciable en el punto P = (xo ,  to)  E aEh,  u ( P )  = M y u ( x ,  t )  < M 
V ( x ,  t )  E Et,. Sea B C E una bola centrada en ( 2 ,  i) con 2 # so y tangente a aE  con 
P E BB. Sea Bt, = B n Et,. Si v es un vector exterior a Et, en P: entonces 
au 
- > O en el punto P. av 
Demostración. Construimos una bola Bi centrada en P y de radio ri = i r o ,  siendo 
ro = I(xo, to) - ( 2 ,  i)I. Llamamos C' = aBl n Lil; y C" = z n  Et,. Las variedades C', C" 
y el conjunto t = to forman la Gontera de una región interior a ellos que llamamos R. 
Reduciendo el radio de B si es necesario, podenios suponer que ( O ,  t )  6 D V t  < T y 
además que u < A4 sobre C" excepto en P. Como u < M en C', tenemos las siguientes 
tres propiedades: 
1. u < M sobre C" salvo en P.  
3. Existe q > O suficientemente pequeño tal que (por compacidad) u < M - q sobre 
C' . 
Definamos la siguiente función auxiliar: 
6.2. EXPLOSIÓN EN EL CASO p = 2, a 2 1, (y + 1) > O 
entonces por un cálculo explícito, 
Además, para a siificientemente grande se concliiye que C-,(U) < O sobre R. Definamos la 
función w = u + EU, con E > O, entonces L-,(w) = C7(u) f E C ~ ( V )  en R. Por la propiedad 
3, para E > O suficientemente pequeño tenemos que w < M sobre C'. Como U = O sobre 
aD,  por 1 tenemos que w < M sobre C" excepto en P, donde w(P) = M. Por el Principio 
del Máximo en R, w lo alcanza en a R ,  y de hecho, sólamente en P .  Por tanto, 
Tomando 5 como el origen de coordenadas en nuestro sistema siendo n = &(j. - xo, f -  to) 
tenemos que 
au ou 
- = (u, -) = -2nr,e-~$ (u, n) < O. au On (6.6) 
Entonces, enlazando (6.5) y (6.6) concluimos el resultado: 
6.2.1 Explosión para a = 1, (y + 1) > O y X > AN,~,-((C?, CI )  = A N , ~ , ~  
En esta subsección suponemos que A,~,~,-,(fl, Ci) = IiN,2,7 y por lo tanto, la constante 
A N , ~ , ~ ( O ,  Cl) = A N ,  no se alcanza. Las ideas que seguiremos son siniilares a las presen- 
tadas en la Subsección 5.5.1 eii la que demostramos la explosión con datos Dirichlet. 
Teorema 6.2.2 Supongamos que X > A N , ~ , ?  Sea el dato inicial p E Li(0)  una función 
positiva. Entonces si p # O, el Problema (6.4) no tiene solución positiva en el sentido de 
entropía. 
Demostración. Supongamos que (6.4) tiene solución u(x, t), en particular, es una su- 
persoliición del Problema (5.30), por tanto, siguiendo las ideas de la deinostración del 
Teorema 5.5.1, llegamos a contradicción con la optimalidad de AN,z,-,, lo que demuestra el 
resultatlo. 
m 
Como consecuencia al igual que con datos Dirichlet, tenemos el siguiente corolario. 
Corolario 6.2.3 Sea X > A N , ~ , ~  Si y = O ,  entonces la única solución de entropía no 
negativa de (6.4) es u K O.  
Siguiendo la filosofía de los Teorenias 6.2.2 y 5.5.1 obtenemos el siguiente resultado. 
Corolario 6.2.4 Supongamos que f E L1 (R  x ( 0 , T ) )  y I,C E L1(R)  son funciones no 
negativai tales que ( f ,  I,C) # (0: 0 ) .  Entonces el problema 
no tiene sokrción de entropía positiva pam X > A N , ~  
Antes de demostrar el resultado de explosión completa, observamos que t,enemos el 
resultado análogo al Lema 5.5.10. 
L e m a  6.2.5 Sea u, la única solución positiva del problema 
Az,+, = an(x)gn(un) en R x (O,T), 
u, 2 O en R ,  B(u,) = O sobre 8 0 ,  (6.8) 
u,(O>x) = I , C ( X )  en R. 
donde a , ( ~ ) ,  g,(s) están definidas por (5.31) y (5.32). Sea y E Lm(R)  tal que y 2 O y 
y $ O.  Entonces para cualquier T > O tal que B4,(0) c R y para todo t E ( O ,  T )  resulta 
La prueba se obtiene por comparación con la solución del Problema (5.51) 
Ahora for~nulamos el resultado de explosión completa. 
Teorema  6.2.6 Sea u ,  la solución positiva del problema (6.8), entonces para todo punto 
( s o ,  to) E R x (O? T )  tenemos que lim u,(xo, tu) = m. 
n-m 
La demostración de este resultado es la misma que la del Tmrema 5.5.6. 
6.2. EXPLOSIÓN EN EL CASO p = 2, a 2 1, ( y  + 1)  > O 
6.2.2 Explosión para a = 1 y X > 1\N,2,y(f i ,  El) # AN,2,., 
Consideremos el problenia 
u 
ut - A2,.,u = X 1~12(.,+') ' u > O en R x ( O ,  T ) ,  
B ( u )  = O sobre O R x  (O,T),  (6.10) 
u(x ,O)  = U O ( X ) ,  x E R ,  
donde X > ~ N , ~ , . , ( R ,  El) # AN,2,?. En esta subsección probamos no existencia al igual 
que en la anterior, pero los métodos han de ser diferentes, puesto que antes teníamos 
AN,.,(Ri C1) = AN,.,. Este hecho hacia que las técnicas utilizadas en el Capitulo 5 fue- 
sen válidas, puesto que la no existencia de solución se basaba en la comparación con la 
coiistante de Hardy con datos Dirichlet, AN,2,.,. 
Las ideas que iitilizarnos en este nuevo caso, se basan en un artículo reciente de 
Goldsteiii-Zhang, [77], en el que usaiido uii niétodo de Cabré-Martel en (391, extienden 
los resiiltados de Baras-Goldstein, en [19], a ecuaciones parabólicas con coeficientes va- 
riables y con condiciones casi optimales sobre los potenciales singiilares (para condiciones 
Dirichlet). 
Coiicretamentc, demostramos el siguiente resiiltado de no exist,enciil. 
Teorema 6.2.7 Supongamos que ~ ( x )  es una función positiva no trivial tal que uo E 
Lm(R)  y 1 + y  > O ,  entonces el Problema (6.10) no tiene solución positiva en el sentido 
que si u es solución del Problema (6.10), tenemos u ( x ;  t )  = m para todo ( x ,  t )  E R x (O:  S ) .  
Para demostrar el Teorenia 6.2.7 iitilizareinos los siguientes leinas. En primer lugar, 
siguiendo las ideas de usadas en [97] y en [32] tenemos el siguiente lema. 
Lema 6.2.8 Denotemos d (x )  = dist (x ,OR)  y supongamos que uo(x)  es una función 
positiva tal que ug(x)d(x)  E L1(R) .  Sea h la solución positiva del problema 
A1-A2,.,h = O en R x ( O , T ) ,  
h (x ,  t )  = O sobre 8 R  X (O,T),  (6.11) 
h ( x ,  O )  = uo(x),  x E R. 
Entonces para todo t > O existen dos constantes positivas c i ( t )  y c2(t) tales que 
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Antes de demostrar este resultado, recordamos algunos detalles de la teoría de semigrupos 
que utilizaremos. Dado el problema 
wt - A2,+ = O en Cl x (O,T), 
v ( x ,  t )  = O sobre aQ x ( O ,  T ) ,  (6.13) 
v (x ,o )  = 4 (x ) ,  x E 0, 
1 2  
entonces escribiendo Au = AZ,?u si u E 'DO:i(R), toinamos H = L2(Q, I X ~ - ~ ? ~ Z )  = L?(Cl), 
el domiiiio de A está dado por D(A)  = { u  E HI A2,,u E H,ulan = O). El operador A 
satisface que: 
1. Es disipativo, en efecto, 
2. A es maximal, es decir, dada uiia función f E H, existe una función u E D(A)  tal 
que -Az,,u + u = f. 
Este último hecho es una consecuencia del Teorema de Lax-Milgram, que además da 
existencia de una única solución u. Por tanto, por el Teoreiiia de HilloYosida, dado que 
( A ,  D(A) )  es un operador maximal-disipativo en el espacio de Hilbert H, establece la 
existeiicia de una úiiica solución del Problema (6.13), que en la notación de la teoría de 
semigrupos, se denota por w(x, t )  = S ( t )4 ( x ) ,  t 2 O ,  siendo S ( t )  : H + H el seniigrupo 
asociado, que es lineal y verifica: 
(i) S(O)$ = 4, V $  E H. 
(ii) S ( t  + S ) $  = S(t )S(s)$ ,  V s ,  t > 0, q5 E H .  
(iii) La aplicación que a cada t > O le asocia S( t )$  es contiiiua de [O, m) en H .  
DEMOSTRACIÓN DEL LEMA 6.2.8: Conienzamos probando la estimación superior. Para 
ello; usando la notación anterior escribimos v ( x ,  S )  S ( s )$  la solución del Problema 
(6.13). Eiitonces tenemos h(x: t )  e S(t)uo.  Teniendo en cuenta que y + 1 > O y el Lema 
de Hopf establecido en el Teorema 6.2.1, junto con la compacidad de aR, obtenemos: 
6.2. EXPLOSIÓN EN EL CASO p = 2, CY > 1, (y + 1) > O 
Por la propiedad (ii) del semigrupo obtenemos que 
De nuevo por la propiedad (ii) resulta que 
Por otro lado: 
de donde concluimos la estimación superior. 
Ahora, demostranios la estiniación inferior eii (6.12). Sea E la solución positiva del 
problema 
1 Ct - A z , ~ E  = LJ en O x (O,% ((x,s)  = O; x E dO, (6.17) C(x,O) = 0; 2 E O, 
donde g es una función positiva y acotada que elegiremos ni& adelante. Por el Tema de 
Hopf (Teoreiiia 6.2.1) existe c(t) > O tal que C(x; t) >_ c(t)d(x) para todo x E O. Tomenios 
(l(x: S) = E(x, t - S), eutonces usando (1 conio futición test eii (6.11) obtenemos: 
Escogiendo g = X ~ ~ ~ ~ ~ , X ( t - ? p , t - ~ p ) ~  con ( t  - ip,  t - i/3) c (O,T), concluimos que 
donde R- B,(xo) x (t - $0, t - i p ) .  Por tanto, por la desigualdad de Harnack, Teoreina 
5.2.2, resulta: 
h(xo, t) > c(t)lluadll~. 
Fijemos un compacto Kl  cc O. En particular, existe 7 > O tal que dist (ICl: 80) = 7. 
Sea xo E Kl.  Entonces existe una constante C(7) > O tal que 
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Tomemos un nuevo compacto Ko, tal que Ko cc Ki cc R, con dist (Ko ,  a K l )  = 712. 
Sea w(x ,  t )  la solucióri del problema 
wt - A2,-,w = O en ( R  \ Ko) x ( O ,  t ) ,  
wlc?Q(x> S )  = wl¿3K,,(x, S )  = o (6.20) 
110 w(x,O) = = X E ( R \ K O ) ,  
C 
donde = C(q)ll t~dll l .  Como y + 1 > O ,  entonces w > O y una vez más por el Lema de 
Hopf (Teorema 6.2.1) concluimos que w(x ,  t )  > c(t)dli,(x) para todo x E R \ Ko, donde 
ahora d,yo(x) denota la mínima distancia de x a aR U aKo. En esta situación no es difícil 
ver que %$ es una supersolución para el Problema (6.20). Por tanto obtenemos: 
C 
'"("' t) w(x ,  t )  2 c ( t ) d ~ ~ ( x )  para x E 0 \ KO. c (6.21) 
Obsérvese que esta desigualdad se satiface, en particular, en R \ K l .  Finalmente, usando 
(6.19) en Ki y (6.21) en R \ K I  obtenemos la estimación inferior en (6.12) y concliiimos. 
m 
Los dos lemas sigiiientes están inspirado en las ideas de Goldstein-Zhang en [77]. 
Lema 6.2.9 Sea 
g pm121xr27dx - A l x l h + l ) d ~  
I(A) := inf (6.22) 
dECrn(n) 
*IE,=O g mZdx 
Entonces si AN,~,-,(R? C1) < A N , ~ , ~  Y X > AN,~,-,(R, C 1 )  tenemos que I(X) = -m, 
Demostración. Sea k > O y definamos 
Entonces I(X, k )  \ I(X) cuando k + m. Teniendo en cuenta que X > A N , ~ , ~ ( R ; C ) ,  
obtenemos que existen do y c(ko; A,  AN2,.,(Ri E)) tales que 
6.2. EXPLOSIÓN EN EL CASO p = 2, a 2 1, (y + 1) > O 
Denotenios $k(z) = $o(kz), entonces por la desigualdad (6.24) y con Ok = iR obtene- 
mos: 
Por tanto concluimos que 
Sea d el diánietro de R? teiiieiido en ciierita que O E 0, Clk = iCl y y + 1 > O result,a que 
para todo z E Rk se verifica lzI2(7+') < d2(7+')k-2(7+1) ,  pur tanto, 
Teniendo en cuenta que O < y + 1 < 9, tenemos dos posibilidades: 
i )  Si O 5 y entonces 
ii) Si -1 < y < 0, sea O < p < 1 tal que y = p - 1, entonces, 
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DEMOSTRACI~N DEL TEOREMA 6.2.7: Siipongamos por contradicción que el Problema 
(6.10) tiene solución positiva u ,  tal que 
lT l lr12k+1) dxdt < m. 
Etapa 1: Sea q ( x )  en las hipótesis del Lema 6.2.10, entonces existe a lo sumo un punto 
t i  E ( 0 , T )  tal que u(.:  t l )q( . )  E L 1 ( R ) .  En efecto, supongamos que no es así, es decir, 
existen t i ,  t:! con O < tl < t2 < T tales que 
u( . ,  t i)q(.) E L ' (R )  para i = 1,2. 
Por el Lema 6.2.10 resulta que log(u(x, t , ) q ( x ) )  E P ( R )  para todo p 2 1, i = 1,2. Sea 
4 E Cm@) tal que 41zi = O ,  entonces usando la Identidad de Picone, ver el Teorema 2.2.2, 
obtenemos: 
1 I v ~ I ~ I x I - ~ ' ~ ~  2 1 1 u ( x ,  t2) d r  -  / log (-) 4'dr. (6.32) t2 - ti $2 t l )  
Como 
u("t2) 
= log(u(., t 2 )q ( . ) )  - log(u(., t l ) q ( . ) )  E LP(R)  para cada p > 1,  
lag (m) 
E P(n) para todo p 2 1, en particular para p > max (9, $), 
, aplicando la desigualdad puntual 
y las desigualdades de Holder y Sobolev, tenemos que existen E > O y C = C ( E ,  t i ,  t:!, u) > O 
tales que 
- C 
entonces usando (6.32) concluiinos que para C = - 1 + € '  
- 
I ( X , E )  := inf 2 -C > -m. (6.34) 
.$€Cm(?¡) 
+1L-,=o 
Teniendo en cuenta que X > A,v,-,(R, E l ) ,  existe E > O pequeño tal que & > A,v,?(R, El) .  
De esta manera, por el Lema 6.2.9 resulta que I (X ,E)  = -m, que es una contradicción con 
(6.34). Por tanto, u( . ,  t )g( .)  E L 1 ( R )  a lo más en iin t  = t i .  Esto finaliza la primera etapa. 
E t a p a  2: Demostramos en esta etapa que dado O < t  < T ,  ha de existir O < s < t / 2  
tal que para x E R y q(x )  = c( t )d(x)  se tiene u( . , s )q( . )  E L1(R) .  En efecto, q(x )  = 
c( t )d(x)  satisface las hipótesis del Lema 6.2.10, es decir, g(x) es coiitinua y positiva en R, 
log(q(x)) E LP(R) V i ,  > 1. Además, si no existiese s E ( O ,  t /2] tal que u( . , s )q( . )  E L1(R) ,  
como U ( Z ;  t )  2 h ( x ,  t ) ,  sieiido h la soliición del problema 
- 
h t - A z 7 h  = O en R x ( . $ , t ) ,  
- 
h(x ,  S )  = O sobre aR x (S, t ) ,  (6.35) 
- 
h(x ,  4 )  = ( x , ) ,  x  E R, 
entonces por el Lema 6.2.8, para la constaiite positiva c( t )  obtenida por el Lema de Hopf 
por tanto, u ( x ,  t )  = m, 
Etapa 3: No existe O < s < t / 2  tal que q( , )u( . , s )  E L1(R) .  
En efecto, supongamos por contradicción que existe iin único punto so E ( O ,  t / 2 ] ,  tal 
que q(.)u(.,  so) E L1(R) ,  entonces 
siendo 111 la solucióii del problema 
(h i ) t  - Az,?hi = 0 en 0 x ( s t ) ,  
h 1 ( x ~ s )  = O sobre a n x  ( y , t ) ,  (6.36) 
hi ( x ,  9 )  = u ( x , % )  x E R. 
Coino antes, usando el Lema 6.2.8 teiiemos que existe una constaiite positiva c( t )  tal que 
por defiiiicióii de so, de donde concluimos que u(%,  ( t  + so)/2) = m 
E t a p a  4: Finalmente demostramos qiie u explota en todo punto. 
Aplicando la desigualdad de Harnack (Teorema 5.2.1) a h i ,  existen O < 6 << 1 y 
constantes positiva c, T tales que h l ( z , ( t  + 6 ) / 2 )  2 C h i ( x , t / 2 )  donde z E B ( x , T )  C R. 
Además C ,  T y 6 son independientes de x y z (véase [45] para más detalles). Por tanto, 
para z E B ( x ,  T )  C R tenemos: 
Denotenios por h2 la soliición del problema 
(h2)t - A ~ , ~ h z  = O en R x ( ( t  + so + 6)/2, t )  , 
h(x ,  S )  = O sobre t3R x ( ( t  + so + 6) /2 ,  t )  , (6.37) 
h ( x ,  ( t  + so + 6) /2 )  = u ( x ,  ( t  + so + 6 ) / 2 ) ,  x E R. 
Entonces se verifica: 
Finalmente, teniendo en cuenta que ( x ,  t )  es arbitrario concluimos. 
m 
Como consecuencia? tenemos el signiente resultado de explosión completa 
Teorema 6.2.11 Sea u, la Única solución del problema 
A I , ~ U ,  = Xan(x)un en R x ( O ,  S ) ,  { " .(un) = O sobe 80 x ( O ,  T ) ,  (6.38) 
u,(x,O) = u ~ ( x ) ,  x E R. 
donde X > A,v,-,(R,Ci), uo E Lm(R)  y a,(%) = min {n, h). Entonces para todo 
( x ,  t )  E R x ( O ,  S )  tenemos que u,(x, t )  + m cuando TL + m. 
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6.2.3 Explosión en el caso cu > 1 y X > O 
En esta sección consideramos el problema 
ua 
ut - Az,?u = X en R x ( O , T ) ,  lx12(7+') 
B ( u )  = O sobre a R  x ( O ,  T ) ,  (6.39) 
u(x,O) = p ( x )  si x E R. 
donde a > 1. El comportamiento del problema es ahora diferente debido a la no hoine 
geneidad en la ecuación, es decir, es independiente de A. Por tanto, mediante un reescale, 
suponemos X = 1. 
Teorema 6.2.12 Sea p 2 O con p E Lm(R)  y ~p $ O .  Entonces el Problema (6.39) no 
tiene solución positiva de entropía. Además si p = O, la única solución no negativa es 
u = O .  
La demostración sigue las mismas ideas que la del Teorema 5.5.8, el hecho es que el 
resultado es independiente de A.  Es m&, la demostración del Teorema 5.5.8 es de carácter 
local, es decir, no influyen las condiciones de contorno y por tanto se pueden repetir los 
mismos cálciilos. 
De manera inmediata se tiene el siguiente resultado. 
Corolario 6.2.13 Sean f E L1(R x ( O ,  T ) )  y u0 E L 1 ( R )  dos funciones positivas tales que 
( f , u o )  $ (0,O). Entonces el problema 
u* 
ut - d i v ( l ~ l - ~ 7 V u )  = 
1x12(7+l) + f' u 2 O en R x (O>T), 
B ( u )  = O sobre 8 R  x (O,T), (6.40) 
no tiene solución de entropía positiva. 
Lema 6.2.14 Sea u ,  la solución del problema 
d i v ( l ~ l - ~ ~ ~ u , )  = a,,(z)g,(u,) en R x (O,T), 
u ,  2 O en R ,  B (un)  = O sobre a R  x ( O ,  T )  
u,(O, x )  = ~ ( x )  en R. 
Entonces pam todo r > O tal que &,(O) C R y todo t E (0 ,T ) :  
L. un(x ,  t )dx  + co cuando n + ai 
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La demostración sigue las ideas de la prueba del Lema 5.5.10 y el Teorema 5.5.8. 
Ahora, teniendo en cuenta el Lema 6.2.14 y utilizando la desigualdad de Harnack débil 
establecida en el Teorema 5.2.2, se obtiene el resultado principal de explosión completa. 
Teorema 6.2.15 Supongamos que u ,  es la solución positiva del problema (6.41), entonces 
para cualquier (xo,  to) E R x ( 0 , T )  tenemos lim U,(ZO, to) = m. 
"-m 
6.3 Explosión en el caso p > 2, a 2 p - 1, (y + 1) > O 
En esta sección estudialnos el siguiente problema, 
un 
ut - Ap,?u = X Ix~P(Y+') ' u 2 0  en R x (O,T), 
BU = O sobre a0 x (O,T), 
u(x,O) = <p(x), x E R. 
donde supoiieinos que a > p - 1. En función del crecimiento a = p - 1 ó a > p - 1 
dividimos el estudio del problema anterior en dos subsecciones. 
6.3.1 Explosión en el caso  p > 2, a = p - 1, (7 + 1) > O y X > AN,p,T(O, El) 
El problema a estudiar en esta sección es el siguiente, 
uP-l  
ut - Ap,-(u = X Ix~P(Y+') ' u 2 0  en R x ( O , T ) ,  
B ( u )  = O sobre a R  x (O,T), (6.43) 
u ( x ,  0 )  = rp(x) si x E R. 
A lo largo de esta subsección iitilizaremos las siguientes hipótesis: 
N ( H I )  p > 2, 0 < y + 1 < -, > A N , ~ , ~ ( R ,  C1). 
P 
( H z )  <p E Lm tal que 3 p ,  6 > O con rp(x) > 6, V x  E B,(O), p ( x )  2 O 
En este caso, p > 2, se obtiene u11 resultado más fuerte que el obtenido en el caso lineal. 
Concretamente, incluso el problema con el potencial truncado explota en tiempo finito. 
De hecho para la ecuación 
ut - Ap,Yu = 0 (6.44) 
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y por cálculo directo, podemos comprobar que tenemos las soluciones de tipo Barenblatt, 
precisamente, 
donde A[ es una constante positiva arbitraria, 
Este liecho podría entenderse como una clase de velocidad de propagación finita para 
la ecuación (6.44). La dificultad es que la ecuación (6.44) con y # O no es invariante por 
traslaciones espaciales, y entonces las correspondientes fiinciones de Barenblatt trasladadas 
no son solución de la ecuación. Sin embargo, la falta de homogeneidad de la ecuación da 
la siguiente desigualdad de Harnack débil. 
L e m a  6.3.1 Sea u una solución no negativa de (6.44) en sentido débil, supongamos que 
en el punto ( xo , to )  E a x ( 0 , T )  tenemos u (xo ,  to)  > 0, entonces existe una constante 
B ( N , p ,  y )  > 1 tal que para todo O ,  T > O con 
Q4r(6) B ~ ~ ( x o )  x (to - o, to + 6 )  c n x ( O ,  T )  
se verifica, 
1 donde A, = N ( p  - 2) + p(y + 1)  = 
P(N,  p, y )  
La demostración adapta la de Di Benedetto en [61] para el caso y = O al caso de 
coeficientes variables. Para más detalles en el caso ( y  + 1)  > O véase [7]. 
\ 
Observación 6.3.2 Cuando ( y + l )  < O hay contraejemplos, ya vimos en el Ejemplo 5.1.2, 
pam p = 2, una función que no satisface la desiguladad de Harnack con ( y  + 1 )  5 O. Ese 
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mismo ejemplo es válido en este caso, en efecto, tomemos la misma función u ( x ,  t )  = tlxlP 
donde p > O.  Por cálculo directo se verifica: 
1 -1 U t  - A,,u = IxIP - tP- pP ( ( p  - 1)p + N - p(y + 1)) I ~ I ( P - ' ) P - P ( ~ + ~ )  
Entonces para p 2 2, ( y  + 1)  5 O y p > 0, existen ro, to tales que u es una supersolución 
de (6.44) en el cilindro B,(O) x ( O ,  to). Además, u(0 ,  t )  = O por tanto la desiguladad de 
Harnack débil no se venjica. Obsérvese que si 1 < p < 2 y ( y + l )  < O ,  tomando p = 9 
y t suficientemente pequeño se obtiene la misma conclusión. 
En el Capítulo 5 y Sección 6.2 hemos estudiado el Problema (6.1) en el caso p = 2 
con condiciones Dirichlet y mixtas respectivamente, donde el seiitido de solucioiies de 
entropia coincide con el sentido de la Definición 5.1.8. En el caso ciiasiliiieal, no se conoce 
un resultado de unicidad similar, por tanto, el sentido preciso en el que probaremos la no 
existencia será el de entropía, que esbablece~iios en la siguiente defiiiición. 
Definición 6.3.3 Decimos que u E 7i;P,(R x ( O ,  S ) )  si y sólo si la función tmncamiento 
T ~ ( u )  E LP ( ( O ,  S ) ;  E;:(R)), pam todo k > O. 
Definición 6.3.4 Supongamos que f y u0 son funciones medibles tales que f E L1(R x 
( O :  S ) )  y uo E L 1 ( R ) .  Decimos que una función u E C([O,  S] ;  L 1 ( R ) )  es una solución de 
entropía pam el problema 
ut - Ap,,u = f en R x ( O ,  S ) ,  
B U ( X ,  t )  = O sobre a~ x (o ,T) ,  (6.47) 
u(x,O) = U O ( X )  si x E R ,  
si U E 7i;p,(R x ( O ,  T ) )  y 
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para todo k > O y v E LP((0, T ) ;  E;:(R)) n Lm(R x (O:  T ) )  n C([O,  S];  L1(R) ) ,  para todo 
k > O tal que u1 E L P > ( ( o , T ) ;  (Eg:(R))') donde ek está dado por 
Cabe señalas que dada u E C([O,  TI;  L 1 ( R ) )  entonces 
que podeinos reescribir como 
u x  t x  - e k ( u ( x . o ) ) d z  = /'/ u.il(u)dxda. 
O R 
Definición 6.3.5 Decimos que u E C([O,T]; L1(Q))  es una solución de entropzá para el 
u" Problema (6.1) si F ( x ,  t )  E L'(R x (O:  T ) )  y verifica que es solución en sentido (x1~(7+1) 
de la Definición 6.3.4 con datos f = F y uo. 
Pasa estudiar el Problema (6.43) consideramos en primer lugar los problemas truncados: 
(%)i - A,-,u, = Al~,(x)uP,-', U ,  2 0 en f l  x ( & S ) ,  
E(%,) = O sobre 8 0  x (O,T),  (6.48) 
u,(x;0) = v(x ) ,  E n. 
donde IV,,(x) = T,  1 (lxlPh+l~) = min {n' Ixl:7i~ ) 
Observación 6.3.6 Fijado n, el Problema (6.48) tiene solución al menos para tiempos 
pequeños, dependiendo de n, A. Este hecho puede probarse utilizando una supersolución 
adecuada independiente de x (véase la Sección 6.4). 
Supongamos que buscamos soluciones del Problema (6.48) del tipo @(x, t )  = T ( t ) X ( x ) ,  
es decir, de variables separadas, pasa usarlas como siibsoluciones, por tanto, podemos 
toiiiar coridiciories Diriclilet. La ecuación en (6.48) se transfornia de la siguiente manera, 
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así pues, tomamos T(t) la solución de la ecuacióii T'(t) = p~p- ' ( t )  con dato inicial T(0) = 
A. es decir. 
Por otro lado, podeinos escoger X(x) solución del problema 
Definimos Y = a X  con = A, entonces Y verifica el problema 
Este problema satisface la hipótesis de bifurcación dada en el Capítulo 3. M& precisa- 
mente, consideremos Xl(n) el primer autovalor del problema 
eiitonces Al  (n) satisface las siguientes propiedades: 
(ii) X l  (n) es simple y aislado, 
(iii) 1411 > O, para toda aiit,ofuiición $1 asociada al primer aiitovalor Xl(n) y 
Véanse el Teorema 2.3.8 y los Lemas 2.3.9 y 2.4.9. 
El siguiente resultado es una extensión del iiiétodo desarrollado en [14] y [70] para 
y = o. 
Teorema 6.3.7 Supongamos que X > A N , ~ , ~ ( R ;  El) .  Entonces existe no tal que pam todo 
n 2 no, el Problema (6.50) tiene solución positiva acotada. 
Demostración. Teiiieiido en cuenta que (y + 1) > O, las posibles soluciones del Problema 
(6.50) están acotadas, ver el Corolario 2.2.9. Sea Y > O solución del Problema (6.50) 
entonces llYllm 2 Rn > O ,  para alguiia constante &: en caso contrario, si fuese llYllm < E 
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entonces -Ap,-,Y 5 XY(ncP-' - 1)  < O para O < c << 1, lo cual es una contradiccióri con 
el Principio del Máximo. 
Como X > AN,~,- ,(R,  El) ,  existe no tal que para cada n > no, tenemos que X > Xi(n). 
Siguieiido las mismas técnicas que en la demostración del Teorema 2.4.8, se demuestra 
que X l  (n) es el único punto de bifurcación desde infinito para el Proble~na (6.50). Es más 
existe una rama no acotada de soluciones positivas (un continuo para ser más precisos), 
que no puede bajar del nivel l l ~ ~ l l ~  = Rn,ni cruzar a la izquierda de Xi(n). Por tanto, 
existe al menos una solución positiva de (6.50) para X > A N , ~ , ~  y n 2 no. m 
Nótese que este tipo de problemas tiene la siguiente propiedad de invarianza respecto 
a dilatacioiies: sea X una solución del Problema (6.50) con R = Bi (0 ) .  Definimos 
entonces Z,(x) satisface el problema 
Además, el radio de la bola converge a cero y llZnllm 4 O para n + m. Entonces, fijados 
R, q, podemos escoger 71 de manera que 
Como consecuencia, podemos encontrar una subsolución para el Problema (6.48) 
Lema 6.3.8 Sea 11, una solución del Problema (6.48) con X > Xi(n) y ip(x) > O para 
todo x E R. Entonces existe un T > O dependiendo del dato inicial, y una subsolución $ 
vevificando u,(x, t )  2 $(x;  t )  y lim $ ( x ,  t )  = +m, V x E R. 
t / T  
Demostración. La solución u, es positiva y, por regularidad (véase [7]), la solución es 
acotada pdra tienipos pequeños. Considerainos $ ( x ,  t )  = X ( x ) T ( t ) ,  solución de variables 
Un(x' entonces separadas en el caso p = 1 y coi1 T(0) = E tal que E X ( X )  5 - 2 
Por el principio de comparación débil concluimos 
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Lema 6.3.9 Supongamos las hipótesis ( H i )  y (H2).  Entonces pam cada E > O ezisten 
T ( E )  > O y n, tales que u,, la solución minimal del Problema (6.48), verifica que Vn > nn,, 
u n ( x , t )  = +m para t > E y 1x1 < r ( ~ ) .  
Demostración. Toiiiamos ;L; tal que X > Xi(n0). Prescribimos el tiempo de explosión 
T = E y eleginios p > [(p  - Z)E]-l.  Para tal p y n > no tal que la solución reescalada 
X ,  satisface (6.53) con R = p,  7 = 6. Consideramos T ( t )  la solución de T' = pTp-' 
con T ( 0 )  = 1 y p como antes. Eiitonces &(x ,  t )  = T( t )X , (x )  explota en T = E. Por 
comparación dCbil en la bola 1x1 < la solución niinimal del Problema (6.48) 
n 
explota en To < E.  m 
Obsérvese que para obtener un tiempo prescrito de explosión pequeño, basta con tomar 
el índice n suficientemeiite grande. 
Teorema 6.3.10 Supongamos las hipótesis ( H l )  y (H2) .  Entonces el Problema (6.43) no 
tiene solución de entropía. Además, si u,(x, t )  es la solución minimal del Problerna (6.48), 
tenemos 
lim u,(x, t )  = +m, para toto ( x ,  t )  E R x (0 ,  m ) .  
n-CU 
Deiriostración. Suponemos por contradicción que existe una solución de entropía positi- 
va, ~ ( x ,  t )  para el Problema (6.43). En particular, u es supersolucióii del Probleiiia (6.48) 
para todo n .  Como consecuencia, la solución minimal u,(x, t )  verifica un(x ,  t )  < u ( x ,  t )  
y por lo tanto, u explota, al menos en el misino tiempo en que u, explota, con lo que 
concluimos. 
Teniendo en cuenta el Leiua 6.3.8, obtenemos una región E, tal que 
Y 
lim u,,(x, t )  = +m, V ( x ,  t )  E E,. 
n-m 
El siguiente paso consiste en utilizar la desigualdad de Harnack (6.46). 
Supongamos que existe un punto ( xO,  tO)  E R x ( T ( 4 ) , m )  tal que O 5 u,(xo, to) < M < 
m, llamemos 
p(xo, to)  = dist { ( x o ,  to) ,  aR x { t  = to}}  > O. 
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Entonces, si B,(xo) x {t = t i}  n E, tiene medida de dimensión N positiva para algún 
T < p(xo, to) y tl < to, consideramos el problema 
(un)t - Ap,,vn = O (x, t) E R x (O, T) 
B(u,(x, t)) = O (x, t) E a0 x (o,T) (6.54) 
v,(z,ti) = u,($, t i)  x E R. 
entonces u,(x, t) < %(x, t) y esto es una contradicción con la desigualdad de Harnack 
(6.46). Si para todo T < p(xo) y todo ti < to, IB,(xo) x {t = t i} n E-1 = O entonces 
V 6  > O podemos encontrar en un número finito de pasos un punto (s i ,  to - 6) E R x (O, to) 
tal que IB,(xo) x {t = tl)nE,( > O y obtenemos una contradicción como antes. i 
Obsérvese que este resultado es más fuerte en algún sentido, qiie el resultado de Baras- 
Goldstein (véase [19]) para la eciiación del calor. Precisamente, si p > 2, incluso la solución 
con potencial truncado explota en tiempo finito. Aliora probaremos que incluso si trun- 
camos la no linealidad completa, encontramos explosión espectral instantánea y completa. 
Concretamente, tenenios 
Teorema 6.3.11 Consideramos los problemas truncados 
y las hipótesis (Hi) y (Hz). Entonces 
lim v,(x, t) = +m para todo (x, t) E R x IRi 
n-m 
Demostración. Usando una adaptación de los argumentos del Capitulo 5 (véase (71 para 
más detalles) tenemos que si &(O) c R entonces 
Ahora por la desigualdad de Harnack y una estrategia similar a la del Teorema 6.3.10 
obte~iemos la explosión completa. i 
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6.3.2 Explosión en el caso p > 2, a > p - 1 y X > O 
En esta subsección tratamos el problenia 
ut - A~,.,u = x l u l o  ,u > O en R x (o ,T) ,  ( z I P ( . , + ~ )  
B ( u )  = O sobre dR x (O,T),  
u ( x ,  O )  = y,(s), x E R. 
con a > p - 1 y suponemos que el dato inicial satisface la hipótesis 
( H )  y, E L1(R) ,  y, 2 O y existe 6 > O tal que p > O en Bs(0) c R. 
Concretamente, señalamos algunos resultados de no existencia y explosión coinpleta. 
Teorema 6.3.12 Supongamos que p verifica ( H ) .  Entonces el Problema (6.56) no tiene 
solución positiva de entmpía. Si suponemos que y, G O ,  la única solución no negativa de 
(6.56) es u 0.  
La demostración de este teorema se obtiene de inancra análoga a la del Teorema 5.5.8 
con las inodificaciones obvias. De hecho el resultado está probado en (61 con condiciones 
Dirichlet Es más, teniendo en cuenta que todos los argiimentos son locales y por tanto las 
condiciones de contorno no influyen, se piiede repetir la misnia deniostración. 
Los mismos comentarios son aplicables al siguiente resultado. Basta repetir los mismos 
argumentos que en [G]. 
Teorema 6.3.13 Sea u ,  la solución minimal del problema 
con 9 verificando ( H ) ,  entonces pam todo (so, to) E R x ( O ,  T ) ,  se tiene 
lim u,(xo, to) = m. 
,-m 
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6.4 Algunos resultados y observaciones sobre la existencia 
de solución 
6.4.1 El caso con p = 2, cu = 1 
Sea el Problema (6.1) con p = 2 y a = 1 ,  es decir, 
u 
ut - A2,+ = X u >_ O en R x (O,T), 
1 ~ 1 2 ( 7 + 1 )  '
B(u)  = O sobre 8 0  x ( O ,  T ) ,  
u(x,O) = ( ~ ( x ) ;  x E a ,  
con yo E L2(R).  Considere~nos 
En cualquiera de los casos anteriores, se demuestran las mismas estimaciones que con 
condiciones Dirichlet y argiimeiitando de la niisma manera que en la Sección 5.3 obtenemos 
existencia de soliición global para el Probleina (6.58). Véase [52] para extensiones al caso 
cuasilineal con condiciones Dirichlet. 
A continuación, estudiamos una perturbación del problema 
u 
ut - A Z , ~ U  = X 1~12(7+') en R x ( O , T ) ,  
Bu(x,  t )  = O sobre 8 0  x ( O ,  T ) ,  (6.59) 
u(x,O) = ~ ( x )  si x E R, 
para el que, en la Sección 6.2, liemos demostrado explosión espectral instantánea y com- 
pleta (en las hipótesis ( y  + 1 )  > O y X > A,V,~,-,(R, CI)). 
Sea el problema 
u 
ut - A~,?u  = X - 1~12(7+') u u>O en R x ( O , T ) ,  
u = O sobre Cl x ( O ,  T), 
du 
- = uq-' sobre C2 x ( O ,  T ) ,  du 
u ( x 0 )  = u ( )  x E R. 
Eiitonces tenemos el siguiente resultado de existencia 
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Teorema 6.4.1 Sea R c IRN un dominio acotado con O E C!, supongamos la hipótesis 
(6.3) y consideremos el problema (6.60) con -1 < y < T > .*), 1 < q < 2. 
Entonces (6.60) tiene solución global, 
Demostración. Tomemos u, la solucióii rnininial del problema truncado 
u, = O sobre El; 
= un-' sobre E?: 
un(x,O) = (uo(x)),, x E C! 
Tomando u conio función test en (6.60) tenemos la siguiente estimación a priori: 
Por las desigualdades de Holder y Young obtenemos que 
para E > O, donde teniendo en cuenta que T > 2 N  
N - 2(y+ 1) '  el últiino término en el 
rnienibro derecho de la desigualdad (6.63) está acotado. 
Utilizando que q < 2, el Teorema de la Traza 2.3.13 y la desigualdad de Young resulta: 
Conio consecuencia, tenernos la siguiente estimación a priori, 
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donde Ci,  Cz y C3 son constantes positivas. 
Con esta estimación de energía, podemos pasar al límite en los problemas truncados, 
como en el Capitulo 5, gracias al Teorema 4.1 de Boccardo-Murat en (301, y obtenenios 
una solución global para (6.60). 
m 
Observación 6.4.2 Este último resultado establece que perturbando el Pmblema (6.59) 
con el término de absorción -ur en el segundo miembro, se quema la suficiente masa 
de manera que desaparece el fenómeno de explosión, incluso añadiendo un término de 
reacción u9 en E2 x ( O ,  S ) ,  10 cual no es muy sorprendente dado que éste es subcrítico. 
Esto da una idea de como, quitando masa por un lado y añadiéndola por otro, se puede 
demostrar existencia o explosión. En esta dirección se pretende seguir inuestigando. 
6.4.2 El caso con 1 < p < 2, (y + 1) > O 
En esta subseccióii, seíialamos el siguiente resultado de existencia para 1 < p < 2 y 
( y  + 1)  < w. 
Teorema 6.4.3 Sea rp una función positiva tal que rp E L2(R).  Supongamos que ( y  + 1) < 
p - 1 < u < v. Sea el problema 2~ ' 
u" 
ut - Ap,,u = X IxIP(Y+') u 2 0  en R x ( O : T ) :  
B u  = O sobre a R  x (O,T),  (6.64) 
U ( X , O )  = V ( X ) ,  x E n .  
Entonces el pmblema ( P )  tiene una solución global 
La demostración es idéntica al caso Dirichlet, establecido en 161. En primer lugar se o b  
tienen estiniaciones a priori, después se utiliza el Lema de Gronwall y finalmente por los 
resultados de convergencia de Boccardo-Murat en (301 se obtiene una solución global. 
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6.4.3 El caso con p general y (y  + 1) 5 O 
En esta subsección consideraiiios p > 1 y (y + 1) < O. Seaii a > 1 y ci, cz > 0. 
Supongainos que y(t) es la solución del siguiente problema 
Entonces y(t) = (d-a - ( a  - l )ci t)&, por tanto, existe to > O tal que si O < t < to 
se verifica que y(t) 2 0. Toniemos ci 2 inax{lsl-~(7+')l z E O), entonces tenemos que 
la función u(x, t) S y(t) es una supersolución del Problema (6.1) para cualquier dato 
ip E Lm(R) tal que IIipllm < cz y todo t < to .  De esta manera, usando un argumento de 
iteración, se coiicluye que el Problema (6.1) con dato inicial ip E Lm(R) tiene solución 
positiva para cualquier a > inax{l,p - l }  y valores pequeños de t. 
En [52] (con condiciones Dirichlet), se analiza en detalle bajo qué condiciones existe 
solución global, incluso muy singulares y la extinción eii tieiiipo finito en el caso 1 < p < 2. 
En particular, se demuestra que para el caso a = p- 1 hay solución débil global para todo 
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