In an open-channel, the transition of a flow from a subcritical to a supercritical state may occur as a result of a lateral inflow or outflow that produces a streamwise discharge variation. Apparently, such a transition cannot be modeled accurately by a conventional hydrostatic pressure approach. In this study, a depth-averaged model that accounts for the effects of a spatially-varied discharge and a non-hydrostatic pressure distribution was developed and applied to simulate the transcritical flow in a lateral-spillway channel and the subcritical flow in a main channel fitted with side weirs. The model results for the axial free-surface profile and variation of discharge in the main channel were compared with the results of a shallow-flow model and experimental data, thereby resulting in a closer match to the measurements than the shallow-flow model. Overall, the investigation results confirmed the efficiency and validity of the non-hydrostatic depth-averaged model in simulating the mean flow characteristics of the subcritical and transcritical free-surface flows with spatially increasing or decreasing discharges, thus demonstrating its potential to be used as a numerical tool in engineering practice.
INTRODUCTION
In essence, a steady, spatially-varied flow is a non-uniform flow in which the depth of flow, velocity and discharge vary with respect to space, but are constant with respect to time. The nature of the free-surface profile of the flow depends largely on whether the streamwise discharge is increasing or decreasing. Examples of such a type of flow with a spatially-increasing discharge include a lateral-spillway channel, highways and urban stormwater drainage channels, and effluent channels around sewage treatment tanks. A main channel with side weirs is the most common example of an open-channel flow with a spatially-decreasing discharge. Experimental investigations and theoretical analyses of spatially-varied flows with increasing or decreasing discharges have been of interest to many investigators in the field of open-channel hydromechanics. Experimental studies have been car-ried out to obtain an understanding of the salient features of an axial channel flow as well as a determination of the discharge characteristics of overflow structures (see, e.g., Hinds, 1926; Farney and Markus, 1962; Gill, 1977; Hager, 1982; Bremen and Hager, 1989; Maranzoni et al., 2017) . The conventional hydraulic approach, which forms the basis of the theoretical analysis of a spatially-varied flow, assumes that the effects of a vertical acceleration are negligible, so that the flow problem can be treated as a one-dimensional free-surface flow with a spatially-varied discharge. Nonetheless, the numerical results of this modeling approach have often been compared with experimental data in which such an assumption does not strictly remain valid. Any efforts in developing dynamic equations must therefore be based on including more vertical details in the form of the velocity and non-hydrostatic pressure distributions as well as the effects of the channel bed topography. From a practical viewpoint, an accurate open-channel flow model can provide useful information for developing design guidelines and/ or assessing the hydraulic performance of side channels and overflow structures as well as the discharge capacity of roof gutters. Hinds (1926) was probably the first to develop a dynamic equation of a spatially-varied flow with an increasing discharge using the momentum principle along with an approximation of the hydrostatic pressure. In this method, the effects of channel friction and the contribution of the lateral inflow in the streamwise momentum flux were ignored. Later, Favre (1933) applied both the energy and momentum principles, along with assumptions of a uniform velocity and hydrostatic pressure distributions, to develop dynamic equations for cases of a spatially-varied flow with increasing and decreasing discharges. Compared to the Hinds method, Favre's approach led to the inclusion of a friction term. In addition, the contributions of other investigators working in this area, notably De Marchi (1934) , Camp (1940) , Li (1955) , and Liggett (1959) , led to improvements in Hinds' original approach. In practice, however, a spatially-varied flow field is characterized by substantial vertical curvatures of the streamline and, hence, by a departure from the distribution of the hydrostatic pressure. As noted by Montes (1998) , the effects of such a streamline geometry on flow patterns must be considered for accurately treating the problem of a spatially-varied flow with curved streamlines.
In the past, higher-order approaches that could overcome the inherent limitations of approximating hydrostatic pressure have been proposed. By applying the concepts of the conservation of energy and momentum, Nakagawa (1969) systematically extended the gradually-varied flow equations of non-uniform discharges for a curved free-surface flow with a spatially-decreasing discharge due to a bottom outlet flow. His method allowed for variations of velocity and non-hydrostatic pressure across the flow depth, thereby leading to a higher-order approximation for treating the flow problem. Yen and Wenzel (1970) also developed the energy and momentum forms of spatially-varied flow equations for the case of a steady flow in an open channel with a lateral inflow or outflow. Their equations included unspecified velocity and pressure correction coefficients that made the equations not readily applicable unless the distributions of these correction coefficients were known in advance (Yen, 1971; Yen, 1973; Hager and Volkart, 1986) . Balmforth and Sarginson (1983) employed a Boussinesq approximation to analyze free-surface flows over side weirs with supercritical inflow conditions. Hager et al. (1988) applied a Boussinesq-type equation with a spatially-constant discharge to analyze free-surface flow in a lateral-spillway channel. As the method of the derivation ignored the lateral inflow, the resulting equation did not incorporate terms that accounted for the effects of a spatially-varied discharge. Similar to the Balmforth and Sarginson (1983) approach, this method is not rigorous for a spatially-varied flow situation because it contravenes the kinematic boundary condition at the free surface. Following the approach of Nakagawa (1969) , Castro-Orgaz and Hager (2011) recently presented dynamic equations for flows with spatially increasing or decreasing discharges. The scope of both studies was limited only to an analysis of the spatially-varied flows in a horizontal bed channel. This implies that the equations of Nakagawa (1969) and Castro-Orgaz and Hager (2011) are not suited for analyzing such types of flows in a channel with varying longitudinal bed topography.
Although there has been considerable progress during recent years in the development of numerical models to explore the mean flow characteristics of a spatially-varied open-channel flow, much less effort has been made in proposing a general-purpose non-hydrostatic model for systematically investigating the problems of a free-surface flow with a spatially increasing or decreasing discharge. Additionally, most of the previous numerical simulation studies were conducted using the conventional hydrostatic pressure approach (see, e.g., Gill, 1977; Hager, 1983; Kouchakzadeh et al., 2001) . It is well-known that a flow transition from a subcritical to a supercriti-cal state can be caused by a lateral inflow or outflow that produces a streamwise non-uniform discharge. This reveals that this type of flow exhibits key characteristics that resemble a two-dimensional (2D) plane flow, which makes the tools for the hydrostatic pressure approach less useful. The present study primarily aims at developing a spatially-varied flow equation that incorporates a higher-order dynamic pressure correction for the effects of the vertical curvatures of the streamline by applying the momentum principle and Boussinesq's theory. The formulation of this type of governing equation requires a specification of the kinematic boundary condition on a free surface or bed. For an open-channel flow with a spatially-increasing discharge or a lateral outflow due to a side weir, the free surface is not a streamline, but is a surface along which streamlines begin or terminate. This implies that the same governing equation can be applied to analyze flow situations with a spatially increasing or decreasing (as a result of a side-weir flow) discharge. As a part of this study, the proposed depth-averaged equation will be thoroughly examined to simulate the mean flow characteristics of 2D spatially-varied flows. In an analysis of such types of free-surface flows, a feasible approach is to ignore variations of the flow parameters in the transverse direction so that the complex problem can be treated as a 2D plane flow problem. Accordingly, the axial free-surface profile can be modeled by computing the cross-sectional average depths along the centerline of the channel. Such an approximate modeling approach permits an assessment of the effect of the streamline vertical curvatures on the free-surface profile and main-channel discharge solutions of the equations. It is also aimed at carrying out a numerical experiment so as to examine quantitatively the contributions of the non-hydrostatic terms of the governing equation by comparing its solutions for curvilinear spatially-varied flow problems with the measurements.
The outline of the paper is as follows. In the following sections, the spatially-varied discharge form of the Boussinesq-type equations is presented, and the main features of the extended computational model, namely the spatial discretization of the equations and the solution procedures for the resulting non-linear discretized equations, are outlined. The boundary conditions are also described with reference to the case studies. A brief discussion of the performance of the model for spatially-varied flow problems is presented by comparing the numerical results with the experimental data from the literature. The paper ends with a summary and discussion.
GOVERNING EQUATIONS
For a rectangular channel, Cartesian coordinates such that x is horizontally along the channel; y is vertically upward; and z is horizontally in the transverse direction, are defined, as illustrated in Fig.  1 . The momentum equation for a free-surface flow in a straight channel can be written as (Fenton and Zerihun, 2007) :
(1)
where f denotes the Darcy-Weisbach friction coefficient; Q is the discharge; A is the cross-sectional area of the flow; ρ is the density of the fluid; p is the pressure; β refers to the Boussinesq momentum coefficient; Y x (= -S 0 ) is the bed slope; P w is the wetted perimeter; β L q L U L is the contribution of an inflow or outflow of the q L volume rate per unit length with a streamwise velocity component U L (=Vcosθ); V is the local lateral inflow or outflow velocity; θ is the lateral inflow or outflow angle; and t is the time. It is important to note that q L is positive for a lateral inflow and is negative for a lateral outflow.
The approximate treatment of the effects of the vertical acceleration of the flow requires a pre-defined distribution of centrifugal term across the flow depth. Using different distribution shapes, Zerihun (2004) , Zerihun and Fenton (2006) , and Fenton and Zerihun (2007) applied this modeling approach to analyze flows with spatially-constant discharges. Herein, the continuity equation, along with a pre-assumed horizontal velocity distribution, is employed to account for the effects of the dynamic pressure and spatially-varied discharges. For a 2D open-channel flow, the continuity equation reads as
where u and v are the velocity components in the horizontal and vertical directions, respectively. Using the lowest-order approximation, the horizontal velocity in a vertical section is given by its depth-averaged value as
where q is the discharge per unit width, and H is the depth of flow. Such an approximation is not uncommon in open-channel flow modeling. As noted by Hager (1982) for side-channel flows, the effect of a horizontal velocity variation in a vertical direction is insignificant compared to its distribution effect in the transverse direction.
Since the inflow or outflow takes place along the free surface at a constant or non-uniform rate, this surface is not a streamline, but is a surface along which the streamlines begin or terminate. Substituting Eq. (3) into Eq. (2) and vertically integrating the resulting expression from the bed to an arbitrary point y, the equation for the vertical velocity distribution can be obtained after employing the kinematic boundary condition, v b = Y x u, at the bed of the channel, i.e.,
where q x is the inflow or outflow discharge per unit length per unit width; v b is the vertical velocity at the channel bed; Y is the channel bed elevation; η is the mean elevation of the free surface; and ξ is a dimensionless vertical height. Compared to earlier approaches (e.g., Zerihun and Fenton, 2006; Fenton and Zerihun, 2007) , Eq. (4) implicitly incorporates the effects of a spatially-varied discharge in the distribution of the vertical velocity.
For a steady, curvilinear free-surface flow ( 0 / = ∂ ∂ t v ), the pressure distribution at a vertical section can be deduced from the integration of Euler's equation as follows (White, 2011) :
where G y (=g) is the body force per unit mass, and ∂p / ∂y is the pressure gradient in the vertical direction. By multiplying both sides of Eq. (6) by y ∂ , integrating vertically between an arbitrary point y and the free surface η, and applying the dynamic boundary condition (p(η) = 0), one can obtain (7) Differentiating Eq. (4) with respect to x and then substituting the resulting expression into Eq. (7) results in the pressure distribution equation for flow in a rectangular channel as follows: (8) The right-hand side (RHS) of the above equation consists of the hydrostatic and dynamic pressure terms, and the change in pressure as a result of the spatially-varied discharge. The last three terms make the above equation completely different from the pressure equations of Zerihun and Fenton (2006) and Fenton and Zerihun (2007) . For a gradually-varied flow in a mild-slope channel with a spatially-varied discharge (H xx = Y xx = H x Y x ̴ = 0), Eq. (8) simplifies to a lower-order form of a pressure distribution equation for a non-uniform discharge, i.e.,
In the case of an open-channel flow with a spatially-constant discharge (q x = q xx = 0), Eq. (9) reduces to a well-known hydrostatic pressure equation. Setting ξ equal to zero in Eq. (8) yields the following equation to predict the bed pressure:
where p b is the bed pressure. In the above equations, the subscript x denotes a partial differentiation with respect to the streamwise horizontal axis.
The pressure gradient term in Eq. (1) is evaluated by differentiating Eq. (8) with respect to x and then integrating the result with respect to y over the depth. Substituting the integrated expression into Eq. (1) and re-arranging the terms gives the following equation for a steady, spatially-varied flow in a rectangular channel after some manipulation using the relationships ∂A/ ∂t = B∂H / ∂t = 0 and q L /B = q x :
(11)
Fig. 1 Definition sketch for a spatially-varied flow with an increasing discharge
where B is the width of the channel. The eighth term on the left-hand side of this equation, i.e., (2βq / H − β L U L ), depends on the magnitudes of the change in momentum of the main flow and of the momentum of the inflow or outflow. In the case of spatially-varied flow problems, where the lateral inflow enters in the direction normal to the longitudinal axis of the side channel, the contribution of the inflow momentum flux is nil.
Equation (11) is a depth-averaged Boussinesq-type equation for steady, 2D spatially-varied flows with increasing discharges or a lateral outflow due to a side weir. It incorporates spatially-varied discharge terms, which come from a modified vertical velocity profile for fully satisfying the kinematic boundary conditions. Contrary to this, the flow equations of Zerihun and Fenton (2006) and Fenton and Zerihun (2007) do not include these terms and are valid only for flows with spatially-constant discharges. In the case of hydrostatic free-surface flows with spatially-varied discharges, the free-surface streamline and bed curvatures terms vanish. Under this flow condition, Eq. (11) reduces to a shallow-flow equation (Chow, 1959) 
Equations (11) and (12) will be used in this study for analyzing spatially-varied open-channel flows with considerable streamline vertical curvatures. As described above, Eq. (11) is capable of analyzing the transition of a flow from a subcritical to a supercritical state, which is caused by streamline vertical curvatures as well as by a lateral inflow or outflow. It is applicable to flow problems with moderately sloped and curved streamlines. For the case of spatially-varied flows in steep-slope channels, flow models that incorporate the effects of a hydraulically steep slope might be extended and used (e.g., Berger, 1992; Steffler and Jin, 1993; Zerihun, 2016; Darvishi et al., 2017) . The numerical solutions of the two equations will be compared with the measurements in order to assess quantitatively the contributions of the non-hydrostatic terms of the governing equation of the present study. Eqs. (11) and (12) will be referred to hereafter as the non-hydrostatic flow (NHF) model and the shallow-flow (SF) model, respectively.
NUMERICAL SOLUTION PROCEDURE
To examine the applicability of the proposed non-hydrostatic depth-averaged model to open-channel flows with a spatially-varied discharge, numerical solutions were obtained for such types of flow problems using an implicit finite-difference scheme; the results were compared with the experimental data. In the numerical method, the spatial derivatives of the bed topography were evaluated analytically from the known bed profile equations. As the flow depth at node j in Eq. (11) was unknown, its spatial derivatives were computed numerically by using the following finite-difference equations (Bickley, 1941) :
where H x, j , H xx,j and H xxx,j are the first, second and third derivatives, respectively, which were evaluated at node j; and Δx is the size of the step. In order to minimize numerical errors due to spatial discretization, the size of the step was kept between 0.6% and 2% of the horizontal length of the computational domain. For computational nodes near the outflow section, these derivative terms were estimated with three-point backward finite differences. Eqs. (13)-(15) were substituted using Eq. (11) for each computational node, which resulted in a system of non-linear implicit algebraic equations. This system of equations, together with the specified boundary conditions, was simultaneously solved using an iterative method, which proceeded from an assumed initial free-surface position. The non-linear algebraic equations were linearized by using the Newton-Raphson method with a numerical Jacobian matrix. The convergence of the numerical solutions was assessed on the basis of the relative change in the solution criterion with a convergence tolerance of 10 -6 .
NUMERICAL SIMULATIONS AND DISCUSSION
A discussion of the simulation results for free-surface flow problems with spatially increasing and decreasing discharges is presented in this section. In both cases, the mean flow characteristics of the spatially-varied flows in the receiving or main channels were analyzed using the proposed model. In this model, the flow resistance was estimated by using the Darcy-Weisbach equation with an explicit form of the Colebrook-White formula (Zigrang and Sylvester, 1982) for the friction factor. Because its value depends solely on the Reynolds number, the computed friction factor varied along the computational nodes. The procedure applied has basically been developed for a free-surface flow with a spatially-constant discharge and is assumed to provide a reasonable approximation for the friction factor of a flow with a spatially-varied discharge. In addition, because of its complexity in terms of a general specification, the value of the momentum correction coefficient was taken as a unity.
In the present study, the elevations of the initial free-surface profile were estimated by linearly interpolating the boundary values at the inflow and outflow sections. Also, all the computational results were presented graphically and expressed in non-dimensional forms such as L x / , L / η and 1 / Q Q , where L is the length of the lateral inflow or outflow zone; and 1 Q is the discharge in the main channel just upstream of the side weir. It is worth noting that the selected experimental data for model validations is free of surface tension and viscosity effects.
Side-channel flows with a spatially-increasing discharge

Transcritical spatially-varied flows
The preceding numerical model was applied to analyze a spatially-varied flow in a lateral-spillway channel. The dynamic features of the free-surface flow in such a channel are governed not only by the conditions of the lateral inflow from the spillway but also by the characteristics of the axial channel flow. As described by Hager (2010) , spiral currents of one or two vortex cells may be superposed on the main forward flows depending on the level of the tailwater and the lateral-inflow conditions. In the modeling of this type of open-channel flow problem, the usual computational approach is to solve the problem as a 2D flow problem on a vertical plane by considering the mean flow patterns. Accordingly, the free-surface profile simulation can be performed by computing the cross-sectional average depths along the centerline of the side channel.
The experimental data of Sassoli (1959) for a side-channel flow was invoked to verify the computational results of the NHF model. He conducted a series of experiments in the rectangular, prismatic side channels of a considerable bed slope. The crest length of the side-channel spillway was 2.50 m, and the bed slope of the receiving channel varied from 5% to 15%. No flow was entered at the upstream end, and the inflow to the channel was introduced vertically at a uniform rate. A nearly horizontal free-surface profile was maintained in the transverse direction by a grid structure inserted in the test channels. Under the conditions of the experiment, air entrainment in the side-channel flow was absent.
For spatially-varied flows with a uniform lateral-inflow rate, the discharge increases linearly as
at the upstream end of the lateral-inflow zone (see Fig. 2 ). Since the lateral inflow entered the receiving channel perpendicular to its longitudinal axis, the streamwise momentum flux due to the lateral inflow was zero. For a no-flow boundary condition at the upstream end, Eq. (11) resulted in a horizontal free surface (
). Additionally, an experimentally determined flow depth at this extreme end and a normal depth at the downstream end, which was computed using the uniform-flow equation, were specified as the boundary conditions. Fig. 3 shows the simulation results for a transcritical flow problem with a spatially-varied discharge. As shown in this figure, the NHF model results correlated well with the experimental data of Sassoli, with a mean relative error of less than 3%. As expected, the effect of channel bed slope is insignificant even for a bed slope of 15% or 8.5º (cos 2 8.5º = 0.98 = 1.0). Similar investigation results were obtained for curvilinear flows with spatially-constant discharges in moderately sloping channels (see, e.g., Zerihun, 2004) . For this spatially-varied flow problem with a non-hydrostatic pressure distribution, the flow transition from a subcritical to a supercritical state was accurately simulated by the NHF model.
Subcritical spatially-varied flows
The proposed NHF model was further investigated by simulating subcritical spatially-varied flows, and the numerical results were compared with the computational results of the SF model and experimental data of Gill (1977) . The Gill (1977) experiments were performed in a rectangular-shaped tilting flume 76.2 mm wide, 250 mm deep, and 5.0 m long. He used a perforated Perspex pipe to discharge the water uniformly along its length into the receiving channel with an upstream dead-end. A tailgate at the downstream end of the channel was used to regulate the depth of the flow within the channel. Similar boundary conditions as in the previous test case were imposed for the solutions of the NHF model, whereas the SF model was solved subject only to a downstream boundary condition. As shown in Fig. 4 , the computed free-surface profiles agreed reasonably well with the experimental data. Some discrepancies between the results of the two models and the experimental data can be seen in Fig. 4b . The models underestimated the elevations of the free-surface profile, especially near the outflow section (0.5 < x/L < 0.95). For this weakly non-hydrostatic flow problem, the overall quality of the results of the NHF model was marginally better than the results of the SF model. The maximum mean relative errors for the NHF and SF models were only 2.6% and 3.5%, respectively.
Free-surface flows with a spatially-decreasing discharge
As described before, the flow in a channel with the withdrawal of the flow through a side weir is a typical case of a spatially-varied flow with a decreasing discharge. In the vicinity of the side weir, the flow patterns in the main channel tend to be complex and three-dimensional (3D). Depending on the magnitude of the approach flow Froude number, separation of the flow may occur along the opposite side of the channel near the downstream end of the weir. Such a chal-lenging flow phenomenon is treated herein by assuming that the flow conditions are gradually varied in the streamwise direction. Hence, the spatially-varied flow problem can be approximately solved by a non-hydrostatic approach in which the transverse variations of the free-surface profile and velocity distribution are ignored.
Discharge coefficients
The computation of a discharge over a side weir becomes more complicated as the flow velocity through the side weir is at an oblique angle rather than at right angles to the crest axis, as in the case of a transverse weir flow. By assuming a constant specific energy across a weir, however, De Marchi (1934) proposed the following discharge equation for a rectangular side weir:
where C D is the discharge coefficient; H w is the height of the weir;
and Q x is the discharge per unit length along the side weir. Fig. 5 illustrates a schematic diagram for side-weir flow problems with subcritical flow conditions. It has been shown by several studies (Ranga Raju et al., 1979; Borghei et al., 1999; Paris et al., 2012) that the assumption of a constant specific energy is acceptable for subcritical flow conditions. A dimensional analysis demonstrates that C D is a function of the following parameters provided that the scale effects are excluded:
where L w is the length of the side weir; H 1 is the depth of the flow at the upstream end of the side weir; and F 1 is the Froude number of the approaching flow. It was reported by Borghei et al. (1999) that the effect of a channel bed slope on C D is negligible for subcritical flow conditions. For modeling the mean flow characteristics of a spatially-varied flow in a main channel, an appropriate expression for the side-weir discharge coefficient is developed here.
To include the effects of all the parameters given by Eq. (17), the following discharge coefficient equation is proposed:
where 6 1 k k − are unknown constants. These constants are determined from the experimental data using a data modeling technique. Differentiating Eq. (16) with respect to x and ignoring the contribution of the dC D /dx term, which is very small compared to the other terms, gives
where H w,x is the slope of the crest of the weir.
In the present study, a simple optimization method was employed to determine the above unknown constants with the experimental data of Emiroglu et al. (2011) and Novak et al. (2013) . Both experiments were conducted in rectangular cross-section channels to explore the discharge characteristics of rectangular side weirs under free-flow conditions. For the selected experimental data, values of the various parameters range in such a way that: Vol. 27, 2019, No. 3, 1 -11 The computed discharge based on Eq. (20) was also compared with the experimental data of Carballada (1979) and the results of the previous empirical equations proposed by Frazer (1957 ), Ranga Raju et al. (1979 , Singh et al. (1994) , and Borghei et al. (1999) . Carballada (1979) conducted a series of experiments for the flows over side weirs using a rectangular test flume. The flume was 254 mm wide and 432 mm deep. Rectangular side weirs of different heights and lengths were tested for the various inflow discharges. As shown in Fig. 7 , the agreement between the results of the present method and the experimental data was relatively close, with a mean relative error of 4%. For the higher discharges, the results from the equations of Ranga Raju et al. (1979) and Singh et al. (1994) fell out of the region of ±10%.
Results of the numerical model
The results of the NHF and SF models were compared with the experimental data of Hager (1982) for subcritical side-weir flows. The experiments were conducted in a rectangular cross-section channel with a width of 30 cm and a length of 570 cm. The bed slope of the main channel varied between − 0.5% and 2%. Rectangular side weirs having a lateral opening length of 100 cm and different heights were tested for various inflow discharges. The free-surface profile and main-channel discharge measurements of the selected runs were used to validate the numerical models.
For the solutions of the NHF model, the depths of the flow at the two extreme ends of the computational domain were specified as the boundary conditions. At the upstream end, the free-surface slope was computed from the specified flow depth using the gradually-varied flow equation. In addition, the lateral-outflow angle for the side-weir flow was estimated with the equation proposed by Hager (1987) . Identical boundary conditions as in the previous test case were used for the SF model. Fig. 8 compares the computed free-surface and main-channel discharge profiles with the experimental data. The validation results showed a good correlation between the results of the NHF model and the experimental data throughout the computational domain for the centerline free-surface profile along the main channel. The results of the SF model near the upstream edge of the side weir slightly departed from the measurements due to the curvature of the local streamline. A minor discrepancy between the predicted and measured values of the main-channel discharge was observed in the flow region near the downstream end of the side weir (x / L > 0.7). This discrepancy is attributed to the 3D characteristics of the flow in this region, which cannot be accurately portrayed by these models. In general, the overall quality of the numerical solutions for the main-channel discharge was satisfactory, with mean relative errors of less than 4% for both models.
The performance of the two models was further examined by modeling a quasi-hydrostatic flow problem, and the results were validated using the experimental data of Emiroglu et al. (2011) . As can be seen from Fig. 9 , the results of both models for the free-surface profile showed good agreement with the experimental data, and no substantial differences can be seen between the results of the two models for this nearly hydrostatic flow situation. At the upstream and downstream ends of the lateral-outflow zone, the SF model gave results with a continuous free-surface slope. As expected, the effect of a non-hydrostatic pressure distribution is not quite so significant for these flow problems with subcritical flow conditions in the side-weir region.
The free-surface and main-channel discharge profiles of the preceding spatially-varied flow problems were predicted reasonably well by the proposed non-hydrostatic depth-averaged model. For these problems, the curvilinearity of the streamlines is not so pronounced compared to the 2D structure of the flow over bottom intake racks (see, e.g., Mostkow, 1957; Nakagawa, 1969) . The results of the analysis revealed that this type of model is suitable for analyzing curvilinear flow problems with a lateral flow into or leaving (due to a side weir) a moderately sloping channel. It is also apparent that the flow depth at the upstream end of the weir is an important parameter for a side-weir flow study related to discharge characteristics. The computational results of the free-surface profile (see Figs. 8 and 9) confirmed that this parameter may be predicted with a reasonable degree of accuracy by excluding the non-hydrostatic terms from the NHF model. In other words, it is sufficient to apply the SF model for analyzing the problem of a side-weir flow with subcritical flow conditions.
SUMMARY AND CONCLUSIONS
Herein, a simple method, which utilizes the Boussinesq theory, was applied to develop a depth-averaged spatially-varied flow model for analyzing the mean flow characteristics of a free-surface flow with a spatially increasing or decreasing discharge. The model takes into account the effects of a spatially-varied discharge and a non-hydrostatic pressure distribution and overcomes the accuracy problem of the shallow-flow model when simulating a spatially-varied flow with strong curvilinear effects. The proposed model was solved using an implicit finite-difference scheme and then used to simulate the transcritical flow in a lateral-spillway channel and the subcritical flow in a main channel fitted with side weirs. The computational results for the steady-state flows were compared with the results of the shallow-flow model and the experimental data from the literature.
For transcritical spatially-varied flow problems, the proposed model accurately simulated the flow transition from a subcritical to a supercritical state. Additionally, it correctly emulated the free-surface profiles of a subcritical flow problem with a spatially-increasing discharge. For this weakly-curved flow problem, the overall quality of the results of the non-hydrostatic model was marginally better than the results of the shallow-flow model. As a part of the investigation, an empirical discharge coefficient equation for a subcritical side-weir flow was proposed by analyzing the experimental data using an optimization method. The analysis results attested that the empirical equation was capable of predicting the side-weir discharge under free-flow conditions accurately, with a mean relative error of 4%. In the case of a spatially-varied flow with a decreasing discharge, the numerical results of both models for the free-surface profile and main-channel discharge distribution were favorable compared with the experimental data. A minor discrepancy between the predicted and measured values of the main-channel discharge was observed in the flow region near the downstream end of the side weir (x / L > 0.7). This discrepancy is attributed to the 3D characteristics of the flow in this region, which cannot be portrayed accurately by these models. Furthermore, the results of the investigation confirmed that it was adequate to apply the shallow-flow model for analyzing the problem of a subcritical side-weir flow with a nearly hydrostatic flow situation. The numerical model described in the present study is a promising tool for solving real-life problems related to the design of a main or receiving channel and the analysis of spatially-varied flow processes in a prismatic open channel that conveys surface runoff. 
