We study a monodromy representation on the space spanned by the integrals over several chains, which are related with Lauricella's system of differential equations E D and the Jordan-Pochhammer differential equation E JP . As an application, we give a necessary and sufficient condition for the irreducibility of E D and of E JP .
Introduction
A systematic study of special functions of hypergeometric type using integrals of multivalued functions is initiated by Aomoto [A1, A2] , and has been developed as an application of the twisted de Rham theory [MY, Y] .
In this article, we study a monodromy representation on the space spanned by the integrals over several chains, which are related with Lauricella's system of differential equations E D and the Jordan-Pochhammer differential equation E JP .
Lauricella's hypergeometric function is the analytic continuation of Lauricella's hypergeometric series where θ i = x i ∂/∂x i and (x 1 , . . . , x n ) ∈ C n \S ⊂ (P 1 ) n for
The rank of E D is n + 1. The function F D has an integral representation in the form
where Re(γ − α) > 0 and Re(α) > 0. See also [L] .
The Jordan-Pochhammer differential equation E JP on the space C\{a 1 , . . . , a n+1 } ⊂ P 1 is
where
(x) for k = 1, . . . , n + 1,
The rank of E JP is n + 1. The equation E JP has a solution in the form
where a n+2 = x and C a suitable chain.
In this paper, we consider the integrals in the form ∫
where C is a suitable chain, and we call (0.1) a hypergeometric integral.
In Section 1, we prove that some special cases of the hypergeometric integrals satisfy Lauricella's system E D and the Jordan-Pochhammer equation E JP . A crucial point is that we should consider chains which are not necessarily cycles. In Section 2, we construct a monodromy representation on the space V spanned by the hypergeometric integrals. Finally, in Section 3, as applications, we obtain a necessary and sufficient condition for the irreducibility of Lauricella's system E D and that of the Jordan-Pochhammer equation E JP . Here the irreducibility of the differential equation is defined as that of the monodromy representation on the solution space of the equation. As for the Lauricella system E D , a pioneering work by Terada [T] gives the same condition for the irreducibility, although it has a lack of the calculation on the constant factor in the Wronskian formula. As for the Jordan-Pochhammer equation E JP , a pioneering work by Misaki [Mi] gives the same condition for the irreducibility. The present work gives another approach to the problem of determining the condition for the irreducibility.
Other than the irreducibility condition, a concrete realization of the monodromy representation in each of reducible cases and a list of finite groups arising from the reducible monodromy representations are given in [MS1] in the case n = 1 and in [MS2] in the case n = 2. We note that the function F D reduces to the Gauss hypergeometric function 2 F 1 when n = 1 and to Appell's hypergeometric function F 1 when n = 2. We refer the reader [DM, P, S, TB] for related works.
In this paper,the symbols
and : a sufficiently small positive number are frequently used.
Hypergeometric integrals
Let z 0 , . . . , z n+1 be distinct points in C, and U (t) a function
Let λ ∞ , which corresponds to the exponent at ∞, be
In the case all the points z 0 , . . . , z n+1 are real points, for an interval
where j = ± is so determined that each j (t − z j ) is positive and the argument of each factor is zero on D. For instance, when
The function U p (t) for p ∈ T R is defined similarly. For example, when
In what follows in this section, we fix z 0 < z 1 < . . . < z n+1 and denote the point ∞ by z n+2 = z −1 .
In the case
, which has a natural orientation, associated with the function U (t) is defined to be
where the arguments of t − z k−1 and z k − t take values from 0 to 2π on S(z k−1 + ) and on S(z k − ), respectively. This corresponds to realizing the finite part of a divergent integral in the sense of Hadamard. See [MY] .
In the case λ k ∈ Z <0 , we consider the integral ∫
We will show in the next subsection that these integrals give solutions of E D and E JP .
Lauricella's differential equations E D
To get solutions of Lauricella's differential equations E D , we set z 0 = 0 and z n+1 = 1 in U (t) :
We show that the integrals of U (t) over several kinds of chains which are not necessarily cycles satisfy the differential equations
The system of differential equations (1.3) and (1.4) is equivalent to the system E D under the relations
and z j = x j for 1 ≤ j ≤ n. We remark that the equations (1.4) follow from the set of equations (1.3) when λ n+1 = 0.
Proof. We have ∂ ∂t
Here we have used the equality
to expand the first term in the third line. Similarly,
are used to expand the second term and the third term, respectively, in the third line. Hence, by using the equalities
we obtain
which leads to
Therefore, we have the result.
In what follows, we fix i. Lemma 1.1 implies that the function
Thus we need a more detailed discussion to include such an integral as a solution of (E D ) i .
Proof. We prove the assertion by dividing the case into several subcases according as (1) λ i = 0, 1, (2) λ i = 1, and (3) λ i = 0, separately.
(1-a) In the case λ i = 0, 1 and
Recall that
( 1.6) On the other hand, two equalities ∫
Hence combination of (1.6) and (1.7) implies that
(1-b) In the case λ i = 0, 1 with λ k = 0 and λ k+1 = 0. The argument is similar to the previous one. Since
On the other hand, we have
Hence combination of (1.8) and (1.9) implies that 
(1.10)
Therefore, combination of (1.10) and (1.11) implies that
and hence ∫
Therefore, combination of (1.12) and (1.13) implies that
The case λ i = 1 with λ k+1 = 0 (hence k + 1 = i) and λ k = 0 follows from the argument in the previous case (2-b) by changing the roles of k and k + 1.
(1.14)
On the other hand, we have ∫
Hence (1.14) and (1.15) imply that 
and hence
We show only that
dt is similarly treated and the cases
and thus
This is nothing but (1.16). It completes the proof.
At this stage, we have obtained the solution of the equation (E D ) i without any condition for the parameters, and hence the solutions of the system (1.3). Next, we consider the solution of the equation (E D ) ij :
Proof. After fixing i, j (1 ≤ i = j ≤ n), we give a proof by dividing it into several steps.
(a) The identity [
implies the assertion (1) under the condition λ i , λ j = 0 and also the assertion (2).
. This is what we need.
(c) In the case λ i = 0 and λ j = 0, the equation (E D ) ij reduces to
On the other hand, if k = i, we have
which implies that ∫ reg(z k ,z k+1 ) U (t) dt satisfies (1.17). If k + 1 = i, the same argument implies the result; and if k, k + 1 = i, the result holds because
By combining Lemmas 1.1, 1.2 and 1.3, we can conclude the following.
Proposition 1.4. (1) For any
k (−1 ≤ k ≤ n+1), if λ k , λ k+1 / ∈ Z <0 , ∫ reg(z k ,z k+1 ) U (t) dt satisfies the system of differential equations (E D ). (2) For any k (0 ≤ k ≤ n + 2), if λ k ∈ Z <0 , ∫ S(z k + ) U (t) dt satisfies the system of differential equations (E D ).
The Jordan-Pochhammer equation E JP
Next we consider the case of the Jordan-Pochhammer equation E JP . We set 1 , a 2 , . . . , a n+1 , x) , λ j = ρ j+1 for 0 ≤ j ≤ n + 1, and hence
Proof. We have

∂ ∂t
Here we have used
Moreover, by using the equality
we have
This implies the result.
Lemma 1.5 implies that the function
, and that the function
However, under the condition λ n+1 = l for some l satisfying 0 ≤ l ≤ n, Lemma 1.5 does not imply anything, for instance, whether ∫ reg(zn,z z+1 ) U (t) dt with λ n / ∈ Z <0 satisfies E JP or not. Thus we need a more detailed discussion to include such an integral as a solution of E JP .
Recall that λ j = ρ j+1 for 0 ≤ j ≤ n + 1 and (z 0 , z 1 , . . . , z n , z n+1 ) = (a 1 , a 2 , . . . , a n+1 , x) .
Proof. We prove the assertion by dividing it into several cases.
(1) In the case ρ n+2 = n. Since ∂ n+1 x U (t) = 0, we have
On the other hand, it is seen that ∫
Hence it is shown that ∫ reg(a n+1 ,x) U (t) dt satisfies E JP . (2) In the case ρ n+2 = 0, 1, . . . , n − 1. Set ρ n+2 = s. We have
On the other hand, the equality (1.18) is derived by induction on n − s. Actually, for G = ∏ 1≤j≤n+1 (x − a j ) ρ j , we have q 0 (x)∂ x G = −q 1 (x)G and hence (q 0 (x)∂ x + q 1 (x))G = 0, which is the n − s = 1 case of (1.18). Moreover, derivation of (1.18) by using the equality
leads to the case n − s + 1 of (1.18). This completes the proof.
Combining Lemmas 1.5 and 1.6, we have the following.
Monodromy representations
Hypergeometric integrals with variable (z 0 , . . . , z n+1 ) in the form (1.1) and (1.2) are defined on C n+2 \S ⊂ (P 1 ) n+2 , where S = ∪ 0≤i<j≤n+1 {z i = z j }. We study a monodromy representation
given by 
Fix a base point
. The symbol γ k, {j,..., k−1} for 0 ≤ j < k ≤ n + 1 designates the path that corresponds to the moving of the k-th coordinate z k depicted in Figure 3 . The symbol γ k, {k+1,..., j} for 0 ≤ k < j ≤ n + 1 is defined similarly, as is depicted in Figure 4 . Then, the paths γ k, {j,..., k−1} for 0 ≤ j < k ≤ n + 1 and γ k, {k+1,..., j} for 0 ≤ k < j ≤ n + 1 give a set of generators of the fundamental group π 1 (z 0 , C n+2 \S) with a base point z 0 . After fixing the base point z 0 , we assign the argument of each factor of the integrand U (t) at the base point z 0 .
Here and in what follows, to express the function ∫ C U (t) dt, we write only C for brevity. Hence, in the case
(1) The action of γ k,{j,...,k−1} for 0 ≤ j < k ≤ n + 1 (see Figure 3) is given by
3)
6)
7) Figure 4) is given by
. . .
Here, the vertical arrow in the picture indicates the point at which the argument of each factor of the integrand is fixed to be zero. Similar argument leads to (2).
To prove the irreducibility in the next section, we use only the formulas for γ n+1,{j,...,n} . Thus they are restated in the following corollary for our convenience.
, the action of γ n+1,{j,...,n} for 0 ≤ j ≤ n−1 is described as
(2.15)
17)
Here (2.15) is omitted if j = 0 or 1, and (2.16) if j = 0. In order to consider the irreducibility of the monodromy representation, we need to show the linear independence of I k 's.
Lemma 2.3. Suppose that
. Then the integrals
. , I n+1
for some constants c 1 , c 2 , . . . , c n+1 . Since the left-hand side of (2.19) is analytic relative to λ 0 except at negative integers, the identity holds also with λ 0 replaced by λ 0 + i for i = 1, 2, . . . , n. Thus we have
This implies c 1 = c 2 = · · · = c n+1 = 0 because of Lemma 2.4 below. 20) where I k = reg (z k−1 , z k ) and each argument of z j − z i for 0 ≤ i < j ≤ n + 1 is assigned to be zero.
Proof. By definition, when Re(λ 0 ), Re(λ 1 ), . . . , Re(λ n+1 ) > −1, the determinant of the left-hand side of (2.20) is ∫
which turns out to be ∏
with the standard orientation. Here we use the relations
The formulas (2.15-16) and (2.18) imply
By use of the equality − A B + AC BC = ABC C , the formulas (2.15 − 18) imply
for 0 ≤ j ≤ n − 1. In particular, (3.2) for j = 0 means
Since the elements in (3.1 − 3) belong to W by definition, we have c n+1 = 0 by (3.3) under the condition λ n , λ 0···n+1 / ∈ Z; and, moreover, c n = 0 by (3.1) and c j = 0 by (3.2) under the condition λ n+1 / ∈ Z, which lead to the contradiction (c 1 , . . . , c n+1 ) = (0, . . . , 0).
Finally, it is enough to show that I n+1 generates the whole space V : if I n+1 , I n , . . . , I j+2 are included in W , then (2.18) implies that I j+1 ∈ W under the condition λ j / ∈ Z for j = 0, 1, . . . , n− 1.
Then the condition that none of
are integers is equivalent to that none of λ j (0 ≤ j ≤ n + 1) and λ ∞ are integers. Hence, Corollary 1.4 and Lemma 2.3 imply that I k for 1 ≤ k ≤ n + 1 gives fundamental set of solutions of E D . To derive the irreducibility it is enough to consider the action of γ n+1, {j,...,n} as in the same way as in (1).
This completes the proof.
Reducibility
To derive the condition for the reducibility, we construct a proper subrepresentation. For instance, in the case that λ j ∈ Z <0 for some j, the integral in the form (1.2) might gives such a representation. However, there is a possibility that the integral becomes zero. Thus, we should settle the condition for the nontriviality of such integrals. The following lemma is crucial to derive it. which turns out to be
hence (3.4). Here we have used the binomial theorem.
(2) The change of integration variable t
which implies (3.5).
Lemma 3.2 implies the following.
(2) In the case λ ∞ ∈ Z <0 , the integral ∫
, the range of the running index i l of the series in (3.4) is truncated to 
holds, the sum becomes zero. The inequality (3.6) is equivalent to λ ∞ ∈ Z ≥0 . It is clear that there is no other reasons the right-hand side of (3.4) becomes zero. This completes the proof of (1). The case (2) follows from the same argument.
Proof. The conditions for the exponents in (1) and (2) are equivalent to that at least one of λ 0 , λ 1 , . . . , λ n+1 and λ ∞ is an integer. In this proof, we write ∞ = z n+2 = z −1 for convenience.
In the case that λ j ∈ Z <0 for some j (0 ≤ j ≤ n + 2), the integral ∫ S(z j + ) U (t) dt gives a one-dimensional representation, which is nontrivial unless λ 0 , . . . , λ j , . . . , λ n+2 ∈ Z ≥0 (shown by Lemma 3.3). Thus we suppose λ 0 , λ 1 , . . . , λ n+2 / ∈ Z <0 in what follows. In the case that λ j ∈ Z ≥0 for some j (0 ≤ j ≤ n + 2) and λ 0 , . . . , λ j , . . . , λ n+2 / ∈ Z <0 , we construct a proper invariant subspace by considering the E D case and E JP case separately.
(1) We consider the integrals in the form ∫
In the case −β 1 ∈ Z ≥0 , set (z 0 , z 1 , . . . , z n , z n+1 ) = (0, 1, x 2 , . . . , x n , x 1 ), and
Then Proposition 2.1 shows that the space W = ∑ 1≤j≤n CI j is closed under the action of γ k,{j,...,k−1} for 2 ≤ k ≤ n + 1 with 0 ≤ j < k and γ k,{k+1,...,j} for 2 ≤ k < j ≤ n + 1. It means that W is a proper subspace of V = ∑ 1≤j≤n+1 CI j . Thus the representation is reducible. More generally, the case −β j ∈ Z ≥0 for 1 ≤ j ≤ n follows by considering the change of the role of β 1 and that of β j in the argument above, Next, in the case β 1 + · · · + β n − γ ∈ Z ≥0 or in the case γ − α − 1 ∈ Z ≥0 , set (z 0 , z 1 , . . . , z n , z n+1 ) = (0, x 1 , . . . , x n , 1),
Then in the case β 1 + · · · + β n − γ ∈ Z ≥0 , W = ∑ 2≤j≤n+1 CI j is a proper invariant subspace of V = ∑ 1≤j≤n+1 CI j , and in the case γ − α − 1 ∈ Z ≥0 , W = ∑ 1≤j≤n CI j is a proper invariant subspace of V with respect to the action of γ k,{j,...,k−1} for 1 ≤ k ≤ n with 0 ≤ j < k and that of γ k,{k+1,...,j} for 1 ≤ k < j ≤ n + 1.
Finally, in the case λ ∞ = α − 1 ∈ Z ≥0 , the space V = ∑ 1≤j≤n+1 CI j itself gives a proper invariant subspace, because I j 's satisfy the linear relation ∑ 1≤j≤n+1 (e(λ 1 ··· j−1 )(1 − e(2λ j ··· n+1 ))I j = 0, which is derived from the fact that the integral over the circle enclosing all points z 0 , z 1 , . . . , z n+1 , which is regarded as the circle around ∞, turns out to be zero because of Cauchy's theorem.
(2) We consider the integrals in the form
where a n+2 = x.
In the case ρ n+2 ∈ Z ≥0 , set (z 0 , z 1 , . . . , z n , z n+1 ) = (a 1 , a 2 , . . . , a n+1 , x) and λ j = ρ j+1 for 0 ≤ j ≤ n + 1.
Then W = ∑ 1≤k≤n CI k is a proper invariant subspace of V = ∑ 1≤k≤n+1 CI k with respect to the action of all γ n+1,{s,...,n} for 0 ≤ s ≤ n.
In the case ρ l ∈ Z ≥0 for some l (1 ≤ l ≤ n + 1), set (z 0 , z 1 , . . . , z n , z n+1 ) = (a l , a 1 , . . . , a l , . . . , a n+1 , x) , and λ 0 = ρ l , λ j = ρ j (1 ≤ j < l), λ j = ρ j+1 (l ≤ j ≤ n + 1).
Then W = ∑ 2≤k≤n+1 CI k becomes a proper invariant subspace of V = ∑ 1≤k≤n+1 CI k with respect to the action of all γ n+1,{s,...,n} for 0 ≤ s ≤ n.
Finally, in the case ρ ∞ = −2 − ∑ 1≤l≤n+2 ρ l ∈ Z ≥0 , the space V = ∑ 1≤k≤n+1 CI k itself gives a subspace, because I k 's satisfy the linear relation ∑ 1≤k≤n+1 (e(λ 1 ··· k−1 )(1−e(2λ k ··· n+1 ))I k = 0, which is derived from Cauchy's theorem applied to the circle around ∞.
