Very deep convolutional neural networks (CNNs) yield state of the art results on a wide variety of visual recognition problems. A number of state of the the art methods for image recognition are based on networks with well over 100 layers and the performance vs. depth trend is moving towards networks in excess of 1000 layers. In such extremely deep architectures the vanishing or exploding gradient problem becomes a key issue. Recent evidence also indicates that convolutional networks could benefit from an interface to explicitly constructed memory mechanisms interacting with a CNN feature processing hierarchy. Correspondingly, we propose and evaluate a memory mechanism enhanced convolutional neural network architecture based on augmenting convolutional residual networks with a long short term memory mechanism. We refer to this as a convolutional residual memory network. To the best of our knowledge this approach can yield state of the art performance on the CIFAR-100 benchmark and compares well with other state of the art techniques on the CIFAR-10 and SVHN benchmarks. This is achieved using networks with more breadth, much less depth and much less overall computation relative to comparable deep ResNets without the memory mechanism. Our experiments and analysis explore the importance of the memory mechanism, network depth, breadth, and predictive performance.
Introduction
Deep convolutional neural networks have recently been found to exceed human level performance on a number of tasks. As an example, residual networks (ResNets) have taken the top spot on the standard ImageNet evaluation, exceeding human performance in terms of the key top-5 error rate [11] . Recently, considerable progress has been made towards making deep architectures significantly deeper [20, 26, 25, 11, 13] . These extremely deep networks have demonstrated their ability to learn higher level features, which in turn generalize more effectively for classification tasks.
Classical designs for deep convolutional neural network architectures such as the well known AlexNet [16] and VGG networks [20] do not have explicitly designed memory mechanisms. However, as visual recognition networks become deeper, the ability to interface with a memory mechanism and to manipulate memory contents outside of the traditional CNN processing pipeline becomes a seductive property.
In contrast, explicitly constructed memory mechanisms for recurrent neural networks (RNNs) have been known and actively explored for many years. In particular, the Long Short Term Memory (LSTM) mechanism [14] has emerged as a seminal contribution, demonstrating state of the art performance on a wide variety of problems. They also offer a solution to the vanishing or exploding gradient problem in RNNs with many time steps. However, RNN and LSTM approaches have traditionally been applied to and have excelled at sequential data such handwriting recognition, speech recognition, text analysis and generation and video.
The residual network approach of [11] uses a simple skip connection mechanism to propagate information to higher levels of a network more readily. In contrast, recently proposed Highway Networks [25] have a more sophisticated interface between a convolutional network and a memory mechanism. We discuss these methods in further detail in our Related Work section below.
In our work here we explore a novel memory enhanced deep convolutional network architecture. In our approach, instead of using a deep LSTM network as a mechanism that processes elements in a time series or in a specific pattern or sequence, its input are the abstract feature representations of a very deep CNN. In this way the LSTM mediates a memory interface between the internal memory and the algorithmic state of an LSTM RNN with the features created by the layers of a CNN. In this scheme each input step represents a higher level of abstraction, but lower level abstractions can be remembered and manipulated as needed by the LSTM RNN. We focus on exploring this type of memory interface with an LSTM memory manipulation and algorithmic execution architecture using deep residual networks as the underlying base. We refer to this specific type of network as convolutional residual memory networks CRMN and a general CNN architecture enhanced with memory manipulation capabilities as a convolutional memory network. However, interestingly, as our formulation is based on an LSTM, the resulting architecture also provides a parallel path of network computation for CNNs extended in this way. This affords such models the capacity to perform both memory manipulation as well as providing alternative general purpose algorithmic processing operations that execute along side of classical convolutional network processing units.
We show an image of our architecture in Figure 2 . The LSTM executes and interfaces along side the underlying residual CNN architecture, processing the successively more abstract, higher level feature representations output from the convolutional processing units of the CNN. The output from both the LSTM and the original network are then used as the input feature representation given to the final classification layer(s) of the network. We describe this model in more detail in Section 3 below.
Related Work

Training Very Deep Convolutional Networks
As deep networks optimized with gradient descent must deal with the issue of vanishing or exploding gradients, various architectures and mechanisms have been proposed to address the underlying issue. For example, both deep residual networks and deep networks using exponential linear units or ELUs have recently emerged as among the top performing architectures on the CIFAR-10 and 100 benchmarks that we examine here. These two top performing techniques on the standard CIFAR benchmarks use different methods to deal with the underlying gradient problem.
In the first case, residual connections composed of skip connections that are combined additively with the output of convolutional blocks of are used. In the second case exponential linear units are used, which, like rectified linear units have the property that gradients of the activation function with respect to their input are equal to one for inputs in excess of zero.
Recurrent neural networks (RNNs) also suffer from similar issues with vanishing and exploding gradients. LSTM RNNs were explicitly designed to deal with the issue through the manipulation of a memory cell having the property that gradient information can be captured and stored without degradation over many timesteps -or in our case, many network layers.
Recurrent convolutional networks (RCNs) have been used for video processing [24, 6] . These approaches typically feed information from 2D CNNs into an RNN which creates the representation for the video. However, a recently proposed method for video processing [1] has integrated CNNs with gated recurrent units or GRUs [3] both temporally and along the feature map hierarchy to form a stacked GRU-RCN. They use the output of a VGG CNN architecture that has been pretrained on ImageNet [20] then finetuned on an activity recognition dataset. They then use the top four pooling layers and one fully connected layer as input to a stacked GRU-RCNs. The network is therefore potentially very deep in terms of the temporal dimension, but at 5 layers it is shallow in terms of per frame abstraction depth. The positive impact of having a GRU recurrent network along the abstraction depth of a VGG grade CNN points to potential advantages of using more sophisticated RNN mechanisms along the feature abstraction hierarchy of extremely deep CNN architectures.
The recently proposed Highway Network [25] architecture consists of a mechanism allowing 2D-CNNs to interact with a simple memory mechanism. The details of the memory mechanism are of course very important. In a Highway Network input layers x l are transformed to h l using a typical neural network affine transformation followed by an activation function. In the case of a convolutional highway network this is implemented as a layer of convolutional units. Elements of the convolutional layer x l are either passed or blocked and replaced by the transformed h l using a gating mechanism controlled by a Transform Gate, t g l and a Carry Gate, c g l respectively. The final output is the a sum of the content modulated by these gates,
The gates themselves are learned functions of the input where in the simple highway network this could be a sigmoid neuron with weights given by W l and W c . However for simplicity [25] uses c g l = 1 − t g l . Convolutional highway layers use convolutional layers (i.e. weight sharing and local receptive fields) to control the transform gate and to perform the transform itself, using W h . Based on the values of the gates, the output of each block can be the output of the convolutional layer, the same as the input, or a mix of both. Initializing the biases of the transform gate to a negative value initially effectively makes several layers disappear, in a manner of speaking, since their values are not passed though. Highway Networks were found to not suffer from increasing depth, and converge much better than a regular deep CNN. This work further substantiates the notion that explicit memory mechanisms interacting with CNNs could be a potent combination.
It is useful to compare convolutional highway networks discussed above with standard LSTMs. We show a visual comparison in Figure 1 . We follow the standard conventions for defining LSTMs, see [10] for the explanation of each element in detail. Note we do not show peephole connections; however we use them for our experiments. We discuss the way in which we use an LSTM to interact with a ResNet in more detail in Section 3.2 below and the computational processing elements in Figure 1 can be contrasted with our convolutional residual memory network approach shown in Figure 2 . 
Residual Networks
Residual Networks [11] are based on the use of shortcut connections that skip blocks of convolutional processing layers which are simply recombined with the output of convolutional blocks using addition. The method was motivated by the observation that very deep networks failed to train-the training error increased after a certain point. However, in the worst case, there ought to exist at the very least an identity mapping which would guarantee that the deep network does not perform worse than a shallow network. The residual networks of [11] have VGG Net style blocks of 2 convolutional layers each with 3 × 3 filters. The output of each block is then added with that of the previous block (which is the identity mapping/short-cut connection). The argument is that in this way, it is easier to learn small displacements from 0 than to first learn the identity mapping and then learn a displacement from that mapping. In this way, they successfully trained a network over a hundred layers deep. Their architecture also avoids explicit pooling layers altogether, achieving sub-sampling by simply using convolution layers of stride 2.
In the pre-activation variant of ResNets [13] , they try various architectural variant of the earlier proposed ResNets, such as skip connections and gating, and show what effects and advantages using identity mapping has. They show that for easier optimization, an identity after-addition path is advantageous, and this can be achieved by using the activation function before the convolutional layer. They also find that using batch normalization, but before the activation so as to maintain the identity, causes the network to train much more easily than, and to outperform the performance of the earlier formulation for a ResNet.
Convolutional Residual Memory Networks
Overview
At a conceptual level, classical implementations of deep convnets potentially have difficulty seeing "the big picture". Although more recent architectures like Highway Networks and ResNets make significant progress with respect to helping information flow along the network, they do this primarily from the ease of optimization stand-point. The CRMN architecture we propose below essentially drops an LSTM on top of a standard convnet architecture (in this case, a ResNet). The LSTM then takes views of the abstraction hierarchy as input, instead of a time series, with features increasing in abstraction as the series progresses (as opposed to changing in time). While variants of these high level notions have been explored in the past, to our knowledge they have not been explored with both extremely deep architectures and the sophisticated memory manipulation and algorithmic execution properties of LSTMs.
Architecture
Our formulation of a CRM Network interfaces a residual network and an LSTM as shown in Figure  2 and can be understood as follows. The features at each output block of the residual network just after the non-linearity is applied and the residual shortcut has been added, are fed as the input to the LSTM. The first convolutional layer and the last global pooling layer of the ResNet are, however, not used. Thus, for a ResNet with 6 × n + 2 layers, the LSTM is fed a total of 3 × n blocks of features. However, to cut down the number of parameters and significantly improve performance, before passing each feature map into the LSTM, we apply a 2 × 2 meanpool sub-sampling on the feature map. The final hidden state output of the LSTM, along with the output of the global average pooling layer at the end of the ResNet is then fed into a softmax layer. In this architecture, the LSTM merely feeds off of the data output by each residual block, and does not feed anything back into the ResNet pipeline. The size of the total number of features after each block changes twice in a ResNet (each time a convolution of stride 2 is used). When the total number of features is less than the maximum number, the features are zero-padded.
Global pooling Softmax output layer Residual network The explanation above can be made more precise as follows. We begin with a ResNet computational block following the formulation in [11] . Define x l as the set of all convolutional feature maps for layer l and W l as all parameters for the layer. We use the output of a ResNet with 2-layer convolutional blocks denoted by the residual mapping function f (x l , {W l })) along with the identity mapping as the input to each LSTM unit after the element-wise addition with the previous layer. This implies the following formulation for our CRMN, where
is the input at each LSTM interface, step l. As discussed above, we reduce the size of this input using mean pooling. Using W x and b x to denote the various weight matrices and bias terms, the input, forget and output gates for the LSTM are then given by
where we use the logistic function as the nonlinearity for the input, forget and output gates σ iof . The peephole connections are given by the terms of the form w x c t . The cell gates are given by
where we use tanh as the cell gate non-linearity σ c . The final output for the hidden unit update is given by
As discussed above and illustrated in figure 2 , the final prediction is made using global pooling of the final ResNet layers and the output of the LSTM hidden state as input to a softmax prediction layer.
Complexity Considerations
Although the memory manipulation mechanism of the LSTM applied on top of the residual network adds parameters and computational complexity the impact is moderate. In terms of the number of flops, the fact that our formulation does not use convolutions within the gating control and input mechanism implies a lower computational load at the memory interface to the LSTM. Consequently, in practice a 32 layer memory enhanced ResNet model requires far fewer FLOPs compared to a base ResNet with a similar number of parameters.
Consider, for the sake of simplicity, each convolutional block as comprising of a 2 convolutional layers of size n × n, with filter size k × k, f feature maps and a stride of 1, with an element-wise residual addition at the end. The total number of operations (with multiplications, additions and the activation function each being considered as an operation) done by each block is then given by:
In the proposed architecture, the output from each block (of size i = f n 2 ) is fed as a datastep into the LSTM with h hidden states, after the residual addition. Thus, the cost becomes
If, as in our experiments, the number of hidden states is far fewer than the number of features in any given convolutional layer, i.e., if h << i, we have
Furthermore, it is an important aspect of our formulation that the additional parameters introduced by adding the memory network are constant, independent of the depth of the architecture.
Experiments
We have experimented with many variants of the proposed architecture. Some variants cut down the number of parameters -including using a GRU [2] instead of an LSTM for example, or using the bottleneck variants of ResNets and pre-activation ResNets. We also examined variants where the residual connections were not used. However, all these variants were found to not perform as well on the validation set used. We therefore present a subset of our most informative experiments below.
In order to avoid over-fitting the model to the test set, the architecture and its hyper-parameters were chosen based on a 10% subset of the training set, used as a validation set. An initial learning rate is chosen (α=0.1), along with a learning rate schedule, representing how the initial learning rate would be changed. The model is trained until neither the validation error nor the validation accuracy improves for β epochs, at which point the previous best model is loaded and the system trained with a lower learning rate. This is repeated until the learning rate falls below a set threshold. The learning schedule so obtained is then used on another run with all the training data included, and the test error of the model trained with this schedule reported.
All layers in the ResNet are initialized exactly as proposed in [11] (using the initialization scheme proposed in [12] ), using rectified linear units as the activation function. The weights of all the gates in the LSTM are initialized using the scheme proposed in [19] . The input and forget gates of the LSTM use the sigmoid non-linearity, while the output gate uses tanh. As has already been discovered in [25] , high negative biases tend to be favourable. In this case, this is most likely because a high negative bias initially is going to bias the LSTM to assign more importance to things seen more recently, which is particularly useful because more information is likely to be present at the higher layers, since they represent more abstract features. The biases of each convolutional layer is initialized to 0. The initial hidden state of the LSTM is learned.
We have kept both the dimensionality of the cell output as well as the size of the cell memory at a constant value of 100 in the following experiments, and used a momentum of 0.9 and a weight decay of 0.0001 throughout. The entire implementation was done in Theano [27] and Lasagne. We provide three blocks of experiments in Table 1 . In the last block we compare our formulation of convolutional residual memory networks (CRMNs) with ResNets having a similar number of parameters in the first block of four experiments. To compare we vary both the depth and number of feature maps of the ResNet baselines. We keep the number of layers fixed at 32 for our CRMNs, and examine the performance on CIFAR-100 for models having 16, 24, 32 and 64 feature maps at the first convolutional layer. We see that there is only one experiment where a ResNet lacking the memory mechanism outperforms the model with the the mechanism. This occurs in the deepest model with 134 layers which has the fewest feature maps. We conjecture that the LSTM simply does not have enough input to work with in this case. Otherwise we see consistent improvement with addition of the LSTM.
Comparing CRMNs with ResNets
In the second block of Table 1 we provide a corresponding set of four experiments for ResNets without the memory mechanism, but otherwise having exactly the same architecture as the bottom block of CRMNs. We see uniform improvement over the baselines. Our CRMN model that had the best validation set performance in Table 1 corresponded to the final line in the table, or the model with the most parameters. This configuration also yielded the highest test accuracy. In Figure 3 we show training set learning curves and test set error over the final optimization schedule for models in last line of each block in Table 1 . Finally, note also that the LSTM adds a constant number of parameters for a given architecture, irrespective of depth. Table 1 .
Comparisons with state of the art for CIFAR-100, CIFAR-10 and SVHN
We re-ran our model architecture with the highest validation set performance on CIFAR-100 from Table 1 . These experiments yielded even higher validation set accuracies and higher test set performance as indicated. Following the reporting protocol in [11] , over five repetitions of the 32 layer, 64 featuremap configuration our best model yielded 78.27% accuracy on the test set and the mean ± std. test set performance was 77.65±0.385%.
We observed that architectures trained for longer before a learning rate shift perform better on the validation set in general, so we train for at least m epochs, before the first learning rate shift, m being a hyperparameter, m = 70 for all our experiments. Note that we have not optimized this hyperparameter, and it is possible that better results may be obtained if m is made even larger.
The architecture proposed in this paper can be divided into 3 sub-components: the Residual Network (which extracts features that are increasingly abstract as the network becomes deeper), the LSTM (which helps remember less abstract features that are important), and the fully connected softmax layer (which acts as a mediator between the outputs of the ResNet and the LSTM). Correspondingly, we also explored a round robin learning rate (RRLR) schedule when updating the learning rate, wherein we update the learning rates of each component sequentially starting with the ResNet, then the LSTM, then the softmax. Note that although such a system could potentially take much longer to train (since there are more learning rate shifts), we practically observe that far fewer epochs are required between each learning rate update compared to the case when updates to all components are done at the same time.
We evaluated a model with 28 layers and 160 feature maps using the RRLR schedule. It yielded 79.68% accuracy on the test set. Another model trained with the RRLR schedule having 32 layers and 192 feature maps yielded 80.21%, which, to the best of our knowledge, is the first result to cross the 80% mark for CIFAR-100. The validation set performance for this model was 79.52% -the highest we have observed across all our experiments. We evaluated a corresponding ResNet architecture without the LSTM and it yielded 79.30% on the validation set. A wide Resnet with 28 layers and 160 feature maps was reported to have yielded 79.5% in [28] , they report that dropout was able to improve performance by another .46% to 79.96%. Note that we have not used dropout in our experiments.
We also note that almost all other methods that we have compared against in Table 2 for our CIFAR experiments perform much more pre-processing than we have. While the only pre-processing we perform is to convert each pixel to the range [0,1] and subtract all images by the mean pixel value of the training set (as in [29] ), Global Contrast Normalization followed ZCA whitening is fairly standard, as done in [8] .
Experiments on CIFAR-10 using an architecture 28 layers with 160 feature maps and another with 32 layers and 192 feature maps yielded the results shown at the bottom of Table 3 . The first configuration was selected to match the layer and feature map structure of [28] . The second configuration of our model was selected through searching over a few architecture configurations and choosing the model with the best validation set performance on CIFAR-100.
We provide other top performing methods in the table for context. The best results of which we are aware for this benchmark is 96.53% obtained using the Fractional Max-pooling approach in [9] ; however, it was obtained using 100 tests; using a single test the method in [9] yielded 95.5%. 95.38% has been reported using a 1001 layer ResNet in [13] . The Wide ResNet work in [28] reports 95.83% using a model with 28 layers and 160 feature maps. Tables 2 and 3 , "fm" represents the number of feature maps present in the first convolutional layer of the ResNet. Further, while we have used the original ResNet architecture [11] for configurations with fewer than 64 feature maps in the first layer, we have used the pre-activation ResNet architecture [13] for wider configurations.
Note that in
Acc. (%)
Method
The Street View House Numbers [18] (SVHN) dataset is a standard benchmark involving the classification of real-world street numbers. We ran the best performing architectures starting with fewer than 64 feature maps on CIFAR-10 and CIFAR-100 on the SVHN dataset, and report the result of testing with the model that had the best valid set performance, which had 56 layers; 48 feature maps. Note that other than using a validation set to determine an optimum learning schedule, we used the best performing models as is, with no other hyperparameter optimization or architecture changes whatsoever. The only data augmentation used was padding the image with a margin of 4 on each side, followed by taking a random 32 × 32 crop (as done for both CIFAR-10 and CIFAR-100). The cropped 32 × 32 images were converted to the range [0, 1], but unlike in our CIFAR experiments, we used Global Contrast Normalization, as in [7] . This CRMN yielded 98.32% test accuracy. The recently proposed stochastic depth approach in [15] reports 98.25%. The top result that we are currently aware of for this benchmark is 98.36% [28] . Their model not using dropout, having 16 layers and using 64 feature maps yielded 98.15% accuracy. Dropout was able to boost their best model by .21%.
Discussion and Conclusions
We have explored a novel deep convolutional network architecture that is capable of selectively identifying features to remember throughout the layers of a CNN. Our formulation exploits the well known property of LSTMs to both allow gradient information to be propagated backwards for many steps and remember features derived from inputs over many processing steps. This formulation also allows CNNs to be extended with a parallel network taking intermediate representations as input and subjecting them to alternative algorithmic manipulations.
Recent work [5] has successfully extended Batch Normalization to LSTMs. The applicability of this method to the proposed model needs to be explored and is likely to further boost performance.
Recently proposed exponential linear units or ELUs [4] have demonstrated superior performance to widely used rectified linear units. Here again the use of ELUs in the convolutional layers of our model have great promise to further enhance performance. Recently proposed LSUV initialization [17] has shown an improvement in performance simply by changing the way in which weights of a CNN have been initialized. The applicability of this method in the context of the proposed model needs to be examined.
Our approach has yielded particularly promising results on CIFAR-100. As this standard benchmark correlates well with the near definitive ImageNet 2012 visual recognition challenge, as future work we intend to run an ImageNet 2012 evaluation using the insights obtained from the experiments here and the recent advances above as a guide.
