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Pseudogap in doped cuprates is seemingly as enigmatic as superconductivity in them. We study 
Bloch states reconstruction under influence of potential created by charge ordering (CO) that 
emerges in doped systems with strong Frohlich electron-phonon interaction. In such systems 
carriers with energies near minimal one form large polarons and bipolarons which, in turn, 
organize in unconventional charge density wave. To describe an impact of its potential on 
delocalized carriers we develop an approach combining Wannier theorem and a method 
reminiscent of finite elements one. We show that quasiparticle in such systems represents 
“distributed wave packet” having different momentums in regions with different CO potential 
and topology of cuprates-like dispersion makes impossible propagation of quasiparticles with 
average momentum near antinode. Antinodal photoelectrons stem from quasiparticles with 
average momentum rather far from antinode, when they escape from regions with high negative 
CO potential. As a result, the energies of antinodal photoelectrons is by the CO potential 
amplitude lower than ones dictated by dispersion for their momentums. Therefore near-antinodal 
spectral weight in ARPES spectra of the considered system experiences shift of the order of CO 
potential amplitude to higher binding energies, appearing also at momentums well above Fermi 
crossing but at energies well below Fermi energy, and great broadening due to uncertainty of the 
quasiparticle momentum. Just such pseudogap peculiarities are characteristic of near-antinodal 
ARPES spectra in cuprates at low temperatures corresponding to CO presence.  
Keywords: pseudogap, cuprates, charge ordering, electron-phonon interaction, large bipolaron, 
ARPES spectra 
Introduction 
 33 years of studying high-temperature superconductors resulted in great advance in 
experimental methods and finding many unique properties of cuprates as well as discovering 
high-temperature superconductivity (HTSC) in new classes of materials including pnictides and 
interfacial HTSC [1]. However, decisive progress in theoretical calculation of the transition 
temperature or understanding the nature of unusual phases of doped cuprates like pseudogap or 
strange metal phases [2] was not reached. A possible way to overcome this problem is to take 
into account other interactions present in cuprates besides electron correlations [2], in particular, 
electron-phonon interaction (EPI) which allows to introduce into the theory dependence of the 
system properties on its structure [3]. 
Softening of optical phonon modes with the wave vectors near the CO one [4,5] 
(theoretical calculation of the CO wave vector in the model with strong EPI is carried out in [6]), 
and wide bands in ARPES and optical spectra [7-15] are ordinarily considered as fingerprints of 
strong EPI in cuprates. Local density of states modulation due to coupling to the B1g phonon 
mode observed in inelastic tunneling spectra [16] and current fluctuations observed with 
scanning noise spectroscopy [17] represent new experimental evidences of strong EPI in 
cuprates. The discovery of HTSC with Tc = 109K at the interface of a monomolecular FeSe layer 
epitaxially grown on a SrTiO3 substrate [18-20] has contributed to understanding the importance 
of taking EPI into account when studying the nature of HTSC. Indeed, on the one hand, strong 
EPI is characteristic of strontium titanate, on the other hand, properties of the new interface 
superconductor are very different from those predicted in the framework of an approach that 
takes into account only electronic correlations [1]. Since constructing a new theory for each type 
of high-temperature superconductors is not very attractive [1], we try to take into account, in 
addition to electronic correlations, the role of the crystal lattice (in particular, EPI) for more 
unified description of  properties of these systems [1, 21].  
  Electronic correlations that determine the band structure of cuprates are ordinarily 
considered in the nodal representation, therefore it is technically easier to add to them strong 
short-range (Holstein) EPI [10,11,22,23]. However, such EPI leads to the formation of small 
polarons and bipolarons which have very low mobility and are limited in size by an elementary 
cell thus excluding coexistence with delocalized carriers (in contrast with the case of strong 
long-range EPI). As a result, the conductivity of systems with small polarons and bipolarons is 
orders of magnitude lower than that observed in cuprates. Besides, strongly ionic lattice of 
cuprates favors long-range (Frohich) EPI [24]. Therefore, in the present article we consider 
systems with high density of correlated carriers and strong Frohlich EPI; the electron correlations 
that determine the band structure are taken into account in the effective mass approximation.  
We have shown earlier that the ground normal state of a system with high carrier density 
and strong Fröhlich EPI is a two-component liquid where large bipolarons (whose size is much 
larger than the lattice constant) form charge ordering (CO) and coexist with delocalized carriers 
[6]. Parameters of this state in a compressible bipolaron fluid model were calculated with the 
variation method generalized to systems of interacting compressible bipolarons coexisting with 
delocalized carriers. The obtained [6] CO period and temperature of the CO (bipolarons) decay 
demonstrate the doping dependence, which is in accordance with experiments on cuprates. 
Earlier the two-component model has enabled to calculate the high-energy anomaly (“waterfall” 
and extremely broad features) observed in ARPES spectra of cuprates [25] being in quantitative 
agreement with experiments [7,12,13,26,27]. Spectrum of elementary excitations of the large-
bipolaron liquid was calculated earlier [28]; the influence of the bipolaron liquid potential on 
delocalized carrier states as is shown below results in a pseudogap emergence.  
Pseudogap is considered as display of absence of carrier states in some interval of 
energies under Fermi surface and in certain region of momentums near antinodes, i.e. in the 
vicinity of points (0,±π), (±π,0), observed in cuprates mainly with ARPES and STM methods 
[29-36]. It occurs at temperatures up to T
*
 which is higher than the temperature of 
superconducting transition, except overdoped systems [30]. To clarify the possible origin of the 
pseudogap in the present article we study an impact of potential created by large polarons and 
bipolarons (which we will denote below as CO potential) on delocalized Bloch states of carriers.  
We look for stationary state of a delocalized carrier in presence of additional CO 
potential using Wannier theorem and dividing the medium into small regions having constant 
additional potential. The obtained new quasiparticle (QP) represents “distributed wave packet”. 
In such state the carrier wave vector is different in various regions of crystal due to variation of 
the additional CO potential. As we demonstrate, topology of cuprates-like dispersion does not 
allow propagation of such near-antinodal QPs. Nevertheless, photoelectrons caught in ARPES 
experiments can have near-antinodal wave vectors. This occurs when QPs with rather far from 
antinode average momentum escape from the regions with negative CO potential. The energy of 
antinodal photoelectrons is by the amplitude of the CO potential lower than that determined by 
the dispersion for their momentums.  
These results are valuable as they allow to understand emergence of the pseudogap in 
ARPES and STM experiments as display of the revealed QP reconstruction in concert with 
cuprates-like dispersion. Namely, in ARPES spectra from the considered systems (i) the spectral 
weight is shifted to higher (in the absolute value) binding energies by the value of CO potential 
amplitude and (ii) spectral weight appears well below Fermi energy in rather wide interval of 
wave vectors above the Fermi crossing. Finally, (iii) smearing of the carrier state over rather 
wide region of wave vectors results in great broadening of near-antinodal features. Just such 
peculiarities are observed in near-antinodal ARPES spectra of cuprates at T<T
*
 and disappear at 
T>T
*
 [31, 32]. Calculated earlier in the frames of the suggested model temperature of the CO 
onset [6] is in accordance with the experimental pseudogap onset temperature T
*
 including their 
doping dependence. Display of the found QP reconstruction in STM is also in agreement with 
experiments. 
The article is organized as follows. In the Model and method section we describe the 
method of searching the stationary electron state in presence of additional CO potential and 
choose the model electron dispersion capturing the most important features of the dispersion in 
cuprates especially near Fermi energy in the near-antinodal region. In the Results and discussion 
section we first present two types of gaps in calculated transmission spectra. Then we study the 
QP reconstruction in presence of additional CO potential which in concert with cuprates-like 
dispersion results in pseudogap formation. After that we discuss display of this QP 
reconstruction in near-antinodal ARPES spectra and (briefly) in STM experiments. Conclusion 
contains summary and possible applications of the obtained results for further studies.   
2. A model and methods  
2.1. Combining Wannier theorem with a method reminiscent of finite elements method 
We develop an approach to calculating the transmission coefficient for electrons 
propagating in the conduction plane modeling CuO2 plane in cuprates in an additional (to the 
lattice periodic potential) potential generated by bipolarons (or polarons, at very low doping). 
Potential created by bipolaronic CO (or unconventional charge density wave) for a carrier 
propagating in the conduction plane can be considered as a periodic function albeit with short 
coherence length. We model the additional potential energy of the electron due to CO presence 
(below we will briefly name it CO potential) with a simplest periodic function - a harmonic 
function:  
                              ,             (1) 
where      is the wave vector of the CO determined in the considered model by the bipolaron 
radius Rbip as: KCO x= KCO y=2π/(2Rbip) [6]. We will consider CO potential amplitude U0 of the 
order of the pseudogap value in cuprates, as the pseudogap is just the energy necessary for an 
electron to make possible tunneling in an STM experiment. Then U0 is much smaller than the 
carrier bandwidth in cuprates. Zero average value of potential (1) is a consequence of 
electroneutrality. 
As near-antinode electrons have one of two projections of the wave vector onto the 
conduction plane much larger than the other, we consider below the case kx>>ky and initially 
neglect the change of the CO potential in y direction. We divide the conduction plane into 
         equal stripes parallel to y axis, where Np is the number of the CO periods in the 
structure and    is the number of layers within one CO period, and average the bipolaron 
potential in each (j-th) layer over the CO period along y axis: 
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The stripe width s is chosen so small that the potential can be considered constant in the limits of 
each stripe. 
Let us consider Bloch electron with the energy   and wave vector k directed at the angle 
α  to x axis.  The wave vector magnitude is determined by the energy   according to the 
dispersion law     . Suppose that the electron meets a cluster of autolocalized charge carriers 
(polarons or bipolarons) described by the potential (2). According to Wannier theorem the 
Shroedinger equation for stationary electron state in the crystal periodic potential and additional 
potential      (below we will omit angular brackets) which is small in comparison with the 
bandwidth can be written as  
                  ,                                                                                                        (3) 
where      is Bloch electron dispersion having an extremum at ke=(ke,x, ke,y) [37]. The effective 
mass method allows one to solve equation (3) using expansion of the electron dispersion near its 
extremum(s) (being interested in the hole-doping case, below we consider maximum(s)) up to 
the second order terms with standard definition of the effective mass m
* 
which is supposed 
isotropic below: 
             
  
   
          
           
                                                                   (4) 
In the dispersion of hole-doped cuprates due to the symmetry of the conduction plane 
there are four maximums in the first Brillouin zone (FBZ). In the model dispersion used below 
we put them into the corners of the FBZ. Figure 1(a) demonstrates an eхample of the model 
dispersion in the first quadrant of the FBZ. Obviously, for cuprates-like dispersion the effective 
mass is not constant in the whole FBZ. However, for the present consideration it is enough if the 
effective mass is approximately constant in comparatively narrow region of energies EF-
U0<ε<EF+U0 near Fermi energy. Then changing the wave vector of the carrier due to additional 
CO potential does not result in changing its effective mass. Figure 1(a) represents an example of 
paraboloid which yields such approximation for the model dispersion.  
Equation (3) with using expansion (4) has the form 
       
          
 
   
                                                                                                 (5) 
 As the potential energy Uj is constant in each j-th stripe the solution of equation (5) has the form  
      
         
   
   ,                                                                                                        (6) 
where                  is the wave vector of the incident electron wave in j-th
 
stripe and 
  
                  is the wave vector of the reflected wave in the same stripe, they both are 
depicted in Figure 1(b), ,j jA B  are complex amplitudes of the incident and reflected waves, 
respectively. Due to the symmetry of the dispersion (which according to Landau theorem is 
determined by lattice symmetry) kinetic energy for incident and reflected waves in j-th layer 
coincides. Substituting (6) into (5) and then returning to the left-hand side in the dispersion 
expansion (4) one obtains equation that determines the wave vector modulus kj in j-th stripe at 
given α: 
           .                                                                                                                      (7)  
While U does not depend on y coordinate y-projection of the wave vector is conserved at 
the boundaries of the layers with constant potential: kj-1,y= kj,y, whereas x projection kj,x changes 
its value according to equation (7). Of course, such approximation is more suitable near antinode 
where y projection of the wave vector is much shorter than its x-pojection so that change of the 
potential along y axis during the carrier propagation may be initially neglected. Then we 
consider also the case where dependence of the CO potential on y coordinate is taken into 
account.   
 
Fig. 1 (a) Grey surface represents an example of the carrier dispersion considered in the article (it 
is described by equation (12) with d=1.5, c=1.5, d’=0.65, c’=0.13), red surface is paraboloid 
                    
           
  ,              , approximating the dispersion 
in the interval of energies 0.48eV-U0<ε<0.48eV+U0, U0=0.05 eV; (b) wave vectors of the 
incident and reflected electron waves in several layers with constant (in the layer) potential. 
Let us calculate transmittance of the carrier waves in the layered structure described 
above. Standard boundary conditions relate carrier’s wave functions in adjacent layers: 
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where                         . System of Equations (8) relates amplitudes of the 
wave function in adjacent layers: 
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Equations (9) can be written as follows 
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Then the system of N layers transforms the wave function amplitudes as the following matrix 
product:  
1 1 2 2 1 11 12 1
1 1 2 2 1 21 22 1
...
N N N N N
N N N N N
A a b a b a b A T T A
B c d c d c d B T T B
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Taking into account    
  
  
 
 
, 1R D  , and    
  
  
 
 
, where D is the total transmission 
coefficient, we come to quadratic equation for     : 
          
                                          
                     (10) 
Solving Equation (10) one obtains transmission D for any value of the electron energy E and 
angle α between the wave vector k and x axis.     
Modeling change of the carrier wave vector at the carrier propagation in a CO potential 
depending on both x and y coordinates is carried out in a similar way. The square region of the 
crystal with the side СNp, where C=2Rbip is the period of CO, is divided into square cells with 
the side s = C/Nl.  The potential in each cell is considered constant calculated as follows 
   
  
 
      
    
 
      
    
 
                                                                               (11) 
where Xj, Yj are the coordinates of the bottom left angle of j-th cell. Comparison of the angle αj 
with the limiting angle                                  determines whether the 
refraction occurs on the cell boundary parallel to x axis or to y axis.  
2.2. Modeling cuprates-like dispersion in the vicinity of Fermi energy 
Our recent calculation revealed the gap in the spectrum of delocalized carriers caused by 
their scattering on the potential created by autolocalized carriers forming CO in the simplest 
model with one-dimensional periodic potential (that corresponds to antinodal direction of the 
carrier wave vector) and parabolic dispersion   
  
   
  
 
  [6]. The energetic position of the gap 
in that system depended on the CO period as the gap was caused by destructive interference of 
electron waves similarly to photon crystal effect. Here we consider carriers moving in arbitrary 
direction within the conduction plane (i.e. with arbitrary wave vectors in the 2D FBZ) and 
having dispersion close to that in cuprates (at least near Fermi energy and near antinode in the 
momentum space). The dispersion can be taken from that in ARPES spectra of cuprates since as 
was shown earlier [10] in systems with strong EPI it follows “bare” (i.e. in absence of EPI) 
carrier dispersion (shifted by the energy released at the system relaxation [25]). 
Experimental ARPES data on cuprates show that width of the lower Hubbard band is 
about 0.5 - 0.6 eV [7] and the Fermi surfaces at different doping levels p typical of cuprates can 
be approximated by four 90-degree arcs of the circumferences [26,29]. In the first quadrant of 
the FBZ considered below the center of the circumference is in (b,b) point, where b
a

 , a is the 
lattice constant, as illustrated by figure 2. The circumference radius at zero doping is     
       as follows from the condition of equality of the filled and unfilled areas in the FBZ at 
zero doping; at higher doping the arc radius        . We use tildes to mark that these vectors of 
the momentum space start in point (b,b).  The wave vectors k=(kx,ky) corresponding to points on 
the constant energy surface are simply related with   :            
        
 
, as is 
illustrated by figure 2.  
 
Figure 2. Relation between the wave vector k and angle α (between k and x axis) and the vector 
   and angle φ; the arc of circumference is the constant energy surface, b=π/a.  
We study several dispersion laws expressed by equation (12) with different d values from 
1 to 2 that satisfy the conditions described above and are in rather good accordance with 
experimental dispersion in cuprates near the antinode and Fermi energy under hole doping 
p<0.26: 
                
 
                             
  
                                       (12) 
Figure 3(a,b) represents dispersion (12) for d=1.2 and 1.5, respectively. For the comparison 
figure 3(c) demonstrates the dispersion (13) calculated for cuprates at low doping with holes [38] 
(with slightly modified coefficients)   
                                                                                    (13) 
Unfortunately, dispersion (13) is not suitable for calculation of the angular dependence of the 
pseudogap as is discussed below. 
 Figure 3 (a) and (b) Electron dispersion (12) with d=1.2 c=1.5, d’=0.65, c’=0.13 and d=1.5, 
c=1.5, d’=0.65, c’=0.13, respectively; (c) electron dispersion (13).  
To calculate the pseudogap width one needs Fermi energy value as function of doping. In 
the quasi-2D system considered here it is easily deduced from the equation relating the area S in 
k-space between the Fermi surfaces corresponding to zero and non-zero doping (shown with 
grey in figure 4(a,b)) and the surface density of doped holes nh:            ,  where    
 
  
, 
p is the doping value, and 2 is due to spins. In the case of dispersion (12) S is the area between 
two curves, which are cross sections of the surface      by the planes         and      
      . By construction these curves are circumferences as shown by figure 4(a), and S is the area 
of a ring of the width            , where              
  . Thus, for dispersion (12) Fermi 
energy as function of doping has the form                        
 
.                                                                                       
For dispersion (13) different constant-energy sections have different shapes, such as an 
ellipse or rectangle, as is seen from figure 4(b) dispersion (13) is unsuitable for studying the 
angular dependence of the pseudogap at small Fermi surface angles.  
 
Figure 4 (a,b). Fermi energy determination from the area between the constant-energy curves for 
the case of doping p=0.2: (a) for dispersion (12) at d=1.5, c=2, d’=0.65, c’=0.13, Fermi energy 
changes from 0.499 eV at p=0.01 up to до 0.458 eV at p=0.25; (b) for dispersion (13), Fermi 
energy changes from 0.496 eV at p=0.01 up to 0.415 eV at p=0.25. Curves are the constant 
energy surfaces, numbers near the curves indicate energy values for each section. Gray regions 
depict the area S .  
3. Results and discussion 
3.1. Gaps in calculated electron transmittance spectrum  
In the frames of the developed approach let us study change in the transmittance 
spectrum of delocalized carriers due to presence of CO potential generated by autolocalized 
carriers. Figure 5 represents typical transmittance spectrum for electrons propagating in a crystal 
inside which there are Np periods of the CO. As we checked, for the results it does not matter 
whether bipolarons form a single cluster or several clusters separated by regions with an absent 
or lower CO potential. We use below       , the number Nl of layers per CO period where 
potential is considered constant Nl=32, changing both these parameters does not influence the 
results. The value of the CO potential amplitude U0 used is 0.05 eV. It was chosen as the value of 
the order of pseudogap in cuprates measured with ARPES and tunneling [31-36] since as will be 
seen below the pseudogap is approximately equal to the amplitude of the CO potential.  
As is seen from figure 5, there are two gaps in the calculated transmission spectrum but 
only one of them is just below Fermi energy. The position of the lower-energy gap depends on 
the period of the CO potential. This dependence points out that the lower-energy gap is caused 
by destructive interference of waves scattered on the CO, similarly to the photon crystal effect. 
The higher-energy gap turns out to be pinned just below the Fermi energy and does not change 
with period of the CO potential (we will use below the CO period C=14Å close to that observed 
in cuprates [39]). As will be demonstrated below it appears due to impossibility for the Bloch 
electron waves with the wave vectors near antinodes to propagate in crystal with CO potential 
and electron dispersion characteristic of cuprates. Since emergence of these gaps is not related 
with the superconductivity onset it is natural to call it pseudogap.  
 
Figure 5 (a), (b). Calculated electron transmission spectra (black lines) for the dispersion 
(12) with d=1.2, c=1.5, d’=0.65, c’=0.13, U0=0.05 eV, Np=100, Nl=32, φ=25 ; in panel (a) the 
CO period  C=13Å, in panel (b) C=14Å. Vertical red line 2 indicates Fermi energy EF= 0.476 eV 
corresponding to doping p=0.1, vertical dashed line 1 shows the minimum possible energy 
Emin=0.217 eV of the electron for the angle φ used.  
3.2. Quasiparticle reconstruction in presence of additional CO potential    
Let us consider the origin of the found above pseudogap whose position does not change 
with CO period. Figure 6 demonstrates trajectories along which the wave vector of near-
antinodal Bloch electrons changes at their propagation in additional CO potential (2). As the 
boundaries between the layers with constant potential are parallel to y axis, the y-projection of 
the wave vector ky is conserved on each boundary: 
                                                                                                        (14) 
where kj,     и k0,    are the modulus of the wave vector and the angle between it and x axis in j-
th layer with the CO potential Uj and in a layer with zero CO potential, respectively. Let us note 
that to set a Bloch electron state in the considered 2D system one can determine either the wave 
vector projections (kx0, ky0) or one of the values   , E, or ky0 together with the angle φ0 (shown in 
figure 2) in a layer with zero CO potential. During propagation in additional CO potential the 2D 
electron wave vector (two its projections or the modulus and the angle with x axis) should satisfy 
the system of equations (7) and (14). Below we will use for ε(k) in equation (7) the dispersion 
(12), then equation (7) takes the following form (energy is in eV): 
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Thus, in the case of model dispersion (12) the QP wave vector should satisfy equations (14,15). 
Geometrical analysis of compatibility of equations (14,15) illustrated by figure 6 turns 
out to be the most apparent. Obviously, with changing Uj at some total energy E1 characterizing 
the stationary state the left-hand side of equation (15) changes from ε=E1-U0 to ε=E1+U0. 
Concurrently kx value in the right-hand side should change at fixed ky determined by the wave 
vector in layers with zero CO potential through (14). Let us consider trajectories in the 
momentum space of two near-antinodal Bloch electrons with the same total energy E1 and two 
different wave vectors in layers with zero CO potential which can be set also by specifying 
angles φ1 and φ2 on the constant energy surface ε=E1. The first trajectory (line 1 in figure 6(a)) 
corresponding to larger angle φ1 reaches both the minimal kinetic energy surface ε=E1-U0 (this 
occurs in the layers with the maximal CO potential, point A in figure 6(b)) as well as the 
maximal kinetic energy surface ε =E1+U0 (in the layers with the minimal CO potential, point C 
in figure 6(b)). The second trajectory (line 2 in figure 6(a)) corresponding to smaller angle φ2<φ1 
reaches the former surface but does not reach the latter.  
Hence, at φ≥φ1 there exist real roots of the system of equations (14,15) in each layer of 
the CO potential. Therefore, the states with the energy E1 and φ≥φ1 are real quasiparticles (QP). 
One can note that distribution of the QP state over wave vectors is reminiscent wave packet. 
However, in this “distributed wave packet” the components with different wave vectors occur in 
different layers of the coordinate space with different CO potential. Below we will classify the 
QP states according to their energy E (that determines the radius of the circumference arc in the 
momentum space) and angle φ0 in zero-potential layers and designate them (E, φ0). At φ0<φ1 and 
E=E1 there are no real roots of the system (14,15) in some layers with negative CO potential. As 
a result, the transmission vanishes for such electron states which correspond thus to virtual 
quasiparticles.  
 
Figure 6 (a) Lines 1,2 depict trajectories of the carrier momentum at propagation in additional 
CO potential. While trajectory 1 reaches both maximum ε=E1+U0 and minimum ε=E1-U0 kinetic 
energy surfaces and, thus, correspond to real QPs, trajectory 2 does not reach the surface 
ε=E1+U0, therefore carrier state (E1, φ2) corresponds to virtual QP. (b) Structure of the new QP 
state (“distributed wave packet”): correspondence between points of trajectory in the momentum 
space and layers of the CO potential where the carrier has such momentum value.  
 
Thus, negative half-wave of the CO potential caused by attraction of electrons to hole 
bipolarons together with topology of the constant energy surfaces characteristic of cuprates result 
in peculiarity of the near-antinodal QPs and, as will be demonstrated below, in the pseudogap 
emergence. It should be noted that, due to partial reflection of electron waves, besides the 
trajectory in the first quadrant of the FBZ shown in figure 6, complete momentum trajectory 
comprises the trajectory reflected in plane which is perpendicular to x axis and contains (0,0) 
point.  
 
3.3. Manifestation of the QP reconstruction caused by CO potential in ARPES spectra 
Let us consider how the revealed reconstruction of the stationary electron states occurring 
when the CO caused by strong EPI emerges in a system with cuprates-like dispersion displays 
itself in ARPES spectra. Obviously, electron with given total energy E (which is equal to its 
kinetic energy ε only in layers with zero CO potential) can escape due to photoabsorption from 
areas with different CO potential Uj having, as a result, different values of the wave vector (i.e. 
different values of φ) satisfying the equations (14, 15). This is illustrated in figure 6(b) depicting 
a trajectory of the wave vector of the electron QP and the values of the CO potential 
corresponding to some trajectory points.  
The carrier state with some total energy E=E1 and φ0=φ2 in figure 6(a), having y 
projection of the wave vector ky2, is not real QP, as was discussed above. Therefore, it does not 
display itself in ARPES spectrum. The carrier with the energy E=E1 and φ0=φ1 in figure 6(a) 
(having y projection of the wave vector ky1) is real QP. Its trajectory in the momentum space 
achieves the constant kinetic energy surface ε=E1+U0 at the FBZ boundary, i.e. at k=(b,ky1): 
ε(b,ky1)=E1+U0                                                                                                        (16) 
 However, as is demonstrated by equation (16), the carrier total energy E1 is U0 lower than it is 
dictated by the dispersion for its instant momentum: E1=ε(b,ky1)-U0. Such carrier can absorb a 
photon, being in the layer with the minimum CO potential (point C in figure 6(b)). Then it 
displays itself in the ARPES spectrum at the momentum k=(b,ky1) and binding energy E1-EF = 
ε(b,ky1)-U0-EF.  
Thus, photoelectrons with the antinodal wave vectors k=(b,ky≤kFy) and corresponding to 
them (according to the dispersion law) binding energy ε(k)-EF, ordinarily observed in normal 
metals and in cuprates at T>T
*
 (when CO vanishes), are absent in the considered system. Instead 
spectral weight near the FBZ boundary k=(b,ky≤kFy) appears at higher (by the CO potential 
amplitude) binding energy ε(k)-U0-EF. Such shift of the spectral weight to higher binding 
energies by approximately 0.05 eV in comparison with the spectrum taken at temperature T>T
*
 
(when CO is absent), is indeed observed in the near-antinode ARPES spectra of optimally doped 
Bi2201 crystal at low temperatures in the whole interval of ky≤kFy [31,32]; this phenomenon is 
ordinarily named pseudogap.  
Angular dependence of the pseudogap in the suggested approach is also in agreement 
with that observed in cuprates [29, 31-33]. At the antinode (φ=0) the pseudogap width is U0 as 
discussed above. From the other hand, there exists the minimal value of φ0 corresponding to real 
QP with given energy. It marks closing the pseudogap and may be denoted as φclos. For example, 
in figure 6(a) φclos=φ1 provided EF=E1. Obviously, motion along the Fermi surface towards the 
increase of φ results in decreasing pseudogap from U0 at φ=0 to zero at φclos. The value of φclos is 
related with dispersion parameters. Geometrical demonstration of this relation illustrated by 
figure 7(a) is again the most simple. For instance, let us find an example of the dispersion 
corresponding to φclos=    like it is observed in experiments on cuprates. To do this one should 
solve an equation 
     cos30 =         ,                                                                                                                   (17) 
where       and        are determined by the dispersion law (12) and shown in figure 7(a). For 
example, for p=0.15 at d=1.2, c=1.5 and c’=0.1 the solution of equation (17) yields d’=0.8. 
Figure 7(b,c) demonstrates the Fermi surface angle corresponding to pseudogap closing in 
systems with different dispersion parameters at various doping levels p.  
 Figure 7 (a) The method to calculate the parameter d’ in dispersion (12) corresponding to 
pseudogap closing at given Fermi-surface angle φ0, for example, at φ0=30º; (b, c) variation of the 
closing angle for different doping levels and dispersion parameters: in panel (b) d=1.2, c=1.5, 
d’=0.65, c’=0.13, EF1(p=0.2)=0.447, φ1=23º, EF2(p=0.15)=0.461, φ2=26º, EF3(p=0.1)=0.476, 
φ3=33.6º; in panel (c) d=1.5, c=1.5, d’=0.4, c’=0.12, EF1(p=0.2)=0.477, 
φ1=28.5º, EF2(p=0.15)=0.485, φ2=30º, EF3(p=0.1)=0.492, φ3=32º. 
Surprisingly, the experimental low-temperature near-antinode ARPES spectra [31-33] 
demonstrate also rather large spectral weight in a wide interval of the wave vectors above Fermi 
crossing (ky>kFy) but at energies essentially below Fermi energy. Often this phenomenon is 
interpreted as display of QPs interference. To substantiate this conclusion the supposition about 
back-bending of the energy dispersion curves (EDC) is used [40], although from the alternative 
point of view this “back-bending” is a result of gradual vanishing the spectral weight (which is 
clearly seen when it is depicted in the form of image plots [31]) depicted in the form of EDCs. 
However, even besides arisen discussion is it back-bending or saturation in experimental EDCs 
[40], another divergence of such picture with experimental EDC is evident. Namely, the width of 
the EDC features at any ky<kFy is very large, comparable with the binding energy in the 
maximum [31,32]. Obviously, it hardly can be interpreted as Bogolyubov QP with certain 
momentum and energy as it is supposed in PDW model based on Amperean pairing [41]. Such 
giant broadening clearly points out to breaking the picture of Bloch or Bogolyubov QPs having 
certain energy and momentum as anticipated in literature [40]. In the model under study the 
source of giant broadening is smearing the QP over wide region of momentums considered in the 
next Section where dependence of the CO potential on both x and y coordinates is taken into 
account.   
The appearance of spectral weight at ky>kFy near antinode in the present approach 
originates naturally from the described above shift of the spectral weight by the CO potential 
amplitude to higher binding energies (caused by the QP reconstruction and dispersion topology 
near antinode). For the photoelectron from the antinode with the wave vector corresponding to 
Fermi crossing (b,ky=kFy) the binding energy is not zero but -U0 as is demonstrated above. 
Dispersion near antinode in cuprates is flat, as is seen, for example, from the ARPES spectrum 
(EDC) of optimally doped Bi2201 at temperature T>T
*
 shown in figure 2(a) in [32]. Therefore 
the spectral weight maximum in EDCs taken at kx=b, ky>kFy occur approximately at the same 
binding energy -U0 excluding narrow interval near the “end point” kymax corresponding to the 
Fermi surface angle φclos where the pseudogap closes. In the experimental antinodal EDCs taken 
for several wave vectors along lines parallel to ky axis at kx≈b (lines C1, C2 in figures 1,2 in the 
article [32]) the “end point” lies out of the interval of the wave vectors depicted. EDC 
corresponding to as high ky as kymax is represented only for line C7 [32] which is also parallel to 
ky axis but intersects the Fermi surface at φ about    .  
 
3.5. Model with CO potential depending on both x and y coordinates and broadening of 
ARPES features. 
Let us now study a more general model of the CO without averaging the potential (1) 
over y coordinate. We still consider near-antinodal carriers but now we take into account that 
propagating Bloch waves face also boundaries parallel to x axis (in the present approach all 
boundaries are chosen to be parallel to the coordinate axes). As a result, their trajectories in the 
momentum space cease to be horizontal lines and consist of horizontal and vertical small steps 
enclosed in quasi-rectangles exemplified by figure 8. As is seen from figure 8(c), trajectories of 
near-antinodal carriers in the momentum space achieve the surfaces of the higher and lower 
kinetic energy approximately along diagonal of the quasi-rectangle, the angle between the 
diagonal and the x axis can be approximated with α. Thus, one can again obtain geometrical 
estimation of the dispersion parameters providing the pseudogap closing at any Fermi surface 
angle φ0. Besides φ0, the equation will include kx0 value shown in figure 8(c), although for rough 
estimation one can use dispersion parameters satisfying the equation (17) with φ0 instead of 30 .  
 
Figure 8. Trajectories of the electron wave vector at propagation in CO potential depending on 
both x and y coordinates with the amplitude U0=0.05 eV, Np=100, Nl=32. In panel (a) d=1.5, 
c=1.5, E=0.4 eV, φ0=20º; in panel (b) d=1.5, c=1.5, E=0.4 eV, φ0=30º; in panel (c) d=1.2, c=1.5, 
E=0.35 eV, φ0=φclos=13.2º. 
In the frames of the suggested approach with a model CO potential depending on both x 
and y coordinates giant broadening of the EDC maximums in ARPES spectra emerges naturally 
as it is illustrated by figure 9 (a,b). It represents “trajectories” of the carrier momentum for two 
carriers, whose energies E1 and E2 in zero-potential layers differs by more than U0. The 
trajectory regions intersect or touch each other, therefore photoelectrons with the momentum 
from the intersection of red and blue regions can have any energy from the interval [E1, E2] 
which is wider than U0. Similar broadening is demonstrated by near-antinodal spectral weight in 
ARPES spectra of cuprates at T<T
*
 [31,32]. Temperature T
* 
of the pseudogap emergence in 
cuprates [31,32] is in agreement with CO emergence temperature calculated in the model with 
strong Frohlich EPI [6]. It should be noted that complete trajectories of the carrier momentum in 
the model with 2D CO potential apart of those shown by figures 8,9 comprise also ones reflected 
in planes containing kx or ky axes and perpendicular to the (kx,ky) plane.   
 
 
Figure 9 (a),(b) Illustration of the origin of ARPES features broadening. Blue and red areas are 
trajectories (at propagation in 2D CO potential) of the momentum for QPs with the same φ0 but 
different energies E1 and E2, respectively, E2-E1>U0. Photoelectron escaping from crystal with 
the wave vector lying on the boundary between red and blue regions can have any energy from 
the interval [E1, E2] whose width is larger than U0. For both panels d=1.5, c=2, d’=0.65, c’=0.2, 
Np=100, Nl=32; in panel (a) φ0=16, E1=0.36 eV, E2=0.42 eV; in panel (b) φ0 =27, E1=0.42 eV, 
E2=0.49 eV. 
 
 3.5. Displaying QP reconstruction caused by CO potential in STM spectra. 
  
   Finally let us briefly discuss display of the described QP reconstruction in scanning 
tunneling microscopy (STM) which is the other basic experimental method of the pseudogap 
study. At considering the topographic map mode in the frames of the model under study the bias 
is superimposed on negative or positive CO potential in different regions of the surface. This 
results in variation of the tip height necessary for constant tunneling current, thus visualizing the 
charge distribution, that is apparently seen in experiments [34-36]. In the suggested approach 
there is not a necessity to suppose inhomogeneity due to dopant ions as is often used in 
interpretation of the topographic map obtained on cuprates [36].   
Considering differential conductance, it is convenient to start from tunneling current of 
ordinary metal-metal contact written in the frames of Bardeen formalism [42,43]: 
  
   
 
                       
 
                                                                       (18) 
where Eμ and Eν are energies of the states ψμ and ψν in the probe and on the surface, respectively, 
and f(E) is Fermi function. If ψν is a state of the system considered above which is different from 
ordinary Fermi-liquid, the factor [1-f(Eν+eV)] in (18) should be replaced with the density of 
states on the surface available for filling in the suggested approach. Obviously, it gradually 
increases with the voltage V up to its value U0/e, since near-antinodal states are initially (at zero 
bias) unavailable due to presence of negative half-wave of the CO potential. With the increase of 
bias, they become available for carriers that acquire lacking energy (which varies from 0 up to 
U0 for states with different “angular distance” to the antinode) due to the bias. Thus, 
compensating negative part of the CO potential by the carrier energy eV in the applied field 
results in increasing density of available states. Such increase of differential conductance 
(representing density of available states) with increasing bias up to pseudogap width value is 
observed in experiments on cuprates [34-36].  
4. Conclusion 
 In summary, we report the QPs reconstruction emerging in a doped system with strong 
long-range EPI due to CO potential and its role in pseudogap formation in ARPES and STM 
spectra of systems with cuprates-like dispersion. We reveal that topology of cuprates-like 
dispersion makes impossible propagation of near-antinodal QPs. Photoelectrons with antinodal 
momentums stem from QPs with average momentums rather far from antinode when they escape 
from areas with minimal (negative) CO potential. Therefore the energy of such photoelectrons is 
by the CO potential amplitude lower than that dictated by dispersion for their momentum. As a 
result, spectral weight in ARPES spectra is shifted to higher (in the absolute value) binding 
energy forming pseudogap and greatly broaden. Angular dependence of the pseudogap obtained 
is in good agreement with experimental results. Besides, the approach predicts spectral weight at 
momentums above the Fermi crossing but with energies well below the Fermi energy which is 
observed in ARPES spectra of cupartes.  
Apart of ARPES spectra preliminary estimation of displaying the revealed QP 
reconstruction in STM spectra shows agreement with experimental studies of pseudogap in 
cuprates. Temperature of the CO decay (due to bipolarons thermal decay) in systems under study 
calculated earlier as function of doping [6] is consistent with doping dependence of the 
temperature T
*
 of the pseudogap disappearance in cuprates. Thus, we have demonstrated that in 
systems with strong long-range EPI and high density of carriers with dispersion typical of 
cuprates the peculiarities in the ARPES and STM spectra ordinarily unified under pseudogap 
title occur due to QP reconstruction in presence of CO potential. Earlier in the frames of the 
model with strong Frohlich EPI the nodal ARPES spectra were calculated with taking into 
account joint relaxation of coupled systems [25], and they turn out to be in quantitative 
agreement with nodal-direction ARPES spectra in cuprates including high-energy anomaly and 
great linewidth. Strong Frohlich EPI results also in CO formed by large polarons (at lower 
carrier density) and bipolarons, whose period and onset temperature are in agreement with those 
observed in cuprates [6]. 
The results obtained show that strong Frohlich EPI not only convert states of carriers with 
the low energy into autolocalized ones but due to this conversion induces transformation of 
delocalized QP states into distributed wave packets. From one hand the findings of the article 
stress the importance of strong EPI in doped cuprates that is pointed out also in many other 
theoretical and experimental studies [3-11,14-17,21-25,28]. From the other hand our results 
change the idea about QP states in doped cuprates. The QP reconstruction revealed may be 
useful in interpreting results of STM, Andreev reflection, spectroscopic imaging STM and 
plethora of other similar experiments in cuprates. It possibly also could help to shed light on a 
well-known enigma of peak-dip-hump structure in ARPES and STM spectra [29,35].  
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