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1. REVIEW AND NOTATION 
We shall continue the study of the factorization of automorphisms of 
upper triangular matrices with elements from an algebra JS’ over a commuta- 
tive ring R. All rings and algebras are assumed to have a unity, denoted by 1. 
In particular we obtain a common generalization of the principal results of [l] 
and [3]. 
Let T be the graph whose vertex set is {l, . . , n} and whose edge set is all 
pairs (i, j) with i < j. If I is a subgraph of T with edge set (1,. ,}, then the 
complement H of I is the graph on 11,. . . , n) whose edge set is the 
complement of that of I in T. We say that I is connected iff for any i < j 
there is a sequence i= jl,jz,...,jl,= j for which either (j,,j,+,> or 
(j y+ i, j,) is an edge of I. Note that I is a directed graph. Then I is 
connected iff the underlying nondirected graph is connected in the usual 
sense. If u is any permutation on (1,. , n), we say that I is invariant under 
(T iff (i, j) an edge of I implies that (a(i), a(j)) is also an edge of I. Next, 
I is called transitive iff (i, j) and (j, k) edges of I imply that (i, k) is an 
edge of I. Finally, we say that I is interpolatory or satisfies the interpola- 
tion property iff whenever (i, j) and (i, k) are edges of I and j < k, then so 
is (j, k). 
Now let R be a commutative ring and & an algebra over R (both with 
unity). Let I and H be complementary subgraphs of T. Denote by Yn [or 
x(I) if necessary] the &module (and R-algebra) of all upper triangular 
matrices with entries from ti generated by all Eij with (i, j) an edge of I 
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[where Eij is the standard matrix unit which has a 1 in position (i, j) and 
zeros elsewhere]. Note that by our definition if r is connected, transitive, 
and interpolatory, then (i, i> is an edge of r, so that Eji E J< for i = 1,. . . , n. 
For the motivation of these choices and the relations between graphs and 
algebras see [l], especially the lemma on p. 210 in connection with the next 
definition. 
DEFINITION. Let r be a subgraph of Y which contains all loops (i, i). 
(a) Denote by Z the set of all permutations u of (1,. . , n) such that r is 
invariant under u. 
(b) Denote by fl th e set of all mappings 
?r( T) = P-w, 
where T E 5, and P is the permutation matrix determined by rr. 
REMARK. Since r is invariant under 7, it follows that If is a subgroup 
of the group Aut(J<) of R-automorphisms of the R-algebra Yn. 
2. STATEMENT OF RESULTS 
THEOREM. Let d be an R-algebra with unity such that every nontrivial 
R-algebra endomorphism of J.?Y is an automorphism. Let r be a transitive 
connected interpolatory subgraph of F, and let z denote the algebra of 
n x n upper triangular matrices with entries from & generated over r. Zf 0 
is an R-automorphism of x, then 0 can be factored as 
where @ is inner, 0 E II, and q is engendered by an R-automorphism rj of 
& according to 
(*) 
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COROLLARY 1 [3]. If Y(d) is the R-algebra of all n x n upper triangu- 
lar matrices over &, then every R-automorphism 0 of F(d) can be 
factored as 
where Q, and * are as in the proof. 
Proof. In this case I = T. The only permutation under which T is 
invariant is the identity, so LI is the identity. n 
COROLLARY [I]. Let R be an integral domain, and let r be a transitive 
connected interpolatory subgraph of T. Let 7 be the algebra of n X n upper 
triangular matrices with entries from R generated over I?. Then every R-auto- 
morphism 0 of 7 can be factored as 
where @ and 1R are as in the theorem. 
Proof. If R is an integral domain and JZ’ = R in the statement of the 
theorem, then the only nontrivial R-endomorphism of R is the identity, so 
that 1I’ is the identity. n 
REMARKS. Corollary 2 is Theorem 2 of [l] with the additional hypothe- 
ses that F is connected and interpolatory. However, these hypotheses seem 
to be needed (see the examples after the proof), and without them there is a 
gap in the proof of Theorem 2. The gap occurs at the bottom of p. 212 in our 
paper [2]. The present proof is a modification of those in [l] and [3]. It is 
worth noting that if I = T and ti = R, a commutative ring, then in [4] 
Kezlan has shown that every R-automorphism of z is inner. 
3. PROOF OF THE THEOREM 
We shall induct on n. First note that for any q and L! of the given forms 
we have 
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Further, since the group of inner automorphisms is normal in the group of all 
automorphisms, then for any q and fl and any inner automorphism Cp there 
are inner automorphisms @r and @a such that 
Subsequently we shall refer to (C,) and (C,) as the commutation relations. 
Now for n = 1 the conclusion clearly holds, so suppose it is true for 
algebras of matrices of order k < n - 1, and let k = n. Let 0 be an 
automorphism of K. For any a E ~2 define JI by 
$(a) = [@-'(~z)lll~ 
where [Tlij denotes the (i, j) element of T E Yn. Clearly, r,!~ is R-linear, so 
we show that it is multiplicative. Let a, b E d. We have 
$(ab) = [O-‘(ubz)],, = [O-‘(uz)O-‘(bz)],, 
= [a-‘(uZ)],,[@-‘(bZ)],,=Jl(u)rCr(b), 
where we use the observation that for upper triangular matrices S and T, 
necessarily [ST],, = [S],,[T],,. Thus $ is an R-endomorphism of J& Fur- 
ther, 
v+(l) = [o-‘(lZ)],, = [al = 1, 
whence CC, is nontrivial and so by hypothesis is an R-automorphism. We use 
( *) to define ql in terms of I/J. Note that for any T = [tij] E Fe, ql-‘(T) = 
[I,!- ‘(tij)], so that qc ’ is also defined by ( * ). Put 
For any a E JZ’ we obtain 
= a@($( 1) El,) = a@ 0 ‘3Fl( El,) = a@,( El,). 
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@,(4,) = a@,( E,,). (**) 
Now since XE,, = &El,, we may use (* *) to infer that 
X9,( E,,) = &a,( 4,). (**‘> 
At this point we need to examine the diagonals of each @,( Ejj). For each 
j, 1 =G j < n, define a set {.z$$=~ of R-endomorphisms from JX’ into & by 
for a E &. Since each cij is an R-algebra endomorphism of &, then by 
hypothesis each must be either trivial or an automorphism. Let eij = tJl>, 
so that eij is either 0 or 1. Since C,“,,O,(E,,) = I, we must have XT+eij = 1 
for 1~ i < n. For a given i the eij, 1 Q j 6 n, are mutually orthogonal 
idempotents. Thus for a given i, if eik = 1, then ei, = 0 for 1 # k. Thus 
{eij}yZ, consists of precisely one 1 and the rest 0. Moreover, since O1(Ejj) is 
not nilpotent, it must have at least one 1 on its diagonal. It follows that each 
O,( Ejj) has one and only one diagonal entry equal to 1, while the rest are 0, 
with the l’s in different positions for different j’s. In short, there is a 
permutation u of {l, . . . , n} such that 
@lCEjj) = Ec(j)m(j) + sj 
where S, is strictly upper triangular. Thus from (* * ‘) we have 
E a(l)a(lpl( Ed = 4( Ed7 
or 
whence a = 1 and all the nonzero entries of O,(E,,) occur in row a(1). 
We have two cases. 
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Case 1: v is the identity. In particular a(l) = 1 and we have 
@,(Ell)= l c2 ... cn 
[ 0 1 
Let 
Then T = O,(Ell)+ I, - E,, E Fn, so T-’ E z as well, whence @,(&I= 
T-‘&T is an inner automorphism of F,. Note that O,(E,,) = T-‘E,lT, and 
define 0, by 0, = @i 0 0,. We wish to verify that O,(aE,,)= aE,,. Note 
that by (* *) 
@,( al?,,) = a@,( E,,) = aE,,T. 
Therefore 
O,( aE,,) = @‘;‘(@I,( aE,,)) = T( aE,,T)T-’ = TuE,, = aE,, 
Alsowehave O=0,~~;‘=~,~0,~~~‘,where @i andqlP’areofthe 
prescribed form. Thus we may work with 0,. 
To deal with 0, we let 
where Yn_i consists of all principal submatrices of elements of Fn on rows 
and columns 2,. . . , n. If T E Fn, then T - E,,T E 9, so we see that 9 is in 
fact a subalgebra of x. If r’ is the graph on 2,. . , n whose edges are the 
edges (i, j) of I with 2 < i, then I’ is likewise transitive and Fm_l is the 
algebra generated over I’. Observe that T E/ iff E,,T = 0= TE,,, and 
this holds iff E,,@,(T) = 0 = O,(T)El,, as O,(E,,) = E,,. IIence T E 1 iff 
O,(T) E 9. Thus 0, restricted to 9 can be regarded as an R-automor- 
phism of 37_,. However, I1 need not be connected. Let I’ = A,@ . . . @A,, 
where the Aj are the components of I’. Let 4 be the R-algebra and 
&module generated by all E,, with (h,k) E Ai, and let qn_i be the 
corresponding subalgebra of Yn_ 1. Then 9 = Sl@ . . @S, (where the 
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sum is an algebra and a module direct sum). We claim that @a(<) c 4. 
First note that 
O,( Eii) = @.;‘(O,( E,,)) = T-‘( E,, + S,)T = E,, + T-‘S,T. (+) 
Thus the only nonzero diagonal entry of O,(E,,) is a 1 in position (i, i). If 
now E,, E J;‘,,,, then 
Since E,& = E,, and &lj = 0 f or i z j, it follows that the li are orthogonal 
idempotents, whence from ( + ), O,( E,,) = lk and lj = 0 for j f k. NOW let 
(h, k) E Aj, so that E,, E 4,. Then also 
O,( E,,) = 6, + . . . + a,,, ajq, 
from which we obtain 
@z(h) = @,( Ehk)%( E,,) = (6, + - - . + ~3,)6~ = a,~‘, E <,,,. 
Thus 0, restricted to any Sk may be regarded as an automorphism of 
Ykn_ 1. We see that each Yk “_ 1 satisfies the hypotheses of the theorem. 
(Note that the unity of Yk n _ 1 is the principal submatrix on (2,. . . , n) of the 
sum of all Ejj with j E Ak.) By the induction hypothesis 0, restricted to Sk 
has a factorization 
where Wsk is a permutation automorphism, $,, is an automorphism of 
9- kn_ 1 induced by an R-automorphism $2k of JZ’, and 42k is inner on 
&n-l in the sense that there are matrices Sk and Sk- ‘) such that 
S, q- 1) ZZ $- “S k is the identity of rk n_ 1 and for any A E Fk n_ r, $,(A) = 
Sl- ‘)AS,. However, since u is the identity, then for every k, w2k is the 
identity. If we let S = [l]@(S, + . . * + S,,), then S E T,, and is invertible. If 
we define Q2(T) = S-‘TS for all T E z, then Q2 extends c$~ to x. 
Put 0, = ai’ 0 O,, so that 0, is an R-automorphism of q and 
@3l/k = $sk+ aso O,(aE,,) = fD’;‘(02(aEl,)) = S(aE,,)S-’ = aE,,. If i > 1 
and E, E z, then Eij E Jk for some k. Therefore @,(aEij) = IJ?~,(u)E,~. 
Also, if Elj E x, then @,(E,,) = @,(E,,E,,E,,) = E1l@S(Elj)Ejj, whence 
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O,(E,,)= bljElj for some brj E &. Furthermore 0,’ is an automorphism 
for which @,‘(Ejj)= E,,, j = l,...,n, so that @,;‘(Elj)= cljElj. Thus 
Eli = 03(031(Elj)) = @3(cljElj) = Oo(cljE1lElj) 
= 03(c1jE11)03(Elj) = qjEllbljElj = cljbljElj. 
Therefore cljblj = 1. Since Elj = @,‘(@,(E,j))= bljcljElj, we see that 
b, j and crj are units. Consequently, for Elj E Fn and j E Ak we have 
@&zElj) = O,(UE,,E,~) = abljElj, 
as well as 
@&zE,~) = O,( EljaEjj) = blj$J u) Elj. 
Since blj is a unit, we conclude that 
for all j such that E,, E z and j E A,. On the other hand, if i < j and 
Eli, Elj E F,, then by the interpolation property Eij E x. Then 
bljElj = O,(Elj) = O,( EliEij) = b,,EliEij = bl,Elj, 
since O&E,,) = Eij. Consequently, bli = blj. Next, since r is connected and 
the Ak are the components of r’, then for each k there is a j, E Ak such 
that Eljk E <. Hence all b, j are equal and all the $sk are the same inner 
automorphism on LL Let B = l@ bljZ,_l, and let @s(A) = B-‘AB. Put 
@,=@iL@ s, so that for all A E x we obtain 
O,(A) = B@JA)B-‘. 
We shall show that for all i < j with Eij E Yn, 
e4(aEij) = uEij. 
First 
@,( uE,,) = B[ O,( uE,,)] B-l = uE,,. 
TRIANGULAR MATRICES 71 
Next, if Elj E x then 
04(aE,j) = B(abliEIj)B-’ = EllabljEljbGIEjj = uE,~. 
Finally if i < j and E,, E z, we have 
@‘,(uE,~) = B[ 03(aE,j)]B-’ = B(b$abljEij)B = aEij. 
Therefore 0, is the identity, and in this case 0 has the desired factorization 
by the commutation relations (C,) and (Cal. 
Case 2: o is not the identity. Suppose o(i) = p and 
where the row and column partitioning is p - 1, 1, n - p. Since Ei = Eii for 
all k, then O1(E,,>k = @,(El,) for all k. But since A, and C are both strictly 
upper triangular, so that some power of each is zero, it follows that A, and C 
are themselves zero matrices. Thus 
0 A, A, 
@,(Eii) = o I B . 
[ 1 0 0 0 
That is, if a(i) = p, then columns l,.. ., p - 1 and rows p + 1,. . .,n of 
O,(E,,) are all zero. 
Let P, be the permutation matrix corresponding to cr, and let Cl(A) = 
PilAP. We wish to show that K! is an automorphism of Y, so that R 0 0, 
satisfies the conditions of case 1. To do this we must show that if (i,j> is an 
edge of r, then so is (a(i),a(j)). G’ iven i < j, there are three possibilities: 
(1) (a(i), a(j)) is an edge of r; 
(2) a(i) > a(j), so that [i, j] is an inversion in u; 
(3) (a(i), u( j)) is in H, the complement in T of r. 
We shall show that if (i, j) is an edge of r, then (2) and (3) cannot hold, so 
that r is invariant under o. 
First suppose that i <j, but a(i) = p > q = v(j), so that [i, j] is an 
inversion. If Eij E 5$ then 
O,( Eij) = O,( Eii)O,( Eij)O,( Ejj). 
72 GEORGE PHILLIP BARKER 
Consider first the product F = O,(E,,)O,(E,,). The rows of F are linear 
combinations of the rows of O,(Eij) with coeffkients from the rows of 
O1(E,,). But every row of OI(E,,) h as zeros in the first p - 1 positions, 
whence the rows of F are linear combinations of rows p, p + 1,. . , n of 
O,(E,,). Since O,(E,,) is upper triangular, we see that all rows of F have 
zeros in the first p - 1 positions: 
where the partitioning is p - 1, n - p + 1 and where T is upper triangular. 
Now consider the product 
FO,( Ejj) = O,( Eij). 
Since a(j) = q, then rows q + 1,. . . 
Again the rows of FO,(E,) 
,n of O,(Ejj) are zero. Also q + 1~ p. 
are linear combinations of the rows of O,( ~~~~ 
with coefficients from the rows of F. The only rows of @,(E,,) which 
can have nonzero coefficients are rows p, p + 1,. . , n. But since p > q + 1 = 
a(j)+ 1, all these rows of @,(E,,) are zero. Thus 
@,( Eij) = FO,( Ejj) = 0. 
This is impossible, since 0, is an automorphism. Thus (2) cannot hold. 
Next suppose i < j and a(i) = p < q = a(j). We shall show that if (p, q) 
is an edge of H, then so is (i, j). This means that if (i, j) is an edge of f, then 
(3) cannot hold. To the contrary suppose that Eij E q, but E,, @ Tn. Since 
every A E 7* has a zero in position (p, q), then in particular 
But E,, = O,(F,,) and E,, = O,(F,,) for suitable F,,, Fvq E J9. So 
0 = Epp@,(E,j)Eqq = @l(FppEijF,q). 
But 0-l is an automorphism of Fn, and the corresponding permutation for 
O;l is o-l. Then the argument of the first part of this case applied to 0, ’ 
shows that Fp, has a 1 in position (i, i) while F,, has a 1 in position (j, j). 
Then the (i, j) entry of FppEijFqy is a 1, whence E,,EijE,, # 0, a contra- 
diction, since 0, is an automorphism. Thus if (i,j) is an edge of f, so is 
(a(i), a(j)). This completes case 2 and the proof of the theorem. n 
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4. EXAMPLES 
Let C = CE,,, where the sum is taken over all i and j such that (i,j> is 
an edge of r. Then C is characteristic for r (and for JT) in that C has a 
zero in a position iff every A E z has a zero in that position. Otherwise 
said, for i < j 
0, (i,j) an edge of H, 
Cij = 
1, (i,j) an edge of P. 
Of course cij = 0 for j < i. We can specify z and r (for given R and d> 
by giving the matrix C. 
EXAMPLE (i). Let 
1 
c=o [ 
0 1 1 
0 
0 111 I 0 11’ 0 0 1 
This example shows that r can be transitive, connected, and interpolator-y 
without being T. Thus the result is a proper generalization of the principal 
theorem of [3]. 
EXAMPLE (ii). Let 
1 
c-0 [ 
0 1 1 
0 
0 111 1 0 10’ 0 0 1 
and let &= R be the integers. In this case r is transitive and connected, 
but not interpolatory. Define 0 by 
@(Ejj) = “a (i,j) + (1,4), 
i4, (i,j) = (1,4). 
A direct computation shows that 0 is an automorphism and the ZI’ and fi of 
the theorem must be the identity. If 0 were inner given by O(A) = D-‘AD, 
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then since O(Eii) = Eii we have that D is diagonal. But also we have 
@NE,,) = E,,, O(E,,) = E,,, and O( E,,) = E,,. This implies that D = dI,. 
But then D-‘(E,,)D = E,, while @(El,) = - E,,. So the interpolator-y 
hypothesis cannot be dropped. 
EXAMPLE (iii). Let 
c= l 0 
[ 1 0 1’ 
Then r is transitive and interpolator-y (vacuously) but not connected. Let J& 
be an algebra on which there is a noninner automorphism I). For instance we 
can take R = (a + bJ-5 : a, b integers} and ~2 equal to the 2 X 2 matrices 
over R. If 
A= a’ 
0 
[ 1 0 u2’ 
Then Y does not have a factorization as in the conclusion of the theorem. 
Thus connectedness of l? cannot be dropped. 
REFERENCES 
G. P. Barker, Automorphism groups of algebras of triangular matrices, Linear 
Algebra Appl. 121:207-215 (1989). 
G. P. Barker and T. P. KezIan, The automorphism group of a matrix algebra, in 
Current Trends in Matrix Theory (F. Uhlig and R. G. Grone, Eds.), North- 
Holland, New York, 1987. 
G. P. Barker and T. P. Kezlan, Automorphisms of algebras of upper triangular 
matrices, Arch. Math. 55:38-43 (1990). 
T. P. Kezlan, A note on algebra automorphisms of triangular matrices over 
commutative rings, Linear Algebra AppE. 135:181-184 (1990). 
Received 10 October 1989; final manuscript accepted 23 October 1990 
