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Preface
These lecture notes are based on five hours of lectures given at the Park City
Math Institute in the summer of 2013. The notes are intended to be a leisurely
introduction to the Ka¨hler-Ricci flow on compact Ka¨hler manifolds. They are
aimed at graduate students who have some background in differential geometry,
but do not necessarily have any knowledge of Ka¨hler geometry or the Ricci flow.
There are exercises throughout the text. The goal is that by the end, the reader
will learn the basic techniques in the Ka¨hler-Ricci flow and know enough to be
able to explore the current literature.
The material covered by these notes is as follows. In the first lecture, we
give a quick introduction to some of the main definitions and tools of Ka¨hler
geometry. In Lecture 2, we introduce the Ka¨hler-Ricci flow and give some simple
examples, before stating, and in Lecture 3 proving, the maximal existence time
theorem for the flow. In Lecture 4 we prove long time convergence results in
the cases when the manifold has negative or zero first Chern class. Finally in
Lecture 5 we discuss more recent work on the behavior of the flow on Ka¨hler
surfaces. We also “go beyond” the Ka¨hler-Ricci flow by discussing a new flow
on complex manifolds called the Chern-Ricci flow.
The Ka¨hler-Ricci flow started as a small branch of the study of Hamilton’s
Ricci flow, but by now is itself a vast area of research. As a consequence, we
have had to omit many topics. For the interested reader seeking more com-
plete expository sources: the chapter [66] by Jian Song and the author contains
many of the results of these notes and much more; the works [4, 8, 31] (in the
same volume as [66]) and the more general survey [53] are excellent sources of
information.
The author thanks Matt Gill who was the teaching assistant for this course,
for his help in writing the exercises. In addition, thanks go to the organizers,
Hubert Bray, Greg Galloway, Rafe Mazzeo and Natasa Sesum, of the research
program of the 2013 PCMI Summer Session for giving the author the oppor-
tunity to participate in this exciting event. Discussions with researchers and
graduate students at the Park City Math Institute were invaluable in shaping
the form of these notes. The author also thanks Valentino Tosatti for some
helpful comments on a previous version of these notes.
The author was supported in part by NSF grant DMS-1332196.
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Chapter 1
An Introduction to Ka¨hler
geometry
In this lecture we introduce the notion of a Ka¨hler metric and describe the
associated covariant derivatives and curvatures. We take a somewhat informal
approach which emphasizes the minimal definitions and tools needed to carry
out computations. The reader looking for more details may wish to consult [38]
or [28], for example.
1.1 Complex manifolds
Let M be a smooth manifold of dimension 2n. We say that M is a complex
manifold of complex dimension n if M can be covered by charts (U, z) where
U is an open subset of M and z : U → Cn is a homeomorphism onto an open
subset z(U) of Cn, with the following property: if (U˜ , z˜) is another chart with
U ∩ U˜ nonempty then the transition maps
z˜ ◦ z−1 : z(U ∩ U˜)→ z˜(U ∩ U˜)
and
z ◦ z˜−1 : z˜(U ∩ U˜)→ z(U ∩ U˜),
are holomorphic.
We write z = (z1, . . . , zn) and z˜ = (z˜1, . . . , z˜n). These are called complex co-
ordinates. We also introduce the real coordinates (x1, . . . , xn, y1, . . . , yn) defined
by the usual formula
zi = xi +
√−1yi.
Note that we avoid the notation i for
√−1 since i is our favorite letter for an
index. We define operators ∂∂zi and
∂
∂zi
on Cn by
∂
∂zi
=
1
2
(
∂
∂xi
−√−1 ∂
∂yi
)
,
∂
∂zi
=
1
2
(
∂
∂xi
+
√−1 ∂
∂yi
)
.
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As the notation suggests, we have for all i, j = 1, . . . , n,
∂
∂zi
(zj) = δij ,
∂
∂zi
(zj) = 0,
∂
∂zi
(zj) = 0,
∂
∂zi
(zj) = δij ,
where δij is the Kronecker delta symbol. In particular, a smooth function f on
Cn is holomorphic if and only if
∂f
∂zi
= 0 for i = 1, . . . , n.
Hence the condition that the transition maps be holomorphic can be written as
∂z˜i
∂zj
= 0 and
∂zi
∂z˜
j = 0, for all i, j = 1, . . . , n, (1.1.1)
where defined. Here we are writing z˜ for the map z˜ ◦ z−1 and z for the map
z ◦ z˜−1.
Recall that the definition of a smooth manifold requires the existence of
coordinate charts whose transition maps are smooth, and this allows for a well-
defined notion of a smooth function. Similarly, on a complex manifold M we
can make the following definition: a smooth function f on M is holomorphic if
for each coordinate chart (U, z) we have
∂f
∂zi
= 0, for i = 1, . . . , n,
on U . Of course, we are writing f for f ◦ z−1. To see that this is well-defined,
suppose that U˜ is an overlapping coordinate chart and compute using the chain
rule on U ∩ U˜ ,
∂f
∂z˜
j =
∑
k
∂f
∂zk
∂zk
∂z˜
j +
∑
k
∂f
∂zk
∂zk
∂z˜
j = 0,
as required. Note that we have used the condition (1.1.1) to see that the second
term vanishes.
Example 1.1. Cn is a complex manifold with a single coordinate chart U = Cn
and z : U → Cn the identity map. Taking the quotient of Cn by the lattice Z2n,
say, gives a compact complex manifold homeomorphic to the torus T 2n.
Example 1.2. Define complex projective space Pn as follows. As a topological
space, Pn is the quotient space
(Cn+1 − {0})/ ∼ .
where ∼ is the equivalence relation defined by
(Z0, Z1, . . . , Zn) ∼ (λZ0, λZ1, . . . , λZn),
for λ ∈ C∗. In other words, it is the space of complex lines through the origin
in Cn+1. Define open sets
Ui = {[Z0, . . . , Zn] ∈ Pn | Zi 6= 0}, for i = 0, 1, . . . , n,
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where we are writing [Z0, . . . , Zn] for the equivalence class of (Z0, . . . , Zn) (the
Zi are called homogeneous coordinates). The Ui cover P
n. On U0 we define
complex coordinates z1, . . . , zn by
z1 =
Z1
Z0
, . . . , zn =
Zn
Z0
,
and similarly for U1, . . . , Un. We leave it to the reader to check that the associ-
ated transition maps are holomorphic.
Exercise 1.1. Show that P1 is diffeomorphic to the sphere S2.
1.2 Vector fields, 1-forms, Hermitian metrics and
tensors
LetM be a complex manifold as above. The complexified tangent space (TpM)
C
at a point p is given by the span over C of
∂
∂z1
, . . . ,
∂
∂zn
,
∂
∂z1
, . . . ,
∂
∂zn
,
where we evaluate at the point p. We write (TpM)
C = T 1,0p M ⊕ T 0,1p M , where
T 1,0p M is given by the span of the
∂
∂zi and T
0,1
p M by the
∂
∂zi
. By the chain
rule and the equations (1.1.1), this decomposition of (TpM)
C is independent of
choice of complex coordinate chart. Indeed,
∂
∂zi
=
∑
k
∂z˜k
∂zi
∂
∂z˜k
+
∑
k
∂z˜
k
∂zi
∂
∂z˜
k
=
∑
k
∂z˜k
∂zi
∂
∂z˜k
∈ span
{
∂
∂z˜1
, . . . ,
∂
∂z˜n
}
,
and similarly for ∂
∂zi
.
We define a T 1,0 vector field on M to be a smooth complex-valued vector
field X on M with the property that Xp ∈ T 1,0p M for all p ∈ M . We write X
locally as
X =
∑
i
X i
∂
∂zi
,
where the X i : U → C are smooth functions which satisfy the following trans-
formation rule. If we write X˜ i for the corresponding functions on U˜ then
X i =
∑
j
X˜j
∂zi
∂z˜j
on U ∩ U˜ .
Any collection of functions X i : U → C defined on each chart in a cover of M ,
which satisfy the above transformation rule, determine a globally defined vector
field X . Indeed one can check that
X i
∂
∂zi
= X˜ i
∂
∂z˜i
on U ∩ U˜ .
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Here and henceforth we are using the summation convention that we sum over
repeated indices from 1 to n when one index is upper and the other is lower (we
regard the index i in ∂∂zi as a lower index).
Exercise 1.2. We define a holomorphic vector field on M to be a T 1,0 vector
field X = X i ∂∂zi such that
∂X i
∂zj
= 0 for all i, j = 1, . . . , n.
Show that this condition is well-defined, independent of choice of coordinate
chart.
We also define T 0,1 vector fields in a similar way. A T 0,1 vector field is
written locally as Y = Y j ∂
∂zj
where the Y j transform according to the rule
Y j = Y˜ ℓ
∂zj
∂z˜ℓ
on U ∩ U˜ ,
where of course
∂zj
∂z˜ℓ
=
∂zj
∂z˜
ℓ
.
We can do the same for the complexified cotangent space (T ∗pM)
C which is
spanned over C by the 1-forms
dz1, . . . , dzn, dz1, . . . , dzn.
Here dzi = dxi +
√−1dyi and dzi = dxi − √−1dyi are dual to ∂∂zi and ∂∂zi
respectively. We have a decomposition of the complexified cotangent space into
(1, 0)-forms and (0, 1)-forms, spanned by the dzi and dzi respectively. A (1, 0)-
form a on M is written locally as a = aidz
i, and a (0, 1) form b as b = bjdz
j ,
where the ai and bj transform by
ai = a˜k
∂z˜k
∂zi
, bj = b˜ℓ
∂z˜ℓ
∂zj
on U ∩ U˜ .
Finally, define aHermitian metric g onM to be a Hermitian inner product on
the n-dimensional complex vector space T 1,0p M for each p, which varies smoothly
in p. Locally g is given by an n × n positive definite Hermitian matrix whose
(i, j)th entry we denote by gij , which transforms according to
gij = g˜kℓ
∂z˜k
∂zi
∂z˜ℓ
∂zj
on U ∩ U˜ . (1.2.1)
Given T 1,0 vector fields X = X i ∂∂zi and Y = Y
i ∂
∂zi we define their pointwise
inner product by
〈X,Y 〉g = gijX iY j ,
and we write
|X |g =
√
〈X,X〉g
for the norm of X with respect to g.
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Exercise 1.3. Show that 〈X,Y 〉g is well-defined, independent of choice of com-
plex coordinates.
We can similarly use g to define an inner product on T 0,1 vectors.
Remark 1.1. A Hermitian metric g defines a Riemannian metric gR, which we
can define locally by
gR
(
∂
∂xi
,
∂
∂xj
)
= 2Re(gij) = gR
(
∂
∂yi
,
∂
∂yj
)
, gR
(
∂
∂xi
,
∂
∂yj
)
= 2Im(gij).
However, we won’t make use of this correspondence.
Extending all of the above, we can define tensors on a complex manifold
with any number of upper or lower indices, barred or unbarred. For example,
the set of locally defined functions Sik
j
: U → C defines a tensor with two upper
unbarred indices and one lower barred index, if it satisfies the transformation
rule:
Sik
j
= S˜abc
∂zi
∂z˜a
∂zk
∂z˜b
∂z˜c
∂zj
on U ∩ U˜ . (1.2.2)
More formally, S = Sik
j
∂
∂zi ⊗ ∂∂zk ⊗ dzj defines a smooth section of T 1,0M ⊗
T 1,0M ⊗ (T 0,1)∗M . However, in these lecture notes we will stick with more
informal language.
The reader will notice that the transformation formulae for any kind of tensor
can easily be derived by following the simple rule: match the indices according
to barred/unbarred, upper/lower and z or z˜. For example, in (1.2.2), the indices
i, k on the left hand side are unbarred upper indices with respect to z, and since
they are “free indices”, they match with corresponding free unbarred indices i, k
with respect to z on the right. On the other hand, the upper unbarred indices
a, b with respect to z˜ on the right are “summed indices” and so must match
with lower unbarred a, b indices with respect to z˜.
Exercise 1.4. Let g = (gkℓ) be a Hermitian metric on M . Define g
ij to be the
(i, j)th component of the inverse matrix of (gkℓ). Show that g
ij defines a tensor
on M , which we call g−1.
We define an pointwise inner product on (1, 0) forms using gij , as follows.
If a = aidz
i and b = bidz
i then
〈a, b〉g = gijaibj ,
and we define the norm of a to be |a|g =
√〈a, a〉g. We can similarly define an
inner product for (0, 1) forms.
1.3 Ka¨hler metrics and covariant differentiation
We say that a Hermitian metric g = (gij) is Ka¨hler if
∂kgij = ∂igkj for all i, j, k = 1, . . . , n. (1.3.1)
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Namely, ∂kgij is unchanged when we swap the two unbarred indices k and i.
Here and henceforth, to simplify notation, we are writing
∂i =
∂
∂zi
and ∂j =
∂
∂zj
.
Exercise 1.5. Show that the condition (1.3.1) is independent of choice of com-
plex coordinates.
Example 1.3. If M is a complex manifold of complex dimension 1 (a Riemann
surface) then every Hermitian metric is Ka¨hler, since (1.3.1) is vacuous.
Example 1.4. Cn with the Euclidean metric gij = δij is Ka¨hler. More gen-
erally, we may take gij = Aij where (Aij) is any fixed n × n positive definite
Hermitian matrix. Since gij is constant, it descends to the quotient C
n/Z2n to
give a Ka¨hler metric on the torus.
Exercise 1.6. Following on from Example 1.2, we can define
gij = ∂i∂j log(1 + |z1|2 + · · ·+ |zn|2), on U0,
and similarly for U1, . . . , Un. Show that (gij) defines a Ka¨hler metric on P
n.
This metric is called the Fubini-Study metric.
Given a Ka¨hler metric g, we define its Ka¨hler form to be
ω =
√−1gijdzi ∧ dzj .
Observe that since (gij) is Hermitian, the form ω is real:
ω = −√−1gijdzi ∧ dzj =
√−1gjidzj ∧ dzi = ω.
It is a form of type (1, 1) (in the span of the dzi ∧ dzj).
Note that if g is just a Hermitian metric then one can still define an associated
real (1, 1) form ω, which is sometimes referred to as the fundamental 2-form of
g. Abusing notation slightly, we will often refer to the form ω as a Hermitian
metric (or as a Ka¨hler metric, if g is Ka¨hler).
The following exercise shows that a Hermitian metric g is Ka¨hler if and only
if ω is d-closed. First we need some notation. We define an operator ∂ which
takes a (p, q) form to a (p+ 1, q) form as follows. Given a (p, q) form
a = ai1···ipj1···jqdz
i1 ∧ · · · ∧ dzip ∧ dzj1 ∧ · · · ∧ dzjq ,
we define
∂a = ∂kai1···ipj1···jqdz
k ∧ dzi1 ∧ · · · ∧ dzip ∧ dzj1 ∧ · · · ∧ dzjq .
An argument similar to the solution of Exercise 1.5 shows that ∂ is well-defined
independent of choice of coordinates. The operator ∂, taking (p, q) forms to
(p, q + 1) forms is defined similarly, and we set
d = ∂ + ∂,
which is the same as the usual exterior derivative on manifolds.
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Exercise 1.7. Let g be a Hermitian metric. Show that
g is Ka¨hler ⇐⇒ dω = 0 ⇐⇒ ∂ω = 0 ⇐⇒ ∂ω = 0.
The next result gives a way to construct new Ka¨hler manifolds from old
ones.
Proposition 1.1. Let (M, g) be a Ka¨hler manifold, and N ⊂ M a complex
submanifold. Then g|N is a Ka¨hler metric on N .
Proof. N being a complex submanifold of dimension k means the following:
at any point p of N we can find complex coordinates for M centered at p so
that near p, N is given by {zk+1 = · · · = zn = 0} and z1, . . . , zk give complex
coordinates for N . It follows immediately that the metric g at p defines an
inner product on the complexified tangent space of N (just restrict to the span
of ∂1, · · · , ∂k).
Let ι : N → M be the inclusion map, so that ω|N = ι∗ω. Then by the
standard property of the exterior derivative, we have
dι∗ω = ι∗dω = 0,
as required.
It follows that:
Corollary 1.1. Every smooth projective variety admits a Ka¨hler metric.
Indeed, a smooth projective variety can be defined to be a complex subman-
ifold of PN for some N , which by Example 1.6 admits a Ka¨hler metric.
We now define the notion of covariant differentiation on a Ka¨hler manifold
(M, g). Observe that, by the argument of Exercise 1.2, if we are given a T 1,0
vector field X = X i∂i, the object
∂X i
∂zℓ
,
gives a well-defined tensor, meaning that it transforms according to the rule
∂X i
∂zℓ
=
∂X˜k
∂z˜
j
∂z˜j
∂zℓ
∂zi
∂z˜k
on U ∩ U˜ .
Indeed, this follows from the fact that the transition maps for the X i are holo-
morphic and so “pass through” the operator ∂ℓ. However, the reader can check
that the object
∂X i
∂zk
does not give a well-defined tensor, and this leads us to define covariant differ-
entiation.
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We define the Christoffel symbols of g on the chart (U, z) to be the functions
Γikp : U → C defined by
Γikp = g
iq∂kgpq, (1.3.2)
where we recall that giq are the components of the inverse of g. By the Ka¨hler
condition (1.3.1),
Γikp = Γ
i
pk.
The Christoffel symbols do not define a tensor. However, given a T 1,0 vector
field X , we define the covariant derivative ∇kX i by
∇kX i = ∂pX i + ΓikpXp,
and this does define a tensor. By the above observation, ∂ℓX
i is already a tensor
and we define
∇ℓX i = ∂ℓX i.
Similarly, for a T 0,1 vector field Y = Y j∂j , a (1, 0) form a = aidz
i and a (0, 1)
form b = bjdz
j , we define
∇kY j = ∂kY j ∇ℓY j = ∂ℓY j + ΓjℓqY q
∇kai = ∂kai − Γpkiap ∇ℓai = ∂ℓai
∇kbj = ∂kbj ∇ℓbj = ∂ℓbj − Γqℓjbq.
Exercise 1.8. Show that ∇kX i, ∇ℓY j etc. all define tensors.
Moreover, we can extend covariant differentiation naturally to any kind of
tensor, such as the tensor Sabc described above in Section 1.2:
∇kSabc = ∂kSabc + ΓakpSpbc + ΓbkpSapc
∇ℓSabc = ∂ℓSabc − ΓqℓcSabq .
In particular, we have ∇kgij = 0. Indeed, this follows from the choice of the
Christoffel symbols, since
∇kgij = ∂kgij − Γpkigpj = ∂kgij − gpq(∂kgiq)gpj = 0,
where we have used the fact that gpqgpj = δjq.
Remark 1.2. ∇ coincides with the Levi-Civita connection of the Riemannian
metric gR associated with g, extended to the complexified tangent bundle.
1.4 Curvature
We now describe the curvature associated to a Ka¨hler metric g. Define the
curvature tensor R p
ijk
by
R p
ijk
= −∂jΓpik,
for Γpik the Christoffel symbols of g, defined by (1.3.2).
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Exercise 1.9. Show that R p
ijk
is a tensor.
It will be convenient to define
Rijkℓ = R
p
ijk
gpℓ.
That is, we lower the index p into the last slot using the metric g. We will also
refer to this tensor as the curvature tensor. The tensor Rijkℓ has the following
symmetries:
Proposition 1.2. The curvature tensor of a Ka¨hler metric satisfies
Rijkℓ = Rkjiℓ = Riℓkj = Rkℓij ,
and
Rijkℓ = Rjiℓk.
Proof. From the definitions,
Rijkℓ = − gpℓ∂j(gpq∂igkq)
= − gpℓgpq∂j∂igkq + gpℓgpsgrq∂jgrs∂igkq
= − ∂i∂jgkℓ + gpq∂igkq∂jgpℓ,
(1.4.1)
where we have used the formula for the derivative of an inverse matrix δ(A−1) =
−A−1(δA)A−1. The proposition then follows immediately from this formula,
and the Ka¨hler condition (1.3.1).
The curvature tensor measures the failure of covariant derivatives to com-
mute. More precisely:
Proposition 1.3. For a T 1,0 vector field X = Xp∂p, a T
0,1 vector field Y =
Y q∂q, a (1, 0) form a = apdz
p and a (0, 1) form b = bqdz
q, we have the following
commutation formulae:
[∇i,∇j ]Xp = R pijk Xk, [∇i,∇j ]Y q = −R
q
ij ℓ
Y ℓ
[∇i,∇j ]ap = −R qijp aq, [∇i,∇j ]bq = R ℓij q bℓ.
Here, [∇i,∇j ] = ∇i∇j −∇j∇i, and we are raising and lowering indices of the
curvature tensor using g.
Before we prove this proposition, it is convenient to introduce the notion of
a holomorphic normal coordinate system.
Lemma 1.1. Let (M, g) be a Ka¨hler manifold. For any fixed point x ∈ M ,
there exists a holomorphic coordinate chart (U, z) centered at x such that, at x,
gij = δij , and ∂kgij = 0,
for all i, j, k = 1, 2, . . . , n.
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Proof. By an affine linear change in coordinates, we can find coordinates z˜1, . . . , z˜n
centered at x with g˜ij = δij at that point. To obtain the vanishing of the first
derivatives of g, define a new holomorphic coordinate system z1, . . . , zn by
z˜i = zi − 1
2
Γ˜ijk(0)z
jzk.
Observe that the first derivative of z˜ = z˜(z) at 0 is the identity, and hence by
the inverse function theorem, we can solve for z as a holomorphic function of
z˜ in a neighborhood of zero. We leave it as an exercise to check that in the z
coordinate system, we have
∂kgij = 0
at x for all i, j, k.
Exercise 1.10. Complete the proof of Lemma 1.1
The coordinate system we constructed in Lemma 1.1 is called a holomorphic
normal coordinate system for g. The lemma implies in particular that we can
choose coordinates for which the Christoffel symbols vanish at a point (and
this implies that Γ cannot be a tensor, since if it were, it would have to vanish
everywhere). Note that the Ka¨hler condition is required for the existence of
holomorphic normal coordinates. Indeed from (1.3.1) it is immediate that the
existence of these coordinates for g implies that g is Ka¨hler.
We now complete the proof of Proposition 1.3.
Proof of Proposition 1.3. Since both sides are tensors, it is sufficient to prove
the identities at a single point x, in a holomorphic normal coordinate system
(if an equation of tensors holds in one coordinate system, it must hold in every
coordinate system). Compute at x,
[∇i,∇j ]Xp = ∂i∇jXp − ∂j(∂iXp + ΓpikXk)
= ∂i∂jX
p − ∂j∂iXp − (∂jΓpik)Xk
= R p
ijk
Xk,
giving the first formula. The others are left as the next exercise.
Exercise 1.11. Complete the proof of Proposition 1.3.
Exercise 1.12. Let ω =
√−1gijdzi ∧ dzj be a Ka¨hler metric.
1. Show that if β =
√−1βijdzi ∧ dzj is a real (1, 1)-form and ω a Ka¨hler
form, then
nωn−1 ∧ β = gijβijωn =: (trωβ)ωn.
2. Let f be a real-valued function. Show that
nωn−1 ∧ √−1∂f ∧ ∂f = |∂f |2gωn.
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Hint: pick coordinates at a point for which gij = δij .
We end this section by discussing the Ricci curvature of a Ka¨hler metric,
which is defined to be the tensor Rij given by
Rij = g
kℓRijkℓ.
A key property of Ka¨hler metrics is the following simple formula for the
Ricci curvature:
Proposition 1.4. The Ricci curvature is given by
Rij = −∂i∂j log det g.
Proof. The proposition follows easily from the well-known formula for the deriva-
tive of the determinant of an invertible Hermitian matrix A:
δ detA = trace(A−1δA) detA,
which can be rewritten as
δ log detA = trace(A−1δA). (1.4.2)
We compute
Rij = −gkℓgpℓ∂jΓpik = −∂jΓpip = −∂j(gpq∂igpq) = −∂j∂i log det g,
as required.
We define the Ricci form of g to be the (1, 1) form
Ric(ω) =
√−1Rijdzi ∧ dzj = −
√−1∂∂ log det g.
It follows from either Proposition 1.2 or Proposition 1.4 that (Rij) is Hermitian,
and hence Ric(ω) is a real (1, 1) form. Proposition 1.4 implies that ∂kRij =
∂iRkj , namely that Ric(ω) is d-closed.
Note that we often write
Ric(ω) = −√−1∂∂ logωn.
We make sense of this expression as follows. If Ω is any volume form, locally
written as
Ω = a(z)(
√−1)ndz1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn,
then we define √−1∂∂ logΩ = √−1∂∂ log a.
Exercise 1.13. This definition of
√−1∂∂ logΩ is well-defined, independent of
choice of local coordinates.
Then since
ωn = n!(
√−1)n det g dz1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn,
we see that −√−1∂∂ logωn = −√−1∂∂ log det g.
Exercise 1.14. Let ωFS be the Fubini-Study metric of Exercise 1.6. Show that
Ric(ωFS) = (n+ 1)ωFS.
12
Chapter 2
The Ka¨hler-Ricci flow and
the Ka¨hler cone
In this lecture we introduce the Ka¨hler-Ricci flow. We also discuss Ka¨hler
classes, the Ka¨hler cone and the first Chern class. We describe the maximal
existence time result for the Ka¨hler-Ricci flow and give some simple examples.
2.1 The Ka¨hler-Ricci flow and simple examples
Let (M,ω0) be a compact Ka¨hler manifold. If ω = ω(t) is a smooth family of
Ka¨hler metrics on M satisfying the equation
∂
∂t
ω = −Ric(ω), ω|t=0 = ω0, (2.1.1)
then we say that ω(t) is a solution of the Ka¨hler-Ricci flow starting at ω0. For
the reader who is familiar with Hamilton’s Ricci flow of Riemannian metrics:
this is the same equation (modulo a factor of 2) starting at a Ka¨hler metric.
We describe now some simple examples of solutions to the Ka¨hler-Ricci
flow. First, let M be a compact Riemann surface (complex dimension 1). The
following theorem is known as the Uniformization Theorem.
Theorem 2.1. On any compact Riemann surface M there exists a Ka¨hler met-
ric ωKE with
Ric(ωKE) = µωKE, (2.1.2)
for some constant µ.
In general, a Ka¨hler metric satisfying (2.1.2) is called a Ka¨hler-Einstein
metric, which explains the notation. By multiplying ωKE by a constant, we
may assume that µ is equal to either 1, 0 or −1. Indeed this follows from the
fact that for any Ka¨hler metric ω and positive real number λ,
Ric(λω) = Ric(ω), (2.1.3)
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as can be seen immediately from the formula of Proposition 1.4.
The Gauss-Bonnet formula on a Riemann surface M can be written as∫
M
Ric(ω) = 2π(2− 2gM),
where gM is the genus of M , and hence the sign of µ determines whether M
has genus 0, 1 or greater than 1.
Example 2.1. If µ = 1 then M = P1. Let ω0 = 2ωFS where ωFS is the
Fubini-Study metric from Exercise 1.6. Then by Exercise 1.14,
Ric(ω0) = ω0.
We claim that ω(t) = (1 − t)ω0 is a solution of the Ka¨hler-Ricci flow on [0, 1).
Indeed,
∂
∂t
ω(t) = −ω0 = −Ric(ω0) = −Ric(ω(t)),
where the last equality makes use of (2.1.3). Hence there is a solution of the
Ka¨hler-Ricci flow which shrinks the Fubini-Study metric to zero in finite time,
by scaling. Recall that P1 is diffeomorphic to S2 (Exercise 1.1). In fact, the
Fubini-Study metric is a constant multiple of the standard round metric on S2,
and so this solution of the Ka¨hler-Ricci flow can be visualized as a shrinking
round sphere (Figure 2.1).
Figure 2.1: P1 shrinking along the Ka¨hler-Ricci flow
Example 2.2. If µ = 0 then M is a torus. We have a stationary solution of
the Ka¨hler-Ricci flow starting at ω0 = ωKE,
ω(t) = ω0,
for t > 0.
Example 2.3. If µ = −1 then M is a surface of genus strictly greater than
one. If ωKE satisfies Ric(ωKE) = −ωKE, then
ω(t) = (1 + t)ωKE
solves the Ka¨hler-Ricci flow for t > 0 starting at ω0 = ωKE. The solution of the
Ka¨hler-Ricci flow exists for all time and expands by scaling.
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2.2 The Ka¨hler cone and the first Chern class
A Ka¨hler metric ω is a closed real (1, 1) form, and hence defines an element of
the cohomology group
H1,1
∂
(M,R) =
{∂-closed real (1, 1) forms}
Im ∂
.
By Hodge theory, H1,1
∂
(M,R) is a finite dimensional vector space over R.
The ∂∂ Lemma, which holds on Ka¨hler manifolds, and which we will not
state in its full generality, implies that
H1,1
∂
(M,R) =
{∂-closed real (1, 1) forms}
Im ∂∂
.
Namely, if β and γ are two closed real (1, 1) forms with β = γ + ∂η for some
(1, 0) form η then β = γ +
√−1∂∂f for a real-valued function f .
In particular, if ω and ω′ are two Ka¨hler metrics with [ω] = [ω′] (i.e. they
define the same element in H1,1
∂
(M,R)) then
ω′ = ω +
√−1∂∂ϕ, (2.2.1)
for some smooth real-valued function ϕ. Moreover, the function ϕ is unique up to
a constant, since if ϕ˜ is another function satisfying (2.2.1) then
√−1∂∂(ϕ−ϕ˜) =
0 and by the next exercise, ϕ− ϕ˜ is a constant.
Exercise 2.1. Let (M,ω) be a compact Ka¨hler manifold. Show that if a smooth
function f : M → R satisfies √−1∂∂f > 0 then f is a constant on M . Hint:
integrate f
√−1∂∂f ∧ ωn−1 over M and use Stokes’ Theorem.
We say that a class α in H1,1
∂
(M,R) is a Ka¨hler class if there exists a Ka¨hler
metric ω with [ω] = α, and in this case we write α > 0. If −α is a Ka¨hler class
then we write α < 0.
Exercise 2.2. For α in H1,1
∂
(M,R), show that the conditions α > 0, α = 0
and α < 0 are mutually exclusive. Here α = 0 simply means that α is the zero
element of H1,1
∂
(M,R).
Note that a class α in H1,1
∂
(M,R) need not satisfy one of α > 0, α = 0 or
α < 0, as we shall see in examples later.
We define the Ka¨hler cone of M to be
Ka(M) = {α ∈ H1,1
∂
(M,R) | α > 0}.
Exercise 2.3. Show that Ka(M) is an open convex cone in H1,1
∂
(M,R). (Recall
that being a convex cone means that α, α′ ∈ Ka(M) and s, s′ ∈ R>0 implies
that sα+ s′α′ ∈ Ka(M).)
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We now describe the first Chern class of a Ka¨hler manifold M . This is a
special element of H1,1
∂
(M,R) defined by
c1(M) = [Ric(ω)],
where ω is any Ka¨hler metric on M . Note that, in comparison to the usual
definition in the literature, we have omitted a factor of 2π.
It appears from the definition that c1(M) depends on the choice of metric
ω, but in fact it does not:
Proposition 2.1. c1(M) is independent of choice of ω.
Proof. Let ω′ =
√−1g′
ij
dzi ∧ dzj be any other Ka¨hler metric. Then
det g′ = eF det g,
for some smooth function F :M → R. Then
Ric(ω′) = −√−1∂∂ log det g′ = −√−1∂∂ log (eF det g) = Ric(ω)−√−1∂∂F,
which implies that [Ric(ω′)] = [Ric(ω)].
Note that the manifolds in Examples 2.1, 2.2 and 2.3 have c1(M) > 0,
c1(M) = 0 and c1(M) < 0 respectively.
Exercise 2.4. LetM = M1×M2 be a product of two Ka¨hler manifolds (M1, ω1)
and (M2, ω2), and write π1 : M → M1 and π2 : M → M2 for the projection
maps. Let ω = π∗1ω1 + π
∗
2ω2 be the product of the two metrics ω1 and ω2, a
Ka¨hler metric on M .
(a) Show that
Ric(ω) = π∗1Ric(ω1) + π
∗
2Ric(ω2).
(b) Suppose that ω1(t) and ω2(t) solve the Ka¨hler-Ricci flow on M1 and M2
respectively, starting at ω1 and ω2. Then show that ω(t) = π
∗
1ω1(t) +
π∗2ω2(t) solves the Ka¨hler-Ricci flow on M .
Exercise 2.5. Let M = P1×P1 and write ωKE = 2ωFS for the Ka¨hler-Einstein
metric on P1, which we recall has Ric(ωKE) = ωKE. Let ω be the Ka¨hler metric
on M given by the product of these Ka¨hler-Einstein metrics on P1. Show that
c1(M) = [ω].
2.3 Maximal existence time for the Ka¨hler-Ricci
flow
We now return to the Ka¨hler-Ricci flow (2.1.1), and observe that if ω(t) is a
solution of the flow then the cohomology classes [ω] = [ω(t)] must evolve by
d
dt
[ω] = −c1(M), [ω]|t=0 = [ω0]. (2.3.1)
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This simple ODE system has the solution
[ω(t)] = [ω0]− tc1(M).
Hence, as long as a solution to the Ka¨hler-Ricci flow exists, we must have
[ω0]− tc1(M) > 0,
since this element of H1,1
∂
(M,R) contains the Ka¨hler metric ω(t). The maxi-
mal existence time theorem for the Ka¨hler-Ricci flow states that this necessary
condition is sufficient for existence of a solution:
Theorem 2.2. There exists a unique maximal solution to the Ka¨hler-Ricci flow
(2.1.1) starting at ω0 for t ∈ [0, T ), where
T = sup{t > 0 | [ω0]− tc1(M) > 0}. (2.3.2)
We say that a solution ω(t) for t ∈ [0, T ) to the Ka¨hler-Ricci flow starting
at ω0 is maximal if there does not exist a solution starting at ω0 on [0, T
′) for
any T ′ > T .
The result Theorem 2.2 is due to Cao [7] in the special case when c1(M) is
zero, positive or negative. In this generality, it was proved by Tian-Zhang [75];
weaker versions of the result appeared earlier in the work of Tsuji [81, 82].
Theorem 2.2 says that the flow exists for as long as the straight line path
t 7→ [ω0]− tc1(M) remains in the Ka¨hler cone. There are four possibilities:
(a) The path t 7→ [ω0] − tc1(M) hits zero. This can only occur if c1(M) > 0
and [ω0] = Tc1(M) with T <∞.
(b) The Ka¨hler class does not move. This occurs if and only if c1(M) = 0.
(c) The path t 7→ [ω0]− tc1(M) remains in the Ka¨hler cone for all time. This
could occur if c1(M) < 0, for example.
(d) The path t 7→ [ω0]−tc1(M) hits a non-zero element of the boundary of the
Ka¨hler cone. This kind of behavior often occurs, as we will discuss later.
The behavior of the flow will depend on the kind of boundary element
that the path hits (see Example 2.5 for a simple illustration of this.)
These are illustrated by Figure 2.2.
Example 2.4. LetM be a Riemann surface. ThenH1,1
∂
(M,R) is one-dimensional
and the Ka¨hler cone is the open half line. The three behaviors (a), (b) and (c)
occur when µ = 1, µ = 0 and µ = −1 respectively.
Example 2.5. Let M = P1 × P1 as in Exercise 2.5. The space H1,1
∂
(M,R) is
spanned by the classes αi = [π
∗
i ωKE] for i = 1, 2, using the obvious notation.
The Ka¨hler cone is given by
Ka(M) = {xα1 + yα2 | x, y ∈ R>0}.
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(a)
0
[ω0]
(b)
0
[ω0]
(c)
0
[ω0]
(d)
0
[ω0]
Figure 2.2: The Ka¨hler-Ricci flow at the level of cohomology classes
From Exercise 2.5, the first Chern class of M is c1(M) = α1+α2. Suppose that
the initial metric is a product of Ka¨hler-Einstein metrics
ω0 = xπ
∗
1ωKE + y π
∗
2ωKE ∈ xα1 + yα2.
From Exercise 2.4 we see that there are three possible behaviors of the Ka¨hler-
Ricci flow depending on the values of x, y.
(i) [ω0] lies above the diagonal. Then the path t 7→ [ω0] − tc1(M) hits a
boundary element which is a multiple of [α2]. The first P
1 shrinks to zero
as t → T and the flow converges to a multiple of the Ka¨hler-Einstein
metric on the second P1.
(ii) [ω0] lies on the diagonal x = y. Then the path t 7→ [ω0]− tc1(M) hits zero
and the two P1’s shrink simultaneously to a point in finite time.
(iii) [ω0] lies below the diagonal. The same behavior as in (i) with the roles of
the two P1’s reversed.
These are illustrated by Figure 2.3.
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(i)
(ii)
(iii)
c1(M)
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Figure 2.3: Three behaviors of the Ka¨hler-Ricci flow on P1 × P1
Exercise 2.6. Let E be a torus and S a surface of genus > 1, with Ka¨hler
metrics ωE and ωS respectively, satisfying
Ric(ωE) = 0, Ric(ωS) = −ωS.
Let M = E × S.
(a) Find c1(M) and show that T =∞ for every choice of initial metric ω0.
(b) Write down the solution ω(t) of the Ka¨hler-Ricci flow starting with ω0
equal to the product of ωE and ωS .
(c) For your solution from (b), describe geometrically what is happening to
ω(t)/t as t→∞.
Exercise 2.7. Fix a Ka¨hler manifold (M,ω0). We say that a class α ∈
H1,1
∂
(M,R) is nef is for all ε > 0 there exists ωε ∈ α with ωε > −εω0.
(a) Show that a class α is nef if and only if it is in the closure of the Ka¨hler
cone of M .
(b) Show that T given by (2.3.2) can be written as
T = sup{t > 0 | [ω0]− tc1(M) is nef}.
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Chapter 3
The parabolic complex
Monge-Ampe`re equation
In this lecture we describe how the Ka¨hler-Ricci flow can be reduced to a
parabolic complex Monge-Ampe`re equation. We use this description to prove
the maximal existence time result for the flow.
3.1 Reduction to the complex Monge-Ampe`re
equation
We wish to prove Theorem 2.2 which states that there is a unique maximal
solution to the Ka¨hler-Ricci flow (2.1.1)
∂
∂t
ω = −Ric(ω), ω|t=0 = ω0,
starting at ω0 on [0, T ) for
T = sup{t > 0 | [ω0]− tc1(M) > 0}.
The idea is to reduce the Ka¨hler-Ricci flow equation to a parabolic complex
Monge-Ampe`re equation. We will briefly discuss now this terminology.
On Cn the complex Monge-Ampe`re operator is the determinant of the com-
plex Hessian:
ϕ 7→ det
(
∂2ϕ
∂zi∂zj
)
, for ϕ with
(
∂2ϕ
∂zi∂zj
)
> 0.
However, on a compact Ka¨hler manifold (M, g), this last condition is too strong,
since it would imply that ϕ is constant (see Exercise 2.1). It is natural to replace
the complex Hessian (∂i∂jϕ) by (gij + ∂i∂jϕ). We define the complex Monge-
Ampe`re operator on M to be
ϕ 7→ det
(
gij +
∂2ϕ
∂zi∂zj
)
, for ϕ with
(
gij +
∂2ϕ
∂zi∂zj
)
> 0.
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There are many functions ϕ satisfying gij + ∂i∂jϕ > 0, and indeed these func-
tions parametrize (modulo constants) the space of Ka¨hler metrics in the same
cohomology class as g.
By parabolic complex Monge-Ampe`re equation, we mean a nonlinear equation
of the form
∂
∂t
ϕ = log
det
(
gij +
∂2ϕ
∂zi∂zj
)
det g
+ f(ϕ, t),
for some function f . The metric g may in general have some dependence on t.
Before we show that the Ka¨hler-Ricci flow (2.1.1) is equivalent to such an
equation, we need the following well known theorem of Hamilton [33] (see [17]
for a shorter proof, and [14] for a recent exposition).
Theorem 3.1. Given any compact Ka¨hler manifold (M, g0), there exists a
unique solution of the Ka¨hler-Ricci flow on a maximal time interval [0, S) for
some S with 0 < S 6∞.
In fact, Hamilton’s theorem holds for the general Ricci flow on a compact
Riemannian manifold. Theorem 3.1 is just the statement that a solution to
the Ka¨hler-Ricci flow exists for some short time and is unique. It then follows
immediately that there must exist a solution on a maximal time interval. The
theorem does not tell us anything about the quantity S. The point of Theorem
2.2 is that S = T , where T has the simple formulation (2.3.2) in terms of
cohomology classes.
We now begin the proof of Theorem 2.2. By the discussion of Section 2.3,
we must have S 6 T . Since we wish to show that T = S, we will assume for a
contradiction that S < T .
First we pick a smooth family of reference Ka¨hler metrics. Since S < T , the
cohomology class [ω0] − Sc1(M) lies in the Ka¨hler cone and hence contains a
Ka¨hler metric ωˆS , say. We define t 7→ ωˆt for t ∈ [0, S] to be the linear path of
metrics between ω0 and ωˆS (Figure 3.1). Namely:
ωˆt =
1
S
((S − t)ω0 + tωˆS) = ω0 + tχ ∈ [ω0]− tc1(M), (3.1.1)
where we define
χ =
1
S
(ωˆS − ω0) ∈ −c1(M). (3.1.2)
We now make the key claim: that the Ka¨hler-Ricci flow (2.1.1) is equivalent
to the parabolic complex Monge-Ampe`re equation
∂
∂t
ϕ = log
(ωˆt +
√−1∂∂ϕ)n
Ω
, ωˆt +
√−1∂∂ϕ > 0, ϕ|t=0 = 0, (3.1.3)
where Ω is a volume form with
√−1∂∂ logΩ = χ,
∫
M
Ω =
∫
M
ωn0 , (3.1.4)
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0[ω0]
[ωˆS ]
[ωˆt]
Figure 3.1: The path of reference metrics ωˆt in the Ka¨hler cone
(recall Exercise 1.13).
First, why does there exist a volume form Ω satisfying (3.1.4)? Since −χ ∈
c1(M) and −
√−1∂∂ logωn0 ∈ c1(M) we have
χ =
√−1∂∂ logωn0 +
√−1∂∂f = √−1∂∂ log(ωn0 ef ),
for some real valued function f . Hence we may take Ω = ω0e
f+c where c is a
constant chosen so that
∫
M Ω =
∫
M ω
n
0 .
We now prove the claim. Suppose that ϕ solves (3.1.3) and set ω(t) =
ωˆt +
√−1∂∂ϕ. Then
∂
∂t
ω = χ+
√−1∂∂ log ω
n
Ω
= −Ric(ω)
with ω|t=0 = ω0 as required. The other direction is left as an exercise.
Exercise 3.1. Finish the proof of the claim that (3.1.3) is equivalent to (2.1.1).
To prove Theorem 2.2 we will establish:
Proposition 3.1. Let ϕ = ϕ(t) solve (3.1.3) on [0, S). Then for each k =
0, 1, 2, . . . there exists a positive constant Ak such that on [0, S),
‖ϕ‖Ck(M) 6 Ak, ωˆt +
√−1∂∂ϕ > 1
A0
ω0.
The point here is that the bounds are independent of t. Recall that the Ck
norm of a function is defined by taking the sum of the sup norms of the 0th
through kth derivatives of the function (with respect to some fixed Riemannian
metric).
Given Proposition 3.1, we will complete the proof of Theorem 2.2. Since
the bounds on ϕ are independent of t in [0, S) we can apply the Arzela`-Ascoli
Theorem to see that for a sequence of times ti → S,
ϕ(ti)→ ϕ(S) in C∞ as i→∞,
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for a smooth function ϕ(S) with ω(S) := ω0 +
√−1∂∂ϕ(S) > 1C0ω0 > 0.
Indeed, the Arzela`-Ascoli Theorem says in particular that if {fj} is a sequence
of functions bounded in Ck+1(M) then there exists a convergence subsequence
in Ck(M). Using a diagonal argument, the C∞ estimates of Proposition 3.1 give
C∞ convergence (i.e. convergence in every Ck norm) of ϕ(ti) for a sequence of
times ti → S.
In fact since ϕ˙ is bounded, ϕ(t) converges to a unique ϕ(S) as t → S (see
Exercise 3.2 below). Now apply Hamilton’s Theorem 3.1 to obtain a solution
to the Ka¨hler-Ricci flow starting at ω(S), for at least some short time [0, ε).
Putting the two solutions together we obtain a solution to the Ka¨hler-Ricci flow
starting at ω0 on the interval [0, S + ε). But this contradicts the maximality of
S.
Exercise 3.2. For t ∈ [0, T0) (with 0 < T0 6 ∞), let ft : M → R be a family
of smooth functions which are uniformly bounded in C∞, independent of t.
(a) Suppose that for some function f :M → R, we have
ft → f pointwise on M , as t→ T0.
Then ft converges in C
∞ to f . In particular, f is smooth.
(b) Suppose that T0 <∞ and ∂ft/∂t is uniformly bounded. Then show that
there exists a unique smooth function f : M → R such that ft converges
in C∞ to f .
It remains then to prove Proposition 3.1.
3.2 Estimates on ϕ and ϕ˙
In this and the next section, we will make use of the maximum principle to
prove Proposition 3.1. We use only a simple version of the maximum principle,
a consequence of elementary calculus, which can be stated as follows:
The maximum principle. Let f = f(x, t) be a smooth function on M × [0, a]
for a > 0 and M a compact manifold. Then f achieves a global maximum at
some point (x0, t0) ∈M × [0, a]. At x0 we have
√−1∂∂f(x0, t0) 6 0.
The sign of
∂
∂t
f(x0, t0) depends on the value of t0. There are three cases (Figure
3.2):
(i) If t0 = 0 then
∂
∂t
f(x0, t0) 6 0.
(ii) If t0 ∈ (0, a) then ∂
∂t
f(x0, t0) = 0.
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(iii) If t0 = a then
∂
∂t
f(x0, t0) > 0.
In particular, if t0 6= 0 then ∂
∂t
f(x0, t0) > 0.
t
f
t0 a
(i) ∂∂tf(x0, t0) 6 0
t
f
0 t0 a
(ii) ∂∂tf(x0, t0) = 0
t
f
0 t0
(iii) ∂∂tf(x0, t0) > 0
Figure 3.2: The time derivative at the maximum of f
Of course we can replace maximum by minimum, if we reverse all the in-
equalities.
We apply the maximum principle to prove estimates on ϕ = ϕ(t) which we
assume solves (3.1.3) on [0, S). The following two lemmas are due to Tian-Zhang
[75].
Lemma 3.1. There exists a uniform constant C so that on M × [0, S),
|ϕ| 6 C.
Proof. Define a function ψ = ϕ − At for a constant A which we will specify
later. Compute
∂
∂t
ψ = log
(ωˆt +
√−1∂∂ϕ)n
Ω
− A = log (ωˆt +
√−1∂∂ψ)n
Ω
−A.
At a point when
√−1∂∂ψ 6 0 we have ωˆt +
√−1∂∂ψ 6 ωˆt and so
log
(ωˆt +
√−1∂∂ψ)n
Ω
6 log
ωˆnt
Ω
.
We now pick
A = sup
M×[0,S]
log
ωˆnt
Ω
+ 1.
Observe that ωˆt is a smooth family of Ka¨hler metrics on [0, S] (this uses the
assumption that S < T ) and hence A is a uniform constant. Then if
√−1∂∂ψ 6
0, we have
∂
∂t
ψ 6 −1.
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We can now use this to deduce that the maximum of ψ must occur at t = 0,
which gives an upper bound for ψ and hence for ϕ.
Let’s make this last part more precise. Fix a ∈ (0, S). Then ψ is a smooth
function onM× [0, a]. Suppose that ψ achieves a maximum at (x0, t0). If t0 > 0
then ∂∂tψ > 0 at (x0, t0), contradicting the inequality
∂
∂tψ 6 −1 above. Hence
the maximum of ψ on M × [0, a] is achieved at t = 0. Recalling that ϕ|t=0 = 0,
we obtain that ψ 6 0 on M × [0, a] and hence
ϕ 6 At 6 AS on M × [0, a].
Since a was an arbitrary number in (0, S), this gives the uniform upper bound
C = AS for ϕ on M × [0, S).
The lower bound is left as an exercise.
Exercise 3.3. Complete the proof of Lemma 3.1.
Next we bound ϕ˙ := ∂ϕ∂t , which is equivalent to a bound on the volume form
of the evolving metric.
Lemma 3.2. There exists a uniform constant C > 0 so that on M × [0, S),
|ϕ˙| 6 C,
and
C−1Ω 6 ωn 6 CΩ.
Proof. For the lower bound of ϕ˙ define
Q = (S − t+ ε)ϕ˙+ ϕ+ nt,
where ε > 0 is a positive constant to be determined later. Differentiating (3.1.3)
with respect to t and recalling (1.4.2), (3.1.1) and (3.1.2),
∂
∂t
ϕ˙ = trω
(
∂
∂t
(ωˆt +
√−1∂∂ϕ)
)
= ∆ϕ˙+ trωχ,
where tr is defined by Exercise 1.12. Here, the Laplace operator ∆ is defined by
∆f := trω(
√−1∂∂f) = gij∂i∂jf,
for a function f . It then follows that(
∂
∂t
−∆
)
Q = (S − t+ ε)trωχ− ϕ˙+ ϕ˙−∆ϕ+ n
= (S − t+ ε)trωχ− trω(ω − ωˆt) + n
= trω((S − t+ ε)χ+ ω0 + tχ)
= trω(ωˆS + εχ) > 0,
if we choose ε > 0 small enough so that ωˆS + εχ is positive definite (recall
that ωˆS is a Ka¨hler metric). We now apply the maximum principle (strictly
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speaking, the minimum principle). If Q achieves a minimum on some compact
time interval then at that minimum, we must have either t0 = 0 or both
∂
∂tQ 6 0
and ∆Q > 0. But the above inequality shows that the latter cannot occur and
hence the minimum of Q must occur at t0 = 0. It follows that for t ∈ [0, S),
(S − t+ ε)ϕ˙+ ϕ+ nt > −C,
and hence
ϕ˙ >
1
ε
(
−C − nS − sup
M×[0,S)
|ϕ|
)
:= C′,
since |ϕ| is bounded by Lemma 3.1. The upper bound for ϕ˙ is left as an exercise.
The estimate on the volume form follows immediately from the equation
(3.1.3) and the bound on ϕ˙.
Exercise 3.4. Complete the proof of Lemma 3.2.
A remark about constants: in what follows we will often use C,C′ etc to
denote a uniform constant (the uniformity should be clear from the context)
which may differ from line to line.
3.3 Estimate on the metric
We next bound the evolving metric ω = ω(t).
Lemma 3.3. There exists a unform constant C such that on M × [0, S),
trω0 ω 6 C.
This result follows from the argument of Cao [7], and is a parabolic version
of an estimate of Yau [84] and Aubin [1] (an alternative approach is to prove a
parabolic Schwarz lemma [83, 60]). Note that once we have Lemma 3.3 together
with the bound on the volume from Lemma 3.2, we have
C−1ω0 6 ω 6 Cω0, (3.3.1)
for a uniform positive constant C > 0. Indeed, this follows from the next
exercise:
Exercise 3.5. Let ω and ω0 be Ka¨hler metrics. Suppose there exists a uniform
constant C > 0 such that
1
C
ωn0 6 ω
n
6 Cωn0 .
Then
trω0ω 6 C1 ⇐⇒ trωω0 6 C2 ⇐⇒
1
C3
ω0 6 ω 6 C3ω0,
where each constant Ci > 0 can depend on C and the constant Cj in the bound
that is being assumed. So for example, in proving the first implication =⇒, C2
may depend on C and C1. Hint: choose coordinates so that g0 is the identity
and g is diagonal.
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Proof of Lemma 3.3. We require two key calculations. The first is(
∂
∂t
−∆
)
log trω0ω = −
1
trω0ω
gijR0 ℓk
ij
gkℓ + (†), (3.3.2)
where
(†) = −
gkℓ0 g
ijgpq∇0i gkq∇0jgpℓ
trω0ω
+
|∂trω0ω|2g
(trω0ω)
2
. (3.3.3)
Here, we are using R0 ℓk
ij
and ∇0 to denote the curvature tensor and covariant
derivative with respect to g0. The second calculation is the inequality:
(†) 6 0, (3.3.4)
which we will leave as an exercise (see below).
Given these two calculations, we can easily complete the proof of the lemma.
We define a quantity
Q = log trω0ω −Aϕ,
whereA > 1 is a constant to be determined soon. We note that by an elementary
local calculation,
|gijR0 ℓk
ij
gkℓ| 6 C0(trωω0)(trω0ω),
for a uniform constant C0 which depends only on the curvature of g0. Then
from (3.3.2), (3.3.3), (3.3.4) we have(
∂
∂t
−∆
)
Q 6 C0trωω0 −Aϕ˙+A∆ϕ
= C0trωω0 −Aϕ˙+Atrω(ω − ωˆt)
6 trω(C0ω0 − Aωˆt) + C′A,
where we have used the fact that ϕ˙ is bounded. Now choose A large enough so
that
C0ω0 −Aωˆt 6 −ω0.
Since the family of reference metrics ωˆt is uniformly bounded, the constant A is
uniform. Then at a point (x0, t0) where Q achieves a maximum, assuming that
t0 6= 0, we have by the maximum principle,
0 6 −trωω0 + C′A,
and hence trωω0 6 C at (x0, t0). From Exercise 3.5 we obtain at (x0, t0),
trω0ω 6 C.
But since ϕ is uniformly bounded, we see that Q is bounded from above at
(x0, t0) and hence
log trω0ω −Aϕ 6 C on M × [0, S).
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Note that the case when t0 = 0 is trivial. Again using the fact that ϕ is uniformly
bounded we obtain
trω0ω 6 C on M × [0, S),
as required.
It remains to establish (3.3.2). Since it is an inequality of tensors, we are
free to choose any coordinate system centered at a fixed point x, say. We
choose holomorphic normal coordinates for g0 as provided by Lemma 1.1. First
compute using (2.1.1),
∂
∂t
log trω0ω =
1
trω0ω
trω0
(
∂
∂t
ω
)
= − 1
trω0ω
gij0 Rij . (3.3.5)
Next, using the fact that the first derivatives of g0 vanish at x,
∆trω0ω = g
ij∂i∂j(g
kℓ
0 gkℓ) = g
ij(∂i∂jg
kℓ
0 )gkℓ + g
ijgkℓ0 ∂i∂jgkℓ.
But, applying the formula (1.4.1) with the metric g0,
∂i∂jg
kℓ
0 = −∂i(gpℓ0 gkq0 ∂j(g0)pq) = −gpℓ0 gkq0 ∂i∂j(g0)pq = R0 ℓkij .
Combining the above and using (1.4.1) with the metric g,
∆trω0ω = g
ijR0 ℓk
ij
gkℓ − gijgkℓ0 Rijkℓ + gijgkℓ0 gpq∂igkq∂jgpℓ
= gijR0 ℓk
ij
gkℓ − gkℓ0 Rkℓ + gijgkℓ0 gpq∇0i gkq∇0jgpℓ,
where for the last equality we use gijRijkℓ = Rkℓ and, at the point x, ∇0i = ∂i.
Then from (3.3.5),(
∂
∂t
−∆
)
log trω0ω
=
∂
∂t
log trω0ω −
∆trω0ω
trω0ω
+
|∂trω0ω|2g
(trω0ω)
2
= − 1
trω0ω
gij0 Rij −
1
trω0ω
(
gijR0 ℓk
ij
gkℓ − gkℓ0 Rkℓ + gkℓ0 gijgpq∇0i gkq∇0jgpℓ
)
+
|∂trω0ω|2g
(trω0ω)
2
= − 1
trω0ω
gijR0 ℓk
ij
gkℓ + (†),
as required.
In the proof, we made use of:
Exercise 3.6. Show that (†) 6 0 as follows. Define
Bijk = ∇0i gkj −
∂k(trω0ω)
trω0ω
gij ,
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and then show that
0 6 giq0 g
pjgkℓBijkBqpℓ = g
iq
0 g
pjgkℓ∇0kgij∇0ℓgpq −
|∂trω0ω|2g
trω0ω
.
3.4 Higher order estimates
We now complete the proof of Proposition 3.1 and hence Theorem 2.2. Given
Lemma 3.3 the proof of Proposition 3.1 follows from fairly standard parabolic
theory, which we will quote without proof. We already have from (3.3.1) the
estimate
ω = ωˆt +
√−1∂∂ϕ > 1
C0
ω0,
and we also have immediately
|√−1∂∂ϕ|g0 6 C.
We can then apply the parabolic Evans-Krylov theory [18, 40] (for a proof in
the complex setting see [25]) to obtain the parabolic Schauder estimate
‖ϕ‖C2+α,1+α/2 6 C,
where the 1 + α/2 refers to the derivative in the t direction. An alternative
to using Evans-Krylov is to prove “Calabi” and curvature estimates using the
maximum principle [6, 7, 11, 50, 51, 55]. The higher order estimates for ϕ follow
from a simple “bootstrap” argument. Indeed, we can apply the differential
operator L = ∂
∂xk
say to (3.1.3) to obtain, locally,
∂
∂t
L(ϕ) = gij∂i∂jL(ϕ) + g
ijL((gˆt)ij)− L (log(Ω)) .
This is a linear parabolic equation in L(ϕ) with coefficients in Cα,α/2. The
standard parabolic estimates (see for example [43]) give a C2+α,1+α/2 bound for
L(ϕ). Since L was any first order operator with constant coefficients, we obtain
a bound for ϕ in C3+α,1+α/2. This gives higher regularity for the coefficients
of the parabolic equation above, and we repeat the argument to obtain higher
regularity for ϕ. Thus we obtain bounds for ϕ in all derivatives.
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Chapter 4
Convergence results
In this lecture we describe convergence results for the Ka¨hler-Ricci flow in the
case when the first Chern class of M is negative or zero.
4.1 Negative first Chern class
Let (M,ω0) be a compact Ka¨hler manifold with c1(M) < 0. Observe that
T = sup{t > 0 | [ω0]− tc1(M) > 0} =∞
and hence there is a solution to the Ka¨hler-Ricci flow for all time. Note however
that the Ka¨hler class [ω(t)] becomes unbounded as t→∞, so there is no chance
that the flow can converge to a smooth Ka¨hler metric. For this reason, we
rescale the flow as follows.
Suppose that ω˜(s) solves the Ka¨hler-Ricci flow ∂∂s ω˜(s) = −Ric(ω˜(s)) on
[0,∞) with ω˜(0) = ω0. Define
ω(t) =
1
s+ 1
ω˜(s), t = log(s+ 1).
Then ω(0) = ω0 and
∂
∂t
ω(t) = − 1
(s+ 1)2
ds
dt
ω˜(s)− 1
s+ 1
ds
dt
∂
∂s
ω˜(s) = −ω(t)− Ric(ω(t)),
where we have used (2.1.3) for the last equality. We call this equation,
∂
∂t
ω = −Ric(ω)− ω, ω|t=0 = ω0, (4.1.1)
the normalized Ka¨hler-Ricci flow. Whenever c1(M) < 0, we have a solution to
this flow for all time. Moreover, the Ka¨hler class [ω(t)] satisfies the ordinary
differential equation
d
dt
[ω(t)] = −c1(M)− [ω(t)], [ω(t)] = [ω0],
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whose solution is
[ω(t)] = e−t[ω0] + (1− e−t)[−c1(M)]. (4.1.2)
Thus [ω(t)] moves in a straight line from [ω0] to the Ka¨hler class −c1(M).
In this section, we prove the following theorem.
Theorem 4.1. Suppose that c1(M) < 0. Then starting at any Ka¨hler metric
ω0 the solution to the normalized Ka¨hler-Ricci flow (4.1.1) exists for all time
and converges in C∞ to a Ka¨hler-Einstein metric ωKE, which satisfies
Ric(ωKE) = −ωKE. (4.1.3)
Moreover, ωKE is the unique Ka¨hler metric solving (4.1.3).
The existence of a solution to (4.1.3) was proved independently by Yau [84]
and Aubin [1] in the 1970s, and the uniqueness was shown earlier by Calabi [5].
H.-D. Cao [7] proved that the Ka¨hler-Ricci flow starting at any Ka¨hler metric
ω0 in the class −c1(M) converges to a solution of (4.1.3), giving a parabolic
proof of the result of Yau and Aubin. The theorem we state here is slightly
more general than Cao’s result, since we allow ω0 to lie in an arbitrary Ka¨hler
class. Theorem 4.1 follows from the work of Tsuji [81] and Tian-Zhang [75] who
dealt more generally with Ka¨hler manifolds with −c1(M) being positive in a
weaker sense (more precisely, when M has big and nef canonical bundle, also
known as a smooth minimal model of general type).
As in the previous section, we reduce the flow equation (4.1.1) to a parabolic
complex Monge-Ampe`re equation. We first need to pick reference Ka¨hler metrics
in the cohomology class [ω(t)]. Since c1(M) < 0 there exists a Ka¨hler metric
ωˆ∞ in −c1(M), which we fix once and for all. Define
ωˆt = e
−tω0 + (1− e−t)ωˆ∞,
which clearly lies in [ω(t)] given by (4.1.2). Next, we fix a volume form Ω
satisfying √−1∂∂ logΩ = ωˆ∞,
∫
M
Ω =
∫
M
ωn0 . (4.1.4)
Exercise 4.1. Show that there exists a volume form Ω satisfying (4.1.4).
We can then rewrite the normalized Ka¨hler-Ricci flow as the parabolic com-
plex Monge-Ampe`re equation:
∂
∂t
ϕ = log
(ωˆt +
√−1∂∂ϕ)n
Ω
− ϕ, ωˆt +
√−1∂∂ϕ > 0, ϕ|t=0 = 0, (4.1.5)
Exercise 4.2. Show that (4.1.1) is equivalent to (4.1.5).
From now on let ϕ(t) solve (4.1.5). We wish to prove estimates for ϕ which
are independent of t.
31
Proposition 4.1. Let ϕ = ϕ(t) solve (4.1.5) for t ∈ [0,∞). Then for each
k = 0, 1, 2, . . . there exists a positive constant Ak such that on [0,∞),
‖ϕ‖Ck(M) 6 Ak, ωˆt +
√−1∂∂ϕ > 1
A0
ω0.
In the same way that we proved Proposition 3.1, we begin by establishing
estimates on ϕ and ϕ˙. In this case we can prove stronger estimates which
improve as t→∞.
Lemma 4.1. There exists a uniform constant C > 0 such that on M × [0,∞),
(i) |ϕ(t)| 6 C.
(ii) |ϕ˙(t)| 6 C(t+ 1)e−t.
(iii) There exists a continuous function ϕ∞ on M such that
|ϕ(t) − ϕ∞| 6 Ce−t/2.
(iv) C−1Ω 6 ωn 6 CΩ.
Proof. Part (i) is left as an exercise. For (ii), we use an argument of Tian-Zhang
[75]. Compute(
∂
∂t
−∆
)
ϕ˙ = trω
(
∂
∂t
ωˆt
)
− ϕ˙ = trω(−e−tω0 + e−tωˆ∞)− ϕ˙(
∂
∂t
−∆
)
ϕ = ϕ˙− trω(ω − ωˆt) = ϕ˙− n+ trω(e−tω0 + (1 − e−t)ωˆ∞).
Then we have (
∂
∂t
−∆
)
(etϕ˙) = trω(−ω0 + ωˆ∞) (4.1.6)
and (
∂
∂t
−∆
)
(ϕ˙+ ϕ+ nt) = trωωˆ∞. (4.1.7)
Subtracting (4.1.7) from (4.1.6), we obtain(
∂
∂t
−∆
)(
(et − 1)ϕ˙− ϕ− nt) = −trωω0 < 0.
It then follows from the maximum principle that
(et − 1)ϕ˙− ϕ− nt 6 0,
and since ϕ is bounded by (i), this gives the upper bound ϕ˙ 6 C(t+ 1)e−t.
For the lower bound of ϕ˙ we add a large multiple of (4.1.7) to (4.1.6),(
∂
∂t
−∆
)(
(et +A)ϕ˙+Aϕ+Ant
)
= trω(−ω0 + ωˆ∞ +Aωˆ∞) > 0
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where A is a constant chosen so that Aωˆ∞ > ω0. Then
ϕ˙ > −C(1 + t)e−t
follows from the minimum principle.
For (iii), compute for s > t and x ∈M ,
|ϕ(x, s) − ϕ(x, t)| =
∣∣∣∣∫ s
t
ϕ˙(x, u)du
∣∣∣∣ 6 ∫ s
t
|ϕ˙(x, u)|du
6 C
∫ s
t
e−u/2du = 2C(e−t/2 − e−s/2),
(4.1.8)
since from (ii) we have |ϕ˙| 6 Ce−t/2. Then from (4.1.8), ϕ(t) converges uni-
formly to a continuous function ϕ∞. Taking the limit in (4.1.8) as s→∞ gives
(iii).
Part (iv) follows from (i) and (ii).
Exercise 4.3. Prove part (i) of Lemma 4.1.
Next we prove a bound on the metric.
Lemma 4.2. There exists a uniform constant C such that on M × [0,∞),
C−1ω0 6 ω(t) 6 Cω0.
Proof. The proof is similar to that of Lemma 3.3, so we will be brief. First, to
bound the trace of ω with respect to ω0, we claim that(
∂
∂t
−∆
)
log trω0ω 6 C0trωω0 − 1, (4.1.9)
for a uniform C0. This calculation is left as an exercise.
Now define Q = log trω0ω −Aϕ, for A to be determined. Calculate(
∂
∂t
−∆
)
Q 6 C0trωω0 − 1−Aϕ˙+Atrω(ω − ωˆt).
Choose A sufficiently large so that Aωˆt > (C0 + 1)ω0, which we can do so since
the metrics ωˆt are uniformly bounded as t→∞. Hence
trωω0 6 C
at the maximum of Q (if occuring at t0 > 0), using the fact ϕ˙ is bounded by
part (ii) of Lemma 4.1. From Exercise 3.5 and Lemma 4.1 again, we see that
trω0ω and hence Q is bounded from above at the maximum of Q. The lemma
follows by using Exercise 3.5 once more.
Exercise 4.4. Prove the inequality (4.1.9).
We now have everything we need to obtain the C∞ estimates:
33
Proof of Proposition 4.1. The argument follows in exactly the same way as in
Section 3.4. The only difference is that we are dealing with the normalized
Ka¨hler-Ricci flow, but this only adds a harmless term.
To finish the proof of Theorem 4.1, we need to prove convergence to a unique
Ka¨hler-Einstein metric. From part (iii) of Lemma 4.1:
|ϕ(t) − ϕ∞| 6 Ce−t/2,
we know that ϕ(t) converges uniformly exponentially fast to ϕ∞. But since we
have C∞ estimates from Proposition 4.1 we can apply the Exercise 3.2 to see
that ϕ(t) converges to ϕ∞ in C
∞, and in particular ϕ∞ is smooth.
Next, we apply part (ii) of Lemma 4.1:
|ϕ˙| 6 C(t+ 1)e−t,
to see that ϕ˙ converges in C∞ to 0. Then taking the limit as t →∞ of (4.1.5)
we obtain
0 = log
(ωˆ∞ +
√−1∂∂ϕ∞)n
Ω
− ϕ∞.
Taking
√−1∂∂ of both sides of this equation and recalling (4.1.4), we have
Ric(ωˆ∞ +
√−1∂∂ϕ∞) + ωˆ∞ +
√−1∂∂ϕ∞ = 0,
or, in other words, ωˆ∞+
√−1∂∂ϕ satisfies the Ka¨hler-Einstein equation (4.1.3).
It remains to prove the uniqueness of solutions to the Ka¨hler-Einstein equa-
tion. Suppose that ωKE and ω
′
KE are two solutions of (4.1.3). Then ωKE, ω
′
KE
both lie in −c1(M) and so by the ∂∂ Lemma we can write
ω′KE = ωKE +
√−1∂∂ψ
for some function ψ. We have
Ric(ω′KE) = −ω′KE = −ωKE −
√−1∂∂ψ = Ric(ωKE)−
√−1∂∂ψ,
and hence
−√−1∂∂ log ω
′n
KE
ωnKE
= −√−1∂∂ψ.
Applying Exercise 2.1, we have
log
(ωKE +
√−1∂∂ψ)n
ωnKE
= ψ + C,
for some constant C. We now apply the maximum principle to ψ (a simpler
version of the maximum principle, where the function has no dependence on t).
At the maximum of ψ+C, we have
√−1∂∂ψ 6 0 and so at this point ψ+C 6 0.
By considering similarly the minimum of ψ+C we obtain ψ+C > 0 and hence
ψ is constant and ωKE = ω
′
KE.
This completes the proof of Theorem 4.1.
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4.2 Zero first Chern class
We now consider the case when c1(M) = 0. Fix any Ka¨hler metric ω0. We have
T = sup{t > 0 | [ω0]− tc1(M) > 0} =∞,
and so a solution to the Ka¨hler-Ricci flow exists for all time. The Ka¨hler class
[ω(t)] does not move, and so unlike the case of c1(M) < 0 there is no need to
rescale the flow.
The behavior of the Ka¨hler-Ricci flow is given by the following theorem:
Theorem 4.2. Suppose c1(M) = 0. Then starting at any Ka¨hler metric ω0, the
Ka¨hler-Ricci flow (2.1.1) exists for all time and converges in C∞ to a Ka¨hler-
Einstein metric ωKE satisfying
Ric(ωKE) = 0. (4.2.1)
Moreover, ωKE is the unique Ka¨hler metric in [ω0] satisfying (4.2.1).
The existence of a Ka¨hler metric ωKE in each Ka¨hler class satisfying (4.2.1)
is due to Yau, and the uniqueness part was already established by Calabi [5].
H.-D. Cao [7] proved Theorem 4.2, making use of Yau’s L∞ estimate for the
complex Monge-Ampe`re equation [84]:
Theorem 4.3. Let (M,ω0) be a compact Ka¨hler manifold and let F :M → R be
a smooth function. Suppose that θ satisfies the complex Monge-Ampe`re equation
(ω0 +
√−1∂∂θ)n = eFωn0 , ω0 +
√−1∂∂θ > 0.
Then
osc(θ) := sup
M
θ − inf
M
θ 6 C,
for a constant depending only on (M,ω0) and supM F .
Note that if θ in this theorem is normalized by
∫
M θ ω
n = 0, say, then the
conclusion of the theorem is that ‖θ‖L∞ = supM |θ| 6 C.We will omit the proof
of Yau’s Theorem 4.3 and proceed to prove Theorem 4.2.
We first prove the uniqueness part of Theorem 4.2. Suppose ωKE and ω
′
KE
are solutions of (4.2.1) in the same Ka¨hler class. Then we can write ω′KE =
ωKE +
√−1∂∂ψ for some smooth function ψ. Since Ric(ωKE) = Ric(ω′KE) = 0
we have √−1∂∂ log ω
′n
KE
ωnKE
= 0,
and so log(ω′nKE/ω
n
KE) is a constant. Since the integral of ω
n
KE is the same as the
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integral of ω′nKE we have ω
′n
KE = ω
n
KE. Then using Stokes’ Theorem,
0 =
∫
M
ψ(ωnKE − ω′nKE) =
∫
M
ψ(ωKE − ω′KE) ∧
n−1∑
i=0
ωiKE ∧ ω′n−1−iKE .
= −
∫
M
ψ
√−1∂∂ψ ∧
n−1∑
i=0
ωiKE ∧ ω′n−1−iKE
=
∫
M
√−1∂ψ ∧ ∂ψ ∧
n−1∑
i=0
ωiKE ∧ ω′n−1−iKE
>
∫
M
√−1∂ψ ∧ ∂ψ ∧ ωn−1KE =
1
n
∫
M
|∂ψ|2ωKEωnKE,
where for the last inequality we are using the fact that all the terms that we are
throwing away are nonnegative. Hence ψ must be a constant and ωKE = ω
′
KE.
We now return to the Ka¨hler-Ricci flow, and as usual reduce the flow equa-
tion (2.1.1) to a parabolic complex Monge-Ampe`re equation. The Ka¨hler class
does not change along the flow so we can choose ω0 as a reference metric. Since
c1(M) = 0, there exists a volume form Ω with
√−1∂∂ logΩ = 0 and
∫
M
Ω =
∫
M
ωn0 .
Then the Ka¨hler-Ricci flow is equivalent to:
∂
∂t
ϕ = log
(ω0 +
√−1∂∂ϕ)n
Ω
, ω0 +
√−1∂∂ϕ > 0, ϕ|t=0 = 0. (4.2.2)
From now on, let ϕ = ϕ(t) solve this equation (4.2.2). We have the following
lemma.
Lemma 4.3. There exists a uniform constant C > 0 such that on M × [0,∞),
(i) |ϕ˙| 6 C.
(ii) C−1Ω 6 ωn 6 CΩ.
(iii) osc(ϕ) 6 C.
Proof. For (i), compute
∂
∂t
ϕ˙ = ∆ϕ˙.
Then the bound on ϕ˙ follows from the maximum principle (see the next exer-
cise). Part (ii) follows from (i). Part (iii) also follows from (i) together with
Theorem 4.3.
We made use of:
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Exercise 4.5. On a compact Ka¨hler manifold M , let f = f(x, t) satisfy the
heat equation
∂
∂t
f = ∆f, f |t=0 = f0,
where ∆ is the Laplacian associated to g(t), an arbitrary family of Ka¨hler met-
rics. Then show that on M × [0,∞),
|f | 6 sup
M
|f0|.
Hint: consider f ± εt.
Next we prove an estimate on the evolving metric ω(t). Note that there is
a complication here which did not appear in the case of c1(M) < 0 nor in the
proof of Theorem 2.2: it arises because we only have a bound on the oscillation
osc(ϕ) and not on |ϕ|.
Lemma 4.4. There exists a uniform constant C such that on M × [0,∞),
C−1ω0 6 ω(t) 6 Cω0.
Proof. We claim that there exist uniform constants C and A such that for
(x, t) ∈M × [0,∞),
(trω0ω)(x, t) 6 C exp
(
A
(
ϕ(x, t) − inf
M×[0,t]
ϕ
))
. (4.2.3)
To prove (4.2.3), apply the maximum principle to the quantity Q = log trω0ω−
Aϕ for a large constant A, as in the proofs of Lemmas 3.3 and 4.2. The details
are left as the next exercise.
Now define
ϕ˜ = ϕ− 1
V
∫
M
ϕΩ, where V =
∫
M
Ω =
∫
M
ωn.
Since the oscillation of ϕ is bounded, |ϕ˜| is uniformly bounded. From (4.2.3),
we have
(trω0ω)(x, t) 6 C exp
(
A
(
ϕ˜(x, t) +
1
V
∫
M
ϕ(t)Ω− inf
M×[0,t]
ϕ˜− inf
[0,t]
1
V
∫
M
ϕΩ
))
6 C′ exp
(
A
V
(∫
M
ϕ(t)Ω − inf
[0,t]
∫
M
ϕΩ
))
,
where for the last inequality we used the bound on |ϕ˜|. But,
d
dt
(
1
V
∫
M
ϕ(t)Ω
)
=
1
V
∫
M
ϕ˙Ω =
1
V
∫
M
(
log
ωn
Ω
)
Ω 6 log
(
1
V
∫
M
ωn
)
= 0,
by Jensen’s inequality. Hence∫
M
ϕ(t)Ω = inf
[0,t]
∫
M
ϕΩ
and so we have a uniform upper bound for trω0ω. The result then follows by
applying Exercise 3.5 and the volume bound of Lemma 4.3.
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Exercise 4.6. Prove the claim (4.2.3).
As in the previous section, we have estimates on ϕ to all orders:
Proposition 4.2. Let ϕ = ϕ(t) solve (4.2.2) for t ∈ [0,∞). Then for each
k = 0, 1, 2, . . . there exists a positive constant Ak such that on [0,∞),
‖ϕ‖Ck(M) 6 Ak, ω0 +
√−1∂∂ϕ > 1
A0
ω0.
Now we have estimates for the solution to the Ka¨hler-Ricci flow, we know we
have sequential C∞ convergence of ϕ(t) to some smooth function ϕ∞, say (not
a priori unique). To obtain smooth convergence to a Ka¨hler-Einstein metric,
we need a further argument. In the absence of a decay estimate like that of
Lemma 4.1, part (ii), we use an argument of Phong-Sturm [52] and make use of
a functional that decreases along the flow.
Define
P (t) =
∫
M
ϕ˙ ωn.
We leave it as an exercise to show that
d
dt
P (t) = − 1
n
∫
M
|∂ϕ˙|2gωn 6 0. (4.2.4)
Exercise 4.7. Prove (4.2.4).
From Lemma 4.3, P (t) is bounded. Since it is decreasing, it follows that for
a sequence of times ti ∈ [i, i+ 1], we have(∫
M
|∂ϕ˙|2gωn
)
(ti) =
(∫
M
∣∣∣∣∂ log ωnΩ
∣∣∣∣2
g
ωn
)
(ti)→ 0.
Indeed if not there would exist ε > 0 and infinitely many time intervals [ij , ij+1]
on which ∫
M
|∂ϕ˙|2gωn > ε,
contradicting the fact that
P (s)− P (0) = − 1
n
∫ s
0
∫
M
|∂ϕ˙|2gωndt
is bounded as s→∞.
Hence, from the C∞ estimates, ϕ(ti) converges (after passing to a subse-
quence) to a smooth function ϕ∞ with
log
ωn
∞
Ω
= constant, for ω∞ := ω0 +
√−1∂∂ϕ∞,
and taking
√−1∂∂ gives
Ric(ω∞) =
√−1∂∂ logΩ = 0.
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Then ω∞ = ωKE, the unique Ka¨hler-Einstein metric in the class [ω0]. We
have proved smooth convergence of the flow to ωKE for some sequence of times
ti →∞.
To prove full convergence, we make use of the following exercise.
Exercise 4.8. Show that
d2P
dt2
> C
dP
dt
,
for some uniform C (making use of the C∞ estimates). Hence show that
dP
dt
→ 0.
Given this, we obtain smooth convergence using the uniqueness of solutions
to the Ka¨hler-Einstein equation (4.2.1). Indeed, suppose for a contradiction
that we do not have convergence of ω(t) to ωKE. Then there exists a sequence
of times ti →∞ so that, after passing to a subsequence, ω(ti) converges in C∞
to ω′
∞
6= ωKE. But since
dP
dt
→ 0,
it follows from the above argument that ω′
∞
∈ [ω0] also satisfies
Ric(ω′
∞
) = 0,
contradicting the uniqueness of Ka¨hler-Einstein metrics in [ω0]. This completes
the proof of Theorem 4.2.
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Chapter 5
The Ka¨hler-Ricci flow on
Ka¨hler surfaces, and
beyond
In this lecture we will discuss, informally and without proofs, the behavior of the
Ka¨hler-Ricci flow on Ka¨hler manifolds of complex dimension two. We will also
describe a flow, known as the Chern-Ricci flow, which makes sense on complex
manifolds which do not admit Ka¨hler metrics.
5.1 Riemann surfaces
First, let (M,ω0) be a compact Ka¨hler manifold of complex dimension 1. All
such manifolds either have c1(M) < 0, c1(M) = 0 or c1(M) > 0. These cor-
respond topologically to surfaces with genus > 1, genus 1 (a torus) or genus 0
(the 2-sphere).
We know from the previous lecture that if c1(M) < 0 the Ka¨hler-Ricci
flow exists for all time with the volume of the manifold tending to infinity. If
we rescale the metric so that the volume remains bounded, then the normalized
Ka¨hler-Ricci flow converges at infinity to a Ka¨hler-Einstein metric with negative
Ricci curvature.
In the case c1(M) = 0 the Ka¨hler-Ricci flow exists for all time and converges
at infinity to a Ka¨hler-Einstein metric with zero Ricci curvature.
This only leaves c1(M) > 0 which is precisely the case of P
1. We saw from
Example 2.1 that when starting from the standard Fubini-Study metric, the P1
shrinks to a point along the Ka¨hler-Ricci flow. It is a deep result of Hamilton
[34] and Chow [13] that starting at any Ka¨hler metric on P1, the Ka¨hler-Ricci
flow shrinks to a point in finite time, and if rescaled so that the flow exists for
all time, converges smoothly to a Ka¨hler-Einstein metric on P1. The limiting
metric is not necessarily the Fubini-Study metric, but is related to it by a
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biholomorphism.
This is essentially the full picture for the Ka¨hler-Ricci flow on a compact
Riemann surface (at least, for smooth initial metrics, cf. [24, 45]).
5.2 Ka¨hler surfaces, blowing up and Kodaira di-
mension
Let M be a compact manifold of complex dimension 2. We call this a complex
surface (not to be confused with a Riemann surface!) and a Ka¨hler surface if it
admits a Ka¨hler metric, ω0, say. There is a classification for complex surfaces,
known as the Kodaira-Enriques classification (see [2] for example). However, it
is much more complicated than the picture for Riemann surfaces, and in fact
there are still some gaps to be filled.
One reason that there are “many more” Ka¨hler surfaces than Riemann sur-
faces comes from the blow-up procedure. This is a way of constructing a new
complex surface from an old one. We explain this in the simple case of the (non
compact) complex manifold C2. The blow-up of C2 at 0 is defined to be
Bl0C
2 = {(z, ℓ) ∈ C2 × P1 | z ∈ ℓ}.
Recall that points ℓ in P1 can be regarded as complex lines through the origin
in C2, so this definition makes sense. Bl0C
2 is a complex submanifold of C2×P1
of codimension 1 (it is given by a single defining equation) and hence is complex
manifold of dimension 2. There is a holomorphic map
π : Bl0C
2 → C2, π(z, ℓ) = z,
called the blow-up map. This map is certainly surjective, and since each non
zero element of C2 lies on a unique line through the origin in C2, π is injective
away from π−1(0). Since zero lies in every ℓ in P1, we have π−1(0) ∼= P1. This
set is called the exceptional curve, which we write as E. The map π is in fact a
biholomorphism from Bl0C
2−E to C2−{0}, and maps E to 0 (see for example
[28]).
What we have done here is replace a single point 0 in C2 with a copy of
P1, which we call the exceptional curve E, which represents all of the directions
through 0. This is in fact a local process, and can be performed on any complex
surfaceM with a designated point p to produce a new complex surface BlpM of
the same dimension, the blow-up of M at p. The new surface BlpM has “more
topology” than M due to this extra P1, and indeed the second Betti number of
BlpM is exactly one more than the second Betti number of M .
We can reverse the process of blowing up. If a complex surface M contains
a P1 which looks locally like the P1 inside Bl0C
2 (i.e. same normal bundle) then
we say this is an exceptional curve E. It’s a theorem that there exists a map
π :M → N to a new surface N which blows down the curve E ⊂M to a point
p ∈ N .
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If M contains no exceptional curves, then we say that M is minimal. M can
also be called a minimal model. Given the results we just stated, it is rather
easy to see that given any compact complex surfaceM we can obtain a minimal
model by a finite sequence of blow downs. Indeed, if an exceptional curve exists
then blow it down. This process reduces the second Betti number by one and
hence must terminate after finitely many steps. This simple algorithm is the
baby version of the minimal model program and was known to the classical
algebraic geometers. Its analogue in higher dimensions is far more complicated
and the subject of much recent research (see for example [3]).
We now return to the Ka¨hler-Ricci flow. A calculation shows that if we
integrate the Ricci curvature of a Ka¨hler metric over an exceptional curve E,
we obtain ∫
E
Ric(ω) = 2π,
and this formula is independent of the choice of Ka¨hler metric and of the surface
in which the exceptional curve E is contained (algebraic geometers write this
formula as K · E = −1). Along the Ka¨hler-Ricci flow we have [19]
d
dt
∫
E
ω = −
∫
E
Ric(ω) = −2π.
So exceptional curves shrink along the Ka¨hler-Ricci flow. Feldman-Ilmanen-
Knopf asked [19]: does the Ka¨hler-Ricci flow blow down exceptional curves?
Before answering this question, we make a brief digression to define the
important concept ofKodaira dimension. LetM be a compact complex manifold
of dimension n. Write K for the canonical bundle of M , namely the line bundle
of holomorphic (n, 0) forms on M . Write H0(M,K) for the vector space of
global holomorphic sections of K. Namely, H0(M,K) is the vector space of
holomorphic (n, 0) forms on M (which could be the set {0}). Then for ℓ =
1, 2, . . ., the space H0(M,Kℓ) is the space of global holomorphic sections of Kℓ
(the ℓth tensor power). If a line bundle has many holomorphic sections, then
its tensor powers will have many more. The Kodaira dimension measures the
growth of the dimension of H0(M,Kℓ) as ℓ→∞.
Define the Kodaira dimension of M to be the smallest integer Kod(M) such
that
dimH0(M,Kℓ) 6 CℓKod(M), for ℓ large,
with the convention that if H0(M,Kℓ) = {0} then we take Kod(M) = −∞. It’s
a fact from algebraic geometry that ℓmust take one of the values−∞, 0, 1, 2, . . . , n.
We will quote here some basic facts about Kodaira dimension. The first is
that on a Riemann surface M we have:
• If c1(M) < 0 then Kod(M) = 1.
• If c1(M) = 0 then Kod(M) = 0.
• If c1(M) > 0 then Kod(M) = −∞.
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Indeed this follows from the fact that c1(M) < 0 corresponds via the Kodaira
embedding theorem to the statement that K is ample, meaning that Kℓ has
lots of global sections for ℓ large. The condition c1(M) > 0 corresponds to K
−1
being ample, which implies that Kℓ has no nonzero sections for ℓ > 1. Finally,
if a Riemann surface has c1(M) = 0 then K is trivial and dimH
0(M,Kℓ) = 1
for all ℓ > 1.
The second fact is that Kodaira dimension has the following additive prop-
erty:
Kod(M1 ×M2) = Kod(M1)×Kod(M2).
Now we can quickly compute some examples in complex dimension two:
(a) IfM is a product of two Riemann surfaces of genus > 1 then Kod(M) = 2.
(b) If M is a product of a torus and a Riemann surface of genus > 1 then
Kod(M) = 1.
(c) If M is a product of two tori then Kod(M) = 0.
(d) If M is a product of a P1 with any other Riemann surface then Kod(M) =
−∞.
Now returning to the Ka¨hler-Ricci flow: if we put a product Ka¨hler-Einstein
metric on each of the examples (a)-(d) we notice that the Ka¨hler-Ricci flow
exists for all time in cases (a)-(c), whereas in (d) we have collapsing of the P1
in finite time. Morally speaking: the condition Kod(M) = −∞ means that
there is some “positive curvature” direction which ”wants to shrink” along the
flow, whereas Kod(M) > 0 means we have only “zero curvature” or “negative
curvature” directions.
Finally, the third fact is that Kodaira dimension is invariant under blow-ups:
Kod(Blp(M)) = Kod(M).
5.3 Behavior of the Ka¨hler-Ricci flow on Ka¨hler
surfaces
We now describe the behavior of the Ka¨hler-Ricci flow on a Ka¨hler surface. We
break this up into different cases.
5.3.1 Non-minimal Ka¨hler surfaces with Kod(M) 6= −∞.
We first consider the case when Kod(M) > 0 (the case Kod(M) = −∞ is
more complicated and will be discussed later). We suppose that M is not
minimal - i.e. it has at least one exceptional curve. A result of Song and the
author [64, 65, 66] says, roughly speaking, that the Ka¨hler-Ricci flow blows
down exceptional curves finitely many times until obtaining a minimal surface.
We state the result somewhat informally:
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Theorem 5.1. Suppose that M is a compact Ka¨hler surface with Kod(M) 6=
−∞ and assume thatM contains at least one exceptional curve. Then there exist
finitely many disjoint exceptional curves E1, . . . , Ek on M and a map π :M →
M1 blowing them down. The Ka¨hler-Ricci flow exists on [0, T ) for some T with
0 < T < ∞ and “blows down” E1, . . . , Ek and continues on the new manifold
M1. This process repeats finitely many times until we obtain Mℓ minimal. On
Mℓ the Ka¨hler-Ricci flow exists for all time.
It should be explained what is meant by the Ka¨hler-Ricci flow “blowing
down” exceptional curves E1, . . . , Ek, since this is the essential content of the
result (the fact that the flow exists only for a finite time follows easily from
Theorem 2.2, as does the fact that the Ka¨hler-Ricci flow exists for all time on
Mℓ.)
We say that the Ka¨hler-Ricci flow blows down E1, . . . , Ek if, first, the flow
g(t) converges smoothly on compact subsets of M \ ∪Ei to a smooth Ka¨hler
metric gT and if (M, g(t)) converges globally as a metric space to the metric
completion of (M \ ∪Ei, gT ). Second, we insist that there exists a smooth
solution to the Ka¨hler-Ricci flow on M1 for t > T which converges as t → T+
to gT smoothly on compact subsets away from the points pi := π(Ei). Third,
we require that (M1, g(t)) converges globally as a metric space to (M \∪Ei, gT )
as t→ T+. Here “converges as a metric space” means convergence in the sense
of Gromov-Hausdorff (we omit the precise definition here).
The fact that the Ka¨hler-Ricci flow can be restarted on the new manifold
M1 makes use of theorem of Song-Tian [62]. The study of the Ka¨hler-Ricci
flow in relation to the minimal model program was initiated by Song and Tian
[60, 72, 61, 62] and is known as the analytic minimal model program (see also
[41]).
5.3.2 Minimal surfaces with Kod(M) 6= −∞
Next we discuss the case of what happens on a minimal surface. As stated in the
theorem above, the flow exists for all time. Indeed, from some basic algebraic
geometry, every minimal M with Kod(M) 6= −∞ has −c1(M) nef and we can
apply Exercise 2.7 and Theorem 2.2. The behavior of the flow as t→∞ depends
crucially on the Kodaira dimension.
First suppose that Kod(M) = 2. If c1(M) < 0 then, from the results dis-
cussed in Lecture 4, the flow converges after normalization to a Ka¨hler-Einstein
metric. Otherwise, the canonical bundle is “big and nef” which means that
−c1(M) satisfies a weaker positivity condition. A result of Tsuji [81] and Tian-
Zhang [75] shows that the normalized flow converges to a Ka¨hler-Einstein metric
smoothly on compact subsets of M \ V where V is a certain subvariety on M .
If Kod(M) = 1 then the manifold is a “properly elliptic surface”. Namely,
there exists a surjective holomorphic map f : M → S to a Riemann surface S
with the property that f−1(s) is a torus for all but finitely many s ∈ S. It was
shown by Song-Tian [60] that, in a weak sense, the Ka¨hler-Ricci flow collapses
these torus fibers and converges to a “generalized Ka¨hler-Einstein metric” on
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S. This is a metric whose Ricci curvature is given by the negative of the metric
plus some additional terms arising from the non-product structure ofM . In the
simpler case when M is a product or a smooth fibration (with S necessarily a
Riemann surface of genus > 1), it was shown in ([66, 26, 22], see also [29]) that
the flow converges smoothly to the Ka¨hler-Einstein metric on S as t→∞.
Finally if Kod(M) = 0 then c1(M) = 0 and, by the result discussed in
Lecture 4, the Ka¨hler-Ricci flow converges smoothly to a Ka¨hler-Einstein metric
with zero Ricci curvature.
Combining these results with that of Theorem 5.1 we see that the Ka¨hler-
Ricci flow is largely understood if Kod(M) 6= −∞. Moreover, the behavior of
the flow reflects the geometry of the underlying complex manifold.
5.3.3 The case of Kod(M) = −∞
We now discuss the more troublesome case when Kod(M) = −∞. Indeed even
in the simple case of P1 × P1, Exercise 2.5 shows that very different behavior
can occur if different initial metrics are chosen.
We will focus on a slightly more complicated example: letM be P2 blown up
at a single point p. Recalling the definition of the blow up of C2 at the origin,
we see that in addition to the map π : Bl0C
2 → C2 there is another map
f : Bl0C
2 = {(z, ℓ) ∈ C2 × P1 | z ∈ ℓ} → P1,
given by projection f(z, ℓ) = ℓ onto the second factor. If we compactify C2 to
P2 we have maps
BlpP
2 π−→ P2
↓ f
P
1
and f is a bundle map whose fibers are isomorphic to P1. Write ωP2 and ωP1
for the Fubini-Study metric on P2 and P1 respectively.
The Ka¨hler cone of M is given by
Ka(M) = {x[f∗ωP1 ] + y[π∗ωP2 ] | x, y ∈ R>0},
and the first Chern class of M by
c1(M) = 2[π
∗ωP2 ] + [f
∗ωP1 ] > 0.
There are three different possible behaviors of the Ka¨hler-Ricci flow, depending
on where the initial Ka¨hler class [ω0] lies, as illustrated by Figure 5.1.
(i) If [ω0] lies above the line y = 2x then the Ka¨hler-Ricci flow blows down
the exceptional curve in the sense described above, and continues on P2
[63, 64, 65].
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Figure 5.1: Three behaviors of the flow on the blow up of P2
(ii) If [ω0] lies on the line y = 2x containing c1(M) then the Ka¨hler-Ricci flow
shrinks to a point in finite time [49, 54]. After rescaling and reparametriz-
ing converges to a Ka¨hler-Ricci soliton (which is a solution of the Ka¨hler-
Ricci flow which moves by automorphism) [9, 39, 87, 76, 51, 74, 15].
(iii) If [ω0] lies below the line y = 2x then the Ka¨hler-Ricci flow contracts the
P1 fibers and converges at least by sequence in the sense of metric spaces
to a metric on the base P1 [63, 59].
A general Ka¨hler surface with Kod(M) = −∞ is either P2 or a P1 bundle
over a Riemann surface or is obtained by blowing up one of these manifolds.
The Ka¨hler-Ricci flow always exhibits one of the three behaviors (i), (ii) or
(iii) described above. In (ii), the Ka¨hler-Ricci soliton may be “trivial” - i.e. a
Ka¨hler-Einstein metric [73, 71, 85].
5.3.4 Some open problems
Although much is understood about the Ka¨her-Ricci flow in the case of Ka¨hler
surfaces, and the general conjectural picture is now well-laid out, there are a
number of difficult problems that remain, and we mention here just a few.
A well-known problem is to understand more precisely the singularity for-
mation when an exceptional curve contracts. Feldman-Ilmanen-Knopf [19] con-
jectured that the blow-up limit, obtaining by rescaling the metric around the
singular time, should yield the shrinking non-compact Ka¨hler-Ricci soliton that
they constructed. This conjecture was confirmed in the example of Section 5.3.3
assuming symmetric data by Ma´ximo [44], using a result of Song [57] that in the
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symmetric case the singularity is of Type I (meaning that the curvature bound
|Rm| 6 C/(T − t) holds). Related to this is a folklore conjecture that all finite
time singularities of the Ka¨hler-Ricci flow are of Type I. Even the question of
whether the bound on the scalar curvature R 6 C/(T − t) holds is open (cf.
[86]).
The result of Theorem 5.1 for the Ka¨hler-Ricci flow makes use of results from
algebraic geometry and Ka¨hler surface theory to prove existence of exceptional
curves. It would be a long term goal to use the flow to construct algebraic
objects such as exceptional curves and give new analytic proofs of results in
algebraic geometry. In this direction, it was shown by Collins-Tosatti [16] that
in general whenever the Ka¨hler-Ricci flow encounters a noncollapsing singularity,
the metrics develop singularities precisely along an algebraic variety (proving a
conjecture of [19]).
Another problem is to understand the global metric behavior of the Ka¨hler-
Ricci flow as t → ∞ in the case of a minimal surface with Kod(M) = 2 when
c1(M) is not negative. In the case when the variety V (as discussed above)
is a union of disjoint curves of self-intersection −2, it was shown in [65] that
the Ka¨hler-Ricci flow converges in the sense of metric spaces to an orbifold
Ka¨hler-Einstein manifold. The general case of possibly intersecting curves is
still open.
It is also an open problem to understand precisely the behavior of the Ka¨hler-
Ricci flow as t → ∞ on a minimal surface with Kod(M) = 1 which is not a
smooth fibration. The results of Song-Tian [60] give information about conver-
gence of the flow in the sense of currents, but it is still unknown exactly what
happens to the metrics. Here, difficulties arise from the presence of singular and
multiple fibers.
A difficult problem is to understand collapsing along the Ka¨hler-Ricci flow in
the case of negative Kodaira dimension. Surprisingly, it is still an open problem
to determine the precise behavior of the flow even in the case of P1 × P1 when
one of the fibers collapses. It was shown by Song-Sze´kelyhidi-Weinkove [59] that
the diameter of the collapsing fiber is bounded above by a multiple of (T − t)1/3,
but this falls short of the optimal rate of (T − t)1/2 (see also [21]). It is expected
that the blow-up limit is a product with a flat direction and this has been proved
under symmetry conditions [20, 57]. Underlying this difficulty is the depth of
the problem of understanding the Ka¨hler-Ricci flow for a general initial metric
on P1 (the result of Hamilton and Chow), which still has no simple proof. In
higher dimensions the problem is far harder, since one could replace the fiber P1
by a general Fano manifold, where the behavior of the flow is far more difficult
to understand (and this goes way beyond the scope of these notes).
Finally, of course, one would like to extend all of these ideas to higher di-
mensions. Considerable progress is being made [61, 62, 58, 67, 32] and this will
continue to be a challenging and exciting area of research for many years to
come.
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5.4 Non-Ka¨hler surfaces and the Chern-Ricci flow
As seen from the last section, the Ka¨hler-Ricci flow is now quite well under-
stood in the case of complex dimension two. Given any Ka¨hler surface, we have
a more-or-less complete picture of how the flow will behave (modulo some open
problems, as discussed above). This is in contrast to the Ricci flow on gen-
eral four-manifolds, where despite the success of Ricci flow in three dimensions
[33, 35, 48, 37, 10, 46] we do not yet have any kind of conjectural picture. Is
there a larger class of four-manifolds than Ka¨hler surfaces for which we can say
anything?
We consider the class of compact complex surfaces, which include non-Ka¨hler
surfaces, namely surfaces which do not admit any Ka¨hler metric. For an exam-
ple, consider the simplest Hopf surface
H = (C2 − {0})/ ∼,
where (z1, z2) ∼ (2z1, 2z2). This is a compact complex surface, diffeomorphic
to S3 × S1 via the map
z 7→
(
z
|z| , |z|
)
∈ S3 × R>0/(r ∼ 2r) ∼= S3 × S1,
where we consider S3 as a subset of C2 in the usual way. H cannot admit a
Ka¨hler metric since its second Betti number vanishes.
All complex surfaces admit Hermitian metrics. Given such a metric g0, we
can consider the associated (1, 1) form
ω0 =
√−1gijdzi ∧ dzj ,
which is not necessarily closed. We define the Chern-Ricci form of ω0 to be
Ric(ω0) = −
√−1∂∂ log det g0.
This coincides with the usual Ricci curvature if g0 is Ka¨hler. The form Ric(ω0)
is still a closed (1, 1)-form for Hermitian g0, but the key point is that in the non-
Ka¨hler case Ric(ω0) is not in general equal to the Riemannian Ricci curvature
of g0.
We consider a parabolic flow of Hermitian metrics on a complex surface M :
∂
∂t
ω = −Ric(ω), ω|t=0 = ω0. (5.4.1)
The formula is the same as for the Ka¨hler-Ricci flow, but we are allowing g0
to be non-Ka¨hler. The equation (5.4.1) is known as the Chern-Ricci flow, and
shares many of the properties of the Ka¨hler-Ricci flow [25, 27, 78, 79, 80, 56].
Note that the Chern-Ricci flow is not the same as the Ricci flow in general.
The Ricci flow starting at a Hermitian metric may immediately become non-
Hermitian and little is known about the behavior of the flow. Other examples
of Hermitian flows generalizing the Ka¨hler-Ricci flow have been given in [68].
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The Chern-Ricci flow was first introduced by M. Gill [25] in the setting of
manifolds with vanishing first Bott-Chern class, which we now explain. We
define
H1,1BC(M,R) =
{∂-closed real (1, 1) forms}
Im ∂∂
,
which coincides with H1,1
∂
(M,R) when M is Ka¨hler, as discussed in Lecture 2.
We then define the first Bott-Chern class of M by
cBC1 (M) = [Ric(ω0)] ∈ H1,1BC(M,R),
and by the same argument as in Lecture 2, this is independent of choice of
Hermitian metric ω0.
Gill [25] proved:
Theorem 5.2. If M is a compact complex manifold with cBC1 (M) = 0 then
there exists a unique solution ω(t) to the Chern-Ricci flow (5.4.1) starting at
any Hermitian metric ω0. As t→∞,
ω(t)→ ω∞ in C∞(M),
where Ric(ω∞) = 0.
This is the analogue of Cao’s Theorem 4.2 proved in Lecture 4. This result
made use of an L∞ estimate for the complex Monge-Ampe`re equation in the
Hermitian case due to Tosatti and the author [77] (see also [12, 30]). Note that
in fact this result holds in all dimensions.
An analogue of Theorem 4.1 also exists. As there, it is convenient to consider
the normalized flow:
∂
∂t
ω = −Ric(ω)− ω, ω|t=0 = ω0. (5.4.2)
It was shown by Tosatti and the author [78] that:
Theorem 5.3. Let M be a compact complex manifold with c1(M) < 0. Then
there exists a unique solution to the Chern-Ricci flow (5.4.1) starting at any
Hermitian metric ω0. As t → ∞, the solution ω(t) to the normalized flow
(5.4.2) satisfies
ω(t)→ ωKE in C∞(M),
where ωKE is the unique Ka¨hler-Einstein metric on M satisfying Ric(ωKE) =
−ωKE.
Observe that the condition c1(M) < 0 implies that the manifoldM is Ka¨hler.
The point of this theorem is that the Chern-Ricci flow takes any non-Ka¨hler
Hermitian metric to the Ka¨hler-Einstein metric.
Furthermore, we have a natural analogue of the maximal existence time
theorem [78]:
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Theorem 5.4. Given any Hermitian metric ω0, there exists a unique maximal
solution of the Chern-Ricci flow starting at ω0 on [0, T ), where
T = sup
{
t > 0
∣∣∣∣ there exists ψ ∈ C∞(M) such thatω0 − tRic(ω0) +√−1∂∂ψ > 0
}
.
Although it looks like T depends only on ω0, it really only depends on
the “equivalence class” of ω0, where we say that two Hermitian metrics are
equivalent if their forms differ by the ∂∂ of a function. In many cases, it is easy
to compute T , just as in the Ka¨hler case.
We return now to the case of complex dimension 2 and impose an additional
assumption on ω0: √−1∂∂ω0 = 0. (5.4.3)
This is a natural assumption on complex surfaces, since, by a theorem of Gaudu-
chon [23], given any Hermitian metric ω on M there exists a smooth function σ
so that eσω satisfies (5.4.3). A metric on a complex surface which satisfies (5.4.3)
is called Gauduchon (in dimension n, the condition is
√−1∂∂ωn−1 = 0.) It is
immediate from the definition that the Chern-Ricci flow preserves the condition
(5.4.3).
If M is a minimal complex surface, then a similar picture as in the Ka¨hler
case (Section 5.3.2) is now emerging:
• If Kod(M) = 0 then cBC1 (M) = 0 and Gill’s Theorem 5.2 implies that the
Chern-Ricci flow exists for all time and converges to a Chern-Ricci flat
metric.
• If Kod(M) = 1 and M is non-Ka¨hler, then M is, up to a finite covering,
a smooth elliptic bundle over a Riemann surface S. A result of Tosatti-
Weinkove-Yang [80] says that the normalized Chern-Ricci flow (5.4.2) ex-
ists for all time and converges in the sense of metric spaces to an orbifold
Ka¨hler-Einstein metric on S.
• If Kod(M) = 2 then M admits a Ka¨hler metric (in fact M is projective
algebraic). If c1(M) < 0 and we start the flow from a Hermitian metric,
we can apply Theorem 5.3 above to obtain convergence of the normalized
Chern-Ricci flow to a Ka¨hler-Einstein metric. Otherwise the canonical
bundle is big and nef and a result of Gill [27] says that the flow converges
smoothly to a Ka¨hler-Einstein metric outside a subvariety, generalizing
the results of [81, 75].
If M is non-minimal with Kod(M) 6= −∞, then as in the case of the Ka¨hler-
Ricci flow we can ask whether the Chern-Ricci flow “blows down” exceptional
curves. This is in general an open problem. However, it was shown in [78] that
one obtains smooth convergence outside the curves of negative self-intersection.
Moreover, the curves contract in the sense of metric spaces if the initial metric
ω0 satisfies the additional assumption that dω0 is the exterior derivative of the
pull-back of a form from the blow-down manifold [79]. It is not difficult to find
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examples when this condition is satisfied, but we conjecture that one should be
able to remove this assumption.
The case of Kod(M) = −∞ is both more interesting and more difficult.
The minimal non-Ka¨hler surfaces with Kod(M) = −∞ are known as Class VII
surfaces. When b2 = 0, M is either a Hopf surface or an Inoue surface. It was
shown in [78] that on a Hopf surface, the Chern-Ricci flow collapses in finite
time, meaning that the volume tends to zero. By contrast, on the Inoue surface
the flow exists for all time. Explicit examples were given in [79] for a family
of Hopf surfaces which exhibit collapsing in the sense of Gromov-Hausdorff to
S1. Examples on Inoue surfaces also show collapsing of the normalized flow as
t→∞ [79].
When M is a Class VII surface with b2 > 0, the exact behavior of the flow
is a mystery, and no explicit examples are known. However, it was shown in
[78] that the Chern-Ricci flow always collapses in finite time. It is a major open
problem to complete the classification of Class VII surfaces when b2 > 1 (for
the cases b2 = 0, 1 see [36, 42, 47, 69, 70]) and this is a motivating factor for
studying non-Ka¨hler surfaces.
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Appendix A
Solutions to exercises
1.1. S2 = {(x1, x2, x3) ∈ R3 | (x1)2 + (x2)2 + (x3)2 = 1} is a complex manifold
with charts (S2 − {(0, 0, 1)}, w) and (S2 − {(0, 0,−1)}, w˜) given by
w =
x1 +
√−1x2
1− x3 , w˜ =
x1 −√−1x2
1 + x3
,
which are related by w = 1/w˜ on the overlap. On the other hand P1 has two
complex charts U0 = {Z0 6= 0} with z = Z1/Z0 and U1 = {Z1 6= 0} with
z˜ = Z0/Z1, which are related by z = 1/z˜. All of the maps w, w˜, z, z˜ map onto
C. Then define a map S2 → P1 by mapping S2−{0, 0, 1} → U0 via z−1 ◦w and
S2 − {0, 0,−1} → U1 via z˜−1 ◦ w˜. This is well-defined and holomorphic with
holomorphic inverse, hence a diffeomorphism.
1.2. Let (U, z˜) be another coordinate chart. If
∂X i
∂zj
= 0 then on U ∩ U˜ ,
∂X˜k
∂z˜
ℓ
=
∂zj
∂z˜
ℓ
∂
∂zj
(
X i
∂z˜k
∂zi
)
=
∂zj
∂z˜
ℓ
∂X i
∂zj
∂z˜k
∂zi
= 0.
1.3. On U ∩ U˜ , from (1.2.1),
gijX
iY j = g˜kℓ
∂z˜k
∂zi
X i
∂z˜ℓ
∂zj
Y j = g˜kℓX˜
kY˜ j .
1.4. Take the inverse of both sides of (1.2.1).
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1.5. Assume (1.3.1) holds on U . On U ∩ U˜ ,
∂
∂z˜m
g˜pq − ∂
∂z˜p
g˜mq =
∂
∂z˜m
(
gij
∂zi
∂z˜p
∂zj
∂z˜q
)
− ∂
∂z˜p
(
gij
∂zi
∂z˜m
∂zj
∂z˜q
)
=
(
∂zk
∂z˜m
∂
∂zk
gij
)
∂zi
∂z˜p
∂zj
∂z˜q
+ gij
∂2zi
∂z˜m∂z˜p
∂zj
∂z˜q
−
(
∂zk
∂z˜p
∂
∂zk
gij
)
∂zi
∂z˜m
∂zj
∂z˜q
− gij
∂2zi
∂z˜p∂z˜m
∂zj
∂z˜q
=
(
∂
∂zk
gij −
∂
∂zi
gkj
)
∂zk
∂z˜m
∂zi
∂z˜p
∂zj
∂z˜q
= 0.
1.6. To show that it is well-defined tensor, use the general fact that
∂
∂zi
∂
∂zj
acting on functions transforms according to
∂
∂zi
∂
∂zj
=
∂z˜k
∂zi
∂z˜ℓ
∂zj
∂
∂z˜k
∂
∂z˜ℓ
, on U ∩ U˜ ,
together with the fact that
√−1∂∂ log |f |2 = 0 for f a nowhere vanishing holo-
morphic function.
To see that (gij) is positive definite, write z = (z
1, . . . , zn) and compute on
e.g. U0,
(gij) =
(
δij + |z|2δij − zjzi
(1 + |z|2)2
)
>
(
δij
(1 + |z|2)2
)
> 0,
since by the Cauchy-Schwarz inequality |z|2δij − zjzi is semipositive.
It is immediate from the definition that ∂kgij = ∂igkj , so g is Ka¨hler.
1.7. ∂ω =
(
∂kgij − ∂igkj
)
dzk ∧ dzi ∧ dzj and hence ∂ω = 0 if and only if ω is
Ka¨hler. Taking conjugates, ∂ω = 0 if and only if ∂ω = 0 since ω is real. Finally,
dω = ∂ω+∂ω and ∂ω is of type (2, 1) whereas ∂ω is of type (1, 2). Hence dω = 0
if and only if both ∂ω and ∂ω vanish.
1.8. E.g., for ∇kX i, compute
∂
∂zk
X i + ΓikmX
m =
∂z˜p
∂zk
∂
∂z˜p
(
X˜ℓ
∂zi
∂z˜ℓ
)
+ giq
(
∂
∂zk
gmq
)
X˜ℓ
∂zm
∂z˜ℓ
=
∂z˜p
∂zk
∂zi
∂z˜ℓ
∂X˜ℓ
∂z˜p
+
∂z˜p
∂zk
X˜ℓ
∂2zi
∂z˜p∂z˜ℓ
+ g˜ab
∂zi
∂z˜a
∂zq
∂z˜b
∂z˜e
∂zk
∂
∂z˜e
(
g˜cd
∂z˜c
∂zm
∂z˜d
∂zq
)
X˜ℓ
∂zm
∂z˜ℓ
and use the fact that
∂
∂z˜e
(
∂z˜c
∂zm
)
= −∂z˜
c
∂zr
∂z˜s
∂zm
∂2zr
∂z˜e∂z˜s
.
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1.9. Straightforward calculation.
1.10. Compute at 0,
∂
∂zk
gij =
∂
∂zk
(
g˜pq
∂z˜p
∂zi
∂z˜q
∂zj
)
=
∂z˜m
∂zk
(
∂
∂z˜m
g˜pq
)
∂z˜p
∂zi
∂z˜q
∂zj
+ g˜pq
∂2z˜p
∂zk∂zi
∂z˜q
∂zj
.
But at 0 we have g˜pq = δpq =
∂z˜p
∂zq
and hence
∂
∂zk
gij = Γ˜
j
ki(0)− Γ˜jki(0) = 0.
1.11. For example, in holomorphic normal coordinates,
[∇i,∇j ]bq = ∂i(∂jbq − Γℓjqbℓ)− ∂j∂ibq = −(∂iΓℓjq)bℓ = R ℓij qbℓ.
1.12. (1) Pick coordinates at a point for which gij = δij and (βij) is a diagonal
matrix with eigenvalues λ1, . . . , λn. Then nω
n−1 ∧ β and gijβijωn both equal(
n∑
i=1
λi
)
n!(
√−1)ndz1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn.
(2) follows from (1).
1.13. On U ∩ U˜ , we have
a˜ =
∣∣∣∣det(∂z˜i∂zj
)∣∣∣∣2 a.
The exercise follows from the fact that if f is a nowhere vanishing holomorphic
function then
√−1∂∂ log |f |2 = 0.
1.14. With the notation of Exercise 1.6,
det
(
δij + |z|2δij − zjzi
(1 + |z|2)2
)
=
1
(1 + |z|2)n+1 ,
which can be more easily calculated by applying a unitary transformation to
Cn so that z2 = · · · = zn = 0. Then Ric(ωFS) = (n + 1)
√−1∂∂ log(1 + |z|2) =
(n+ 1)ωFS.
2.1. Adding a constant to f we may assume that f is positive. Applying Stokes’
Theorem and Exercise 1.12,
0 > −
∫
M
f
√−1∂∂f ∧ ωn−1 = 1
n
∫
M
|∂f |2ωn,
so ∂f = 0.
2.2. For example, suppose that α > 0 and α < 0. Then α contains a Ka¨hler
metric ω and −α contains a Ka¨hler metric ω′. Then [ω + ω′] = 0 so ω + ω′ =√−1∂∂f > 0 for some real-valued function f . This contradicts Exercise 2.1.
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2.3. It is immediate from the definition that Ka(M) is a convex cone. For
openness, let γ1, . . . , γm be smooth closed (1, 1) forms with the property that
[γ1], . . . , [γm] is a basis for H
1,1
∂
(M,R). If α in Ka(M) is represented by a
Ka¨hler metric ω, then for εi > 0 sufficiently small ω+
∑
i εiγi is Ka¨hler. Hence
[α] +
∑
i εi[γi] is in Ka(M) for εi sufficiently small.
2.4. For (a) pick product coordinates. (b) follows from (a).
2.5. Follows from Exercise 2.4.
2.6. Let πE and πS be the projections onto E and S.
(a) c1(M) = −[π∗SωS ], and π∗SωS > 0, so T =∞.
(b) ω(t) = π∗EωE + (1 + t)π
∗
SωS .
(c) The torus fibers collapse and ω(t)/t converges to the Ka¨hler-Einstein met-
ric ωS on S.
2.7. Observation: α is nef if and only if for all ε > 0, we have α+ ε[ω0] > 0.
(a) If α is nef then by the observation it is immediate that α is in the closure
of Ka(M). Conversely, let α be in the closure of Ka(M) so that there exist
αj ∈ Ka(M) with αj → α. Let β1, . . . , βm be smooth closed (1, 1) forms
so that the [βi] give a basis for H
1,1
∂
(M,R). Then α − αj =
∑
i bi,j [βi]
with bi,j → 0 as j → ∞. Now let ε > 0. For j large enough, we have∑
i bi,jβi > −εω0. Let ωj in αj be Ka¨hler. Then ωj +
∑
bi,jβj > −εω0
and ωj +
∑
bi,jβj ∈ α.
(b) We just have to show that
sup{t > 0 | [ω0]− tc1(M) is nef} 6 T.
Suppose not. Then [ω0] − (T + δ)c1(M) is nef for some δ > 0 and so
(1 + ε)[ω0]− (T + δ)c1(M) > 0 for all ε > 0. Hence
[ω0]− T + δ
1 + ε
c1(M) > 0,
a contradiction since we may choose ε > 0 so that
T + δ
1 + ε
> T .
3.1. (cf. [78]). Suppose ω = ω(t) solves
∂
∂t
ω = −Ric(ω). Then if we let ϕ solve
∂
∂tϕ = log(ω
n/Ω) with ϕ|t=0 = 0 we have
∂
∂t
(ω − ωˆt −
√−1∂∂ϕ) = 0,
which implies that ω = ωˆt +
√−1∂∂ϕ, with ϕ solving (3.1.3).
3.2. For (a), suppose ft does not converge smoothly to f . Then for some k
there exists ε > 0 and ti → T0 such that ‖fti − f‖Ck(M) > ε for all i. Then
applying Arzela`-Ascoli, after passing to a subsequence, fti converges smoothly
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to some function f˜ with f 6= f˜ and this contradicts the fact that fti converges
to f pointwise. For (b), suppose |f˙t| 6 A. Then ft + tA is nondecreasing and
bounded above so converges pointwise to a unique limit. Now apply (a).
3.3. Pick ψ = ϕ−Bt for
B = inf
M×[0,S]
log
ωˆnt
Ω
− 1.
3.4. Put Q = ϕ˙−Aϕ for A chosen so that Aωˆt > χ. Then compute(
∂
∂t
−∆
)
Q = trωχ−Aϕ˙+An−Aωˆt 6 −Aϕ˙+An,
so that ϕ˙ 6 n at a maximum of Q (if achieved at t0 > 0).
3.5. Pick coordinates at a point so that g0 is the identity and g is diagonal with
eigenvalues λ1, . . . , λn. Then, for example, if trω0ω 6 C1, we have
∑
i λi 6 C1
and so λi 6 C1. On the other hand, we have λ1λ2 · · ·λn > C−1, so
1
λi
=
λ1 · · · λ̂i · · ·λn
λ1 · · ·λn 6
Cn−11
C−1
where ̂means “omit”. Hence trωω0 =∑i λ−1i 6 C2 := nCn−11 C.
3.6. Pick holomorphic coordinates at a point with respect to g0, so that ∇0k =
∂k. Then
giq0 g
pjgkℓBijkBqpℓ = g
iq
0 g
pjgkℓ
(
∂igkj −
∂k(trω0ω)
trω0ω
gij
)(
∂qgpℓ −
∂ℓ(trω0ω)
trω0ω
gpq
)
= (I) + (II) + (III),
where, using the Ka¨hler condition, we have
(I) = giq0 g
pjgkℓ∂igkj∂qgpℓ = g
iq
0 g
pjgkℓ∇0kgij∇0ℓgpq,
and
(II) = − 2Re
(
giq0 g
pjgkℓ∂igkj
∂ℓ(trω0ω)
trω0ω
gpq
)
= − 2Re
(
gkℓgij0 ∂kgij
∂ℓ(trω0ω)
trω0ω
)
= − 2 |∂trω0ω|
2
g
trω0ω
,
and
(III) = giq0 g
pjgkℓ
∂k(trω0ω)
trω0ω
gij
∂ℓ(trω0ω)
trω0ω
gpq =
|∂trω0ω|2g
trω0ω
.
4.1. Both −Ric(ωˆ∞) and ωˆ∞ lie in −c1(M) so there exists f with
√−1∂∂ log ωˆn
∞
= ωˆ∞ +
√−1∂∂f.
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Set Ω = ωˆn
∞
e−f+c with c chosen so that
∫
M
Ω =
∫
M
ωn0 .
4.2. Similar to the proof in Lecture 3 (see Exercise 3.1) that (2.1.1) is equivalent
to (3.1.3).
4.3. At the maximum of ϕ (if it occurs at t0 > 0) we have
√−1∂∂ϕ 6 0 and
∂
∂tϕ > 0 and hence from (4.1.5), ϕ 6 log
ωˆnt
Ω 6 C. The lower bound of ϕ is
similar.
4.4. The only difference compared to the calculation of Lemma 3.3 is that in
(3.3.2) there is an extra term coming from the −ω in ∂∂tω = −Ric(ω)−ω, which
yields an additional
−trω0ω
trω0ω
= −1.
4.5. For ε > 0, ( ∂∂t −∆)(f − εt) = −ε < 0 and hence the maximum of f − εt
must occur at t = 0 giving f − εt 6 supM |f0|. Let ε → 0. The lower bound is
similar.
4.6. Consider Q = log trω0ω−Aϕ onM × [0, t] and show that, for A sufficiently
large, (
∂
∂t
−∆
)
Q 6 −trωω0 + C,
using the fact that ϕ˙ is uniformly bounded. If Q achieves a maximum at
(x0, t0) with t0 > 0 then since ϕ is bounded we have (trωω0)(x0, t0) 6 C and so
(trω0ω)(x0, t0) 6 C
′. Hence for any (x, t),
(log trω0ω)(x, t)−Aϕ(x, t) 6 Q(x0, t0) 6 logC′ −Aϕ(x0, t0)
and the claim follows after exponentiating.
4.7. Since ∂∂tω
n = trω(
∂
∂tω)ω
n = ∆ϕ˙ ωn we have
d
dt
P (t) =
∫
M
∆ϕ˙ ωn +
∫
M
ϕ˙∆ϕ˙ ωn = − 1
n
∫
M
|∂ϕ˙|2gωn,
using Stokes’ Theorem and Exercise 1.12.
4.8. Compute (
∂
∂t
−∆
)
|∂ϕ˙|2g = −|∇∇ϕ˙|2g − |∇∇ϕ˙|2g 6 0,
where |∇∇ϕ˙|2g = gijgkℓ∇i∇kϕ˙∇j∇ℓϕ˙ etc. Then
d2P
dt2
> − 1
n
∫
M
∆|∂ϕ˙|2gωn −
1
n
∫
M
|∂ϕ˙|2g∆ϕ˙ ωn > −
C
n
∫
M
|∂ϕ˙|2gωn = C
dP
dt
,
since ∆ϕ˙ is uniformly bounded. To show that dP/dt→ 0, we use the following
elementary fact. If f : [0,∞) → R satisfies the differential inequality f˙ > Cf
then if f > −ε at t we have f > −e2Cε on [t, t + 2] (consider fe−Ct). Then
since (dP/dt)(ti)→ 0 for ti ∈ [i, i+ 1] it follows that dP/dt→ 0.
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