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Let M be the regression subspace and y  the set of possible covariances for a ran- 
dom vector Y. The linear model determined by M and y is regular if the identity is 
in y  and if Z(M) C_ M for all C E y. For such models, concentration inequalities are 
given for the Gauss-Markov estimator of the mean vector under various dis- 
tributional and invariance assumptions on the error vector. Also, invariance is used 
to establish monotonicity results relative to a natural group induced partial 
ordering. 0 1988 Academic Press, Inc. 
1. INTRODUCTION AND SUMMARY 
In this paper we give conditions under which the distribution of the 
Gauss-Markov estimator is more concentrated about the unknown mean 
vector than the distribution of any other linear unbiased estimator. In 
order to describe our results more precisely, let (I’, (., .)) be a finite dimen- 
sional inner product space. By a linear model for a random vector Y in I’, 
we mean the specification of 
(i) a known linear subspace ME V in which the mean vector of Y is 
assumed to lie. 
(ii) a known set y of positive definite linear transformations in which 
the covariance of Y is assumed to lie. 
Thus, the subspace M specifies the mean structure of Y in that p = EY is 
in M. Similarly, y specifies the covariance structure of Y so Cov( Y) E y. The 
use of Cov( Y) to denote the covariance of Yin (I’, (., .)) is consistent with 
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Eaton [6, Chap. 2). Throughout this paper ic is assumed that the identit? 
covariance is an element of y. 
DEFINITION 1. The linear model (M, y) for Y is regular if L’(M) E M for 
all Zq. 
Under the assumption that Cov( Y) is non-singular, regularity of the 
linear model for Y is the necessary and sufficient condition so that a best 
linear unbiased estimator of /.I E M exists (see Eaton [6, Chap. 41 for a 
discussion). 
To state one form-of the Gauss-Markov theorem, let d be the class of 
linear transformations A on V to V which satisfy 
(i) Ax = x for *XTE M 
(ii) A~EM for y E V. 
(1.1) 
The elements of d are the linear transformations which provide the 
linear unbiased estimates of p subject to the condition that the estimator 
take values in M. 
THEOREM (Gauss-Markov). Assume the linear model (M, y) is regular. 
Let AO~ S# he the orthogonal projection onto the subspace M, rind let 
Z = Cov( Y) E y. Then for all A E d and all C E y, 
Cov(A Y) = AZA’ > AJAb = Cov(A, Y) (1.2) 
where > means that 
AZA’ -A&A; 
is positive semi-definite. 
The intuitive content of (1.2) is that Cov( .) is a multivariate measure of 
size, and for all ZEN, the element of SJ which minimized Cov(AY) is A,. A 
possible alternative criterion for the selection of A E& is to ask that the 
distribution of the estimator AY be “most concentrated” about p. One way 
to make this precise is to look at how concentrated the distribution of 
A Y-p is about 0 E M-that is, look at 
$(A)=P{AY-PEG’}, (1.3) 
where C is a symmetric (about 0) convex set in A4. 
Of course, we would like to pick A E& so that @(A) is as large as 
possible no matter what convex symmetric set C happens to be. Because 
Ax=x for XE h4, (1.3) can be written 
$(A)=P(A(Y-/+C}. (1.4) 
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Essentially, the results in this paper give conditions, expressed in terms of 
the distribution of the error vector Y - p, so that A, maximizes $ in (1.4) 
for all convex symmetric sets C contained in M. 
Here is an outline of the paper. Section 2 contains background material 
on peakedness of distributions, log concave distributions, and elliptical 
distributions. Also, Anderson’s theorem (Anderson [2]) and a result from 
Das Gupta et al. [ 51 (1972) are reviewed. 
Our main results are given in Section 3. For example, it is shown that if 
the distribution of the error vector Z= Y-p is elliptical (as defined in 
Section 2), then, with $ given by (1.4), 
J/(&J 2 $(A), AEd (1.5) 
for all convex symmetric subsets CC_ M. With additional assumptions on 
the distribution of Z, the above result is extended to the case where the 
convex sets are allowed to depend on the data Y. This result is applicable 
to confidence set problems. The results in this section are generalizations of 
results in Berk and Hwang [33 who established inequality (1.5) for the 
classical univariate regression model. In addition to allowing a wider class 
of error distributions, our results are applicable to all regular linear models 
which include the MANOVA model as well as certain structured 
covariance linear models. 
Utilizing some invariance assumptions, the results in Section 4 establish 
monotonicity of the function $ in (1.4). This monotonicity is expressed in 
terms of a partial ordering on d which is induced by a group of transfor- 
mations. These ideas lead to a strengthening of a majorization result due to 
Proschan [ 133. 
2. CONCENTRATION AND PROBABILITY INEQUALITIES 
The notion of peakedness (concentration) of a distribution on the real 
line was introduced in Birnbaum [4]. Sherman [15] extended the notion 
to euclidean spaces. The vector space version of concentration runs as 
follows. 
For a finite dimensional real vector space W, let c(W) be all the non- 
empty convex subsets of W which are symmetric about 0 - , that is, subsets 
Cc W which are convex and satisfy C= -C. 
DEFINITION 2.1. Given two random vectors Y, and Y, in W, Y, is more 
concentrated about 0 than Y, if 
P(Y,EC}HP(Y2EC} (2.1) 
for all C E [( W). 
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In what follows, when Y, is more concentrated about 0 than Yz, we will 
simply say Y, is more concentrated than Y,. 
Now, consider the vector space W with a given inner product ( ., . ). In 
what follows, the word density means a probability density with respect to 
Lebesque measure on W. 
DEFINITION 2.2. A random vector X in ( W, (., .)) has an elliptical 
distribution if X has a density f of the form 
f(w)= p--*'*k[(w,B-'w)] (2.2) 
where B is some positive definite transformation on W to W and k is a 
non-negative function defined on [0, co) which satisfies 
I k[(w, w)] dw = 1 W (2.3) 
Here is a theorem due to Das Gupta et al. [IS] which is needed in the 
next section. In what follows, Z( .) denotes the probability law of “.“. 
THEOREM 2.1. Fix the function k in (2.2) and let P, denote the 
probability measure defined on ( W, ( ., .)) by the density in (2.2). For random 
vectors Xi, i= 1,2, assume that 9(X,) = P,,, where B2 -B, is non-negative 
definite. Then X1 is more concentrated than X2. 
COROLLARY 2.1. Let X in W have the density (2.2) and suppose q, 
i = 1,2 are full rank linear transformations on W to (a’, ( ., . ), ). Set 
Xi= cr,X, i= 1,2 and assume that a,Ba; - a, Ba’, is non-negative definite 
where B is given in (2.2). Then X, is more concentrated than X,. 
Proof: Because ai has full rank, an easy argument shows that Xi has a 
density on 9 of the form 
fi(u)= I&-"*k,C(u, Biuhl, 
where 
Bi = ai Baj. 
Since B2 -B, is assumed to be non-negative definite, Theorem 2.1 gives the 
result. fl 
The final topic of this section concerns log concave functions and 
Anderson’s theorem on ( W, ( ., . )). 
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THEOREM (Anderson [a]). Suppose f is a non-negative integrable 
function defined on W (integrable with respect to Lebesgue measure). Also, 
suppose that for each u > 0, 
is a convex symmetric subset of W. Then for each C E <( W) and each 8 E W, 
the function 
tl+ Z,(w)f(W-c@dw 
s (2.5) 
is non-increasing for a E [0, co). 
Recall that a non-negative function f defined on W is log concave if for 
all a E (0, 1 ), 
f(ax+(1-a)y)2f"(x)f1-"(y) (2.6) 
for all x and y E W. Observe that if f, defined on W satisfies 
0) fi(4=fi(-w), WEW 
(ii) f, is log concave on W 
then (2.4) is a convex symmetric set, so Anderson’s theorem holds for such 
an f, when fi is integrable. 
Now, suppose f is a log concave density function of a random vector X 
with values in W. Write W= MO N, where M and N are perpendicular 
subspaces of W whose sum is W. Thus, X can be written uniquely as X= 
Y + Z with YE M and Z E N. The marginal density of Z on the vector space 
N is 
where dy means Lebesque measure on M. Thus, one version of the 
conditional density of Y given Z is 
1 f(Y +z) fi(Yb)= fAz) if f,(z)>0 4(Y) if f2(z) = 0, 
where 4(y) is the density of a standard normal distribution on M. Because 
fis log concave, a routine verifications shows that for each fixed z, f,( . lz) is 
log concave on the vector space M. This observation is used in the next 
section. 
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3. CONCENTRATION OF THE GAUSS-MARKOV ESTIMATOR 
This section contains three results all of which deal with concentration of 
the Gauss-Markov estimator. Theorem 3.1 establishes inequality (1 S) for 
all regular linear models under the assumption that the error vector Z= 
Y - ,u has an elliptical density. Using stronger assumptions, Theorem 3.1 is 
extended to cover some cases involving confidence statements about the 
unknown mean vector. The section closes with an example from the 
MANOVA model. 
Throughout this section, it is assumed that (M, y) is a regular linear 
model for a random vector Y taking values in the inner product space 
(I’, ( ., .)). As defined in Section 1, d is the class of linear transformations 
defined on V which satisfy (1.1). Further, A, E d is the orthogonal projec- 
tion onto A4. 
THEOREM 3.1. Assume the error vector Z = Y- p has an elliptical dis- 
tribution on V. Then for each CE c(M), 
$(A)=P{AY-/SC} (3.1) 
is maximized by taking A = AO. That is, for each C E c(M), the inequality 
$(A)Qti(Ao) (3.2) 
holds for all A E d. Thus the distribution of A, Y - p is more concentrated 
than the distribution of A Y - p for all A E ~4. 
ProoJ: Because Ax=x for all XEM, AY-,u=A(Y-p) so that 
$(A)=P{AZ&). (3.3) 
Let z = Cov( Y) E y. Since Z = Y - p, it follows that 
Cov(Z) = Cov( Y) = z. (3.4) 
But, Z has an elliptical distribution with a density given by (2.2) for some 
positive definite B. It follows easily that 
B=/E (3.5) 
for some real number /I > 0. 
Now, the regularity of the linear model and the Gauss-Markov theorem 
imply that 
AJAb < AZA’ (3.6) 
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for all A ES&‘. Thus (3.5) and (3.6) entail 
A,BAb < ABA’ (3.7) 
for all A E d. Each A E d is a linear transformation on V to M and each A 
is of full rank since each A is an onto linear transformation. The claimed 
result now follows immediately from (3.7) and Corollary 2.1 applied to 
X, =A,.2 and X,=AZ. 1 
It is possible to strengthen Theorem 3.1 by letting the symmetric convex 
set C in (3.1) depend on Y in certain ways, but this strengthening requires 
some modified assumptions on the distribution of Z. To specify how the set 
C is allowed to depend on Y, we have 
DEFINITION 3.1. For each y E V, let C(y) E i(M). Then, C(y) depends 
residually on y if 
C(Y) = C(Y + xl, YE K XEM. (3.8) 
THEOREM 3.2. Let C(Y) depend residually on Y and suppose the error 
vector Z = Y-p has an elliptical density given by (2.2) where the function k 
is non-decreasing on [0, CO). Then for A E d, 
~~I(A)=P(AY-PEW’)} 
is maximized at A = AO. 
Proof: Because C( .) depends residually on Y, 
(3.9) 
C( Y) = C( Y - p) = C(Z). 
As in the proof of Theorem 3.1, A Y - p = AZ so (3.9) can be written 
$JA)=P{AZEC(Z)}. (3.10) 
With A, = I- A,,, the equation 
A=A,+A&, (3.11) 
holds since A ES!. Also, 
C(Z) = C(Z- A,Z) = C(&Z) 
since A,Z is in M. Hence, (3.10) can be written 
+,(A) = P(A,Z+ Aii,,Ze C&Z)} 
=IP(AoZ+A~,Z~C(~,Z)IA,Z). (3.12) 
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With w  = A,Z, the theorem will hold if we can verify the inequality 
P(AoZ+AwEC(w)IA,Z=u’} 
<P{A,ZEC(w))AoZ=w} (3.13) 
for each w  in the orthogonal complement of M. 
To establish (3.13), argue as follows. As in the proof of Theorem 3.1, the 
linear transformation B in (2.2) occurring in the density of Z is some 
positive multiple of Cov(Z) = L5, say 
B=jLY (3.14) 
with /I > 0. Since M is invariant under C, M is also invariant under B. 
Thus, for any XE V, 
(x, B-*x) = (A,x, B-‘&x) + (&x, B-‘&,x). 
With %! = A,Z and W= A,Z, the marginal density of W is 
f*(w) = lM PI -“* k[(u, B-b) + (w, B-b)] du. 
Thus a version of the conditional density of % given W= w is 
[f*(w)]-’ IB(-“‘k[(u, B-‘u)+(w, B-‘w)] if f*(w)>0 
if f,(w)=O, 
where 4 is the density of a standard normal distribution on M. For each MI, 
it follows immediately that 
(0 fiWw)=fi(-~Iw)~ 244 
(ii) (ulfi(ulw)ka} is convex. 
Thus, for each w, Anderson’s theorem yields (3.13) so the proof is 
complete. 1 
The conclusion of Theorem 3.2 is also valid under log concavity and 
certain invariance assumptions on the density of 2. To state this result, 
let H be the group of two elements defined by 
H= {I, &-&}. 
THEOREM 3.3. For each ZE y, assume that the density f of the error 
vector Z satisfies 
(i ) f is log concave 
(ii) f(x)= f(hx) for heH, XE V. 
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If C( Y) E c(M) depends residually on Y, then *I defined in (3.9) is 
maximized at A = AO. 
ProoJ The argument given in the first part of the proof of Theorem 3.2 
shows that the verification of inequality (3.13) sufices to establish the 
present result. This verification involves the conditional density of 4! = A,Z 
given W= A,Z. As argued at the end of Section 2, the marginal 
distribution of W is 
f*(w) = s, f(u + w) du, 
for w  in the orthogonal complement of M. Further, one version of the con- 
ditional density is 
r .f(u + WIf1(ulw)= f*(w) if fJw)>O 4(u) if f2(w) = 0, 
where 4 is the density of a standard normal distribution on M, That 
fi(. ( w) is log concave was noted earlier. We now claim that 
fl(~Iw)=fl(-~Iw)~ UEM (3.15) 
for each w. Obviously (3.15) holds iff,(w) = 0 so assume fz(w) > 0. Then 
f,(-u,W)=f(-~+~)=f((~o-Ao)(u+U’)) 
fi(W) .f2(w) 
since f is invariant under the orthogonal transformation &, - AO. The log 
concavity off,( . 1 w) together with (3.15) shows that for each CI > 0, 
{4f&lw)~co 
is a symmetric convex set. Anderson’s theorem shows that (3.13) holds so 
the proof is complete. 1 
Remark 3.1. Given C( Y) E i(M) which depends residually on Y, again 
consider 
II/AA)=P{AY-PWY)) (3.16) 
for A E d. As noted earlier, 1,9, can be written 
(3.17) 
68312511.9 
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where Z = Y - ~1 is the error vector. Let P be the class of densities of Z for 
which $,(A)Q~/~(A,) no matter what choices are made for C(Y). 
Theorems 3.2 and 3.3 give examples of densities f ~9. But it is clear that 
9 is a convex set. This convexity can be used to extend Theorems 3.2 and 
3.3 in an obvious way-namely by taking convex combinations and limits. 
In particular, suppose f is a density of Z which satisfies 
(i) {x(f(n)>cc}isconvexforeachcc>O 
(ii) f(x) = f(hx) for h E H, where His the group in Theorem 3.3. 
(3.18) 
For such an 6 $1 defined in (3.17) is maximized for A = A,. To see this, 
observe that 
f(x) = f H(u, x) du, 
where 
H(u, x)= :, 
if f(x)>u 
otherwise. 
For u E (0, co) fixed such that j H(u, x) dx > 0, 
is a log concave density on V to which Theorem 3.3 applies. Since f is an 
average (over U) off,( . 1 ), u we see that @, is maximized at A = A, when the 
error vector Z has density f. 1 
EXAMPLE 3.1 (MANOVA). For this example, the vector space V is the 
space of all real n x p matrices with the inner product given by the 
trace-that is, for two n x p matrices x and y, the inner product between x 
and y is 
(x, y) = tr xq”. 
The regression subspace is M = (cc [ p = 7’/?, /3 is a k x p real matrix 1, where 
T: n x k is a fixed known rank k real matrix. The set y of covariances of this 
model is 
y= {Z,@ClCi s p x p and positive definite}. 
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Here, @ denotes the usual Kronecker product as defined in Eaton [6]. 
Clearly the identity is in y and M is invariant under each element of y. 
Thus, the linear model is regular. 
To apply the concentration results, it is necessary to add some dis- 
tributional assumptions for the error vector Z = Y - p. Since Cov(Z) E y, 
say Cov( Z) = Z, 0 C, when Z has an elliptical distribution with a density, 
then the density of Z has the form 
f(z) = ICI -ni2 k,(tr zC-‘z’), ZE v. (3.19) 
In this case, Theorem 3.1 holds, and when k, is non-increasing on (0, cc), 
Theorem 3.2 holds. 
An interesting case where Remark 3.1 applies is when Z has the density 
fl(z)=co (/1(-n’21zn+Zn-1z’1-.‘2, ZE v, (3.20) 
where LX > n + p 7 1 and LI is a p x p positive definite matrix. Here, c0 is a 
normalizing constant. When Cov(Z) exists and Z has the density (3.20), it 
is easy to check that Cov(2) E y. Now, observe that for each p x p positive 
definite matrix fi, Theorem 3.3 applies directly when the density of Z is 
1;(zl~)=(J2n)~“PIj?~n’2exp[-1/2trz~z’], (3.21) 
since fi(. 1 p) is log concave and satisfies assumption (ii) in Theorem (3.3). 
Thus, by Remark 3.1, averages over /I of fi (. 1 fl), also yield densities for 
which the inequality 
ICI,(A) G II/, (3.22) 
holds, where $, is given by (3.17). For /I positive definite choose the 
density 
$(B) = c(S) l~l(6-p~‘)‘2 exp[ - l/2 tr fi], 
where 6 > p - 1 and c(6) is a normalizing constant. Now, as easy 
integration gives 
i fi(zIP)~(P)~B=c0l~,+zz’l-“‘*, (3.23) 
where a= n + 6. Since 6 > p - 1, a > n + p - 1 so inequality (3.2) holds for 
the density (3.23). However, the density (3.20) is obtained from (3.23) via a 
simple linear transformation and so (3.2) holds for the density (3.20). This 
completes Example 3.1. 1 
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4. EXTENSIONS 
In this section, we establish some extensions of results in the previous 
section. In particular, a multivariate extension of a result due to Proschan 
[13] is given which strengthens the multivariate extension of Olkin and 
Tong [ 11, Theorem 3.21. The formulation of these extensions is expressed 
in terms of a partial ordering on the set d defined in Section 1. This partial 
ordering is defined by a group and a discussion of this ordering follows. 
Consider a finite dimensional inner product space (V, ( ., .)) and let M be 
fixed subspace of V. As usual, d is the set of all linear transformations on 
V to V which satisfy Ax = x for x EM and A(V) E M. Also, let G be a 
closed group of orthogonal transformations on V to I’ which satisfies 
gx=x for all XE M, gE G. (4.1) 
Now, define G acting on d by 
g(A)=Ag-‘, AE~, gEG, (4.2) 
where Ag - ’ means the composition of the two linear transformations A 
and g-‘. It is easily verified that (4.2) defines a left group action on d. The 
group action on &’ defines a partial ordering on &’ as follows. For A E J&‘, 
let p(A) denote the convex hull of the set {Ag-‘IgEG}=jAg(gEG}. 
Since d is a convex set and is invariant under G, it follows that p(A) c ~2. 
DEFINITION 4.1. For A,, A,E&‘, write A, <AZ iff A,Ep(A,). 
Partial orderings of the sort given in Definition 4.1 have arisen in a num- 
ber of contexts. For example, see Rado [14], Eaton and Perlman [S], 
Marshall and Olkin [lo], Alberti and Uhlmann [ 11, Eaton [7], and 
Jensen [9]. That the above ordering is appropriate for linear models is 
suggested by the following result. 
LEMMA 4.1. Let A, denote the orthogonal projection onto M. Assume 
that 
g,=Ao-,&EC, 
Then, for each A Ed, A, d A. 
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ProoJ Let v denote the unique invariant probability measure on the 
compact group G. For A E &, set 
We claim that A* = A,,. To see this, consider x E M. Then 
A*x = lo (Ag)x v(dg) = [G Axv(dg) = x 
since gx = x for x E M and g E G. For x E Ml, note that g,x = -x. Using 
the invariance of v, we have for x E Ml, 
y = A*x = 1 Agxv(dg) = 1 (A&) gOxv(dg) = - [ Agxv(dg) = -y. 
Thus y=A*x=O. Hence A* is the identity on M, zero on M’ and is 
linear. Thus A* = AO. But A* is an average of elements in the set 
{AgIgEG} so A*Ep(A)--in other words, A,=A*<A. This completes 
the proof. m 
The above lemma shows that A, is always the minimal element of d 
when gOE G, and of course it is A0 which yields the Gauss-Markov 
estimator for regular linear models. This suggests that to study concen- 
tration inequalities for linear models, one should look at 
$(A)= P{AZE C}, (4.3) 
where C E c(M), A E -c4, and Z is the error vector of the linear model. Con- 
ditions on Z which imply that J/ is decreasing in the ordering defined on A 
would automatically imply (3.2). (The statement that II/ is decreasing 
means: A, <A, implies $(A,) > $(A*).) 
We now give our first result. With (V, (., .)), M, d, and G as above, let 
Z be a random vector in I/. Rather than assuming Z has moments, it is 
more convenient in this section to express some assumptions concerning 
9(Z) in terms of invariance of Y(Z). 
THEOREM 4.1. Assume that P(Z) = $P(gZ) for g E G and assume that Z 
has a density given by (2.2). Then Al <A, implies that $(A,) > #(A,) where 
$ is defined in (4.3). In particular, if g, E G (go as defined in Lemma 4.1), 
then +(A,) > $(A) for all A E d. 
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ProoJ Because Z has a density given by (2.2) and P’(Z) = P’( gZ) for 
g E G, it follows that 
gBg’ = B, gEG, (4.4) 
where B is given in (2.2). Recall that the function 4 defined on d by 
&A) = ABA’ 
is convex in the Loewner ordering-that is, 
(4.5) 
where “<” is in the sense of positive definiteness, c1 E [0, 11, and A, 2 E&. 
For a proof of this, see Marshall and Olkin [ 10, p. 468-J. 
Now, since A 1 d A,, A, is a convex combination of A2 g, g E G so A, can 
be written 
where < is some probability measure on G. Applying the convexity of 4 in 
(4.5), we have 
But @(A,g)=A,gBg’A;=A,BA; by (4.4). Hence A,BA;<A,BA;. A 
direct application of Corollary 2.1 yields $(A,) 3 $(A,). When g, E G, then 
Lemma 4.1 shows that A, < A for all A E d which yields the second asser- 
tion. This completes the proof. 1 
An immediate corollary of Theorem 4.1 which is useful in some 
applications is 
COROLLARY 4.1. Let dOc d be convex and G invariant. Then IJ is 
decreasing when restricted to -02,. 
EXAMPLE 4.1. As in Example 3.1, take V to be the vector space of n x p 
matrices with the trace inner product. Let 
M= {,alp=eC-Y, t3~R*j, 
where e is the vector of ones in R”. 
Consider the group 
G= (sl g= POZ,, PEP,}, 
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where P, is the group of n x n permutation matrices. The group G acts on 
V in the obvious way: (P 0 Z,)x = Px for x E V. Suppose Z is a random 
vector in V which has an elliptical density and satisfies Y(Z) = Y(PZ) for 
PEP,. For example, if Z has a density of the form (3.19) these two 
assumptions hold. Under these assumptions Theorem 4.1 applies directly, 
but it is interesting to consider .&E& given by 
do= {(eu’)@Z,lu~R”, de= l}. 
Then, an element of & evaluated at Z is 
where Z’, ,..., ZL are the rows of Z. 
The action of the group G on d0 is 
(P@Z,)[(eu’OZ,)] = (eu’@Z,)(POZ,)-‘= (eu’@Z,)(P’@Z,) 
= eu’P’ @ Zp = e( Pu)’ @ Zp. 
Thus, this group action induces the obvious group action of P, on 
U= {u\uER”,u’e= l}, 
namely u + Pu, P E P,. For a convex symmetric set C E R”, let 
(4.7) 
(4.8) 
Theorem 4.1 shows that e(u)> t(u) when u is in the convex hull of 
{ Pv 1 P E P,}-in other words, < is a Schur concave function of u E U. (See 
Marshall and Olkin [ 10, p. 1311 for a discussion of the equivalence of the 
usual definition of majorization and the one used above.) Since u’e = 1 is 
just a normalization, this implies that 5 is Schur concave on all of R”. In 
Application 4.1 of Olkin and Tong [ 111, this result was proved for the case 
p = 1 when the function k in (2.2) (defining the elliplical distribution) is 
decreasing. Paraphrased, the above result says that if Z is elliplical and its 
distribution is invariant under permutation of the rows of Z, then t(u) in 
(4.8) is Schur concave. In particular, for all UE U, 
Our final result extends a theorem in Proschan [ 13 3. Here is a statement 
of that theorem. 
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THEOREM (Proschan [I 133). Let yl, . . . . y, be iid symmetric random 
variables with a common density which is log concave on R’. For a > 0 and 
non-negative real numbers u,, . . . . u,, let 
where u is the vector with coordinates u, , . . . . u,. Then <( .) is a Schur concave 
function. 
Oikin and Tong [ 1 l] extended this theorem to the case where y, , . . . . y,, 
are idd symmetric random vectors in RP with a common log concave 
density. In this case r is defined as 
where C is a symmetric convex subset of RP. The Olkin-Tong conclusion is 
that & .) is a Schur concave function of U, u E R”. 
To formulate our extension of the above results, let 2: n x p be a random 
matrix with rows Z;, . . . . Zn. Let V be the vector space of n x p matrices. 
For a given symmetric convex set Cc RP and vector u E R”, let 
Our result below is most conveniently expressed in terms of a special group 
of n x n matrices Go. This group consists of all n x n permutation matrices 
and all n x n diagonal matrices with + l’s on the diagonal. The group G,, 
defines a partial ordering on R” as follows. For each u E R”, let p(u) denote 
the convex hull of (gu( ge G,} and write u < v to mean UEP(U). This 
ordering is discussed at length in Eaton and Perlman [8]. A real valued 
function r defined on R” is decreasing relative to the above ordering if u ,< v 
implies r(u) 2 z(v). 
THEOREM 4. Suppose that the density of 2, say f, satisfies 
(i) f(gz)=f(z) forafl gEGO, ZE V 
(ii) f is log concave. 
(4.12) 
Then the function Q defined by (4.11) is decreasing for each convex 
symmetric set C E RF. 
Remark 4.1. Before proving Theorem 4.2, it is useful to see how this 
result implies those of Olkin and Tong [ 111 and Proschan Cl3 3. First 
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observe that if the rows of Z are idd symmetric random vectors in RP (as in 
the Olkin and Tong case) with a common log concave density, then the 
density of Z is easily shown to satisfy (4.12). Thus by Theorem 4.2, 4 is 
decreasing. Now, if U, u are in R” and v majorizes u, then u is an element of 
the convex hull of the set of all vectors of the form hu where h is an n x n 
permutation matrix. Hence, UEP(U) so 4(u) B d(u) which shows that 4 is 
Schur concave. Thus 5( .) given in (4.10) is Schur concave. 
Proof of Theorem 4.2. The proof is based on the theory developed in 
Eaton and Perlman [IS]. Let t be either of the vectors 
in R”. In order to show that 4 is decreasing it is sufficient to show that for 
each vector u0 perpendicular to t, the map 
a --, 4(% + Pt) (4.13) 
is non-increasing for /I E (0, co). (See Eaton and Perlman [8]; also see 
Eaton 17, Section 31.) 
Now 
qqu* + fit) = P{Z’u, + pz’t E C}. (4.14) 
If u0 = 0, (4.14) is obviously non-increasing in p E (0, cc ). For u0 # 0 and 
t one of the vectors above, the joint density of 
(Z’uo, Z’t): p x 2 
in R*P is log concave. This follows from a result due to Prekopa [ 121 
which asserts that marginal distributions of log concave distributions are 
log concave. With 
w, = Tug, w, = Z’t, 
there is a log concave version of the conditional density of WI given W, 
(see the remarks at the end of Section 2). Thus 
~(Ug+Pt)=bP(W,+~W*~CJ W*=w} 
=BP(W,+pwECI w,=w>. (4.15) 
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Let &(w, 1 w) denote the version of the conditional density of IV, given W, 
described in Section 2. For the moment, assume that 
h(-wlIw)=fo(w,Iw)~ (4.16) 
This identity is verified below. Under this assumption, the log concavity of 
fO(. 1 w,) implies that 
is a convex symmetric set for each a > 0. Thus, Anderson’s theorem shows 
that 
is non-increasing for BE [0, co). Thus, averaging over W, shows that (4.13) 
is non-increasing. This completes the proof modulo the verification of 
(4.16). 
The verification of (4.16) goes as follows. The joint density of ( W,, W,), 
sayJ”,(w,, wz), is log concave. Because of assumption 4.12(i), 
so 
27 w,, W,) = B(Z’uo, Zt) = U((gZ)’ ug, (gZ)’ t) 
= 2qz’g’u,, Z’g’t) (4.17) 
for all geG,. Picking g’= -Z,, in (4.17) shows that 
9(W,, W,)=Lq- w,, -W,). (4.18) 
Picking 
g’ = z, - 2tt’ 
which is in G, for the two possible values of t shows that 
aw,, w*)=aw,, -WA 
and thus 
Y(W,, W,)=-Y(- w,, W,). (4.20) 
(4.19) 
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The relations (4.18), (4.19), and (4.20) show that the joint density of 
(W,, W,) can be chosen so that 
fi(w~,w,)=fi(-WI, -w,)=f,(wl, -wd=fi(-WI, wz). (4.21) 
The relations (4.21) together with the discussion at the end of Section 2 
show that (4.16) holds. The proof is complete. 1 
Remark 4.2. Theorem 4.2 can be extended via a convex combination 
argument in much the same way that Theorems 3.2 and 3.3 were extended 
in Remark 3.1. For example, let SI denote the class of densities f such that 
(i) f(gz)=f(z) for all gEG,,, ZE V 
(ii) the function q5 defined in (4.11) is decreasing. 
Obviously 9, is a convex set. By Theorem 4.2, 6 contains the log concave 
fs. Hence, PI contains convex combinations of the log concave f’s which 
satisfy (i). In particular, here is a useful corollary. 
COROLLARY 4.2. Suppose that the density of Z, say f, satisfies 
(i) f(gz)= f(z) for alZgEGO, ZE V 
(ii) (zlf( ) > z 2 a is a convex set for all a > 0. 
Then 4 defined in (4.11) is decreasing. 
Proof. The argument is the same as that used in Remark 3.1. 1 
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