Weighted model reduction problems appear in many important applications such as controller reduction. The most common approach to this problem is the weighted balanced truncation method. Interpolatory approaches to weighted model reduction have been mostly limited to simply choosing interpolation points in the regions where the weights are dominant. In this paper, we extend the (unweighted) tangential interpolatory model reduction to the weighted case using the recent generalized interpolation framework of Beattie and Gugercin [2009]. We generate a reduced-order model such that the weighted reduced-order system tangentially interpolates the weighted full-order system at the provided interpolation data.
INTRODUCTION
Consider a multi-input/multi-output (MIMO) dynamical system G(s) given in state-space form as
G(s) :
Eẋ(t) = Ax(t) + B u(t), y(t) = C x(t),
where A, E ∈ R n×n and B ∈ R n×m and C ∈ R p×n are constant matrices. In this note we assume that E is nonsingular for convenience but this is not a fundamental restriction in our approach. In the state-space representation (1), x(t) ∈ R n is the state, u(t) ∈ R m is the input and y(t) ∈ R p is the output of G(s). The associated transfer function of the underlying dynamical system is given by G(s) = C(sE − A) −1 B.
(2) Following the conventional overloading of notation, both the underlying dynamical system and its transfer function will be denoted by G(s).
In the setting that we are interested in, and indeed, as is the case for many examples of scientific and industrial value, the state-space dimension n is quite large; see Antoulas [2005] , Korvink and Rudnyi [2005] for a representative sampling of such large-scale dynamical systems. Large state-space dimension leads to untenable demands on computational resources, making the computations infeasible due to memory, time limitations, and numerical ill-conditioning. However, despite large state-space dimension, in most cases, the state space trajectories, x(t), evolve in ways that do not fully occupy the state space; they hew closely to subspaces with substantially lower dimension and the original full-order model, G(s), behaves nearly as if it had many fewer internal degrees-of-freedom, effectively a much lower state-space dimension. This is the main motivation for model reduction, which then has as its goal the creation of a surrogate dynamical system with a much This work was supported in part by the National Science Foundation through Grant DMS-0645347.
lower dimensional state space (say, dimension r n), that approximates the original dynamical system accurately in the sense that it is able to recover very nearly the original input-output map. For G(s) as given in (1), we seek a surrogate dynamical system, G r (s), of much smaller order with a similar statespace form
where A r , E r ∈ R r×r , B r ∈ R r×m , and C r ∈ R p×r with r n. The transfer function of the resulting reduced-order dynamical system is given by
We use a Petrov-Galerkin projection framework to construct reduced order models G r (s). This leads us to choose two r-dimensional subspaces V and W together with two matrices V r ∈ R n×r and W r ∈ R n×r such that V = Range(V r ) and W = Range(W r ). Then, the full-order state x(t) is approximated as x(t) ≈ V r x r (t). We plug this approximation into (1), and force a Petrov-Galerkin condition on the error as
leading to a reduced-order model (3) with
Note that the reduced-order quantities in (7) are invariant under change of basis for the original state space, so the quality of reduced approximations evidently will depend only on effective choices for V r = Range(V r ) and W r = Range(W r ). In this note we choose V r and W r in the framework of tangential interpolation as explained in §2.
Weighted Model Reduction
The usual model reduction error measures are associated with the magnitude of differences G − G r in a way that is unbiased with respect to frequency; error at one frequency is penalized the same as error at any other frequency. The usual choice of error measures are G − G r (8) where the norm in (8) is either the H 2 or H ∞ norm. In certain applications one is only interested in enforcing high fidelity in a certain frequency range. This leads in a natural way to the weighted model reduction problem: Given a dynamical system G(s), an input weighting function W i (s), and an output weighting function W o (s), find a reducedorder model G r (s) that reduces the weighted error
where the norm in (9) is either the H 2 or H ∞ norm. The weighted model reduction problem is tackled most often using variants of frequency-weighted balanced truncation; see Varga and Anderson [2003] , Anderson and Liu [2002] , Schelfhout and De Moor [2002] , Gugercin and Antoulas [2004] , Enns [1984] , Wang et al. [2002] , Lin and Chiu [1992] , Wang et al. [1999] , Sreeram and Ghafoor [2005] and references therein. For approaches that seek to minimize a weighted-H 2 error, see Halevi [1992] and Spanos et al. [1992] .
An example of weighted-model reduction: Controller reduction problem
Consider an order n P linear dynamical system, P(s) (called the plant), and an order n stabilizing controller, K(s), that is connected to the plant P(s) in a feedback loop. Many control design methodologies, such as LQG and H ∞ methods, ultimately lead to controllers whose order is generically as high as the order of the plant, see Varga and Anderson [2003] , Zhou et al. [1996] and references therein. Thus, high order systems tend to lead to high order controllers. Unfortunately, high order controllers generally are undesirable in real-time applications (as noted in Antoulas [2005] , Anderson and Liu [2002] , Varga and Anderson [2003] ) because of : (i) Complex hardware: A large-scale controller typically requires complex hardware which then can induce a large investment for implementation; (ii) Degraded accuracy: Due to ill-conditioning related to large-scale computations, it may not be possible to operate such a controller within required accuracy margins; and (iii) Degraded computational speed: The time needed to compute the output response for a complex controller might be too long, possibly longer than the system sampling time, yielding ineffective and potentially destructive feedback inputs.
Therefore, we seek a reduced-order controller, K r (s), of order r n to replace the full order controller, K(s).
Requiring K r (s) to be a good approximation to K(s) (W o (s) = I). In the case of performance preserving controller reduction (as opposed to stability preserving model reduction), the problem becomes a true two-sided weighted-model reduction problem with W o (s) = I in (9); see Anderson and Liu [2002] .
INTERPOLATORY PROJECTIONS FOR WEIGHTED MODEL REDUCTION
In this note, we approach the weighted model reduction problem using a tangential interpolation framework, distinguishing it from weighted-balanced truncation.
The tangential interpolation problem is stated as: Given G(s), shifts {s k } r k=1 ∈ C, and corresponding left and right tangential directions {b k } r k=1 ∈ C m and {c k } r k=1 ∈ C p , find G r (s) that tangentially interpolates G(s) at the selected shifts along the selected directions:
) This problem statement can be extended to higher-order interpolation easily; for brevity we only focus on bitangential Hermite interpolation as given in (11)-(13). For the solution of this problem in the projection framework for G(s) = C(sE − A) −1 B, see Gallivan et al. [2005] . Beattie and Gugercin [2009] recently extended the tangential interpolation problem to a much more general setting where G(s) has a generalized coprime factorization, G(s) = C(s)K(s) −1 B(s) with B(s), C(s), and K(s) given as meromorphic matrix-valued functions. Indeed, we use this setting to solve the weighted interpolatory model reduction problem.
The bitangential interpolation framework provided in (11)-(13) is appropriate only for an unweighted MIMO model reduction setting, i.e., using (8). Notice that G(
However, this is one of the necessary conditions for optimality for weighted-model reduction. Hence, we first introduce some notation and then define the newly formulated problem:
For a full-order system, G(s), with input weighting W i (s) and output weighting W o (s), and reduced-order model 18th IFAC World Congress (IFAC'11) Milano (Italy) August 28 -September 2, 2011 G r (s), we denote by T(s) and T r (s) the full-order and the reduced-order weighted systems, respectively. That is, 
. . , r. The reduced-weighted system T r (s) is a bitangential Hermite interpolant to the full-order weighted system T(s).
The main result of this paper is given in the following theorem; which shows how to solve the weighted tangential interpolation problem by projection.
−1 B define a fullorder model. Given an input weighting, W i (s), and output weighting, W o (s), together with interpolation points {s k } r k=1 ∈ C, and corresponding left and right tangential directions
−1 B r is obtained by projection as in (7).
(c) If both (16) and (18) 
Proof: The proof uses the generalized interpolation setting of Beattie and Gugercin [2009] for the transfer functions
We omit details here but will include the proof in the full paper.
Define matrices V r ∈ C n×r and W r ∈ C n×r as
Then, Theorem 2 states that the reduced-order model G r (s) = C r (sE r − A r ) −1 B r constructed by projection as in (7) using V r and W r as defined in (23) solves the weighted tangential interpolation problem (15). Remark 3. We note that in practice the set of interpolation points and tangent directions are chosen so as to be closed under conjugation. In this case, by an appropriate basis change V r and W r can always be chosen so as to be real matrices (thus leading to real reduced order models).
NUMERICAL EXAMPLE
In this section, we illustrate the theoretical concepts via a numerical example. The full-order system is a model of component 1r (Russian service module) of the International Space Station. It has 270 states, 3 inputs and 3 outputs. This system is known to be hard to approximate; for details on this model see , . Both the input weight, W i (s), and the output weight, W o (s), are 3-input/3-output systems. We designed the input weighting, W i (s), to be a low-pass Butterworth filter on every input channel with a cut-off frequency at 4 rad/sec. (21)- (23) and has order r = 30. The sigma plots 1 of the full-order and reducedorder weighted systems Figure 1 for the frequency range of interest. As shown in this figure, T r (s) matches T(s) very accurately, illustrating the efficiency of the proposed weighted tangential interpolation approach. To give a better idea of the accuracy, we list the relative H 2 and H ∞ errors between the full-order weighted system T(s) and the reduced-order weighted system T r (s):
This shows that G r (s) produces a relative error of only 1% in terms of both H 2 and H ∞ behavior in approximating the original weighted system behavior. The importance of this high quality approximation will be further understood in the context of the controller reduction: In that setting T r (s) being a high-fidelity approximation to T r (s) means that the reduced-order controller provides a high-fidelity approximation of the desired full-order closed-loop performance. Such examples will be included in the full paper.
CONCLUSIONS AND FUTURE WORK
In this note, we extend model reduction via tangential interpolation to weighted model reduction problems. We show how to construct a reduced-order model that guarantees that the weighted reduced-order system tangentially interpolates the original weighted system. We illustrate the efficiency of the our approach with a numerical example.
The most natural question to ask next is how to choose interpolation points and directions optimally in the weighted-model reduction setting. In the full paper, we extend the optimal H 2 interpolation methodology of Gugercin et al. [2008] to the weighted-case and propose an algorithm to produce weighted H 2 -optimal interpolation points and associated directions.
