Robust text reading from street view images provides valuable information for various applications. Performance improvement of existing methods in such a challenging scenario heavily relies on the amount of fully annotated training data, which is costly and in-efficient to obtain. To scale up the amount of training data while keeping the labeling procedure cost-effective, this competition introduces a new challenge on Large-scale Street View Text with Partial Labeling (LSVT), providing 5, 0000 and 400, 000 images in full and weak annotations, respectively. This competition aims to explore the abilities of state-of-the-art methods to detect and recognize text instances from large-scale street view images, closing the gap between research benchmarks and real applications. During the competition period, a total of 41 teams participated in the two proposed tasks with 132 valid submissions, i.e., text detection and end-to-end text spotting. This paper includes dataset descriptions, task definitions, evaluation protocols and results summaries of the ICDAR 2019-LSVT challenge.
I. INTRODUCTION
Recent powerful deep learning models contributed dramatically to the advances of robust text reading problems, including text detection, recognition and end-to-end text spotting. Benefiting from the pioneer work of the existing benchmarks [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , remarkable success has been achieved in text detection and recognition in the wild. Since most of the scene text datasets provide fully annotated ground truth (i.e. all ground truth for the problem is given), due to the heavy cost of full labelling, the amount of training data is relatively limited to optimize deep learning algorithms. Most of recent scene text understanding models [10] , [11] , [12] , [13] , [14] , [15] , [7] depend on pre-training on the 800,000-image synthetic dataset [16] and fine-tuning on real training data, which has become a common way in the field. The fact is that large-scale images and full annotations are expensive and inefficient to obtain. Even though the number of synthetic data is huge, there is still noticeable differences between synthetic and real data samples. Due to these reasons, incessant efforts on models with reliance on more fully annotated data should not be the only direction to advance in, for the field of robust text reading.
In this competition, we collected a new large-scale scene text dataset, namely Large-scale Street View Text with Partial Labeling (LSVT), with 30, 000 training images in full annotations and 400, 000 training samples in weak annotations, which are referred to as partial labels. We intend to challenge the community to look into novel solutions which can further boost the performance from partial labels. For most of the training data in weak labels, only one transcription per image is provided without location annotations, which is referred to as 'text-of-interest'. It is labeled as one of the keywords with semantic information, e.g., the name of a store front. In total, there are 450, 000 images in ICDAR 2019-LSVT including 20, 000 testing images, making it the largest scene text dataset to-date. All the images were captured from streets, which consist of a large variety of complicated real world scenarios, making the challenge extremely high by narrowing gaps between research and real applications.
To the best of our knowledge, ICDAR 2019-LSVT is at least 14 times as large as existing robust reading benchmarks, and is also the first ever scene text dataset labeled with partial annotations for the text detection and recognition challenges. The amount of fully annotated part of data is also greater than that of previous robust reading benchmarks. This competition is an extension to the previous RRC competitions, specifically the tasks of scene text detection and recognition in natural images. The key aspects of the proposed dataset are: i) fully annotated data and large-scale weakly annotated data in the training set, ii) the wild texts captured in the streets, and iii) the largest testing benchmark. Submitted models are required to have high generalization and robustness in order to strive in this competition.
II. COMPETITION ORGANIZATION
ICDAR 2019-LSVT competition is organized by a joint team of Baidu Inc., South China University of Technology, University of Malaya and the Computer Vision Centre (Universitat Autònoma de Barcelona). The competition started and the training data was released on Mar. 1. The first and second parts of the test set were released on Apr. 10 and 20, respectively. The submission entries opened on Apr. 20 and closed on Apr. 30, 23:59 PDT (Pacific Daylight Time). Overall, we received 132 valid submissions from 41 teams from both research communities and industries for the two tasks.
III. DATASETS
Type/source of images The dataset used for this competition comprises 450, 000 images with text that are freely captured in the streets of China, e.g., store fronts and landmarks. All images are captured by different users with different mobile phones. To address privacy issues, regions including faces and license plates are all detected by algorithms and blurred.
Number of images There are 450, 000 images in the ICDAR 2019-LSVT dataset. 50, 000 of them are fully annotated as shown in Fig. 1(a) , which are split into a training set of 30, 000 and a test set of 20, 000. The rest of the 400, 000 images are weakly annotated as shown in Fig. 1 (b) and (c). During the testing stage of the competition, the test set is divided into two parts in half to release. To the best of our knowledge, the dataset is more than 14 times as large as existing robust reading benchmarks, and it is the largest dataset on Chinese text to date. It is also the first scene text dataset labeled with partial annotations in ICDAR text detection and recognition challenges.
Annotations The spatial coordinates and transcriptions of every text instance are annotated manually. For the fully annotated images in the dataset, horizontal, multi-oriented, and vertical text instances are labeled with quadrilateral bounding boxes, while curved text instances are annotated in polygons with 8 or 12 vertices. The points in the polygons are arranged in clockwise sequence, starting from reading direction. The transcriptions of every text instance are annotated and encoded in UTF-8. The illegibility regions in images are labeled as Do Not Care, which are ignored to calculate final scores. For the weakly annotated images, only the transcriptions of the keywords are provided, which are referred to as weak annotations.
IV. TASKS
To evaluate text reading performance, we introduce two common tasks on this large-scale street view text benchmarks, i.e., text detection and end-to-end text spotting.
A. TASK 1 -TEXT DETECTION
This task aims to tell the locations of text instances from images in bounding boxes or polygons. Following the evaluation protocols of ICDAR 2015 [3] , the text detection task of ICDAR 2019-LSVT is evaluated in terms of Precision, Recall and H-mean with the IoU (Intersectionover-Union) threshold of 0.5 and 0.7, while only H-mean (IoU higher than 0.5) is regarded as the final metric for ranking. A detected text line is considered as true positive if the detected region has more than 0.5 IoU with the ground truth box. Meanwhile, in the case of multiple matches, we only consider the detection region with the highest IoU, and the rest of the matches will be counted as False Positive. Similar to COCO-text [17] and ICDAR 2015 [3] , all detected or missed Do not care ground truths do not contribute to the evaluation result. Precision, Recall, and H-mean are calculated as
and
where T P , F P and F N denote true positive, false positive and false negative, respectively.
B. TASK 2 -END-TO-END TEXT SPOTTING
This task aims to detect and recognize text instances from images in an end-to-end manner. Participants are expected to submit the locations of all the text instances in quadrangles or polygons along with the corresponding recognized results.
To compare the end-to-end text spotting results more comprehensively, the submitted models are evaluated in several aspects, including Precision, Recall, H-mean and the normalized metric with Normalized Edit Distance (N.E.D). Under the exactly matched criteria in H-mean, a true positive sample indicates that the Levenshtein distance between the predicted result and the matched ground truth (IoU higher than 0.5) equals to 0. The normalized metric Norm equals to 1 − N.E.D, which is formulated as
where D(.) stands for the Levenshtein Distance, s i and s i denote the predicted text string and the corresponding ground truth string, and l i ,l i are their text lengths. Note that the the corresponding ground truthŝ i is calculated over all ground truth locations to select the one in the maximum IoU with the predicted s i as a pair. N is the maximum number of 'paired' ground truths and detected regions, which include singletons, e.g., the ground truth regions that were not matched with any detection (paired with an empty string) and detected regions that were not matched with any ground truth region (paired with an empty string). Similar to task 1, Do not care regions are excluded and the detected results matched to such regions do not contribute to the final score in edit distance. To avoid the ambiguity in annotations, pre-processing are utilized before comparing two strings: 1) The evaluation for English is case insensitive;
2) The Chinese traditional and simplified characters are considered to be the same categories; 3) The blank spaces and symbols, e.g., comma and dots, etc, are ignored in distance calculation.
V. SUBMISSIONS
There is a total number of 132 submissions from 41 teams, and Table. I and Table. II summarize all the valid submitted results of the two tasks, respectively.
A. Top 3 submissions in Task 1
Tencent-DPPR team used Mask R-CNN [18] based approach and designed a policy for proposals to select feature pyramid layers to extract features. Multi-scale testing and several trained models including PixelLink [19] , Mask R-CNN models with different backbones, i.e., ResNeXt-101 [20] and ResNet-152 [21] , were used for model ensembles. ICDAR 2019-LSVT train set was used to train these detectors.
NJU ImagineLab (ImagineLab, National Key Lab for Novel Software Technology) followed the Mask R-CNN framework, utilizing ResNet-152 as the backbone, deformable ConvNets v2 [22] in the last three stages and PANet (Path Aggregation Network) [23] to fuse multi-scale features. During the training stage, OHEM (Online Hard Example Mining) [24] was utilized to sample the hard proposals from ICDAR 2019-LSVT train set. In the testing stage, multi-scale testing was used to get the final results.
PMTD (SenseTime) utilized PMTD (Pyramid Mask Text
Detector) [25] as the detection method based on Mask-RCNN with several modifications. During the training stage, they utilized the ICDAR 2019-LSVT train set to learn the text detector. During the testing stage, multi-scale testing was also adopted.
B. Top 3 submissions in Task 2
Tencent-DPPR team used a two-stage detection method as described in task 1. For text recognition, CNN was used to extract text features for sequence decoding. Different text recognition models were separately trained on horizontal and vertical text instances, e.g., bi-directional GRU (Bidirectional Gated Recurrent Unit) with CTC (Connectionist Temporal Classification ) [26] loss for transcription, attention-based RNN decoding [27] and multi-head selfattention [26] encoder with CTC loss for decoding. For model ensembles, different iterations of each type of models were used to generate candidate results and select the most reliable one according to the prediction confidence. The training data included a synthetic dataset with more than 50 million images, as well as publicly released datasets, i.e., ICDAR 2019-LSVT, ReCTS, ICDAR 2017 COCO-Text, ICDAR 2017-RCTW and ICPR 2018-MTWI.
HUST VLRGROUP adopted the Mask TextSpotter [28] based method and used the ResNet-50-FPN as the backbone network. Deformable convolutions [29] were used in the last two stages to enhance features. For text detection, Cascade R-CNN [30] was used to generate text proposals. For the recognition part, CNN and RNN with CTC loss [31] was the adopted and several models were trained with multiple backbones, including ResNext-50 and inception modules to obtain the final results. To handle irregular text instances, a rectification module with STN (Spatial Transformer Network) [32] was developed as pre-processing layers before recognition. The training data included the publicly available datasets, i.e., ICDAR 2019-LSVT, ICDAR 2003, ICDAR 2013, ICDAR 2015, IIIT5K, ICDAR 2017 COCO-Text, ICDAR 2017-MLT English + Chinese, ICDAR 2017 RCTW-17, ICPR 2018-MTWI, CTW and synthetic images.
PMTD (SenseTime) generated detection results with PMTD, and utilized the recognition method based on CNN and CTC. Training data were collected from ICDAR 2019-LSVT, ICPR 2018-MTWI and ReCTS. During testing stage, every detected text region was recognized without additional post-processing.
VI. ANALYSIS
Most participants in Task.1 employ instance-level segmentation methods to accurately localize text instances, follow- shows that one of the common bad cases include the misdetection and grouping errors of vertical text lines. Most of the trained models intend to group them as horizontal lines as shown in Fig. 2 (a) , (b) and (c), respectively. In this case, it may be useful to exploit the semantic information to decide how to group or split text instances. For text spotting task, most of the submitted methods adopt a two-stage based pipeline for end-to-end recognition, considering detection and recognition as two modules. In recognition part, most participants employ CNN and Bi-LSTM/Bi-GRU encoders with CTC loss for prediction and training. Tencent DPPP team ranks the first in terms of precision, H-mean and Norm by model ensembles, including CNN + Bi-GRU + CTC, CNN + Bi-GRU + Attention based sequence-to-sequence and CNN + Self-Attention + CTC models. The HUST team in the second place gets the top performance in recall and a rectification module with STN in recognition is used to handle irregular text instances. In comparisons with existing scene text benchmarks, text instances from real-world street views have larger variations in font, size, aspect ratios, orientations and arbitrary shapes as the remaining challenges to solve as shown in the Fig. 3 (a) and (b), respectively.
The mentioned two-stage pipeline has not made full use of the highly relevant and complementary relationship between detection and recognition. The performance of end-to-end text recognition highly relies on the recall and precision of text detection results. The feedback of recognition module is helpful to improve text detection results. Bad cases in common indicate the lack of robustness to complex backgrounds, e.g., low contrast in luminance and partial occlusions of a few characters as shown in Fig. 3 (c) and (d) , respectively. To further improve the recognition performance with better invariance, it is beneficial to make full use of large-scale datasets with rich context information in full and weak annotated data.
VII. CONCLUSIONS AND FUTURE DIRECTIONS
This paper summarizes the organization and results of ICDAR 2019-LSVT challenge in the RRC series. Largescale street view text dataset was collected and annotated in full and weak annotations, respectively, making it the largest ICDAR scene text dataset ever. There have been a number of 41 teams participating in the proposed two tasks and 132 valid submissions in total, which have shown great interest from both research communities and industries. Results analysis has shown the abilities of state-of-theart text detection and recognition systems, summarizing the difficulties, remaining challenges and future research directions. All the details about ICDAR 2019-LSVT and datasets are available on the RRC websites.
In the future, we intend to keep on maintaining the ICDAR 2019-LSVT competition leaderboard to encourage more participants to submit and improve their results, which aims to help bridge the gap between research and industrial applications and build a smarter text reading system approaching human intelligence.
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