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Abstract. The appearance of the Cuntz algebras Od is a generic feature of
local quantum field theory. This fact has been discovered by S. Doplicher and
J. E. Roberts within the algebraic theory of superselection sectors. Genera-
tors of the Cuntz algebras arise as charged field operators which implement
localized endomorphisms of the observable algebra. Whereas the existence of
such operators can be derived from first principles, little is known about the
actual construction of these fields in concrete models.
In view of this apparent discrepancy, we develop a comprehensive theory
of quasi-free endomorphisms of the CAR and CCR algebras which give rise to
representations of the Cuntz algebras Od on Fock space. The number d is the
statistics dimension of the endomorphism. It can be any power of 2 (including
1 and ∞) in the CAR case, but takes only the values 1 and ∞ in the CCR
case.
We obtain necessary and sufficient conditions for implementability of
quasi-free endomorphisms. By studying extensions of partial Fock states, we
find that the semigroup of implementable quasi-free endomorphisms has a
simple structure: It can be written as a product of a group of automorphisms
which are close to the identity, and the semigroup of endomorphisms which
leave the given Fock state invariant.
We describe the construction of the implementers of a quasi-free endo-
morphism in terms of annihilation and creation operators in detail. These
implementers span a d–dimensional Fock space of isometries. The Fock struc-
ture of the space of implementers is the key to the determination of the charge
quantum numbers of the endomorphism. It entails that implementable endo-
morphisms with statistics dimension d 6= 1 are always reducible.
We compare the structure of the semigroup of (gauge invariant) quasi-
free endomorphisms with the generic superselection structure of quantum field
theory.
Zusammenfassung. Wie S. Doplicher und J. E. Roberts gezeigt haben, treten
die Cuntz–Algebren Od ganz allgemein in der lokalen Quantenfeldtheorie
auf. Darstellungen der Cuntz–Algebren werden erzeugt von ladungstragen-
den Quantenfeldern, welche lokalisierte Endomorphismen der Observablenal-
gebra implementieren. Es sind aber bisher keine Beispiele fu¨r die Konstruktion
solcher geladenen Felder in konkreten Modellen bekannt.
Angesichts dieser Situation entwickeln wir eine vollsta¨ndige Theorie der-
jenigen quasifreien Endomorphismen der CAR– und CCR–Algebren, die zu
Darstellungen der Cuntz–Algebren Od auf dem Fockraum fu¨hren. Dabei ist
d die statistische Dimension des Endomorphismus. Wie sich zeigt, kann d im
CAR–Fall eine beliebige Potenz von zwei sein, im CCR–Fall jedoch nur eins
oder unendlich.
Wir beweisen ein notwendiges und hinreichendes Kriterium fu¨r die Imple-
mentierbarkeit quasifreier Endomorphismen. Die Halbgruppe der implemen-
tierbaren Endomorphismen hat eine einfache Struktur: Jeder implementier-
bare Endomorphismus la¨ßt sich zerlegen in ein Produkt eines Automorphis-
mus, der
”
nahe“ bei der Identita¨t liegt, und eines Endomorphismus, der den
gegebenen Fockzustand invariant la¨ßt.
Wir finden explizite Formeln fu¨r die geladenen Felder, die einen gegebe-
nen Endomorphismus implementieren. Aus diesen Formeln la¨ßt sich ableiten,
daß der von den Feldern aufgespannte d–dimensionale Hilbertraum selbst eine
Fockraumstruktur tra¨gt. Weiter lassen sich die Ladungsquantenzahlen der
Endomorphismen bestimmen. Endomorphismen mit statistischer Dimension
ungleich eins sind stets reduzibel.
Wir diskutieren A¨hnlichkeiten und Unterschiede zwischen der Halbgruppe
der (eichinvarianten) quasifreien Endomorphismen und der Halbgruppe der
lokalisierten Endomorphismen in der Theorie der Superauswahlsektoren.
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Daß mit den steigenden Anspru¨chen an die Genauigkeit der
Messungen auch die Kompliziertheit der Instrumente immer
gro¨ßer wird, findet ohne weiteres Versta¨ndnis und Billigung.
Aber daß bei der fortgesetzten Verfeinerung der gesetzlichen
Zusammenha¨nge zu ihrer Formulierung Definitionen und Be-
griffe benutzt werden, die sich immer weiter von altgewohnten
Formen und anschaulichen Vorstellungen entfernen, macht
man stellenweise der theoretischen Forschung zum Vorwurf,
ja man will darin Anzeichen dafu¨r erblicken, daß sie sich auf
einem Irrweg befindet.
Nichts kann kurzsichtiger sein als eine derartige Vermutung.
Max Planck, Sinn und Grenzen der exakten Wissenschaft,
1941
iv
Introduction
This thesis is essentially concerned with three different C∗–algebras: the algebra
of the canonical anticommutation relations (CAR); the Weyl algebra, the expo-
nentiated version of the canonical commutation relations (CCR); and the Cuntz
algebraa. Common to all three is the fact that each is associated, in a specific way,
with an underlying vector space: The CAR algebra is the C∗–Clifford algebra over
a real Hilbert space, the Weyl algebra is the C∗–algebra generated by a projec-
tive unitary representation of a real symplectic space, and the Cuntz algebra is the
universal C∗–algebra generated by a complex Hilbert space. (The vector spaces
belonging to the CAR and CCR algebras will always be assumed to be infinite di-
mensional, as we will be exclusively dealing with systems possessing infinitely many
degrees of freedom.)
The CAR and CCR algebras are the most prominent algebras in quantum
physics, due to their distinguished roˆle in describing systems of Fermions and
Bosons. The canonical anticommutation relations have been introduced by Jor-
dan and Wigner in 1928 in their analysis of the implications of Pauli’s exclusion
principle for the Fermi gas [JW28]. As an abstract C∗–algebra, the CAR algebra
has a very simple structure: It is an approximately finite dimensional algebra, in a
sense a non–commutative analogue of a zero–dimensional topological space, and is
isomorphic to an infinite tensor product of copies of the two by two matrices.
Heisenberg’s canonical commutation relations were found by Born in 1925.
They first appeared in Born’s joint work with Jordan on the matrix formulation
of quantum mechanics [BJ25], but were independently obtained two months later
by Dirac [Dir26]. Inspired by group theoretic considerations, H. Weyl discovered
the usefulnessb of replacing Heisenberg’s commutation relations (which do not have
bounded Hilbert space realizations) with their exponential form [Wey28]. In con-
trast to the CAR case, the Weyl algebra is a very “large” object (it is not separable),
and not much seems to be known about its abstract properties.
The Cuntz algebras are the basic examples of infinite C∗–algebras (those con-
taining non–unitary isometries) and are of great importance in the general structure
theory of C∗–algebras. They have been introduced by Cuntz in 1977 [Cun77], but
their generators (“Hilbert spaces of isometries”) had been studied before by Do-
plicher and Roberts in the context of general quantum field theory [DR72, Rob76a].
The generic appearance of the Cuntz algebras in quantum field theory has been es-
tablished rather recently by Doplicher and Roberts [DR90].
Each of these algebras possesses a natural class of structure preserving trans-
formations (“*–endomorphisms”), namely those which arise from linear symme-
tries of the underlying vector spaces. These transformations will in all three cases
aThe reader who is unfamiliar with operator algebras may think of a C∗–algebra as an algebra
of bounded linear operators on some Hilbert space which is closed under taking adjoints and
uniform limits. Textbooks on operator algebras, with applications to physics, are [BR81, EK98].
bHe regarded his relations as the answer to the “Frage nach dem Wesen und der richtigen
Definition der kanonischen Variablen” [Wey28].
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be termed quasi–free endomorphisms, although in the CAR and CCR cases sev-
eral other names are also used in the literature (linear canonical transformations,
Bogoliubov transformations, one–particle transformations, . . . ). Thus quasi–free
endomorphisms correspond to real orthogonal transformations in the CAR case,
to real symplectic transformations in the CCR case, and to complex isometries in
the Cuntz algebra case. Note that all these transformations need not be invertible
(their ranges need not be the whole space) if the underlying vector spaces are in-
finite dimensional. If they are invertible, then the transformations of the algebras
will be called quasi–free automorphisms.
It seems that quasi–free automorphisms (of the CCR algebra) first appeared
in Bogoliubov’s treatment of the Bose gas, although general (not necessarily lin-
ear) canonical transformations already occur in the famous “Dreima¨nnerarbeit” of
Born, Heisenberg and Jordan [BHJ26]. In the meantime there has been a tremen-
dous work on quasi–free automorphisms of the CCR and CAR algebras, so that it
would be hard to say anything new about them. Our interest is mainly in genuine
(non–invertible) endomorphisms, which have not been treated systematically in the
literature so far. We develop a complete theory of those quasi–free endomorphisms
of the CAR and CCR algebras which are, in the widest sense, related to second
quantizationc. The second quantization of a genuine endomorphism is however no
longer a single unitary operator, but, as follows from the work of Doplicher and
Roberts, a whole Hilbert space of isometries on Fock space. This means that there
is a representation of a Cuntz algebra associated with each such endomorphism.
But why should a physicist care about endomorphisms of C∗–algebras? Let us
give an answer to this question by sketching the history of the theory of superse-
lection sectors.
The Algebraic Theory of Superselection Sectors
The theory of superselection sectors is an important and particularly successful
branch of local quantum field theoryd. It was initiated by the observation of Wick,
Wightman and Wigner in 1952 that the validity of the superposition principle in
quantum physics is limited by what they called superselection rules [WWW52]. For
instance, there is no interference between a single–electron state ψ− and a single–
positron state ψ+. In the state ψ = α+ψ+ +α−ψ−, the relative phase between the
ψ±–components cannot be measured, but can be arbitrarily changed by applying
global gauge transformations ψ 7→ ψ′ = α+eiλψ+ + α−e−iλψ−. Such ψ is not a
coherent superposition, but a mixture of the pure states ψ±, with weights |α±|2.
Accordingly, matrix elements of physical observables between ψ+ and ψ− must
vanish, observables are gauge invariant, and the physical Hilbert space splits up into
invariant “coherent” subspaces, each carrying a definite value of the electric charge.
The unobservability of relative phases in such situations led Wick, Wightman and
Wigner to the conclusion that the parities of elementary particles with different
charges cannot be compared.
Significant progress towards a deeper understanding of the general structure of
quantum field theory, and in particular of the concept of superselection rules, was
achieved by Haag and Kastler in 1964 [HK64]. Building on earlier ideas of Haag
[Haa59], they proposed a C∗–algebraic treatment of quantum field theory. Whereas
cIt should be noted that parts of our results have already been published [Bin95, Bin97,
Bin98].
dWe refer to Haag’s beautiful book [Haa96] for a comprehensive introduction into the subject.
We further recommend the lecture notes of Fredenhagen [Fre95], Roberts [Rob90], and Schroer
[Sch98b]. The early history of superselection rules has been nicely reviewed by Wightman [Wig95].
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“global” C∗–algebra approaches to quantum field theory had previously been ad-
vocated by several authors, notably by Araki, Haag, Schroer, and Segal, Haag and
Kastler emphasized the importance of the principle of locality in field theory, i.e. the
absence of actions at a distance. Locality allows to assign to any bounded region O
in space–time the C∗–algebra A(O) generated by all observables which can be mea-
sured within that region, such that the natural partial ordering between regions is
preserved. The local algebras provide in some sense a “coordinate–free” description
of quantum field theory as opposed e.g. to Wightman’s approach [SW68] where one
has to make a specific choice among all fields belonging to the same Borchers class.
Einstein causality requires that algebras belonging to spacelike separated regions
have to commute with each other. Haag and Kastler postulated that such a cor-
respondence between space–time regions and algebras of local observables should
fix the content of the theory completely. This point of view is plausible because
“ultimately all physical processes are analyzed in terms of geometric relations”
[HK64], and was supported by the general theory of collision processes that had
been developed earlier by Haag and Ruelle [Haa58, Rue62].
The formulation of quantum field theory in terms of local algebras permitted
a new look at superselection rules. Haag and Kastler introduced the quasilocal
algebra A as the C∗–algebra generated by all local observables. The algebra A
does not contain global quantities such as total charge or total energy; these can
only be obtained as strong limits in specific representations. Now A is expected to
possess an abundance of inequivalent irreducible representations, e.g. representa-
tions associated with states having different behaviour at spacelike infinity. (Haag
and Kastler believed that this was the only mechanism to produce inequivalent
representations in quantum field theory, but it was soon recognized that there ex-
ist inequivalent representations even among the states with the same asymptotic
behaviour; cf. (0.1) below.) That generic C∗–algebras have lots of inequivalent
representations had already been discovered by von Neumann in 1939 [vN39]e. Ac-
tually, any simple infinite dimensional C∗–algebra (besides the algebra of compact
operators on a separable Hilbert space, which corresponds to the CCR algebra for
finitely many degrees of freedom, i.e. to ordinary quantum mechanics) possesses
uncountably many inequivalent irreducible representations. It was Haag who real-
ized in the mid–fifties the need for inequivalent representations in order to obtain
interacting quantum fields (“Haag’s Theorem”).
The different coherent subspaces are now interpreted as inequivalent irreducible
representation spaces of the single algebra A. Haag and Kastler called (the uni-
tary equivalence class of) an irreducible representation of A a superselection sector.
However, only a small subclass of all representations of A can be expected to have
a physical interpretation. In quantum field theory one is mainly interested in states
which describe local finite–energy excitations of the vacuum. The corresponding
sectors are called charge superselection sectors (and from now on, a sector will al-
ways mean a charge superselection sector). Here the term “charge” is used in a
very broad sense: It applies to any quantity which can be used to label the various
sectors.
Haag and Kastler argued that already a single sector should comprise all rele-
vant physical information. If one starts e.g. with a state in the vacuum sector, one
can create a particle of unit charge together with its antiparticle and then send the
antiparticle “behind the moon”. The resulting state will deviate, with respect to
eHe showed this on the example of an infinite tensor product of 2 × 2 matrix algebras (iso-
morphic to the CAR algebra) by exhibiting representations of type I∞, II1 and II∞. The field
theoretic examples of inequivalent representations found in the 1950s also came from CAR and
CCR algebras, e.g. from non–implementable quasi–free automorphisms, and thus are closely re-
lated to the subject of this thesis.
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local measurements, arbitrarily little from a state in the charge–one sector. Thus
any given state belonging to some sector can be approximated by states in each
other sector. In the terminology of Haag and Kastler, all sectors are “physically
equivalent”, which is, by a theorem of Fell, tantamount to all sectors being “equally
faithful” (they all have the same kernel). All superselection sectors thus determine
the same “abstract” C∗–algebra A, and the choice of a particular representation of
A appears essentially as a matter of convenience. This is the solution of the (at
that time much discussed) problem of inequivalent representations in quantum field
theory offered by Haag and Kastler.
If one takes this philosophy seriously, one faces the basic problem: Given the
quasilocal algebra A (together with its local structure) in a, say, vacuum sector, how
can one extract the interesting physical information? In particular, one would like
to determine all charge superselection sectors together with a set of unobservable
fields generating these sectors from the vacuum. The charge quantum numbers
ascribed to the various sectors and fields are expected to be related to some sort of
inner symmetries which act covariantly on the fields and trivially on the observables,
and one would like to understand the laws of composition and exchange of charges
(“statistics”).
In the first step of such an investigation one has to specify which representa-
tions of A are to be regarded as “local excitations of the vacuum”, i.e. as charge
superselection sectors. In his pioneering work [Bor65, Bor67a] Borchers proposed
to consider all irreducible positive energy representations π which are “strongly
locally equivalent” to a given vacuum representation π0 and fulfill a certain “weak
duality” conditionf . Under these assumptions the unitary operators implementing
the strong local equivalence could be interpreted as charged local fields.
However, it soon became clear that Borchers’ assumptions were violated in
typical examples. Positivity of the energy should of course hold in any reasonable
theory, but is in general, due to infrared problems, too weak a condition to allow a
complete classification of representations (such a classification is however possible
under certain circumstances, as e.g. in conformal field theory [BMT88]). In order to
clarify the roˆle of Borchers’ other assumptions, Doplicher, Haag and Roberts started
a careful analysis of the superselection structure of elementary particle physics in
1969 which led to a series of seminal papers [DHR69a, DHR69b, DHR71, DHR74]
and was to a certain extent completed some 20 years later by Doplicher and Roberts
[DR90].
In [DHR69a] Doplicher, Haag and Roberts considered theories where a compact
global gauge group acts on a given field algebra such that the observables are
precisely the gauge invariant fields. They studied the representations of A that
are contained in a fixed vacuum representation of the larger field algebra. Among
other things, they found that the sectors of A occurring in this manner are in a
natural way labelled by the inequivalent irreducible representations of the gauge
group, and that weak duality implies the failure of strong local equivalence (see also
[Rob70]). Therefore Borchers’ fields do not exist in this case. Instead Doplicher,
fπ is a positive energy representation if the space–time translations are unitarily implemented
in π such that the relativistic spectrum condition holds (see [BFK96, and references therein] for a
local version of the spectrum condition). If one assumes that the local algebras are weakly closed
(this can be done in presence of a distinguished vacuum representation), then the restrictions of
positive energy representations to the local algebras are known to be unitarily equivalent. It is
commonly believed that the von Neumann algebras associated with double cones (see below) are
all isomorphic to the unique hyperfinite type III1 factor [Ara64, Fre85, BDF87]. — π is strongly
locally equivalent to π0 if the restrictions of π and π0 to the relative commutant of any local algebra
are equivalent, and weak duality means that, in the representation π, the relative commutant is
weakly dense in the commutant. Unfortunately, the DHR criterion (0.1) is also sometimes referred
to as “strong local equivalence”.
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Haag and Roberts obtained two properties of these sectors which are closely related
to, but much more significant than, strong local equivalence and weak duality. The
first is that the various representations of the algebras belonging to the spacelike
complement of any bounded region are unitarily equivalent, in symbols
π|A(O′) ≃ π0|A(O′). (0.1)
Here π0 is the vacuum representation of A (corresponding to the trivial represen-
tation of the gauge group), π is some superselection sector, and A(O′) is the C∗–
subalgebra of A generated by all local observables which can be measured within
the spacelike complement O′ of the bounded space–time region O. This condi-
tion is weaker than Borchers’ strong local equivalence. The second property is a
strengthening of Einstein causality
π(A(O)) = π(A(O′))′. (0.2)
The prime on the right denotes the commutant (the set of all bounded operators
on the representation space of π which commute with all elements of π(A(O′))).
Here π(A(O)) is assumed to be weakly closed, cf. footnote (f). Eq. (0.2) can only
be expected to hold for particularly simple regions O, e.g. for double conesg, and
henceforth, we will generically take double cones as localization regions. Doplicher,
Haag and Roberts showed that Eq. (0.2) holds in this form in all simple sectors, i.e.
in all sectors corresponding to one–dimensional representations of the gauge group,
but not in non–simple sectors. The condition (0.2) is stronger than Borchers’ weak
duality, but the point is that it is not assumed to hold in all sectors.
Eq. (0.1) is commonly called the DHR selection criterion. It is supposed to
single out most sectors of interest in theories with short range forces. It implies
that the states in the representation π look asymptotically like the vacuum, and
that the charges distinguishing between π and π0 can be localized in any bounded
region. The DHR criterion is known to hold for all irreducible positive energy
representations in conformal field theory [BMT88], but it excludes “topological
charges” which appear even in purely massive theories [BF82, FM83], and charges
which can be measured at arbitrary distances, e.g. by virtue of Gauß’ law. Sectors
satisfying the DHR criterion are automatically Poincare´ covariant with positive
energy under rather general assumptions [GL92], so that covariance does not have
to be assumed from the outset.
Following a proposal of Schroer in [FRS89], (0.2) is called Haag duality in order
to distinguish it from several other concepts of “duality” occurring in physics. It
means that the local algebras cannot be enlarged in the representation π without
violating Einstein causality. It was originally invented by Haag and Schroer as
an expression of underlying relativistic dynamics [HS62, Haa63]. The failure of
Haag duality for double cones in the vacuum sector indicates that the theory is in
some sense incomplete. It is typically caused by spontaneous breakdown of inner
symmetries [Rob76b, BDLR92], but is also generic in two–dimensional quantum
field theory (cf. [Mu¨g98]). This phenomenon can be traced back to the existence of
operators which are only invariant under the unbroken symmetries, but not under
the broken ones, in the first case; and to the existence of “kink operators” in the
second case.
In [DHR69b] the converse problem of reconstructing the field algebra and the
gauge group from A and π0 was solved for the set of all Poincare´ covariant sectors
satisfying the DHR criterion and Haag duality (simple sectors). This set of sectors
has the structure of a discrete Abelian group, and its Abelian dual can be viewed
gDouble cones are non–void intersections of suitably situated open backward with forward
light cones. They constitute the simplest (yet sufficiently rich) class of causally complete bounded
regions in Minkowski space which is closed under Poincare´ transformations.
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as the gauge group. There is a unique field algebra consisting of Bose and Fermi
fields which has A as its gauge invariant part and acts irreducibly on the “physical”
Hilbert space which contains each simple sector with multiplicity one.
Doplicher, Haag and Roberts extended this analysis to the class of all charge
superselection sectors conforming with the DHR criterion (0.1) in [DHR71]. It
is remarkable how little input is needed for their methods to apply, the deeper
reason for that being an underlying general duality theory for compact groups.
(The striking analogy of the superselection theory with the representation theory of
compact groups had been fully recognized in [DR72], but it took almost 20 years to
finish the proof that both structures are really identical [DR90]). It suffices to start
with the quasilocal algebra A, together with a faithful irreducible representation π0
on a separable Hilbert space H0, such that Haag duality (0.2) for double cones and
Borchers’ “property B”h hold in π0. Let us sketch some of their results.
First of all, it is an immediate consequence of (0.1) and (0.2) that any repre-
sentation π satisfying the DHR criterion is unitarily equivalent to a representation
on H0 of the form π0 ◦ ̺ where ̺ is a localized endomorphism of A. Such ̺ has the
following properties:
• ̺ is a unital map from A into itself which preserves the algebraic structure,
the star “∗” and the norm.
• ̺ is localized in some double cone O (and then also in every larger double
cone) in the sense that
̺(a) = a, a ∈ A(O′), (0.3)
and it maps the algebras belonging to larger regions than O into themselves.
• ̺ is transportable: If Oˆ is another double cone, then there is an endomor-
phism ˆ̺ localized in Oˆ such that the representations π0 ◦ ̺ and π0 ◦ ˆ̺ are
equivalent. Such ˆ̺ has the form
ˆ̺(a) = u̺(a)u∗, a ∈ A, (0.4)
where u is a unitary element contained in any A(Oˇ) with Oˇ ⊃ O ∪ Oˆ by
Haag duality.
Conversely, any localized endomorphism ̺ gives rise to a representation π0 ◦ ̺ ful-
filling (0.1). Thus the sectors fulfilling the DHR criterion are in one–to–one corre-
spondence with the equivalence classes [̺] of irreducible localized endomorphisms ̺.
Here two endomorphisms ̺, ˆ̺ are called equivalent if they are related to each other
as in (0.4), and ̺ is irreducible if the corresponding representation is. Irreducible en-
domorphisms are not necessarily invertible, it can happen that π0(̺(A))
′′ = π0(A)′′
but ̺(A) ( A. Invertible endomorphisms (= automorphisms) correspond to simple
sectors and are characterized by the property that ̺2 is irreducible.
Several operations can be performed within the set of localized endomorphisms.
The direct sum of localized endomorphisms ̺1, . . . , ̺n is defined as follows. Take
local observables v1, . . . , vn with the properties
v∗j vl = δjl1, (0.5a)
n∑
j=1
vjv
∗
j = 1 (0.5b)
hProperty B means that the local algebras are “almost type III” (any non–trivial local pro-
jection is, at least within a slightly larger algebra, equivalent to 1). This property was derived
from standard assumptions by Borchers [Bor67b]. It implies that any local algebra contains a
subalgebra isomorphic to the Cuntz algebra O2.
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(by the way, these are the defining relations of the Cuntz algebra On), and set
n⊕
j=1
̺j(a) ≡
n∑
j=1
vj̺j(a)v
∗
j , a ∈ A. (0.6)
Such vj exist due to property B. The direct sum ⊕j̺j is again a localized endo-
morphism, and its equivalence class does not depend on the choice of the vj (if
vˆ1, . . . , vˆn is another collection of local observables fulfilling (0.5), then the equiv-
alence between the two direct sums is established, in the sense of (0.4), by the
unitary u =
∑
vˆjv
∗
j ). Similarly, if ̺ is reducible, and p ∈ π0(̺(A))′ a non–trivial
projection, then there exists (by Haag duality and property B) a local observable
v such that
vv∗ = p, v∗v = 1, (0.7)
and the “subobject” of ̺ corresponding to p can be defined by ̺p(a) = v
∗̺(a)v.
The equivalence class of ̺p is again independent of the choice of v. Finally, the
composition ̺1 ◦ ̺2 of two localized endomorphisms is a localized endomorphism
whose equivalence class depends only on the classes of ̺1 and ̺2, and in particular
not on the order of the factors, because endomorphisms which are localized in
mutually spacelike double cones commute with each other.
Thus direct sums and subrepresentations of representations fulfilling the DHR
criterion also fulfill this criterion, and one has a well–defined commutative product
(“fusion”) of equivalence classes of such representations, corresponding to the com-
position of charges and given by the composition of the associated endomorphisms.
The availability of this product of sectors is the main advantage of working with
endomorphisms.
These observations provide the basis for an intrinsic understanding of statistics,
which is independent of a possible particle interpretation of the theory, and for the
reconstruction of gauge symmetries and charged fields from observable data only.
The statistics of a sector [̺] describes the effect of exchanging identical charges
(remember that every sector carries a specific charge). It is determined by the
statistics operator ε̺, which can be defined as follows. Pick a unitary “charge
transporter” u as in (0.4) such that ̺ and the corresponding ˆ̺ are localized in
spacelike separated double cones. Then
ε̺ ≡ u∗̺(u) (0.8)
is a unitary operator which commutes with all elements of ̺2(A), and its definition
is independent of the particular choice of u. (This is not true in two–dimensional
Minkowski space, where the spacelike complement of a double cone has two con-
nected components. There one can have two different choices of ε̺, one the other’s
inverse, depending on whether ˆ̺ is localized to the left or right of ̺. This possibility
had already been observed by Streater and Wilde in 1970 [SW70].) The statistics
operator ε̺ fulfills the algebraic relations
ε̺̺
(
ε̺
)
ε̺ = ̺
(
ε̺
)
ε̺̺
(
ε̺
)
, (0.9)
ε2̺ = 1, (0.10)
so that the operators ̺n(ε̺), n ≥ 0, fulfill the characteristic relations of elemen-
tary permutations (transpositions) which exchange n and n+ 1. Thus canonically
associated with any sector is a unitary representation of the infinite permutation
group. (Relation (0.10) gets in general lost in two dimensions, so that one obtains
representations of the infinite braid group instead. The first examples of sectors
with Abelian braid group statistics were again given in [SW70].) This permutation
group representation is analogous to the action of the permutation group on wave
functions in quantum mechanics. It describes permutations of factors in products
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of localized state vectors (or permutations of identical particles, if the theory has a
particle content; see [DHR74]).
The analysis of the statistics of the sector [̺] now proceeds with the help of
left inverses. A left inverse φ̺ of a non–invertible endomorphism ̺ is a substitute
for the inverse of an automorphism. It is a unital positive linear map from A into
itself which is not multiplicative on the whole algebra A, but satisfies
φ̺(a̺(b)) = φ̺(a)b, a, b ∈ A.
It follows from this that φ̺ ◦ ̺ = id, that ̺◦φ̺ is a conditional expectation from A
onto ̺(A), and that φ̺ enjoys the same localization properties (0.3) as ̺. Such φ̺
always exists, and corresponds to the physical operation of transferring the charge
of ̺ to spacelike infinity. By applying a left inverse φ̺ to the statistics operator ε̺
one obtains the statistics parameter λ[̺],
λ[̺] ≡ φ̺(ε̺).
The statistics parameter is a scalar because φ̺ maps ̺
2(A)′ into ̺(A)′, and the
latter contains only scalars by Schur’s Lemma. λ[̺] is a numerical invariant
i of
the sector [̺]. It can be used to classify the statistics of [̺]. In the case of “finite
statistics”j (i.e. λ[̺] 6= 0), the left inverse φ̺ is unique, and one obtains the statistics
phase η[̺], a complex number of modulus one, and the statistics dimension d[̺] ≥ 1
by polar decomposition:
λ[̺] =
η[̺]
d[̺]
.
Simple sectors are precisely the sectors with d[̺] = 1. The statistics dimension can
be viewed as a measure for the deviation from Haag duality in the sector [̺]. It
can also be defined for reducible endomorphisms and coincides with the square root
of the minimal index [Jon83, Kos86] of the inclusion ̺(A(O)) ⊂ A(O) [Lon89]. It
is additive on direct sums and multiplicative on products of endomorphisms. Any
localized endomorphism with finite statistics is a finite direct sum of irreducible
endomorphisms with finite statistics.
Doplicher, Haag and Roberts classified the possible statistics in Minkowski
space of dimension greater than 2 [DHR71]. There the statistics phase is just
a sign η[̺] = ±1, and the statistics dimension d[̺] is a natural number (in the
infinite statistics case one sets d[̺] = ∞). These numbers characterize the unitary
representation of the permutation group: Depending on the sign η[̺], a sector
obeys either para–Bose or para–Fermi statistics of order d[̺]. This means that all
representations of the permutation group occur whose Young tableaux have columns
resp. rows up to length d[̺]. In a sector with infinite statistics, all irreducible
representations of the permutation group occur. Moreover, for every sector [̺] with
finite statistics, there exists a unique conjugate sector [ ¯̺] which is determined by the
property that the product [̺ ¯̺] contains the vacuum sector as a subrepresentation. A
sector and its conjugate have the same statistics: λ[̺] = λ[ ¯̺] (“particle–antiparticle
symmetry”). The conjugate sector can be viewed as arising from the state induced
by applying the left inverse to the vacuum state.
For the program of reconstructing the field algebra and the gauge group from
the observables, it proved instructive to reinvestigate the situation with given field
algebra and gauge group [DR72]. As mentioned above, the sectors occurring under
these circumstances correspond to the various irreducible representations of the
gauge group and satisfy the DHR criterion (0.1), hence can be described by localized
iSee [FRS89, FRS92, KMR90] for a discussion of uniqueness of λ in two dimensions.
jThe case λ[̺] = 0 does not occur in theories with particle–antiparticle symmetry and is
usually disregarded. Reasonable examples of sectors with infinite statistics dimension have been
given by Fredenhagen [Fre94]. See also [BCL97].
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endomorphisms (one also needs a duality assumption on the fields for this). They
all have finite statistics. In [DR72] Doplicher and Roberts assigned to a localized
endomorphism ̺ the closed linear subspace H(̺) of local field operators Ψ which
induce ̺:
H(̺) ≡ {Ψ | Ψa = ̺(a)Ψ for all a ∈ A}. (0.11)
Because any field which commutes with all quasilocal observables is a multiple of
the identity, each Ψ ∈ H(̺) is a multiple of an isometry
Ψ∗Ψ = ‖Ψ‖21.
Likewise, Ψ∗Ψ′ is proportional to 1 for any two Ψ,Ψ′ ∈ H(̺), defining an inner
product in H(̺):
〈Ψ,Ψ′〉1 ≡ Ψ∗Ψ′.
This inner product induces the usual operator norm. Thus H(̺) is a Hilbert space
of isometries [Rob76a] inside the field algebra. It has the property that the joint
kernel of all Ψ∗ vanishes: ∩ kerΨ∗ = {0}. Moreover, the dimension of H(̺) is equal
to the statistics dimension of ̺:
dimH(̺) = d[̺], (0.12)
and the gauge action restricts to a continuous unitary representation of the gauge
group on H(̺). In this way one obtains a concrete equivalence between the
“category” of localized endomorphisms with finite statistics (whose morphisms
are the intertwiners between endomorphisms), and the category of finite dimen-
sional continuous unitary representations of the compact gauge group (with mor-
phisms the intertwiners between representations). This equivalence preserves ir-
reducibility and direct sums. Since H(̺1) ⊗ H(̺2) is canonically isomorphic to
H(̺1̺2) = H(̺1) · H(̺2), the composition of endomorphisms corresponds to tak-
ing tensor products of representations. The permutation symmetry is related to
changing the order of factors in tensor powers, and charge conjugation corresponds
to passing to the complex conjugate representation.
Since our own work will be concerned with the description of the Hilbert spaces
H(̺) associated with quasi–free endomorphisms ̺, let us add the remark that any
orthonormal basis Ψ1, . . . ,Ψd[̺] in H(̺) fulfills Cuntz’ relations (0.5) and imple-
ments ̺ in the sense that
̺(a) =
d[̺]∑
j=1
ΨjaΨ
∗
j , a ∈ A. (0.13)
This concept of implementation of endomorphisms by Hilbert spaces of isometries
reduces, in the case d[̺] = 1, to the familiar unitary implementation of automor-
phisms. Since H(̺) is a representation space of the gauge group, the Ψj transform
like a tensor under gauge transformations. Indeed, Doplicher and Roberts have
shown that the elements of H(̺) are the “typical elements” of the field algebra
in the sense that any irreducible tensor Φ1, . . . ,Φd of local fields is of the form
Φj = aΨj with a ∈ A and Ψj ∈ H(̺), for some irreducible localized endomorphism
̺. It follows that the linear span of all Ψ ∈ H(̺), where ̺ runs through all endomor-
phisms localized in a double cone O, is weakly dense in the von Neumann algebra
of fields localized in O. We would also like to note that, associated with H(̺), there
is a “Bosonized” version εˆ̺ of the statistics operator, obtained by setting
εˆ̺ ≡
d[̺]∑
j,l=1
ΨjΨlΨ
∗
jΨ
∗
l . (0.14)
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This is the operator which effects the exchange of factors in a tensor product, since
it fulfills
εˆ̺ΨΨ
′ = Ψ′Ψ, Ψ,Ψ′ ∈ H(̺).
There is also a simple formula for the left inverse of ̺ in terms of the Ψj:
φ̺(a) =
1
d[̺]
d[̺]∑
j=1
Ψ∗jaΨj, a ∈ A. (0.15)
The corresponding “Bosonized” statistics parameter is of course given by
φ̺
(
εˆ̺
)
=
1
d[̺]
; (0.16)
that is, the information about the statistics phase η[̺] is lost. The full field theoretic
statistics operator ε̺ has instead the form
ε̺ =
d[̺]∑
j,k,l=1
ΨjΨˆ
∗
jΨkΨˆlΨ
∗
lΨ
∗
k,
where the Ψˆj ≡ uΨj are an orthonormal basis in the Hilbert space H(ˆ̺) imple-
menting the endomorphism ˆ̺ (cf. (0.8) and (0.4)). This expression is obtained by
substituting ̺ in (0.8) by the formula (0.13), and by writing the unitary charge
transporter u in terms of the Ψj , Ψˆj as u =
∑
j ΨˆjΨ
∗
j . Using the asymptotic com-
mutation relations of the fields, which are in the present case of Bose or Fermi type
(ΨkΨˆl = ±ΨˆlΨk), one gets that ε̺ = ±εˆ̺.
These observations led Doplicher and Roberts to the conjecture that the (finite
statistics) superselection structure described in [DHR71], and valid in at least 3
space–time dimensions, should always be equivalent to the representation theory of
a unique compact group. The proof of this conjecture was completed in the late
1980s [DR90] via an extension [DR88, DR89a, DR89b] of the Tannaka–Krein duality
theory of compact groups. The Tannaka–Krein theory allows to recover a compact
group from its “concrete dual”, i.e. from the collection of finite dimensional uni-
tary representation spaces together with the intertwiners between representations.
The group elements can then be identified with certain functions assigning to each
representation space a unitary operator on that space. Doplicher and Roberts in-
stead characterized the abstract duals of compact groups. They found that any
category which has essentially all the properties shared by the category of localized
endomorphisms, namely a composition law with permutation symmetry, and the
existence of subobjects, direct sums and conjugates, is equivalent to a category of
finite dimensional continuous unitary representations of a unique compact group.
The construction of field algebra and gauge group from the observables and
localized endomorphisms now amounts to the construction of a concrete group dual
from an abstract one. The field algebra can be obtained as the “cross product” of A
by the semigroup of localized endomorphisms. This is a C∗–algebra which contains
A and, for each endomorphism ̺, a finite dimensional Hilbert space H(̺) inducing
̺, with certain relations between the elements of A and the elements of the algebras
generated by the H(̺). The gauge group can be identified with the compact group
of all automorphisms of the field algebra which leave A pointwise fixed.
Summarizing, the main result of Doplicher and Roberts states that, in
Minkowski space of dimension greater than two, the observable algebra can al-
ways be embedded into a larger field algebra on which a compact gauge group
acts in such a way that the observables are precisely the gauge invariant fields.
The fields are local relative to the observables and act irreducibly on a Hilbert
space which contains each superselection sector ̺ with multiplicity d[̺]. The charge
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quantum numbers are in one–to–one correspondence with the equivalence classes
of irreducible representations of the gauge group. This construction is unique up to
unitary equivalence, if one requires that fields commute or anticommute at spacelike
separations (“normal commutation relations”).
Thus the program of reconstructing charged fields and gauge symmetries from
local observables has been carried through successfully, at least in the case of strictly
localizable charges (cf. (0.1)) in space–time of dimension greater than two. This
is of course a strong confirmation of the central idea behind local quantum field
theory, that all physical information should be encoded in the relative position of
the algebras of local observables.
The picture is however less complete in low dimensional quantum field theory.
An analysis of the low dimensional superselection structure based on the DHR se-
lection criterion (0.1) and on Haag duality (0.2) in the vacuum sector has been
worked out by Fredenhagen, Rehren and Schroer [FRS89, FRS92]. The methods
of Doplicher, Haag and Roberts can be adapted to this situation, and, as already
indicated above, one finds a somewhat richer structure in this case. The statis-
tics phase can be an arbitrary element of the circle group T, and the statistics
dimension need not be an integer, but can take almost any value that is allowed
by Jones’ list [Jon83] of indices of subfactors. Statistics is governed by the braid
group instead of the permutation group, and the gauge symmetries (the “dual ob-
ject” of the superselection structure) do not form a group in general. However,
there are only partial results concerning the quantum symmetry problem (e.g.
[MS92, FK93, Reh96, BNS98, NSW98]), the classification of the occurring braid
group representations (see e.g. [FRS89, Lon90]), and the reconstruction of charged
fields (e.g. the “reduced field bundle” [FRS92], a bounded version of the conformal
“exchange algebras” of Rehren and Schroer [RS89], or [Sch95]). It is interesting to
note that many structural peculiarities such as braid group statistics, non–integer
dimensions, Verlinde’s modular algebra etc., which had been found previously in
conformal field theory, and which were thought to be consequences of conformal
invariance, could be shown to be generic features of low dimensional quantum field
theory, independent of conformal invariance; see e.g. [Reh90, FRS92].
Whereas Haag duality automatically holds in conformally invariant theories on
the circle (due to space–time compactification, see [BSM90, BGL93, FG93]), it is
not such a reasonable assumption in two–dimensional Minkowski space. The basic
mechanism for the violation of Haag duality in the vacuum sector is the following:
If O is a given double cone, then there exist operators in A(O)′ which create a
charge in the left spacelike complement of O and annihilate a charge of the same
type in the right spacelike complement. Such operators cannot be approximated
by observables in A(O′), so that (0.2) fails.
A preliminary analysis of the two–dimensional situation without assuming Haag
duality from the outset has recently been attempted by Mu¨ger [Mu¨g98]. Similar
as Doplicher, Haag and Roberts in [DHR69a], he starts from a field algebra with
normal commutation relations from which the observables are selected by a gauge
principle. The fields are assumed to satisfy a certain duality property, which would
imply Haag duality for the observables in higher dimensions, but entails only a
weaker form of duality (“essential duality”) in two dimensions; and a specific form
of causal independence, which is believed to hold in massive theories. One can then
enlarge the local field algebras by adding certain non–local “kink” or “disorder”
operators to the fields which act like the identity on one half of the spacelike com-
plement of some double cone, and like a global gauge transformation on the other
half. One can also introduce a system of enlarged local observable algebras on the
vacuum Hilbert space of the original observables, which fulfills Haag duality and is
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therefore called the “dual net”k, by setting
Ad(O) ≡ A(O′)′.
It turns out that this dual net is just the fixed point net of the enlarged field
algebra under the gauge group G; and that, if G is finite, there is a natural action
of a certain Hopf algebra containing G (the “quantum double” of G) on the enlarged
field algebra such that the original observables are the fixed points under the action
of the whole quantum double. In this sense the violation of Haag duality in two–
dimensional Minkowski space is also related to symmetry breaking.
Let us finally comment on the status of the DHR selection criterion (0.1). As
we already pointed out, all superselection sectors which can be reached by applying
local fields to the vacuum, and all positive energy representations in conformal field
theory, fulfill this criterion. But even in purely massive theories it is not true that
all positive energy representations can be localized in bounded space–time regions.
Buchholz and Fredenhagen proved that for a primary positive energy representation
π whose energy–momentum spectrum starts with an isolated mass shell, there is a
unique vacuum representation relative to which π can be localized around “semi–
infinite strings” extending from one point to spacelike infinity [BF82]. (In two
dimensions there are possibly two inequivalent vacua associated with π, and one
can have soliton sectors interpolating between these vacua; see [Fro¨76, Fre90, Fre93,
Sch96a, Reh97].) One can perform an analysis of superselection sectors having
this weaker localization property relative to a fixed vacuum. Such an analysis is
technically more involved than in the case of the DHR criterion, but the resulting
structure is very similar. In particular, superselection sectors can still be described
with the help of endomorphisms. Braid group statistics arises already in three
dimensions; see [BF82, DR90, FGM90, MS95, FGR96] for details.
Even weaker localization properties must be expected for charged sectors in the
presence of long range forces, e.g. in QED, where the asymptotic direction of the
electric flux at spacelike infinity has to be taken into account. There is some hope
that the localization of charged states can be improved by comparing them with an
“infravacuum” state (a certain radiation background) instead of a vacuum state, so
that the criterion of Buchholz and Fredenhagen would apply [Buc82, Kun97]. An-
other mechanism which could make the methods of superselection theory applicable
to charges obeying Gauß’ law has recently been proposed in [BDM+96]. These au-
thors showed on the example of a free massless scalar field that such charges can be
described by automorphisms ̺ which violate the Buchholz–Fredenhagen condition
on A, but fulfill the stronger DHR criterion (0.1) relative to a smaller subalgebra.
Although one can no longer conclude from Haag duality that the charge trans-
porters u entering the definition (0.8) of the statistics operators ε̺ are contained
in A (cf. (0.4)), it is nevertheless possible to define ̺(u) unambiguously. Then the
statistics operators are well–defined, and one can discuss the statistics of the model
in the usual way.
k“Essential duality” means that the so–defined dual net satisfies Einstein causality [Rob76b]:
Ad(O′) ⊂ Ad(O)′. Essential duality is known to hold if the local algebras are generated by
Wightman fields [BW75]. The passage from a non–Haag dual theory to the dual net is the
customary way of restoring Haag duality. Its value lies in the fact that, in higher dimensions and
under the assumption of essential duality, the dual net possesses precisely the same superselection
sectors as the original theory [Rob80]. This is however not true in two dimensions, so that the
significance of the dual net is somewhat limited in this case. Under Mu¨ger’s assumptions, the dual
net has in fact no superselection sectors fulfilling the DHR criterion. It seems that superselection
sectors of the original theory extend at best to soliton sectors of the dual net [Mu¨g97]. — Similar
questions have been investigated for conformally invariant theories on the real line in [GLW97].
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There are many other important topics in the theory of superselection sectors
that we cannot touch upon in this introductory survey. Let us mention the deep
connection with the theory of von Neumann algebras, whose powerful tools as e.g.
the modular theory of Tomita and Takesaki (leading for instance to a new approach
to the just mentioned localization problem [Sch97b, Sch97a]) and the techniques of
the theory of subfactors have found a lot of applications in local quantum physics. It
is even true that some of these developments had been anticipated in physics before
they were established in greater generality in mathematics. As these techniques will
not be applied in our work, we refer to the original literature [Lon89, Lon90, FRS89]
and to the reviews [Bor95, Wie96, Sch96b, Sch98a], and references quoted there,
for these matters.
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What We Have Done
Review of the perspective. It should have become clear from the preceding
excursion to non–perturbative quantum field theory that endomorphisms of C∗–
algebras do play an important roˆle in quantum physics. Starting from a theory of
local observables, for which clear physical principles can be formulated, localized
endomorphisms are the basic tools for an intrinsic construction of unobservable
charged fields, for the derivation of their localization properties, commutation rela-
tions and symmetries. Since one has less intuition concerning the physical properties
of unobservable quantities, it is gratifying that one does not have to postulate e.g.
the commutation relations of fields, but can deduce them from the principles of
locality and causality. It is equally remarkable that the gauge symmetries can be
derived from the interrelations between local observables, which are by their very
nature gauge invariant.
But, as it sometimes happens if one tries to put a physical theory on a sound
mathematical basis, it is difficult to identify the general structures, whose existence
is predicted by the abstract mathematical analysis, in concrete models. This applies
in particular to quantum field theory where mathematically rigorous models beyond
free fields are still lacking in four–dimensional space–time. Let us have a look at
some field theoretical models whose superselection structure has been puzzled out.
Localized automorphisms of the free charged Klein–Gordon field, with gauge
group T, can be constructed as follows [Fre73, BLOT90]. One smears the field with
a smooth real test function which has support in a compact region O and whose
Fourier transform does not vanish identically on the positive mass shell. Then
one obtains a unitary operator by polar decomposition of the smeared field which
implements an automorphism localized in O and which carries one unit charge.
(One cannot use quasi–free automorphisms of the CCR algebra for this purpose
because they are all neutral.)
Localized automorphisms of the free Majorana field, with gauge group Z2, are
even simpler to get. Here one can take the Majorana field itself, smeared out with
a suitable localized real test function, as unitary implementer. This amounts to an
especially simple choice of a quasi–free automorphism (a reflection).
The situation is a bit different in the case of the free Dirac field, with gauge
group T. Since the field operators are no longer injective, one cannot build au-
tomorphisms and unitary implementers directly out of the field operators. It is
then natural to look for localized automorphisms among the class of quasi–free
automorphisms of the CAR algebra. In [Bin93] we exhibited a family of charge–
carrying localized quasi–free automorphisms which are induced by certain unitary
multipliers on the single particle space. This construction works however only in
two dimensions, and it is unlikely that unitary multipliers yield charge–carrying
implementable automorphisms in higher dimensions. Our construction has been
generalized by admitting kink–like multipliers by Adler [Adl96]. The correspond-
ing automorphisms then show Abelian braid group statistics and extend to solitons
of the dual net.
The current algebra derived from the massless free scalar field has no superse-
lection sectors in dimension greater than two, but exhibits spontaneous symmetry
breaking [Str74, BDLR92]. On the contrary, it possesses a continuum (∼= R2) of
superselection sectors in two dimensions, due to its peculiar infrared properties.
The associated localized automorphisms correspond to displacements of the fields
[SW70]. The superselection structure of the conformal current algebra on the circle
and of its local extensions (gauge group Z2N ) has been studied in [BMT88].
Of greater interest is the case of genuine endomorphisms, corresponding to
non–simple sectors. The only explicit examples of genuine localized endomorphisms
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constructed so far are, to the best of our knowledge, the ones leading to the non–
simple sectors of the chiral conformal so(N) WZW models at level one. They all
belong to the class of quasi–free endomorphisms of the CAR algebra. The first
example appeared in the treatment of the conformal Ising model by Mack and
Schomerus [MS90]. This model has one non–simple sector, with highest weight 116
and statistics dimension
√
2, and Mack and Schomerus offered a candidate of a lo-
calized endomorphism which was conjectured to describe this sector. They actually
did not use this localized endomorphism in their computations, but worked with a
global endomorphism throughout. This makes the analysis technically simpler, but
also somewhat questionable, because e.g. the concept of statistics depends crucially
on locality. The ideas of Mack and Schomerus were soon generalized by Fuchs,
Ganchev and Vecsernye´s to the level one so(N) WZW models, which also have a
Fermionic realization [FGV92]. These models possess one non–simple sector, with
highest weight N16 and statistics dimension
√
2, if N is odd; the case N = 1 repro-
duces the Ising model. But these authors also used global endomorphisms. This
state of affairs was subsequently improved by Bo¨ckenhauer who constructed local-
ized endomorphisms, among them the candidate of Mack and Schomerus, which
are equivalent to the global ones of [MS90, FGV92], and which imply the same
fusion rules [Bo¨c94, Bo¨c96]. Note that, due to the non–integer statistics dimen-
sion, none of these endomorphisms can have the properties predicted by Doplicher
and Roberts (cf. (0.11)–(0.13)). These endomorphisms are not related to group
symmetries, but to genuine quantum symmetries.
In this connection, we should also mention the attempts of A. Wassermann
[Was] and Recknagel [Rec93, Rec96] to substitute localized endomorphisms by cer-
tain other structures. In [Was] the fusion of positive energy representations of
the loop groups LSU(N) is described. These representations can be constructed
using implementers of certain quasi–free automorphisms of the CAR and CCR al-
gebras over L2(T) [PS86], and are closely related to the su(N) WZW models. In
[Was], their fusion is not performed with the help of endomorphisms, but uses an
equivalent technique, the tensor product of bimodules over von Neumann algebras
[Con94] (“Connes fusion”). In [Rec93] it is proposed to replace endomorphisms of
algebras by endomorphisms of some associated K0–groups which are in principle
much easier to handle. Though this heuristic approach is plagued with some serious
shortcomings, it was possible on its basis to reproduce the fusion rules of the su(2)
WZW model. In [Rec96] it is tried to reach the sectors of some minimal models by
“amplimorphisms” of certain associated path algebras. A characteristic feature of
[Rec93, Rec96] is the complete lack of locality. (There is also the reformulation of
the DHR theory given by Fredenhagen, where representations and endomorphisms
are replaced by states and completely positive maps [Fre92]. The usefulness of
this approach has been demonstrated on some subtheories of the conformal current
algebra [Fre94].)
Summing up, one is confronted with a scarcity of field theoretic models whose
localized endomorphisms are explicitly known, and there are in fact no known
examples of endomorphisms which fit completely into the scheme of Doplicher and
Roberts.
Quasi–free endomorphisms of CAR and CCR algebras. Ever since the
invention of quantum field theory in the late 1920s [Dir27, JW28], the CAR and
CCR algebras have been the dominating algebras in this field. In view of the above
remarks it is natural to ask whether one can find endomorphisms of these algebras
which share all the properties predicted by the theory of Doplicher and Roberts
(see the discussion after Eq. (0.11)).
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Specifically, the questions we are facing are the following: Do there exist quasi–
free endomorphisms of the CAR and CCR algebras which can be implemented on
Fock space by Hilbert spaces of isometries in the sense of Eq. (0.13)? If yes, how
can such endomorphisms be characterized? What are their possible charge quantum
numbers? And can one construct the corresponding Hilbert spaces of isometries
(the “charged fields”) explicitly?
Very briefly, the answers implied by our work can be summarized as follows.
Each algebra possesses a rich semigroup of quasi–free endomorphisms having the
desired properties. These semigroups are the natural generalizations of the well–
known restricted orthogonal and symplectic groups. A quasi–free endomorphism
belongs to one of them if and only if its associated one–particle operator fulfills a
certain Hilbert–Schmidt condition. There are detailed formulas for the correspond-
ing charged fields on Fock space which have a well–defined meaning as infinite sums
converging strongly on a dense domain. The Hilbert spaces of isometries spanned
by these fields can in a natural way be regarded as Fock spaces over some auxiliary
space. (These auxiliary spaces can have finite or infinite dimension. Be aware that
these “Fock spaces of isometries” are not contained in the original Fock space, but
consist of operators acting on the latter.) This Fock space structure is compatible
with the action of the gauge symmetries, and provides the key to the determination
of the charge quantum numbers. Genuine endomorphisms are always reducible; the
possible values of their statistics dimensions are the powers of 2 (CAR) resp. ∞
(CCR). They induce representations of the Cuntz algebras O2n and O∞.
For the convenience of the reader who finds the preceding remarks too con-
densed we would like to give now a detailed exposition of the material contained in
the central chapter of this thesis.
Section 1. Here we review the Cuntz algebras O(H) and their basic properties.
This section is intended as a supplement to the main text, and its content is not
essential for an understanding of the remainder.
After stating the definition of O(H), we quote Evans’ Fock space construction
of O(H) as a quotient of the Cuntz–Toeplitz algebra. Some general properties of
O(H), mostly due to Cuntz as e.g. itsK–theory, are mentioned, and endomorphisms
of O(H) are discussed. Quasi–free endomorphisms and quasi–free states of O(H) are
closely related to the structure of the gauge invariant subalgebra of O(H), and have
been studied by Evans et al. Quasi–free group actions on O(H) are an important
element in the theory of Doplicher and Roberts.
There has recently been some interest, e.g. in connection with Powers’ E0–
semigroups, in the relation between representations of O(H) on a Hilbert space H
and endomorphisms of B(H). Note that the Cuntz algebras enter our analysis in
exactly the same way: We study endomorphisms of the CAR and CCR algebras
which give rise to representations of the Cuntz algebras on Fock space via Eq. (0.11)
and (0.13). Thus our results also provide interesting examples for the representation
theory of O(H).
Finally some remarks concerning the roˆle of the Cuntz algebras in the general
theory of C∗–algebras are made, but there is no room to discuss these important
topics in greater detail.
Section 2. This section contains a thorough analysis of the semigroup of all
quasi–free endomorphisms of the CAR algebra which can be implemented by Hilbert
spaces of isometries in a fixed Fock representation. Essentially all results which
go beyond the case of automorphisms are new. Most of them have already been
published in [Bin95, Bin97], but the presentation given here is in several respects
superior to the one in [Bin95]. This analysis is completely general in that we do not
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make specific assumptions on the structure of the real Hilbert space underlying the
CAR algebra. The price that one has to pay for this generality is that the concept
of locality is not incorporated at this level, but has to be discussed separately in
a more restrictive setting. As a consequence, we cannot apply the methods of the
theory of superselection sectors which hinge upon the principle of locality. Our
methods are instead taken from the representation theory of the CAR algebra and
from general functional analysis (e.g. Fredholm theory), and are largely independent
of the Doplicher–Roberts theory. (Analogous remarks are valid for the treatment
of the CCR case in Section 3.)
Section 2.1. The basic objects and facts that will be needed later on are in-
troduced. Araki’s “selfdual” CAR algebra formalism is used throughout which
amounts to complexification of the underlying real Hilbert space. Quasi–free endo-
morphisms are in one–to–one correspondence with their restrictions (“Bogoliubov
operators”) to this space. Bogoliubov operators are isometric. The fundamental
invariant of a Bogoliubov operator V is its Fredholm index, a non–positive integer
(or ∞), and we find that this index is related to the statistics dimension dV of the
corresponding endomorphism ̺V by the formula
dV = 2
−12 indV . (0.17)
Here the statistics dimension dV is defined to be the square root of the Watatani
index of the range of ̺V . This is a purely C
∗–algebraic notion which does not
depend on representations. Automorphisms are characterized by dV = 1. By a
somewhat surprising result in [Bin97], any ̺V with statistics dimension dV =
√
2
induces in a canonical way an isomorphism from the CAR algebra onto its even
subalgebra. These isomorphisms can be used to study the even subalgebra, which
models the algebra of observables in various physical systems.
The class of quasi–free states is defined, and the main technical tool to be used
later, the quasi–equivalence criterion for quasi–free states of Powers and Størmer
and Araki, is stated. Fock states are the pure quasi–free states. The Powers–
Størmer–Araki criterion can be simplified if one of the states involved is a Fock
state. This has been observed by Powers, but we arrived independently at the
same conclusion, by an argument which can be found in the preprint version of
[Bin95].
Associated with every Fock representation is a second (equivalent) represen-
tation which we call the “twisted Fock representation”. The twisted Fock repre-
sentation provides a convenient way to describe “twisted duality”, the analogue of
Haag duality in the presence of Fermi fields, and is always useful if one has to deal
with commutants of “local” subalgebras. The consequent use of the twisted Fock
representation will lead to some simplifications in the construction of the charged
fields in Section 2.4.
Section 2.2. This section is concerned with the representations π ◦ ̺ that are
obtained by composing a Fock representation with a quasi–free endomorphism.
(Recall from p. 6 that the representations occurring in the theory of superselection
sectors have such a form.) We start with a discussion of the implementation problem
for endomorphisms of arbitrary C∗–algebras. The conclusion to be drawn from this
general discussion is that an endomorphism ̺ is implementable in an irreducible
representation π if and only if the representations π and π◦̺ are quasi–equivalent.
If π is the Fock representation of the CAR algebra induced by a Fock state
ω, and if ̺ is a quasi–free endomorphism, we show that π ◦ ̺ is a multiple of the
GNS representation of the quasi–free state ω ◦ ̺. (We do actually a little bit more
because we give an explicit decomposition of Fock space into invariant subspaces.
This detailed description will be used in Section 2.4 to prove the completeness
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relation (0.5b) for the charged fields.) The multiplicity is some power of two or
infinite. The question of implementability is thereby reduced to the question of
quasi–equivalence of quasi–free states, and we can derive our basic implementabil-
ity condition from the Powers–Størmer–Araki criterion. This condition generalizes
the well–known Shale–Stinespring condition which is restricted to the case of au-
tomorphisms. Both conditions are formally the same. The Fredholm index of the
Bogoliubov operator corresponding to an implementable endomorphism is always
even, so that the statistics dimensions of implementable endomorphisms are integers
(or ∞) as they should (cf. (0.12)).
The second half of this section deals with representations π ◦ ̺ where π is a
given Fock representation, but ̺ an arbitrary (non–implementable) quasi–free en-
domorphism with finite index. (The analysis would be trivial in the implementable
case, because π ◦ ̺ is then unitarily equivalent to dV · π.) This analysis is e.g. rele-
vant for the endomorphisms describing the non–simple sectors of the WZW models
(cf. the remarks made on p. 15). We derive criteria for unitary equivalence of two
such representations, describe the quasi–free states of the form ω◦̺ where ω is the
Fock state corresponding to π, and characterize the endomorphisms ̺ for which the
states ω ◦ ̺ are pure or “almost pure” (mixtures of two inequivalent pure states.
This is in some sense the best one can get for endomorphisms ̺V with indV odd.)
These preparatory results are then applied to give an alternative proof a theorem
of Bo¨ckenhauer, namely that π ◦ ̺V is a multiple of another Fock representation,
with multiplicity dV , if ind V is even; and that it is a multiple of two “pseudo Fock
representations”, with multiplicity dV /
√
2, if indV is odd. Invoking our isomor-
phism onto the even subalgebra from Section 2.1, we obtain analogous results for
the restrictions of these representations to the even subalgebra. It was observed
by Szlacha´nyi and Bo¨ckenhauer, but regarded as a curiosity, that the restriction of
π◦̺V to the even subalgebra behaves like a representation π◦̺V ′ of the whole CAR
algebra, where V ′ is a Bogoliubov operator with indV ′ = indV − 1. Our approach
gives a natural explanation for this phenomenon.
Section 2.3. Having established the necessary and sufficient condition for imple-
mentability in Section 2.2, we study here the structure of the topological semigroup
of all quasi–free endomorphisms which can be implemented in a fixed Fock repre-
sentation. This semigroup is an extension of the restricted orthogonal group. One
of our achievements is the proof that this semigroup can be written as a product of
a small subgroup consisting of automorphisms which are close to the identity, and
the sub–semigroup of endomorphisms which leave the given Fock state invariant.
What is more, we are able to make a definite choice of the two factors in which an
implementable endomorphism decomposes.
There are some results involved in the proof of this product decomposition
which are of independent interest. The first is a useful parameterization of the
class of all Fock states which are unitarily equivalent to the given one. This param-
eterization is done in terms of certain pairs (T, h) consisting of an antisymmetric
Hilbert–Schmidt operator T and a finite dimensional subspace h of the kernel of T ,
and is adapted to the structure of the cyclic vectors in Fock space which induce the
states. The next result is a canonical (up to a finite dimensional part related to
h) choice of a quasi–free automorphism belonging to the small subgroup mentioned
above which transforms a given equivalent Fock state into the original one.
Associated with any quasi–free endomorphism ̺V there is a “partial” Fock
state, viz. a Fock state of the CAR algebra over the range of V . Using the above
parameterization, we can extend this partial Fock state (in the implementable case)
to a proper Fock state, say ωV , of the whole CAR algebra. (This procedure is
reminiscent of the construction of the conjugate sector, with the help of the left
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inverse, in quantum field theory; cf. p. 8.) The choice of ωV is made definite
by minimizing both “parameters” T and h in an appropriate way. We can thus
assign, in an unambiguous way, to each implementable quasi–free endomorphism
̺V a Fock state ωV which is equivalent to the original Fock state ω, and such that
ωV ◦ ̺V = ω. By the above, we get in addition a quasi–free automorphism ̺U in
the small subgroup which also has the property that ωV ◦ ̺U = ω. The announced
product decomposition of ̺V is then obtained by setting
̺V = ̺U̺W , W ≡ U−1V. (0.18)
There is an ambiguity in the definition of ̺U which cannot be resolved. It amounts
to the freedom in the choice of an orthonormal basis in the “minimized” space hV
associated with the Fock state ωV .
The fact that any implementable quasi–free endomorphism can be written as a
product of two very simple factors is then used to determine the connected compo-
nents of the semigroup of implementable endomorphisms. It is well–known that the
restricted orthogonal group (the group of implementable automorphisms) has two
components which are distinguished by the Araki–Evans index, i.e. by the parity
of the dimension of the space hV . We find that the Araki–Evans index is not an
invariant of genuine endomorphisms, and that each set of endomorphisms ̺V with
fixed nonzero value of indV is connected. The product decomposition of endomor-
phisms will further be used in Section 2.4 to reduce the proof of the completeness
relation (0.5b) for the charged fields to the simpler case of endomorphisms which
leave ω invariant.
Section 2.4. We show in this section how to construct an orthonormal basis in
the Hilbert space of isometries H(̺V ) which implements a given quasi–free endo-
morphism ̺V on Fock space. The implementers can be expressed in terms of anni-
hilation and creation operators. This will make it necessary to employ special Fock
space techniques, which have been avoided in the previous sections. The strategy
underlying this construction is the following: We first generalize the known meth-
ods of constructing unitary implementers for automorphisms to the case of genuine
endomorphismsl. This generalization makes essential use of the Fock state ωV in-
troduced in Section 2.3 and permits us to define one isometric implementer Ψ0(V )
for ̺V . Ψ0(V ) is characterized by the property that its value on the Fock vacuum Ω
reproduces the cyclic vector inducing the state ωV . We then construct a complete
set of implementers by multiplying Ψ0(V ) with suitable partial isometries from the
left. This approach is suggested by the observation that, if one has an orthonormal
basis Ψα(V ) in H(̺V ), then the operators Ψα(V )Ψ0(V )
∗
are partial isometries in
the commutant of the range of ̺V , and the Ψα(V ) can be reconstructed from these
lIt is well–known that an automorphism ̺U is implementable if and only if there exists a unit
vector ΩU in Fock space which lies in the joint kernel of all transformed annihilation operators.
This vector ΩU induces the state ω ◦ ̺U
−1. Once ΩU is known, the unitary implementer Ψ(U)
for ̺U can be constructed essentially by setting Ψ(U)π(a)Ω = π(̺U (a))ΩU , where π denotes the
Fock representation and Ω the original Fock vacuum vector. In the case of endomorphisms, the
state ωV plays the roˆle of ω ◦ ̺U
−1. But note that the cyclic vector ΩV associated with ωV
is no longer uniquely determined by the requirement that it be destroyed by the transformed
annihilation operators. In fact, any element of the Hilbert space H(̺V )Ω has the latter property.
This corresponds to the fact that ωV is not the only possible extension of the partial Fock state
mentioned above. What remains true is that any implementer is uniquely determined by its value
on Ω. Also note that, given ωV , it is still not obvious that the construction of Ψ0(V ) goes through
in the known way: In the case of automorphisms, both relations U∗U = 1 and UU∗ = 1 usually
enter the construction on the same footing; whereas in the case of endomorphisms, the second
relation is lost, and one has to take this into account with care.
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operators (together with Ψ0(V )) by setting
Ψα(V ) ≡
(
Ψα(V )Ψ0(V )
∗
)
Ψ0(V ). (0.19)
The first step in this program is to give an appropriate definition of “bilin-
ear Hamiltonians”. This will be achieved by combining the algebraic approach
of Araki with the more analytic approach of Ruijsenaars. As is well–known, the
CAR algebra contains the spin group, the universal covering group of the connected
component of the identity of the group of Bogoliubov operators which induce inner
quasi–free automorphisms, together with its Lie algebra. The elements of this Lie
algebra are called “bilinear Hamiltonians” because they are bilinear expressions in
the generators of the CAR algebra, and can be identified with certain trace class
operators H on the underlying Hilbert space. But we need a more general defini-
tion of bilinear Hamiltonians if we want to cover the case of general implementable
transformations. A natural extension of this Lie algebra is the current algebra, the
Lie algebra of skew–adjoint operators on Fock space whose exponentials implement
one–parameter groups of quasi–free automorphisms. The current algebra can be
identified with a larger class of operators H , namely with the Lie algebra of the
restricted orthogonal group (if one allows for the occurrence of Schwinger terms).
But even in the case of quasi–free automorphisms implementers can in general not
be obtained as exponentials of these currents, so that this class is still too narrow.
The way out is to considerWick ordered exponentials. Such Wick ordered expo-
nentials can be defined, a priori as quadratic forms on a dense domain in Fock space,
for Wick ordered bilinear Hamiltonians induced by arbitrary bounded operators H .
Under a certain Hilbert–Schmidt condition on H , these Wick ordered exponentials
are the quadratic forms of densely defined, in general unbounded, operators. The
commutation relations of these operators with creation and annihilation operators
can be explicitly computed, and are used to determine all operators H such that
the Wick ordered exponential of the bilinear Hamiltonian induced by H has the
“correct” intertwining properties relative to a given quasi–free endomorphism ̺V .
The operators H with this property are in one–to–one correspondence with certain
operators T obtained during the study of the state extension problem in Section 2.3.
The minimal choice TV made in that section leads then to a unique operator HV
associated with ̺V , and the isometric implementer Ψ0(V ) is obtained as a finite
sum of terms, each involving the Wick ordered exponential of the bilinear Hamil-
tonian induced by HV plus some additional operators which essentially fill up the
“Dirac sea” corresponding to the finite dimensional subspace hV .
A complete orthonormal basis in H(̺V ) is then constructed from Ψ0(V ) by
the method outlined above. Here it is used that the commutant of the range of ̺V
can be easily described with the help of the twisted Fock representation. It is also
straightforward to obtain partial isometries in this commutant since any Fermionic
creation or annihilation operator is already (a multiple of) a partial isometry, by
Pauli’s principle. It is less obvious how to characterize partial isometries which
contain the range of Ψ0(V ) in their initial spaces, as is required by (0.19). This can
be done with the help of the Fock state ωV and its associated “parameter” TV .
We finally arrive at the following scenario. There is a certain subspace kV of
the kernel of V ∗ which has dimension − 12 indV . We choose an orthonormal basis
in kV . The representors of these basis vectors in the twisted Fock representation
then behave like creation operators relative to the implementer Ψ0(V ). That is, we
obtain an orthonormal basis in H(̺V ) by multiplying Ψ0(V ) from the left with all
possible ordered monomials in these operators. It follows that H(̺V ) is isomorphic
to the antisymmetric Fock space over kV , so that
dimH(̺V ) = dV
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(cf. (0.17)). The basis of implementers is chosen in such a way that the value of any
one of them on the Fock vacuum Ω is the state vector of some Fock state. Moreover,
the choice of implementers is compatible with the product decomposition (0.18).
Roughly speaking, the factor ̺U carries the exponential term plus the operators
corresponding to hV , whereas ̺W is responsible for the additional partial isometries.
The completeness of implementers (0.5b) is proved by showing that the ranges of the
implementers of the factor ̺W are equal to the invariant subspaces which appeared
in the decomposition of the representation π ◦ ̺W in Section 2.2.
Let us finally remark that the formulas given for the implementers are not in
“normal form” in the strict sense, i.e. they are not completely Wick ordered. There
are two reasons for this. The first is the use of the twisted Fock representation,
which involves the second quantization of −1 as a factor. These factors could
be avoided by incorporating them into the bilinear Hamiltonian of HV , but the
formulas would become less transparent then, and the combinatorics would be
more complicated. The second reason is that the additional partial isometries with
which Ψ0(V ) is multiplied contain an annihilation part which should be moved to
the right, with the help of the commutation relations, in order to get a completely
Wick ordered expression. We have not done so because the Fock space structure of
H(̺V ) would then no longer be visible.
Section 2.5. Here we derive formulas for the Bosonized statistics operators of
quasi–free endomorphisms with finite statistics. The basic observation is that par-
tial isometries of the form Ψα(V )Ψβ(V )
∗
have an explicit representation as mono-
mials in the basis vectors of kV . Special examples are the operators Ψα(V )Ψ0(V )
∗
appearing in (0.19), and the operators Ψα(V )Ψα(V )
∗
, the projections onto the
ranges of the Ψα(V ).
Recall from (0.14) that the Bosonized statistics operator is a certain polyno-
mial in the implementers of the endomorphism. The knowledge of the operators
Ψα(V )Ψβ(V )
∗
and of the intertwiner properties of the Ψα(V ) suffices to identify
this polynomial with an element of the even CAR algebra. As a consistency check,
we compute the “Bosonized statistics parameter” by applying the C∗–algebraic left
inverses that were introduced in Section 2.1 to the Bosonized statistics operators.
The result is the inverse of the statistics dimension, in accordance with (0.16).
Section 3. This section contains an analogous analysis of quasi–free endomor-
phisms of the CCR (or Weyl) algebra. It is essentially based on [Bin98]. The
general remarks made above in the introduction to Section 2 apply here as well.
The methods are now borrowed from the representation theory of the CCR algebra,
and the theory of Fredholm operators will again be of importance. The survey of
Section 3 will be comparatively short, and we will try to emphasize the differences
between the CAR and CCR cases.
Section 3.1. The basic notions are established. We find it again convenient to
use Araki’s “selfdual” formulation. In the CCR case it is necessary to start with
a distinguished “reference” Fock state ω in order to get a Hilbert space topology
on the underlying symplectic space. A certain dichotomy will arise in the follow-
ing from the fact that the algebraic relations are dictated by the symplectic form,
whereas the analytic aspects refer to the Hilbert space inner product. Relevant top-
ics discussed here are Araki’s duality relation and a statement about the affiliation
of sums of creation and annihilation operators to “local” Weyl algebras.
Section 3.2. Quasi–free endomorphisms are introduced. They are given by
Bogoliubov operators V acting on the symplectic space. Bogoliubov operators
preserve the symplectic form and have well–defined Fredholm indices. In contrast
to the CAR case, indV is always even, irrespective of implementability.
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As in the CAR case, we reduce the question of implementability to the ques-
tion of quasi–equivalence of quasi–free states, by showing that the representation
induced by a quasi–free endomorphism ̺ in the given Fock representation is a mul-
tiple of the GNS representation of the state ω ◦ ̺. The multiplicity is either 1 or
∞. Invariant subspaces are explicitly described.
The derivation of the necessary and sufficient condition for implementability is
based on the criterion for quasi–equivalence of quasi–free states in the form given
by Araki and Yamagami. Some work has to be done to get rid of the square roots
appearing in this criterion. We do this with the help of an inequality of Araki and
Yamagami; this inequality enables us to reduce the problem to the CAR case via
polar decomposition of V , because the isometric part of V is a CAR Bogoliubov
operator. The resulting condition is a generalization of the well–known condition
of Shale which covers the case of automorphisms. The two conditions do not have
the same form, in contrast to the CAR case. The statistics dimensions are now
given by
dV =
{
1, indV = 0,
∞, indV 6= 0. (0.20)
The Fredholm index is therefore a finer invariant than the algebraic index.
Section 3.3. We study the semigroup of implementable quasi–free endomor-
phisms, an extension of the restricted symplectic group. Again we aim at showing
that this semigroup can be written as a product of a subgroup of automorphisms
close to the identity and a sub–semigroup of endomorphisms which leave the Fock
state ω unchanged. To this end we consider the set of Fock states which are equiva-
lent to ω. We can parameterize this set similar to the CAR case. There is however
no counterpart of the spacesm h, and the only parameter that is needed is an ele-
ment Z of the infinite dimensional open unit disk. This parameter Z characterizes
the cyclic vector in Fock space which induces the corresponding state, and has
properties similar to the operator T occurring in the Fermionic case. For any Fock
state equivalent to ω there is a canonical choice of an automorphism in the small
subgroup which transforms this state into ω. Note that, with h, also the ambiguity
in the choice of this automorphism has disappeared.
To obtain the product decomposition of a quasi–free endomorphism ̺V as in
(0.18), we must again solve the problem of extending a certain “partial” Fock state
associated with ̺V to a proper Fock state ωV . Recall that this problem was solved
in the CAR case by “minimizing” the parameters T and h in some sense. In
particular, it is possible to define the operator TV as a function of (the components
of) V . However, we could not find a similar prescription for the operators Z (and
presumably such a prescription does not exist). This complication is caused by
the fact that Z has to fulfill an additional requirement related to the positivity of
the state, viz. its norm has to be smaller than one. (There is no such restriction
on the operators T ; the admissible T form in fact a Hilbert space.) Instead we
discovered a canonical method, based on spectral theory, how to extend the partial
state directly, i.e. without having recourse to the parameter Z. This state extension
ωV is then used to define the parameter ZV ; remember that ZV will be needed later
for the construction of implementers. Having assigned a Fock state ωV to ̺V so that
ωV ◦̺V = ω holds, there is then an unambiguous choice of an automorphism ̺U in
mThe canonical anticommutation relations are symmetric in creation and annihilation oper-
ators, but the canonical commutation relations are not. Thus there exist endomorphisms of the
CAR algebra which interchange creation and annihilation operators, and this is the origin of the
spaces h. This possibility is absent in the CCR case.
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the small subgroup such that ωV ◦ ̺U = ω, and the desired product decomposition
is finally obtained as in (0.18).
As a corollary, we determine the connected components of the semigroup. It
turns out that any subset of endomorphisms ̺V with indV constant is connected.
Section 3.4. The construction of a complete set of implementers for a given
endomorphism ̺V is performed. We start by defining Wick ordered Bosonic bilinear
Hamiltonians, and Wick ordered exponentials thereof, on Fock space. These are
in general quadratic forms, but determine densely defined operators under some
conditions on the associated operators H . One can again compute commutation
relations of Wick ordered exponentials with creation and annihilation operators,
and select the operators H with the property that the corresponding Wick ordered
exponential fulfills appropriate intertwiner relations with respect to ̺V . These
operatorsH are in one–to–one correspondence with the operators Z parameterizing
the Fock states which solve the extension problem from Section 3.3.
One implementer Ψ0(V ) is then obtained as the (normalized) Wick ordered
exponential of the bilinear Hamiltonian induced by the operator HV which cor-
responds to ZV . The value of Ψ0(V ) on the Fock vacuum Ω is the cyclic vector
associated with the state ωV . To get a complete set of implementers, we choose a
certain basis in a subspace kV of the kernel of the symplectic adjoint of V . The
dimension of this subspace is − 12 ind V . Polar decomposition of the representors of
these basis elements yields a set of isometries which commute with each other and
with the elements of the range of ̺V . One can then show that the operators Ψα(V )
obtained by multiplying Ψ0(V ) from the left with all possible ordered monomials in
these isometries satisfy the relations of (an essential representation of) the Cuntz
algebra O∞. Since these isometries behave like (isometric parts of) creation opera-
tors with respect to the “vacuum” Ψ0(V ), one finds that the Hilbert space H(̺V )
is canonically isomorphic to the symmetric Fock space over kV .
Our choice of implementers is again compatible with the product decompo-
sition ̺V = ̺U̺W . Roughly, the factor ̺U is responsible for the Wick ordered
exponential, and the factor ̺W for the additional isometries. The completeness of
implementers follows from the fact that the ranges of the implementers of the factor
̺W coincide with the invariant subspaces for the representation π◦̺W described in
Section 3.2. The expressions for the implementers are again not completely Wick
ordered, because the additional isometries will in general contain an annihilation
part. But strict Wick ordering would hide the inherent Fock space structure of
H(̺V ).
Section 4. The general theory of the implementation of quasi–free endomor-
phisms of the CAR and CCR algebras has been completely developed in Sections 2
and 3. The detailed knowledge of the structure of the implementing Hilbert spaces
will now be used to gain insight into the charge structure of quasi–free endomor-
phisms and to determine the possible charge quantum numbers.
The setting will be tailored to the situation implied by the Doplicher–Roberts
theory. That is, we will consider the CAR and CCR algebras as field algebras which
contain the observables as fixed points under the action of a given global gauge
group G. The gauge group will be assumed to consist of quasi–free automorphisms
which leave a fixed Fock state, the vacuum state of the field algebra, invariant.
Therefore G acts by usual second quantization on Fock space.
As a consequence, quasi–free endomorphisms are a priori endomorphisms of
the field algebra. (Note that by the results of Doplicher and Roberts, localized
endomorphisms of the observable algebra have a natural extension to the field
algebra in terms of their implementers, by replacing the observable a in (0.13) by
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elements of the field algebra.) Thus we have to single out a subset of quasi–free
endomorphisms which restrict to endomorphisms of the gauge invariant subalgebra.
The relevant subset is the semigroup of gauge invariant endomorphisms, i.e.
of endomorphisms ̺ commuting with G, because these are precisely the endomor-
phisms whose implementing Hilbert spaces H(̺) carry a representation of G. By
the discussion following Eq. (0.11), the determination of the charge quantum num-
bers of ̺ is equivalent to the determination of the representation of G on H(̺).
This representation is further equivalent to the representation of G on the Hilbert
space H(̺)Ω, which is easier to handle than H(̺) itself (here Ω denotes the Fock
vacuum vector).
It should be noted that our assumptions are satisfied in models like the N–
component Dirac field with gauge group U(N).
Section 4.1. We compute the charge quantum numbers of gauge invariant
quasi–free endomorphisms ̺V of the CAR algebra. It turns out that they are
essentially determined by the subspaces hV and kV introduced in Section 2.
We have to study the behaviour of the implementers under gauge transforma-
tions. The values of the implementers of ̺V on the vacuum vector Ω have the
following structure: To the left stands a product of partial isometries associated
with the subspace kV , followed by the “filled Dirac sea” corresponding to the finite
dimensional subspace hV , and finally the “pure creation part” of the Wick ordered
exponential of the bilinear Hamiltonian of HV , applied to Ω. We show that the
subspaces hV and kV are representation spaces of G, and that the operators related
to these subspaces transform linearly under G. The exponential term on the other
hand is invariant. This follows from the fact that the operators TV can be expressed
as a function of the components of V , and confirms that the “minimal” choice of
TV made in Section 2.3 is a reasonable one.
The transformation law of implementers implies that the representation UV of
G on H(̺V ) has the form
UV ≃ dethV ⊗ ΛkV . (0.21)
Here dethV is the one–dimensional representation obtained by taking the deter-
minant on hV of the Bogoliubov operators in G, and ΛkV is the dV –dimensional
representation of G on the antisymmetric Fock space over kV . (Recall that H(̺V )
is isomorphic to this Fock space.)
It follows that UV , and hence ̺V , is reducible if indV 6= 0, because ΛkV is
reducible. The representation ΛkV contains together with the representation on kV
all the higher antisymmetric tensor powers thereof. The “least reducible” case is
obtained if kV is irreducible.
A special case worth mentioning is the case G = T and indV = 0, i.e. the case
of the restricted unitary group. It is well–known from the work on the external field
problem that the charge of elements of the restricted unitary group is given by a
certain Fredholm index indV++ (which has nothing to do with the index of V ).
This fact can be easily derived from our much more general result: The factor ΛkV
in (0.21) becomes trivial, and the factor dethV yields the index of V++.
We study the question which representations of G can possibly occur on the
subspaces hV and kV . In typical cases, any representation of G that is realized
on Fock space appears as a subrepresentation on some H(̺V ). Then we compare
our findings with the generic superselection structure of quantum field theory. The
semigroup of gauge invariant endomorphisms is not closed under taking subobjects
or direct sums. It is closed under taking conjugates if one makes natural assump-
tions on the action of G. Under these assumptions, one can assign to each gauge
invariant Bogoliubov operator V another such operator V c such that hV c and kV c
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are antiunitarily equivalent to hV and kV , so that the representation UV c is unitarily
equivalent to the complex conjugate representation of UV .
Finally we give an explicit example of a localized implementable gauge invari-
ant endomorphism with statistics dimension 2N of the free massless N–component
Dirac field in two dimensions. The construction rests on the use of “local” Fourier
bases for the chiral components, and is in this respect similar to the known examples
of localized endomorphisms in conformal field theory.
Section 4.2. Here we compute the charge quantum numbers of gauge invariant
quasi–free endomorphisms ̺V of the CCR algebra. Since the spaces hV are absent
in the CCR case, the charge quantum numbers are entirely determined by the
representation of G on kV .
We derive the transformation law of the implementers of ̺V . Recall that the
implementers are obtained by multiplying the distinguished implementer Ψ0(V )
from the left with certain isometries which are associated with the space kV . Ψ0(V )
itself is a Wick ordered exponential of a bilinear Hamiltonian which is characterized
by the operator ZV . Similar to the CAR case, this Wick ordered exponential is
gauge invariant, and we take this as a confirmation that we gave the “correct”
definition of ZV in Section 3.3. Though there is no explicit formula for ZV in terms
of V , it is still true that ZV is in some sense a function of V , and this suffices to
prove the invariance of Ψ0(V ).
The subspace kV is again G–invariant. But in contrast to the CAR case, the
isometries associated with kV do not transform linearly under G. One can however
show that they obey a linear transform law when restricted to the range of Ψ0(V ),
and that is essentially all we need.
We conclude that the representation UV of the gauge group G on the Hilbert
space H(̺V ) is unitarily equivalent to the representation on the symmetric Fock
space over kV induced by the representation on kV . Thus one can say that the
endomorphisms in the CCR case are even “more” reducible than in the CAR case,
because UV (and hence ̺V ) always splits into an infinite direct sum of irreducibles
if indV 6= 0. Another consequence is that automorphisms (indV = 0) carry no
charge.
Finally, we investigate which representations can be realized on kV , and under
which conditions charge conjugation is ensured. The remarks made in this context
in the Fermionic case apply here as well.
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Endomorphisms of CAR and CCR Algebras
For the sake of completeness, we would like to include a brief survey on the
Cuntz algebras before discussing the main subject of our thesis. The content of
Section 1 is in no way essential for an understanding of Sections 2 – 4, so that this
section may be skipped at a first reading of the text.
We would further like to remark that proofs of statements in Sections 2 and
3 that already appeared in our papers [Bin95, Bin97, Bin98] will occasionally only
be sketched here.
1. The Cuntz Algebras O(H)
The universal C∗–algebrasO(H) generated by separable complex Hilbert spaces
H have been introduced by Cuntz in 1977 [Cun77]. (Hilbert spaces inside operator
algebras had before been considered by Doplicher and Roberts [DR72, Rob76a]).
They provided new examples of C∗–algebras with unexpected properties, but also
play an important role in the general structure theory of C∗–algebras. See [EK98]
for an account of O(H) in a textbook.
Let H be a separable complex Hilbert space of dimensionn ≥ 2, with orthonor-
mal basis {sj}j∈J . The unital *–algebra generated by the elements of H , with
relations (cf. (0.5))
s∗t = 〈s, t〉1, s, t ∈ H
and ∑
j∈J
sjs
∗
j = 1
(resp.
∑
j∈J0 sjs
∗
j < 1 for any finite subset J0 ⊂ J , should H be infinite dimen-
sional), possesses a unique C∗–norm. Its completion in this norm, the Cuntz algebra
O(H), is a separable, simple, nuclear C∗–algebra [Cun77]. It can be constructed
from the full Fock space F(H) over H as follows [Eva80b]. Let τ(s) be the operator
of norm ‖s‖ which acts on F(H) by tensoring on the left with s ∈ H . Then
τ(s)∗τ(t) = 〈s, t〉1,
∑
j∈J
τ(sj)τ(sj)
∗ = 1− pΩ (strongly)
where pΩ denotes the rank–one projection onto the Fock vacuum Ω. The C
∗–
algebra T(H) generated by all τ(s), s ∈ H , is the Cuntz–Toeplitz algebra over
H . If H is finite dimensional, then T(H) contains the ideal generated by pΩ, the
compact operators on F(H). In this case O(H) is isomorphic to the quotient of
T(H) by this ideal. If H is infinite dimensional, then T(H) is simple, and in fact
isomorphic to O(H).
The isomorphism class of O(H) depends only on the dimension of H , thus it is
also customary to write On instead of O(H) (n ≡ dimH). One has the following
nIf dimH = 1, then the C∗–algebra defined by these relations is the Abelian algebra gen-
erated by a single unitary operator s, isomorphic to the algebra of continuous functions on the
spectrum of s. The Cuntz–Toeplitz algebra T(H) introduced below then reduces to the C∗–algebra
generated by the unilateral shift, the Toeplitz extension of C(T) by the compacts [Cob67].
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inclusions, since e.g. the elements s21, s1s2, . . . , s1sn, s2, . . . , sn generate a copy of
O2n−1 in On
On ⊃ On+m(n−1), m ≤ ∞.
In particular, O2 contains copies of all other On. Algebras Om, On with m 6= n
cannot be isomorphic as their K0–groups differ
K0(On) = Z/(n− 1), K0(O∞) = Z.
Any orthogonal projection in O(H) is equivalent to a projection of the form∑
finite sjs
∗
j or 1 −
∑
finite sjs
∗
j . The unitary group U(O(H)) of O(H) is con-
nected, thus one has K1(O(H)) = {0} [Cun81]. If dimH is finite, U(O(H)) is
homeomorphic to the semigroup of all unital *–endomorphisms of O(H): given
u ∈ U(O(H)), there is (by the universality of O(H)) a unique endomorphism ̺ such
that ̺(s) = us, s ∈ H ⊂ O(H); conversely, an endomorphism ̺ determines the
unitary u =
∑
j∈J ̺(sj)s
∗
j ∈ O(H) [Cun80].
Special examples of endomorphisms of O(H) have been given by Izumi [Izu93],
using fusion rules of sectors (cf. the definition (0.6) of direct sums of endomor-
phisms). Another class of endomorphisms of O(H) are the quasi–free endomor-
phisms, namely those which leave H invariant. Non–surjective quasi–free endomor-
phisms exist only in the case dimH =∞. Quasi–free automorphisms are extensions
of unitary operators on H . As a first step towards their duality theory for compact
groups, Doplicher and Roberts studied the quasi–free action of a closed subgroup
G of the special unitary group of H (dimH <∞) on O(H) [DR87], and in partic-
ular the relation between O(H) and its fixed point subalgebra O(H)G (serving as
a prototype for the relation between field algebra and observable algebra). They
showed that O(H)G is simple, with trivial relative commutant in O(H), and that
any automorphism of O(H) which acts trivially on O(H)G is given by an element
of G. Moreover, if ̺H(a) =
∑
sjas
∗
j is the endomorphism of O(H) induced by H ,
then the G–invariant intertwiners between powers of ̺H |O(H)G are the same as the
intertwiners between tensor products of the representation of G (the tensor powers
of H are canonically embedded in O(H)), and these intertwiners generate O(H)G.
These results have been extended to the case of Hopf algebra actions by Cuntz
[Cun91].
An important tool in the study of O(H) is to consider O(H)T, the fixed point
algebra under the quasi–free action of the circle group T. As a Banach space,
O(H)T is generated by monomials si1 · · · sims∗jm · · · s∗j1 (same number of s and s∗).
If n ≡ dimH is finite, then the monomials of the above form, with m fixed, con-
stitute a system of nm × nm matrix units, hence span an algebra isomorphic to
M(nm,C). Since the embedding si1 · · · sims∗jm · · · s∗j1 7→
∑
j si1 · · · simsjs∗js∗jm · · · s∗j1
corresponds to the usual embedding M(nm,C) → M(nm+1,C), A 7→ A ⊗ 1n, it
follows that O(H)T is an UHF algebra of type n∞, canonically isomorphic to the
infinite tensor product of copies of M(n,C). In particular, O2
T is isomorphic to
the CAR algebra. If dimH is infinite, then the monomials with fixed length m ≥ 1
generate an algebra isomorphic to the compact operators J∞(H) on H , and O(H)T
is isomorphic to a non–simple AF–subalgebra of the infinite tensor product of copies
(with unit adjoined) of J∞(H) [Cun77].
The representation of O(H)T as (a subalgebra of) an infinite tensor product
allows to define quasi–free states over O(H) as gauge invariant extensions of product
states to O(H) [Eva80b], by utilizing the canonical conditional expectation O(H)→
O(H)T. Specifically, any sequence of positive trace class operators {Kj} on H with
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trKj = 1 (resp. trKj ≤ 1 if dimH =∞) yields a quasi–free state ω{Kj}
ω{Kj}(f1 · · · fkg∗l · · · g∗1) = δkl
k∑
j=1
〈fj ,Kjgj〉, fj, gj ∈ H.
Quasi–free automorphisms restrict to product automorphisms on O(H)T, and ̺H
restricts to the unilateral shift.
Quasi–free automorphisms and quasi–free states of O(H) have been studied by
Evans et al. [Eva80b, ACE84]. Among their results are conditions for existence
and uniqueness of KMS and ground states for one–parameter groups of quasi–
free automorphisms, characterizations of primary quasi–free states, and criteria for
implementability of quasi–free automorphisms in quasi–free states. For instance,
they showed that O(H) has no inner quasi–free automorphisms besides the identity.
Equivalence of quasi–free states over O∞ has been studied by Laca [Lac93b].
Representations of O(H) are closely related to endomorphisms of B(H). A
nondegenerate representation of O(H) on a separable Hilbert space H gives rise,
via the endomorphism ̺H induced by H , to a unital *–endomorphism of B(H)
(if dimH = ∞, the representation π of O(H) has to be essential [Lac93a], i.e.∑
π(sj)π(sj)
∗ = 1 in the strong topology). Conversely, since B(H) has only
one normal representation up to quasi–equivalence, each unital *–endomorphism
of B(H) is inner. The representation of O(H) corresponding to an endomorphism
of B(H) is, however, only determined modulo quasi–free automorphisms. To illus-
trate how properties of representations of O(H) are linked to properties of endo-
morphisms ofB(H), one has e.g. that the commutant of an essential representation
π of O(H) is equal to the algebra of fixed points of the corresponding endomor-
phism ̺π, and that the commutant of the restriction of π to O(H)
T is equal to the
intersection of the ranges of all powers of ̺π. Thus π is irreducible if and only if ̺π
is ergodic, and π|O(H)T is irreducible if and only if ̺π is a shift [Lac93a, BJP96]. A
classification of certain ergodic endomorphisms of B(H) up to conjugacy has been
achieved by Laca and Fowler, by describing all extensions of pure states over O(H)T
to O(H) [FL97].
Interest in the connection between representations of O(H) and endomorphisms
ofB(H) arose from the theory of E0–semigroups of endomorphisms which was initi-
ated by Powers [Pow88], with contributions by Arveson, Bratteli, Jørgensen, Laca,
Price, Robinson and others (see the review [Arv94] and references therein). One has
an index theory for E0–semigroups which gives partial results for the classification
of E0–semigroups up to outer conjugacy. The basic examples of E0–semigroups are
semigroups of Bogoliubov endomorphisms of CAR and CCR algebras.
Representations of O(H) related to wavelet theory have been studied by Bratteli
et. al. (see [BJ96, BJKW97] and references therein). They obtained the decompo-
sition of a special class of such representations (and of their restrictions to O(H)T)
into irreducibles via number theory.
The Cuntz algebras can be regarded as elementary building blocks of infinite
C∗–algebras (algebras containing non–unitary isometries). Any unital simple infi-
nite C∗–algebra contains copies of all On as subquotients (quotients of subalgebras)
[Cun77]. By Kirchberg’s results [Kir94a, Kir94b, Kir95, KP97], any separable uni-
tal exact C∗–algebra is isomorphic to a subalgebra of O2 (and to a subquotient of
the CAR algebra); any separable unital nuclear (s.u.n.) C∗–algebra is isomorphic
to the range of a conditional expectation of O2; and any simple s.u.n. C
∗–algebra
which contains a central sequence of copies of O2 is itself isomorphic to O2 (cf. foot-
note (h) on page 6). An important open question concerning Elliott’s classification
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program for nuclear C∗–algebras [Ell95, EK98] is whether any simple s.u.n. C∗–
algebra with vanishing K0 and K1–groups is already isomorphic to O2. Inductive
limits of matrix algebras over On have been classified by Rørdam [Rør93].
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2. Quasi–free Endomorphisms of the CAR Algebra
Basics on the CAR algebra can be found in the textbooks [BR81, EK98, PR94]
and will be cited here only as far as necessary. Because of its convenience for
handling Bogoliubov transformations, Araki’s formalism of selfdual CAR algebras
[Ara68, Ara71, Ara87] will be used throughout. A selfdual CAR algebra is simply
the complexification of a real Clifford algebra.
Most of the results in this section are contained in [Bin95]. However, it has
become clear in the meantime that a different arrangement of the material would
be desirable. Thus the present setup deviates from the one in [Bin95], most signif-
icantly in Section 2.3. Minor improvements can be found throughout the text.
2.1. Quasi–free endomorphisms and quasi–free states. Let K be an
infinite dimensional separable complex Hilbert space, equipped with a complex
conjugation f 7→ f∗. The (selfdual) CAR algebra C(K) overK is the unique (simple)
C∗–algebra generated by 1 and the elements of K, subject to the anticommutation
relation
{f∗, g} ≡ f∗g + gf∗ = 〈f, g〉1, f, g ∈ K.
C(K) is the complexified (or C∗–) Clifford algebra over the real Hilbert space
ReK ≡ {f ∈ K | f∗ = f},
a UHF algebra of type 2∞. The C∗–norm on C(K) extends the norm on ReK (but
not the norm on K) up to a factor
√
2. K will henceforth be viewed as a subspace
of C(K).
Quasi–free endomorphisms (or Bogoliubov transformations) are precisely the
unital *–endomorphisms of C(K) that leave K invariant. Put differently, every
isometry V on K that commutes with complex conjugation (and therefore restricts
to a real–linear isometry of ReK) extends to a unital isometric *–endomorphism
̺V of C(K):
̺V (f) = V f, f ∈ K.
Such isometries V are called Bogoliubov operators, and the semigroup of Bogoliubov
operators is denoted by
I(K) ≡ {V ∈ B(K) | V ∗V = 1, V = V } (2.1)
where the bar indicates complex conjugation
Af ≡ A(f∗)∗, f ∈ K (2.2)
for bounded linear operators A ∈ B(K). The map V 7→ ̺V is a unital isomorphism
from I(K) onto the semigroup of quasi–free endomorphisms; for fixed a ∈ C(K),
the map V 7→ ̺V (a) is continuous with respect to the strong topology on I(K) and
the norm topology on C(K).
Let V ∈ I(K). Since ranV is closed and kerV = {0}, V and V ∗ are semi–
Fredholm operators [Kat66] and have well–defined Fredholm indices. The map
I(K)→ N ∪ {∞}, V 7→ − indV ≡ dimkerV ∗
is a surjective homomorphism of semigroups (0 ∈ N by convention). Additivity of
the Fredholm index follows in this special case simply from ker(V W )∗ = kerV ∗ ⊕
V (kerW ∗). The semigroup I(K) is the disjoint union of subsets
I(K) =
⋃
n∈N∪{∞}
In(K), In(K) ≡ {V ∈ I(K) | ind V = −n}. (2.3)
Note that ̺V is an automorphism if and only if V belongs to I
0(K), the group of
unitary Bogoliubov operators. I0(K) acts on I(K) by left multiplication, the orbits
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of this action are the sets In(K), and the stabilizer of V ∈ In(K) is isomorphic to
O(n) (the orthogonal group of an n–dimensional real Hilbert space).
The quasi–free automorphism ̺−1 induces a Z2–grading on C(K):
C(K) = C(K)0 ⊕ C(K)1,
C(K)g · C(K)g′ ⊂ C(K)g+g′ ,
C(K)g ≡ {a | ̺−1(a) = (−1)ga}, g, g′ ∈ Z2 = {0, 1}.
Doplicher and Powers proved that the even subalgebra C(K)0 is a simple C
∗–algebra
[DP68]. Størmer sharpened this result by showing that C(K)0 is UHF of type 2
∞,
hence *-isomorphic to C(K) itself [Stø70]. We found that any V ∈ I1(K) gives rise
to an isomorphism from C(K) onto C(K)0 in the following way [Bin97]. Let fV be
the unique (up to a sign) unitary skew–adjoint element in kerV ∗ ⊂ C(K), and let
uV ≡ 1√2 (1+ fV ). Then uV is unitary, u2V = fV , and the map
σV : a 7→ uV ̺V (a)uV ∗ (2.4)
defines a unital *-isomorphism from C(K) onto C(K)0. σV acts on even elements
like ̺V , and on odd elements like ̺V followed by left multiplication with fV . A
similar construction has been given independently by [Rob93].
Next we describe the set of states we are interested in. A state ω over C(K) is
called quasi–free if it is invariant under ̺−1 (i.e. it vanishes on C(K)1), and if its
even n–point functions have the form [Ara71]
ω(f1 · · · f2m) = (−1)
m(m−1)
2
∑
σ
signσ · ω
(
fσ(1)fσ(m+1)
)
· · ·ω
(
fσ(m)fσ(2m)
)
where the sum runs over all permutations σ satisfying σ(1) < . . . < σ(m) and σ(j) <
σ(j +m), j = 1, . . . ,m. Therefore quasi–free states are completely determined by
their two–point functions, and one has a bijection
S 7→ ωS , ωS(f∗g) = 〈f, Sg〉
between the convex set
Q(K) ≡ {S ∈ B(K) | 0 ≤ S ≤ 1, S = 1− S}
and the set of quasi–free states. A (non–trivial) convex combination of two distinct
quasi–free states ωS , ωS′ is quasi–free if and only if S − S′ has rank two [Wol75].
Quasi–free endomorphisms act from the right on quasi–free states according to
ωS ◦ ̺V = ωV ∗SV . (2.5)
Any *–automorphism which maps the set of quasi–free states onto itself is known
to be quasi–free [Wol75].
Projections in Q(K) are called basis projections, and the corresponding states
are called Fock states; the latter are precisely the pure quasi–free states [MRT69].
The group of quasi–free automorphisms acts transitively on the set of Fock states,
because I0(K) acts transitively on the set of basis projections. Note that for a
basis projection P , the complementary (basis) projection is simply given by P .
Since ωP (f
∗f) = 0 if f ∈ P (K), the elements of P (K) (resp. P (K)) correspond to
annihilation (resp. creation) operators in the state ωP . A (faithful and irreducible)
GNS representation πP for ωP is given by
πP (f) ≡ a(Pf)∗ + a(P (f∗)) (2.6)
on the antisymmetric Fock space Fa(P (K)) over P (K), with the usual Fock vac-
uum ΩP as cyclic vector and annihilation operators a(g), g ∈ P (K). In a Fock
representation πP , a quasi–free endomorphism ̺V induces the transformation
a(g) 7→ a(PV Pg) + a(PV P (g∗))∗, g ∈ P (K),
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which shows the connection to the (state–dependent) description of Bogoliubov
transformations by pairs of operators as preferred by some authors. GNS represen-
tations of arbitrary quasi–free states can be obtained, by the “doubling procedure”
of Powers and Størmer [PS70, Ara71], as restrictions of Fock representations of an
enlarged CAR algebra.
The grading automorphism ̺−1 is not inner in C(K). However, since every
quasi–free state is invariant under this automorphism, ̺−1 is canonically imple-
mented in any quasi–free state. Let P be a basis projection, and let ΨP (−1) be
the self–adjoint unitary on Fock space given by
ΨP (−1)πP (a)ΩP = πP (̺−1(a))ΩP , a ∈ C(K). (2.7)
Then ΘP (−1) ≡ 1√2
(
1− iΨP (−1)
)
is also unitary. Define a new representation ψP
of C(K) on Fa(P (K)), which is unitarily equivalent to πP
ψP (a) ≡ ΘP (−1)πP (a)ΘP (−1)∗. (2.8)
We will call ψP the twisted Fock representation induced by P . Then one has
ψP |C(K)0 = πP |C(K)0 , (2.9)
ψP (a) = iπP (a)ΨP (−1), a ∈ C(K)1, (2.10)
[πP (f)
∗, ψP (g)] = i〈f, g〉ΨP (−1), f, g ∈ K, (2.11)
and, as shown by Foit [Foi83], twisted duality holds for all *–invariant subspaces
H ⊂ K, an adaptation of Haag duality (see p. 5) to Fermi fields:
πP (C(H))
′ = ψP (C(H⊥))′′. (2.12)
Here C(H) is the C∗–subalgebra of C(K) generated by the elements of H, and
similar for C(H⊥).
Given a basis projection P , a state over C(K) is said to be (T–) gauge invari-
ant if it is invariant under the one–parameter group of quasi–free automorphisms
(̺Uλ)λ∈R with
Uλ ≡ eiλP + e−iλP ∈ I0(K). (2.13)
A quasi–free state ωS is gauge invariant if and only if [P, S] = 0.
The so–called central state ω1/2 [SS64, Man70, Ara71] is the unique tracial state
over C(K). By uniqueness, ω1/2 is invariant under all unital *–endomorphisms
of C(K). It can be used to define conditional expectations on C(K). If V is a
Bogoliubov operator with − indV < ∞, then there is a unique minimal (faithful)
conditional expectation EV from C(K) onto ̺V (C(K)), determined by EV (ab) =
aω1/2(b) if a ∈ C(ranV ) = ̺V (C(K)), b ∈ C(kerV ∗) (see [Bin95]). Using an explicit
“quasi–basis” for EV , we computed the Watatani index [Wat90] of EV in [Bin95]
indEV = 2
− indV .
Thus we found the fundamental index formula
dV ≡ [C(K) : ̺V (C(K))] 12 = 2MV , MV ≡ −1
2
indV (2.14)
which relates the Fredholm index of V to the Watatani index [C(K) : ̺V (C(K))]
of ̺V . We shall take (2.14) as the definition of the numbers dV and MV also in
the case − indV = ∞. dV may be regarded as the statistics dimension of the
quasi–free endomorphism ̺V , cf. p. 8. One obviously has MV V ′ =MV +MV ′ and
dV V ′ = dV dV ′ . Also note that the conditional expectations EV allow to define left
inverses (see [Haa96]) ̺−1V ◦ EV for quasi–free endomorphisms. Explicitly, for a
quasi–free endomorphism ̺V , a left inverse φV is given by
φV (ab) ≡ ̺−1V (a)ω1/2(b) if a ∈ C(ranV ), b ∈ C(kerV ∗). (2.15)
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Not surprisingly, the conditional expectations from C(K) onto C(K)0 that are ob-
tained in this way from the isomorphisms σV of (2.4) (dV =
√
2) are equal to the
mean over the action of Z2.
The von Neumann algebra generated by C(K) in the central state ω1/2 is the
hyperfinite II1 factor. In general, the types of quasi–free factor states can be com-
puted from spectral properties of the associated operators S ∈ Q(K). See [MY95]
for a complete classification (extending earlier results in [Del68, Rid68, PS70]),
including the fine classification of type III.
Of uppermost importance for our study of implementable quasi–free endomor-
phisms are the criteria for quasi–equivalence of quasi–free states. First results
in this direction were obtained by Shale and Stinespring [SS65]. These authors
showed that a quasi–free automorphism ̺U , U ∈ I0(K), is unitarily implementable
in a Fock representation πP if and only if
[P,U ] is Hilbert–Schmidt. (2.16)
Equivalently, two Fock states ωP , ωP ′ (i.e. their GNS representations) are unitarily
equivalent if and only if P − P ′ is Hilbert–Schmidt. A sufficient condition for
quasi–equivalence of gauge invariant quasi–free states followed from the work of
Dell’Antonio [Del68] and Rideau [Rid68]. Powers and Størmer proved this condition
also to be necessary [PS70], and Araki extended the result to arbitrary quasi–free
states [Ara71]. One has
ωS ≈ ωS′ ⇐⇒ S1/2 − S′1/2 is Hilbert–Schmidt. (2.17)
Here “≈” means “quasi–equivalent”. It has been observed by Powers [Pow87] that
this criterion can be simplified if one of the operators S, S′ is a projection. Namely,
if P is a basis projection, then
ωP ≈ ωS ⇐⇒ trPSP <∞. (2.18)
Quasi–equivalence of the restrictions of gauge invariant quasi–free states to gauge
invariant CAR algebras C(K)G (now with respect to the quasi–free action of an
arbitrary compact group G) has been investigated by Matsui [Mat87b], extending
results of Araki and Evans for the case G = Z2 [AE83], and of Baker and Powers
for the groups Z2, T and SU(2) [BP83b, BP83a]. If P, P
′ are basis projections
commuting with the action of G, then one has [Mat87b]
ωP |C(K)G ≃ ωP ′ |C(K)G ⇐⇒ P − P ′ is Hilbert–Schmidt, (2.19)
detP (K)∩P ′(K)(g) = 1 for all g ∈ G. (2.20)
Here “≃” means “unitarily equivalent”, and P (K)∩P ′(K) is a finite dimensional G–
invariant subspace if P −P ′ is Hilbert–Schmidt. The condition on the determinant
is a generalization of the Z2–index of Araki and Evans [AE83, Ara87, EK98]. If the
GNS representations of ωP and ωP ′ are both realized on Fa(P (K)) (this is possible
under the Hilbert–Schmidt condition), then the transformation law of the cyclic
vector ΩP ′ is exactly given by the character detP (K)∩P ′(K)(g). We will rediscover
this character in Section 4.1. On the other hand, if S, S′ ∈ Q(K) commute with the
action of G and have trivial kernels, then one has [Mat87b]
ωS|C(K)G ≈ ωS′ |C(K)G ⇐⇒ S
1
2 − S′ 12 is Hilbert–Schmidt.
2.2. Representations of the form π ◦ ̺. As mentioned in the introduction
on p. 6, the representations describing superselection sectors in the algebraic ap-
proach have the form π0 ◦ ̺ where π0 is a vacuum representation and ̺ is some
localized endomorphism of the observable algebra. Here we study representations
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πP ◦ ̺V of C(K) where πP is a Fock representation and ̺V a quasi–free endomor-
phism, and in particular the decomposition of such representations into cyclic and
irreducible subrepresentations. Among the results are a necessary and sufficient
condition for implementability of quasi–free endomorphisms (a generalization of
the Shale–Stinespring condition), and alternative proofs of results of Bo¨ckenhauer
[Bo¨c96].
Let us first repeat what is meant by “implementability of endomorphisms”.
Definition 2.1.
A *–endomorphism ̺ of a C∗–algebra A is implementable in a representation (π,H)
if there exists a (possibly finite) sequence (Ψn)n∈I in B(H) with relations
Ψ∗mΨn = δmn1,
∑
n∈I
ΨnΨ
∗
n = 1,
o (2.21)
which implements ̺ via
π(̺(a)) =
∑
n∈I
Ψnπ(a)Ψ
∗
n,
o a ∈ A. (2.22)
H then decomposes into the orthogonal direct sum of the ranges of the isome-
tries Ψn, and π ◦ ̺ decomposes into subrepresentations π ◦ ̺|ranΨn , each of them
unitarily equivalent to π. But the converse is also true, so ̺ is implementable in π
if and only if π ◦ ̺ is equivalent to a multiple of π. For irreducible π this means
̺ is implementable in π ⇐⇒ π ◦ ̺ ≈ π. (2.23)
The isometries (Ψn)n∈I constitute an orthonormal basis of the Hilbert space H ≡
span(Ψn) in B(H), with scalar product given by Ψ
∗Ψ′ = 〈Ψ,Ψ′〉1. Every element
Ψ of H is an intertwiner from π to π ◦ ̺:
Ψπ(a) = π(̺(a))Ψ, a ∈ A. (2.24)
H coincides with the space of intertwiners from π to π ◦ ̺ if and only if π is
irreducible. If π is reducible, there may exist several Hilbert spaces implementing
̺, mutually related by unitaries in π(̺(A))′. More precisely, if (Ψn)n∈I and (Ψ′n)n∈I
both implement ̺ in π, then Ψ ≡ ∑nΨ′nΨ∗n is a unitary in π(̺(A))′, and Ψ′n =
ΨΨn. Conversely, given (Ψn)n∈I and a unitary Ψ ∈ π(̺(A))′, (ΨΨn)n∈I is a set of
implementing isometries.
An implementable endomorphism ̺ gives rise to normal *–endomorphisms
̺H(a) ≡
∑
n∈I ΨnaΨ
∗
n of B(H), with index [Lon89]
[B(H) : ̺H(B(H))] = (dimH)
2,
where dimH does not depend on the choice of H = span(Ψn). Let us outline
the computation of the index in the algebraic setting of Watatani [Wat90], for
the case dimH < ∞. φH(a) ≡ (dimH)−1
∑
nΨ
∗
naΨn is a left inverse for ̺H
(cf. (0.15)), yielding the minimal conditional expectation EH ≡ ̺H ◦ φH from
B(H) onto ̺H(B(H)). (
√
dimH · Ψ∗n)n=1,... ,dimH is a quasi–basis for EH , hence
indEH = dimH ·
∑
nΨ
∗
nΨn = (dimH)
2. Of course, we will see that dimH = dV
(defined by (2.14)) if ̺V is a quasi–free endomorphism which is implementable in
some Fock representation.
Let us add a last remark on the general situation. Suppose we are given a set of
implementers (Ψn)n∈I . Then for m,n ∈ I, ΨmΨ∗n ∈ π(̺(A))′ is a partial isometry
containing ranΨn in its initial space, and Ψm = (ΨmΨ
∗
n)Ψn. This suggests to
construct a complete set of implementing isometries by multiplying one isometry
oin the strong topology if I is infinite. In the terminology of Laca [Lac93a], we only consider
essential representations of Cuntz algebras. See Section 1.
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Ψ fulfilling (2.24) with certain partial isometries in π(̺(A))′. We shall employ this
idea later in Section 2.4.
After this digression we concentrate on Bogoliubov transformations again. In-
spection of (2.23) leads one to study the representations πP ◦ ̺V ; as will turn out,
they are quasi–equivalent to GNS representations associated with the states ωP ◦̺V
(a similar observation has been made, in a different setting, by Rideau [Rid68]).
Thus the question of quasi–equivalence of such representations can be traced back
to the question of quasi–equivalence of the corresponding states.
Let P be a basis projection, let V ∈ I(K), and regard
v ≡ PV V ∗P (2.25)
as an operator on P (K). The direct sum decomposition P (K) = ker v ⊕ ranv
induces a tensor product decomposition of Fock space: Fa(P (K)) ∼= Fa(ker v) ⊗
Fa(ran v). Choose an orthonormal basis (fj)j=1,... ,NV for ker v = P (K) ∩ kerV ∗,
where
NV ≡ dim ker v ≤MV (2.26)
(the inequality follows from ker v ⊕ ker v ⊂ kerV ∗). Let ψP be the twisted Fock
representation defined in (2.8), and let INV be the set of 2
NV multi–indices α =
(α1, . . . , αl), αj ∈ N, l <∞, obeying
0 ≤ l ≤ NV , 1 ≤ α1 < · · · < αl ≤ NV (α ≡ 0 if l = 0). (2.27)
For α ∈ INV , set
ψα ≡ ψP (fα1 · · · fαl) (ψ0 ≡ 1),
φα ≡ ψαΩP ,
Fα ≡ πP (̺V (C(K)))φα,
πα ≡ πP ◦ ̺V |Fα .
(2.28)
Note that, by the CAR and (2.12), the ψα are partial isometries in πP (̺V (C(K)))
′.
Proposition 2.2.
Each of the 2NV cyclic subrepresentations (πα,Fα, φα) induces the state ωP ◦ ̺V ,
and πP ◦ ̺V splits into their direct sum:
πP ◦ ̺V =
⊕
α∈INV
πα.
Proof. It is clear by definition that Fα is an invariant subspace for πP ◦ ̺V with
cyclic vector φα. Since ψα ∈ πP (̺V (C(K)))′ and ψ∗αψαΩP = ΩP , we have
〈φα, πα(a)φα〉 = 〈ΩP , πP (̺V (a))ΩP 〉 = ωP (̺V (a)), a ∈ C(K). Thus (πα,Fα, φα) is
a GNS representation for ωP◦̺V (and the representations πα are mutually unitarily
equivalent).
Next we show Fα⊥Fβ for α 6= β. Since at least one of the vectors
ψ∗αψβΩP , ψ
∗
βψαΩP vanishes if α 6= β, we have for a, b ∈ C(K)
〈πP (̺V (a))φα, πP (̺V (b))φβ〉 = 〈ψαΩP , πP (̺V (a∗b))ψβΩP 〉 = 0,
implying orthogonality of Fα and Fβ.
Finally we have to prove Fa(P (K)) = ⊕αFα. Using πP (̺V (f)) = a(PV f)∗ +
a(PV f∗), f ∈ K, one can show by induction on the particle number
F0 = πP (̺V (C(K)))ΩP = Fa(ranPV ) = Fa(ran v).
Since the φα form an orthonormal basis for Fa(ker v), the assertion follows.
The decomposition of these cyclic representations into irreducibles will be examined
after stating the implementability condition. Remember that P = 1− P .
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Theorem 2.3.
A quasi–free endomorphism ̺V is implementable in a Fock representation πP if and
only if PV P is a Hilbert–Schmidt operator.
Proof. In view of (2.23) and Proposition 2.2, ̺V is implementable in πP if and only if
ωP◦̺V ≈ ωP . Since ωP◦̺V = ωV ∗PV by (2.5), the Powers–Størmer–Araki criterion
in the form (2.18) implies that ωP ◦ ̺V ≈ ωP if and only if trPV ∗PV P <∞. The
latter condition is clearly equivalent to PV P being Hilbert–Schmidt.
Note that PV P is Hilbert–Schmidt if and only if [P, V ] = PV P − PV P is, so
the Shale–Stinespring condition (2.16) remains valid. We denote the semigroup of
Bogoliubov operators fulfilling this condition by
IP (K) ≡ {V ∈ I(K) | PV P is Hilbert–Schmidt}.
Since PV P and PV P are compact for V ∈ IP (K), PV P+PV P = V −PV P−PV P
is semi–Fredholm, and
MV = − indPV P ∈ N ∪ {∞}.
Thus we have a decomposition (cf. (2.3))
IP (K) =
⋃
m∈N∪{∞}
I2mP (K), I
2m
P (K) ≡ {V ∈ IP (K) | MV = m}.
The group I0P (K) is usually called the restricted orthogonal group [PS86]. Note
that the “statistics dimension” dV defined by (2.14) is contained in N ∪ {∞} if
V ∈ IP (K). Note also that non–surjective quasi–free endomorphisms cannot be
inner in C(K) since the CAR algebra, being AF and thus finite, does not contain
non–unitary isometries.
In the course of constructing localized endomorphisms for the conformal WZW
models, J. Bo¨ckenhauer described the decomposition of representations πP ◦̺V and
of their restrictions to the even subalgebra C(K)0 into irreducibles [Bo¨c96] (see also
[Szl94]). His methods work only for Bogoliubov operators with finite index, i.e.
those belonging to the sub–semigroup
Ifin(K) ≡ {V ∈ I(K) | MV <∞}.
We shall now present alternative proofs of his results which have the merit of being
completely basis–independent.
For V ∈ I(K), let QV be the orthogonal projection onto kerV ∗, and let SV be
the operator characterizing the quasi–free state ωP ◦ ̺V
QV ≡ [V ∗, V ] = 1− V V ∗, SV ≡ V ∗PV ∈ Q(K).
The operators QV and SV SV have finite rank if V ∈ Ifin(K).
Let us first determine when two representations of the form πP ◦ ̺V (P fixed)
are unitarily equivalent.
Lemma 2.4.
Let V, V ′ ∈ Ifin(K). Then the following conditions are equivalent:
a) πP ◦ ̺V and πP ◦ ̺V ′ are unitarily equivalent;
b) there exists U ∈ I0P (K) with V ′ = UV ;
c) indV = indV ′, and SV − SV ′ is Hilbert–Schmidt.
Proof. We first show a) ⇒ c). By Proposition 2.2, πP ◦ ̺V ≃ πP ◦ ̺V ′ implies
ωSV = ωP ◦ ̺V ≈ ωP ◦ ̺V ′ = ωSV ′ . Hence by (2.17), S
1
2
V − S
1
2
V ′ is Hilbert–Schmidt
(HS) which is, for V, V ′ ∈ Ifin(K), equivalent to SV − SV ′ being HS (see [Bo¨c96]).
Moreover, equivalent representations have isomorphic commutants. We have by
(2.12) πP (̺V (C(K)))
′ = ψP (C(kerV ∗))′′ ≃ πP (C(kerV ∗))′′. Hence the commutants
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have dimensions d2V = 2
− indV resp. d2V ′ = 2
− indV ′ , and the indices of V and V ′
must be equal.
Next we show c) ⇒ b). Let u be a partial isometry with initial space kerV ∗,
final space kerV ′∗, and u = u (such u exists due to *–invariance and equality of
dimensions of the kernels). Then U ≡ V ′V ∗ + u is an element of I0(K) and fulfills
V ′ = UV . We have to prove that PUP is HS. But u has finite rank, so it suffices
to show that A ≡ PV SV ′V ∗P is of trace class. Since SV SV and SV ′SV ′ have finite
rank, SV ′SV + SV SV ′ = (SV ′ − SV )(SV − SV ′) + SV SV + SV ′SV ′ is trace class.
So the same is true for A = AQV + AV V
∗ = AQV + PV (SV ′SV + SV SV ′)V ∗ +
PQV PV SV ′V
∗.
b) ⇒ a) is obvious.
In order to apply part c) of the lemma, we need information about the operators
SV . An orthogonal projection E on K is called a partial basis projection [Ara71] if
EE = 0. By definition, the codimension of E is the dimension of ker(E + E). For
instance, V PV ∗ is a partial basis projection with codimension 2MV = − indV for
any V ∈ I(K). The following lemma holds for arbitrary S ∈ Q(K) (except for the
formula for the codimension, of course) as long as SS has finite rank.
Lemma 2.5.
Let V ∈ Ifin(K), and let EV denote the orthogonal projection onto kerSV SV . Then
SVEV = EV SV is a partial basis projection with finite codimension 2(MV − NV ).
Moreover, there exist λ1, . . . , λr ∈ (0, 12 ), r ≤ MV − NV , partial basis projections
E1, . . . , Er, and an orthogonal projection E 1
2
= E 1
2
such that
EV + E 1
2
+
r∑
j=1
(Ej + Ej) = 1,
SV = SV EV +
1
2
E 1
2
+
r∑
j=1
(
λjEj + (1− λj)Ej
)
. (2.29)
Proof. Since SV SV = SV −S2V , SV commutes with EV and fulfills SV EV = S2V EV
and (SV EV )(SV EV ) = SV SV EV = 0. Hence SVEV is a partial basis projec-
tion. The dimension of ker(SV EV + SV EV ) = kerEV (the codimension of SVEV )
equals the rank of SV SV . By SV SV = V
∗PQV PV , the rank of SV SV is equal to
dimV ∗P (kerV ∗). Now consider the decomposition
kerV ∗ = ker v ⊕ ker v ⊕
(
kerV ∗ ⊖ (ker v ⊕ ker v)
)
with v given by (2.25). V ∗P vanishes on ker v ⊕ ker v, but the restriction of V ∗P
to kerV ∗ ⊖ (ker v ⊕ ker v) is one to one since V ∗Pk = 0 = V ∗k implies V ∗Pk = 0,
i.e. k ∈ ker v⊕ ker v. Hence the codimension of SVEV equals dim(kerV ∗⊖ (ker v⊕
ker v)) = − indV − 2NV .
Let sV denote the restriction of SV to ranSV SV . sV is a positive operator
on a finite dimensional Hilbert space and has a complete set of eigenvectors with
eigenvalues in (0, 1). If λ is an eigenvalue of sV , then 1 − λ is also an eigenvalue
(with the same multiplicity) due to sV +sV = 1−EV . Thus there exist λ1, . . . , λr ∈
(0, 12 ) and spectral projections E 12 , E1, . . . , Er with E
1
2
= E 1
2
, EjEj = 0 such that
E 1
2
+
∑r
j=1(Ej + Ej) = 1− EV and sV = 12E 12 +
∑r
j=1(λjEj + (1− λj)Ej).
As a consequence, operators SV with MV =
1
2 necessarily have the form SV =
SVEV +
1
2E 12 where E
1
2
= 1 − EV has rank one. By taking direct sums of V ∈
I1(K) with operators V (ϕ) from Example 1 below, we see that any combination
of eigenvalues and multiplicities that is allowed by Lemma 2.5 actually occurs for
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some SV ′ . Therefore any S ∈ Q(K) such that SS has finite rank is of the form
S = SV for some V ∈ Ifin(K).
We further remark that a quasi–free state ωS with S of the form (2.29) is
a product statep as defined by Powers [Pow67] (see also [MRT69, Man70]) with
respect to the decomposition K = kerSS ⊕ ranE 1
2
⊕⊕j ran(Ej + Ej). Clearly,
the restriction of ωS to C(kerSS) is a Fock state, the restriction to C(ranE 1
2
) the
central state.
Example 1.
Let (fn)n∈N be an orthonormal basis for P (K), and set En ≡ fn〈fn, . 〉, with f+n ≡
(fn+ f
∗
n)/
√
2, f−n ≡ i(fn− f∗n)/
√
2. Then (f sn)s=±, n∈N is an orthonormal basis for
K consisting of *–invariant vectors. For ϕ ∈ R, define a Bogoliubov operator
V (ϕ) ≡ (f+0 cosϕ+ f−1 sinϕ)〈f+0 , . 〉+ (f−0 sinϕ− f+1 cosϕ)〈f−0 , . 〉
+
∑
s=±, n≥1
f sn+1〈f sn, . 〉.
Then V (ϕ) ∈ I2(K), and the eigenvalue λϕ = 12 (1+ sin 2ϕ) of SV (ϕ) = λϕE0+(1−
λϕ)E0 +
∑
n≥1En assumes any value in [0, 1] as ϕ varies over [−π/4, π/4].
Next we characterize the Bogoliubov operators V for which SV takes a particu-
larly simple form. A distinction arises between the cases of even and odd Fredholm
index. Note that the parity of − indV is equal to the parity of dimker(SV − 12 ) (it
is well–known that quasi–free states ωS with dimker(S − 12 ) even resp. odd behave
differently (cf. [MY95])).
Lemma 2.6.
a) Let W ∈ I(K). Then the following conditions are equivalent:
(i) ωP ◦ ̺W is a pure state;
(ii) SW is a basis projection;
(iii) [P,WW ∗] = 0.
If any of these conditions is fulfilled, then MW = NW and πP ◦̺W ≃ dW ·πSW .
b) For any basis projection P ′ and m ∈ N∪{∞}, there exists W ∈ I2m(K) with
SW = P
′.
c) Let W ∈ Ifin(K). Then the following conditions are equivalent:
(i) ωP ◦ ̺W is a mixture of two disjoint pure states;
(ii) SWEW is a partial basis projection with codimension 1;
(iii) [P,WW ∗] has rank 2;
(iv) MW = NW +
1
2 .
d) For any partial basis projection P ′ with codimension 1 and m ∈ N ∪ {∞},
there exists W ∈ I2m(K) with SWEW = P ′.
Proof. a) We know from Section 2.1 that ωP ◦ ̺W is pure if and only if SW is a
projection. We have
S2W = SW ⇐⇒ W ∗PQWPW = 0 ⇐⇒ QWPWW ∗ = 0 ⇐⇒ [P,WW ∗] = 0.
If this is fulfilled, then kerWW ∗ = ker(PWW ∗P )⊕ ker(PWW ∗P ) has dimension
2MW = 2NW . By Proposition 2.2, πP ◦ ̺W is the direct sum of 2NW = dW
irreducible subrepresentations, each equivalent to the Fock representation πSW .
b) Let m and P ′ be given. There clearly exists W ′ ∈ I2m(K) with [P,W ′] = 0.
Since I0(K) acts transitively on the set of basis projections, we may choose U ∈
I0(K) with U∗PU = P ′. Then W ≡W ′U has the desired properties.
pA state ω is a product state with respect to a decomposition K = ⊕jKj of K into closed,
*–invariant subspaces if ω(ab) = ω(a)ω(b) whenever a ∈ C(Kj), b ∈ C(K
⊥
j ).
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c) (ii) ⇔ (iii) follows from the facts that the codimension of SWEW equals
the rank of WW ∗PQW (cf. the proof of Lemma 2.5) and that [P,WW ∗] =
QWPWW
∗ − WW ∗PQW . (ii) is equivalent to (iv) by virtue of Lemma 2.5.
(ii) ⇒ (i) has been shown by Araki [Ara71]. To prove (i) ⇒ (iv), assume that
MW > NW +
1
2 (if MW = NW , then SW is a basis projection and ωP ◦ ̺W pure).
Then one can show that ωP ◦ ̺W is a mixture of two quasi–equivalent orthogonal
states (see [Bin95]), hence cannot be a mixture of two disjoint pure states. This
proves part c).
d) Let (fn)n∈N be an orthonormal basis for P (K), (gn)n≥1 an orthonormal basis
for P ′(K), and g0 a unit vector in ker(P ′ + P ′). Set
V ≡ f+0 〈g0, . 〉+
∑
s=±, n≥1
f sn〈gsn, . 〉
(we used the notation of Example 1). Then V ∈ I1(K) and SV = 12g0〈g0, . 〉 + P ′.
This implies SVEV = P
′, and if we chooseW ′ as in the proof of b), thenW ≡W ′V
has the desired properties.
Now we are in a position to discuss the decomposition of representations πP ◦ ̺V
with V ∈ Ifin(K). If − indV is even (resp. odd), then SV EV is a partial basis
projection with even (odd) codimension by Lemma 2.5, and there exists a basis
projection (partial basis projection with codimension 1) P ′ such that P ′ − SV is
Hilbert–Schmidt (we may choose P ′ to coincide with SVEV on kerSV SV ; then
P ′ − SV has finite rank). By Lemma 2.6, there exists W with indW = indV and
SWEW = P
′, and Lemma 2.4 implies πP ◦̺V ≃ πP ◦̺W . The latter representation
splits into 2NW copies of the GNS representation πSW for the state ωP ◦ ̺W by
Proposition 2.2. If − indV is even, then πSW = πP ′ and 2NW = dV . If − indV
is odd, then πSW = π
+ ⊕ π− where π± are mutually inequivalent, irreducible, so–
called pseudo Fock representations by virtue of a lemma of Araki (see [Ara71] for
details), and 2NW = 2−
1
2 dV .
Summarizing, we rediscover Bo¨ckenhauer’s first result on representations of the
CAR algebra [Bo¨c96]:
Theorem 2.7.
Let P be a basis projection and V ∈ Ifin(K). If − indV is even, then there exist
basis projections P ′ such that P ′ − SV is Hilbert–Schmidt, and for each such P ′
πP ◦ ̺V ≃ dV · πP ′ .
If − indV is odd, there exist partial basis projections P ′ with codimension 1 such
that P ′ − SV is Hilbert–Schmidt. For each such P ′,
πP ◦ ̺V ≃ 2− 12 dV · (π+P ′ ⊕ π−P ′)
where π±P ′ are the (inequivalent, irreducible) pseudo Fock representations induced
by P ′.
Using the isomorphisms σV1 : C(K) → C(K)0, V1 ∈ I1(K), from (2.4), we can
immediately see how the restriction of πP ◦ ̺V to C(K)0 decomposes. From
πP ◦ ̺V (C(K)0) = πP ◦ ̺V ◦ σV1(C(K)) ≃ πP ◦ ̺V V1(C(K))
and MV V1 =MV +
1
2 , dV V1 =
√
2dV , we infer Bo¨ckenhauer’s second result [Bo¨c96]:
Corollary 2.8.
Let P be a basis projection and V ∈ Ifin(K). If − indV is even, then πP ◦ ̺V |C(K)0
is equivalent to a multiple of the direct sum of two inequivalent irreducible repre-
sentations, with multiplicity dV . If − indV is odd, then πP ◦ ̺V |C(K)0 is equivalent
to a multiple of an irreducible representation, with multiplicity
√
2dV .
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2.3. The semigroup of implementable endomorphisms. From now on
we choose a fixed basis projection P1, and we set P2 ≡ 1−P1 = P1. Let us introduce
the following notation. The components of an operator A ∈ B(K) are denoted by
Amn ≡ PmAPn, m, n = 1, 2
and are regarded as operators fromKn ≡ Pn(K) toKm. Thus kerAmn, (kerAmn)⊥,
(ranAnm)
⊥ etc. are viewed as subspaces of Kn, and relations like
Amn
∗ = A∗nm, A11 = A22, etc.
will frequently be used. We also use matrix notation A =
(
A11 A12
A21 A22
)
with respect
to the decomposition K = K1 ⊕K2. A is called antisymmetric if
Aτ ≡ A∗ = −A. (2.30)
If H is a subspace of K, then H∗ will denote the complex conjugate space (and not
the dual space)
H∗ ≡ {f∗ | f ∈ H}.
Thus one has e.g. K1
∗ = K2. The reader is kindly asked to pay attention to the
various meanings of the star “*”. The correct one should always be clear from the
context.
Let V ∈ IP1(K) = {V ∈ I(K) | V12 is Hilbert–Schmidt}. The relation V ∗V = 1
reads in components
V11
∗V11 + V21∗V21 = P1, (2.31a)
V22
∗V22 + V12∗V12 = P2, (2.31b)
V11
∗V12 + V21∗V22 = 0, (2.31c)
V22
∗V21 + V12∗V11 = 0, (2.31d)
and the relation V = V entails that
V11 = V22, V12 = V21.
V11
∗V12, V21∗V22, V22∗V21 and V12∗V11 are antisymmetric by (2.31c) and (2.31d).
Since V12 is a Hilbert–Schmidt operator by Theorem 2.3, V22
∗V22 is Fredholm
(with vanishing index) by (2.31b). This implies
LV ≡ dimkerV22 = dimkerV22∗V22 <∞. (2.32)
Note that V12|kerV22 is isometric and, by (2.31c),
V12(kerV22) ⊂ kerV11∗ ∩ ranV. (2.33)
As mentioned after Theorem 2.3, V11 is semi–Fredholm with − indV11 = MV .
These observations imply
dim(kerV11
∗ ⊖ V12(kerV22)) =MV . (2.34)
The semigroup of implementable quasi–free endomorphisms is isomorphic to
the semigroup IP1(K). The latter is a topological semigroup relative to the metric
(cf. [Ara87])
δP1(V, V
′) ≡ ‖V − V ′‖+ ‖V12 − V ′12‖HS,
where ‖ ‖HS denotes the Hilbert–Schmidt norm. IP1(K) contains the closed sub–
semigroup of diagonal Bogoliubov operators (which are also called gauge invariant,
because they commute with the T–action (2.13)):
Idiag(K) ≡ {W ∈ I(K) | [P1,W ] = 0}. (2.35)
Idiag(K) is isomorphic to the semigroup of isometries of K1, via the map V 7→ V11.
The restricted orthogonal group I0P1(K) has a natural normal subgroup
IHS(K) ≡ {U ∈ I(K) | U − 1 is Hilbert–Schmidt}.
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An automorphism ̺U , U ∈ I0P1(K), is implementable in all Fock representations
if and only if U ∈ IHS(K) or −U ∈ IHS(K) [SS65, Ara71]. The group IHS(K) is
also related to the group of quasi–free automorphisms which are weakly inner in
the representation associated with the central state ω 1
2
[Bla58].
We shall prove that each V ∈ IP1(K) can be written as a product
V = UW, with U ∈ IHS(K), W ∈ Idiag(K) (2.36)
(it is known that each V ∈ I0P1(K) has this form [CO83]). Suppose for the moment
that such U and W exist. Then P ≡ UP1U∗ is a basis projection which extends
the partial basis projection V P1V
∗ such that
P1 − P is Hilbert–Schmidt, V ∗PV = P1. (2.37)
The corresponding Fock state ωP is unitarily equivalent to ωP1 and fulfills ωP◦̺V =
ωP1 . The proof of the product decomposition V = UW involves the construction
of such basis projections P . So let us start with a parameterizationq of the set
PP1 ≡ {P ∈ Q(K) | P 2 = P, P1 − P is Hilbert–Schmidt} (2.38)
of basis projections of K which differ from P1 only by a Hilbert–Schmidt operator.
PP1 is isomorphic to the set of all Fock states which are equivalent to ωP1 . Let HP1
be the Hilbert space of all antisymmetric (see (2.30)) Hilbert–Schmidt operators
from K1 to K2
HP1 ≡ {T ∈ B(K1,K2) | T τ = −T, T is Hilbert–Schmidt}, (2.39)
let FP1 be the set of all finite dimensional subspaces of K1
FP1 ≡ {h ⊂ K1 | h is a finite dimensional subspace},
and let
P˜P1 ≡ {(T, h) ∈ HP1 × FP1 | h ⊂ kerT }. (2.40)
Then the following holds.
Proposition 2.9.
The map
P 7→ (P21P11−1, kerP11)
is a bijection from PP1 onto P˜P1 , with inverse given by
(T, h) 7→ P(T,h) ≡ PT − ph + ph. (2.41)
Here P11
−1 ∈ B(K1) is defined as the inverse of P11 on the closed subspace ranP11
and as zero on the finite dimensional subspace kerP11. PT is the (basis) projection
onto ran(P1 + T )
PT ≡ (P1 + T )(P1 + T ∗T )−1(P1 + T ∗), (2.42)
and ph is the (partial basis) projection onto h ⊂ K1.
Proof. Let us rewrite the conditions on P to be a basis projection
P = P ∗ = 1− P = P 2
qSimilar ideas can be found in the book of Pressley and Segal [PS86].
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in components:
P11 = P11
∗ = P1 − P22, (2.43a)
P22 = P22
∗ = P2 − P11, (2.43b)
P21 = P12
∗ = −P21τ , (2.43c)
P11 − P112 = P21∗P21, (2.43d)
P22 − P222 = P12∗P12, (2.43e)
(P1 − P11)P12 = P12P22, (2.43f)
(P2 − P22)P21 = P21P11, (2.43g)
and note that, because P1 − P = P22 − P21 − P21∗ − P22,
P1 − P is Hilbert–Schmidt (HS) ⇐⇒ P2P is HS.
Now let P ∈ PP1 . Then P21 is HS, P22 is of trace class, and P11 is Fredholm with
index zero by (2.43a). Therefore ranP11 is closed and kerP11 has finite dimension.
It follows that P11
−1 is a well–defined bounded operator such that P11P11−1 =
P11
−1P11 is the projection onto ranP11. We have kerP11 ⊂ kerP21 by (2.43d),
hence by (2.43a)–(2.43c) and (2.43g)
P21P11
−1 + (P21P11−1)τ = P21P11−1 − P11 −1P21
= P11
−1(
P11P21 − P21P11
)
P11
−1
= P11
−1(
(P2 − P22)P21 − P21P11
)
P11
−1
= 0,
so P21P11
−1 is antisymmetric in the sense of (2.30). This proves P21P11−1 ∈ HP1 .
Since by definition kerP11
−1 = kerP11, it follows that (P21P11−1, kerP11) ∈ P˜P1 .
Conversely, let (T, h) ∈ P˜P1 be given. We associate with T the bounded oper-
ator
X ≡ (PT )11 = (P1 + T ∗T )−1 (2.44)
so that, by (2.42)
PT = (P1 + T )X(P1 + T
∗) =
(
X XT ∗
TX TXT ∗
)
.
PT is a projection because (P1 + T
∗)(P1 + T ) = X−1. To prove that PT + PT = 1
holds, note that TX−1 = X
−1
T and therefore XT = TX , XT ∗ = T ∗X. It follows
that
PT + PT = (P1 + T )X(P1 + T
∗) + (P2 − T ∗)X(P2 − T )
= X + TX +XT ∗ + TT ∗X +X −XT ∗ − TX + T ∗TX
= (P1 + T
∗T )X + (P2 + TT ∗)X
= P1 + P2
= 1.
Thus PT is a basis projection. It is obvious that ranPT = ran(P1+T ). Since PTP2
is HS, PT belongs to PP1 . The condition Th = 0 ensures that ph ⊂ PT . Therefore
P(T,h) = PT − ph + ph is a basis projection. It is also contained in PP1 because ph
has finite rank.
To show that the two maps (T, h) 7→ P(T,h) and P 7→ (P21P11−1, kerP11) are
each other’s inverse, let first (T, h) ∈ P˜P1 be given and set P ≡ P(T,h). Since
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X = (PT )11 is bijective and since Th = 0, we have
kerP11 = kerX
−1P11 = kerX−1(X − ph) = ker
(
P1 − (P1 + T ∗T )ph
)
= ker(P1 − ph) = h.
By Th = 0, and because (X − ph)(X − ph)−1 is the projection onto ranP11 = h⊥,
P21P11
−1 = (PT )21
(
(PT )11− ph
)−1
= TX(X− ph)−1 = T (X− ph)(X − ph)−1 = T.
Conversely, let P ∈ PP1 be given and set T ≡ P21P11−1, h ≡ kerP11. Then we
have, using (2.43d),
P1 + T
∗T = P11−1 + P1 − P11−1P11 = P11−1 + ph = (P11 + ph)−1.
Together with Th = 0, (2.43c) and (2.43b) we get
P(T,h) = (P1 + T )(P1 + T
∗T )−1(P1 + T ∗)− ph + ph
= (P1 + T )(P11 + ph)(P1 + T
∗)− ph + ph
= P11 + TP11 + P11T
∗ + TP11T ∗ + ph − ph + ph
= P11 + P21 + P12 + TT
∗P11 + ph
= P − P22 + TT ∗P11 + ph
= P − (P2 − ph) + P11−1P11
= P.
This completes the proof.
Remark. Note that
kerP11 = K1 ∩ kerP. (2.45)
The basis projections of the form P(0,h), h ∈ FP1 , are precisely the elements of PP1
which commute with P1, and the projections of the form PT = P(T,{0}), T ∈ HP1 ,
are precisely the elements P ∈ PP1 with kerP11 = {0}. For a general element
P(T,h) ∈ PP1 , it is well known that the unique (up to a phase) cyclic vector in
Fa(K1) which induces the state ωP(T,h) is proportional to
a(e1)
∗ · · · a(eL)∗ exp(12Ta∗a∗)ΩP1 (2.46)
where the ej form an orthonormal basis in h, and the exponential term will be
explained later on.
Lemma 2.10.
For T ∈ HP1 , define a Bogoliubov operator
UT ≡ (P1 + T )(P1 + T ∗T )− 12 + (P2 − T ∗)(P2 + TT ∗)− 12 ∈ IHS(K).
For h ∈ FP1 , choose an orthonormal basis {e1, . . . , eL} in h, define the partial
isometry uh ≡
∑L
r=1 e
∗
r〈er, . 〉 with initial space h and final space h∗, and define a
self–adjoint Bogoliubov operator
Uh ≡ 1−
(
ph uh
uh ph
)
∈ IHS(K). (2.47)
Then one has, in the notation of Proposition 2.9,
UTP1U
∗
T = PT , UhP1U
∗
h = P(0,h).
If (T, h) ∈ P˜P1 , one has in addition
[UT , Uh] = 0, UTUhP1U
∗
hU
∗
T = P(T,h).
It follows that the action P 7→ UPU∗ of the restricted orthogonal group I0P1(K) on
PP1 restricts to a transitive action of IHS(K).
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Proof. Let T ∈ HP1 be given. The unitary UT results from polar decomposition of
1+ T + T = UT |1+ T + T |. With X defined by (2.44), UT can be written as
UT =
(
X
1
2 T X
1
2
TX
1
2 X
1
2
)
.
It is straightforward to see that UT is a Bogoliubov operator which transforms P1
into PT . To prove that UT − 1 is HS, note that
X
1
2 − P1 = X 12 (P1 −X−1)(P1 +X− 12 )−1 = −X 12T ∗T (P1 +X− 12 )−1
is of trace class. Therefore (UT − 1)P1 = (P1 + T )X 12 − P1 = X 12 − P1 + TX 12 is
HS, which implies that UT − 1 = (UT − 1)P1 + (UT − 1)P1 is HS.
Now let h ∈ FP1 . Then Uh is clearly a Bogoliubov operator with Uh − 1 of
finite rank and with UhP1U
∗
h = P(0,h). Uh is therefore contained in IHS(K). It is
self–adjoint because uh is symmetric: u
τ
h = uh. (Actually, self–adjointness of Uh
or symmetry of uh will not be needed in the sequel. The above definitions aim at
reducing the ambiguity in the choice of Uh. uh is now determined up to the action
of the unitary group of h.)
If (T, h) ∈ P˜P1 , then one has Tph = 0 and, by functional calculus, X
1
2 ph =
phX
1
2 = ph. Using this, one gets by straightforward computations
UTUh = UhUT = UT + Uh − 1 =
(
X
1
2 ph⊥ −T ∗X
1
2 ph⊥ − uh
TX
1
2 ph⊥ − uh X
1
2 ph⊥
)
, (2.48)
UTUhP1U
∗
hU
∗
T = UTP(0,h)U
∗
T = UhPTU
∗
h = P(T,h). (2.49)
Here ph⊥ denotes the orthogonal projection onto h
⊥ ⊂ K1. It is obvious that I0P1(K)
acts transitively from the left on PP1 as indicated. By (2.49) and by UTUh ∈
IHS(K), IHS(K) acts already transitively.
Remark. T and h can be recovered from U ≡ UTUh as h = kerU11, T = U21U11−1
(see below for the definition of U11
−1).
Next we would like to assign to each V ∈ IP1(K) distinguished operators
PV , UV and WV having the properties stated in (2.37) and (2.36). Note that
any basis projection P fulfilling (2.37) has the form
P = V P1V
∗ + q
where q is a partial basis projection (see page 38) with
q + q = QV ≡ 1− V V ∗.
It follows from this and from (2.33) that necessarily
V12(kerV22) ⊂ kerP11. (2.50)
In general, dimkerP11 can take any value between LV (defined in (2.32)) and LV +
MV . Similarly, if U is a Bogoliubov operator such that [U
∗V, P1] = 0 (cf. (2.36)),
then
V12(kerV22) ⊂ kerU11∗ (2.51)
(this follows from 0 = P1U
∗V P2 = U11∗V12 + U21∗V22). We shall choose UV and
PV such that equality holds in (2.50) and (2.51).
Now let V11
−1 ∈ B(K1) be defined as the inverse of V11 on the closed subspace
ranV11 and as zero on kerV11
∗ (and define V22 analogously). For a closed subspace
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H ⊂ K, let pH be the orthogonal projection onto H. Then
ranV11
−1 = ranV11∗, V11V11−1 = pranV11 , (2.52)
kerV11
−1 = kerV11∗, V11−1V11 = pranV11∗ . (2.53)
Define (TV , hV ) ∈ P˜P1 by
TV ≡ V21V11−1 − V22−1∗V12∗pkerV11∗ , (2.54)
hV ≡ V12(kerV22). (2.55)
By Proposition 2.9, any basis projection P ∈ PP1 with kerP11 = V12(kerV22) has
the form P = P(T,hV ) for some T ∈ HP1 . The possible choices of T such that (2.37)
holds are determined in
Lemma 2.11.
Let hV be defined by (2.55). A basis projection P(T,hV ) ∈ PP1 satisfies
V ∗P(T,hV )V = P1, (2.56)
i.e. extends the partial basis projection V P1V
∗, if and only if
T = TV + T
′, (2.57)
where T ′ ∈ HP1 is an operator from kerV11∗ ⊖ hV to kerV22∗ ⊖ (hV )∗. For such T
one has
‖T ‖2HS = ‖TV ‖2HS + ‖T ′‖2HS. (2.58)
Proof. The formula
phV = V12pkerV22V12
∗
entails that V ∗phV V = V12
∗V12pkerV22V12
∗V12 = pkerV22 by (2.31b), (2.33). It
follows from (2.41) that
V ∗P(T,hV )V = V
∗PTV − pkerV22 + pkerV11 .
Therefore (2.56) is equivalent to
V ∗PTV = P(0,kerV11) ≡ pranV11∗ + pkerV22
or, by Lemma 2.6a, to PTV = V P(0,kerV11). This is further equivalent to 0 =
PTV P(0,kerV11) and, since kerPT = ker(P2 − T ), to 0 = (P2 − T )V P(0,kerV11) =
V21pranV11∗ − TV11 − TV12pkerV22 . Looking at the components, we finally obtain
the following conditions, which are equivalent to (2.56)
hV ⊂ kerT, TV11 = V21pranV11∗ . (2.59)
(Of course, the first relation of (2.59) is also necessary for having (T, hV ) ∈ P˜P1 , cf.
(2.40).) Let us show that TV is a special solution of this problem. TV is Hilbert–
Schmidt since V21 and V12 are. It is antisymmetric because
TV + T
τ
V = V21V11
−1 − V22−1∗V12∗pkerV11∗ + V22−1∗V12∗ − pkerV22∗V21V11−1
= pranV22V21V11
−1 + V22−1∗V12∗pranV11
= V22
−1∗(V22∗V21 + V12∗V11)V11−1
= 0
(we used (2.31d) and (2.52)). Thus TV belongs to HP1 . One clearly has TV V11 =
V21pranV11∗ and TV hV = 0 (use (2.33), (2.52) and (2.31b) to see the latter). Thus
TV solves (2.59).
If T ∈ HP1 is another solution of (2.59), then T ′ ≡ T −TV is contained in HP1 .
(2.59) is equivalent to ranV11 ⊕ hV ⊂ kerT ′, i.e. to (kerT ′)⊥ ⊂ kerV11∗ ⊖ hV . By
antisymmetry of T ′, this is also equivalent to ranT ′ ⊂ kerV22∗ ⊖ (hV )∗.
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Finally, (2.58) holds because TV and T
′ are orthogonal as elements of the
Hilbert space HP1 .
Remark. TV takes the simpler form TV = V21V11
−1, which is well–known from the
case of automorphisms (ind V = 0), whenever [P1, V V
∗] = 0, i.e. whenever the
state ωP1 ◦ ̺V is pure (cf. Lemma 2.6a). One can show that TV = 0 if and only if
V21V11
∗ = 0 if and only if one (and hence, in view of (2.31a), (2.31b), all) of the
operators V11, V21, V12, V22 is a partial isometry.
Having specified (TV , hV ) in (2.54), (2.55), let us now associate with V ∈ IP1(K)
the following operators:
PV ≡ P(TV ,hV ), (2.60)
UV ≡ UTV UhV , (2.61)
WV ≡ UV ∗V, (2.62)
and let us collect their properties.
Proposition 2.12.
PV belongs to PP1 and satisfies V
∗PV V = P1. It is chosen such that ker(PV )11
and ‖(PV )21(PV )11−1‖HS are minimal (cf. Proposition 2.9 and (2.50), (2.58)). UV
belongs to IHS(K) and WV to Idiag(K); their definition depends on the choice of an
orthonormal basis in hV . The operators UV and WV fulfill
MUV = 0, TUV = TV , hUV = hV , PUV = PV ; (2.63)
MWV =MV , TWV = 0, hWV = {0}, PWV = P1, (2.64)
WV =
(
(P1 + TV
∗TV )
1
2 V11 − uhV V21 0
0 (P2 + TV TV
∗)
1
2V22 − uhV V12
)
, (2.65)
and
V = UVWV . (2.66)
If MV = 0, then the formulas reduce to
UV =
( |V11∗| V12v22∗ − uhV
V21v11
∗ − uhV |V22∗|
)
, WV =
(
v11 − uhV V21 0
0 v22 − uhV V12
)
(2.67)
where v11 and v22 are the partial isometries appearing in the polar decomposition
of V11 = v11|V11| and V22 = v22|V22|. On the other hand, if V ∈ Idiag(K), then
UV = 1 and WV = V .
Remark. Equipped with the metric induced by ‖ ‖HS, PP1 becomes a topologi-
cal space. It consists of two connected components which are distinguished by
the parity of dimkerP11. It follows that the map V 7→ PV is not continuous on
IP1(K), because ker(PV )11 = hV , and (−1)dimhV is not constant on the connected
components of IP1(K) (see Corollary 2.15 and Example 2 below).
Proof. The assertions made about PV have been proved in Proposition 2.9 and
Lemma 2.11. The claims concerning UV are implied by Lemma 2.10 and the remark
following that lemma. WV is diagonal because P1WV = P1UV
∗V = UV ∗PV V =
UV
∗V P1 = WV P1, where we used Lemma 2.10 and an argument from the proof
of Lemma 2.11. The formula (2.65) can be derived from (2.48) together with the
relation V11 + TV
∗V21 = X−1V V11, XV ≡ (P1 + TV ∗TV )−1. V = UVWV holds by
definition of WV and entails that indWV = indV . The remaining statements on
WV clearly follow from WV ∈ Idiag(K).
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If indV = 0, then one has hV = kerV11
∗ (cf. (2.34)) andXV = pkerV11∗+|V11∗|2
so that X
1
2
V ph⊥V = |V11
∗|. (2.67) then follows by straightforward computation from
(2.48).
If V is diagonal, then TV = 0 and hV = {0}, so that obviously UV = 1 and
WV = V .
Remark. A different product decomposition V = U˜W˜ was established in [Bin95],
essentially by polar decomposition of V11:
W˜ =
(
v11 V12pkerV22
V21pkerV11 v22
)
, U˜ = V W˜ ∗ + · · ·
W˜ is obviously not diagonal (unless kerV11 = {0}), but has off–diagonal compo-
nents of finite rank. (However, using the operators Uh from (2.47), the definition
of W˜ could easily be modified to make W˜ diagonal.) W˜W˜ ∗ commutes with P1. U˜
is in general not contained in IHS(K), but only in I
0
P1
(K). These operators have
nevertheless some useful properties, similar to UV and WV :
MU˜ = 0, TU˜ = TV , hU˜ = {0}, PU˜ = PTV ;
MW˜ =MV , TW˜ = 0, hW˜ = hV , PW˜ = P(0,hV ).
Corollary 2.13.
IP1(K) = IHS(K) · Idiag(K). The I0P1(K)–orbits in IP1(K) with respect to left mul-
tiplication are precisely the sets I2mP1 (K), m ∈ N ∪ {∞}.
Proof. The product decomposition of IP1(K) has been obtained above. To show
that I0P1(K) acts transitively on each I
2m
P1
(K), let V, V ′ ∈ I2mP1 (K) be given, with
decompositions V = UW, V ′ = U ′W ′ as in (2.66). Since P1 leaves kerW ′
∗
and
kerW ∗ invariant, we can choose a partial isometry uˆ with initial space kerW ′∗ and
final space kerW ∗ such that uˆ = uˆ and [P1, uˆ] = 0. Then Uˆ ≡WW ′∗+ uˆ ∈ I0P1(K)
fulfills UˆW ′ =W . This implies that (UUˆU ′∗)V ′ = V .
These results can be used to determine the connected components of the semi-
group IP1(K). It is known that the restricted orthogonal group I
0
P1
(K) ⊂ IP1(K) has
two connected (and simply connected) components I0P1(K)
± [Car84, PS86, Ara87].
Namely,
χ(U) ≡ (−1)dimkerU11 = (−1)dimhU
defines a continuous character χ on I0P1(K), and χ|I0P1(K)± = ±1. (This character
is equal to the Araki–Evans index of the pair of basis projections (P1, UP1U
∗)
[AE83, Ara87].) We shall see that I2mP1 (K) is connected if m > 0, and that the map
χ : V 7→ (−1)dimkerV11 = (−1)dimhV remains neither multiplicative nor continuous
when extended to the whole semigroup IP1(K). We need the following preparatory
result.
Lemma 2.14.
The set of all isometries with a given fixed index on an infinite dimensional complex
Hilbert space is arcwise connected in the uniform topology.
Proof. Let V, V ′ be two isometries with indV = indV ′. Since dimkerV ∗ =
dimkerV ′∗, there exists a unitary operator U with V ′ = UV (choose a partial
isometry u with initial space kerV ∗ and final space kerV ′∗, and set U ≡ V ′V ∗+u).
Since the unitary group is arcwise connected, there exists a continuous curve U(t)
of unitary operators with U(0) = 1 and U(1) = U . Then V (t) ≡ U(t)V is a
continuous curve of isometries with V (0) = V and V (1) = V ′.
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Corollary 2.15.
The connected components of IP1(K) are precisely the subsets I
0
P1
(K)± and
I2mP1 (K), 1 ≤ m ≤ ∞.
Proof. Let V, V ′ ∈ I2mP1 (K) with χ(V ) = χ(V ′) be given, and let
V = UW, V ′ = U ′W ′
be decompositions as in (2.66). It follows from (2.63) that
χ(U) = χ(V ) = χ(V ′) = χ(U ′)
so that there exists a continuous curve in I0P1(K) connecting U to U
′. Since W
and W ′ are both diagonal and have index −2m, there exists a continuous curve
in I2mP1 (K) connecting W to W
′ by Lemma 2.14. It follows that UW = V and
U ′W ′ = V ′ can be connected by a continuous curve in I2mP1 (K). Therefore either of
the two subsets
I2mP1 (K)
± ≡ {V ∈ I2mP1 (K) | χ(V ) = ±1}
is arcwise connected. Below, we give an example of a continuous curve in I2mP1 (K)
which connects I2mP1 (K)
+ to I2mP1 (K)
−. Hence I2mP1 (K) itself is connected.
Example 2.
Let V (ϕ) be the Bogoliubov operator introduced in Example 1 in Section 2.2 (with
P = P1). Then V (ϕ) ∈ I2P1(K) since V (ϕ)12
∗V (ϕ)12 = (1 − λϕ)E0 has finite
rank, and ϕ 7→ V (ϕ) is a continuous curve in I2P1(K). We have kerV (ϕ)11 =
ker(λϕE0 +
∑
n≥1En), hence
χ(V (ϕ)) =
{
1, ϕ /∈ (4Z+ 3)π4
−1, ϕ ∈ (4Z+ 3)π4
.
Now let V ∈ I2m−2P1 (K) with [P1, V ] = 0. Then χ(V V (ϕ)) = χ(V (ϕ)) since V11 is
isometric, so ϕ 7→ V V (ϕ) is a continuous curve in I2mP1 (K) which connects I2mP1 (K)+
to I2mP1 (K)
−. This completes the proof of Corollary 2.15.
V (ϕ) may also serve to illustrate that χ is not multiplicative on IP1(K). Define
a Bogoliubov operator
U ≡ 1√
2
f+0 〈f+0 + f−1 , . 〉 − 1√2f
+
1 〈f−0 − f+1 , . 〉+ 1√2f
−
0 〈f−0 + f+1 , . 〉
− 1√
2
f−1 〈f+0 − f−1 , . 〉+
∑
n≥2
(En + En).
Then U ∈ I0P1(K), and a calculation shows that U11 = 1√2 (E0 + E1) +
∑
n≥2En
and UV (3π4 ) = V (
π
2 ). This entails
1 = χ
(
UV (3π4 )
)
6= χ(U)χ
(
V (3π4 )
)
= −1
since kerU11 = ker(V (
π
2 )11) = {0}, but ker(V (3π4 )11) = Cf0. We finally note that
the eigenvalues ±(1− λϕ) of P1 − SV (ϕ) = (1− λϕ)(E0 −E0) have multiplicity one
if λϕ 6= 1, in contrast to the unitary case where the multiplicities of eigenvalues in
(0, 1) are always even [AE83, Ara87, EK98].
2.4. Normal form of implementers. Unitary operators which implement
quasi–free automorphisms of the CAR algebra have been constructed by several
authors, notably by Friedrichs [Fri53], Berezin [Ber66], Schroer, Seiler and Swieca
[SSS70], Labonte´ [Lab74], Fredenhagen [Fre77], Klaus and Scharf [KS77], Ruijse-
naars [Rui77, Rui78]. Our construction of isometric implementers for quasi–free
endomorphisms follows Ruijsenaars’ approach in [Rui78] which is to our knowledge
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the most complete treatment of the implementation problem for quasi–free auto-
morphisms. Another advantage of [Rui78] for our purposes is the (implicit) use of
Araki’s “selfdual” formalism.
Let us begin with a generalization of the definition of “bilinear Hamiltonians”
from the case of trace class operators to the case of bounded operators. Bilinear
Hamiltonians have been introduced by Araki [Ara68] as infinitesimal generators of
one–parameter groups of inner Bogoliubov automorphisms. More specifically, one
may assign to a finite rank operatorH =
∑
j fj〈gj , . 〉 onK the bilinear Hamiltonian
b(H) ≡
∑
j
fjg
∗
j
and extend b by continuity to a linear map from the ideal of all trace class operators
on K to C(K). If a trace class operator H satisfies H = H and Hτ = −H , then
1
2b(H) is the generator of the one–parameter group (̺exp(tH))t∈R:
̺exp(tH)(a) = exp
(
1
2 tb(H)
)
a exp
(− 12 tb(H)), a ∈ C(K).
The map H 7→ 12b(H) is an isomorphism from the Lie algebra formed by all such
H onto the Lie algebra of the spin group. See [Ara71, Ara87] for details.
Since the elements f ∈ K1 correspond to creation operators in the Fock repre-
sentation πP1 , we may write
πP1
(
b(H)
)
= H11a
∗a+H12a∗a∗ +H21aa+H22aa∗
where the terms on the right are defined by H11a
∗a ≡ πP1(b(H11)) etc. Introducing
Wick ordering by :a(f)a(g)∗ : = −a(g)∗a(f), we get
:H22aa
∗ : = −H22τa∗a = H22aa∗ − (trH22)1, (2.68)
:πP1
(
b(H)
)
: = (H11 −H22τ )a∗a+H12a∗a∗ +H21aa. (2.69)
According to [Rui78, CR87], one can define such Wick ordered expressions for
bounded H as follows. Assume from now on that (without loss of generality)
K1 = L
2(Rd),
and let S ⊂ Fa(K1) be the dense subspace consisting of finite particle vectors φ
with n–particle wave functions φ(n) in the Schwartz space S(Rdn). For p ∈ Rd, the
unsmeared annihilation operator a(p) with (invariant) domain S is defined by(
a(p)φ
)(n)
(p1, . . . , pn) ≡
√
n+ 1φ(n+1)(p, p1, . . . , pn).
Since a(p) is not closable, one defines a(p)∗ as the quadratic form adjoint of a(p)
on S×S. Then Wick ordered monomials a(qm)∗ · · · a(q1)∗a(p1) · · ·a(pn) are well–
defined quadratic forms on S×S, and for φ, φ′ ∈ S,
〈φ, a(qm)∗ · · · a(q1)∗a(p1) · · · a(pn)φ′〉 ≡ 〈a(q1) · · ·a(qm)φ, a(p1) · · ·a(pn)φ′〉
is a function in S(Rd(m+n)) to which tempered distributions may be applied. For
example, one has in the quadratic form sense
a(f) =
∫
f(p)a(p) dp,
a(f)∗ =
∫
f(p)a(p)∗ dp, f ∈ K1.
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Now let H be a bounded operator on K which is antisymmetric in the sense of
(2.30)r. Then there exist tempered distributions Hmn(p, q), m, n = 1, 2, given by
〈f,H11g〉 =
∫
f(p)H11(p, q)g(q) dp dq,
〈f,H12g∗〉 =
∫
f(p)H12(p, q)g(q) dp dq,
〈f∗, H21g〉 =
∫
f(p)H21(p, q)g(q) dp dq,
〈f∗, H22g∗〉 =
∫
f(p)H22(p, q)g(q) dp dq, f, g ∈ S(Rd) ⊂ K1.
Hence the following expressions are quadratic forms on S×S
H11a
∗a ≡
∫
a(p)∗H11(p, q)a(q) dp dq,
H12a
∗a∗ ≡
∫
a(p)∗H12(p, q)a(q)∗ dp dq,
H21aa ≡
∫
a(p)H21(p, q)a(q) dp dq,
:H22aa
∗ : ≡ −
∫
a(q)∗H22(p, q)a(p) dp dq = H11a∗a.
Wick ordering of H22aa
∗ is necessary to make this expression well–defined. The
last equality follows from antisymmetry of H :
H11(p, q) = −H22(q, p), H12(p, q) = −H12(q, p), H21(p, q) = −H21(q, p).
The Wick ordered bilinear Hamiltonian induced by H is then defined in analogy to
(2.69) as
:b(H) : ≡ H12a∗a∗ + 2H11a∗a+H21aa;
it is linear in H . We define its Wick ordered powers as
:b(H)l : ≡ l!
l∑
l1,l2,l3=0
l1+l2+l3=l
1
l1!l2!l3!
(H12)
l1(2H11)
l2(H21)
l3a∗2l1+l2al2+2l3 (2.70)
where the terms on the right hand side are quadratic forms on S×S (cf. [Rui78])
(H12)
l1(H11)
l2(H21)
l3a∗2l1+l2al2+2l3
≡
∫
H12(p1, q1) · · ·H12(pl1 , ql1)H11(p′1, q′1) · · ·H11(p′l2 , q′l2)
·H21(p′′1 , q′′1 ) · · ·H21(p′′l3 , q′′l3)a(p1)∗ · · · a(pl1)∗a(ql1)∗ · · · a(q1)∗
· a(p′1)∗ · · ·a(p′l2)∗a(q′l2) · · · a(q′1)a(p′′1 ) · · · a(p′′l3)a(q′′l3) · · · a(q′′1 )
· dp1 dq1 . . . dpl1 dql1 dp′1 dq′1 . . . dp′l2 dq′l2 dp′′1 dq′′1 . . . dp′′l3 dq′′l3 .
(2.71)
Finally, we define the Wick ordered exponential
:exp
(
1
2b(H)
)
: ≡
∞∑
l=0
1
l!2l
:b(H)l : (2.72)
which is also a well–defined quadratic form on S × S, since the sum in (2.72) is
finite when applied to vectors φ, φ′ ∈ S.
By Ruijsenaars’ result [Rui78], :exp
(
1
2b(H)
)
: is the quadratic form of a unique
linear operator, defined on the dense subspace D of algebraic tensors in Fa(K1),
provided that H12 is Hilbert–Schmidt. (This is equivalent to H12 ∈ HP1 .) In
rThe bilinear Hamiltonian corresponding to a symmetric operator vanishes.
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this case, the series (2.72) converges strongly on D, : exp
(
1
2b(H)
)
: (viewed as an
operator) maps D into the dense subspace of C∞–vectors for the number operator,
and
:exp
(
1
2b(H)
)
: ΩP1 = exp(
1
2H12a
∗a∗)ΩP1 , (2.73)∥∥exp(12H12a∗a∗)ΩP1∥∥ = (detK1(P1 +H12H12∗))1/4. (2.74)
Let us compute the commutation relations of the operators :exp
(
1
2b(H)
)
: with
creation and annihilation operators.
Lemma 2.16.
Let H ∈ B(K) be antisymmetric with H12 Hilbert–Schmidt. For f, g ∈ K1, the
following relations hold on D
[ : exp
(
1
2b(H)
)
: , a(f)∗] = a(H11f)∗ : exp
(
1
2b(H)
)
: + :exp
(
1
2b(H)
)
: a
(
(H21f)
∗),
[ : exp
(
1
2b(H)
)
: , a(g)] = a(H12g
∗)∗ : exp
(
1
2b(H)
)
: − : exp( 12b(H)) : a(H11∗g).
Proof. It is a lengthy but straightforward exercise in anticommutation relations to
calculate the commutation relations of Wick monomials of the form (2.71) with
creation and annihilation operators:
[Hl1,l2,l3 , a(f)
∗] = l2a(H11f)∗Hl1,l2−1,l3 + 2l3Hl1,l2,l3−1a
(
(H21f)
∗),
[Hl1,l2,l3 , a(g)] = 2l1a(H12g
∗)∗Hl1−1,l2,l3 − l2Hl1,l2−1,l3a(H11∗g),
where Hl1,l2,l3 ≡ (H12)l1(H11)l2(H21)l3a∗2l1+l2al2+2l3 . From this one obtains
[ :exp
(
1
2b(H)
)
: , a(f)∗] =
∞∑
l=0
2−l
∑
l1+l2+l3=l
2l2
l1!l2!l3!
[Hl1,l2,l3 , a(f)
∗]
= a(H11f)
∗
∞∑
l=1
2−(l−1)
∑
l1+l2+l3=l
2l2−1
l1!(l2 − 1)!l3!Hl1,l2−1,l3
+
∞∑
l=1
2−(l−1)
∑
l1+l2+l3=l
2l2
l1!l2!(l3 − 1)!Hl1,l2,l3−1a
(
(H21f)
∗)
= a(H11f)
∗ : exp
(
1
2b(H)
)
: + :exp
(
1
2b(H)
)
: a
(
(H21f)
∗)
and
[ :exp
(
1
2b(H)
)
: , a(g)] =
∞∑
l=0
2−l
∑
l1+l2+l3=l
2l2
l1!l2!l3!
[Hl1,l2,l3 , a(g)]
= a(H12g
∗)∗
∞∑
l=1
2−(l−1)
∑
l1+l2+l3=l
2l2
(l1 − 1)!l2!l3!Hl1−1,l2,l3
−
∞∑
l=1
2−(l−1)
∑
l1+l2+l3=l
2l2−1
l1!(l2 − 1)!l3!Hl1,l2−1,l3a(H11
∗g)
= a(H12g
∗)∗ : exp
(
1
2b(H)
)
: − : exp( 12b(H)) : a(H11∗g).
From now on let a fixed V ∈ IP1(K) be given. To construct implementers for ̺V ,
we have to look for antisymmetric operators H with H12 ∈ HP1 and (cf. (2.24))
:exp
(
1
2b(H)
)
: πP1(f) = πP1(V f) :exp
(
1
2b(H)
)
: , f ∈ K1 ⊕ ranV22∗ (2.75)
on D. Note that (2.75) cannot be fulfilled for nonzero f ∈ kerV22 since for such
f , πP1(f) = a(f
∗) is an annihilation operator and πP1(V f) = a(V12f)
∗ a creation
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operator, so that the left hand side (but not the right hand side) of (2.75) vanishes
on ΩP1 . This defect can be cured by “filling up the Dirac sea” corresponding to hV
(cf. (2.46) and (2.85)) if we impose the following relation for vectors in kerV22:
: exp
(
1
2b(H)
)
: πP1(g
∗) = 0, g ∈ kerV22. (2.76)
It turns out that the solutions H of (2.75) and (2.76) are in one–to–one correspon-
dence with the operators T described in Lemma 2.11:
Lemma 2.17.
The antisymmetric solutions H of (2.75) and (2.76) with H12 Hilbert–Schmidt are
precisely the operators of the form
H =
(
V11 − P1 + T ∗V21 −T ∗
(V22
∗ − V12∗T ∗)V21 P2 − V22∗ + V12∗T ∗
)
, (2.77)
where T ∈ HP1 fulfills (2.59), i.e. is of the form (2.57).
Proof. First note that a Wick ordered expression of the form a(f)∗ : exp
(
1
2b(H)
)
: +
:exp
(
1
2b(H)
)
: a(g) vanishes if and only if f and g both vanish. In fact, appli-
cation to the vacuum gives a(f)∗ exp(12H12a
∗a∗)ΩP1 which is zero if and only
if f = 0 (to see this, look for instance at the one–particle component). Simi-
larly, :exp
(
1
2b(H)
)
: a(g)a(g)∗ΩP1 = ‖g‖2K exp(12H12a∗a∗)ΩP1 vanishes if and only
if g = 0.
Hence we get all solutions of (2.75) and (2.76) if we write these equations in
Wick ordered form and then compare term by term. We have by Lemma 2.16 and
by the definition (2.6) of πP1 , with the shorthand ηH ≡ : exp
(
1
2b(H)
)
: ,
ηHπP1(f) = a
(
(P1 +H11)f
)∗
ηH + ηHa
(
(P1 +H21)f
∗),
πP1(V f)ηH = a
(
(P1 −H12)V f
)∗
ηH + ηHa
(
(P1 −H22)V f∗
)
,
ηHπ(f)
∗ = a
(
(P1 +H11)f
∗)∗ηH + ηHa(H21f), f ∈ K.
Thus (2.75) is equivalent to
P1 +H11 + (H12 − P1)V (P1 + pranV22∗) = 0, (2.78a)
pranV22∗ +H21 + (H22 − P2)V (P1 + pranV22∗) = 0, (2.78b)
and (2.76) is equivalent to
(P1 +H11)pkerV11 = 0, (2.78c)
H21pkerV11 = 0, (2.78d)
where complex conjugation was occasionally applied. Note that (2.78a)–(2.78d) are
equivalent to the single equation
1− V +H(P1 + P2V ) + (V12 +H)pkerV22 = 0, (2.79)
which is a generalization of Eq. (4.4) in [Rui78].
Let us show that each solution H of (2.79) is completely determined by its
component H12. Given H12, H11 is fixed by (2.78a):
H11 = V11 − P1 −H12V21, (2.80)
H22 is fixed by antisymmetry:
H22 = −H11τ = P2 − V22∗ − V12∗H12, (2.81)
and H21 is determined by (2.78b):
H21 = (P2 −H22)V21 = (V22∗ + V12∗H12)V21. (2.82)
Therefore H must have the form (2.77), with T ≡ H12.
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It remains to determine the admissible components H12. (2.78a) implies that
H12V22 = V12pranV22∗ .
Inserting (2.80), (2.78c) is equivalent to
V21(kerV11) ⊂ kerH12,
and under this condition, (2.78d) holds automatically. Thus T ≡ H12 has to fulfill
(2.59). Conversely, it is straightforward to verify that via (2.77), any T ∈ HP1
obeying (2.59) gives rise to a solution H of (2.79). In fact, one only has to check
that H21 defined by (2.82) is antisymmetric and that pranV22∗ + (H22 −P2)V22 = 0
(the rest is clear by construction). By antisymmetry of H12 and by (2.31d)
H21 +H21
τ = (V22
∗ + V12∗H12)V21 + V12∗(V11 −H12V21) = 0,
so H21 is antisymmetric. By (2.81), (2.59) and (2.31a),
pranV22∗ + (H22 − P2)V22 = pranV22∗ − V22∗V22 − V12∗H12V22
= (P1 − V22∗V22 − V12∗V12)pranV22∗
= 0.
Now we can proceed to exhibit the normal form of a complete set of imple-
menters for ̺V . Let HV be defined by (2.77), with T = TV (see (2.54)). Using
pkerV22∗ = P2 − V22V22−1, one computes that
(HV )11 = V11
−1∗ − P1 − pkerV11∗V12V22−1V21,
(HV )12 = V12V22
−1 − V11−1∗V21∗pkerV22∗ ,
(HV )21 = (V22
−1 − V12∗V11−1∗V21∗pkerV22∗)V21,
(HV )22 = P2 − V22−1 + V12∗V11−1∗V21∗pkerV22∗ .
HV is the analogue of Ruijsenaars’ “associate” Λ [Rui78].
Furthermore let {e1, . . . , eLV } be the orthonormal basis in hV = V12(kerV22)
that was already used to define UV in (2.61) (cf. Lemma 2.10), let {e′1, . . . , e′LV } be
the orthonormal basis in kerV22 given by
e′r ≡ V ∗er = V12∗er, r = 1, . . . , LV ,
and let {g1, . . . , gMV }, MV ≡ − 12 indV , be an orthonormal basis in
kV ≡ PV (kerV ∗). (2.83)
(Note that PV commutes with V V
∗ and therefore restricts to a basis projection of
kerV ∗.) Recall that the statistics dimension dV (2.14) of ̺V is given by
dV = 2
MV
and that the twisted Fock representation ψP1 defined in (2.8) fulfills
πP1
(
̺V
(
C(K)
))′
= ψP1
(
C(kerV ∗)
)′′
. (2.84)
One has
ψP1(er) = ia(er)
∗Ψ(−1), ψP1(e′r) = ia(e′r∗)Ψ(−1)
(for notational convenience, we shall drop the index P1 on implementers like Ψ(−1)
from now on, cf. (2.7)). Finally define the following operators on D, with range
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contained in the space of C∞–vectors for the number operator
Ψα(V ) ≡
(
detK1(P1 + TV
∗TV )
)−1/4
ψP1(gα1 · · · gαl)
·
∑
(σ,s)∈PLV
(−1)LV −s signσ ψP1(eσ(1) · · · eσ(s)) :exp
(
1
2b(HV )
)
:
· ψP1(e′σ(s+1) · · · e′σ(LV )).
(2.85)
Here α = (α1, . . . , αl) ∈ IMV is a multi–index as in (2.27), and PLV is the index
set consisting of all pairs (σ, s) with s ∈ {0, . . . , LV } and σ a permutation of order
LV satisfying σ(1) < · · · < σ(s) and σ(s + 1) < · · · < σ(LV ). PLV is canonically
isomorphic to the power set P˜LV of {1, . . . , LV } through identification of (σ, s) with
{σ(1), . . . , σ(s)}, hence its cardinality is 2LV . Note that
Ψα(V )ΩP1 =
(
detK1(P1 + TV
∗TV )
)−1/4
ψP1(gα1 · · · gαl)
· ψP1(e1 · · · eLV ) exp(12TV a∗a∗)ΩP1
(2.86)
by (2.73) and because the ψP1(e
′
r) annihilate the vacuum.
Theorem 2.18.
Let V ∈ IP1(K). Then the dV operators Ψα(V ), α ∈ IMV , have continuous ex-
tensions to isometries on Fa(K1) (henceforth denoted by the same symbols) which
implement ̺V in πP1 in the sense of Definition 2.1.
Proof. 1. We first show that the following intertwiner relation holds on D
Ψα(V )πP1(f) = πP1(V f)Ψα(V ), f ∈ K. (2.87)
Note that it suffices to prove (2.87) for α = 0 because
Ψα(V ) = ψP1(gα1 · · · gαl)Ψ0(V ) (2.88)
and because the ψP1(gj) belong to πP1(̺V (C(K)))
′.
Let first f ∈ ranV11∗ ⊕ ranV22∗. Then it follows from (2.11) that
[ψP1(e
′
r), πP1(f)] = 0 = [ψP1(er), πP1(V f)]
so that (2.87) is a consequence of (2.75).
To prove (2.87) for f ∈ kerV11 ⊕ kerV22, note that for fixed r, the bijection
{M ∈ P˜LV | r ∈M} → {M′ ∈ P˜LV | r /∈M′},
M 7→M \ {r}
induces a bijection (σ, s) 7→ (σ′, s′) from {(σ, s) ∈ PLV | r ∈ {σ(1), . . . , σ(s)}} onto
{(σ′, s′) ∈ PLV | r /∈ {σ′(1), . . . , σ′(s′)}} with
s = s′ + 1, (−1)s signσ = (−1)r signσ′, σ−1(r) + σ′−1(r) = r + s. (2.89)
Now let DV ≡ (detK1(P1 + TV ∗TV ))−1/4, and consider the case f = e′r ∈ kerV22.
We have on D, by virtue of
ψP1(e
′
r)πP1(e
′
r) = 0 = πP1(er)ψP1(er),
{ψP1(h),Ψ(−1)} = 0 = [ :exp
(
1
2b(HV )
)
: ,Ψ(−1)]
56 ENDOMORPHISMS OF CAR AND CCR ALGEBRAS
and by (2.11), (2.10) and (2.89), where terms under the sign “̂” are to be omitted
Ψ0(V )πP1 (e
′
r) = DV ψP1(er)
∑
(σ,s)∈PLV
r∈{σ(1),...,σ(s)}
(−1)LV−s+σ−1(r)−1 signσ
· ψP1(eσ(1) · · · êr · · · eσ(s)) :exp
(
1
2b(HV )
)
:
· ψP1(e′σ(s+1)) · · · iΨ(−1)ψP1(e′r) · · ·ψP1(e′σ(LV ))
= DV πP1(er)
∑
(σ′,s′)∈PLV
r/∈{σ′(1),...,σ′(s′)}
(−1)LV −s′ signσ′ψP1(eσ′(1) · · · eσ′(s′))
· : exp( 12b(HV )) : ψP1(e′σ′(s′+1) · · · e′σ′(LV ))
= πP1(V e
′
r)Ψ0(V ).
The remaining case f = e′r
∗ ∈ kerV11 is similarly obtained with the help of (2.75)
and (2.76)
πP1(e
∗
r) :exp
(
1
2b(HV )
)
: = :exp
(
1
2b(HV )
)
: πP1(e
′
r
∗
) = 0, (2.90)
in connection with
[πP1(e
∗
r), ψP1(es)] = [πP1 (e
′
r
∗
), ψP1 (e
′
s)] = iδrsΨ(−1)
(cf. (2.11)):
πP1(V e
′
r
∗
)Ψ0(V ) = πP1(e
∗
r)Ψ0(V )
= iΨ(−1)DV
∑
(σ,s)∈PLV
r∈{σ(1),...,σ(s)}
(−1)LV−s+σ−1(r)−1 signσ
· ψP1(eσ(1) · · · êr · · · eσ(s)) :exp
(
1
2b(HV )
)
:
· ψP1(e′σ(s+1) · · · e′σ(LV ))
= iΨ(−1)DV
∑
(σ′,s′)∈PLV
r/∈{σ′(1),...,σ′(s′)}
(−1)LV−s′+σ′−1(r) signσ′
· ψP1(eσ′(1) · · · eσ′(s′)) :exp
(
1
2b(HV )
)
:
· ψP1(e′σ′(s′+1) · · · ê′r · · · e′σ′(LV ))
= Ψ0(V )πP1(e
′
r
∗
).
This completes the proof of (2.87).
2. To show that Ψα(V ) is isometric, note that one has on D
ψP1(g)
∗Ψ0(V ) = 0, g ∈ kV = PV (kerV ∗). (2.91)
To see this, remember that the basis projection PV has the form (2.41) PV =
PTV − phV + phV . Since hV is contained in ranV , we have
PVQV = PTVQV (2.92)
where QV = 1− V V ∗ is the projection onto kerV ∗. It follows that kV = kerV ∗ ∩
ranPTV = kerV
∗ ∩ ran(P1 + TV ). We thus get from ran(P1 + TV ) = ker(P2 − TV )
that P2g = TV P1g. By Lemma 2.16, this entails
πP1(g)
∗ : exp
(
1
2b(HV )
)
: ΩP1 = 0, g ∈ kV ,
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and we get, using (2.87), (2.10) and (2.11), for f1, . . . , fn ∈ K
ψP1(g)
∗Ψ0(V )πP1(f1) · · ·πP1(fn)ΩP1
= −iπP1(V f1) · · ·πP1(V fn)Ψ(−1)πP1(g)∗Ψ0(V )ΩP1
= −iDV πP1(V f1) · · ·πP1(V fn)Ψ(−1)
· ψP1(e1 · · · eLV )πP1(g)∗ : exp
(
1
2b(HV )
)
: ΩP1
= 0
which proves (2.91).
Since the ψP1(gj) are partial isometries whose source and range projections
sum up to 1 by the CAR
ψP1(gj)
∗ψP1(gj) + ψP1(gj)ψP1(gj)
∗ = 1
and because these projections mutually commute for different values of j, it follows
that ψP1(gα1) · · ·ψP1(gαl) is a partial isometry in πP1(̺V (C(K)))′ which contains
ranΨ0(V ) in its initial space. Therefore Ψα(V ) will be isometric provided that
Ψ0(V ) is. We have from (2.86), (2.90), (2.74) and the CAR
‖Ψ0(V )ΩP1‖2 = D2V 〈 : exp
(
1
2b(HV )
)
: ΩP1 , ψP1(e
∗
LV · · · e∗1)
· ψP1(e1 · · · eLV ) :exp
(
1
2b(HV )
)
: ΩP1〉
= D2V ‖ : exp
(
1
2b(HV )
)
: ΩP1‖2
= 1.
Using the CAR and the fact that Ψ0(V )ΩP1 serves as a vacuum for the transformed
annihilation operators, this implies for arbitrary f1, . . . , fm, h1, . . . , hn ∈ K
〈Ψ0(V )πP1(f1 · · ·fm)ΩP1 ,Ψ0(V )πP1(h1 · · ·hn)ΩP1〉
= 〈Ψ0(V )ΩP1 , πP1
(
̺V (f
∗
m · · · f∗1h1 · · ·hn)
)
Ψ0(V )ΩP1〉
= 〈ΩP1 , πP1(f∗m · · · f∗1h1 · · ·hn)ΩP1〉.
Therefore Ψ0(V ) is isometric on D and has a continuous extension to an isometry
which satisfies (2.87) on Fa(K1). By the above, the same holds true for the Ψα(V ).
3. It remains to show that the Ψα(V ) fulfill the Cuntz relations (2.21) (or
(0.5)). Since ψP1 is a representation of the CAR and by (2.88), (2.91), the Ψα(V )
are orthonormal:
Ψα(V )
∗
Ψβ(V ) = Ψ0(V )
∗
ψP1(g
∗
αl · · · g∗α1)ψP1(gβ1 · · · gβm)Ψ0(V ) = δαβ1
for α as above and β = (β1, . . . , βm) ∈ IMV .
The proof of the completeness relation∑
α∈IMV
Ψα(V )Ψα(V )
∗
= 1 (2.93)
relies on the product decomposition V = UVWV from Section 2.3. Recall that the
orthonormal basis {e1, . . . , eLV } in hV = hUV was used to define UV . By Propo-
sition 2.12, UV maps kerWV
∗ unitarily onto kerV ∗ and fulfills UV P1 = PV UV .
Therefore UV restricts to a unitary isomorphism from kWV = P1(kerWV
∗) onto kV .
We choose
fj ≡ (−1)LV UV ∗gj , j = 1, . . . ,MV (MV =MWV ) (2.94)
as orthonormal basis in kWV . Applying (2.85) to WV , we obtain an orthonormal
set of isometries satisfying (2.87) with respect to WV
Ψα(WV ) = ψP1(fα1 · · · fαl) :exp
(
1
2b(HWV )
)
: ,
with HWV =
(
(WV )11 − P1 0
0 P2 − (WV )22∗
)
.
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Let us show that this set of isometries is complete. We have
Ψα(WV )ΩP1 = ψP1(fα1 · · · fαl)ΩP1 . (2.95)
Comparing with (2.28), we see that ranΨα(WV ) is exactly the cyclic (in fact,
irreducible) subspace Fα(WV ) for the representation πP1 ◦ ̺WV . Completeness for
the Ψα(WV ) thus follows from Proposition 2.2:
⊕α ranΨα(WV ) = ⊕αFα(WV ) = Fa(K1).
Now let Ψ(UV ) be the unitary implementer for ̺UV given by (2.85). Then the
isometries Ψ(UV )Ψα(WV ) obviously constitute a complete set of implementers for
̺V . We are going to show that actually
Ψ(UV )Ψα(WV ) = Ψα(V ) (2.96)
holds under the above assumptions. Since each implementer is completely deter-
mined by its value on ΩP1 (this follows from (2.24)), it suffices to prove (2.96) when
applied to ΩP1 . Note that Ψ(UV )Ψ(−1) = (−1)LVΨ(−1)Ψ(UV ) so that
Ψ(UV )ψP1(f) = (−1)LV ψP1(UV f)Ψ(UV ), f ∈ K.
Hence we obtain from (2.95), (2.86) and Proposition 2.12
Ψ(UV )Ψα(WV )ΩP1 = (−1)lLV ψP1(UV fα1 · · ·UV fαl)Ψ(UV )ΩP1
= DV ψP1(gα1 · · · gαl)ψP1(e1 · · · eLV )
· exp(12TV a∗a∗)ΩP1
= Ψα(V )ΩP1 .
Therefore (2.96) holds. Since (2.22) follows from (2.21) and (2.24), the theorem is
proven.
Remark. The proof of Theorem 2.18 shows (cf. (2.96), (2.95), (2.94), (2.5) and
Prop. 2.9) that the vectors Ψα(V )ΩP1 are cyclic vectors inducing certain Fock
states, viz. the Fock states corresponding to the basis projections
PαV ≡ PV − pkαV + pkαV .
Here kαV is the subspace of kV spanned by the vectors gα1 , . . . , gαl if l is the length
of α. This is a non–trivial fact because linear combinations of such vectors will in
general not induce quasi–free states.
Since ψP1 is a representation of the CAR and by (2.91), the Hilbert space H(̺V )
generated by the Ψα(V ) carries a Fock space structure:
Corollary 2.19.
The map
Ψα(V ) 7→ a(gα1)∗ · · · a(gαl)∗Ω, α = (α1, . . . , αl) ∈ IMV
extends to a unitary isomorphism from H(̺V ) onto the antisymmetric Fock space
Fa(kV ) over kV .
Here a(g)∗ and Ω denote the creation operators and the Fock vacuum in Fa(kV ).
We shall see in Section 4.1 that, if V is gauge invariant, then the isomorphism
depicted in Corollary 2.19 is not only an isomorphism of (graded) Hilbert spaces
but (up to a character of the gauge group) also an isomorphism of G–modules.
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2.5. Bosonized statistics. Though the formula (2.85) for Ψα(V ) looks quite
complicated, it is not difficult to write the “Bosonized statistics operator” εˆV associ-
ated with V ∈ IP1(K) as a polynomial in gj, g∗j if ̺V has finite statistics dimension.
Recall from the introduction (see (0.14)) that εˆV is defined in terms of the imple-
menters as
εˆV =
∑
α,β∈IMV
Ψα(V )Ψβ(V )Ψα(V )
∗
Ψβ(V )
∗
. (2.97)
Let us first derive a simple formula for the operators Ψα(V )Ψβ(V )
∗
. (These op-
erators are matrix units for the commutant πP1 (̺V (C(K)))
′.) We will use the
following notation for multi–indices α, β ∈ IMV , which is suggested by the identifi-
cation α ≡ (α1, . . . , αl) 7→ {α1, . . . , αl} of IMV with the power set of {1, . . . ,MV }.
lα ≡ l will denote the length of α, and α ∩ β ∈ IMV will denote the multi–
index whose entries are the elements of the intersection of the entries of α and
β. αc ∈ IMV will be the “complementary” multi–index whose entries are the ele-
ments of {1, . . . ,MV } \ {α1, . . . , αlα}. We further set
gα ≡ gα1 · · · gαlα ,
Γαβ ≡ gα(gαc∩βc)∗gαc∩βcgβ∗ = Γβα∗, α, β ∈ IMV .
Lemma 2.20.
Let V ∈ IP1(K) with − indV <∞, and let α, β ∈ IMV . Then
Ψα(V )Ψβ(V )
∗
= ψP1(Γαβ).
Proof. Let Aα ≡ ψP1(gαgαc∗gαc). One has, by the CAR and by (2.91), (2.88)
AαΨ0(V )Ψ0(V )
∗ = ψP1(gα)Ψ0(V )Ψ0(V )
∗ = Ψα(V )Ψ0(V )
∗.
If α′ 6= 0 is another multi–index in IMV , then
AαΨα′(V ) = AαψP1(gα′)Ψ0(V ) = 0
because g2j = 0, j = 1, . . . ,MV . Hence we obtain from (2.93)
Aα = Aα
∑
β∈IMV
Ψβ(V )Ψβ(V )
∗
= AαΨ0(V )Ψ0(V )
∗
= Ψα(V )Ψ0(V )
∗
.
This entails, for arbitrary α, β ∈ IMV ,
Ψα(V )Ψβ(V )
∗
= Ψα(V )Ψ0(V )
∗(
Ψβ(V )Ψ0(V )
∗)∗
= AαAβ
∗
≡ ψP1(gαgαc∗gαcgβc∗gβcgβ∗).
Now, by the CAR, gα commutes with gαc
∗gαc , gβ∗ commutes with gβc∗gβc , and
one has gα(gβc∩α)∗gβc∩α = gα and (gαc∩β)∗gαc∩βgβ∗ = gβ∗. Thus we finally get
Ψα(V )Ψβ(V )
∗
= ψP1
(
gα(gαc∩βc)∗gαc∩βcgβ∗
)
= ψP1(Γαβ).
Remark. 1. As a special case, one obtains the projections onto ranΨα(V )
Ψα(V )Ψα(V )
∗
= πP1(gαgα
∗gαc∗gαc),
(we used (2.9)) from which one directly sees that (2.93) holds∑
α
Ψα(V )Ψα(V )
∗
= πP1
(
(g1g1
∗ + g1∗g1) · · · (gMV gMV ∗ + gMV ∗gMV )
)
= 1.
2. If ind V = −∞, then one still has
Ψα(V )Ψβ(V )
∗
= ψP1(gα)Ψ0(V )Ψ0(V )
∗
ψP1(gβ
∗),
where Ψ0(V )Ψ0(V )
∗
can be obtained as a strong limit
Ψ0(V )Ψ0(V )
∗
= s–lim
n→∞
πP1(g1
∗g1 · · · gn∗gn).
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But this projection is no longer contained in C(K).
Proposition 2.21.
Let V be as in Lemma 2.20. Then the Bosonized statistics operator εˆV defined by
(2.97) can be written as
εˆV = πP1 (ε˜V ),
ε˜V =
∑
α,β∈IMV
(−1)(lα+lβ)(lβ+LV )Γαβ̺V (Γβα) ∈ C(K)0. (2.98)
Proof. It follows from (2.85) that
Ψ(−1)Ψα(V )Ψ(−1) = (−1)(lα+LV )Ψα(V ). (2.99)
Therefore one has for f ∈ K, using (2.10)
Ψα(V )ψP1(f) = iΨα(V )πP1 (f)Ψ(−1)
= i(−1)(lα+LV )πP1(V f)Ψ(−1)Ψα(V )
= (−1)(lα+LV )ψP1(V f)Ψα(V ),
and hence
ψP1(gβ)Ψα(V )
∗
= (−1)(lα+LV )lβΨα(V )∗ψP1(̺V (gβ)), α, β ∈ IMV .
Thus one gets from Lemma 2.20
εˆV =
∑
α,β
Ψα(V )Ψβ(V )Ψα(V )
∗
Ψβ(V )
∗
=
∑
α,β
Ψα(V )ψP1(Γβα)Ψβ(V )
∗
=
∑
α,β
(−1)(lβ+LV )(lα+lβ)Ψα(V )Ψβ(V )∗ψP1
(
̺V (Γβα)
)
=
∑
α,β
(−1)(lβ+LV )(lα+lβ)ψP1
(
Γαβ̺V (Γβα)
)
= ψP1(ε˜V ),
with ε˜V as above. But ε˜V is even so that ψP1(ε˜V ) = πP1 (ε˜V ) by (2.9).
To check the consistency of our constructions, let us finally calculate the “Bosonized
statistics parameter”
λˆV ≡ πP1(φV (ε˜V ))
which is associated with the Bosonized statistics operator and with the left inverse
φV from Section 2.1 (see (2.15)). Recall that φV is given by
φV (ab) = ̺
−1
V (a)ω1/2(b) if a ∈ C(ranV ), b ∈ C(kerV ∗),
where ω 1
2
is the trace on C(K).
Corollary 2.22.
The “Bosonized statistics parameter” λˆV of V ∈ IP1(K) with − indV <∞ equals
λˆV =
1
dV
1.
Proof. It follows from Γαβ ∈ C(kerV ∗) that Γαβ̺V (Γβα) = (−1)lα+lβ̺V (Γβα)Γαβ
and that φV (̺V (Γβα)Γαβ) = Γβαω 1
2
(Γαβ). We claim that
ω 1
2
(Γαβ) =
1
dV
· δαβ .
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Consider first a term of the form ω 1
2
(gα
∗gα). Since the gj are mutually orthogonal,
one has ω 1
2
(gα
∗gα) = ω 1
2
(gα1
∗gα1) · · ·ω 1
2
(gαlα
∗gαlα ) = 2
−lα . Next assume that
α 6= β. Without loss of generality, assume that α1 does not occur in β. Then there
exists a quasi–free automorphism ̺ which maps gα1 to −gα1 and leaves all other gj
unchanged. It follows that ̺(gα
∗gβ) = −gα∗gβ so that ω 1
2
(gα
∗gβ) = 0, because ω 1
2
is invariant under ̺. This yields
ω 1
2
(Γαβ) = ω 1
2
(gβ
∗gα(gαc∩βc)∗gαc∩βc) = ω 1
2
(gβ
∗gα)ω 1
2
((gαc∩βc)∗gαc∩βc)
= 2−MV δαβ = d−1V δαβ
as claimed. Hence we obtain
φV (ε˜V ) =
∑
α,β
(−1)(lα+lβ)(lβ+LV )φV
(
Γαβ̺V (Γβα)
)
=
∑
α,β
(−1)(lα+lβ)(lβ+LV+1)Γβα · ω 1
2
(Γαβ)
=
1
dV
∑
α
Γαα
=
1
dV
1.
It is clear that one gets the same result by applying the left inverse φH(̺V ) from
Section 2.2 (or from the Introduction, Eq. (0.15)) to εˆV . Recall that φH(̺V ) is a
left inverse for the normal extension of ̺V to B(Fa(K1)), given by
φH(̺V )(x) =
1
dV
∑
α
Ψα(V )
∗xΨα(V ), x ∈ B(Fa(K1)).
One can show, by similar computations as above, that φH(̺V ) extends φV :
φH(̺V )(πP1 (a)) = πP1(φV (a)), a ∈ C(K).
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3. Quasi–free Endomorphisms of the CCR Algebra
This section contains an analysis of the semigroup of quasi–free endomorphisms
of the CCR algebra similar to the analysis done in Section 2 for the CAR algebra.
Generally speaking, the CCR case is algebraically simpler, but the analytic aspects
are more involved. For an introduction to the CCR algebra see the textbooks
[BR81, Pet90].
3.1. The selfdual CCR algebra. Let K0 be an infinite dimensional complex
linear space, equipped with a nondegenerate hermitian sesquilinear form κ and an
antilinear involution f 7→ f∗, such that
κ(f∗, g∗) = −κ(g, f), f, g ∈ K0.
One should think of K0 as being the complexification of the real linear space
ReK0 ≡ {f ∈ K0 | f∗ = f},
together with the canonical conjugation onK0 = C⊗RReK0. −iκ should be viewed
as the sesquilinear extension of a nondegenerate symplectic form on ReK0.
The (selfdual) CCR algebra C(K0, κ) [AS72, Ara72, AY82] over (K0, κ) is the
simple *–algebra which is generated by 1 and elements f ∈ K0, subject to the
commutation relation
[f∗, g] = κ(f, g)1, f, g ∈ K0. (3.1)
We henceforth assume the existence of a distinguished Fock state over C(K0, κ). As
in the CAR case, Fock states correspond to basis projections. A linear operator P1,
defined on the whole of K0, is a basis projection of (K0, κ) if it satisfies for f, g ∈ K0
P 21 = P1, κ(f, P1g) = κ(P1f, g),
P1 + P1 = 1, κ(f, P1f) > 0 if P1f 6= 0.
(3.2)
Here we used the notation (2.2)
P1f ≡ P1(f∗)∗
for the complex conjugate operator. Let
P2 ≡ 1− P1, C ≡ P1 − P2, 〈f, g〉P1 ≡ κ(f, Cg).
The positive definite inner product 〈 , 〉P1 turns K0 into a pre–Hilbert space. We
assume that the completion K is separable. By continuity, the involution “∗”
extends to a conjugation on K, P1 and P2 to orthogonal projections, C to a self–
adjoint unitary, and κ to a nondegenerate hermitian form. These extensions will
be denoted by the same symbols. Setting
Kn ≡ Pn(K), n = 1, 2,
we get a direct sum decomposition K = K1⊕K2 which is orthogonal with respect to
both κ and 〈 , 〉P1 . The following notations will frequently be used for A ∈ B(K):
Amn ≡ PmAPn, m, n = 1, 2,
A† ≡ CA∗C
Aτ ≡ A∗.
The components Amn of A are regarded as operators from Kn to Km, and A will
sometimes be written as a matrix
(
A11 A12
A21 A22
)
. A† is the adjoint of A relative to κ,
while A∗ is the Hilbert space adjoint. Thus one has relations like
P2 = P1 = P
†
1 = P
∗
1 , C = −C, A12† = A†21 = −A12∗, A11 = A22, etc.
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The Fock state ωP1 is the unique state
s which is annihilated by all f ∈ ranP2:
ωP1(f
∗f) = 0 if P1f = 0.
(In the conventional setting mentioned above, ωP1 is the Fock state corresponding
to the complex structure iC on ReK.) Let Fs(K1) be the symmetric Fock space
overK1 and letD be the dense subspace of algebraic tensors. A GNS representation
πP1 for ωP1 is provided by
πP1(f) = a
∗(P1f) + a(P1f∗), f ∈ K
where a∗(g) and a(g), g ∈ K1, are the usual (Bosonic) creation and annihilation
operators on D. The cyclic vector inducing the state ωP1 is ΩP1 , the Fock vacuum.
The operators πP1(a), a ∈ C(K, κ), have invariant domain D, are closable, and one
has πP1(a
∗) ⊂ πP1(a)∗. In particular, if f ∈ ReK, then πP1(f) is essentially self–
adjoint on D, and the unitary Weyl operator w(f) is defined as the exponential of
the closure of iπP1(f). Its vacuum expectation value is
ωP1(w(f)) ≡ 〈ΩP1 , w(f)ΩP1〉 = e−
1
4‖f‖2P1 ,
and the Weyl relations hold
w(f)w(g) = e−
1
2κ(f,g)w(f + g), f, g ∈ ReK.
The Weyl operators generate a simple C∗–algebra W(K, κ) which acts irreducibly
on Fs(K1). If H is a subspace of K with H = H
∗, then the C∗–algebra generated
by all w(f) with f ∈ ReH will be denoted by W(H). If H♯ is the orthogonal
complement of H with respect to κ, then duality holds [Ara63, AS72, AY82]:
W(H)′ = W(H♯)′′. (3.3)
Lemma 3.1.
For f ∈ K, let Hf be the subspace spanned by f and f∗. Then the closure of πP1 (f)
is affiliated with W(Hf )
′′.
Proof. Let T be the closure of πP1(f), with domain D(T ). We have to show that,
for any A ∈W(Hf )′
A(D(T )) ⊂ D(T ), AT = TA on D(T ).
Now by virtue of the CCR (3.1), ‖Tφ‖2 = ‖T ∗φ‖2+ κ(f, f)‖φ‖2 for φ ∈ D. Hence,
for a given Cauchy sequence φn ∈ D, Tφn converges if and only if T ∗φn does. This
implies that
D(T ) = D(T ∗).
Let f± ∈ ReHf be defined as f+ ≡ 12 (f + f∗), f− ≡ i2 (f − f∗), and let T± be the
(self–adjoint) closure of πP1 (f
±). We claim that
D(T ) = D(T+) ∩D(T−), T = T+ − iT− on D(T ).
For if φ ∈ D(T ), then there exists a sequence φn ∈ D converging to φ such that
πP1(f)φn and πP1(f
∗)φn converge. Thus φ belongs to the domain of the closure of
πP1(f
±). Conversely, if φ ∈ D(T+) ∩D(T−), then there exists a sequence φn ∈ D
converging to φ such that both πP1(f + f
∗)φn and πP1(f − f∗)φn converge (this
follows from the detailed description of the domains of such operators given in
[Rui78]). Therefore πP1(f)φn is also convergent, i.e. φ is contained in D(T ), and
Tφ = (T+ − iT−)φ.
Now if A ∈W(Hf )′, then A commutes with the one–parameter unitary groups
w(tf±) = exp(itT±). As a consequence, A leaves D(T±) invariant and commutes
with T± on D(T±). It follows that A(D(T )) ⊂ D(T ) and AT = TA on D(T ) as
was to be shown.
sA state ω over C(K, κ) is a linear functional with ω(1) = 1 and ω(a∗a) ≥ 0, a ∈ C(K, κ).
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3.2. Implementability of quasi–free endomorphisms. Quasi–free endo-
morphisms are the unital *–endomorphisms of C(K, κ) which map K, viewed as a
subspace of C(K, κ), into itself. They are completely determined by their restric-
tions to K which are called Bogoliubov operators. Hence V ∈ B(K) is a Bogoliubov
operatort if and only if it commutes with complex conjugation and preserves the
hermitian form κ. Bogoliubov operators form a unital semigroup which we denote
by
S(K, κ) ≡ {V ∈ B(K) | V = V, V †V = 1}.
Each V ∈ S(K, κ) extends to a unique quasi–free endomorphism of C(K, κ) and to
a unique *–endomorphism of W(K, κ). By abuse of notation, both endomorphisms
are denoted by ̺V , so that ̺V (f) = V f, f ∈ K, and ̺V (w(g)) = w(V g), g ∈ ReK.
The condition V †V = 1 entails that V is injective and V ∗ surjective; hence
ranV is closed, and V is a semi–Fredholm operator [Kat66]. We claim that the
Fredholm index − indV = dimkerV † cannot be odd, in contrast to the CAR case
(cf. (2.3)). For let f ∈ kerV † such that 0 = κ(f, g) ≡ 〈f, Cg〉P1 ∀g ∈ kerV †. Then
f ∈ (C kerV †)⊥ = (kerV ∗)⊥ = ranV , but ranV ∩kerV † = {0} due to V †V = 1, so
f has to vanish. This shows that the restriction of κ to kerV † stays nondegenerate.
It follows that dimkerV † cannot be odd (there is no nondegenerate symplectic form
on an odd dimensional space).
On the other hand, each even number (and ∞) occurs as dimkerV † for some
V . Hence we have an epimorphism of semigroups
S(K, κ)→ N ∪ {∞}, V 7→ − 12 indV = 12 dimkerV †
(remember that 0 ∈ N). Let
Sn(K, κ) ≡ {V ∈ S(K, κ) | indV = −2n}, n ∈ N ∪ {∞}.
S0(K, κ) is the group of quasi–free automorphisms (isomorphic to the symplectic
group of ReK). It acts on S(K, κ) by left multiplication. Analogous to the CAR
case, the orbits under this action are the subsets Sn(K, κ), and the stabilizer of
V ∈ Sn(K, κ) is isomorphic to the symplectic group Sp(n).
We are interested in endomorphisms ̺V which can be implemented by Hilbert
spaces of isometries on Fs(K1). This means that there exist isometries Ψj on
Fs(K1) which fulfill the Cuntz algebra relations (2.21) and implement ̺V according
to (2.22):
̺V (w(f)) =
∑
j
Ψjw(f)Ψ
∗
j , f ∈ ReK.
As explained in Section 2.2, such isometries exist if and only if ̺V , viewed as a
representation of W(K, κ) on Fs(K1), is quasi–equivalent to the defining (Fock)
representation.
To study ̺V as a representation, for fixed V ∈ S(K, κ), let us decompose it into
cyclic subrepresentations. Let f1, f2, . . . be an orthonormal basis in K1 ∩ kerV †
and let α = (α1, . . . , αl) be a multi–index with αj ≤ αj+1. Such α has the form
α = (α′1, . . . , α
′
1︸ ︷︷ ︸
l1
, α′2, . . . , α
′
2︸ ︷︷ ︸
l2
, . . . , α′r, . . . , α
′
r︸ ︷︷ ︸
lr
) (3.4)
tWe may disregard unbounded Bogoliubov operators V (defined on K0) since the topologies
induced by the corresponding states ωP1 ◦ ̺V on K
0 differ from the one induced by ωP1 . Hence
these states cannot be quasi–equivalent to ωP1 (cf. [Ara72, AY82]), and ̺V cannot be implemented.
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with α′1 < α
′
2 < · · · < α′r and l1 + · · ·+ lr = l. Let
cα ≡ (l1! · · · lr!)− 12
φα ≡ cαa∗(fα1) · · ·a∗(fαl)ΩP1 ,
Fα ≡W(ranV )φα,
πα ≡ ̺V |Fα .
(3.5)
The Bosonic analogue of Proposition 2.2 is
Proposition 3.2.
One has ̺V = ⊕απα, where the sum extends over all multi–indices α as above,
including α = 0 (φ0 ≡ ΩP1). Each (πα,Fα, φα) is a GNS representation for ωP1◦̺V
(regarded as a state over W(K, κ)).
Proof. By definition, the φα constitute an orthonormal basis for Fs(K1 ∩ kerV †),
and (πα,Fα, φα) is a cyclic representation of W(K, κ). Since the closures of a
∗(fj)
and a(fj) are affiliated with W(kerV
†)′′ = W(ranV )′ (see Lemma 3.1 and (3.3)),
one obtains for f ∈ ReK
〈φα, πα(w(f))φα〉 = c2α〈a∗(fα1) · · · a∗(fαl)ΩP1 , w(V f)a∗(fα1) · · · a∗(fαl)ΩP1〉
= c2α〈ΩP1 , w(V f) a(fαl) · · · a(fα1)a∗(fα1) · · · a∗(fαl)ΩP1︸ ︷︷ ︸
c−2α ΩP1
〉
= 〈ΩP1 , w(V f)ΩP1〉.
This proves that (πα,Fα, φα) is a GNS representation for ωP1 ◦ ̺V . Similarly, one
finds that 〈φα, w(V f)φα′〉 = 0 for α 6= α′, so the Fα are mutually orthogonal.
It remains to show that ⊕αFα = Fs(K1). We claim that F0 equals Fs(ranP1V ),
the symmetric Fock space over the closure of ranP1V . The inclusion F0 ⊂
Fs(ranP1V ) holds because vectors of the form w(V f)ΩP1 = exp i
(
a∗(P1V f) +
a(P1V f)
)
ΩP1 ∈ Fs(ranP1V ) are total in F0. The converse inclusion may be
proved inductively. Assume that a∗(g1) · · ·a∗(gm)ΩP1 is contained in F0 for all
m ≤ n, g1, . . . , gm ∈ ranP1V . Then, for f ∈ V (ReK) and g1, . . . , gn ∈
ranP1V ,
1
i
w(tf)−1
t a
∗(g1) · · · a∗(gn)ΩP1 has a limit a∗(P1f)a∗(g1) · · · a∗(gn)ΩP1 +
a(P1f)a
∗(g1) · · · a∗(gn)ΩP1 in F0 as t ց 0. By assumption, the second term lies
in F0, and so does the first. Since each g ∈ ranP1V is a linear combination of
such P1f , it follows that a
∗(g1) · · · a∗(gn+1)ΩP1 is contained in F0 for arbitrary
gj ∈ ranP1V , and, by induction, for arbitrary n ∈ N. But such vectors span a
dense subspace in Fs(ranP1V ), so F0 = Fs(ranP1V ) as claimed.
Finally, K1 ∩ kerV † equals kerV ∗P1, where V ∗P1 is regarded as an operator
from K1 to K. Thus we have K1 = ranP1V ⊕ (K1 ∩ kerV †) and Fs(K1) ∼= F0 ⊗
Fs(K1∩kerV †). Under this isomorphism, Fα is identified with F0⊗(Cφα). Since the
φα form an orthonormal basis for Fs(K1∩kerV †), the desired result⊕αFα = Fs(K1)
follows.
As a consequence, the representation ̺V is quasi–equivalent to the GNS represen-
tation associated with the quasi–free state ωP1 ◦ ̺V . So ̺V is implementable if
and only if ωP1 ◦ ̺V and ωP1 are quasi–equivalent. Now the two–point function of
ωP1 ◦ ̺V (as a state over C(K, κ)) is given by
ωP1 ◦ ̺V (f∗g) = κ(f, Sg) = 〈f, S˜g〉P1 , f, g ∈ K,
with
S ≡ V †P1V, S˜ ≡ V ∗P1V.
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The latter operators contain valuable information about ωP1 ◦ ̺V . For example, it
can be shown (cf. [MV68]) that ωP1◦̺V is a pure state overW(K, κ) if and only if S
is a basis projection, that is, if and only if S is idempotent (the remaining conditions
in (3.2) are automatically fulfilled). This is further equivalent to [P1, V V
†] = 0, by
the following argument:
S2 = S ⇔ 0 = SS (since S = 1− S)
⇔ 0 = V ∗P1V CV ∗P2V
⇔ 0 = P1V CV ∗P2 (since ranV ∗P2V = ranV ∗P2
and kerV ∗P1V = kerP1V )
⇔ 0 = P1V V †P2
⇔ 0 = [P1, V V †].
On the other hand, the criterion for quasi–equivalence of quasi–free states, in the
form given by Araki and Yamagami [AY82] (see also [AS72, Ara72, vD71]), yields
that ωP1 ◦̺V is quasi–equivalent to ωP1 if and only if P1− S˜
1
2 is a Hilbert–Schmidt
operator on K. Using Theorem 2.3, this condition can be simplified:
Theorem 3.3.
Let a Bogoliubov operator V ∈ S(K, κ) be given. Then there exists a Hilbert space
of isometries H(̺V ) which implements the endomorphism ̺V in the Fock represen-
tation determined by the basis projection P1 if and only if [P1, V ] (or, equivalently,
V12) is a Hilbert–Schmidt operator. The dimension of H(̺V ) is 1 if ind V = 0,
otherwise ∞.
Proof. First note that [P1, V ] = V12 − V21 = V12 − V12 is Hilbert–Schmidt (HS) if
and only if V12 is.
By the preceding discussion, ̺V is implementable if and only if P1 − S˜ 12 is HS.
In this case, P2(P1 − S˜ 12 )2P2 = P2S˜P2 = V12∗V12 is of trace class, hence V12 is HS.
Conversely, assume V12 to be HS. Let V = V
′|V | be the polar decomposition
of V . Then |V | = |V | is a bounded bijection with a bounded inverse, and |V |−1 =
(|V |2 − 1)(|V | + 1)−1 = (V ∗ − V †)V (|V | + 1)−1 = 2(V12∗ + V21∗)V (|V | + 1)−1 is
HS. Thus, by a corollary [AY82] of an inequality of Araki and Yamagami [AY81],
(|V |A|V |) 12 −A 12 is HS for any positive A ∈ B(K). Applying this to A = V ′∗P1V ′,
we get that
S˜
1
2 − (V ′∗P1V ′) 12 is HS. (3.6)
Now V ′ is an isometry with V ′ = V ′, i.e. a CAR Bogoliubov operator (see (2.1)).
Since [P1, V ] and [P1, |V |−1] = |V |−1
[|V |, P1]|V |−1 = |V |−1[|V | − 1, P1]|V |−1 are
HS, the same holds true for [P1, V
′] = [P1, V |V |−1]. So V ′ fulfills the implementabil-
ity condition for CAR Bogoliubov operators derived in Theorem 2.3, and, as shown
there, this forces P1− (V ′∗P1V ′) 12 to be HS. This, together with (3.6), implies that
P1 − S˜ 12 is HS as claimed.
It remains to prove the statement about dimH(̺V ). Let ˜̺V be the nor-
mal extension of ̺V to B(Fs(K1)). Then B(H(̺V )) ∼= ˜̺V (B(Fs(K1)))′ =
̺V (W(K, κ))
′ = W(ranV )′ = W(kerV †)′′. The latter (and hence H(̺V )) is one–
dimensional if kerV † = {0} and infinite dimensional if kerV † 6= {0}.
Remark. Shale’s original result [Sha62] asserts that a quasi–free automorphism ̺V ,
V ∈ S0(K, κ), is implementable if and only if |V |−1 is HS. This condition is equiv-
alent to [P1, V ] being HS, not only for V ∈ S0(K, κ), but for all V ∈ S(K, κ) with
− indV < ∞. However, the two conditions are not equivalent for V ∈ S∞(K, κ),
as the following example shows. Let K1 = H⊕H′ be a decomposition into infinite
dimensional subspaces. Choose an operator V12 from K2 to H with tr|V12|4 < ∞,
but tr|V12|2 =∞. Let V21 ≡ V12 and |V11| ≡ (P1+|V21|2) 12 . Choose an isometry v11
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fromK1 toH
′ and set V11 ≡ v11|V11|, V22 ≡ V11. These components define a Bogoli-
ubov operator V ∈ S∞(K, κ) (cf. (3.8a)–(3.8d) below) which violates the condition
of Theorem 3.3. But it fulfills Shale’s condition since |V |2 − 1 = 2(|V12|2 + |V21|2)
is HS and since |V | − 1 = (|V |2 − 1)(|V |+ 1)−1.
Let V ∈ S(K, κ) with V12 compact. Due to stability under compact perturbations
[Kat66], V11 and V22 = V11 are semi–Fredholm with
ind V11 = indV22 =
1
2
indV. (3.7)
We will occasionally use the relation V †V = 1 componentwise:
V11
∗V11 − V21∗V21 = P1, (3.8a)
V22
∗V22 − V12∗V12 = P2, (3.8b)
V11
∗V12 − V21∗V22 = 0, (3.8c)
V22
∗V21 − V12∗V11 = 0. (3.8d)
Since V11 is injective by (3.8a) and has closed range, we may define a bounded
operator V11
−1 as the inverse of V11 on ranV11 and as zero on kerV11∗ (the same
applies to V22). These operators will be needed later. Note that dimkerV11
∗ =
− 12 indV .
3.3. The semigroup of implementable endomorphisms. According to
Theorem 3.3, the semigroup of implementable quasi–free endomorphisms is iso-
morphic to the following semigroup of Bogoliubov operators:
SP1(K, κ) ≡ {V ∈ S(K, κ) | V12 is Hilbert–Schmidt}.
SP1(K, κ) is a topological semigroup with respect to the metric δP1(V, V
′) ≡
‖V − V ′‖ + ‖V12 − V ′12‖HS, where ‖ ‖HS denotes Hilbert–Schmidt norm. It con-
tains the closed sub–semigroup of diagonal Bogoliubov operators
Sdiag(K, κ) = {V ∈ S(K, κ) | [P1, V ] = 0}.
One has (cf. (2.35))
Sdiag(K, κ) = Idiag(K) = S(K, κ) ∩ I(K).
The Fredholm index yields a decomposition
SP1(K, κ) =
⋃
n∈N∪{∞}
SnP1(K, κ), S
n
P1(K, κ) ≡ SP1(K, κ) ∩ Sn(K, κ).
The group S0P1(K, κ) is usually called the restricted symplectic group [Sha62, Seg81].
It has a natural normal subgroup
SHS(K, κ) ≡ {V ∈ S(K, κ) | V − 1 is Hilbert–Schmidt} ⊂ S0P1(K, κ).
As in the CAR case, we will eventually show that each V ∈ SP1(K, κ) can be written
as a product V = UW with U ∈ SHS(K, κ) andW ∈ Sdiag(K, κ). Assume that such
U and W exist. Then PV ≡ UP1U † is a basis projection extending the “partial
basis projection” V P1V
† such that
P1 − PV is Hilbert–Schmidt, V †PV V = P1, (3.9)
so the corresponding Fock state ωPV is unitarily equivalent to ωP1 and fulfills ωPV ◦
̺V = ωP1 . In order to construct such basis projections, let us investigate the set
PP1 (not to be confused with PP1 from Section 2) of basis projections of (K, κ)
which differ from P1 only by a Hilbert–Schmidt operator:
PP1 ≡ {P | P is a basis projection, P1 − P is Hilbert–Schmidt}.
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PP1 is isomorphic to the set of all Fock states which are unitarily equivalent to
ωP1 . Further let EP1 be the infinite dimensional analogue of the open unit disk
[Sie64, Seg81], consisting of all symmetric Hilbert–Schmidt operators Z from K1 to
K2 with norm less than 1
EP1 ≡ {Z ∈ B(K1,K2) | Z = Zτ , ‖Z‖ < 1, Z is Hilbert–Schmidt} (3.10)
(the condition ‖Z‖ < 1 is equivalent to P1 + Z†Z being positive definite on K1).
Then the following is more or less well–known (cf. [Seg81]).
Proposition 3.4.
The map P 7→ P21P11−1 defines a bijection from PP1 onto EP1 , with inverse
Z 7→ PZ ≡ (P1 + Z)(P1 + Z†Z)−1(P1 + Z†). (3.11)
The restricted symplectic group S0P1(K, κ) acts transitively on either set, in a way
compatible with the above bijection, through the formulas
P 7→ UPU † (3.12)
Z 7→ (U21 + U22Z)(U11 + U12Z)−1. (3.12′)
The restrictions of these actions to the subgroup SHS(K, κ) remain transitive, as
follows from the fact that, for Z ∈ EP1 ,
UZ ≡ (P1 + Z)(P1 + Z†Z)− 12 + (P2 − Z†)(P2 + ZZ†)− 12 (3.13)
lies in SHS(K, κ) and fulfills UZP1U
†
Z = PZ (equivalently, under the action (3.12
′),
UZ takes 0 ∈ EP1 to Z).
Proof. Having made K into a Hilbert space, the conditions (3.2) on P to be a basis
projection may be rewritten as
P = P † = 1− P = P 2, CP is positive definite on ranP ; (3.14)
or, in components:
P11 = P11
∗ = P1 − P22, (3.15a)
P22 = P22
∗ = P2 − P11, (3.15b)
P21 = P21
∗ = −P12∗, (3.15c)
P11
2 − P11 = P21∗P21, (3.15d)
P22
2 − P22 = P12∗P12, (3.15e)
(P1 − P11)P12 = P12P22, (3.15f)
(P2 − P22)P21 = P21P11, (3.15g)(
P11 P12
−P21 −P22
)
is positive definite on ranP. (3.15h)
Moreover, P1 − P is Hilbert–Schmidt if and only if P2P is.
Now let P ∈ PP1 . Then P22 ≤ 0 by (3.15h), hence, by (3.15a),
P11 = P1 − P22 ≥ P1,
so that P11 has a bounded inverse. Thus Z ≡ P21P11−1 is a well–defined Hilbert–
Schmidt operator. By (3.15a)–(3.15c) and (3.15g),
Z − Z∗ = P21P11−1 − P11−1P21∗
= P11
−1((P2 − P22)P21 − P21P11)P11−1
= 0,
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so Z is symmetric in the sense of (3.10). Furthermore, by (3.15d),
P1 − Z∗Z = P1 − P11−1P21∗P21P11−1
= P1 − P11−1(P112 − P11)P11−1
= P11
−1
(3.16)
is positive definite on K1, which proves Z ∈ EP1 .
Next let Z ∈ EP1 and let PZ be given by (3.11). We associate with Z an
operator
Y ≡ (P1 + Z†Z)−1 = (P1 − Z∗Z)−1 (3.17)
which is bounded by assumption. Then PZ = P
†
Z = P
2
Z since (P1 +Z
†)(P1 + Z) =
Y −1. To prove that PZ + PZ = 1 holds, note that ZY −1 = Y
−1
Z and therefore
Y Z = ZY , Y Z† = Z†Y . It follows that
PZ + PZ = (P1 + Z)Y (P1 + Z
†) + (P2 − Z†)Y (P2 − Z)
= Y + ZY + Y Z† + ZZ†Y + Y − Y Z† − ZY + Z†ZY
= Y −1Y + Y
−1
Y
= P1 + P2
= 1.
Since P2PZ is clearly HS and since
CPZ = (P1 − Z)Y (P1 − Z∗) (3.18)
is positive definite on ranPZ = ran(P1 + Z), we get that PZ ∈ PP1 as desired.
To show that these two maps are mutually inverse, let first Z ∈ EP1 . Then
(PZ)21(PZ)11
−1
= ZY Y −1 = Z. Conversely, let P ∈ PP1 be given and set Z ≡
P21P11
−1. Then ZP11 = P21 and P11Z† = P21† = P12. By (3.16) and (3.17),
Y = P11, hence P11Z
† = Z†P11. Thus we get
P − PZ = P − (P1 + Z)P11(P1 + Z†)
= P − P11 − ZP11 − P11Z† − ZP11Z†
= P − P11 − P21 − P12 − ZZ†P11
= P22 − ZZ†P11
= P2 − (P2 + ZZ†)P11 (by (3.15b))
= 0.
It remains to prove the statements about the group actions. It is fairly obvious
that S0P1(K, κ) acts on PP1 via (3.12). The proof that UZ is a Bogoliubov operator
which takes P1 to PZ is also straightforward. To show that UZ ∈ SHS(K, κ), let Y
be given by (3.17). Then
Y
1
2 − P1 = Y 12 (P1 − Y −1)(P1 + Y − 12 )−1 = Y 12Z∗Z(P1 + Y − 12 )−1
is of trace class. Therefore (UZ − 1)P1 = (P1 + Z)Y 12 − P1 = Y 12 − P1 + ZY 12 is
HS, which implies UZ ∈ SHS(K, κ).
Finally we have to show that the action (3.12) on PP1 carries over to the action
(3.12′) on EP1 . Thus, for given Z ∈ EP1 and U ∈ S0P1(K, κ), we have to compute
the operator Z ′ = P ′21P
′
11
−1
which corresponds to P ′ = UPZU †. By definition,
P ′21 = (U21 + U22Z)Y (U11 + U12Z)
∗,
P ′11 = (U11 + U12Z)Y (U11 + U12Z)
∗.
(3.19)
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Suppose that (U11+U12Z)f = 0 for some f ∈ K1. Then ‖f‖P1 = ‖U11−1U12Zf‖P1 .
Since ‖U11−1U12‖2 = ‖U12∗U11−1∗U11−1U12‖ = ‖U12∗(P1 + U12U12∗)−1U12‖ =
‖U12‖2/(1 + ‖U12‖2) < 1 and ‖Z‖ < 1, it follows that f = 0. Hence U11 + U12Z is
injective, and, as a Fredholm operator with vanishing index (3.7), it has a bounded
inverse. So we get from (3.19) that Z ′ = P ′21P
′
11
−1
= (U21 +U22Z)(U11 + U12Z)
−1
as claimed.
Remark. It is known that the unique (up to a phase) cyclic vector in Fs(K1) in-
ducing the Fock state ωPZ is proportional to exp(
1
2Z
†a∗a∗)ΩP1 .
The following construction will enable us to assign, in an unambiguous way, to each
Bogoliubov operator V ∈ SP1(K, κ) a basis projection PV such that (3.9) holds.
Lemma 3.5.
Let H ⊂ K be a closed *–invariant subspace such that κ|H×H is nondegenerate and
such that [P1, E] is Hilbert–Schmidt, where E is the orthogonal projection onto H.
Let A ≡ ECE be the self–adjoint operator, invertible on H, such that κ(f, g) =
〈f,Ag〉P1 , f, g ∈ H, and let A± be the unique positive operators such that A =
A+ − A− and A+A− = 0. Further let A−1 be defined as the inverse of A on
H and as zero on H⊥, and similarly for A−1± . Then A
−1C is the κ–orthogonal
projection onto H, p+ ≡ A−1+ C is a basis projection of (H, κ|H×H), and P2p+ is
Hilbert–Schmidt. Moreover, p+ = P1E if and only if [P1, E] = 0.
Proof. Let E′ ≡ 1 − E. Since ECE′ and E′CE are compact by assumption,
C − ECE′ − E′CE = A + E′CE′ is a Fredholm operator on K with vanishing
index. Hence A is Fredholm on H with indA = 0. A is injective since κ is
nondegenerate on H. It is therefore a bounded bijection on H with a bounded
inverse (the same holds true for A± as operators on ranA±). Thus Q ≡ A−1C is
well–defined. It fulfills Q2 = A−1(ECE)A−1C = Q and Q† = C(CA−1)C = Q. So
Q is a projection, self–adjoint with respect to κ. Since its range equals ranA−1 = H,
it is the κ–orthogonal projection onto H.
By a similar argument, p+ is also a κ–orthogonal projection. It is straightfor-
ward to see that p+ = P1E if and only if [P1, E] = 0. To show that p+ is actually
a basis projection of H (cf. (3.14)), note that A+ = A− because of A = −A (and
uniqueness of A±). This implies p++p+ = A−1+ C−A−1− C = A−1C = 1H. Positive
definiteness of Cp+ on ran p+ follows from 〈f, Cp+f〉P1 = ‖A−1/2+ Cf‖2P1 .
To prove that P2p+ is HS, let D ≡ EP1E − A+. Since EP1E − EP2E = A =
A+ −A−, we have D = D. We claim that D is of trace class. Since ECE′ is HS,
ECE′CE = EC(1− E)CE
= E − (ECE)2
= E −A2
= (E + |A|)(E − |A|)
is of trace class. Since E+|A| has a bounded inverse (as an operator onH) and since
|A| = A++A−, it follows that E−|A| = EP1E+EP2E−A+−A− = D+D = 2D
is of trace class as claimed. As a consequence, A+P2 = (EP1E − D)P2 is HS
(P1EP2 is HS by assumption). By boundedness of A
−1
+ , p+P2 = −A−2+ (A+P2) and
P2p+ = (p+P2)
† are also HS. This completes the proof.
Now let V ∈ SP1(K, κ). We already showed in Section 3.2 that the restriction of κ to
kerV † is nondegenerate. We also showed in the proof of Theorem 3.3 that [P1, V ′]
is Hilbert–Schmidt where V ′ is the isometry arising from polar decomposition of
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V . Hence [P1, E] is Hilbert–Schmidt where
E ≡ C(1− V ′V ′∗)C (3.20)
is the orthogonal projection onto kerV †. Thus Lemma 3.5 applies to H = kerV †.
Definition 3.6.
For V ∈ SP1(K, κ), let pV ≡ p+ be the basis projection of (kerV †, κ|kerV †×kerV †)
given by Lemma 3.5, and set
PV ≡ V P1V † + pV ∈ PP1 , (3.21)
ZV ≡ (PV )21(PV )11−1 ∈ EP1 (3.22)
(cf. Proposition 3.4). Further let UV ∈ SHS(K, κ) be the Bogoliubov operator
associated with ZV according to (3.13), and define WV ≡ U †V V ∈ Sdiag(K, κ).
PV clearly is a basis projection which satisfies (3.9). Actually, any basis projection
P fulfilling V †PV = P1 or, equivalently, PV = V P1, is of the form P = V P1V †+ q
where q is some basis projection of (kerV †, κ|kerV †×kerV †). What had to be proved
above is that q can be chosen such that P2q is Hilbert–Schmidt, which is not obvious
in the case dim kerV † =∞. In fact, any such extension of V P1V † would suffice for
what follows.
The condition V †PV V = P1 translates into the condition
ZV V11 = V21 (3.23)
for ZV . Again, each Z ∈ EP1 fulfilling (3.23) would do, but we prefer to have a
definite choice. It follows from symmetry (3.10) that any Z which solves (3.23)
must have the form
Z = V21V11
−1 + V22−1∗V12∗pkerV11∗ + Z
′ (3.24)
where pH denotes the orthogonal projection onto some closed subspace H ⊂ K,
V11
−1 and V22−1 have been defined below (3.8), and Z ′ is a symmetric Hilbert–
Schmidt operator from kerV11
∗ to kerV22∗. The freedom in the choice of Z ′ corre-
sponds to the freedom in the choice of q. Note that Z can be written, with respect
to the decompositions K1 = ranV11 ⊕ kerV11∗, K2 = ranV22 ⊕ kerV22∗, as
Z =
(
pranV22V21V11
−1 V22−1∗V12∗pkerV11∗
pkerV22∗V21V11
−1 Z ′
)
. (3.25)
The Hilbert–Schmidt norm of Z is minimized by choosing Z ′ = 0, but there are
examples in which this choice violates the condition ‖Z‖ < 1, i.e. it does not always
define an element of EP1 . This is in contrast to the CAR case where the choice
analogous to Z ′ = 0 appeared to be natural (cf. (2.54)).
The operators UV and WV constitute the product decomposition of V that
was announced earlier, generalizing a construction given by Maaß [Maa71] to the
infinite dimensional case. WV is diagonal because P1WV = P1U
†
V V = U
†
V PV V =
U †V V P1 =WV P1. Explicitly, one computes that
WV =
(
(P1 + Z
†
V ZV )
1
2V11 0
0 (P2 + ZV Z
†
V )
1
2 V22
)
with respect to the decomposition K = K1 ⊕K2. Let us summarize the properties
of these operators.
Proposition 3.7.
Definition 3.6 establishes a product decomposition of V ∈ SP1(K, κ),
V = UVWV ,
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where UV ∈ SHS(K, κ) and WV ∈ Sdiag(K, κ) have the properties
indUV = 0, ZUV = ZV , PUV = PV ,
indWV = indV, ZWV = 0, PWV = P1.
In particular, if V ∈ S0P1(K, κ), then
UV =
( |V11∗| V12v22∗
V21v11
∗ |V22∗|
)
, WV =
(
v11 0
0 v22
)
where v11 ≡ V11|V11|−1 and v22 = v11 are the unitary parts of V11 and V22; whereas
if V ∈ Sdiag(K, κ), then UV = 1 and WV = V .
The well–known fact that the restricted symplectic group S0P1(K, κ) is connected
[Seg81, Car84] entails for SP1(K, κ)
Corollary 3.8.
SP1(K, κ) = SHS(K, κ) · Sdiag(K, κ). The orbits of the action of S0P1(K, κ) on
SP1(K, κ) are the subsets S
n
P1
(K, κ), n ∈ N ∪ {∞}. They coincide with the con-
nected components of SP1(K, κ).
3.4. Normal form of implementers. The first step in the construction of
implementers consists in a generalization of the definition of “bilinear Hamiltonians”
[Ara72] from the finite rank case to the case of bounded operators. If H is a finite
rank operator on K such that H = Hτ = −H∗, then eHC belongs to SHS(K, κ).
Expanding H =
∑
fj〈gj, .〉P1 , one obtains a skew–adjoint element b0(H) ≡
∑
fjg
∗
j
in C(K, κ) which is a linear function of H , independent of the choice of fj, gj ∈ K.
Then πP1
(
b0(H)
)
is essentially skew–adjoint on D, and, if b(H) denotes its closure,
exp
(
1
2b(H)
)
is a unitary which implements the automorphism induced by eHC
[Ara72, AY82].
Using Wick ordering, the definition of bilinear Hamiltonians can be extended
to arbitrary bounded symmetricu operators H :
H11 = H22
τ , H12 = H12
τ , H21 = H21
τ . (3.26)
Without loss of generality, we henceforth assume that K1 = L
2(Rd). Then let
S ⊂ Fs(K1) be the dense subspace consisting of finite particle vectors φ with
n–particle wave functions φ(n) in the Schwartz space S(Rdn). The unsmeared
annihilation operator a(p) with (invariant) domain S is defined as usual
(a(p)φ)(n)(p1, . . . , pn) ≡
√
n+ 1φ(n+1)(p, p1, . . . , pn).
Let a∗(p) be its quadratic form adjoint on S×S. Then Wick ordered monomials
a∗(q1) · · ·a∗(qm)a(p1) · · · a(pn) make sense as quadratic forms on S × S [GJ71,
RS75], and, for φ, φ′ ∈ S,
〈φ, a∗(q1) · · · a∗(qm)a(p1) · · · a(pn)φ′〉 ≡ 〈a(q1) · · ·a(qm)φ, a(p1) · · ·a(pn)φ′〉
is a Schwartz function to which tempered distributions can be applied. In particular,
the distributions Hjk(p, q), j, k = 1, 2, given by
〈f,H11g〉P1 =
∫
f(p)H11(p, q)g(q) dp dq,
〈f,H12g∗〉P1 =
∫
f(p)H12(p, q)g(q) dp dq,
〈f∗, H21g〉P1 =
∫
f(p)H21(p, q)g(q) dp dq,
〈f∗, H22g∗〉P1 =
∫
f(p)H22(p, q)g(q) dp dq
uThe bilinear Hamiltonian corresponding to an antisymmetric operator (H = −Hτ ) vanishes.
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for f, g ∈ S(Rd) ⊂ K1, give rise to the following quadratic forms on S×S:
H11a
∗a ≡
∫
a(p)∗H11(p, q)a(q) dp dq
H12a
∗a∗ ≡
∫
a(p)∗H12(p, q)a(q)∗ dp dq
H21aa ≡
∫
a(p)H21(p, q)a(q) dp dq
:H22aa
∗ : ≡
∫
a(q)∗H22(p, q)a(p) dp dq = H11a∗a.
Wick ordering of H22aa
∗ is necessary to make this expression well–defined. The
last equality follows from symmetry of H :
H11(p, q) = H22(q, p), H12(p, q) = H12(q, p), H21(p, q) = H21(q, p).
We next define :b(H) : and its Wick ordered powers as quadratic forms on S×S:
:b(H) : ≡ H12a∗a∗ + 2H11a∗a+H21aa,
:b(H)l : ≡ l!
l∑
l1,l2,l3=0
l1+l2+l3=l
2l2
l1!l2!l3!
Hl1,l2,l3 , l ∈ N,
with Hl1,l2,l3 ≡
∫
H12(p1, q1) · · ·H12(pl1 , ql1)H11(p′1, q′1) · · ·H11(p′l2 , q′l2)
·H21(p′′1 , q′′1 ) · · ·H21(p′′l3 , q′′l3)a∗(p1) · · · a∗(pl1)a∗(q1) · · · a∗(ql1)
· a∗(p′1) · · ·a∗(p′l2)a(q′1) · · · a(q′l2)a(p′′1) · · · a(p′′l3)a(q′′1 ) · · · a(q′′l3)
· dp1 dq1 . . . dpl1 dql1 dp′1 dq′1 . . . dp′l2 dq′l2 dp′′1 dq′′1 . . . dp′′l3 dq′′l3 .
The Wick ordered exponential of 12b(H) is also well-defined on S×S, since only a
finite number of terms contributes when applied to vectors from S:
: exp
(
1
2b(H)
)
: ≡
∞∑
l=0
1
l!2l
:b(H)l : .
The important point is that these quadratic forms are actually the forms of uniquely
determined linear operators, defined on the dense subspace D and mapping D into
the domain of (the closure of) any creation or annihilation operator, provided that
[Rui78]
‖H12‖ < 1, H12 is Hilbert–Schmidt. (3.27)
These operators will be denoted by the same symbols as the quadratic forms. The
analogue of Lemma 2.16 is
Lemma 3.9.
Let H ∈ B(K) satisfy (3.26) and (3.27). Then the following commutation relations
hold on D, for f ∈ K1:
[Hl1,l2,l3 , a(f)
∗] = l2a(H11f)∗Hl1,l2−1,l3 + 2l3Hl1,l2,l3−1a
(
(H21f)
∗),
[a(f), Hl1,l2,l3 ] = 2l1a(H12f
∗)∗Hl1−1,l2,l3 + l2Hl1,l2−1,l3a(H11
∗f),
implying that
[ : exp
(
1
2b(H)
)
: , a(f)∗] = a(H11f)∗ : exp
(
1
2b(H)
)
: + :exp
(
1
2b(H)
)
: a
(
(H21f)
∗),
[a(f), : exp
(
1
2b(H)
)
: ] = a(H12f
∗)∗ : exp
(
1
2b(H)
)
: + :exp
(
1
2b(H)
)
: a(H11
∗f).
Proof. Compute as in [Rui78, Bin95].
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For given V ∈ SP1(K, κ), we are now looking for bounded symmetric operators H
which satisfy (3.27) and the following intertwiner relation on D
: exp
(
1
2b(H)
)
: πP1(f) = πP1(V f) :exp
(
1
2b(H)
)
: , f ∈ K (3.28)
(taking the closure of πP1(V f) is tacitly assumed here). This problem turns out to
be equivalent to the determination of the operators Z done in (3.23), (3.24).
Lemma 3.10.
Each Z ∈ EP1 fulfilling (3.23) gives rise to a unique solution H of the above problem
through the formula
H =
(
V11 − P1 + Z†V21 Z†
(V22
∗ + V12∗Z†)V21 V22∗ − P2 + V12∗Z†
)
,
and each solution arises in this way.
Proof. Let us abbreviate ηH ≡ : exp
(
1
2b(H)
)
: . Choosing f ∈ K2 resp. f ∈ K1 and
inserting the definition of πP1 , one finds that (3.28) is equivalent to
ηHa(g) =
(
a(V11g) + a
∗(V12g∗)
)
ηH , ηHa
∗(g) =
(
a∗(V11g) + a(V12g∗)
)
ηH
for g ∈ K1. Using the commutation relations from Lemma 3.9, these equations may
be brought into Wick ordered form:
0 = a∗
(
(V12 +H12V22)g
∗)ηH + ηHa(((P1 +H11∗)V11 − P1)g),
0 = a∗
(
(P1 +H11 − V11 −H12V21)g
)
ηH + ηHa
((
H21 − (P1 +H11∗)V12
)
g∗
)
.
As in the CAR case (see the proof of Lemma 2.17), these equations hold for all
g ∈ K1 if and only if
0 = V12 +H12V22, (3.29a)
0 = P1 +H11 − V11 −H12V21, (3.29b)
0 = H21 − (P2 +H22)V21, (3.29c)
0 = P2 − (P2 +H22)V22 (3.29d)
(we applied complex conjugation and used H11
τ = H22).
Now assume that H solves the above problem. It is then obvious from (3.26),
(3.27) and (3.29a) that Z ≡ H12† belongs to EP1 and fulfills (3.23).
Conversely, let Z ∈ EP1 satisfy (3.23). If there exists a solution H with H12 =
Z†, then H11 is fixed by (3.29b), H22 must equal H11τ , and H21 is determined
by (3.29c). Thus there can be at most one solution corresponding to Z, and it is
necessarily of the form stated in the proposition.
It remains to prove that the so–defined H has all desired properties, i.e. that
H21 is symmetric and that (3.29d) holds, the rest being clear by construction. The
first claim follows from (3.8d):
H21 −H21∗ = (V22∗ + V12∗Z†)V21 − V12∗(V11 + Z†V21) = 0,
and the second from (3.23) and (3.8b):
(P2 +H22)V22 = (V22
∗ − V12∗Z)V22 = V22∗V22 − V12∗V12 = P2.
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Inserting the formula (3.24) for Z, one obtains
H11 = V11
−1∗ − P1 − pkerV11∗V12V22−1V21 + Z ′†V21,
H12 = −V12V22−1 − V11−1∗V21∗pkerV22∗ + Z ′†,
H21 = (V22
−1 − V12∗V11−1∗V21∗pkerV22∗)V21 + V12∗Z ′†V21,
H22 = V22
−1 − P2 − V12∗V11−1∗V21∗pkerV22∗ + V12∗Z ′†.
H corresponds to Ruijsenaars’ “associate” Λ [Rui78]. If one compares the above
formula for H with Ruijsenaars’ formula for Λ in the case of automorphisms
(kerVjj
∗ = {0}, j = 1, 2; Z ′ = 0), one finds that the off–diagonal components
carry opposite signs. This is due to the fact that Ruijsenaars constructs imple-
menters for the transformation induced by CV C rather than V , cf. (3.27) and
(3.29) in [Rui78].
Note that
:exp
(
1
2b(H)
)
: ΩP1 = exp(
1
2H12a
∗a∗)ΩP1 . (3.30)
By Ruijsenaars’ computation [Rui78] (see also [Seg81]), the norm of such vectors is∥∥∥ : exp( 12b(H)) : ΩP1∥∥∥ = (detK1(P1 +H12H12†))−1/4 .
Definition 3.11.
Let V ∈ SP1(K, κ), and let PV , ZV and HV be the operators associated with
V according to Definition 3.6 and Lemma 3.10. Choose a κ–orthonormal basis
g1, g2, . . . in
kV ≡ PV (kerV †), (3.31)
i.e. a basis such that κ(gj , gk) = δjk (this is possible because the restriction of κ
to kV is positive definite). Note that dim kV = − 12 indV . Let ψj be the isometry
obtained by polar decomposition of the closure of πP1(gj). Then define operators
Ψα(V ) on D, for any multi–index α = (α1, . . . , αl) with αj ≤ αj+1 (or α = 0) as in
(3.4), as
Ψα(V ) ≡
(
detK1(P1 + Z
†
V ZV )
) 1
4
ψα1 · · ·ψαl : exp
(
1
2b(HV )
)
: . (3.32)
Theorem 3.12.
The Ψα(V ) extend continuously to isometries (denoted by the same symbols) on
the symmetric Fock space Fs(K1) such that
Ψα(V )
∗
Ψβ(V ) = δαβ1,
∑
α
Ψα(V )Ψα(V )
∗
= 1, (3.33)
and such that, for any element w of the Weyl algebra W(K, κ),
̺V (w) =
∑
α
Ψα(V )wΨα(V )
∗
. (3.34)
The infinite sums converge in the strong topology.
Proof. By (3.1) we have πP1(gj)
∗πP1(gj) = 1+πP1(gj)πP1(gj)
∗ on D, so the closure
of πP1 (gj) is injective, and ψj is isometric. It is also easy to see, using (3.28), the
CCR and ‖Ψα(V )ΩP1‖ = 1, that for f1, . . . , fm, h1, . . . , hn ∈ K
〈Ψα(V )πP1(f1 · · · fm)ΩP1 ,Ψα(V )πP1 (h1 · · ·hn)ΩP1〉
= 〈πP1 (f1 · · · fm)ΩP1 , πP1(h1 · · ·hn)ΩP1〉.
Hence Ψα(V ) is isometric on D and has a continuous extension to an isometry on
Fs(K1).
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Let Hj ≡ span(gj , g∗j ), so that ψj ∈ W(Hj)′′ by virtue of Lemma 3.1. Since
Hj ⊂ kerV †, the duality relation (3.3) implies that W(Hj) ⊂ W(ranV )′. Now
let f ∈ ReK and φ ∈ D. Since φ is an entire analytic vector for πP1(f) [AS72],
since D is invariant under πP1(f), and since πP1(V f) is affiliated with W(ranV )
by Lemma 3.1 (the bar denotes closure), it follows from (3.28) that
Ψα(V )w(f)φ =
∞∑
n=0
in
n!
Ψα(V )(πP1 (f))
nφ
=
∞∑
n=0
in
n!
ψα1 · · ·ψαl
(
πP1(V f)
)n
Ψ0(V )φ
=
∞∑
n=0
in
n!
(
πP1(V f)
)n
Ψα(V )φ
= w(V f)Ψα(V )φ.
By continuity, this entails
Ψα(V )w = ̺V (w)Ψα(V ), w ∈W(K, κ). (3.35)
We next claim that
ψ∗jΨ0(V ) = 0 (3.36)
or, equivalently, that πP1 (gj)
∗Ψ0(V ) = 0. To see this, apply Lemma 3.9 and write
πP1(gj)
∗Ψ0(V ) in Wick ordered form:
πP1(gj)
∗Ψ0(V ) = a
(
(P1 +H12)g
∗
j
)∗
Ψ0(V ) + Ψ0(V )a
(
(P1 +H11
∗)gj
)
on D, with H ≡ HV . Then (3.36) holds if and only if
(P1 +H12)g
∗
j = 0, (P1 +H11
∗)gj = 0. (3.36′)
Now gj ∈ ranPV is equivalent to g∗j ∈ kerPV = kerCPV = ker(P1 +H12) (we used
(3.18)). This proves the first equation in (3.36′). It also shows thatH12∗gj = −P2gj .
Hence by Lemma 3.10,
(P1 +H11
∗)gj = (V11∗ + V21∗H12∗)gj = (V11∗ − V21∗)gj = P1V †gj = 0
which proves the second equation in (3.36′) and therefore (3.36).
The orthogonality relation Ψα(V )
∗
Ψβ(V ) = 0 (α 6= β) now follows from (3.36)
and from W(Hj) ⊂W(Hk)′ (j 6= k) which in turn is a consequence of κ(Hj ,Hk) =
0 and (3.3).
The proof of the completeness relation
∑
Ψα(V )Ψα(V )
∗
= 1 is facilitated
by invoking the product decomposition V = UVWV from Proposition 3.7. Set
fj ≡ U †V gj to obtain a κ–orthonormal basis f1, f2, . . . in kWV = P1(kerW †V ). Let
ψ′j be the isometric part of a(fj)
∗. An application of Definition 3.11 to WV yields
implementers Ψα(WV ) = ψ
′
α1 · · ·ψ′αlΨ0(WV ) for WV . ZWV = 0 entails that
Ψα(WV )ΩP1 = ψ
′
α1 · · ·ψ′αlΩP1 . (3.37)
One computes, using the CCR, that
ψ′α1 · · ·ψ′αlΩP1 = φ′α, (3.38)
where the φ′α are the cyclic vectors associated with the pure state ωP1 ◦̺WV = ωP1
as in Proposition 3.2. Let F′α be the closure of W(ranWV )φ
′
α. Since the F
′
α are
irreducible subspaces for W(ranWV ) by Proposition 3.2, they must coincide with
the irreducible subspaces ranΨα(WV ). ⊕F′α = Fs(K1) then implies completeness
of the Ψα(WV ).
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The proof will be completed by showing that
Ψα(V ) = Ψ(UV )Ψα(WV ) (3.39)
holds where Ψ(UV ) is the unitary implementer for UV given by Definition 3.11.
It suffices to show that (3.39) holds on ΩP1 since any bounded operator fulfilling
(3.35) is already determined by its value on ΩP1 . Because of ZUV = ZV we have
Ψ0(V )ΩP1 = Ψ(UV )ΩP1 , (3.40)
so it remains to show that ψα1 · · ·ψαlΨ(UV )ΩP1 = Ψ(UV )ψ′α1 · · ·ψ′αlΩP1 . We claim
that
ψjΨ(UV ) = Ψ(UV )ψ
′
j . (3.41)
For let T (resp. T ′) be the closure of πP1(gj) (resp. πP1(fj)). It suffices to prove
that Ψ(UV )
(
D(T ′)
)
= D(T ) and that
TΨ(UV ) = Ψ(UV )T
′. (3.42)
(3.42) clearly holds on D. Now let φ ∈ D(T ′), and choose φn ∈ D with
φn → φ and T ′φn → T ′φ. Then Ψ(UV )φn ∈ D converges to Ψ(UV )φ, and
TΨ(UV )φn = Ψ(UV )T
′φn converges to Ψ(UV )T ′φ. It follows that Ψ(UV )φ ∈ D(T )
and TΨ(UV )φ = Ψ(UV )T
′φ, i.e. that TΨ(UV ) ⊃ Ψ(UV )T ′. In the same way
one obtains that T ′Ψ(UV )∗ ⊃ Ψ(UV )∗T , so that (3.42) and (3.41) hold. (An al-
ternative proof of (3.41) goes as follows. Let T± (resp. T ′±) be the self–adjoint
operators corresponding to T (resp. T ′) as in the proof of Lemma 3.1. Then one
has D(T ) = D(T+) ∩D(T−) and T = T+ − iT−, and similar for T ′. There holds
Ψ(UV ) exp(itT
′±)Ψ(UV )∗ = exp(itT±), t ∈ R. Therefore Ψ(UV ) maps D(T ′±)
onto D(T±), and Ψ(UV )T ′
±Ψ(UV )∗ = T±. Consequently, Ψ(UV )
(
D(T ′)
)
= D(T )
and Ψ(UV )T
′Ψ(UV )∗ = T . This implies that Ψ(UV )ψ′jΨ(UV )
∗ = ψj as claimed.)
The proof is complete since (3.33) and (3.35) together imply (3.34).
Corollary 3.13.
There is a unitary isomorphism from H(̺V ), the Hilbert space generated by the
Ψα(V ), onto the symmetric Fock space Fs(kV ) over kV , which maps Ψα(V ) to
cαa
∗(gα1) · · · a∗(gαl)Ω, where the normalization factor cα is defined in (3.5), and
a∗(gj) and Ω are now creation operators and the Fock vacuum in Fs(kV ).
We shall see in Section 4.2 that, for gauge invariant V , the isomorphism described
above is not only an isomorphism of graded Hilbert spaces but also of modules of
the gauge group.
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4. Superselection Sectors Reached by Gauge Invariant
Quasi–free Endomorphisms
In the present section we will apply our results from Sections 2 and 3 to the
theory of superselection sectors. We are especially interested in the possible “charge
quantum numbers” that can be realized by quasi–free endomorphisms. We will
consider situations where the theory of Doplicher and Roberts applies, i.e. where
the observable algebra A consists of the invariant elements of a field algebra (given
in its vacuum representation) under a group G of gauge automorphisms of the first
kind. As mentioned in the introduction, the charge quantum numbers of a localized
endomorphism ̺ then are labels for the unitary representation of G which is realized
on the Hilbert space H(̺).
The CAR and CCR algebras will play the roˆle of the field algebra, so that
quasi–free endomorphisms are from the outset endomorphisms of the field algebra
rather than the observable algebra. The following simple observation shows that one
has to restrict attention to gauge invariant endomorphisms, i.e. to endomorphisms
which commute with all gauge transformations.
Proposition 4.1.
Let ̺ be an endomorphism of the field algebra which is implemented by a Hilbert
space H(̺) of isometries. Then H(̺) is invariant under G if and only if ̺ is gauge
invariant.
Proof. Assume first that H(̺) is invariant under G. Let R be the representation
of G on H(̺):
R(γ) ≡ γ|H(̺), γ ∈ G.
R is clearly unitary because one has for any γ ∈ G
〈R(γ)Ψ, R(γ)Ψ′〉1 = γ(Ψ∗Ψ′) = γ(〈Ψ,Ψ′〉1) = 〈Ψ,Ψ′〉1, Ψ,Ψ′ ∈ H(̺).
Writing R(γ) as a matrix with respect to the orthonormal basis (Ψj), one gets
γ(Ψj) =
∑
k R(γ)kjΨk and
∑
j R(γ)kjR(γ)lj = δkl, so that
γ(̺(F )) =
∑
j
γ(Ψj)γ(F )γ(Ψj)
∗
=
∑
k,l
(∑
j
R(γ)kjR(γ)lj
)
Ψkγ(F )Ψ
∗
l
=
∑
k
Ψkγ(F )Ψ
∗
k
= ̺(γ(F ))
for any field F . Therefore ̺ is gauge invariant.
Conversely, assume that ̺ is gauge invariant. Since the field algebra is irre-
ducibly represented, the Hilbert space H(̺) consists of all field operators Ψ which
intertwine between the vacuum representation and the representation induced by
̺:
Ψ ∈ H(̺) ⇐⇒ ΨF = ̺(F )Ψ for all local fields F (4.1)
(cf. (2.24)). Now let Ψ ∈ H(̺) and γ ∈ G. Then one has for any F
γ(Ψ)F = γ
(
Ψγ−1(F )
)
= γ
(
̺(γ−1(F ))Ψ
)
= ̺(F )γ(Ψ),
so that γ(Ψ) ∈ H(̺) by (4.1).
We are thus led to consider the following setting. We assume that a distinguished
basis projection P1 of K (CAR) resp. of (K, κ) (CCR) is given. The global gauge
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group G will consist of diagonal Bogoliubov operators (resp. of the corresponding
automorphisms)
G ⊂ I0P1(K) ∩ Idiag(K) ∼= U(K1) (CAR)
G ⊂ S0P1(K, κ) ∩ Sdiag(K, κ) ∼= U(K1) (CCR).
Gauge transformations leave the Fock state ωP1 invariant. The usual second quan-
tization of U ∈ G (or, more precisely, of U11) will be denoted by Γ(U). This is
the same as Ψ(U) defined by (2.85) resp. (3.32); the map U 7→ Γ(U) is strongly
continuous. The gauge automorphism corresponding to U on Fock space will be
denoted by γU :
γU (F ) ≡ Γ(U)FΓ(U)∗,
where F can now be any bounded operator on Fock space. The charge structure of
all implementable gauge invariant quasi–free endomorphisms ̺V will be unraveled
in the next sections, i.e. of all ̺V with V contained in either of the following
semigroups
IP1(K)
G ≡ {V ∈ IP1(K) | [V, U ] = 0 for all U ∈ G} (CAR)
SP1(K, κ)
G ≡ {V ∈ SP1(K, κ) | [V, U ] = 0 for all U ∈ G} (CCR).
Bogoliubov operators commuting with G will be called gauge invariant. The no-
tations InP1(K)
G resp. SnP1(K, κ)
G will be used to denote the subsets of V with
indV = −n. At this stage of generality, it is not necessary to assume that G is
a (strongly) compact topological group. However, if G is “too large”, then it can
happen that IP1(K)
G and SP1(K, κ)
G
become trivial and consist only of the op-
erators of the form eiλP1 + e
−iλP2, λ ∈ R. On the other hand, if G is compact,
then IP1(K)
G and SP1(K, κ)
G
can be described more explicitly as follows. The
representation of G on K can be brought into the form
K =
⊕
ξ
(Kξ ⊗ hξ) (4.2)
where the sum extends over all equivalence classes ξ of irreducible representations
of G realized on K, hξ is a finite dimensional subspace carrying a representation
Uξ of class ξ, and Kξ is a Hilbert space with dimension equal to the multiplicity
of ξ. G acts on Kξ ⊗ hξ like 1Kξ ⊗Uξ. Gauge invariant Bogoliubov operators then
have the form V = ⊕ξ(Vξ ⊗ 1hξ), and there exist non–surjective gauge invariant
Bogoliubov operators if and only if at least one Kξ is infinite dimensional. Also
note that one should require on physical grounds to have −1 ∈ G, but we do not
need this assumption at this point.
The analysis of the representations of G on the implementing Hilbert spaces
H(̺V ) is facilitated by the following lemma.
Lemma 4.2.
Let V be an element of IP1(K)
G or SP1(K, κ)
G
. Then the representation of G on
H(̺V ) (obtained by restricting γU to H(̺V )) is canonically unitarily equivalent to
the representation on H(̺V )ΩP1 (obtained by restricting Γ(U) to H(̺V )ΩP1), via
the map Ψ 7→ ΨΩP1 .
Proof. Obvious from gauge invariance of the vacuum.
Example 3 (The free Dirac field with gauge symmetry).
The setting specified above is abstracted from field theoretic examples of the follow-
ing kind. Let H = L2(R2n−1,C2
n
) be the single particle space of the free time–zero
Dirac field in 2n spacetime dimensions. Let H = −i~α~∇ + βm be the free Dirac
80 ENDOMORPHISMS OF CAR AND CCR ALGEBRAS
Hamiltonian, with spectral projections p± corresponding to the positive resp. nega-
tive part of the spectrum of H . Tensored with 1N , these operators act on the space
H′ ≡ H ⊗ CN . The gauge group U(N) also acts naturally on H′. In the selfdual
CAR formalism, one sets
K ≡ H′ ⊕H′∗, (4.3)
where H′∗ is the Hilbert space conjugate to H′. There is a natural conjugation
f 7→ f∗ on K which is inherited from the antiunitary identity map H′ → H′∗. The
basis projection P1 corresponding to the vacuum representation of the field is then
given by
P1 ≡ p′+ ⊕ p′−
with p′± = p± ⊗ 1N . Gauge transformations act like U = (1H ⊗ u) ⊕ (1H∗ ⊗
u), u ∈ U(N), on K. They commute with P1. With respect to the decomposition
K = K1 ⊕K2 induced by P1, U has the form
U =
(
p+ ⊗ u+ p− ⊗ u 0
0 p+ ⊗ u+ p− ⊗ u
)
. (4.4)
The field operators ϕt at time t are given by
ϕt(f) ≡ πP1(eitH
′
f) = a(p′+e
itH′f)∗ + a(p′−e
−itH′f∗)
where H ′ ≡ H⊗1N , f ∈ H′. They are solutions of the Dirac–Schro¨dinger equation
−i d
dt
ϕt(f) = ϕt(H
′f), f ∈ D(H ′)
(the minus sign is due to the fact that our field operators ϕt(f) are complex linear in
f). If O is a double cone with base B ⊂ R2n−1 at time t, then the local field algebra
associated with O is generated by all ϕt(f) with supp f ⊂ B. The local observable
algebra A(O) is the fixed point subalgebra of this local field algebra under the gauge
action. (The whole net of local algebras is generated from these special ones by
applying Lorentz transformations.) Bogoliubov operators in IP1(K)
U(N) which act
like the identity on functions f with supp f ∩ B = ∅ induce endomorphisms of A
which are localized in the double cone O, cf. Prop. 4.8 below. (The charge carried
by such localized endomorphisms can be read off from our formulas in the following
section.) All gauge invariant Bogoliubov operators V have the form
V = (v ⊗ 1N )⊕ (v ⊗ 1N ) (4.5)
with respect to the decomposition (4.3) where v is some isometry of H. This
holds because (4.3), with H′ = H ⊗ CN , is the decomposition of K analogous to
(4.2). Thus IP1(K)
U(N) is isomorphic to the semigroup of all isometries of H. This
fact remains true if the group U(N) is replaced by SU(N), except for the case
of SU(2). In the latter case (and only in that case), the defining representation
of the group is equivalent to its complex conjugate representation, since one has
JuJ∗ = u, u ∈ SU(2), with J = ( 0 −11 0 ). Therefore (4.3) is not the decomposition
of K as in (4.2), and there exist Bogoliubov operators in IP1(K)
SU(2) which do not
have the form (4.5).
Similar constructions work for the free charged Klein–Gordon field.
4.1. The charge of gauge invariant endomorphisms of the CAR al-
gebra. In this section we will compute the behaviour of the implementers Ψα(V )
defined by (2.85) under gauge transformations for arbitrary gauge invariant V .
Recall from (2.86) that the value of Ψα(V ) on the Fock vacuum is given by
Ψα(V )ΩP1 = DV ψP1(gα1 · · · gαle1 · · · eLV ) exp(12TV a∗a∗)ΩP1 (4.6)
where DV is a numerical constant, {g1, . . . , gMV } is an orthonormal basis in kV =
PV (kerV
∗), {e1, . . . , eLV } is an orthonormal basis in hV = V12(kerV22), and TV is
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the antisymmetric Hilbert–Schmidt operator defined in (2.54). We have to calculate
the transformed vectors Γ(U)Ψα(V )ΩP1 , U ∈ G.
Lemma 4.3.
Γ(U) implements the gauge automorphism ̺U in the twisted Fock representation
ψP1 , i.e. one has
Γ(U)ψP1 (a) = ψP1(̺U (a))Γ(U), a ∈ C(K).
Proof. It suffices to consider the case that a belongs to K. Recall from (2.10) that
ψP1(f) = iπP1(f)Ψ(−1) for f ∈ K. Since U is diagonal, the implementer Γ(U) is
even:
[Γ(U),Ψ(−1)] = 0.
This implies Γ(U)ψP1(f)Γ(U)
∗ = ψP1(Uf).
It turns out that the transformation properties of the exponential term in (4.6) are
also easily obtained.
Lemma 4.4.
If V ∈ IP1(K)G, then exp(12TV a∗a∗)ΩP1 is invariant under all gauge transforma-
tions Γ(U), U ∈ G.
Proof. If T ∈ HP1 (see (2.39)) has finite rank, then one readily verifies that
Γ(U)(12Ta
∗a∗)Γ(U)∗ = 12 (UTU
∗)a∗a∗.
Approximating TV by finite rank operators from HP1 relative to Hilbert–Schmidt
norm (cf. [CR87]), one convinces oneself that
Γ(U)(12TV a
∗a∗)nΩP1 =
(
1
2 (UTV U
∗)a∗a∗
)n
ΩP1 , n ∈ N,
because Γ(U)ΩP1 = ΩP1 . It follows that
Γ(U) exp(12TV a
∗a∗)ΩP1 =
∞∑
n=0
1
n!
Γ(U)(12TV a
∗a∗)nΩP1
= exp
(
1
2 (UTV U
∗)a∗a∗
)
ΩP1 .
Since U commutes with P1, P2 and V , it also commutes with all components of V
and V ∗, including the operators V11−1, pkerV11∗ etc. TV is by definition (2.54) a
bounded function of these operators, so that
[U, TV ] = 0, U ∈ G. (4.7)
Hence we get Γ(U) exp(12TV a
∗a∗)ΩP1 = exp(
1
2TV a
∗a∗)ΩP1 as claimed.
Thus we arrive at the following formula
Γ(U)Ψα(V )ΩP1 = DV ψP1(Ugα1 · · ·Ugαl)ψP1(Ue1 · · ·UeLV ) exp(12TV a∗a∗)ΩP1
(4.8)
which enables us to derive the “charge” carried by ̺V . This is best described by
using the Fock space structure on H(̺V ) established in Corollary 2.19.
Theorem 4.5.
Let P1 be a basis projection of K, let G be a group consisting of diagonal Bogoliubov
operators, and let V ∈ IP1(K)G. Further let hV ⊂ K1 be the LV –dimensional
subspace defined in (2.55), LV < ∞, and let kV ⊂ K be the MV –dimensional
subspace defined in (2.83), MV = − 12 indV . Then both hV and kV are invariant
under G. Let ΛkV be the unitary representation of G on the antisymmetric Fock
space Fa(kV ) over kV that is obtained by taking antisymmetric tensor powers of
the representation on kV . Then the unitary representation UV of G on the Hilbert
space of isometries H(̺V ) which implements ̺V in the Fock representation πP1
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is unitarily equivalent to ΛkV , tensored with the one–dimensional representation
dethV (U) ≡ det(U |hV ):
UV ≃ dethV ⊗ ΛkV . (4.9)
Proof. The finite dimensional subspace hV = V12(kerV22) is invariant under G
because the elements of G commute with the components of V . Since the er form
an orthonormal basis in hV , it follows from the CAR that
U(e1) · · ·U(eLV ) = det
(
U |hV
) · e1 · · · eLV , U ∈ G.
Similarly, the elements of G commute with the basis projection PV (cf. (4.7) and
(2.60)) and leave kerV ∗ invariant, so that kV = PV (kerV ∗) is also left invariant. It
then follows from the CAR that gα1 · · · gαl transforms like the l–fold antisymmetric
tensor product of gα1 , . . . , gαl under G.
Thus we see from (4.8) that the representation of G on H(̺V )ΩP1 is unitarily
equivalent to dethV ⊗ΛkV . By Lemma 4.2, the same holds true for the representation
on H(̺V ).
Theorem 4.5 shows that genuine (i.e. non–surjective) quasi–free endomorphisms
̺V are always reducible in the sense that the representation UV of G on H(̺V )
or, equivalently, the representation of the gauge invariant “observable” algebra
C(K)G induced by ̺V on the subspace of Γ(G)–invariant vectors in Fa(K1), is
reducible. In fact, each “n–particle” subspace of H(̺V ) (i.e. the closed linear
span of all Ψα(V ) with α of length n) is invariant under G. Let U
(n)
V be the
restriction of UV to this subspace. Closest to irreducibility is the case that at
least U
(1)
V is irreducible. In typical situations, the remaining representations U
(n)
V
will then also be irreducible. This happens for instance if G ∼= U(N) or G ∼=
SU(N), and kV carries the defining representation of G. In the U(N) case, the U
(n)
V
are not only irreducible, but also mutually inequivalent. In the SU(N) case, the
representations U
(0)
V , . . . ,U
(N−1)
V are mutually inequivalent, but U
(N)
V is equivalent
to U
(0)
V . In general, it can nevertheless happen that U
(1)
V is irreducible but some
U
(n)
V are not, as is the case if G
∼= SO(N) (N > 2 even) and kV carries the defining
representation of G (cf. [Wey46, Boe70]). If U
(1)
V is reducible, then one has an
additional Clebsch–Gordan type splitting according to the unitary isomorphism
Fa(k1 ⊕ k2) ∼= Fa(k1)⊗ Fa(k2) where k1 and k2 are G–invariant subspaces of kV .
In the special case that ̺V is an automorphism (indV = 0), there survives
only the factor dethV in Theorem 4.5. This is consistent with Matsui’s result
(2.19), (2.20) on the equivalence of Fock states over C(K)G (G compact). For let
V ∈ I0P1(K)G and set P ≡ V P1V ∗. Then the GNS representation πP for the Fock
state ωP can be realized on Fa(K1) as πP = πP1◦̺V −1, with cyclic vector ΩP1 . The
unitary implementer Ψ(V ) intertwines the representations πP |C(K)G and πP1 |C(K)G .
Ψ(V ) restricts to a unitary isomorphism between the closed cyclic subspaces
(πP |C(K)GΩP1)¯ and (πP1 |C(K)GΩP1)¯ if and only if [Ψ(V ),Γ(G)] = 0, i.e. if and only
if dethV (G) = 1. Now one has hV = V12(kerV22) = kerV11
∗ = kerP11 = K1∩P (K),
where we used (2.34) and (2.45). Therefore dethV (G) = 1 is equivalent to Matsui’s
condition (2.20). However, Matsui’s result applies more generally because a ba-
sis projection P ∈ PP1 (see (2.38)) which commutes with G is not necessarily of
the form P = V P1V
∗ with V ∈ I0P1(K)G. In general, there exist V ∈ I0P1(K)
such that [V P1V
∗, G] = 0 but [V,G] 6= 0. For such V , one does not have
Γ(U)Ψ(V )Γ(U)∗ ∼ Ψ(V ) but only γ(U)Ψ(V )ΩP1 ∼ Ψ(V )ΩP1 . If, for a given basis
projection P , the representation U of G on kerP11 is equivalent to its complex con-
jugate representation U∗, then there exists a gauge invariant V with V P1V ∗ = P .
If U and U∗ are disjoint but both contained in K1 with infinite multiplicity then
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V with V P1V
∗ = P can also be chosen to be gauge invariant. (These statements
follow from part (a) of Proposition 4.6 together with Proposition 2.9.)
Another case of interest is obtained by specializing further to the case of auto-
morphisms and G ∼= T. Assume that T acts on K via Uλ = eiλP + e−iλP , λ ∈ R,
where P is a basis projection of K which commutes with the given basis projection
P1. Then all gauge invariant Bogoliubov operators commute with P , and the semi-
group of (not necessarily implementable) gauge invariant Bogoliubov operators is
isomorphic to the semigroup of all isometries of P (K). Let
p+ ≡ PP1, p− ≡ PP2. (4.10)
(In the situation of the free Dirac field outlined in Example 3, p± are just the
spectral projections of the Dirac Hamiltonian.) If V is gauge invariant, then the
implementability condition (V12 Hilbert–Schmidt) is equivalent to the condition
that the components V+− and V−+ be Hilbert–Schmidt, because one has
V11 = V++ + V−−, V12 = V+− + V−+,
V21 = V−+ + V+−, V22 = V−− + V++,
(4.11)
with Vǫǫ′ ≡ pǫV pǫ′ , ǫ, ǫ′ = ±. These relations also entail that, for V ∈ IP1(K)T,
hV = V12(kerV22) = V+−(kerV−−)⊕ V−+(ker V++). (4.12)
The subgroup I0P1(K)
T of gauge invariant implementable Bogoliubov operators with
index zero can be identified with the restricted unitary group of P (K), i.e. with the
group of all unitaries on P (K) whose (+−) and (−+) components are Hilbert–
Schmidt, through the restriction map V 7→ PV P . To describe the charge corre-
sponding to V ∈ I0P1(K)T, we have to compute the determinant of Uλ|hV , λ ∈ R. By
indV = 0, V+− maps kerV−− isometrically onto kerV++∗, and V−+ maps kerV++
isometrically onto kerV−−∗ (cf. (2.33), (2.34)). Hence we get from (4.12)
dethV (Uλ) = exp
(
iλ(dim kerV−− − dim kerV++)
)
= exp(iλ ind V−−)
= exp(−iλ indV++).
The charge corresponding to an element V of the restricted unitary group is there-
fore equal to − indV++. The implementer Ψ(V ) maps the charge–q sector in
Fa(K1), q ∈ Z, onto the sector with charge q − indV++. Of course, indV++ can
only be nonzero if p+ and p− both have infinite rank. The fact that the charge
created by a gauge invariant quasi–free automorphism ̺V is in this way related
to the Fredholm index of V++ was implicit in the literature of the 1970s on the
external field problem (see e.g. [Lab74, Lab75, Fre77, KS77, Rui77, Rui78, Sei78])
but has apparently first been pointed out explicitly by Carey, Hurst and O’Brien
[CHO82]. These authors showed that the connected components of the restricted
unitary group I0P1(K)
T are precisely labelled by indV++. Computations of indV++
for certain classes of unitary operators V can be found in more recent publications
[CR87, Mat87a, Rui89a, Rui89b, Mat90, BH92].
Let us return to the general situation. So far we have analyzed the represen-
tation of G on H(̺V ) in terms of the given representations on hV and kV . But we
can also characterize the representations of G which can possibly occur on hV and
kV . Note that, if K
′
1 ⊂ K1 is a G–invariant subspace carrying a representation of
class ξ, then the complex conjugate space (K′1)
∗ ⊂ K2 carries a representation of
the complex conjugate class ξ∗.
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Proposition 4.6.
a) Let h ⊂ K1 be a finite dimensional G–invariant subspace carrying a represen-
tation of class ξ. If ξ is self–conjugate (i.e. ξ = ξ∗), then there exists V ∈ I0P1(K)G
with hV = h such that V − 1 has finite rank. If ξ and ξ∗ are disjoint, then there
exists V ∈ I0P1(K)G with hV = h if and only if both ξ and ξ∗ are contained in K1
with infinite multiplicity.
b) Let k ⊂ K1 be a closed G–invariant subspace carrying a representation of
class ξ. If ξ is contained in K1 with infinite multiplicity, then there exists a diagonal
Bogoliubov operator V ∈ IP1(K)G with kV = k. If k is irreducible and if ξ is
contained in K1 with finite multiplicity, then there exists V ∈ IP1(K)G with kV =
k if and only if k is finite dimensional and ξ∗ is contained in K1 with infinite
multiplicity. A class ξ′ which is only contained in K2 but not in K1 cannot be
realized on any kV , V ∈ IP1(K)G.
Proof. The proof will be constructive.
a) 1. Assume first that ξ is self–conjugate. Then there exists a partial isometry
u from K2 to K1 with initial space h
∗ and final space h which commutes with G.
Let ph⊥ be the orthogonal projection onto h
⊥ ⊂ K1. Then
V ≡
(
ph⊥ u
u ph⊥
)
is a unitary Bogoliubov operator with [V,G] = 0, hV = V12(kerV22) = u(h
∗) = h,
and V − 1 has finite rank.
2. Next assume that ξ and ξ∗ are disjoint. If ξ and ξ∗ are contained in K1 with
infinite multiplicity, one has a decomposition
K1
∼= ℓ2(h) ⊕ ℓ2(h′)⊕H
where h is the given subspace carrying a representation of class ξ, h′ is a subspace
carrying a representation of the complex conjugate class ξ∗, ℓ2(h) is the Hilbert
space of square summable sequences of elements of h, and H is the orthogonal com-
plement of ℓ2(h)⊕ ℓ2(h′) in K1. Then let s resp. s′ be the (G–invariant) unilateral
shift on ℓ2(h) resp. ℓ2(h′), given by (f1, f2, . . . ) 7→ (0, f1, f2, . . . ). Define a Fredholm
operator V11 on K1 with index zero by
V11 ≡ s⊕ s′∗ ⊕ pH
so that kerV11 = h
′, kerV11∗ = h. (Here h is identified with (h, 0, 0, . . . ), and
similar for h′.) Furthermore let V12 be a G–invariant partial isometry from K2 to
K1 with initial space h
′∗ and final space h (such V12 exists because h′
∗
and h both
belong to the class ξ). Then V11 and V12 define a Bogoliubov operator V ∈ I0P1(K)G
with hV = h. (One can show that V fulfills in addition V P1V
∗ = P(0,h), in the
notation of Proposition 2.9.)
Conversely, if there exists V ∈ I0P1(K)G with hV = h, then ξ∗ must be contained
in K1 since kerV11 belongs to this class (recall that V12 restricts to a unitary
intertwiner between kerV22 = (kerV11)
∗ and hV ). Since ξ and ξ∗ are disjoint, one
has a decomposition
K1 = kerV11
∗ ⊕ kerV11 ⊕H (4.13)
with H ≡ ranV11 ∩ ranV11∗. Viewing V11 as a bounded bijection from ranV11∗
onto ranV11, one gets a unitary intertwiner from ranV11
∗ onto ranV11 by polar
decomposition of V11. Therefore the representations of G on ranV11
∗ and ranV11
must be unitarily equivalent. One has by (4.13)
ranV11
∗ = kerV11∗ ⊕H, ranV11 = kerV11 ⊕H.
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Since kerV11
∗ belongs to the class ξ and kerV11 to the (disjoint) class ξ∗, the
representations on ranV11
∗ and ranV11 can only be equivalent if ξ and ξ∗ are both
contained in H with infinite multiplicity.
b) 1. Assume first that ξ appears in K1 infinitely often. Then K1 has the form
K1 ∼= ℓ2(k)⊕H
where k belongs to the class ξ. If s is the shift on ℓ2(k) as above, then
V ≡
(
s⊕ pH 0
0 s⊕ pH
)
is an element of IP1(K)
G with kV = kerV11
∗ = k.
2. Next assume that k ⊂ K1 is irreducible of class ξ and that ξ is contained in
K1 with multiplicity M <∞. Let first k be finite dimensional and ξ∗ be contained
in K1 with multiplicity ∞. Then ξ and ξ∗ are necessarily disjoint. Without loss of
generality, we may restrict attention to the closed *–invariant subspace of K which
comprises all representations of the classes ξ and ξ∗, because a Bogoliubov operator
having the desired properties on this subspace can be canonically extended to K
by letting it act like the identity on the complement of that subspace (and because
all other relevant operators leave this space invariant). Thus we will assume that
K is of the form
K = ℓ2(k)⊕ ℓ2(k)∗
with ℓ2(k)∩K1 = {(f1, . . . , fM , 0, 0, . . . ) | fj ∈ k}. If P denotes the basis projection
onto ℓ2(k), then we are in a situation similar to the one discussed on p. 83. P
commutes with P1, and if we define p± as in (4.10): p+ ≡ PP1, p− ≡ PP2, then
p+ has finite rank since M < ∞ by assumption. Any gauge invariant Bogoliubov
operator V has to commute with P and is therefore of the form (4.11). Such V is
automatically implementable because p+ has finite rank. Now let s again be the
unilateral shift on ℓ2(k), and set
V ≡ s⊕ s.
Then V lies in IP1(K)
G. We claim that kV = k. Note that, by (2.92), kV ≡
PV (kerV
∗) = PTV (kerV
∗) where the basis projection PTV is defined in (2.42) and
(2.54). By definition of V , one finds that V21 is a partial isometry so that TV = 0
by the remark on p. 47. As a consequence, PTV = P1 and kV = PTV (kerV
∗) =
P1(k ⊕ k∗) = k as claimed.
Conversely, assume that V ∈ IP1(K)G exists with kV = k. Since all V n(kV ), n ∈
N, are mutually orthogonal and belong to the class ξ, ξ must be contained in K
with infinite multiplicity. This means that ξ∗ must appear in K1 with infinite mul-
tiplicity, because the multiplicity of ξ in K1 is finite by assumption. Then consider
again the closed *–invariant subspaceK′ of K which contains all the representations
of class ξ and ξ∗. Since ξ and ξ∗ are disjoint, we can write
K′ = ℓ2(k)⊕ ℓ2(k)∗ ∼= (ℓ2(C)⊗ k)⊕ (ℓ2(C)⊗ k)∗.
Any operatorA onK which commutes with G leavesK′ invariant, and its restriction
toK′ has the form (A′⊗1k)⊕(A′′ ⊗ 1k). In particular, the projections p± introduced
above can be written as p± = p′±⊗ 1k, and the component V12 of a gauge invariant
Bogoliubov operator restricts to an operator of the form (V ′+− ⊗ 1k)⊕ (V ′−+ ⊗ 1k)
on K′ (cf. (4.11)). Since V fulfills the implementability condition, V12 is Hilbert–
Schmidt. If k were infinite dimensional, this would entail that V ′+− and V
′
−+ had
to vanish. But then the restrictions of P1 and V to K
′ would commute, so that
the powers of V acting on kV would produce infinitely many mutually orthogonal
copies of k in K1. This contradicts the assumption, and therefore k has to be finite
dimensional.
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3. Finally, kV cannot be a subspace of K2 because one has kV = PTV (kerV
∗)
(see above), but K2 ∩ ranPT = {0} for any operator T ∈ HP1 (cf. the remark on
p. 44).
One could also ask which combinations of representations can occur simultaneously
on hV and kV , for a single V . Let us only remark here that, if a fixed V ∈ IP1(K)G
is multiplied with a unitary V ′ ∈ I0P1(K)G, then the corresponding representation
changes according to UV ′V ≃ dethV ′ ·UV so that the determinant factor in (4.9)
can be modified almost arbitrarily without affecting the factor ΛkV .
Also note that, in the generic field theoretic situation described in Example 3,
K1 has the form K1 = K+ ⊕ K−∗ where K+ and K− both carry the defining
representation of G with multiplicity ∞. Hence the defining representation and its
complex conjugate are both realized on some hV and kV .
These remarks complete our general discussion of the charge structure of quasi–
free endomorphisms of the CAR algebra. We would like to devote the rest of this
section to a comparison between the semigroup of gauge invariant quasi–free en-
domorphisms discussed above and the semigroup of localized endomorphisms ap-
pearing in the theory of superselection sectors. First of all, superselection sectors
are by definition irreducible so that the question arises how to obtain the irre-
ducible “subobjects” of gauge invariant quasi–free endomorphisms ̺V . Suppose
that {Ψ1, . . . ,Ψm} is an orthonormal set in H(̺V ) which transforms irreducibly
under G. According to the general theory, there should exist a gauge invariant
isometry Φ on Fock space with ranΦ = ⊕mj=1 ranΨj (cf. (0.7)). The correspond-
ing irreducible endomorphism ̺ (which is not quasi–free) would then be given by
̺(a) ≡∑mj=1 Φ∗ΨjaΨ∗jΦ. However, the construction of such gauge invariant isome-
tries Φ is at present unclear.
Similarly, the direct sum of quasi–free endomorphisms (which should be defined
as in (0.6)) can in general not be quasi–free. This is evident from the index formula
(2.14) and from the additivity of the statistics dimension on direct sums. The
statistics dimension and the Bosonized statistics operator from (2.97) and (2.98)
are the only invariants related to the statistics of a superselection sector which can
be unambiguously ascribed to a quasi–free endomorphism in this general setting.
Thus IP1(K)
G is only closed under composition and not under taking direct
sums or subobjects. Furthermore, the existence of conjugates is only guaranteed if
one makes additional assumptions on the action of G on K. Specifically, one needs
charge conjugation already on the level of first quantization:
Proposition 4.7.
Assume that there exists a further basis projection P of K which commutes with P1
and with G, and let p± be defined as in (4.10):
p+ ≡ PP1, p− ≡ PP2.
Assume further that there exists a unitary operator C+− from K− ≡ p−(K) onto
K+ ≡ p+(K) which commutes with G, and let C be the unique Bogoliubov operator
which commutes with P and which is given on P (K) = K+ ⊕K− by the matrix
PCP ≡
(
0 C+−
C+−
∗ 0
)
.
Then C is gauge invariant, unitary and self–adjoint, and the map
V 7→ V c ≡ CV C (4.14)
is an involutive automorphism of IP1(K)
G which preserves the statistics dimension.
In addition, one has
hV c = C(hV
∗), kV c = C(kV ∗)
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so that the representation UV c associated with V
c according to (4.9) is unitarily
equivalent to the complex conjugate of UV (“charge conjugation”).
Proof. C = PCP + PCP is clearly a gauge invariant self–adjoint element of I0(K).
Its components with respect to P1, P2 are
C11 = 0, C12 =
(
0 C+−
C+−
τ 0
)
.
Thus one has V c12 = C12V21C12 so that V
c belongs to IP1(K)
G if V does. (V c)c = V
follows from C2 = 1. The map (4.14) is consequently an involutive automorphism
of IP1(K)
G (it is unital and multiplicative). It preserves the statistics dimension
because indC = 0.
Now let V ∈ IP1(K)G. One has V c22 = C21V11C12 so that
hV c ≡ V c12(kerV c22)
= C12V21C12(kerC21V11C12)
= C12V21(kerV11)
= C12(hV
∗)
= C(hV
∗).
Similarly, one finds that the antisymmetric Hilbert–Schmidt operators TV , TV c
associated with V, V c through (2.54) are related to each other by
TV c = C21TV C21
since
TV c ≡ V c21V c11−1 − V c22−1∗V c12∗pkerV c11∗
= C21V12C21 · C12V22−1C21 − C21V11−1∗C12 · C21V21∗C21 · C12pkerV22∗C21
= C21(V12V22
−1 − V11−1∗V21∗pkerV22∗)C21
= C21TV C21.
One obtains for the corresponding basis projections (cf. (2.42))
PTV c ≡ (P1 + TV c)(P1 + TV c∗TV c)−1(P1 + TV c∗)
= (P1 + C21TV C21)(P1 + C12TV TV
∗
C21)
−1(P1 + C12TV τC12)
= C(P2 + TV )C21 · C12(P2 + TV TV ∗)−1C21 · C12(P2 + TV τ )C
= CPTV C.
This entails further that
kV c ≡ PTV c (kerV c∗) = CPTV C(C kerV ∗) = C(kV ∗)
and finally
UV c ≃ dethV c ⊗ ΛkV c ≃ (dethV )∗ ⊗ (ΛkV )∗ ≃ UV ∗.
Note that the assumptions of the proposition amount to a decomposition of the
single–particle space K1 into the direct sum of two antiunitarily equivalent G–
modules K+ and K−
∗. These assumptions are of course satisfied in Example 3. It
is also fairly obvious that, if these assumptions are violated, there will in general
exist operators V in IP1(K)
G which do not admit conjugates in IP1(K)
G (i.e. there
is no V ′ ∈ IP1(K)G with UV ′ ≃ UV ∗; cf. Proposition 4.6). But also note that,
if V ∈ IP1(K)G has finite index and if G acts on both subspaces hV and kV with
determinant 1, then ̺V is automatically self–conjugate in the sense that UV ≃ UV ∗.
Recall from Theorem 4.5 that UV is then equivalent to the representation ΛkV on
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the antisymmetric Fock space Fa(kV ) over kV . Let Λ
(n)
kV
be the restriction of ΛkV
to the n–particle subspace of Fa(kV ) so that
ΛkV =
MV⊕
n=0
Λ
(n)
kV
.
The character χ(n)(U), U ∈ G, of Λ(n)kV is equal to the nth elementary symmetric
function
∑
j1<···<jn λj1 · · ·λjn of the eigenvalues λ1, . . . , λMV of U |kV (cf. [Mur62]).
It follows that
χ(n) = χ(MV )χ(MV −n)
and that
Λ
(n)
kV
≃ detkV ⊗ Λ(MV −n)∗kV , n = 0, . . . ,MV
(this holds for any unitary representation on kV , the condition on the determinant
is not needed here). Assuming now that dethV = detkV = 1, we get that
U
(n)
V ≃ U(MV −n)∗V
so that UV is self–conjugate as claimed. (This remark applies in particular to the
Dirac field with gauge group SU(N), see Example 3.)
The main reason for our inability to mimic the generic superselection structure
more closely is of course the complete lack of locality in our preceding considera-
tions. If one could find, in a specific model, a localized implementable quasi–free
endomorphism, then it is clear that our methods would apply and could be used
to construct the corresponding charged local fields and to determine their charge
quantum numbers. It is however not clear from the outset that localization and
implementability are compatible with each other. Known results in this direction
only deal with the case of automorphisms. Building on the work of Carey and Rui-
jsenaars [CR87] and others, we constructed in [Bin93] a family of (implementable
and transportable) localized automorphisms, carrying arbitrary T–charges, for the
free Dirac field in two spacetime dimensions with arbitrary mass. The Bogoliubov
operators V belonging to these automorphisms are given by two T–valued func-
tions which are equal to 1 at spacelike infinity, and the charge − indV++ (cf. p. 83)
created by ̺V is equal to the difference of the winding numbers of these functions.
However, in contrast to the two–dimensional case, there are no known examples of
implementable charge–carrying (with respect to G = T) Bogoliubov automorphisms
in four spacetime dimensions. (Non–zero charge seems to be compatible with V12
compact, but not with V12 Hilbert–Schmidt, cf. [Mat87a, Rui89a, Mat90, BH92].)
As a slight generalization of a result in [Bin93], we can characterize localized
gauge invariant endomorphisms of the free Dirac field as follows. Recall from Ex-
ample 3 that all gauge invariant Bogoliubov operators for the N–component Dirac
field with U(N) gauge symmetry have the form (4.5)
V = (v ⊗ 1N )⊕ (v ⊗ 1N ) (4.15)
where K = H′ ⊕H′∗, H′ = H⊗CN , H = L2(R2n−1,C2n), and v is an isometry of
H. We restrict to the time zero situation.
Proposition 4.8.
Let O be a double cone with base B ⊂ R2n−1 at time zero. Let V ∈ IP1(K)U(N) and
let v be the isometry of H associated with V via (4.15). Then ̺V is localized in O
in the sense of (0.3)v if and only if there exists, for each connected component ∆
of R2n−1 \B, a phase factor τ∆ ∈ T such that
v(f) = τ∆f for all f ∈ H with supp f ⊂ ∆. (4.16)
vMore precisely, the normal extension of ̺V in the representation πP1 is localized in O.
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Proof. Assume that ̺V is localized in O. Let b1, . . . , bN be the standard basis
in CN , let ∆ be a component of the complement of B, and let f, g ∈ H with
supp f, g ⊂ ∆. Then
a(f, g) ≡
N∑
j=1
(f ⊗ bj)(g ⊗ bj)∗ ∈ C(K)U(N)
is gauge invariant, and πP1(a(f, g)) is a local observable in A(O
′). Since ̺V is
localized in O, one has a(f, g) = ̺V (a(f, g)) =
∑
j(vf ⊗ bj)(vg ⊗ bj)∗. Since the bj
are linearly independent, it follows that
(f ⊗ bj)(g ⊗ bj)∗ = (vf ⊗ bj)(vg ⊗ bj)∗, j = 1, . . . , N. (4.17)
Now let P ′ be the basis projection onto H′ ⊂ K, and let ωP ′ be the corresponding
Fock state. One has
ωP ′
(
(f ⊗ bj)∗(f ⊗ bj)(f ⊗ bj)∗(f ⊗ bj)
)
= ‖f‖4H,
and, since (vf ⊗ bj)∗ belongs to the Gelfand (or annihilator) ideal of ωP ′ ,
ωP ′
(
(f⊗bj)∗(vf⊗bj)(vf⊗bj)∗(f⊗bj)
)
= 〈vf, f〉ωP ′
(
(f⊗bj)∗(vf⊗bj)
)
= |〈vf, f〉|2.
Therefore one gets from (4.17), in the special case f = g, that ‖f‖2
H
= |〈vf, f〉|.
It follows that there exists τf ∈ T such that v(f) = τff . By the same argument,
v(g) = τgg for some τg ∈ T. Then (4.17) yields that τf = τg. Therefore these phase
factors depend only on ∆ and not on the functions.
Conversely, assume that (4.16) holds. Let O˜ ⊂ O′ be a symmetric double cone
with base B˜ at time zero, and let ∆ be the connected component of R2n−1 \ B
which contains B˜. Then ̺V acts on the local field algebra belonging to O˜ like the
gauge transformation induced by τ∆ ∈ T ⊂ U(N), and it consequently acts like
the identity on A(O˜). Since the algebra A(O′) is generated by such local algebras
A(O˜), it follows that ̺V is localized in O.
Of course, R2n−1 \ B is connected if n > 1, but has two connected components
if n = 1. Recall that this is the basic reason for the generic violation of Haag
duality and for the possible occurrence of braid group statistics and soliton sectors
in two–dimensional Minkowski space.
We would like to close this section with a demonstration that at least the free
massless Dirac field in two spacetime dimensions possesses non–surjective imple-
mentable localized quasi–free endomorphisms. It suffices to consider one chiral
component of the field. Thus consider the Hilbert space H = L2(R) with Dirac
Hamiltonian −i ddx . It is convenient to transform to the Hilbert space L2(T) via the
Cayley transform κ
κ : R ∪ {∞} → T, x 7→ −e2i arctan x = x− i
x+ i
(cf. [CR87, Rui89b]). κ induces a unitary transformation κ˜
κ˜ : L2(T)→ L2(R), (κ˜f)(x) = π− 12 f(κ(x))
x+ i
.
The important point is that the spectral projections p± of −i ddx are transformed
into the Hardy space projections (cf. [Dou72]): Set q± ≡ κ˜−1p±κ˜, then
q+ =
∑
n≥0
en〈en, . 〉, q− =
∑
n<0
en〈en, . 〉, en(z) ≡ zn (z ∈ T, n ∈ Z). (4.18)
Our task is to construct an isometry v of L2(T) with q+vq−, q−vq+ Hilbert–Schmidt
(implementability), with ind v = −1 (close to irreducibility, cf. p. 82), and such
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that vf = f for all f ∈ L2(T) with supp f ⊂ T \ I where I ⊂ T is a fixed interval
(localization). As localization region we shall choose the interval
I ≡ {eiλ | π2 ≤ λ ≤ 3π2 }
which corresponds, by the inverse Cayley transform, to the interval κ−1(I) = [−1, 1]
in R. We need the following orthonormal basis (fm)m∈Z in L2(I) ⊂ L2(T)
fm(z) ≡
√
2(−1)mz2mχI(z), z ∈ T
where χI is the characteristic function of I. The isometry v is now defined by
v ≡ 1+
∑
m≥0
(fm+1 − fm)〈fm, . 〉. (4.19)
Note that v acts like the identity on functions with support in T\I, that vfm = fm
if m < 0, and that v acts like the unilateral shift on the remaining fm: vfm = fm+1
if m ≥ 0.
The author gratefully acknowledges some private lessons in estimating infinite
series given to him by P. Grinevich which were indispensable for the proof of the
following lemma.
Lemma 4.9.
q+vq− and q−vq+ are Hilbert–Schmidt.
Proof. The following inner products are easily computed
〈el, fm〉 = (−1)
m
π
√
2
∫ 3π
2
π
2
ei(2m−l)λdλ =

(−1)m√
2
δ2m,l, l even
√
2
π
(−1) l−12
2m−l , l odd.
1. This yields for the Hilbert–Schmidt norm of q+vq−, using (4.18) and (4.19)
‖q+vq−‖2HS =
∑
n<0
∥∥q+ven∥∥2
=
∑
n<0
∥∥∥∥ ∑
l,m≥0
el〈el, fm+1 − fm〉〈fm, en〉
∥∥∥∥2
=
∑
n<0
∑
l≥0
∣∣∣∣∑
m≥0
〈el, fm+1 − fm〉〈fm, en〉
∣∣∣∣2
=
4
π4
∑
n<0,
n odd
∑
l>0,
l odd
∑
m≥0
(
1
2m+ 2− l −
1
2m− l
)
1
2m− n
2
+
1
π2
∑
n<0,
n odd
∑
l≥0,
l even
∑
m≥0
(
(−1)m+1δ2m+2,l − (−1)mδ2m,l
) 1
2m− n
2
=
16
π4
∑
n>0,
n odd
∑
l>0,
l odd
∑
m≥0
1
(2m+ 2− l)(2m− l)(2m+ n)
2
+
1
π2
∑
n>0,
n odd
∑
l≥0,
l even
(
1
l − 2 + n −
1
l + n
)2
=
16
π4
∑
n,l≥0
∑
m≥0
1
(2m− 2l + 1)(2m− 2l− 1)(2m+ 2n+ 1)
2
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+
4
π2
∑
n,l≥0
(
1
(2l + 2n− 1)(2l + 2n+ 1)
)2
=
16
π4
∑
n,l≥0
∑
m≥0
1(
4(m− l)2 − 1)(2m+ 2n+ 1)
2
+
4
π2
∑
n,l≥0
1(
4(l+ n)2 − 1)2
=
16
π4
∑
n,l≥0
 ∑
m≥−l
1
(4m2 − 1)(2m+ aln)
2 + 4
π2
∑
n≥0
1
(4n2 − 1)2
+
4
π2
∑
n≥0
∑
l≥1
1(
4(l + n)2 − 1)2 , with aln ≡ 2l+ 2n+ 1
<
16
π4
∑
n,l≥0
 ∑
m≥−l
1
4m2 − 1
(
1
aln
−
(
1
aln
− 1
2m+ aln
))2
+
4
π2
(
1 +
∑
n≥1
1
4n2 − 1︸ ︷︷ ︸
= 12
+
∑
n≥0
1
4(n+ 1)2 − 1︸ ︷︷ ︸
= 12
∑
l≥1
1
4l2 − 1︸ ︷︷ ︸
= 12
)
=
7
π2
+
16
π4
∑
n,l≥0
(
1
aln
(∑
m∈Z
1
4m2 − 1︸ ︷︷ ︸
=0
−
∑
m<−l
1
4m2 − 1
)
− 1
aln
∑
m≥−l
2m
(4m2 − 1)(2m+ aln)
)2
=
7
π2
+
16
π4
∑
n,l≥0
1
aln2
(∑
m>l
1
4m2 − 1 +
∑
m>l
2m
(4m2 − 1)(2m+ aln)
+
l∑
m=−l
2m
(4m2 − 1)(2m+ aln)
)2
=
7
π2
+
16
π4
∑
n,l≥0
1
aln2
(∑
m>l
1
4m2 − 1
(
1 +
2m
2m+ aln︸ ︷︷ ︸
<2
)
+
l∑
m=1
2m
4m2 − 1
(
1
2m+ aln
+
1
2m− aln
)
︸ ︷︷ ︸
=
8m2
4m2 − 1︸ ︷︷ ︸
≤ 8
3
1
4m2 − aln2︸ ︷︷ ︸
<0
)2
<
7
π2
+
64
π4
∑
n,l≥0
1
aln2
(∑
m>l
1
4m2 − 1 +
4
3
l∑
m=1
1
aln2 − 4m2
)2
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<
7
π2
+
64
π4
∑
n≥0
1
(2n+ 1)2︸ ︷︷ ︸
=π
2
8
(∑
m>0
1
4m2 − 1︸ ︷︷ ︸
= 12
)2
+
64
π4
∑
n≥0
∑
l≥1
1
aln2
(∫ ∞
l
dm
(2m− 1)2 +
4
3
∫ l
1
dm
(2m− aln)2
)2
=
9
π2
+
64
π4
∑
n≥0
∑
l≥1
1
aln2
(
1
2(2l− 1) +
4
3
l− 1
(aln − 2l)(aln − 2)
)2
=
9
π2
+
16
π4
∑
n,l≥0
(
1
(aln + 2)(2l + 1)︸ ︷︷ ︸
< 1
(2n+1)(2l+1)
+
8
3
l
(aln + 2)(2n+ 1)aln︸ ︷︷ ︸
< 1
(2n+1)(2l+1)
)2
<
9
π2
+
16
π4
(
11
3
)2(∑
n≥0
1
(2n+ 1)2︸ ︷︷ ︸
=π
2
8
)2
=
9
π2
+
(
11
6
)2
<∞.
This proves that q+vq− is Hilbert–Schmidt. The Hilbert–Schmidt norm of q−vq+
can be estimated as follows:
‖q−vq+‖2HS =
∑
n≥0
∥∥q−ven∥∥2
=
∑
n≥0
∑
l<0
∣∣∣∣∑
m≥0
〈el, fm+1 − fm〉〈fm, en〉
∣∣∣∣2
=
1
π2
∑
n≥0,
n even
∑
l<0,
l odd
∑
m≥0
(
1
2m+ 2− l −
1
2m− l
)
(−1)mδ2m,n
2
+
4
π4
∑
n>0,
n odd
∑
l<0,
l odd
∑
m≥0
(
1
2m+ 2− l −
1
2m− l
)
1
2m− n
2
=
1
π2
∑
n,l≥0
(
1
aln + 2
− 1
aln
)2
(with aln as above)
+
4
π4
∑
n,l≥0
(∑
m≥0
(
1
2m+ 2l + 3
− 1
2m+ 2l+ 1
)
1
2m− 2n− 1
)2
=
4
π2
∑
n,l≥0
(
1
aln(aln + 2)
)2
+
16
π4
∑
n,l≥0
(∑
m≥0
1
(2m+ 2l + 1)(2m+ 2l+ 3)(2m− 2n− 1)
)2
<
4
π2
∑
n,l≥0
1
(2n+ 1)2
1
(2l + 1)2
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+
16
π4
∑
n≥0
∑
l≥1
(∑
m≥0
1(
4(l +m)2 − 1)(2m− 2n− 1)
)2
<
π2
16
+
16
π4
∑
n≥0
∑
l≥1
(∣∣∣∣ n+1∑
m=−n
1(
4(l+m+ n)2 − 1)(2m− 1)
∣∣∣∣
+
∑
m≥2n+2
1(
4(l+m)2 − 1)(2n+ 3)
)2
=
π2
16
+
16
π4
∑
n≥0
∑
l≥1
(∣∣∣∣n+1∑
m=1
1(
4(l +m+ n)2 − 1)(2m− 1)
+
n+1∑
m=1
1(
4(l+ 1−m+ n)2 − 1)(1− 2m)
∣∣∣∣
+
1
2n+ 3
∑
m≥2n+l+2
1
4m2 − 1
)2
<
π2
16
+
16
π4
∑
n≥0
∑
l≥1
(
n+1∑
m=1
∣∣∣∣ 14(l +m+ n)2 − 1
− 1
4(l + 1−m+ n)2 − 1
∣∣∣∣ · 12m− 1
+
1
2n+ 3
∫ ∞
2n+l+1
dm
(2m− 1)2
)2
=
16
π4
∑
n≥0
∑
l≥1
(
n+1∑
m=1
4aln(
4(l +m+ n)2 − 1)︸ ︷︷ ︸
=(2(l+m+n)−1)︸ ︷︷ ︸
>aln
(2(l+m+n)+1)
(
4(l+ 1−m+ n)2 − 1)
+
1
2(2n+ 3)(4n+ 2l + 1)
)2
+
π2
16
<
π2
16
+
16
π4
∑
n≥0
∑
l≥1
(
n∑
m=0
4(
2(l +m+ n) + 3
)(
4(l−m+ n)2 − 1)
+
1
2(2n+ 3)(4n+ 2l + 1)
)2
<
π2
16
+
16
π4
∑
n≥0
∑
l≥1
(
4
2l + 2n+ 3
l+n∑
m=l
1
4m2 − 1
+
1
2(2n+ 3)(4n+ 2l + 1)
)2
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<
π2
16
+
16
π4
∑
n≥0
∑
l≥1
(
4
2l + 2n+ 3
(
1
4l2 − 1 +
∫ l+n
l
dm
4m2 − 1︸ ︷︷ ︸
<
∫
l+n
l
dm
(2m−1)2
= n
(2l+2n−1)(2l−1)
< 1
2(2l−1)
)
+
1
2(2n+ 3)(4n+ 2l + 1)
)2
<
π2
16
+
16
π4
∑
n≥0
∑
l≥1
(
4
2l+ 2n+ 3
· 2l + 3
2(2l + 1)︸ ︷︷ ︸
<1
· 1
2l − 1
+
1
2(2n+ 3)(4n+ 2l + 1)
)2
<
π2
16
+
16
π4
∑
n,l≥1
(
4
(2l + 2n+ 1)(2l− 1) +
1
2(2n+ 1)(4n+ 2l− 3)
)2
<
π2
16
+
16
π4
∑
n,l≥1
(
2
(n+ l)l
+
2
n(n+ l)
)2
=
π2
16
+
64
π4
∑
n,l≥1
(
n+ l
(n+ l)nl
)2
=
π2
16
+
64
π4
(∑
n≥1
1
n2
)2
=
π2
16
+
16
9
.
Thus the Bogoliubov operator V induced by v by (4.15) yields a U(N)–gauge
invariant implementable localized endomorphism ̺V of the chiral Dirac field. Since
MV = dim kV = N by construction, it is clear that kV carries either the defining
representation of U(N) or its complex conjugate. By the discussion on p. 82, the
irreducible constituents of ̺V correspond to the irreducible, mutually inequivalent
representations U
(n)
V , n = 0, . . . , N . It would be interesting to find a manageable
description of the Cayley–transformed operator κ˜vκ˜−1 on L2(R), which would
perhaps give an idea how to obtain implementable localized endomorphisms in the
two–dimensional massive case.
4.2. The charge of gauge invariant endomorphisms of the CCR al-
gebra. Our discussion of the charge structure of gauge invariant endomorphisms
of the CCR algebra will be short compared to the CAR case. Recall from the be-
ginning of Section 4 that we consider the following situation: We have an infinite
dimensional vector space K together with a nondegenerate hermitian sesquilinear
form κ and a fixed basis projection P1. K is assumed to be complete with respect
to the inner product induced by P1. The gauge group G acts by diagonal Bogoli-
ubov operators on K and can be identified with a subgroup of the unitary group of
K1 ≡ P1(K). Our interest is in the representations ofG on the Hilbert spacesH(̺V )
which implement gauge invariant quasi–free endomorphisms ̺V , V ∈ SP1(K, κ)
G
.
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By Lemma 4.2, it suffices to look at the values of the implementers on the Fock
vacuum. We have by (3.30), (3.32)
Ψα(V )ΩP1 = DV ψα1 · · ·ψαl exp
(
1
2Z
†
V a
∗a∗
)
ΩP1 (4.20)
where DV is a numerical constant, ZV is the symmetric Hilbert–Schmidt operator
defined in (3.22), g1, g2, . . . is a κ–orthonormal basis in kV ≡ PV (kerV †), and ψj is
the isometry obtained by polar decomposition of the closure of πP1(gj). In contrast
to the Fermionic case (cf. Lemma 4.3), there is no simple transformation law for the
ψj under G. This difficulty can however be circumvented by rewriting Ψα(V )ΩP1
with the help of (3.37)–(3.40) and (3.5) as follows
Ψα(V )ΩP1 = Ψ(UV )Ψα(WV )ΩP1
= cαΨ(UV )πP1
(
U †V (gα1) · · ·U †V (gαl)
)
ΩP1
= cαπP1(gα1) · · ·πP1 (gαl)Ψ0(V )ΩP1
= cαDV πP1(gα1) · · ·πP1(gαl) exp
(
1
2Z
†
V a
∗a∗
)
ΩP1
(4.21)
(the bar denotes closure). The behaviour of the πP1(gj) under gauge transforma-
tions is obvious. It remains to consider the exponential term. It is a salient feature
of Definition 3.6 that this term is gauge invariant:
Lemma 4.10.
Let V ∈ SP1(K, κ)
G
be given, and let ZV ∈ EP1 be defined by (3.22). Then
exp(12Z
†
V a
∗a∗)ΩP1 is invariant under all gauge transformations Γ(U), U ∈ G.
Proof. Let E be the orthogonal projection onto H ≡ kerV † = C kerV ∗, C =
P1 − P2, as in (3.20). Then E commutes with G since V and P1 do so. Let
A ≡ ECE be the self–adjoint operator introduced in Lemma 3.5. Then A and all
its spectral projections commute with G. It follows that the positive part A+ of
A and the operator A+
−1 defined in Lemma 3.5 also commute with G. Therefore
PV ≡ V P1V † +A+−1C and ZV ≡ (PV )21(PV )11−1 commute with G as well.
Arguing as in the proof of Lemma 4.4, one finds for U ∈ G
Γ(U)
(
1
2Z
†
V a
∗a∗
)n
ΩP1 =
(
1
2 (UZ
†
V U
†)a∗a∗
)n
ΩP1
and finally
Γ(U) exp
(
1
2Z
†
V a
∗a∗
)
ΩP1 = exp
(
1
2 (UZ
†
V U
†)a∗a∗
)
ΩP1 = exp
(
1
2Z
†
V a
∗a∗
)
ΩP1 .
Invoking the isomorphism H(̺V ) ∼= Fs(kV ) from Corollary 3.13, we thus deduce
Theorem 4.11.
Let P1 be a basis projection of (K, κ), let G be a group consisting of diagonal Bogoli-
ubov operators, and let V ∈ SP1(K, κ)
G
. Let kV = PV (kerV
†) be the subspace of K
defined in Definition 3.11, with dim kV = − 12 indV . Then kV is invariant under G,
and the unitary representation UV of G on the Hilbert space of isometries H(̺V )
which implements ̺V in the Fock representation πP1 is unitarily equivalent to the
representation on Fs(kV ) that is obtained by taking symmetric tensor powers of the
representation on kV .
Proof. kV is invariant under G because kerV
† is invariant and because G commutes
with PV (see the proof of Lemma 4.10). The assertion hence follows from (4.21),
Lemma 4.10 and Lemma 4.2.
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Theorem 4.11 shows that genuine quasi–free endomorphisms of the CCR algebra
are even “more reducible” than endomorphisms of the CAR algebra in that they
are always infinite direct sums of irreducibles, a fact which explains the generic
occurrence of infinite statistics in the CCR case (cf. Theorem 3.3). Again, each
closed subspace of H(̺V ) spanned by all Ψα(V ) with length of α fixed is invariant
under G. The special case of quasi–free automorphisms is of little interest in the
CCR case because they are all neutral (UV is the trivial representation of G if
indV = 0).
There is also less freedom in the choice of the representation of G on kV (cf.
Proposition 4.6):
Proposition 4.12.
a) If k ⊂ K1 is a closed G–invariant subspace carrying a representation of class
ξ and if ξ is contained in K1 with infinite multiplicity, then there exists a diagonal
Bogoliubov operator V ∈ SP1(K, κ)
G
with kV = k.
b) A class ξ of irreducible representations of G is realized on some kV , V ∈
SP1(K, κ)
G, if and only if ξ is contained in K1 with infinite multiplicity.
Proof. The proof of a) is the same as the proof of Proposition 4.6 b) 1. because
Sdiag(K, κ) = Idiag(K).
To prove b), assume that ξ is contained in K1 with finite (or zero) multiplicity.
(Recall that G commutes with P1 so that any irreducible class ξ contained in K is
contained in K1 or K2.) Assume further that V ∈ SP1(K, κ)
G
exists such that kV
belongs to the class ξ. Then let qn be the κ–orthogonal projection onto V
n(kV )
qn ≡ V nPV (1− V V †)V †n.
Since qmqn = 0 (m 6= n), the V n(kV ) are mutually κ–orthogonal, and their direct
sum KV ≡ ⊕∞n=0V n(kV ) ⊂ K carries the representation ξ with infinite multiplicity.
Therefore ξ must be contained in K2 with multiplicity ∞. However, the restriction
of κ to KV is positive definite, whereas the restriction to K2 is negative definite.
This is a contradiction and shows that no V with kV of class ξ can exist. On the
other hand, if ξ is contained in K1 with infinite multiplicity, then we are back in
the situation of a).
The remarks made in Section 4.1 after Proposition 4.6 on the relation to the
generic superselection structure apply here as well. In particular, one needs addi-
tional assumptions to ensure the existence of conjugates (cf. Proposition 4.7):
Proposition 4.13.
Assume that there exists an orthogonal projectionw P of K with P + P = 1 which
commutes with P1 and G. Let p± be defined by
p+ ≡ PP1, p− ≡ PP2,
and assume that there exists a unitary operator C+− from K− ≡ p−(K) onto K+ ≡
p+(K) which commutes with G. Let C be the unique operator on K which commutes
with P , which fulfills C = C, and which is given on P (K) = K+⊕K− by the matrix
PCP ≡
(
0 C+−
C+−
∗ 0
)
.
Then C is gauge invariant, unitary and self–adjoint, it fulfills {C, C} = 0 and
C† = −C, and the map
V 7→ V c ≡ CV C (4.22)
wSuch P is a CAR basis projection of K, but not a basis projection of (K, κ) since κ is not
positive definite on ranP .
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is an involutive automorphism of SP1(K, κ)
G
. One has
kV c = C(kV
∗) (4.23)
so that the representation UV c of G on H(̺V c) is unitarily equivalent to the complex
conjugate of UV .
Proof. The asserted properties of C are readily verified. It only remains to prove
(4.23). Let us first show that
PV c = CPV C (4.24)
where PV , PV c are the basis projections associated with V, V
c according to Defi-
nition 3.6:
PV = V P1V
† + pV , PV c = V cP1V c† + pV c . (4.25)
Let E resp. Ec be the orthogonal projections onto kerV † resp. kerV c†, and let
A ≡ ECE, Ac ≡ EcCEc be the corresponding operators as in Lemma 3.5, with
positive/negative parts A±, Ac±. Since kerV c† = C(kerV †), one has Ec = CEC
and
Ac = CE(CCC)EC = −CECEC = −CAC
so that Ac+ = CA−C. Since A− = A+ (see the proof of Lemma 3.5), since {C, C} =
0 and C = −C, this implies
pV c ≡ Ac+−1C = CA+−1CC = CA+−1CC = CpV C.
Thus we get from (4.25), using CP1C = P2 and C
† = −C
PV c = V
cP1V
c† + pV c = CV P2V †C+ CpV C = CPV C
which proves (4.24). It follows that (4.23) holds:
kV c = PV c(kerV
c†) = CPV C(C kerV †) = C(kV ∗).
Therefore the representation of G on kV c is unitarily equivalent to the complex
conjugate of the representation on kV , so that UV c ≃ UV ∗ by Theorem 4.11.
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What We Have Not Learnt Yet
Let us comment on some open questions and possible generalizations. As we
have seen, implementable quasi–free endomorphisms of the CAR and CCR alge-
bras are always accompanied by Fock spaces of isometries. This fact implies, among
other things, that these endomorphisms restrict to reducible endomorphisms of the
observable algebra. Gauge invariant endomorphisms behave in some respect like
“master endomorphisms”, because they carry, together with some “basic” repre-
sentation of the gauge group, all higher (anti)symmetric tensor powers thereof. In
typical cases, e.g. for the classical compact Lie groups, any irreducible representa-
tion of the group is equivalent to a subrepresentation of some tensor power of the
defining representation. In such cases there will exist quasi–free endomorphisms
which contain each superselection sector as a subrepresentation.
It is an interesting problem how to obtain irreducible subobjects of quasi–free
endomorphisms. According to the general theory, one needs gauge invariant isome-
tries fulfilling relation (0.7) on Fock space for this purpose. Such isometries would
also permit to define direct sums of quasi–free endomorphisms, so that one would
get the full Doplicher–Roberts category generated by quasi–free endomorphisms.
Another important question is whether one can exhibit classes of localized
Bogoliubov operators with finite nonzero index, say on the single–particle space
of the time–zero Dirac field, and such that the implementability condition holds.
Recall that our construction of such Bogoliubov operators made essential use of
the existence of local Fourier bases on the circle. It would be desirable to have
a basis–independent characterization of such Bogoliubov operators in Minkowski
space, but this is an unsolved functional analytic problem. Of particular interest
would be the massive case in two dimensions, where one might hope to find localized
quasi–free endomorphisms with non–Abelian (“plektonic”) braid group statistics.
But preliminary calculations based on our explicit formulas indicate that the imple-
menters corresponding to irreducible subobjects of quasi–free endomorphisms can
only have “anyonic” commutation relations (i.e. Abelian braid group statistics). A
related question is what kind of quantum symmetries beyond compact groups can
be realized by quasi–free endomorphisms.
Let us mention that our results might be relevant for the discussion of the
superselection structure of the massless Thirring model. The sectors of this model
have been described by Streater [Str74]. Later, Carey, Ruijsenaars and Wright
constructed approximate cutoff fields which reproduce Klaiber’s n–point functions
of the Thirring model [CRW85]. The Thirring fields can be obtained as strong limits
of the approximate fields. Whereas the latter are always (multiples of) unitary
operators, it could well be that the Thirring fields are only (multiples of) isometries.
They would then fall into the scope of our work. The Hilbert space chosen by
Streater would then be too “big”, in that the Thirring fields would not reach all
sectors from the vacuum.
On the mathematical side, our investigations can be extended in several inter-
esting directions. One could enlarge the class of representations under consider-
ation, by studying the implementation of quasi–free endomorphisms in arbitrary
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quasi–free states, and not just in Fock states. Such an analysis should be possible
because the main technical tools, the quasi–equivalence criteria, apply to arbitrary
quasi–free states.
One could also enlarge the class of transformations and consider e.g. the imple-
mentation of completely positive quasi–free maps. Some work has been done in this
context, notably by Evans [Eva77, Eva79, Eva80a]. The “Bogoliubov operators”
corresponding to completely positive quasi–free maps are in general not isometric,
but only contractive. As an analogue of implementation, Evans constructed “dissi-
pators” for completely positive quasi–free maps, i.e. nonzero contractions on Fock
space which are “dominated” by the completely positive map. But, as shown by
Arveson in his generalization of Powers’ index theory of E0–semigroups to semi-
groups of completely positive maps [Arv96a, Arv96b], such maps also admit an
implementation by “metric operator spaces”, and this notion is very close to the
implementation of endomorphisms by Hilbert spaces of isometries.
Let us finally mention that it would be interesting to study the representa-
tions of the Cuntz algebras that are generated by the implementers of quasi–free
endomorphisms, and that one could examine whether the Fredholm index of CCR
Bogoliubov operators, which is a finer invariant than the Jones–Kosaki index, has
a counterpart on the algebraic level.
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