A new stochastic mode-elimination procedure is introduced for a class of deterministic systems. Under assumptions of ergodicity and mixing, the procedure gives closed-form stochastic models for the slow variables in the limit of infinite separation of timescales. The procedure is applied to the truncated Burgers-Hopf (TBH) system as a test case where the separation of timescale is only approximate. It is shown that the stochastic models reproduce exactly the statistical behaviour of the slow modes in TBH when the fast modes are artificially accelerated to enforce the separation of timescales. It is shown that this operation of acceleration only has a moderate impact on the bulk statistical properties of the slow modes in TBH. As a result, the stochastic models are sound for the original TBH system.
Introduction
Multiscale problems have attracted considerable attention in recent years as a result of the significant increase in computational capacity. Yet increasing computational power alone cannot overcome the inherent complexity of multi-scale models due to the existence of many dynamical variables evolving on vastly different scales. The situation is especially frustrating since slowly evolving large-scale structures and their statistical behaviour are often the most interesting, and yet the computational power is wasted on resolving the smallest and fastest variables in the system. This problem has become a common concern in many fields, including atmosphere-ocean sciences, material sciences, molecular dynamics, etc.
Statistical theories and stochastic modelling with non-essential degrees of freedom represented stochastically provide computationally feasible alternatives for calculating the statistical evolution of the slow variables, and this topic has received a lot of attention in recent years [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . Recently, a systematic approach to stochastic mode-elimination was developed by the authors in [8, 9] , hereafter referred to as MTV. Here we generalize MTV by removing an unnecessary assumption in the original procedure. Namely, we show that the preliminary step in the original MTV procedure in which the nonlinear self-interactions of the fast degrees of freedom are represented stochastically can, in fact, be avoided. Here, closed-form stochastic equations for the slow modes are obtained for a class of large deterministic systems, without a priori modification of these systems, based only on assumptions of ergodicity and mixing (assumptions 2.1 and 2.2) as well as infinite separation of timescale between fast and slow modes in these systems. Under these assumptions, the existence of closed-form equations for the slow modes is guaranteed by standard adiabatic elimination theorems [12, 13] , and we shall derive these equations explicitly.
In any practical situation, the timescale separation is not infinite. Yet the MTV procedure has been successfully tested on various prototype models [14] [15] [16] and more realistic atmospheric systems [17, 18] with moderate timescale separation. This suggests that the statistical behaviour of the slow modes in these models is rather insensitive to the details of the timescale over which the fast modes evolve. One way to rationalize and test this hypothesis is to introduce a parameter ε into the equations in order to selectively accelerate the motion of the fast modes when ε → 0 and observe the effect on the behaviour of the slow modes. In this paper, the truncated Burgers-Hopf model (TBH) [19, 20] is utilized as a test case for this approach. TBH has a quadratic invariant (energy), and the dynamics can be accelerated in such a way that this property is preserved. We perform a series of numerical simulations of the full equations with different values of the parameter ε to verify the existence of a dynamics for the slow variables in the limit as ε → 0. This allows us to compare the statistical behaviour of the slow modes in the original TBH system, in the selectively accelerated TBH system (SA-TBH) and in the stochastic model. Using specific scaling properties of the class of conservative systems that TBH belongs to, we show that the coefficients in the stochastic equations for the slow variables can be estimated from a single numerical simulation of an auxiliary subsystem and then be easily extrapolated to other regimes. This is in the spirit of the computational procedure introduced in [21] (see also [22, 23] ) and the seamless MTV procedure used in [17, 18] , but considerably lowers the numerical cost.
The rest of the paper is organized as follows. In section 2 we derive closed-form stochastic models in the context of a class of deterministic systems which are energy-conserving, ergodic and mixing. In section 3 the spectral truncation of the inviscid Burgers-Hopf system is introduced and the analytical and statistical properties of this model are discussed briefly. In section 4 the SA-TBH system is introduced in which the arbitrary large separation of timescales between selectively chosen slow and fast modes can be enforced. The properties of SA-TBH are investigated through the direct numerical simulations and compared with those of the original TBH system. In section 5 explicit formulae for the stochastic models for the first Fourier mode (section 5.1) and first and second Fourier modes (section 5.2) are given and compared with simulations of the original TBH and the SA-TBH systems.
Stochastic models for deterministic systems
In this section the mode-reduction strategy for a class of deterministic systems is introduced. This strategy is particularly relevant in the context of high-dimensional systems of ODEs arising as projections of conservative partial differential equations. To present the general treatment, we consider a set of real variables {u k (t)} k∈S with index k varying in some set S. The variables {u k (t)} k∈S can be thought of as coefficients in the some appropriate representation (Fourier, etc), and the set S is the set of indices retained in the Galerkin projection. We also assume that the dependent variables {u k (t)} k∈S can be decomposed in two sets, {a i } i∈S a and {b j } j ∈S b , where {a i } i∈S a represent the slow essential degrees of freedom and {b j } j ∈S b represent the fast unresolved modes. The indices i and j vary over some index sets S a = {1, . . . , M} and S b = {1, . . . , N}. M and N are the numbers of slow and fast variables, respectively.
We consider a general quadratic system of equations for the variables a = {a i } and
where ε < 1 is a parameter measuring the difference in timescales between the slow and fast modes, and we will be interested in the asymptotic behaviour of (1) in the limit as ε → 0. The right-hand sides in (1) 
The first equation in (2) guarantees that the dynamics in (1) conserves
with E fixed by the initial condition for (1). The second equation in (2) ensures that the dynamics in (1) is volume-preserving (Liouville property). As shown below, to eliminate the fast degrees of freedom we will have to consider an auxiliary subsystem involving only the fast modes to determine the coefficients in the stochastic model for the slow modes. This subsystem is the projection of the original equations in (1) onto the fast modes alonė
By the first equation in (2), the fast subsystem conserves
We will denote by C 
and to proceed, we will make two assumptions about the statistical behaviour of this subsystem. 
where S n is the area of the unit sphere in dimension n and dσ (c) is the surface element (Lebesgue measure) on the sphere |c| 2 =Ē.
Notice that, using the co-area formula, the distribution in (7) can be expressed as
where δ(z) is the Dirac delta distribution and dc = i∈S b dc i . This distribution is usually referred to as the microcanonical distribution. In addition we will assume the following: 
where
and
We require that (9) holds for any g such that G ∞ is finite.
Note that the verification of assumptions 2.1 and 2.2 in any specific system is extremely difficult. Here we will empirically verify these assumptions on TBH and SA-TBH via a series of numerical experiments presented in section 4.
Stochastic models for small ε
Propositions 2.3 and 2.4 describe the limiting behaviour of a(t) in (1) in the limit ε → 0. The stochastic model which captures the dynamics of a(t) in this limit is given in (21) .
For any test function ϕ :
where a(t) denotes the solution of the first equation in (1) 
whereū(a, t) satisfies
Here
The proposition is formally established in section 2.2 by singular perturbation analysis of the backward equation associated with (1) following what was done in [9, 23, 24] . A rigorous proof of the proposition can be made by generalizing the proof procedure in [13] (see also [12, 25, 26] ). Assumptions 2.1 and 2.2 guarantee that the integrals in (15) exists and are finite, i.e. L 2 is a well-defined (elliptic) operator (see also proposition 2.4).
In (16) , the operators K 1 , K 2 and K 3 are averaged over the sphere of energyĒ = E − |a| 2 whose radius changes as the slow variables a evolve. Using the scaling properties of the solutions of (4), the resulting dependence in a of K 1 , K 2 and K 3 can be put in a more explicit form that is convenient for the calculations. We state this result as follows:
with
Note that the Itô stochastic differential equation (SDE) corresponding to L is
where W j is a M-dimensional Wiener process and σ ij (a) satisfies
The stochastic models in 21 will be utilized as effective models for the slow dynamics in the applications below. The proof proposition 2.4 is given in section 2.3. It uses a rescaling on the sphere of radius √ N of the fast subsystem. After this rescaling system (4) must be solved with an initial condition consistent with |C c,N (0)| 2 = |c| 2 = N , which is therefore independent of a. In other words, the diffusion tensor D ij (a) can be estimated for all a from a single calculation with (4); this can be made more evident by writing (19) as
The integrals with respect to the equilibrium distribution µ N (c) correspond to microcanonical averages of the fast subsystem on the energy shellĒ = N . Q (1) kk is the area under the graph of the two-point autocorrelation function between fast variables k and k . Similarly, Q (2) kj k , involves a lagged mixed third moment, and Q (3) jkj k involves a lagged fourth moment. These terms are evaluated numerically from a single realization of the fast subsystem.
A straightforward consequence of proposition 2.4 is that the equilibrium distribution of a is
It can be checked by direct calculation that (25) is indeed annihilated by the adjoint of L. Therefore, (25) is precisely the reduced distribution obtained by integrating the microcanonical distribution of the original system (1) over the fast variables b, which indicates that the effective equation in a leads to the same equilibrium distribution as the original equation in (1) . As a result, the restriction that T < ∞ in proposition 2.3 seems unnecessary.
Note that in the limit where the number of fast modes tends to infinity, N → ∞, provided that we scale the total energy as E = N/β (β plays the role of an inverse temperature), the invariant distribution in (25) tends to a Gaussian
whereZ is a normalization factor.
Formal proof of proposition 2.3
The function u E (a, b, t) defined in (12) satisfies the backward equation
Look for a power series representation of the function u
substitute this series into (27) and collect succesive powers of ε:
The operator L 3 is the backward operator for the fast subsystem defined in (4). The first equation in (29) belongs to the null space of this operator. By assumption 2.1, this is equivalent to requiring that
denotes the expectation with respect to the microcanonical distribution (8) . The second equation in (29) requires a solvability condition, namely, that the right-hand side belongs to the range of the operator L 3 or, equivalently, that it be orthogonal to the null-space of its adjoint, i.e. we must have
Taking into account the particular form of L 2 , this condition translates into the following two conditions
which are automatically satisfied by parity. Therefore we can can solve for u 1 the second equation in (29). Formally
To give an explicit expression for L 
The stationary solution of this equation can be expressed formally as g = L −1 3 f . On the other hand, solving (35) by the method of characteristics, we obtain
where C c,Ē (s) denotes the solution of (4) for the initial condition C c,Ē (0) = c with |c| 2 =Ē. Since Pf = 0, assumption 2.2 guarantees the convergence of this integral as t → ∞ and therefore
Finally the equation for u 0 is obtained from the solvability condition for the last equation in (29). Using (34), this equation is
where we have taken into account that
The explicit form of the operator at the right-hand side of (38) is the operator L defined in (15) , which terminates our formal proof. Note that this proof is formal because we have not shown that the function
Showing this can, in principle, be done by adapting the arguments in [13] .
Proof of proposition 2.4
The proof makes use of rather tedious but otherwise completely straightforward algebraic manipulations. Therefore, for the sake of brevity, we only outline the calculations to be done and leave the details to the (courageous) reader. The proof consists of two steps.
First, the self-adjoint part of the operator L 2 can be obtained by moving the differentiation in a i from K 1 to the right-most place. This leads to the diffusive term in (17) , and some remainder, which leads to the drift term in (17) . The diffusive part of the operator one obtains this way can be written as
The remainder leading to the drift term in (17) contains terms involving derivatives with respect to a i of the distribution µ E−|a| 2 . These terms can be calculated using the explicit expression
together with the relation
where δ (·) is the distributional derivative of δ(·). These terms in the remainder can be combined with terms arising from K 2 after integration by part in c (no other term arise due to the second property of m xyz ij k in (2)), which can be computed using
The terms proportional to δ (·) in the remainder cancel exactly using the first property of m xyz ij k in (2), and one is left with an additional drift term which can be expressed in terms of D ij (a) precisely as in (18) . Second, the expression in (39) for D ij (a) can be simplified using the following scaling property of the solutions of (4):
Using this property in (39) allows us to change integration variables in c and t and obtain (19).
Truncated Burgers-Hopf system
The spectral truncation of the inviscid Burgers-Hopf model (TBH), introduced recently in [19, 20] , exhibits many of the desirable properties found in more complex systems but has the virtue of allowing a relatively complete analysis of statistical properties and extensive numerical studies. The model is constructed by projecting the inviscid Burgers-Hopf equation on a finite number of Fourier modes in periodic geometry
Here P is the projection operator
Here and elsewhere in the paper the Burgers-Hopf equation is considered on a 2π -periodic domain. With the expansion
the equations in (42) can be recast as a finite-dimensional system of equations for the Fourier amplitudes,û k with |k|
The statistical properties of the equations in (42) or (46) were analysed in detail in a series of papers [19, 20, 27] . In particular, it is easy to show that this system has three conserved quantities, momentum
and Hamiltonian
The vector field in (46) is volume-preserving and in [19, 20] an equilibrium statistical theory for the TBH based on the first two conserved quantities defined by momentum and energy, M and E alone, was developed. In [27] the role of the Hamiltonian (49) was examined. It was demonstrated that for a fixed energy level the distribution of H is sharply peaked near H = 0, provided that the truncation size, , is large enough. Moreover, the marginal on each Fourier mode k = 0 of the microcanonical distribution on constant M = 0, E and H approaches the Gaussian probability distribution
in the limit → ∞, provided that E grows linearly with , E = /β for some β playing the role of an inverse temperature. This implies equipartition of energy in this limit
These predictions were verified for a wide variety of regimes and random and deterministic initial data. In addition, it was demonstrated that for low wave numbers an empirical scaling law for correlation times, defined as the area under the normalized auto-correlation functions for modeû k , holds
The correlation functions the first five modes in the TBH system are depicted in figure 1 . The correlation times are given in table 1.
Selectively accelerated TBH systems
The results in section 2 hold provided that the timescale separation between fast and slow variables is infinite. In practical applications the timescale separation between these two groups of variables is moderate, at best. Therefore, for any such system it is in principle necessary to verify the applicability of asymptotic expansions a priori. A systematic way to address this issue is to artificially accelerate the dynamics of the fast variables and observe the effect this induces on the statistical behaviour of the slow variables. This procedure can be implemented as follows on TBH: (i) fix a wave number 1 < such that any mode with 
Table 1. Correlations times (area under the graphs) of the first five correlation functions in TBH.
The correlations times multiplied by |k| is approximately constant, consistent with (52). 
The original TBH system in (45) is recovered by setting ε = 1. The SA-TBH systems in (53) preserve the energy in (48) for all ε and all choices of S ss (k), S sf (k) and S ff (k). Furthermore, (48) is the only surviving conserved quantity and there is no cubic integral of motion such as (49) for the modified system when ε < 1. If the dynamics is ergodic and mixing on the surface of constant energy, then equilibrium statistical mechanics predicts that the equilibrium distribution is the microcanonical distribution on the surface of constant energy. Then (53) (written in terms of Reû k and Imû k ) is a special case of (1), and its behaviour as ε → 0 can be analysed by means of propositions 2.3 and 2.4.
Since the timescale separation is only approximate in the original TBH, the grouping into fast and slow modes in SA-TBH (53) is somewhat arbitrary. In section 4.1, we consider the first Fourier coefficient as the only slow mode of the TBH system; in section 4.2, we consider the first two Fourier coefficient as slow modes and compare the results with the original TBH system.
One slow mode,û 1
Taking the first Fourier coefficient as the only slow mode amounts to choosing 1 = 1, in which case the SA-TBH system in (53) reduces tȯ
where we used the reality condition in (45) to simplify the right-hand side of the second equation. Note that the slowest of the fast modes,û 2 , is only twice as fast as the designated slow mode,û 1 , when ε = 1 corr time{û 1 } corr time{û 2 } ≈ 2.
Of course, the situation changes when ε → 0, and we now investigate the effect of this operation on the statistical behaviour ofû 1 
(Note that the energy can be chosen arbitrarily since the dynamics on one energy shell can be re-mapped onto another energy shell by appropriate rescaling of time (see (41)).) The timestep has to be adjusted for smaller values of ε to conserve energy up to appropriate precision. In simulations with ε = 0.1, the energy is conserved up to 10 −4 absolute error, 10 −3 relative error. All statistics are computed as time-averages from a single microcanonical realization of length T ≈ 10 5 . The behaviour of correlation functions for various values of ε is presented in figure 2 . There is a significant difference between the simulations with ε = 1 and ε = 0.5; a small difference between ε = 0.5 and ε = 0.25 and almost no difference between ε = 0.25 and ε = 0.1. This demonstrates the convergence of the correlation functions in the limit as ε → 0. However, the shape of the correlation functions in this limit also shows that the artificial acceleration in TBH does have an effect on the dynamics. The correlation functions at ε = 0.5, . . . , 0.1 are close to exponential, while the correlation function in the original TBH systems has a complicated shape with the 'bump' in the middle and smoother behaviour at zero. In addition, the correlation function changes very fast with ε when ε is close to 1, as can be seen in figure 3 . Nevertheless, the mean decay rate is reproduced correctly by the simulations 
Two slow modes,û 1 andû 2
Here the first two Fourier coefficients are selected as slow modes, which amounts to taking 1 = 2. In this case the SA-TBH system in (53) reduces tȯ
We perform simulations of this system with three values of ε ε = 0. to what was observed in section 4.2. The numerical results corroborate that the dynamics of the slow modes in (57) has a limit as ε → 0, even though the acceleration has an effect on the shape of correlation functions. However, the bulk properties of these correlations functions, such as the correlation times, are rather insensitive to ε:
corr time{û 2 } ε=1 ≈ 1.28, corr time{û 2 } ε=0.1 ≈ 1.04.
Stochastic models for TBH
In this section we use propositions 2.3 and 2.4 to derive effective SDEs forû 1 and {û 1 ,û 2 } by taking the limit as ε → 0 on (55) and (57), respectively. In principle, the solutions of these SDEs should behave similarly to the solutions of (55) and (57) at small ε which we described in sections 4.1 and 4.2. In practice, however, additional discrepancies can be introduced because the coefficients in the SDEs are obtained numerically with finite precision only. We discuss this issue below.
Stochastic model forû 1
In order to write the SDEs in a more compact form we denote the slow variables as
Then the SDE in (21) obtained from (55) in the limit as ε → 0 can be written explicitly as:
where B(a) and H (a) are the drift and Itô terms in (21), respectively. The first and second terms in B(a) arise, respectively, from the terms involving Q (1) kk and Q (3) jkj k in (24) . E(a) denotes the energy per mode of the fast subsystem, i.e.
where N = 2 − 2 is the number of fast degrees of freedom and E is the total energy of the full TBH model.
The last term involving Q (3) jkj k in (23) can be recast as the cross-correlation between righthand sides of the slow variables projected onto the fast dynamics alone. Therefore, in (60), we have also defined
where I [·, ·] is a short-hand notation for the area under the graph of a correlation function
where · t denotes the temporal average and
denote the real and the imaginary parts of the right-hand side of the equation forû 1 in (55).
The various correlation functions in the expressions above must be computed on the fast subsystem (4), which in the present situation corresponds to a TBH system with wave numbers 2 |k|
The derivation of (59) is somewhat tedious but straightforward. In addition to the general assumptions stated in section 2 the derivation utilizes specific properties of the TBH system to simplify the expressions for the stochastic model further. First, it uses the fact that the correlations of the real and imaginary parts of the same mode are identical by symmetry. Second, it utilizes the property (verified to a very good precision for large in [19, 20] ) that the joint distributions of any two modes is Gaussian with a diagonal correlation matrix. Therefore, all third moments can be neglected, which implies, in particular, that the terms involving Q (2) ij k in (23) are zero. Finally, it uses the fact that the cross-correlation between f r and f i and Reû 2 and Imû 2 are negligible
which is also verified to a very good precision in the simulations (see figure 6 ). (59), we integrate the fast subsystem in (65) numerically with = 20 and energy E = 38 (β = 1/2), so that var{Reû k } = var{Imû k } = 1 and compute all necessary two-time statistics. The simulations were run for the total time of T ≈ 120 000 with a sufficiently small time-step to conserve energy up to 10 −4 relative error. In order to test the robustness of numerical estimates we performed several runs with different random initial conditions and verified that the time-averages from individual microcanonical realizations coincide. Note that the tail behaviour of the correlation functions makes significant contributions to the correlation functions in (62), and therefore must be computed accurately over relatively long time-lags.
The numerical estimates for the integrals of the two-time statistics in the simulations with of the fast subsystem in (65) are presented in table 2. The comparison of selected crosscorrelations with auto-correlation functions of Reû 2 and f r for the regime = 20 is presented in figure 6 . The difference between auto-correlation and cross-correlation functions is two orders of magnitude, which indicates that the correlation matrix is approximately diagonally consistent with (66). We also verified that the coefficients in (59) can be estimated for a larger value of , using = 40 instead of = 20. The estimates for I 2 and I f obtained from simulations of (65) on the energy surface with β = 1/2 are presented in table 3.
Statistical behaviour of the stochastic model.
The comparison between the direct numerical simulations of the original TBH system in (46) and the SDEs in (59) is depicted in figures 7-9. The one-time statistics is Gaussian in both simulations with perfect agreement between the simulations of the full TBH system and the stochastic model. To illustrate this, a marginal distribution of Reû 1 is presented in figure 7 .
Unlike the one-time statistics, the correlation functions of Reû 1 and Imû 1 differ considerably between the original TBH system and the stochastic model. The detailed structure of the correlations is no longer represented in the stochastic model. Instead, correlation functions of Reû 1 and Imû 1 are exponentials with the averaged rate of decay reflecting the decorrelation times of the full model. But, as expected, the correlation functions of the stochastic model agree with the simulations of the SA-TBH system in (55) within a few per cent. The correlation functions of Reû 1 for truncation sizes = 20 and = 40 in the simulation of the original TBH system, the SA-TBH system with ε = 0.1 and the corresponding stochastic Finally, we observed in the simulations that the original TBH system, the SA-TBH system and the stochastic model are nearly Gaussian (i.e. non-Gaussian corrections are too small to be measured accurately). This means that the two-time statistical behaviour of the system is completely specified by the correlation function presented above.
Stochastic model forû 1 andû 2
Denoting the slow modes as a = (a 1 , a 2 , a 3 , a 4 
the stochastic model forû 1 ,û 2 can be written compactly as follows:
The explicit forms of the coefficients L(a), etc are given in the appendix, see (A.1)-(A.6).
Despite the complex appearance of these coefficients, the SDEs in (68) are explicit and can be Figure 11 . Normalized correlation function of Reû 2 in the simulation of the original TBH system in (46) with = 20 (--), the SA-TBH system in (57) with ε = 0.1 (-· -) and the SDE in (68) (----).
Numerical evaluation of correlations.
The correlation in (69) must be computed from the fast subsystem, which is identical to (65) except that the wave numbers all run over 3 |k| . Similarly to the previous section, resolving correlation functions for high wavenumbers is a somewhat challenging computational task. We performed several runs with different initial conditions and estimated the decorrelation times in (69) up to 1.5% relative error. Numerical estimates for parameters in (69) are presented in table 5.
Statistical behaviour of the stochastic model.
The correlation functions obtained from the simulations with = 20 and = 40 of the original TBH system in (46), the SA-TBH system in (57) with ε = 0.1 and the SDE in (68) are shown in figures 10, 11, 12, 13, respectively. In addition, the correlation times forû 1 andû 2 are presented in table 6. The correlation functions in the simulations of the SA-TBH system and the stochastic model are in very good agreement, but they are exponential and do not reproduce the complicated 'bump' structure of the original TBH system. Nevertheless, the overall decay rate of the correlation functions is captured correctly by both the SA-TBH system and the stochastic model. The discrepancies between the modified system are approximately 6.8% for mode Reû 1 and 12.3% for mode Reû 2 . Finally, consistent with the results presented in section 5.1, the two-time statistics is nearly Gaussian in all the three models.
Conclusions
A modified stochastic mode-reduction strategy for conservative systems was presented. One of the main advantages of the current approach is that no ad hoc modifications of the underlying equations are necessary. Under assumptions of mixing and ergodicity, the procedure gives closed-form SDEs for the slow dynamics which are exact in the limit of infinite timescale separation between fast and slow modes. Only bulk statistical quantities of the fast dynamics enter the stochastic equations as coefficients and these can be computed for all energy levels from a single microcanonical realization on an auxiliary subsystem.
In any realistic system, the separation of timescale is only approximate. In this case, the stochastic model captures the behaviour of the slow modes in a system where the fast modes have been artificially accelerated. This viewpoint allows us, at least in principle, to test the validity and relevance of the stochastic model by assessing the impact of the artificial acceleration on the original dynamics. This approach was tested here on the TBH system. It was shown that the statistical properties of the slow modes in the SA-TBH system are, in the bulk if not in the detail, similar to the properties of these modes in the original TBH system. As a result, the stochastic models with only one or two modes retained out of 102 perform Figure 13 . Normalized correlation function of Reû 2 in the simulation of the original TBH system in (46) with = 40 (--), the SA-TBH system in (57) with ε = 0.1 (-· -) and the SDE in (68) (----). surprisingly well. The transportability of these conclusions to other systems is difficult to test, but they offer hope that the stochastic mode-elimination approach is applicable to problems without substantial timescale separation, as is the case in most applications of interest. D(a) is the diffusion matrix, which in the present case can be written as follows:
Due to the special symmetries of the diffusion matrix it is easy to find the Cholesky decomposition of matrix in (A. 
