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We prove the global Markov property for lattice systems of classical statistical 
mechanics, with bounded spins and finite range interactions. The method uses the 
one developed by two of us to prove the global Markov property of Euclidean 
generalized random fields. The result shows that the systems considered have a 
transition matrix, which together with a distribution on a hyperplane, describes 
completely the system. 
INTRODUCTION 
In this paper we give a proof of the so-called global Markov property for 
lattice systems of classical statistical mechanics with finite range 
interactions. The method of proof follows the lines of the one two of us 
developed in order to prove the global Markov property for Euclidean fields 
[ 11. However, the fact of having discrete systems permits the avoidance of 
some technical problems and, therefore, makes some basic ideas used in the 
proof of the global Markov property more transparent. The global Markov 
property (yielding a transition matrix for the lattice systems under 
consideration, so that proceeding in the k-direction of a Z”-lattice one has a 
homogeneous Markov chain) has been used implicitly in several works, 
notably, e.g., in [2]. The importance of proving the global Markov property 
has been enhanced by the corresponding problem for Euclidean fields that 
remained open for quite some time and was finally solved in [ 11. For lattice 
systems the local Markov property has been discussed quite extensively in 
the literature. Let us describe roughly what it means in the case of Z” and for 
the case where the interaction has range 1. Let C be a subset of Z” such that 
Z” is the disjoint union Z“ = R, U C U fi, with R, , 52, subsets of Z” with 
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distance larger than the range of the interaction. If for any bounded f2, one 
has that 
W-I fi I (3 = Nf, I Cl ECfi I CL (1.1) 
where E is the expectation with respect to a Gibbs measure, E( - IC) is the 
conditional expectation with respect to the u-algebra B, generated by the 
random variable associated with C, and f,, fr are arbitrary B,,-resp. 
B,,measurable bounded functions, then ~1 has the local Markov property. 
We say that ru has the global Markov property whenever (1.1) holds for all, 
also unbounded, R, and Q,. Note that sometimes in the literature the local 
Markov property is simply called Markov property, but obviouslty the global 
Markov property is a much stronger property and, in fact, is the suitable 
multidimensional concept corresponding to the Markov property for one- 
dimensional systems. 
For references concerning the local Markov property and the equivalence 
of Markovian and Gibbsian fields, see, e.g., [3-61 (and references therein). 
The corresponding property in Euclidean field theory was proven first in [7]; 
see also, e.g., [8, 91. That the step from the local to the global Markov 
property was connected in some way with the problem of the uniqueness of 
the Gibbsian measures was pointed out in [ 9, 10, 111 (for the Euclidean and 
discrete cases). Uniqueness results in the discrete case have been known 
since the work of Dobrushin; see, e.g., [12-l 71. (In the case of Euclidean 
fields the proof is in [ 1 I.) In this paper we show that, from a uniqueness 
result not using the translation invariance of the interaction, like the ones in 
[5, 121, one can deduce the global Markov property. In fact, the mentioned 
uniqueness result is used to first show the uniqueness of the limiting 
conditioned measures, conditioned with respect to any subset, and this is 
then combined with the local Markov property to yield the global one. 
For simplicity we describe in detail the situation for the case of lattice 
gases or, equivalently, lattice systems with at each point a random variable 
taking the values 0 and 1, but the methods work in the same way for the 
case where the random variables (“spins”) take values in a finite set. It is 
most likely that the methods can be applied, extending the uniqueness results 
of [ 16, 171. to the case of discrete systems of continuous valued random 
variables. ’ 
’ Note added in proof. See H. Fiillmer in “Quantum Fields-Algebras-Processes” (L. 
Streit, Ed.), pp. 293-302, Springer-Verlag, Wien, 1980; J. Bellissard and P. Picco, Marseille 
preprint, 1980; and J. Bellissard and R. Hoegh-Krohn, Oslo preprint, 1981. 
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2. GIBBS MEASURES FOR INTERACTIONS OF FINITE RANGE IN Z” 
Consider the space Z” where Z are the integers and v is some fixed finite 
dimension. Let P = P(Z”) be the space of all subsets of Z”. Then 
P(Z”) = {O, 1 }Z” 
and, hence, P is a compact space in the product topology. Let P, be the 
subset of P consisting of finite subsets of Z”. An interaction @ on Z” is a 
real valued symmetric function @ on P with support on P, (symmetric 
means that @(/i) = @(-+I)). We say that the interaction C? is ofjkite range 
in Z” iff @ has finite support, i.e., there are only finitely many li c P, such 
that @(A/i> # 0. The norm 11 Q, 11 is defined by 
(2.1) 
and we see that if @ has finite range, then II @II is finite. In what follows we 
shall consider only interactions of finite norm. For any i E Z”, let czi be a 
probability measure on the set (0, 1 } and let 
be the corrresponding product measure on the compact space P. 
Let ai be the coordinate functions on P, i.e., ai = 1 iff i E A and zero if 
not, and, for n c Z”, let B, be the u-algebra of Bore1 sets in P generated by 
the ui, iEA. 
Let @ be an interaction of finite norm; then for each fixed j E Z” 
(2.3) 
We define for any finite subsets A, c Z” the interaction measure p,,, on P 
corresponding to the interaction @ and the product measure a by 
&,4,(U) = Zh: exp (- i.X, ‘f (T @(‘) ,I& 9)) da(uh C2a4) 
where 
From (2.3) we have that (2.4) defines a Bore1 probability measure p,,, on P. 
Let now II r be any finite subset of Z” and let /i be arbitrary, then E,,,(e IA) is 
the conditional expectation with respect to the probability mesure P,, , and the 
683/I i/4-10 
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a-algebra B, . If @ is of finite range, it follows that, for any finite 
A, E,,,dfJZ” -/i) converges as /ii increases to Z”. Set 
E,(j’lZ” -A) = AlirnU E,,dfjZ” --A). P-6) I 
DEFINITION 2.1. Let @ be an interaction of finite range and let a be a 
product measure on P. A Bore1 probability measure p on P is said to be a 
Gibbs measure relative to @ and a if for any finite subset A c Z” and any 
bounded Bore1 function f we have that the conditional expectation 
E(f IZ” -A) off with respect to ,u and B,,,-, is given by 
E(fIZ”-A)=E,dfIZ”-A). 
The existence of Gibbs measures for arbitrary interactions of finite range is 
given by Dobrushin [5, 121. Moreover, the following theorem follows from a 
theorem of Dobrushin [5, 12, 131; see also [6, p. 761). 
THEOREM 2.1. Let @ be any interaction of finite range such that 
II @II < (2e)-‘, where e is the base of natural logarithms, and a any product 
measure on P, then there is one and only one Gibbs measure on P relative to 
the interaction @ and the product measure a. 
Let us assume again that @ is an interaction of finite range, a is a product 
measure on P, and let p be a corresponding Gibbs measure on P, with 
conditional expectation EGf 1 B,) = Edf IA). Let f be a bounded Bore1 
function on P. Since B,,-, is decreasing as A is increasing, we have that 
A+EdfIZ”-A)( ) u is an inverse martingale and, thus, by the martingale 
convergence theorem we have that Ecf IZ” - n)(a) converges pointwise as 
/i /” Z” through finite sets 
(2.7) 
p-almost everywhere, where E(f”l co) is the conditional expectation with 
respect to 
B, = n B,u-,. (2.8) 
The following result is well known (see, e.g., [6]). 
THEOREM 2.2. Let @ be an interaction of finite range and let a be a 
product measure on P. Let 
B,= 0 B,,-, 
A EPD 
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and let p be a Gibbs measure relative to @ and a. Then any Gibbs measure v 
absolutely continuous with respect to ,u is of the form 
jpfdv= jWb)WWdd 
for some B,-measurable and positive function h. Hence tf 11 @I) < (2e)-‘, 
then p r B, is trivial. 
Now if ,a IB, is trivial, it follows from (2.7) that we have the following: 
PROPOSITION 2.3. Let @ be an interaction offinite range and let a be a 
product measure on P. Zf (I@ 11 < (2e))’ and E(I A) is the conditional expec- 
tation with respect to the corresponding unique Gibbs measure, then for any 
bounded Bore1 measurable function f 
3. THE GLOBAL MARKOV PROPERTY FOR INTERACTIONS OF FINITE RANGE 
DEFINITION 3.1. We say that two subsets Q, and 8, of 2” are insulated 
from each other with respect to the interaction @ (of finite range) iff no finite 
subset of Q, - Q2 is in the support of @, where k E R, - fl, if and only if 
k=j,-j,withj,ER, andj,ER,. 
Remark that @(A) = @(-A) so that the relation of being insulated from 
each other is symmetric with respect to R, and Q2. 
Let now 1. I be any norm on RI’ and we shall consider the restriction of the 
norm I I to 2” c R”. Let @ be an interaction of finite range. We say that @ 
has range d with respect to the norm I I iff A E supp @ implies that 
A c {j E 2”; 1 jl < d) . From Definition 3.1 we have the following lemma: 
LEMMA 3.1. Let I I be any norm on R” and let @ be an interaction of 
range d with respect to the norm ( I. Let 0, and Qz be two subsets of Z” and 
let 
dis(R,,n,)3min{li,-i,l;i,En,,i,En,}. 
Zf dis(Q, , S2,) > d, then 0, and a2 are insulated from each other with 
respect to the interaction CD. 
Let us now assume that 
Z”=D,ucua,, (3.1) 
where 0,) C, 52, are subsets of Z” which are pairwise disjoint. If 0, and Q2 
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are insulated from each other with respect to the interaction @, we say that 
C insulates R, from L$. 
Let @ be an interaction of finite range and let us assume that C insulates 
Q, from .R, where 0, is a finite subset of 2”. Let f, and f2 be two bounded 
Bore1 functions on P such that fi is Bdl-measurable and f2 is BR2 
measurable, and let p be any Gibbs measure with respect to the interaction @ 
and the product measure a. Since Z” = J?, U C U R, (disjoint union) and R, 
is finite, we have by the definition of Gibbs measure that 
(3.2) 
where E(f, ( C U J2,) is the conditional expectation with respect to p and 
B ran2 and by P-6) 
(3.3) 
where E,(f, 1 C U 0,) is the conditional expectation with respect to P,, and 
B o,iR2, p,, being the measure given by (2.4). From the facts that C insulates 
Q, from 0, and that J, is B,,-measurable we have that 
Since f, is Bn2-measurable, this implies that 
On the other hand from the form of p,, and the fact that C insulates a, from 
Q, we have that E,(f, 1 C U a2) is independent of A as soon as J-2, U C c /1. 
Therefore, if R, U Cc A, then by (3.3) 
~(f*ICu~*)=~,(f,lCu~*)=~~dfiIc). (3.6) 
Since E, (f, I C) is Bc-measurable, (3.6) implies that EGf, JC U 0,) is B,- 
measurable. We always have 
w-l I C) = Gwl I c u fi*>l c> (3.7) 
and since E(f, ) C U 0,) is Bc-measurable, we also have that 
WV; I c u f&I 0 = w, I c u f-22). (3.8) 
Hence 
NfllCU~*)=Nf*lC). (3.9) 
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This, of course, implies that 
EGf,f,lC)=Edf,IC).Edf,lC). (3.10) 
If (3.9) holds whenever Q, is finite, we say that p has the local Markou 
property. Hence, the above is a proof for the (well-known) result (see, e.g., 
the references in [6]). 
THEOREM 3.2. (The local Markov property). Let @ be an interaction of 
finite range and let a be any product measure on P = P(Z”). Let p be any 
Gibbs measure with respect to @ and a; then p has the local Markov 
property. That is, let Z” = R, V C V R, be a disjoint partition of 2” such 
that C insulates 52, from Q, with respect to the interaction @. Let f, and f2 
be bounded Bore1 functions such that f, is Bn,-measurable and fi is B,,- 
measurable. If E(fl.4) is the conditional expectation with respect to p and 
B,, then tf Q, is finite, we have 
Again let @ be an interaction of finite range and a be a product measure 
on P, i.e., 
a= n ai. (3.11) 
ie.P 
Let C be any subset of Z” and let nc E {0, 1 }’ = P(C), i.e., 
(3.12) 
where qi E (0, 1 }. We then set 
ar71C= Jj ai* flJ$, (3.13) 
ieZL‘-C ice 
where S,,(?ji) = 1 if vi = fi and zero if not. a r qc is then a product measure 
on P(Z’) for fixed qc E P(C). Moreover, one easily verifies that if ,u is a 
Gibbs measure on P(Z”) with respect to the interaction @ and the product 
measure a, then the measure ,u(. ]qc) defined by 
JW I C)(vc) = ,/- f (0) &(o I rc) (3.14) 
(since P is compact) is a Gibbs measure with respect to the interaction @ 
and the product measure a r qc. 
Let now Z” = a, U C U a2 be a disjoint partition of Z” such that C 
insulates J2, from R, with respect to the interaction @. Since ,u(. ( qc) is a 
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Gibbs measure with respect to @ and a r qc, we have that if E,c(. IA) is the 
conditional expectation with respect to ,u(. 1 qc), then for any finite A we have 
by (2.6) and Definition 2.1 that for any bounded Bore1 function f 
(3.15) 
In fact, since @ has finite range, we have that if A is insulated with respect to 
@J from Z” --A,, then 
E,cdfIZ”-A)=E~~dflz”-A), (3.16) 
where E;;(IZ” -A) is the conditional expectation with respect to ,u:T given 
by (2.4) with a r qc instead of a. 
Let now f = f, f2 where f, is B,,- measurable, bounded and fi is a Boz- 
measurable bounded Bore1 function. Then since C insulates Q, from a,, we 
have from (2.4) that 
E~C(f,J;IZ”--)=E~CCf,IZ”-/1)E~T(f,IZ”-~), (3.17) 
so by (3.16) we have that for any finite A 
E,cdfif,IZ”--)=E,c(fiIZ”--)EE,cCf,IZ”--). (3.18) 
Let us now assume that 11 @I( < (2e)-‘; then by Proposition 2.3 and (3.18) 
we have that 
E,,dfifi) =E,Jf,)E&). (3.19) 
Recalling now that E,cdf) = EGfl C)(nc) we have 
E(f, f2 I C) = Evl I c> w2 I c> (3.20) 
p-almost everywhere. If (3.20) holds whenever C insulates 0, from ~2~ we 
say that ,u has the global Markov property. Hence we have proved the 
Theorem. 
THEOREM 3.3 (The Global Markov Property). Let @ be an interaction 
of finite range and let a be any product measure on P = P(Z”). If 
I( @)I < (2e)-‘, then the unique Gibbs measure ,u has the global Markov 
property. That is, let Z” = fi, U C V Q2 be a disjoint partition of Z” such 
that C insulates f2, from 0, with respect to the interaction @. Let f, and fi 
be bounded Bore1 functions such that f, is B,,-measurable and f2 is BQ2- 
measurable. Then ifE(f IA) is the conditional expectation with respect to the 
unique Gibbs measure p, we have that 
JW, fi IO = E(f, I C) E(fz I’3 
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