The inclusion of semantic information in any similarity measures improves the efficiency of the similarity measure and provides human interpretable results for further analysis. The similarity calculation method that focuses on features related to the text's words only, will give less accurate results. This paper presents three different methods that not only focus on the text's words but also incorporates semantic information of texts in their feature vector and computes semantic similarities. These methods are based on corpus-based and knowledge-based methods, which are: cosine similarity using tf-idf vectors, cosine similarity using word embedding and soft cosine similarity using word embedding. Among these three, cosine similarity using tfidf vectors performed best in finding similarities between short news texts. The similar texts given by the method are easy to interpret and can be used directly in other information retrieval applications.
I. INTRODUCTION
Text similarity has been one of the most important applications of Natural Language Processing. Two texts are said to be similar if they infer the same meaning and have similar words or have surface closeness. Semantic similarity measures the degree of semantic equivalence between two linguistic items, be they concepts, sentences, or documents [12] . A proper method that computes semantic similarities between documents will have a great impact upon different NLP applications like document classification, document clustering, information retrieval, machine translation, and automatic text summarization. There are different approaches to compute similarities between documents that use lexical matching, linguistic analysis, or semantic features. In the context of short texts, methods for lexical matching might work for trivial cases [3] . But it is arguably not an efficient method because this method considers whether the words of short texts look-alike eg. in terms of distances, lexical overlap [1] or largest common substring [2] . Generally, linguistic tools like parsers and syntactic trees are used for short text similarity, however, all the texts such as tweets might not be parsable. A linguistically valid interpretation might be very far from the intended meaning. So, semantic features are quite important in text mining. For semantic features, external sources of structured semantic knowledge such as Wikipedia, WordNet, or word embeddings are used [3] .
The main objective of this paper is to compare the semantic similarities between short texts to maximize human interpretability. The basic idea to compute text similarities is by determining feature vectors of the documents and then calculating the distance between these features. A small distance between these features means a high degree of similarity, whereas a large distance means a low degree of similarity. Euclidean distance, Cosine distance, Jensen Shannon Distance, Word Mover distance [4] are some of the distance metrics used in the computation of text similarity. This paper presents two different methods to generate features from the documents or corpus: (1) using Tf-idf vectors and (2) using Word Embeddings and presents three different methods to compute semantic similarities between short texts: (1) Cosine similarity with tf-idf vectors (2) Cosine similarity with word2vec vectors (3) Soft cosine similarity with word2vec vectors.
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II. RELATED WORK
Computation of similarity between the texts has been an important method of data analysis which can be further used in different NLP applications like information retrieval, sentiment analysis. So, there has been wide research for this computation using different features of texts and implementing different algorithms and metrics. Different case studies have also been carried out showing various applications of semantic similarity. N. Shibata et. al [11] performed a comparative study to measure the semantic similarity between academic papers and patents, using three methods like the Jaccard coefficient, cosine similarity of tf-idf vector, and cosine similarity of log-tf-idf vectors. All of these methods are corpus-based methods and they also performed a case-study for further analysis. S. Zhang et. al [12] explored the different applications of semantic similarity related to the field of Social Network Analysis.
H. Pu et. al [13] incorporated a semantic similarity calculation algorithm that used the large corpus to compare and analyze several words. This method used the Word2Vec model to calculate semantic information of the corpus and used Li similarity measure to compute similarity. Wael H. Gomaa [14] also discussed three text similarity approaches: string-based, corpus-based and knowledge-based similarities and proposed different algorithms based on it.
The above works showed that different methods and metrics have already been carried out for this research. In this experiment, we have also introduced three different semantic similarity measures based on both corpus-based and knowledgebased methods. The basic concept was that the small features from text words are not enough, and the inclusion of word semantic information in the process can improve the method. The tf-idf vectors were used to gain information about the corpus or document in case of a corpus-based method ie. cosine similarity using tf-idf vectors. The knowledge-based method included computation of word embedding for each text, and cosine and soft-cosine similarity metrics were used for similarity calculation between these word embedding vectors.
III. METHODOLOGY

A. Dataset
The dataset used in this experiment is the popular and publicly available short news articles called AG's news topic classification.
1) AG's News Topic Classification Dataset: This news corpus consists of news articles from the AG's corpus of news articles [5] on the web and have 4 largest classes. Each class consists of 30,000 training samples and 1900 testing samples. This dataset is provided by the academic community for research purposes in data mining, information retrieval, etc.
B. Data Cleaning and Preprocessing
Basic preprocessing steps like lemmatization, stop-word removal, and filtering characters, punctuations and numbers were done. WordNetLemmatizer was used to lemmatize the words and the English stop-words were taken from NLTK library [6] .
C. Feature Vectors
In machine learning, a feature vector is a n-dimensional vector of numerical features that represent some object or context. It holds an important place in computing semantic similarities between texts. In this experiment, two different methods have been used to compute feature vectors. They are:
1) Tf-idf Vectors: TF-IDF is an abbreviation for Term Frequency-Inverse Document Frequency and is a very common algorithm to transform a text into a meaningful representation of numbers. Tf-idf weight is a statistical measure that evaluates the importance of a particular word to a document.
Mathematically,
where, tf i,d is the number of occurrences of i th term in document d, df i is the number of documents containing i th term, N is the total number of documents.
A tf-idf model was created using sklearn vectorizer model. This model was fitted using the documents and a set of tfidf vectors containing tf-idf weight of each words of the documents were created. Now, these tf-idf vectors were used as a feature vectors for measuring similarities between the news dataset.
D. Word Embeddings
Word embeddings are vector representations of a word obtained by training a neural network on a large corpus. It has been widely used in text classification using semantic similarity. Word2vec is one of the most widely used forms of word embeddings. The word2vec takes text corpus as input and produces word vectors as output, which can be further used to train any other word to obtain its corresponding vector value. This word2vec model uses a continuous skip-gram model [7] , based on the distributional hypothesis. An open-source library, Gensim [8] provides different pre-trained word2vec models trained on different kinds of datasets like GloVe, googlenews, ConceptNet, Wikipedia, twitter [8] . A pre-trained word embeddings named ConceptNet Numberbatch 19.08 [9] was used as a word2vec model to create feature vectors for the dataset in this experiment.
E. Similarity Measures
Similarity function or measure is a real-valued function that quantifies the similarity between two objects. This experiment presents two similarity measures: cosine similarity and softcosine similarity.
1) Cosine Similarity: It is a similarity measure which measures the cosine of the angle between two vectors projected in a multi-dimensional plane. It is the judgment based on orientation rather than magnitude.
Given two vectors of attributes, A and B, the cosine similarity is presented using a dot product and magnitude as:
2) Soft Cosine Similarity: A soft cosine or soft similarity between two vectors generalizes the concept of cosine similarity and considers similarities between pairs of features [10] . The traditional cosine similarity considers the Vector Space Model (VSM) features as independent or completely different, while soft cosine measure considers the similarity of features in VSM as well. The similarity between a pair of features can be calculated by computing Levenshtein distance, WordNet similarity or other similarity measures. For example, words like "cook" and "food" are different words and are mapped to different points in VSM. But, semantically they are related to each other.
Given two N-dimensional vectors a and b, the soft cosine similarity can be calculated as follows:
where s ij = similarity(feature, feature)
The matrix s represents the similarity between features. If there is no similarity between features (s ii = 1, s ij = 0 for i = j) then, this equation is equivalent to cosine similarity.
IV. PROPOSED METHOD
On the basis of methods to compute feature vector and similarity measures, this paper presents three methods to compute similarities between short text data.
A. Cosine Similarity using TF-IDF Vectors
The pre-processed documents were converted into tf-idf vectors by using a vectorized tf-idf model. The obtained vectors were a sparse matrix containing tf-idf weights for each word of each document having the size of [number of documents * number of features(unique words)]. Now, these tf-idf weights from the matrix were used as a feature for each document, and similarity between documents are computed using cosine similarity. The inbuilt cosine similarity module from sklearn was used to compute the similarity.
B. Cosine Similarity using Word2Vec Vectors
In this method, the pre-trained word2vec model was loaded using gensim [8] . This word2vec model was used to compute the vector values or word embeddings of each word of all the preprocessed documents. The word2vec vectors for the words that do not exist in the vocabulary of the pre-trained model were set to zero. An average of all the word vectors of a document was computed and the resultant vector was used as a feature word2vec vector for that document. So, all the documents were vectorized from n-gram vectors into word2vec vectors. These word2vec vectors were then used as feature vectors to compute the cosine similarity within the documents.
C. Soft Cosine Similarity using Word2Vec Vectors
This method also used the word embeddings from same pretrained word2vec model. These word2vec vectors were used to construct a term similarity index which computes cosine similarities between these word2vec vectors from the pretrained model.
The pre-processed documents were converted into a dictionary or a bag of words model and the formed dictionary was converted into a corpus (a sparse vector containing unique word ids and its number of occurrences). Since soft cosine measure uses a similarity matrix between pair of features, the dictionary (feature of the dataset) and term similarity index (features of word2vec model) were used to compute a term similarity matrix. Finally, soft cosine similarity between the documents was computed. The modules provided by gensim [8] were used to compute this similarity measure.
V. RESULT AND ANALYSIS
About 2000 news articles from the dataset were selected randomly for the experiment. The similarity of each news article was computed against itself and all the other articles. A huge matrix of size (number of news articles * number of news articles) ie. 2000 * 2000 was created. We know that self-similarity is always 1. So, all the diagonal values of the similarity matrix were replaced by 0 because we wanted to find the most similar document for any document beside itself. The most similar news article for a news article was computed by finding out the maximum similarity value in the similarity matrix.
These figures show the illustration of the procedure explained above. D1, D2, D3, D4, D5 represents five documents. The analysis of the performance of these three methods was done by retrospective analysis by measuring the top-1 accuracy. Top-1 accuracy is the conventional accuracy in which the answer from the model must be the expected answer. So, the newsgroup or news category of each news article and its respective most similar news articles were checked and compared. If an article and its most similar article are in the same category or newsgroup, then it is noted as correctly classified, otherwise not. The accuracy of each method was calculated on the basis of this rule, ie. accuracy = total no. of correctly classified news articles total number of news articles * 100 (4) The table below shows the top-1 accuracy of each method using the dataset. This table shows that all of the three methods performed quite well with great accuracy. But, among these three methods, cosine similarity using tf-idf showed greater accuracy. Cosine similarity with word2vec had relatively low accuracy among all three methods. The reason behind this is the fact that the document vector is computed as an average of all word vectors in the document and the assignment of zero value for the words, that are not available in word2vec vocabulary. Soft cosine similarity performed better than cosine similarity with word2vec as this method used a similarity matrix with pre-trained word embeddings and dictionary or BoW of the documents as features.
The obtained result has confirmed that the inclusion of semantic information in the form of tf-idf vectors and word embeddings, provides positive improvement in the method of computing semantic similarity of short texts.
VI. CONCLUSION
In this research paper, we performed a comparison between three different approaches for measuring the semantic similarity between two short text news articles. AG's newsrelated data sets were used to verify the experiment. The three approaches are Cosine similarity with tf-idf vectors, cosine similarity with word2vec vectors, soft cosine similarity with word2vec vectors. All of these three methods had shown promising results. Among these three vectors, cosine with tf-idf had the highest accuracy when the results were cross-validated and the newsgroup of a news article and its corresponding most similar article were compared. The most similar documents given by the method are easy to interpret, which makes it easier to use in different kinds of information retrieval methods.
The accuracy of the other two methods can be increased by using the Doc2Vec model instead of the Word2Vec model, which represents a document as a vector and does not average the word vectors of a document. This model can be implemented for further improvement of the methods.
