The vast majority of stochastic simulation models are imperfect in that they fail to exactly emulate real system dynamics. The inexactness of the simulation model, or model discrepancy, can impact the predictive accuracy and usefulness of the simulation for decision-making. This paper proposes a systematic framework to integrate data from both the simulation responses and the real system responses to learn this discrepancy and quantify the resulting uncertainty. Our framework addresses the theoretical and computational requirements for stochastic estimation in a Bayesian setting. It involves an optimization-based procedure to compute confidence bounds on the target outputs that elicit desirable large-sample statistical properties. We illustrate the practical value of our framework with a call center example and a manufacturing line case study.
Introduction
Stochastic or simulation models are only approximations to the reality. A conjectured model may not align with the true system because of unobserved complexity. Moreover, some highly accurate models, even if formulable, may not be implementable due to computational barriers and time constraints, in which case a simpler, lower-fidelity model is adopted. In all these cases, there is a discrepancy between the model and the reality, which we call model discrepancy. This article describes a data-processing framework to integrate data from both a simulated response and the real system of interest, under the presence of model discrepancy, to reliably predict stochastic outputs of interest.
Our objective is motivated from everyday practice of simulation analysis. For example, this article describes a major manufacturer that is interested in assessing the impact of the staffing level of support workers on a production line via discrete-event simulation. Twelve weeks were spent carefully designing and tuning the simulation model and the final report included seventyfive realizations of the simulation model at each potential staffing level. The limited amount of realizations gives rise to a simulation error (also termed a Monte Carlo error). In addition, when data at the current staffing level was compared to the simulation model realizations, it was clear the simulation model was inaccurate. Yet, given the resources already invested, the manufacturer was interested if the simulation model could still be used to guide the staffing level decision. An approach that can account for both sources of errors can save significant costs and improve the decisions in situations like these.
Differences between a simulation and real data is traditionally addressed during the important practice of model validation and calibration in the simulation literature, which refers to the joint task of checking whether a developed stochastic model sufficiently reflects the reality (validation), and if not, re-developing the model until it matches (calibration) (e.g., Sargent (2013) , Banks et al. (2009) Chapter 10, Kelton and Law (2000) Chapter 5). Conventional validation methods compare relevant outputs from simulation models and real-world data via statistical or Turing tests (e.g. Schruben (1980) and Balci and Sargent (1982) ). In the case of a mismatch, guided expert opinions, together with possibly more data collection, are used to re-calibrate the model recursively until acceptable accuracy (Sargent 1998) . While these tools are fundamentally critical to the practice of simulation, there can be two deficiencies when using calibration in an ad-hoc way:
1. It necessitates building increasingly sophisticated models after unsatisfactory conclusions. This process potentially places a heavy burden on a simulation modeler/software, consumes time and, moreover, may end up in non-convergence to an acceptable ultimate model.
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. The recursive refinement of the model to align it with the real data along the development process involves hidden parameter choices and simultaneous estimations. These details, which are often overlooked and unaccounted for, complicate statistically justified uncertainty quantification alongside prediction.
Our goal is thus to investigate a framework that systematically offers predictive bounds using a simulation model without the traditionally encountered recursive efforts. Our framework is a stochastic version of model calibration that is similar in spirit to deterministic model calibration (Kennedy and O'Hagan 2001) . The basic idea is to view potential model discrepancy as an object that can be inferred statistically, or plainly put, to "model" this potential error. To conduct feasible inference, often the model discrepancy is assumed to have some structure decided a priori of observing data, and data are used to update the uncertainty on predictions of the true system.
Since Kennedy and O'Hagan (2001) , this idea has been extended and widely applied in various scientific areas, e.g., Tuo and Wu (2015) , Higdon et al. (2004) , Plumlee (2016) . In the stochastic simulation literature, similar machinery has appeared under the heading of stochastic kriging (Ankenman et al. (2010) , Staum (2009) , Chen et al. (2013 Chen et al. ( , 2012 , Kim (2014, 2016) ).
In the stochastic kriging literature, the oracle benchmark is the simulation model and stochastic kriging is used to reduce simulation effort by borrowing information from the simulation outputs at a collection of design values. In the model discrepancy setting, the oracle benchmark is the real system's probabilistic generating mechanism and our goal is to improve the prediction accuracy and quantification of uncertainties associated with the simulation model.
One challenge in bringing the deterministic model discrepancy machinery to stochastic simulation is that in the latter case, the inference objects are themselves embedded in probability spaces.
The stochastic simulation model and the real system are naturally represented as probability distributions (think of the output distributions of a queueing or a stochastic inventory model), which constitute the basis of calculation in many decision-making tasks (for example, computing the chance that the outcome is in some region that indicates poor performance). Consequently, the learning and the uncertainty quantification of the discrepancies need to take into account the resulting probabilistic constraints. This is beyond the scope of the established inference and computation tools in the deterministic model discrepancy literature.
As our main contribution, we develop a framework to infer stochastic model discrepancies that is statistically justified and computationally tractable under the constraints discussed above. On the statistical aspect, we build a Bayesian learning framework that operates on the space of likelihood ratios as the representation of model discrepancies between simulation and reality. We study how this representation satisfies the constraints necessarily imposed in capturing stochastic model discrepancies and leads to desirable asymptotic behavior. On the computational aspect, we propose an optimization approach to obtain prediction bounds. Though sampling techniques such as Markov chain Monte Carlo (Gelman et al. 2014, Chapters 11 and 12) are widely used in Bayesian computation, they encounter difficulties in our setting due to the constraints and high-dimensionality.
Our approach, inspired from the recent literature in robust optimization (Ben-Tal and Nemirovski (2002) , Ben-Tal et al. (2009 ), Bertsimas et al. (2011 ), alleviates this issue via the imposition of suitable optimization formulations over posterior high probability regions. We study the statistical properties of these formulations and demonstrate that they are equally tight in terms of asymptotic guarantees to traditional Bayesian inference.
We close this introduction by briefly reviewing two other lines of related work. First, in stochastic simulation, the majority of work in handling model uncertainty focuses on input uncertainty; see, e.g. the surveys Barton et al. (2002) , Henderson (2003) , Chick (2006) , Barton (2012 ), Song et al. (2014 , Lam (2016a) , Nelson (2013) Chapter 7. They quantify the impacts on simulation outputs due to the statistical uncertainty in specifying the input models (distributions, stochastic assumptions etc.), assuming input data are available. Approaches include the delta method (Cheng and Holland (1997) ) and its variants such as the two-point method Holland (1998, 2004) ), the bootstrap (Barton and Schruben (1993, 2001 ), Cheng and Holland (1997) ) which can be assisted with stochastic kriging-based meta-models (Barton et al. (2013) , Xie et al. (2014) ), and Bayesian methods (Chick (2001) , Wilson (2003, 2004) , Xie et al. (2014), Biller and Corlu (2011) ). Added to these approaches are recent perspectives of model risks and robust optimization that do not necessarily directly utilize data (Glasserman and Xu (2014) , Lam (2016c Lam ( , 2017 , Ghosh and Lam (2015) ). The second line of related work is queueing inference that investigates the calibration of input processes and system performances from partially observed queueing outputs such as congestion or transaction data (e.g., the queue inference engine; Larson (1990) ).
This literature utilizes specific queueing structures that can be approximated either analytically or via diffusion limits, and as such allow tractable inference. Techniques include maximum likelihood estimation (Basawa et al. (1996) , Pickands III and Stine (1997) ), nonparametric approaches (Bingham and Pitts (1999) , Hall and Park (2004) ) and point processes (Whitt (1981) ). Recently, Goeva et al. (2014) study calibration of input distributions under more general simulation models. Like the input uncertainty literature, however, these studies assume correctly specified system logics that imply perfect matches of the simulation models with real-world outputs.
Stochastic Model Discrepancy: Setting and Notations
This section describes our setting and notations throughout this paper. We consider a system of interest that outputs a discrete random response over the space Y with cardinality m. For notational simplicity, we will use the space Y = {1, . . . , m}. This response depends on a vector of design variables, denoted x, which can be broadly defined to include input variables that are not necessarily controllable. We presume a finite set of design points or design values x j , j = 1, . . . , s.
The probability mass function π j = {π j (i)} i=1,...,m describes the distribution of the response of the real system on Y under x j . Examples of the response include the waiting times in call centers (Brown et al. 2005 ) and hospitals (Helm and Van Oyen 2014) . In the first example, design variables could be the number of servers, the system capacity, and the arrival rate. In the second example, the design variable could be the rate of elective admissions.
The objective is to draw conclusions about π j for several j's. These distributions form the basis in evaluating quantities of interest used for decision-making. When responses are independently observed from the real system (e.g., from a designed experiment (Li et al. 2015) ), n j (i)/n j is a reasonable estimate of π j , where n j (i) counts the number of outcomes equal to i and n j is the total number of recorded responses at x j . In the setting of simulation modeling, however, these empirical estimates are often inadequate because typical decision-making tasks, like feasibility or sensitivity tests, are applied on system configurations that are sparsely sampled or even never observed. This means that accurate empirical estimates for the x j values of interest are not available. In fact, for these j's, n j can often times be 0.
In contrast, using state-of-the-art understanding of the system, possibly simplified for computational concerns, an operations researcher builds a simulation model (typically based on discreteevent simulation) to estimateπ j = {π j (i)} i=1,...,m , the simulated distribution of the response at the design point x j . In parallel to the real responses, we denoteñ j (i) as the count of outcome i and n j as the total number of replications in a simulation experiment at x j , andñ j (i)/ñ j is hence an estimate ofπ j (i). Unlike the real responses, it is often affordable to generate a more abundant number ofñ j and hence a more accurate estimate ofπ j . However, the difference betweenñ j (i)/ñ j andπ j (i) remains a source of uncertainty.
Our premise is that the real response distribution π j and the simulated distributionπ j differ.
Thus, in order to make conclusions about π j , we must conjecture about the potential gap between π j andπ j with the limited simulation and real-world data. The remainder of this section describes our framework for defining the discrepancy between π j andπ j .
First note that both π j andπ j obviously must satisfy the criteria of a probability distribution:
We define the discrepancy between π j andπ j as δ j = {δ j (i)} i=1,...,m where
In other words, δ j reflects the the ratio between the probabilities of the true responses and simulated responses. If δ j (i) = 1 for all i, the simulation model is correctly specified. Definition 1 is analogous to that of likelihood ratio in the context of importance sampling (e.g., Owen (2013) , Chapter 9;
Asmussen and Glynn (2007), Chapter IV; Glasserman (2003) , Chapter 4). In the model risk literature, similar object as Definition 1 also appears as a decision variable in worst-case optimization problems used to bound performance measures subject to the uncertainty on the true model relative to a conjectured stochastic model (often known as the baseline model). Examples include Gaussian models with mean and covariance uncertainty represented by linear matrix inequalities (Hu et al. (2012) ), and nonparametric uncertainty measured by Kullback-Leibler divergence (e.g., Glasserman and Xu (2014) , Lam (2016c) ). Our definition 1 is along a similar vein as these work, but rather than using it as a tool to speed up simulation (in importance sampling) or an optimization decision variable (in model risk), our δ j is an object to be inferred from data.
Note that (1) is not the only way to define stochastic model discrepancy. Another natural choice, which more closely mimics the established deterministic counterpart (Kennedy and O'Hagan 2001) , is via
The choice of which version of discrepancy to use relates to the convenience in statistical modeling.
We adopt the multiplicative version in (1) based on its analog with likelihood ratio, which facilitates our inference.
Since π j andπ j are valid distributions, the model discrepancy δ j defined in (1) must satisfy the following criteria with respect toπ j :
Definition 2. Say p is a valid distribution with p(i) > 0. d is a valid discrepancy with respect to
Clearly, if d is a valid discrepancy and p is a valid distribution then {d(i)p(i)} i=1,...,m will also be a valid distribution.
Definition 2 plays a vital role in our subsequent analysis as they characterize the properties of our inference targets. Unlike deterministic model discrepancies, these conditions come from the probabilistic structure that arises uniquely in stochastic model discrepancies. Note that Definition 2 coincides with that of a likelihood ratio (e.g., Asmussen and Glynn (2007) ).
Lastly, in addition to model discrepancy, simulation noise and experimental noise also contribute to the uncertainty in estimating π i , i.e., the noise of the estimator n j (i)/n j for π j (i) andñ j (i)/ñ j forπ j (i). Our analysis will also incorporate these sources of uncertainty.
A Bayesian Framework
We propose a Bayesian framework to infer the discrepancy δ j . The framework has the capability to quantify uncertainty under limited data environments (common in our setting where observed responses from the real system may be sparse or absent for some design points), and to incorporate prior information that anticipates similar discrepancies for similar design points, where the similarity is measured by the distance between the design values. We will also see how the framework can account for the notion of a valid discrepancy provided in Definition 2.
The term data substitutes for the collection of all observed responses from the real system and the simulation model, which is sufficiently represented as
Our main inference procedure is the Bayes rule summarized as
where d andp are the locations at which the density is evaluated for δ = (δ j ) j=1,...,s andπ = (π j ) j=1,...,s . The notations "post", "likelihood" and "prior" stand for the posterior, likelihood and prior distribution of (δ,π). Note that we have definedπ as an inference target in addition to the discrepancy δ, in order to handle the simulation noise (as we will describe momentarily). The
can be used to define the posterior distribution of π j (i) at p j (i).
The likelihood for (2) is straightforward to compute as
We now discuss the prior for (2). We restrict ourselves to independent priors for the discrepancy and the simulation model. The prior on the simulation model needs to exhibit the properties of a valid distribution. These properties can be enforced by conditioning an arbitrary prior distribution on a vector which takes real values in a space R sm on the constrained region associated with Definition 1. Similarly, the properties of a valid discrepancy can be enforced by conditioning an arbitrary prior distribution on the constrained region associated with Definition 2. More precisely, let the logarithm of this arbitrary prior mass function for the simulation model be denoted with f and the discrepancy with g. Our construction leads to
The choices of f (·) and g(·) are open to the investigator. For computational reasons that will be detailed in Section 4.3, we prefer g(·) that is concave. One widely used option that exhibits this property will be a multivariate Gaussian with a mean µ and correlation matrix R that borrows information across design points and observation points. It is recommended that one uses a vector of 1s as the prior mean for δ and (1/m)s forπ. R should be built with domain specific logic, e.g., similar design points and/or similar responses should have similar discrepancies. For more detailed ideas toward constructing correlation structures for responses, see Ankenman et al. (2010) on the topic of stochastic kriging. In general, this approach leads to
where thep and the d are understood to be vectorizations of the probability masses represented by themselves, and λs are positive constants that scale the correlation matrices Rs.
Note that, in the settings where simulation is cheap andπ is estimated with negligible error, one can drop the parameterp in the likelihood (2) and correspondingly the second terms in the likelihood (3) and the prior (4).
Optimization-based Procedure for Bayesian Inference
This section presents our computation procedure to make conclusions about π j based on (2). In particular, we propose an optimization-based approach. There are two reasons for considering this inference package in place of the more traditional Markov Chain Monte Carlo. First, a typical decision-making in simulation analysis often boils down to the estimation of expectation-type quantities of interest evaluated at π j . The optimization we study will provide efficiently computable bounds on these expectations. Second, because of the constrained structure of the prior distribution (4), standard sampling-based Bayesian computation tools are deemed to be inefficient, and optimization serves as a competitive alternative.
To elaborate the second rationale, note that common solution mechanisms in Bayesian inference consist of drawing samples from the posterior of the parameters of interest. However, because the posterior is often not a standard distribution like Normal (and that there is an unknown proportionality constant), direct Monte Carlo sampling is not possible. Sophisticated Markov chain Monte Carlo samplers were designed explicitly for this purpose (Gelman et al. 2014, Chapters 11 and 12) . Popular samplers include the classic Metropolis Hastings algorithm with a symmetric proposal (Gelman et al. 2014, pp 278-280) , and other useful methods such as Hamilton Monte
Carlo (Duane et al. 1987 ) and slice sampling (Neal 2003) . The latter two methods are specifically designed to alleviate the problems faced by classical samplers. But there are still many practical issues for these new samplers regarding their execution and choices of parameters in constrained and high dimensional spaces, which is the setting we encounter in the posterior induced from (4) (probabilistically constrained and with dimension sm). See, for example, Betancourt (2017) for an intuitive history and theoretical summary of these conclusions. It should be acknowledged that theoretical results do not always reveal these practical issues; see, for example, the positive results from Dyer et al. (1991) . However, numerical tests in Plumlee and Lam (2016) demonstrate these issues in a closely related setting.
In the following subsections, we will present our optimization formulation, the statistical guarantees, and discussion on computational tractability. The summaries of the sections are: 1) We use an uncertainty set in place of a typical Bayesian integration; 2) The method is guaranteed to produce tight bounds that will contain the truth with the typical desired confidence; and 3) Given we simulate enough, the optimization problem can be reformulated into a convex problem.
Optimization Formulation
Suppose we are interested in estimating quantities of interest in the form
and z : Y → R is some function. We can write this in terms of δ andπ as
Our procedure consists of solving the optimization pairs
where c is chosen such that
and Φ −1 (q) is the standard Normal quantile at level q. The optimal values of these optimization problems form an approximate confidence interval for E[z(Y j )] at a confidence level in the frequentist sense, as we will describe in Section 4.2.
Optimization problems (6) can be motivated from a robust optimization viewpoint. This literature uses deterministic sets, the so-called ambiguity or uncertainty sets, to represent the probabilistic uncertainty in the parameters (e.g., Ben-Tal and Nemirovski (2002), Ben-Tal et al. (2009), Bertsimas et al. (2011) ). Typically, these sets are chosen as prediction sets that contains the truth with a prescribed confidence. The optimal values of the resulting robust optimizations then bound the true quantity of interest with at least the same confidence level. This approach has been applied in many contexts, such as approximating chance-constrained programs (e.g., Ben-Tal and
Nemirovski (2002), Chapter 2) and performance measures driven by complex stochastic models (e.g., Bertsimas (2012, 2014) ). Here, we consider using a prediction set given by a posterior high probability region
as the set of points (d,p) with posterior probability higher than level c. From the view of robust optimization, if c is chosen such that U(c) contains 1 − α posterior content of (δ,π), the optimal values of (6) will form an interval covering at least 1 − α posterior content of ζ(δ,π).
Instead of looking for an exact (1 − α)-content prediction set, we choose our c based on asymptotic theory that guarantees an asymptotically exact coverage of the true value of E[z(Y j )], which in general can be different from the choice discussed above. Our result that justifies this approach has a similar spirit to some recent studies in calibrating uncertainty sets in distributionally robust optimization, a setting in which the uncertainty is on the underlying distribution in a stochastic problem, via asymptotic analysis based on empirical likelihood (Lam (2016b) , Duchi et al. (2016) , Blanchet and Kang (2016) , Lam and Zhou (2017) ) and Bayesian methods (Gupta 2015) .
Despite these connections, to our best knowledge, there has been no direct attempt in using robust optimization as a principled Bayesian computation tool.
Our procedure essentially recovers the quantiles of the quantity of interest directly from the posterior distribution, which is the aforementioned goal of our Bayesian analysis and is conventionally obtained from sampling (e.g., Markov chain Monte Carlo). To intuitively explain the connection, consider the case when the posterior is normalized such that
The described quantile is defined as min a ∈ R :
Assume that for every a in consideration, there exists (
Denote U a = {d,p |ζ(d,p) ≤ a }. We can further rewrite (10) as an optimization over the collection of sets in the form U a , given by
Suppose there exists an optimal solution U * to the outer optimization in (11). We conclude that
set U(c) turns out to bear a similar performance in bounding the quantity of interest as the set U * , despite the potential vast difference in their geometries.
To illustrate graphically the difference between sampling quantiles and the optimization approach, suppose we are trying to find the 97.5% confidence level upper bounds for the sum of two probabilities in our system. Figure 1 illustrates this with samples imposed on top of the projection of the uncertainty set in (8), and it shows the similarity of the bounds provided by the two approaches. Clearly, U(c) is much smaller compared to U * , yet the resulting bounds are quite similar.
The next subsection investigates the properties of U(c) and explains such a phenomenon.
Theoretical Guarantees
We first study the asymptotic behavior of the optimal values in (6). We will consider a more general setting in which the objective function is
a linear combination of individual expectations at x j . Evidently, z j (i) = 0 for all but one j will reduce to the setting in (6). For ease of exposition, define Graphical description of the differences between optimization-and sampling-based approaches where the objective is to bound the sum of the probabilities. The 1000 dots are samples from the posterior.
The upper limit of the 97.5% quantile of the sum is indicated by the dashed line where U * is the solution to the outer optimization in (11) given that these samples are the entirety of the posterior distribution.
The region labeled U is the projection of U onto this two-dimensional plane and the maximum of the optimization is determined by the solid line with c = 2.
where Y j ∼ π j . Let U n (c) be defined as in (8) 
Let post
almost surely, where V represents the variance.
An immediate observation of Theorem 1 is that the simulation replication sizeñ j plays no role in the asymptotic behavior of the optimization output as n gets large. Thus, with enough real data, the accuracy of the simulation runs is inconsequential, as the values of the real data dominate the results. The same observation also holds for the prior choices made for f (·) and g(·).
This asymptotic independence of the prior resembles the classic Bernstein-von Mises theorem. In summary, our optimization approach generates bounds in tight asymptotic agreement with those obtained from the typical data-only inference approaches.
It is known that not every posterior distribution is guaranteed to have appropriate consistency
properties; see the works of Freedman (1963) and Diaconis and Freedman (1986) . Bayesian credible sets resembling the form of (8) are not guaranteed to produce rational inference; for more information on the general properties of Bayesian credible sets, see Cox (1993) or Szabó et al. (2015) .
In particular, two complications arise in proving Theorem 1. First, the measure associated with the likelihood function only concentrates on a lower dimensional manifold (dimension sm − s) of the parameter space (dimension sm). This issue is by-and-large a technical one and is addressed in Lemmas 1 and 3 proved in the appendix. Second, the optimization problem requires a particular shape of the uncertainty set to yield the desired asymptotic properties. As a main observation, the uncertainty set U n (post * n − 2 /2) can be shown to asymptotically become an ellipsoid, and optimization problem (6) therefore reduces to a quadratic program with an elliptical constraint, which can be analyzed and elicits the convergence behavior in Theorem 1.
There are several implications of Theorem 1. The first is that both the upper and lower limits provided by the optimization converge to the true value almost surely as the data gets large, as described below:
Corollary 1. Under the same assumptions in Theorem 1, we for all > 0,
almost surely as n → ∞.
Corollary 1 shows that with enough data the proposed posterior estimate is a good representation of the truth. It is a basic property that is in line with Bayesian consistency results studied traditionally by statisticians (Schwartz 1965 ).
Furthermore, Theorem 1 also implies that, as n gets large,
and
Note that the left hand sides of (14) and (15) are precisely the classical confidence bounds on s j=1 m i=1 z j (i)π j (i) generated from the central limit theorem with n j ≈ ξ j n. This hints at a proper coverage in large samples at the level 1 − α. In fact, we have the following result:
Corollary 2. Under the same assumptions in Theorem 1, we have
as n → ∞, where P denotes the probability generated from a data set of size n.
The above results reveal that the proposed inference differs from purely empirical estimates only when data is sparsely collected. If data from the real system is abundant, our simulation models π 1 (·), . . . ,π s (·) will have very little impact on our resulting conclusions. In a sense, the Bayesian approach automatically balances the influences from the empirical data versus the simulation model. Complement to our asymptotic result in this section, our numerical examples in Section 5 will demonstrate that the difference in inference between our approach and one that ignores the simulation model can be sizable in sparse data environments.
We conclude this section by presenting a result on the consistency of a "ranking and selection" task:
Corollary 3. Suppose the conditions and definitions of Theorem 1. For all > 0, if j and k are such that EZ j > EZ k , then
Corollary 3 implies that the intervals for the quantities of interest at different design points do not overlap as the data gets large, if their values are truly different. Thus, in practice, a user who notes that the two intervals generated from the optimization problems do not overlap can reasonably conclude there is a difference between the two values.
Solvability of the optimization
This subsection discusses the tractability of the imposed optimization problems in Section 4.1. We focus on the convexity of the problems which, in contrast to the previous section, will depend on the replication size from the simulation model.
To begin, we write optimization (6) in full (focusing only on the minimization problem) as (2016)).
On the other hand, supposing that there is no simulation error in estimatingπ, then the prior onp and the associated calculations can be removed, resulting in
If in addition the function g(·) is a concave function, then (17) is a convex optimization problem.
We summarize this as:
is a concave function on R sm .
Recalling our discussion in Section 3, one example of a concave g(·) corresponds to the multivariate Gaussian prior of (5).
Formulation (17) can be reasonably used in situations where simulation replications are abundant, so that the simulation outputs are very close toπ j . Our next result shows that, in the case thatñ j is sufficiently large and g(·) satisfies a slightly stronger condition, using (16) also leads to a convex problem. To prepare for this result, we rewrite the decision variables in (16) to get
where h(p,p) = g(p j /p j ) with the operation p j /p j defined component-wise. We recall the definition that a function r(·) is strongly concave if for all a and b and 0 ≤ λ ≤ 1,
where a − b is the Euclidean norm and β is some positive constant (Nesterov 2003, pp 60) . Our result is:
Theorem 2. Assume that g(·) is strongly concave and differentiable on R sm + and the derivative is bounded on all compact sets in R sm + , f (·) is bounded from above, andπ j (i) > 0 for all i, j.
Let Uñ(cñ) be the set of feasible solutions for (18) where
Thus, given access to sufficient computing resources and properly choosing g(·), one can use a convex optimization solver to carry out our proposed approach, no matter how few or many data were collected from the real system. Note that this observation holds even when f (·) is not concave.
Theorem 2 hinges on a joint convexity argument with respect to (d,p) in the asymptotic regime as n grows but n is fixed.
Numerical Illustrations
We demonstrate our approach with two real-data examples. First is a proof-of-concept investigation in modeling a call center. Second is on the support of staffing decision in a manufacturing production line discussed in the introduction of this article.
Call center example
Consider the call center data originally analyzed in Brown et al. (2005) . This dataset is associated with a call center where a customer calls in and is placed a queue until one of x servers is available.
From these data, the sample mean of the waiting time (from entry to service for a customer) from 9:00 to 10:00 am is calculated. In this narrow time period, the arrival rate and service rate, which is time inhomogenous according to Brown et al. (2005) , should be approximately homogenous. Here, we also account for the number of servers operating in the system at any given time, which appears to differ between days (see the appendix for details). To our reading, this subset of the dataset was by-and-large ignored in Brown et al. (2005) 's original analysis.
Our model for this call center will be an x-server first-come-first-serve queue. Following practice, both the interarrival and service times are modeled as exponentially distributed. After a warmup period, the sample average of the waiting time is measured over the course of a one-hour window. This, in principle, agrees with Brown et al. (2005) . In the spirit of ad-hoc calibration, two additional features were added: (i) the arrival rate is randomly generated each day from a lognormal distribution with associated mean 1.8 and variance 0.4, and (ii) a customer will abandon the queue if the waiting time is longer than an exponential random variable with mean 5. Adding both of these features resulted in a simulation model that was closer to the observed data.
The response is discretized into the four categories < 1, 1 − 2, 2 − 3, and > 3 minutes (m = 4) and we study 5 − 9 servers (s = 5). No data from the real system is observed at either 5 or 9 servers.
The simulation model was evaluated 250 times at each design point. Figure 2 shows the intervals implied by the proposed posterior distribution using a samplingbased approach and our optimization approach using (6) and (7). The functions f and g were of Gaussian form (5), with correlation 0.75 |x i −x j | · 0.75 |k−l| between the ith and jth staffing levels and the kth and lth outputs with λ d = 1/4 and λ p = 1/100. The key is the ability to answer question such as: how likely is it that the average waiting time when there are 9 servers is between 2 and 3 minutes? There is no data, but the simulation model combined with the observed responses and our prior information gives us an estimate of somewhere less than 15%. This accounts for the discrepancy that we observed based on the recorded responses at 6 − 8 servers as well as the potential Monte Carlo error from running a finite number of simulations. Overall, the ranges at other staffing levels appear to agree with both the data and the simulation outputs. We are not 
Figure 2
The predictive intervals for π used for the call center study described in Section 5. The subplots from left to right show the results with 5 to 9 servers, respectively. The solid line is the observed frequency from the data when it is available at 6 − 8 server levels. The dashed line is the observed frequency from the simulation model. The rectangles represent intervals predictions from either using the typical intervals from traditional sampling (left rectangles) or the optimization (right rectangles).
confident, for example, that staffing 5 servers will produce the same results as the simulation model, which has average waiting times over 3 minutes about 15% of the time. Based on the recorded responses, this could be 30%, but it could also be as low as about 1%.
The above discussion offers some preliminary validity check on the practical implementation.
Next we illustrate the theoretical discussions in Section 4.2. For this purpose, consider an example where the true model is specified by us, some data is generated from this model, and an inexact simulation model is specified.
We use the same simulation model. In the dataset we found that waiting times are underestimated by the simulation model when many servers are present. To replicate this, we add onto our "true" model an event (according to a Poisson process, average 5 min between events) in which if there are 5 idle servers, all idle servers will take a break (average 30 minutes, exponentially distributed) and if there are more than 7 idle servers, these additional severs will stop servicing for the remainder of the hour. This will naturally inflate the waiting times. While not exactly mimicking the real system, this reflects the general phenomena that all operators may not be working at all times in a call center. Thus even though 8 servers may be "working", because of miscellaneous personnel reasons, the queue behaves differently than the simulation model. All other features of the true model are exactly the same as the simulation model, including the arrival rates and departure rates.
In this numerical experiment there are either 5, 10, 20, 200 or 2000 total observations. Two observation schemes are examined: in the first, each observation comes from one of the staffing levels 6, 7 and 8 with equal probabilities of 1/3; in the second, each observation comes from one of the staffing levels 5, 6, 7, 8 and 9 with equal probabilities of 1/5. Figure 3 shows the prediction of the probability the average waiting time will be less than 1 minute. We compare to a data-only approach which consists of bounds based on the classic confidence interval with binomial responses (either less than one minute or not). All approaches behave similarly when the amount of data is large, agreeing with Theorem 1. But there are differences in the data-poor performances. Consider the first observation scheme, where no data is collected at 5 and 9 servers. The proposed approach correctly predicts the chance of a short average waiting time with 9 servers to be large, while the data-only approach does not have access to the simulation model and thus predicts the chance of a short average waiting time with 9 servers to be possibly small (the prediction covers all possibilities). Moreover, the data-only approach can be quite poor when only a few data points exist. The conclusions reached from using the posterior with either traditional sampling or our optimization approach are comparable in the large data cases, but do differ in the small data cases. The computational speed of the optimization approach was orders of magnitude smaller for this example compared to the sampling.
Manufacturing line example
This subsection uses our calibration framework to assist a decision process for staffing a real production line. A major manufacturer of automobiles has two parallel production lines, labeled box and closure, that suffer from frequent failures. These failures are predominately handled by a group of workers trained to quickly identify and resolve small issues. Due to the time needed to traverse the line combined with the relative frequency of failures, four workers are currently staffed model via ad-hoc calibration, including detailed input analysis that broke down failure rates by stations along the line. Despite these extensive and costly efforts, the simulation model did not perfectly agree with the data collected in the current four worker configuration (see Figure 4) due to several assumptions made along the model development process. These included typical input assumptions like independent and exponentially distributed inter-failure times as well as more complicated structural assumptions such as workers returning to their station in between maintenance calls. Roughly 75 realizations from the simulation were completed at each design point, as decided was sufficient toward the end of the project.
Knowing this simulation model is not perfect, what would be a reasonable estimate for the mean throughput of the line at each staffing level from 1 worker to 6 workers? If we can define the priors f and g, then this becomes an answerable question using the method described in this article.
Like the previous example, the functions f and g were of Gaussian form, of (5) et al. 2010) . Around 4 workers, the assumption is that that there is some correlation between staffing levels that decays as we move away from a staffing level of 4, thus expanding our predictive intervals.
In terms of comparison to a data-only alternative, there is clearly no ability to distinguish between different staffing levels using data alone. In terms of an answer to the fundamental question posed by the manufacturer, a few things can be gleaned from these bounds. For example, it becomes clear from this analysis that staffing a single worker would in high likelihood starve the next lines, which is the core problem the manufacturer would like to avoid. The ultimate decision from the manufacturer was to do a field study of the three worker staffing level. This was based on both feasibility assurance provided by the simulation model and the potential benefit of redeploying a worker into a different position.
November 3, 4, 5, 8, 9, 10, 17, 18, 25, 29, 30 December 1, 2, 6, 7, 8, 9, 13, 14, 16, 17, 20, 21, 22, 23 We ignore data that ended with 'IN' and 'TT' because they arrive to a different queue with a different set of servers. The number of servers was calculated by keeping track of how many users were being served at a time. The floor of the median of this number over the one hour window when the queue has at least two persons created the value for the number of servers.
Appendix: Proofs
Here we demonstrate two auxiliary lemmas and prove the results presented in this paper.
Lemma 1. Suppose N j , j = 1, . . . , s, is a realization of a multinomial random variable with n trials and strictly positive probabilities ξ 1 , . . . , ξ s . Suppose for each j, N j (1), . . . , N j (m) is a realization of a multinomial random variable with N j trials and strictly positive probabilities π j (1), . . . , π j (m).
and R n (κ) = h π n + n −1/2 κ , where h is a continuous function that is bounded from above and finite. Then for all w > 0,
Proof of Lemma 1. For sufficiently large n,π n j (i) > 0 and thus
where
Also, because R n (·) is continuous and bounded on a compact set, then uniform convergence over K w holds with
Finally, using Taylor expansion and that
Lemma 2. Suppose N j , j = 1, . . . , s, is a realization of a multinomial random variable with n trials and strictly positive probabilities ξ 1 , . . . , ξ s . Suppose for each j, N j (1), . . . , N j (m) is a realization of a multinomial random variable with N j trials and strictly positive probabilities π j (1), . . . , π j (m).
Suppose Z j is a random variable with sample space {z j (1), . . . , z j (m)} with associated probabilities
Proof of Lemma 2. Let
which is the uncertainty set if the maximizer on the posterior corresponds toπ n . From the definition of U n , U n ⊂ U n (0) for all and this version of the uncertainty set is larger than the original. Thus, the left hand side of (19) is bounded from above by
Let > + ε for some ε > 0. The left hand side of (19) is then bounded from above by
and f is defined in Lemma 1. From Lemma 1, F n (·) + R n (·) almost surely converges uniformly on K w to f (·) plus a constant. Thus U \ U n (0) → ∅ which yields that the left hand side of (19) is bounded from above by
Also, for all ε > 0 there is a sufficiently large n such that
Sinceπ n is the maximizer of F n , the left hand side of (19) is bounded from below by (for sufficiently large n)
Let > 0 be such that − ε < < − ε/2. Thus the left hand side of (19) is bounded from below
From Lemma 1, U \ U −ε/2 n (0) → ∅, which yields that the left hand side of (19) is bounded by below by
Choose w large enough such that
1 2
where κs sum to 0 as they are differences fromπ. This then gives us that
for some λ 1 , . . . , λ s and positive ν. Looking at the first constraint of (20),
Looking at the last constraint of (20),
Thus the left hand side of (19) is bounded from above by
and from below by 2( − ε)
Since ε is arbitrarily small, conclude the result.
Proof of Corollary 1. The corollary concludes by noting that (12) and (13) imply Let r be a function that is bounded from above and finite. Let Let be some strictly positive constant and U n = {p |Q n (p) ≥ − + Q n (π) } . Then if A does not contain π then P(A ∩ U n = ∅) → 1 as n → ∞.
Proof of Lemma 3.
Let ε > 0 be sufficiently small such that A has no intersection with
Then P(A∩U n = ∅) ≤ P sup
By the law of large numbers, and that h(p) − h(π) is bounded from above, this tends to one as n → ∞ .
Proof of Theorem 2
We drop theñ subscripts for this proof. Let P be the combination of
Since g(·) has a continuous and finite gradient by assumption, let G be a constant that bounds the gradient of g on the set
, p ∈ P,p ∈ V 1 .
Let 0 < ε < 1/3 be such that ε < β 2G √ sm .
We have P (U (c) not convex) ≤ P (U (c) not subset of (p,p) ∈ P × V ε ) + P (r not concave on (p,p) ∈ P × V ε ) . ∂r(p,p) ∂p
happen with probability tending to one.
Take p,p and p ,p . Let γ ij be the gradient of g with respect to δ j (i) at p j (i)/p j (i). Let γ ij be the gradient of g with respect to δ j (i) at p j (i)/p j (i). Theorem 2.1.9 from Nesterov (2003) gives that the strong convexity of g(·) implies
Then
The first inequality comes from the negativity of the first term and rearrangement of terms.
The second inequality is from (24),p j (i) < 1 and the Cauchy-Schwarz inequality. We know that 
