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This paper studies linear discrete summation equations, defined in terms of infinite
matrices. Sufficient conditions are given for such equations to have solutions converging
to a (finite) limit. Reliance is made on results from the theory of summability methods,
including the Kojima–Schur theorem. An application is given to a discrete summation
equation arising in time series.
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1. Introduction
This paper is concerned with the asymptotic constancy of solutions x ≡ {x(n)}n≥0 of the linear discrete summation
equation
x(n) = h(n)+
∞
j=0
H(n, j)x(j) ∀n ≥ 0, (1)
where the matrix H ≡ {H(n, j)}n≥0,j≥0 and the sequence h ≡ {h(n)}n≥0 are prescribed. Conditions on H are obtained which
ensure that solutions x = {x(n)}n≥0 are convergent as n →∞whenever {h(n)} is convergent.
A necessary preliminary step is to ascertain for which matrices H the sequence {∞j=0 H(n, j)f (j)} converges as n →∞
whenever {f (n)} is convergent. SuchmatricesH are called convergence preserving or conservative, and they are characterised
in the following result, sometimes known as theKojima–Schur theorem. The scalar case is for example [1, Chapter III, Theorem
1]. Here K denotes R and C.
Theorem 1. A matrix H : Z+ × Z+ → Kp×p is convergence preserving if and only if
(i) there is a positive constant M, independent of n, such that
∞
j=0 ∥H(n, j)∥ ≤ M for all n ≥ 0;
(ii) limn→∞ H(n, j) =: H∞(j) exists for each j ≥ 0;
(iii) limn→∞
∞
j=0 H(n, j) exists.
If these conditions hold and f : Z+ → Kp is convergent with f (∞) = limn→∞ f (n), then
lim
n→∞
∞
j=0
H(n, j)f (j) = lim
n→∞
∞
j=0
H(n, j)f (∞)+
∞
j=0
H∞(j)

f (j)− f (∞).
If H(n, j) = 0 for all j > n, then (1) is a linear discrete implicit Volterra equation: these have been considered in [2,3]. An
initial-value problem of the form
y(n+ 1) = g(n+ 1)+
n
j=0
G(n, j)y(j) ∀n ≥ 0; y(0) = η, (2)
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can be rewritten in the form of (1). The asymptotic constancy of solutions of (2) was studied in [2,4–6]. In [4,5] sufficient
conditions on G and g were derived for the solution y of (2) to be convergent: those conditions were that g be convergent,
G preserve convergence and
ρ

lim
N→∞ lim supn→∞
n
j=N+1
|G(n, j)|

< 1. (3)
In this paper we prove the asymptotic constancy of solutions of (1), replacing (3) by
W (H) := lim
N→∞ lim supn→∞
∞
j=N+1
|H(n, j)|, ρ(W (H)) < 1. (4)
A significant difference between the theory for (1) and that for (2) is that (3) ensures that the solution y is bounded if g is
(cf. [5, Theorem 5.1])—a point brought to light very clearly in [7, pp. 542–543], whereas here one of the assumptions is that
Eq. (1) has a bounded solution x.
An extension in [7] of Mercer’s theorem on summability has a close connection with the theorems on asymptotic
constancy in this paper.
Theorem 2. If {C(n, j)}n≥0,j≥0 is a scalar-valued matrix which preserves convergence, {x(n)} is bounded,
x(n)− q
∞
j=0
C(n, j)x(j) converges as n →∞,
and the scalar q obeys
|q| < 1

lim sup
n→∞
∞
k=0
|C(n, k)| −
∞
k=0
|C∞(k)|

, (5)
then {x(n)} converges.
Since C preserves convergence, it is easily shown that
W (C) = lim sup
n→∞
∞
j=0
|C(n, j)| −
∞
j=0
|C∞(j)|,
so that condition (5) can be expressed as |q| < 1/W (C) ifW (C) > 0 and q is unrestricted ifW (C) = 0.
Observe also that if the matrix H satisfies H(n, j) = 0 for all 0 ≤ j < n, then (1) becomes the advanced equation
x(n) = h(n)+
∞
j=n
H(n, j)x(j) ∀n ≥ 0.
Asymptotic constancy for explicit advanced equations is studied in [8].
As an application of the general theory, we investigate the rate of decay of solutions of
z(n) =
n−1
j=−∞
b(n− j)z(j) ∀n ∈ N,
z(0) = 1,
z(−n) = z(n) ∀n ∈ Z+,
 (6)
under conditions on b that force z(n) → 0 as n → ±∞. This problem is studied in [9], and arises in the theory of time
series.
2. Results from summation theory
In this section some relevant results from summability theory are summarised, most of which can be found in
[10, Ch. 1] in the case of scalar-valued matrices. In the period from 1909 to 1950 significant results were proved by Agnew,
Banach, Kojima, Mazur, Lorentz, Orlicz, Schur, Toeplitz, Wilansky, Zeller and others. The bibliography of [10] contains many
primary references. Not surprisingly the literature on summation theory omits some aspects that are relevant to the discrete
equation (1). For instance it is useful to know explicit properties of the product H ⋆ K if H and K obey certain admissibility
conditions.
In this paper,K denotes either R or C.Kp×p is the space of all p× pmatrices with entries inK, and the zero and identity
matrices are denoted by 0 and I respectively. The absolute value |v| of v ∈ Kp is given by |v|i = |vi|, and the absolute value
D.W. Reynolds / Computers and Mathematics with Applications 64 (2012) 2335–2344 2337
of A ∈ Kp×p is the matrix |A| in Rd×d defined by (|A|)ij = |Aij|. A matrix A = (Aij) in Rd×d is non-negative if Aij ≥ 0, in which
case we write A ≥ 0. A partial ordering is defined on Kd×d by letting A ≤ B if and only if B− A ≥ 0.
Let ∥ · ∥ be a norm on Kp. Kd×d is endowed with the induced norm ∥A∥ := max{∥Av∥: 0 < ∥v∥ ≤ 1}. This norm is
equivalent to the norm ∥A∥∞ := max{|Aij| : 1 ≤ i ≤ p, 1 ≤ j ≤ p}. Since ∥ |A| ∥∞ = ∥A∥∞, and ∥ · ∥ and ∥ · ∥∞ are
equivalent norms on Kp×p, there is a constant κ > 0 such that
∥ |A| ∥ ≤ κ∥A∥. (7)
The spectral radius of a matrix A is given by ρ(A) = limn→∞ ∥An∥1/n. ρ(A) is independent of the norm employed to
calculate it, and equals the maximum of the absolute values of the eigenvalues of A. Note the inequalities ρ(A) ≤ ρ(|A|),
and ρ(A) ≤ ρ(B) if 0 ≤ A ≤ B.
The symbols ℓ∞, c and c0 respectively denote the set of all bounded sequences x : Z+ → Kp, the set of all convergent
sequences and the set of sequences converging to zero (or null sequences). The unit matrix E : Z+ × Z+ → Kp×p is given
by E(n, j) = I if j = n, and E(n, j) = 0 if n ≠ j.
Given a matrix H : Z+ × Z+ → Kp×p and a sequence f : Z+ → Kp, another sequence H ⋆ f : Z+ → Kp is formally given
by
(H ⋆ f )(n) =
∞
j=0
H(n, j)f (j) ∀n ≥ 0. (8)
For the right hand side to be convergent, either for all f ∈ ℓ∞ or for all f ∈ c0, it is necessary and sufficient that for each
n ≥ 0 there is a positive constantMn such that
∞
j=0
∥H(n, j)∥ ≤ Mn.
We use some descriptive synonyms for the following admissibility properties of f → H ⋆ f .
(a) H preserves boundedness if H ⋆ f ∈ ℓ∞ for all f ∈ ℓ∞;
(b) H transforms bounded sequences into convergent sequences if H ⋆ f ∈ c for all f ∈ ℓ∞;
(c) H preserves convergence if H ⋆ f ∈ c for all f ∈ c;
(d) H transforms null sequences into convergent sequences if H ⋆ f ∈ c for all f ∈ c0;
(e) H preserves the zero limit if H ⋆ f ∈ c0 for all f ∈ c0.
A necessary and sufficient condition for H to preserve boundedness is that there is a constantM , independent of n, such
that
∞
j=0
∥H(n, j)∥ ≤ M ∀n ≥ 0. (9)
LetΩ be the set of all matrices H : Z+ × Z+ → Kp×p for which (9) is true. Given two matrices H and K inΩ , we denote
their product by
(H ⋆ K)(n, j) :=
∞
k=0
H(n, k)K(k, j) ∀(n, j) ∈ Z+ × Z+. (10)
The next result is well known.
Theorem 3. Ω is a Banach algebra with unit E if multiplication is defined as in (10) and the norm by
∥H∥ := sup
n≥0
∞
j=0
∥H(n, j)∥. (11)
In particular ∥H ⋆ K∥ ≤ ∥H∥ ∥K∥.
A version of an important theorem of Schur’s is now stated (cf., e.g., [1, Chapter III, Theorem 3] or [10, Section 1.7.18] for
the result in case of scalar-valued matrices).
Theorem 4. Let H : Z+ × Z+ → Kp×p be a matrix. Then H transforms bounded sequences into convergent sequences if and
only if
lim
n→∞H(n, j) =: H∞(j) exists ∀j ∈ Z
+, (12)
and one of the following equivalent conditions holds:
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(A)
N
j=0 ∥H(n, j)∥ converges as N →∞ uniformly with respect to n ∈ Z+;
(B)
∞
j=0 ∥H∞(j)∥ <∞,
∞
j=0 ∥H(n, j)∥ <∞ for all n ≥ 0, and
lim
n→∞
∞
j=0
∥H(n, j)− H∞(j)∥ = 0;
(C)
∞
j=0 ∥H∞(j)∥ <∞,
∞
j=0 ∥H(n, j)∥ <∞ for all n ≥ 0, and
lim
n→∞
∞
j=0
∥H(n, j)∥ =
∞
j=0
∥H∞(j)∥;
(D)
∞
j=0 ∥H(n, j)∥ <∞ for all n ≥ 0, and W (H) = 0.
If (12) and any one of the last four conditions holds, then
lim
n→∞(H ⋆ f )(n) =
∞
j=0
H∞(j)f (j) ∀f ∈ ℓ∞. (13)
Remark 1. The inclusion of (D) is not usual, though it was noted in [3] in the context of Volterra linear operators: it is easy to
check (D) in practice, not involving H∞, and ρ(W (H)) < 1 is a crucial assumption in the theorems on asymptotic constancy
in Section 4. It is straightforward to demonstrate that (A) and (D) are equivalent under condition (12). Observe that if (12)
and one of conditions (A)–(D) hold, then (9) is also true. This should of course be the case, for if H transforms all bounded
sequences into convergent ones, it certainly preserves boundedness.
It is convenient to use the notation f˜ (j) = f (j)− f (∞) if f is in c. Similarly if (12) holds, we define
H˜(n, j) := H(n, j)− H∞(j) ∀(n, j) ∈ Z+ × Z+. (14)
In terms of H˜ , (13) can be expressed as limn→∞(H˜ ⋆ f )(n) = 0.
The absolute convergence of the series
∞
j=0 H∞(j)f (j) in (13) is a consequence of
∞
j=0
∥H∞(j)∥ ≤ sup
n≥0
∞
j=0
∥H(n, j)∥, (15)
which follows on taking the limit superior as n →∞ in the inequality
N
j=0
∥H∞(j)∥ ≤
N
j=0
∥H∞(j)− H(n, j)∥ +
N
j=0
∥H(n, j)∥.
Theorem 1 is now amplified. The reader who wishes to see a functional analytical proof could either specialise the
arguments given in [11, Theorem 4.2] or generalise that in [10, Section 1.3.6].
Theorem 5. Let H : Z+ × Z+ → Kp×p be a matrix.
(a) H transforms null sequences into convergent sequences if and only if (9) and (12) hold, in which case limn→∞(H ⋆ f )(n) is
given by (13).
(b) H preserves the zero limit if and only if (9) holds and (12) is true with H∞(j) ≡ 0.
(c) H preserves convergence if and only if (9) and (12) hold, and
V (H) := lim
n→∞
∞
j=0
{H(n, j)− H∞(j)} exists. (16)
If (9), (12) and (16) hold and f ∈ c, then
lim
n→∞(H ⋆ f )(n) = V (H)f (∞)+
∞
j=0
H∞(j)f (j). (17)
Remark 2. If a matrix H transforms convergent sequences into null sequences, then H˜ preserves zero limits. For by (15),
sup
n≥0
∞
j=0
∥H˜(n, j)∥ ≤ 2 sup
n≥0
∞
j=0
∥H(n, j)∥, (18)
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and of course limn→∞ H˜(n, j) = 0 for all j ∈ Z+. Observe also that if (12) is true,
V (H) = lim
n→∞
∞
j=N+1
H(n, j) ∀N ∈ Z+, (19)
= lim
N→∞ limn→∞
∞
j=N+1
H(n, j), (20)
which follows from
∞
j=0
{H(n, j)− H∞(j)} =
∞
j=N+1
H(n, j)+
N
j=0
{H(n, j)− H∞(j)} −
∞
j=N+1
H∞(j).
Indeed the existence of the limits on the right hand side of (19) imply both (12) and (16). In some literature on the
summability methods, V (H) is called the character of the convergence preserving matrix H .
The class of all convergence preserving matrices is denoted by Γ . The next result asserts that Γ is a closed algebra inΩ ,
and hence also a Banach algebra.
Theorem 6. Let H and K be in Γ . Then H ⋆ K is in Γ and
(H ⋆ K)∞(j) = V (H)K∞(j)+
∞
k=0
H∞(k)K(k, j). (21)
The mapping V : Γ → Kp×p is continuous, and linear and multiplicative in the sense that
V (H + K) = V (H)+ V (K), V (αH) = αV (H),
V (H ⋆ K) = V (H)V (K), V (E) = I,

(22)
and V (H˜) = V (H). Also Γ is a closed subalgebra of Ω , and hence a Banach algebra.
Remark 3. The fact that V : Γ → Kp×p is a linear multiplicative functional is due to [12] in the case p = 1.
Proof of Theorem 6. The fact that Γ is a Banach algebra has been mentioned in several works, including [10, Section 1.5.4]
in the case p = 1. Just the formulae in the statement of the theorem are demonstrated here.
Suppose that H and K preserve zero limits. Fixing j ≥ 0,
(H ⋆ K)(n, j)v =
∞
k=0
H(n, k)f (k),
where v ∈ Kp and f (k) = K(k, j)v → 0 as k →∞. BecauseH preserves zero limits, (H ⋆K)(n, j)v =∞k=0 H(n, k)f (k)→ 0
as n →∞.
Suppose now that H and K transform null sequences into convergent sequences. Then by Remark 2, H˜ and K˜ preserve
zero limits. Therefore, in the equation,
(H ⋆ K)(n, j) =
∞
k=0
H∞(k)K(k, j)+
∞
k=0
H˜(n, k)K∞(j)+ (H˜ ⋆ K˜)(n, j), (23)
the third term on the right hand side therefore converges to zero. To complete the proof of (21), it is only necessary to
observe that (16) implies
∞
k=0 H˜(n, k)K∞(j)→ V (H)K∞(j) as n →∞.
It is easy to verify that V is linear. Suppose now that H and K preserve convergence, and v is in Kp. Due to (17) and the
fact that H˜(n, j)→ 0 as n →∞,
∞
j=0
(H˜ ⋆ K˜)(n, j)v =
∞
k=0
H˜(n, k)g(k)
n→∞−−−→ V (H)V (K)v,
since g(k) =∞j=0 K˜(k, j)v → V (K)v as k →∞. Thus
∞
j=0
(H˜ ⋆ K˜)(n, j)
n→∞−−−→ V (H)V (K). (24)
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A short calculation using (21) and (23) leads to
∞
j=0
{(H ⋆ K)(n, j)− (H ⋆ K)∞(j)}
=
∞
j=0
 ∞
k=0
H∞(k)K(k, j)+
∞
k=0
H˜(n, k)K∞(j)+ (H˜ ⋆ K˜)(n, j)− (H ⋆ K)∞(j)

=
∞
j=0
(H˜ ⋆ K˜)(n, j)+
 ∞
k=0
H˜(n, k)− V (H)
 ∞
j=0
K∞(j)
n→∞−−−→ V (H)V (K),
by (16) and (24). This establishes that V (H ⋆ K) = V (H)V (K). 
3. Measuring the size of the tails of infinite matrices
We establish some properties of
W (H) = lim
N→∞ lim supn→∞
∞
j=N+1
|H(n, j)|, (25)
which is finite for all H ∈ Ω .
Proposition 1. W : Ω → Rp×p is continuous, and sublinear in the sense that
W (H + K) ≤ W (H)+W (K) ∀H, K ∈ Ω,
W (0) = 0, W (αH) = |α|W (H) ∀α ∈ K.

(26)
Proof. The proof of (26) is straightforward. The continuity ofW follows from (7) andlim supn→∞
∞
j=N+1
|H(n, j)|
 ≤ κ supn≥0
∞
j=0
∥H(n, j)∥ = κ∥H∥. 
In the next result, (29) is from [7, Lemma 2], where it is proved in the case p = 1.
Proposition 2. Let H be a convergence preserving matrix, and m ∈ Z+. Then
W (H) = W (H˜), |V (H)| ≤ W (H), (27)
W (H) = lim sup
n→∞
∞
j=m
|H(n, j)| − |H∞(j)|, (28)
W (H) = lim sup
n→∞
∞
j=m
|H(n, j)| − |H∞(j)|. (29)
Proof. To see that the equation in (27) is true, note that
lim sup
n→∞
∞
j=N+1
|H(n, j)| ≤ lim sup
n→∞
∞
j=N+1
|H˜(n, j)| +
∞
j=N+1
|H∞(j)| N→∞−−−→ W (H˜),
from whichW (H) ≤ W (H˜) follows. A similar argument provesW (H˜) ≤ W (H). To demonstrate the last inequality in (27),
we observe that limN→∞ limn→∞ ∞
j=N+1
H(n, j)
 ≤ limN→∞ lim supn→∞
∞
j=N+1
|H(n, j)|,
and appeal to (20) and (25).
We can deduce from (12) that
lim sup
n→∞
∞
j=0
|H(n, j)| =
N
j=0
|H∞(j)| + lim sup
n→∞
∞
j=N+1
|H(n, j)|.
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By rearranging this and letting N →∞,
W (H) = lim sup
n→∞
∞
j=0
|H(n, j)| − |H∞(j)|.
Ifm ≥ 1, (12) implies thatm−1j=0 |H(n, j)| − |H∞(j)|→ 0 as n →∞, and therefore (28) is true.
It is clear that
lim sup
n→∞
∞
j=0
|H(n, j)| − |H∞(j)| ≤ lim sup
n→∞
∞
j=0
|H(n, j)| − |H∞(j)|. (30)
The reverse inequality is now demonstrated. We conclude from (12) that
lim sup
n→∞
∞
j=0
|H(n, j)| − |H∞(j)| = lim sup
n→∞
∞
j=m
|H(n, j)| − |H∞(j)| ∀m ≥ 0. (31)
The matrix D : Z+ × Z+ → Rp×p is defined by
D(n, j) =

0, |H(n, j)| ≥ |H∞(j)|,
2{|H∞(j)| − |H(n, j)|}, |H(n, j)| < |H∞(j)|,
so that|H(n, j)| − |H∞(j)| = {|H(n, j)| − |H∞(j)|+ D(n, j).
Clearly 0 ≤ D(n, j) ≤ 2|H∞(j)|. Using (15), (28) and (31),
lim sup
n→∞
∞
j=0
|H(n, j)| − |H∞(j)| = lim sup
n→∞
∞
j=m
|H(n, j)| − |H∞(j)|
≤ lim sup
n→∞
∞
j=m
{|H(n, j)| − |H∞(j)|
+ lim sup
n→∞
∞
j=m
D(n, j)
≤ lim sup
n→∞
∞
j=0
{|H(n, j)| − |H∞(j)|
+ 2 ∞
j=m
|H∞(j)|
≤ lim sup
n→∞
∞
j=0
{|H(n, j)| − |H∞(j)|

,
the last inequality being obtained by taking the limit superior asm →∞. (29) is a consequence of this, (30) and (31). 
Proposition 3. The restriction of W to Γ is submultiplicative in the sense that
W (H ⋆ K) ≤ W (H)W (K) ∀H, K ∈ Γ ,
W (E) = I.

(32)
Proof. The proof of (32) is similar to that of (22). Employing (21) and (23),
∞
j=0
{|(H ⋆ K)(n, j)| − |(H ⋆ K)∞(j)|} =
∞
j=0
 ∞
k=0
H∞(k)K(k, j)+
∞
k=0
H˜(n, k)K∞(j)+ (H˜ ⋆ K˜)(n, j)

−
V (H)K∞(j)+ ∞
k=0
H∞(k)K(k, j)


≤
∞
j=0
 ∞
k=0
H˜(n, k)K∞(j)+ (H˜ ⋆ K˜)(n, j)− V (H)K∞(j)


≤
 ∞
k=0
H˜(n, k)− V (H)
 ∞
j=0
|K∞(j)| +
 ∞
j=0
(H˜ ⋆ K˜)(n, j)
 .
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By taking the limit superior as n →∞, and using (16), (24) and (27),
lim sup
n→∞
∞
j=0
{|(H ⋆ K)(n, j)| − |(H ⋆ K)∞(j)|} ≤ |V (H)V (K)| ≤ W (H)W (K).
(32) is a now consequence of (28). 
Corollary 1. The function α : Γ → [0,∞) defined by
α(H) := ρ(W (H)) ∀H ∈ Γ ,
is submultiplicative in the sense that
α(H ⋆ K) ≤ α(H)α(K) ∀H, K ∈ Γ ,
α(E) = 1.

4. Asymptotic behaviour of solutions
Here we examine the asymptotic behaviour of bounded solutions of (1), which is assumed to have a solution, but not
necessarily a unique solution. A discussion about the existence and uniqueness of solutions of (1) lies outside the scope of
this paper.
The proofs of the following results are close to [7, Theorem 2] and [4, Theorem 3.1].
Theorem 7. Suppose that H preserves the zero limit and
ρ(W (H)) < 1. (33)
If h : Z+ → Kp is a null sequence and x : Z+ → Kp is a bounded solution of (1), then x(n)→ 0 as n →∞.
Proof. It easily follows from (1) that for every N ∈ Z+,
|x(n)| ≤ |h(n)| +
N
j=0
|H(n, j)| sup
0≤j≤N
|x(j)| +
∞
j=N+1
|H(n, j)x(j)|.
By taking the limit superior as n →∞, we deduce that
lim sup
n→∞
|x(n)| ≤ lim sup
n→∞
∞
j=N+1
|H(n, j)x(j)| ≤ lim sup
n→∞
∞
j=N+1
|H(n, j)| sup
j>N
|x(j)|,
because H(n, j)→ 0 as n →∞. Since x is bounded, lim supn→∞ |x(n)| is finite. Letting N →∞ in this inequality,
lim sup
n→∞
|x(n)| ≤ W (H) lim sup
j→∞
|x(j)|,
or (1 − W (H)) lim supn→∞ |x(n)| ≤ 0. Since ρ(W (H)) < 1, I −W (H) is invertible and (I − W (H))−1 is nonnegative.
Consequently lim supn→∞ |x(n)| = 0. 
The next result is a simple but important corollary of Theorem 7.
Theorem 8. Suppose that H preserves convergence and satisfies (33). If h : Z+ → Kp is convergent and x : Z+ → Kp is a boun-
ded solution of (1), then x is also convergent.
Proof. We rearrange (1) as
x(n) = h(n)+
∞
j=0
H∞(j)x(j)+
∞
j=0
H˜(n, j)x(j), (34)
using the notation of (14). A candidate value c ∈ K for the limit of x is defined by
c = h(∞)+
∞
j=0
H∞(j)x(j)+ V (H)c. (35)
It follows from (20), (25) and (33) that ρ(V (H)) ≤ ρ(|V (H)|) ≤ ρ(W (H)) < 1, and therefore that 1 − V (H) is invertible.
Thus (35) has a unique solution c ,
∞
j=0 H∞(j)x(j) being finite due to (15). By subtracting (35) from (34) and setting
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y(n) := x(n)− c , we obtain
y(n) = h˜(n)+
 ∞
j=0
H˜(n, j)− V (H)

c +
∞
j=0
H˜(n, j)y(j).
Since H˜ preserves the zero limit, h˜(n) +
∞
j=0 H˜(n, j)− V (H)

c → 0 as n → ∞, and ρ(W (H˜)) = ρ(W (H)) < 1 we
conclude from Theorem 7 that |y(n)| = |x(n)− c| → 0 as n →∞. 
We record that the implicit limiting relation [4, Eq. (3.5)] holds.
Corollary 2. If the hypotheses of Theorem 8 are true, x(∞) := limn→∞ x(n) obeys
x(∞) = (I − V (H))−1

h(∞)+
∞
j=0
H∞(j)x(j)

. (36)
5. Application
In this section we study bounded solutions z : Z→ R of (6) under the assumption that b : N→ (0,∞) satisfies
b(j) > 0 ∀j ≥ 1,
∞
j=1
b(j) < 1. (37)
The problem arises from [9, Prop. 1]. Assuming the properties of z in (6), the restriction of z to Z+ must be a solution of
z(n) = −b(n)+
n−1
k=0
b(n− k)z(k)+
∞
k=0
b(n+ k)z(k) ∀n ≥ 1,
z(0) = 1.
 (38)
In this equation, z(n) depends on its past and future.
A simple argument using the contraction mapping theorem shows that (38) has a unique bounded solution z on Z+ if
(37) holds. Then z can be extended to Z according to z(−n) = z(n) for all n ∈ Z+. An application of Theorem 7 for instance
demonstrates that z(n)→ 0 as n →∞. The next result, which is essentially [9, Thm. 4], characterises the rate of decay of z.
Theorem 9. Suppose that (37) holds. Then (6) has a unique bounded solution z : Z→ Rwhich satisfies z(n)→ 0 as n →±∞.
Moreover if b is a subexponential sequence, and there is a sequence c = {c(j)}j≥1 such that
b(n+ j)
b(n)
≤ c(j) ∀n ∈ N,
∞
j=1
b(j)c(j) <∞, (39)
then the limits limn→±∞ z(n)/b(n) exist, so that z(n) decays at least as slowly as b(n).
Remark 4. b : Z+ → (0,∞) is subexponential (cf. [13]) if
lim
n→∞
b(n− j)
b(n)
= 1 ∀j ≥ 0, lim
n→∞
1
b(n)
n
j=0
b(n− j)b(j) = 2
∞
j=0
b(j).
In [9, Thm. 4], a more general weight function is introduced, but it is shown that limn→∞ z(n)/b(n) exists if b is decreasing
and subexponential. Here the monotonicity of b is relaxed and replaced by (39). Observe that (39) forces
∞
k=j
b(k)
∞
k=1
b(k)
≤ c(j) ∀j ≥ 0,
so that {c(j)} controls the decay rate of the tail of b. The proof in [9, Thm. 4] reformulates the problem using the Volterra
resolvent defined by
r(n+ 1) =
n
j=0
r(n− j)b(j) ∀n ≥ 0, r(0) = 1.
Proof of Theorem 9. If we set x(n) := z(n)/b(n) for all n ≥ 0,
x(n) = −1+
n−1
k=0
b(n− k)b(k)
b(n)
x(k)+
∞
k=0
b(n+ k)b(k)
b(n)
x(k) ∀n ≥ 1.
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This equation can be written in the form of (1) if
H(n, j) =
0, n = 0,
[b(n− j)+ b(n+ j)]b(j)/b(n), n ≥ 1, 0 ≤ j ≤ n− 1,
b(n+ j)b(j)/b(n), n ≥ 1, j ≥ n,
and h(n) = −1 for n ≥ 1 and h(0) = 1. Clearly h is convergent.
We verify that the hypotheses of Theorem 8 are true. Firstly for n ≥ 1
∞
j=0
|H(n, j)| =
n−1
j=1
b(n− j)b(j)
b(n)
+
∞
j=1
b(n+ j)b(j)
b(n)
.
Therefore employing the reverse Fatou lemma, which can be used because of (39),
lim sup
n→∞
∞
j=0
|H(n, j)| ≤ 2
∞
j=1
b(j)+ lim sup
n→∞
∞
j=0
b(n+ j)b(j)
b(n)
≤ 2
∞
j=1
b(j)+
∞
j=1
b(j)c(j),
which is finite by (39). Also
b(n− j)
b(n)
+ b(n+ j)
b(n)

b(j)
n→∞−−−→ 2b(j) =: H∞(j) ∀j ≥ 1,
and H∞(0) = 0. A short calculations yields the inequality ∞
j=0
H˜(n, j)−
∞
j=1
b(j)
 ≤
 n
j=1
b(n− j)
b(n)
b(j)− 2
∞
j=1
b(j)
+ |b(n)| + N
j=1
b(n+ j)b(n) − 1
 b(j)
+
∞
j=N+1
b(n+ j)b(j)
b(n)
+
∞
j=N+1
b(j),
for n ≥ 1. Hence
lim sup
n→∞
 ∞
j=0
H˜(n, j)−
∞
j=1
b(j)
 ≤ lim supn→∞
∞
j=N+1
b(n+ j)b(j)
b(n)
+
∞
j=N+1
b(j)
≤
∞
j=N+1
b(j)c(j)+
∞
j=N+1
b(j)
N→∞−−−→ 0,
and we deduce that V (H) = ∞j=1 b(j). Since all sequences are positive, the same calculation gives W (H) = ∞j=1 b(j).
By (37),W (H) < 1. 
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