Abstract-In this note we propose to introduce physical constraints in the localization problem in sensor networks. This is based on extending the classical STRESS function from distance geometry and multidimensional scaling. We present the underlying framework and demonstrate its importance with three examples: penalizing the sensors for being in high elevation areas, removing sensors from forbidden areas, and forcing the sensors to be on pre-described curves. We also extend the work to dynamic environments.
I. INTRODUCTION
Automatic sensor localization is one of the most fundamental problems in the area of sensor networks. Sensor data needs to be registered to its physical location to be of use in the major applications of sensor networks. For large scale and inexpensive networks, it is not possible to include GPS capability on every device. Therefore, automatic sensor localization based on pairwise (local) information has received a lot of attention in recent years. The basic idea is to use information such as signal strength, time-of-arrival, or angleof-arrival, between a sensor or group of sensors and some of their local neighbors (often denoted as pairwise or set-wise dissimilarities), to compute the physical coordinates of the sensors. See for example [4] for some literature on the subject and details on the basic requirements of sensor localization algorithms.
Computing point (sensor) coordinates from pairwise dissimilarities is a classical problem in distance geometry [2] . Such problems arise for example in molecular biology, where protein structures are to be determined from a few noisy measurements of pairwise distances obtained from X-ray crystallography or NMR. The same task is the fundamental problem in multidimensional scaling [1] , [5] , where the primary goal is to represent and visualize in low dimensional Euclidean space a set of pairwise dissimilarities obtained, for example, from psychophysical experiments. The sensor localization problem is nothing else than another application/extension of these theories.
Often, in addition to the pairwise dissimilarities, some prior or learned information about the physical environment is also
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Electrical and Computer Engineering, University of Minnesota, Minneapolis, MN 55455, {mahmo022,guille}@umn.edu available. For example, if we are localizing active cellular phones in the heart of the winter in Minnesota, it is very unlikely that they will be located in the middle of a lake with thin ice. Similarly, it is unlikely that sensors for ocean waves activity are located far inland. The same physical prior knowledge is valid for chemical and control sensors for example. This physical information is very common and imposes an additional constraint in the sensor localization problem. Although multidimensional scaling has studied the constrained scenario [1] , [5] , this important problem has not been part of the sensor localization techniques developed in the literature. It is the goal of this paper to present a simple framework for sensor localization with physical constraints and to show the importance of this type of constraint. Both static and dynamic environments are studied.
Next, Section II, describes the framework for sensor localization with constraints. Experimental results for particular physical scenarios are presented in Section III, while concluding remarks are given in Section IV.
II. CONSTRAINED SENSOR LOCALIZATION
We now introduce the proposed framework for constrained node localization in sensor networks. We first start with the static scenario, which is easily extended to the dynamic case. Consider a network with N nodes in a D dimensional space (usually D = 2, 3). Let x i ∈ D , i = 1..N , be the coordinates for each one of the sensors. We assume that we measure pairwise dissimilarities δ ij between sensors i and j at positions x i and x j as Euclidean distances:
These pairwise distances can be obtained for example via received signal strength or time of arrival, and are often noisy. Also, not all the pairwise distances need to be available, often only close-by sensors are considered available.
We propose to find the constrained sensor positions from the available set δ ij via the minimization of the following global cost function:
Here, w ij represents the accuracy of the measurements δ ij (e.g., w ij = 0 is a measurement between sensors i and j is not available), X stands for the N × D matrix of unknown coordinates, d ij (X) is the Euclidean distance between the searched coordinates for the sensors i and j, f (x i ) provides the penalty (constraint) for positioning sensor i at coordinate x i , and λ is a scalar parameter that controls the tradeoff between the accuracy to the provided dissimilarities δ ij and the constraints given by f (·). The first sum is over all the pairs, while the second one is over each sensor.
The first term in the energy (1) is the classical STRESS in multidimensional scaling [1] , [5] , and has been previously used for sensor localization, see [4] and references therein. The novelty in our approach is in the introduction of the second term, i f (x i ). The penalty function f can represent probability of finding sensor i at a given location, or can penalize for locating the sensors in forbidden or unreasonable areas. In other words, it provides constraints on the sensor localization that come from prior or learned knowledge about the sensors network physical environment. 2 Note that all practical algorithms for sensor localization that follow energy functions of the form of the STRESS cost are prone to local minima. Distance functions, the dissimilarities δ ij , are also affected by the environment and are usually noisy. As a consequence, it is likely they will locate the sensors in low probability or even forbidden areas. This can be even more severe when the localization solution is not unique due to the noise or the lack of sufficient pairwise dissimilarities δ ij . Some of these multiple solutions can be eliminated with the physical constraint. Thereby, using the cost function (1), even as a second refinement step, is crucial. This will be illustrated below.
A. Constrained sensor localization in dynamic environments
The above mentioned framework can be readily extended to dynamic sensor network environments, that is, when the dissimilarity measurements are available dynamically, we have time sampled dissimilarities δ t ij . The dynamic STRESS then becomes
and the goal is to locate the sensors X at all the time frames. Different types of constraints can be added. For example, we could consider a smoothness constraint, where we penalize for sensors moving from frame to frame:
(3) λ can depend on the expected velocity. Position constraints as in Equation (1) could be added as well of course.
If the sensor x i is attached for example to a moving vehicle, for which a rough estimate of the motion V i is available, then 2 Costa et al., [4] , proposed an extra quadratic term in their modified STRESS function that penalizes for individual sensors i to be located far from pre-established positionsx i : i r i x i −x i , for confidence values r i . This is a particular case of the physically motivated constrained framework here proposed. Energy based penalization in sensor networks are also studied in [8] , the particular penalization coming from acoustic models, and is not a result of the general physical framework here proposed.
we could think of an energy of the form
(4) The above formulations assume that the localization is simultaneously solved for all the frames, or at least for a block of them. We could also of course think of a "real time" scenario, where the sensors are located for frame t based on the location in previous frames and the current constraint. The formulas are equivalent, simply eliminating the summation over t.
III. EXPERIMENTAL RESULTS
For the examples in this paper, we find it sufficient to use standard optimization techniques from the Matlab Optimization and Statistics Toolboxes, e.g., fminsearch and mdscale [9] , as well as standard majorization as commonly applied to the STRESS function when possible (in particular, when the constraint is quadratic), [4] , [5] . While more sophisticated optimization techniques could be used as well, this is beyond the scope of this paper, and efficient techniques, extending for example the recent works reported in [3] , [4] , [7] , [10] , as well as those with constraints in [1] , [5] , [6] , should be developed depending on the particular constraint used. When the constrained formulation here proposed is used as a second step following an advanced non-constrained optimization algorithm, see below for an example, the particular optimization is less relevant if a good initial condition has been achieved (using the mentioned advanced optimization approaches for un-constrained penalties). This is also true in the dynamic case, when the localization in time t is used as initial condition to the optimization for t + 1. Finally, note that the local cost decomposition for the STRESS developed in [4] is also valid for the constrained STRESS here introduce, e.g., equations (1)-(4).
We first present examples of our proposed constrained sensor localization framework in a static environment. In particular, three different selections for the penalty function f in Equation (1) are presented. First, in Figure 1 we localize the sensors following a topographic map. We define f to act as a probability function, with probability proportional to the local elevation, the higher the point the lower the probability to find a sensor there. In Figure 2 , we penalize for sensors located inside the two large lake areas. This is done by designing f to be strictly positive inside the forbidden areas (lake) and zero otherwise. Moreover, f increases with the distance to the border of the lake. Finally, in Figure 3 , we constrain the sensors to be on a given curve (the yellow line). This is done by defining f to be the unsigned distance to the curve. In all these examples we start from a given configuration, blue squares for Figure 1 and green squares for figures 2 and 3, that can be obtained from any of the current state-of-the-art and unconstrained sensor localization techniques, e.g., [4] , [7] , [10] . Then, we minimize the energy given by (1), obtaining the red dots as the new and now constrained sensors position.
In Figure 4 we explicitly simulate the use of our framework as a "correction" step to un-constrained approaches, also illustrating the importance of having constraints when the pairwise distances are noisy and incomplete, as in all realistic sensor network scenarios. Using the same penalty as in Figure  3 , we first located sensors on the yellow curve, and then added noise to the pairwise distances and considered only the availability of distances between close-by sensors. This simulates a real scenario, with very conservative noise and missing data, see figure captions. The green dots show the result without constraint, using mdscale, 3 while the red ones are the ones after our constrained correction. Not only the sensors are correctly placed on the yellow line but also the overall error to the original positions is reduced (to 50%, 30%, and 50% respectively).
We now conclude with examples from dynamic environments, Figure 5 , following in this case Equation (3). This is a quadratic constraint, and as in [4] , is efficiently minimized via distributed classical majorization [5] . The use of the constraint not only improves accuracy, but also accelerates the minimization convergence. See mountains.ece.umn.edu/∼guille/Sensors for the video for these and other examples. 
IV. CONCLUSIONS
In this note we have addressed for the first time the problem of static and dynamic sensor localization with physical constraints. We have extended the classical STRESS function from distance geometry and multidimensional scaling theories, which is frequently used in the sensor networks arena, to include an extra term that represents the available prior information about the physical environment. We exemplified the ideas by constraining the sensors to be in low elevation areas, outside of forbidden zones, and to be located on predefined curves. Dynamic environments were exemplified as well.
The proposed algorithm can be used as a second step, after constraint-free and efficient sensor localization techniques have been applied to the available pairwise dissimilarity measures. To efficiently use our proposed framework directly, 
