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ABSTRACT
We focus on a cluster server environment, which consists of multiple servers with differ­
ent access price. We analyze on the problem of assigning incoming jobs to a certain server 
within the cluster in order to achieve load balance while minimizing average response time. 
We evaluate quantitatively the impact of different assigning schemes on several system per­
formance metrics including the average response time and utilization of each server using 
simulation and analytical models.
The assigning decision for each incoming job is made on the knowledge of the current 
system state on its arrival time. A typical system state incorporates the information of the 
expected queue length, access price at each individual server and the incoming job’s type. 
Consequently, by changing the access price at each server, one can effectively influence the 
assigning decision a t run time to favor certain performance metrics. In this project, we use 
the pricing scheme as a way to  alleviate congestion condition for priority jobs as well as to 
gracefully balance the load among all servers within a cluster. For this purpose, we propose 
a heuristic pricing scheme, which dynamically determines the access price for each server. 
Through theoretical modeling analysis and simulation results, we conclude th a t the pro­
posed pricing scheme can lessen the congestion problem for priority jobs especially during 
traffic peak time, while maintaining the load balance nature when the traffic is low.
MARKOV CHAIN MODELING FOR MULTI-SERVER CLUSTERS
Chapter 1
Introduction
A cluster server architecture, which consists of several homogeneous servers, is typically 
deployed as a host of Internet-based services. The cluster server architecture is popular in 
th a t it can easily increase the computation power of a single server while being effectively 
scalable. Fig 1.1 depicts cluster server architecture.
D -
Incoming Jobs
Dispatcher
Cluster
Figure 1.1: Cluster Server Architecture
1.1 ’’Job  A ssign in g” P o licy
In a cluster server, the dispatcher is responsible to assign each incoming job to  exactly one 
of the servers within the cluster according to  a ’’Job Assigning” policy. Overhead caused by 
this dispatching process, and there is an effort in making such dispatching process almost
2
3immediate to  increase the efficiency and scalability of the cluster server. Today’s technology 
makes immediate dispatching possible. Commonly used dispatchers include Cisco’s Local 
Director [10] and IBM ’s Network Dispatcher [27].
The ’’Job Assigning” policy plays an im portant role to determine the performance per­
ceived by the end users and the system as well, thus, the choice of which ’’Job Assigning” 
policy to deploy is quite crucial to the designing of a distributed system. It might be easier 
to propose a new ’’Job Assigning” policy to  meet the end user’s requirement under certain 
system configurations, but how to evaluate assigning policies theoretically and effectively 
still remains a hard problem: There are many open questions left unsolved on the evaluation 
of different ’’Job Assigning” policies.
Here, we evaluate a cluster server model in which all the jobs are non-preemptive- i.e, 
all the jobs are run until they are finished. The non-preemptive system is motivated by 
the batch computing at Supercomputing Centers. Typically, for these Supercomputing 
Centers, each single host is a multi-processor machine, and the incoming job is a parallel 
task, which usually requires the possession of exact one host. The first reason th a t the non- 
preemptive is preferable against time-sharing in such system is because the incoming job’s 
memory requirement tends to  be very large, thus makes the memory-swap very expensive 
[14]. Secondly, although the operating system can facilitate the time-sharing over a single 
processor machine in a coordinated manner, it is hard to  effectively manage the preemption 
over multiple processors [41]. We present a summary of the operational distributed systems 
th a t fit the above description (See Table 1.1).
The additional assumption we make here is th a t the system does not have a knowledge 
of the exact service requirement for each incoming job. There are several related works
4Name Location Host Number Host Machine
Xolas MIT Lab for Computer 
Science
8 8 Processor HPC 5000 SMP
Pleiades MIT Lab for Computer 
Science
7 4 Processor 21164 Machine
J90 Dis­
tributed 
Server
NASA Ames Research 
Lab
4 8 Processor Cray J90 Machine
J90 Dis­
tributed 
Server
Pittsburgh Supercom­
puting Center
2 8 Processor Cray J90 Machine
C90 Dis­
tributed 
Server
NASA Ames Research 
Lab
21 8 Processor Cray C90 Machine
Table 1.1: Examples of real operational cluster server architecture)
showing th a t the estim ate of the service requirement for specific incoming job at its arrival 
time is not accurate. For example, [20] reveals th a t for 38% of the jobs, the actual service 
requirement is 4% of the predicted requirement, and for 95% of the jobs the actual service 
requirement is under 10% of the predicted requirement.
51.1.1 ’’Previous Work”
There is a lot of research works carried out on evaluating the ’’Job Assigning” policies. A 
summary is presented below. To m aintain relevance of previous work to  the assumed system 
configurations in this project, the discussion of is limited to the ’’Job Assigning” policies 
for non-preemptive systems.
The most widely used assigning policy is ’’round-robin” policy. It is simple to  implement 
and provides fairness among servers within a cluster. Nevertheless, ’’round-robin” is not an 
optimal policy for the end users in term s of response time, nor for the system to maximize 
the utilization level .
Among all the assigning policies aiming to minimize the average response time, the 
’’Least-Remaining-Work” has been proven to  be the optimal, where the incoming job is 
assigned to a server with the least to tal unfinished work [49]. But this policy requires 
the additional knowledge of each incoming job’s service requirement. ’’Central Queue” 
policy makes possible to achieve the same performance as ’’Least-Remaining-Work” without 
knowing the service requirement. In ’’Central Queue”, each incoming job is held in a central 
queue located at the dispatcher on a FIFO basis before it is assigned to any of the server. 
The server has no queue, and will only request the dispatcher for the next central-queued 
job after it finishes the current job. [21] gives a theoretical proof th a t ’’Central-Queue” is 
equivalent to  ’’Least-Remaining-Work” for any sequence of job arrivals/requests.
If no such information exists, then the ’’Shortest-Queue” assigning policy, where the 
incoming job is always assigned to  a server with the least number of jobs in its queue 
[12, 48], outperforms all other policies if each incoming job’s service requirement of jobs are
6exponential distributed.
There is evidence th a t the ’’Shortest-Queue” assigning policy does not perform well 
when the service requirement of each incoming job is highly variable. ’’Dedicated” policy 
has been empirically validated to  be the optimal one in terms of average response time 
[45, 21] when the service requirement exhibits high variability. In ’’Dedicated” policy, some 
servers are designated to  process long jobs, while others are designated to  process short 
jobs. The basic idea behind the ’’Dedicated” policy is to provide differentiated service to  
jobs with varied service requirements. It is always wasteful to have short jobs wait after 
long jobs in the same queue: ’’Dedicated” policy can effectively solve this problem.
In [20], ’’TAGS” (Task Assignment By Guessing Size) policy is validated to be the 
optimal one among all the other policies when the service requirement is unknown. ’’TAGS” 
is especially designed for the highly variable workload, the more variable is the service 
requirement of each incoming job, and the more performance gain can be obtained by using 
’’TAGS” against the others.
1.2 M otiva tion  for P ricin g  th e  C luster
Traditionally, the design of hardware, software and network topology has exclusively been 
the focus of the research scientists to obtain better performance for the end user. However, 
such technical issue is not the only one th a t determines the performance. Network Per­
formance, at least from the perspective of the end user, is not completely determined by 
technical characteristics of the network, but also a function of the offered load [9].
Individual user’s decision on how and when to use the network composes the aggregate
7traffic on a network. Therefore, in addition to  the technical improvement of the network, 
each user’s run-time decision also has significant influence on the shape of the network traffic, 
thus affecting the performance experienced by the end users. These users’ decisions can be 
affected by the performance and associated cost. We consider the previous described cluster 
server architecture as a service host who provides multiple classes of Internet services to the 
end users. We assume th a t different servers within the cluster provide different classes of 
services, thus assigning incoming job to a specific server represents a certain type of service 
assigned to  the job. For each job initiated by the end user the cluster will charge a fee, the 
amount of which can be dependent on the congestion level of the network. Furthermore, 
the price posted on each server will effectively influence the user’s demand for service.
[7] has pointed th a t Internet suffers from the ’’Tragedy of Commons”: jobs arriving at 
the networks tend to be treated equally without taking into consideration of their priority 
requirements. This problem is quite prominent especially during the network’s peak traffic 
period, a job with higher priority suffers the ’’Congested Traffic” in a same way that a lower 
priority job does.
This problem can be alleviated by adopting pricing schemes, where jobs can be easily 
serviced in a differentiated manner according to  the price and performance by assuming 
th a t higher priority job is willing to pay more to get better performance.
In this paper, the goal is to propose a very simple pricing scheme to the cluster server, 
which is appealing in its simplicity and easy implementation, and evaluate the performance 
for the scheme by a Markovian based Model and simulation.
1.2.1 Previous R elated  Work on Pricing Schem es
Technical means exists th a t can help to  alleviate the congestion experienced by the end users 
(the TC P protocol), bu t such solutions do not ensure the Quality of Service guarantees to 
the end users. Pricing mechanisms have the potential of overcoming these shortcomings, 
resulting in more efficient resource allocation, by charging end users on the basis of the 
congestion condition [35]. In this spirit, several pricing schemes are proposed to solve the 
problem.
[33] proposes ” sm art m arket” where each packet places the bid for transmission while the 
system only provides service to the packets with bids above a threshold, which is dependent 
on the current congestion condition. In [30], the price is charged based on the actual packet 
transmission rate or the share of the network’s service capacity for each packet. Gibbens 
[18] proposes another packet-level pricing scheme to provide more efficient flow control.
However, there is no agreement th a t the packet-level pricing is still appropriate for the 
current real-time Internet traffic mode, where the packet-level mechanism is transparent to  
the end users to complete certain online tasks (i.e, download a file from the remote server, 
read the email, browse the web page). To account for this problem, pricing schemes on 
task-level are needed. In [29], a congestion-pricing model is proposed, where each incoming 
task gets a certain share of the network service capacity according to  how much it pays to 
the network system. Similarly, [8] proposes a differential service model, where the whole 
network’s bandwidth is divided among multiple classes of incoming tasks either in a dynamic 
or static manner. The simplest way to implement this theoretical differential service model 
is by the traditional priority model: the jobs in lower priority queue will not be serviced
9until there is no task left at the higher priority queue. To maintain fairness, Odlyzko [40] 
proposes the PM P pricing model, which is more friendly to the lower priority tasks. In 
PMP, the network capacity is divided in a static manner, where each partition is allocated 
a fixed share and the access price for each partition is statically charged. A similar pricing 
model ’’Tirupati ” is proposed and validated in terms of its social optimality in [11].
[13] provides an excellent overview regarding the Internet Pricing issues and models.
1.3 Job  A ssign in g  P o licy  &; P ricin g  Schem e
Above we have discussed the ’’Assigning Policy” and ’’Pricing Scheme” individually. In 
this paper, these two concepts are designed to  work in a cooperative manner to  alleviate 
congestion condition for priority jobs as well as to gracefully balance the load among all 
servers within a cluster. We modify the ’’shortest-Queue” policy, which has been shown 
optimal in [48, 12] with regard to  the average response time. The idea is motivated by the 
traffic shaping nature of the ’’Pricing Schemes” : we want to  reserve a less congested server 
for those jobs who are willing to  pay more (Jobs with Higher Priority) to get quick response 
by redirecting jobs incentive to price (Jobs with lower Priority) to the more congested 
servers, when the traffic is congested. For the optimal ’’Assigning Policy” , the performance 
optimality in term s of average response time can be guaranteed, however, when system is 
in congested condition, the priority jobs suffer the ’’Tragedy of Commons” [7], therefore, 
there is no differentiation between multiple types of incoming tasks. Pricing becomes a 
tool to provide differentiated service to  the priority jobs during traffic peak time, while not 
harming the social optimality features during light traffic time.
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The basic idea to  accommodate the pricing concerns into the ’’Assigning Policy” is to  let 
the end user’s assigning decision be influenced by price. Therefore, by leveraging the access 
price of each server, one can effectively influence each incoming job ’s assigning decision on 
its arrival time to favor the performance metric that we are interested.
In this paper, the major metrics of interest are the ’’Performance Gain” experienced 
by jobs with higher priority during traffic time, and the ’’Social Fairness” among all types 
of jobs when traffic is light. We propose a congestion-dependent ’’Pricing Scheme” to 
guarantee the above congestion-related metrics. Details of the devised ’’Assigning Policy” 
and ’’Pricing Scheme” can be found in sections 3.1 and 3.2 respectively.
Through the modeling approach and simulation experiments, the effectiveness of the 
proposed ’’Assigning Policy” and ’’Pricing Scheme” are well validated in section 4.
1.4 J o b ’s Service R eq u irem en t P rocess
Understanding the nature of the traffic pattern  arriving at a network system is critical for 
those who design, develop, and manage the network technology. There are lots of studies 
focusing on the network traffic characterization in recent years, and many of them  are 
based on the real data  traces obtained from various sources. In [37] the traffic pattern  is 
derived a t flow-level for four recently collected data  traces from campus wireless networks, 
corporate and public wireless networks. One of the major contributions of the paper is 
to indirectly characterize the service requirement of each flow arriving at the Access Point 
via the flow size. In traditional wired network scenario, several groups have carried similar 
characterization work for the flow service requirement, such as [5, 23, 34, 17].
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In [37], the characterization work is carried out through the best-fit experiment, and 
it turns out th a t the flow size can be described with a Lognormal distribution. Feldmann 
also points out th a t a mixture of the Lognormal distribution can better describe a TCP 
flow’s duration than  exponential distribution [15]. The Long-tailed nature of the lognormal 
distribution suggests th a t the service requirement of each flow (task, job or connection) 
arriving a t the network system is quite variable: there exist few flows with extremely large 
size while the m ajority flows size is rather small.
Long tailed feature in a data  set can be commonly captured by distributions such as 
Lognormal, Weibull, or Pareto, however, the queuing models th a t accept these distribution 
as service process can be very complicated and most of the time intractable [44]. PH 
distribution [38] offers an attractive alternative to  capture the variability of the service 
process while maintaining the compatibility with the analysis models. To be adopted by 
the current available analysis models, we use PH  distribution to  capture the service process 
instead of the lognormal distribution.
Although we do not have the representative service data  sets for the cluster server 
architecture to  make the fitting, from [37], one can obtain the parameters of the lognormal 
distribution approximating the service requirement and regenerate the data  sets. After that, 
we can utilize several developed fitting techniques to approximate the regenerated data  sets 
into the desired PH  distribution.
12
1.5 O utlin e
This paper is organized as follows. Section 2 presents the basics of the PH distribution 
we use to  model the service requirement for incoming jobs at the cluster, and discuss 
the performance of the D&C EM algorithm to fit the data  set into the PH distribution. 
In section 3, we propose a heuristic job assigning policy considering the monetary factor 
(Access Price of the server) as well as the performance factor (Queue Length at server), and a 
dynamic pricing scheme. An approximated Markov Model to do the performance evaluation 
is described in section 4. Section 5 presents the experimental results th a t illustrate the 
effectiveness of the proposed dynamic pricing scheme along with the heuristic association 
policy. Conclusion remarks are given in Section 6.
Chapter 2
Service Process at the Cluster
2.1 In trod u ction
One of the challenges in the process of designing, capacity planning, and resource allocation 
of communication system is the complexity of their workload, as well as the complexity 
of models th a t can be used for their analysis [44]. More recent studies [3, 32] have estab­
lished the observations th a t the network related workload could be characterized by high 
variability, long-range dependence, or both. These characteristics can be well captured by 
stochastic models such as the Markovian Arrival Process (MAP) or the Batch Markovian 
Arrival Process (BMAP) in theory, and there exists a large body of the analytical method­
ologies for analysis. PH distribution [38] is a special case for the MAP process, which can 
account for both high variability and low variability features of the traffic. In this project, 
PH  distribution is our choice to model the arriving jobs’ service requirement (flow dura­
tion), because of its compatibility with the queuing analysis model, which can admit PH 
distribution as its service process.
13
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2.2 B asics o f  th e  P H  D istr ib u tion
PH distributions are based on the method of stage technique, generalized by Neuts [38]. PH 
distribution of order n is defined as the time to reach the absorbing state in a continuous time 
Markov Chain with n transient states and one absorbing state, thus, it can be considered 
as the mixtures of exponential distribution and represent how basic results on the simple 
and widely used exponential distribution are extended to  capture complex characteristics 
while maintaining computational tractability.
A PH distribution can be represented by the initial probability distribution on the tran­
sient states (denoted as a vector a  of n  order), and the generator m atrix of the underlying 
Markov Chain T.  It is well known th a t one can approximate arbitrary positive distributions 
as accurately as desired with PH distributions of sufficient order.
In general, a PH  distribution can be determined by n 2 +  2n free parameters. In the 
fitting method th a t we present later, we use special types of PH distributions, in order to  
have a few, namely 2n, of free parameters only. These special PH distributions are depicted 
in figure2; the free parameters, to  be estimated by our fitting method, constitute the initial 
probabilities, a , the transition rates T. In Fig 2.1, the dark states are the absorbing states 
th a t indicate th a t the event has occurred. The challenge for the fitting method we present 
later is to identify vectors a:, T  such th a t the statistical characteristics of the original trace 
can be best captured.
Table 2.1 gives the detailed formal representation for the special PH distributions de­
picted in figure2. In Table 2.1, the phase of the PH distribution (the dimension of the 
underlying Markov Chain) is three, and we have the following restriction for the initial
15
probability vector a, Yli=i a i = 1 • We only present the transition rates between transient 
states in Table 2.1, however, the transition rate from any transient state i to the absorbing 
state can be easily obtained by .
“1 “2 eg “ 1 « i= l
c P -a ^ o  - o^o±o ±^„ Cr
Acyclic PH Erlang
Hyper-exponential
Figure 2.1: Three special PH distributions for fitting purposes
Acyclic PH Hyper-Exponential Erlang
a (Oi, OL2i O3) (01 , 02 , 03) (1, 0 , 0)
T
—Ai Ai 0
0 —A2 A2 
 ^ 0 0 —A3 1
( -A i 0 0 ^
0 - a 2 0
 ^ 0 0 —A3 j
—Ai Ai 0 
0 —A2 A2 
 ^ 0 0 —A3 1
Table 2.1: Formal Representation for the special PH distribution 
The basic distributional characteristic of a PH distribution are given as follows:
•  The cumulative distribution function: F ( x ) =  1 — aeTxe
•  The density function: f ( x ) =  a  ■ eTx(—T  • e)
•  The nth moment: m n =  (—l )n • n! • a  • T~n • e
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2.3 O ther F itt in g  M eth o d s
In this section, we present the algorithms EM and Feldm an-W hittt, as commonly used 
techniques to fit data sets or distribution functions into PH distributions.
2.3.1 EM  A lgorithm
The Expectation-Maximization (EM) algorithm is an iterative m ethod th a t aims to  maxi­
mize the log-likelihood function of a data  set, L(a,T\y) ,  Where iy represents the original 
data  set to be fitted into the PH  distribution. The EM algorithm begins with an initial 
guess of the parameters for the desired PH  distribution, ( o S ° \ T ^ )  . Each iteration j gen­
erates a new estimate ( a ^ , T ^ )  , such th a t the value of the log-likelihood function with 
the newer estimate is larger than  the previous ones:
< L ( a ^ , T ^ - y )
The sequence of the estimates should eventually converge after N  steps to the station­
ary point of the likelihood function. The stationary point is the one th a t maximizes the 
likelihood function, but it is not guaranteed th a t it is the optimal one, as the algorithm can 
term inate upon reaching an insignificant local maximum or saddle point. The best accuracy 
in the fittings is achieved when different initial guess are tried. More details on the EM 
algorithm for fitting data  sets into PH  distributions as well as fitting any no-negative con­
tinuous distribution into a PH distribution can be found in [4], An efficient EM algorithm 
for fitting data  sets into hyper-exponential distributions only is developed in [31]. EM is 
one of the best algorithms to  approximate data  sets or continuous distributions by other 
continuous distributions. In the case of fitting data  sets with long-tails into PH distribu­
17
tions, it may be possible not to capture the tail correctly since the procedure searches for 
global maximum [24]. As an iterative procedure, its computation complexity depends on 
the size of the data  set and the number of unique entries, as well as the number of phases 
for the desired PH distribution.
2.3.2 FW  Algorithm
The Feldmann-W hitt (FW) algorithm [16] is a  recursive heuristic th a t fits complete mono­
tone non-negative continuous distributions into hyper-exponential distributions. The idea 
behind the algorithm is to first fit the rightmost portion of the tail into a single exponential 
distribution determining its param eter and the associated probability. Once the first pair 
of parameters is known, the weight of the fitted portion is subtracted from the distribu­
tion (FW  deals with the complementary cumulative distribution function) and again the 
rightmost tail of the result is fitted into another exponential distribution by computing the 
same set of parameters. The algorithm continues until the parameters of all phases of the 
hyper-exponential distribution are computed.
FW  is an elegant and accurate fitting technique for Pareto and Weibull distributions that 
are characterized by high variability and completely monotone density functions. Charac­
terization of Internet workloads [2] suggests th a t hybrid distributions with Lognormal body 
and power tail give better fits. Since such hybrid distributions do not have complete mono­
tone densities, FW  might not yield accurate fits. Another drawback of the FW  algorithm 
is th a t it works only with distribution functions rather than data  sets. Hence an additional 
step is required in the fitting procedure, i.e., fitting the data set into a Weibull or Pareto 
distribution. This step introduces errors to  the final result and may increase the execution
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time of the algorithm.
2.3.3 P hF it A lgorithm
P hFit [25] combines a general and a heuristic fitting method. The general m ethod ap­
proximates the body of the distributed and the heuristic method approximates the tail of 
the distributions. The number of phases used for the body and the tail, as well as the 
upper limits of the body and the tail are input parameters of the procedure and need to  be 
provided by the user.
The body fitting procedure optimizes the vector a  and T  of the acyclic PH distribution in 
the canonical form order to maximize its log-likelihood function. The tail fitting procedure 
of P hFit is similar to  the Feldman and W hitt algorithm [16]. The tail part is partitioned 
such th a t an exponential phase is used to  approximate each part. Finally, the two parts of 
the P hF it method are combined by first calculating the initial probability of the tail fitting 
sub-structure and accordingly adjusting vector a.
2.4  S im p le M om en ts F itt in g  Fail
One may wonder whether simple fitting based on moment matching is sufficient to  capture 
the statistical behavior of the traces. Several moment matching methods exist th a t match 
the first few empirical moments into simple PH  distributions with negligible computational 
effort [47].
To illustrate th a t moment matching does not capture the complex behavior of the queu­
ing systems th a t operate under a long-tailed service process, as those of the real traces th a t 
we evaluate in section 2.6, we fit each d ata  trace into three PH distributions th a t match the
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first, the first two, and the first three empirical moments of the trace, respectively. For one 
moment matching we used an exponential distribution w ith the proper mean, whereas for 
2nd and 3nd moment matching, we used a 2 order hyper-exponential distribution. Assuming 
th a t the requests arrive a t the system according to a Poisson process and the service process 
is determined by the sizes of the requested files, we model the system as a M / H 2 / I  queue. 
To asses the accuracy of the results obtained from the analytic solution of this queuing 
model, which is solved using the matrix-geometric m ethod [38], we simulate the same single 
server queue using an identical arrival process, but now its service process is driven by the 
original trace data. Fig 2.2 illustrates the queue length distribution derived by the three 
fittings as well as trace driven simulation results, for both light and heavy load conditions.
Fig 2.2 clearly shows th a t the simple exponential distribution results in a very poor 
model for all traces. For the EPA trace, the 2nd and 3nd moment matching provides a 
quite accurate approximation of the tail of the queue length distribution, while the tail 
approximation of the DEC trace is poor irrespective of the number of matched moments. A 
common feature across all traces is that the body of the queue length distribution is poorly 
matched. Based on fig 2.2, we conclude th a t moment matching is not sufficiently accurate 
for evaluating the performance of a network system.
2.5 D&C E M  F itt in g  A lgorith m
In this section, we present a new technique for fitting highly variable data sets into hyper­
exponential distributions. The proposed method applies the EM algorithm in a divide and 
conquer manner over the initial data  set. We call this new approach D&C EM algorithm
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Figure 2.2: Queuing behavior of moments matching for all three traces and two utilization levels
(Divided and Conquer EM).
The high level idea of the new method is based on the observation th a t for data  sets that 
exhibit long-tailed behavior, it may be beneficial to  partition their entire range of values 
so as to ensure th a t each partition exhibits significantly reduced variability in comparison 
to  the variability of the entire data  set. The data set of each partition is then fitted into a 
hyper-exponential distribution using the EM algorithm and combining together the fitting 
results for all partitions generates the final fit for the entire data  set.
The divide and conquer approach increases the accuracy of the EM algorithm because 
the portion of the data set belonging to  the tail of its continuous data  histogram (CDH ) 
could possibly fit in one or more partitions, reducing the possibility th a t the EM algorithm 
does not capture it correctly while searching for the global optimal solution. The approach 
is efficient because each partition has less data  entries and less variability than  the entire
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data  set, facilitating an accurate fit in a few phases. Fig 2.3 gives an illustration for the D& 
EM algorithm’s procedure.
We start by building the CDH with only one pass through the data. One additional 
pass through the CDH is required to define the ’’splits” . Since we are interested to  split 
the CDH such th a t each partition has reduced variability, we use the coefficient of variation 
(CV) to determine the partition boundaries. For each partition, we accumulate bins until 
the accumulated coefficient of variation for th a t partition, CVacc > is larger than a threshold, 
CVm <lx • The value of the CVmux determines the number of partitions for a given data set.
I I 1st partition 
I 12nd partition 
3rd partition 
■  4th partition
Sorted data set values
Figure 2.3: Splitting of the continuous data histogram
In this project, we set CVmo, to  1-2, slightly higher than  the CV of the exponential 
distribution, in order to  fit each partition into a hyper-exponential distribution with few 
phases only using EM. The EM algorithm requires as input only the number of phases, ph, 
and the actual data  set. We generate the final result by combining together the weight of 
each partition to  the entire CDH with its respective fitted hyper-exponential distribution. 
Since the to tal number of phases is obtained as the sum of phases over all partitions, the 
final number of phases from the fitting is not known until the fitting procedure is complete. 
The detailed D&C EM algorithm is depicted in Fig 2.4.
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1. Build CDH from the data set.
2. while (there are still CDH bins to be considered)
a include data of current bin into current partition i 
b update C V acc 
C if (C V Acc >  CVm ax)
Use EM to fit partition i into p h  phases 
Obtain p j  and A*-, 1 < j  <  p h  
Compute weight Wi for partition i  
C V a c c  =  0.
3. if (CVlast partition ^  CVm ax)
a Merge last two partitions and perform step 2c
4. Generate final result
for i from 1 to #  of partitions 
for j from 1 to p h
Figure 2.4: The D&C Fitting Algorithm
2.6  F itt in g  P erform ance
In this section, we will discuss the D&C EM algorithm’s fitting performance in terms of 
how accurately it captures the nature of the long-tailed data  traces. The sample data  sets 
we use for the evaluation is as follows,
DEC:
The DEC trace is the first data  set of the collection called dec-pkt. This trace contains
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an hour’s worth of web traffic between Digital Equipment Corporation and the rest of the 
world, from 22:00 to  23:00, at march 8 , 1995. The raw traces were made using tcpdump 
on a DEC Alpha running Digital’s OSF /1  operating system. The trace contains 3,571,761 
requests, of which 88,200 are for unique files. The mean request size is 10,959.56 bytes 
and the CV (coefficient of variation) is 9.53 indicating the existence of a long tail in the 
distribution. The trace is analyzed in [42].
EPA:
The EPA trace contains a day’s worth of all H TTP requests to the EPA W W W  server 
located at Research Triangle Park, North Carolina. The logs were collected from 23:53 on 
August 29, 1995. The trace contains 36,648 requests, of which 4,011 are for unique files. 
The mean request size is 8,506.07 bytes, and the coefficient of variation is 8.32, indicating 
again the existence of a long tail.
World Cup Trace:
The world cup trace consists of H TTP requests received by the 1998 World Cup web sit 
during its 63-th day of operation. The trace contains 16,045,065 entries, from which 12,122 
are unique. The mean request size is 4,407.81 bytes, and the CV is 7.28, again indicating 
the existence of a long tail.
We start by presenting numerical indicators of the goodness of D&C EM fitting algo­
rithm. Table 2.2 shows the error in the first moment and the error in the CV, respectively, 
comparing to  measures extracted from the original traces. The D&C EM algorithm closely 
match the first two moments of the empirical distributions.
Visual inspection can also help to  evaluate how well the D&C EM algorithm capture the 
actual empirical distribution. Fig 2.5 illustrates the complementary cumulative distribution
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Percentage error of 1st moment Percentage error of 2nd moment
DEC 3.77 x 1(T3 28.2
EPA 4.86 x 1(T2 9.51
World Cup 1.5 x H T 4 18.4
Table 2.2: Relative Errors of the first moment and second moment for the D&C EM Algorithm
function (CCDF) of the PH  distributions given by the D&C EM algorithm together with 
the empirical CCDF, concentrating on quality of the fits for both the body and the tail of 
the distributions. D&C EM algorithm does exceptionally well, closely following the shape 
of both the body and the tail for all three traces.
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Figure 2.5: Statistical Capture: CCDF of the body and tail of the PH approximations of the three 
traces
We now turn  to the evaluation of the D&C EM algorithm from the perspective of 
queuing systems. We consider a Web server and model its operations as an M /P H /1
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server queue with exponential interarrival times allow us to  concentrate on the effects of the 
service process only on queuing behavior. Fig 2.6 illustrates the queue length distributions 
th a t are analytically derived using the M /P H /1  queue [38] with those obtained from trace- 
driven simulations under conditions of light load (20% utilization) and heavy load (80% 
utilization). We observe th a t the fitting models are quite accurate for a wide range of the 
queue length distribution up to the tail region. Since the tail region is represented by small 
number of measurement values, we can conclude th a t the fitting method is pretty accurate.
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Figure 2.6: Queue length distribution of the three traces (fitting and the actual trace) for under 
light load(top row) and heavy load(bottom row)
2 .7  Sum m ary
In this section, we propose a method to model the service process for a networks system. 
Most importantly, the fitting method results in outputs (PH distributions) th a t can be
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readily used as input to  analytic tools.
Various statistical analyses of the data  sets and the fitting method suggest th a t the 
PH model is sufficiently accurate to be applied for the traffic characterization purpose at a 
general network system. For reasons of presentation simplicity, we only considered a very 
high level abstraction of a system. Note however, th a t the fitted request size distributions 
can still be used in more complicated system models th a t capture implementation aspects 
of the real operational network system.
Chapter 3
Assigning Policy & Pricing Scheme
3.1 Job  A ssign in g  P o licy
In this section, a heuristic ’’Job Assigning” policy within a cluster server architecture will 
be presented, which lets the end user’s assigning decision be influenced by monetary factor 
(price) as well as performance factor (Queue Length Condition).
In a cluster server environment, where exists multiple homogenous servers and multiple 
type of incoming jobs. How to assign an incoming job to a certain server within the cluster 
is called ’’Job Assigning” policy, The ’’Job Assigning” policy plays an im portant role to 
determine the performance perceived by the end users and the system as well, thus, the 
choice of which ’’Job Assigning” policy to  deploy is quite crucial to  the designing of a 
distributed system.
There is a lot of research works carried out on evaluating the ’’Job Assigning” policies 
[20, 21, 22]. In these works, the assigning policies under study give freedom to each incoming 
job to  associate with any of the server within that cluster. However, this allowance of job
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to associate without any restriction is not realistic. Certain types of jobs tend to  get service 
from its preferred set of the servers, instead of the whole available server set.
This assigning restriction could be explained well under wireless LAN scenario. W ithin 
the wireless LAN’s coverage, how to  assign an incoming service request from a device to  a 
certain AP (Access Point) is quite similar to  the assigning problem in cluster server scenario. 
In an ideal WLAN environment, where the channel conditions for each pair of the AP and 
device within the coverage is exactly the same and the service requirement of the incoming 
jobs is exponentially distributed, the optimal ’’Assigning Policy” in term s of the minimized 
the average response time is the ’’Shortest-Queue” policy. However, in WLAN, there exists 
medium access diversity between different pairs of AP and device [28]; which means there 
exists very bad communication channel between certain pair of AP and device, thus the 
’’Assigning Policy” should have some kind of restriction on which AP to associate other than 
the performance factor (Queue Length condition at AP) and the monetary factor (Access 
price at AP), because it is always wasteful to  assign a job to an Access Point when the 
channel condition is bad.
We make the following formal notation to  describe the ’’Job Assigning” in the cluster 
server environment.
• S  is the set of available servers, each element in S  represents a homogeneous server 
in the cluster
• K  is the set of job types, each element in K  represents a certain job type
• For Vfc E K,  job type k can only be assigned to  the server set Sfc, where Sk Q S
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•  On the arrival of type k job, the run-time assigning function is defined as: Ai(t) = 
PQi(t) +  (1 -  P)Pi(t), where i G Sk
•  Job type k will be assigned to  the server i, which can minimize the Ai(t) among all 
i e S k.
Qi(t) and Pi(t) denote the run time queue length and access price a t server i respectively, 
and both of the parameters are time t  related. (3 is a preference param eter for the expected 
performance (Queue Length) and the access price, where 0 <  /? <  1.
3.2 P ric in g  Schem e
Pricing servers within a cluster remains an open problem. Here, we propose a pricing 
scheme providing differentiated service to  multiple priority jobs during traffic peak period 
while maintaining the load balance functionality when traffic condition is light.
For the sake of simplicity, we assume th a t there are two servers and three job types 
(A , B , C ), where Job types B  and C  are so-called ’’restricted” jobs which can only be 
serviced by server 1 and server 2 respectively. Job type A  is a ” no-restricted” job type 
which can be serviced either by server 1 or server 2. By pricing, these three job types will 
be treated in a differentiated manner during traffic peak time. Job type C is the priority 
job type th a t we want to alleviate its’ congestion by dynamically increase access price for 
server 2 during traffic peak period.
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3 .2 .1  S ta t ic  P r ic in g
To achieve the traffic redirecting, one can introduce a pricing scheme, where the access price 
for each server is statically set. Server 2, which is reserved for higher priority job type C 
charges more than  server 1. This scheme is called the ’’Static Pricing” , which is simple to 
implement. However, the potential fairness problem of the ’’Static Pricing” exists when the 
traffic condition is light: jobs from device A  tend to  get serviced from server 1 even when 
the traffic at server 2 is low, thus influences the average response time for all the jobs.
3 .2 .2  D y n a m ic  P r ic in g
To overcome the fairness problem, we propose a ’’Dynamic Pricing” scheme, where the access
price at each server is dynamically adjusted based on the system’s current congestion level.
Prom the ’’Assigning Function” described in section 3.1, we know th a t for an incoming
job type A, it is directed to a server according to a function of queue lengths and access
prices rather than  using absolute pricing values. The relative difference of prices at different
servers is the m ajor factor th a t determines this decision. Therefore, in the proposed pricing
scheme, we only relate the relative pricing difference to the system’s congestion level. The
policy is described as follows:
D\  if Q2 (t) < t\\
D 2  if h  < Q 2 (t) <  t2\P2 (t) -  PL(t) =
D 3  if Q2 (t) > t 2
Where P\{t) and P2 (t) denote the run time access price for server 1 and server 2, Q 2 (t) 
is the run time queue length at server 2. To determine the difference of access price at 
server 1 and server 2 , we define three ranges of load conditions (queue length) for server 2:
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[0, t\), [£i, £2) and [£2, 00), which represent the light, medium, and heavy load condition for 
the reserved server 2. And furthermore 0 <  D\ < D 2  < D 3 , which suggests there is an 
increasing for server 2 as it becomes more congested.
The proposed ’’Dynamic Pricing” scheme is determined by five parameters (D\, D 2 , D$) 
and (£1, £2), and multiple combinations will exhibit different expected performance. To 
rescue the priority job type C  from suffering the congestion, we need to  make D 3 rather 
large to discourage job type A  getting serviced from server 2. To maintain load balancing 
during low traffic time, D\  is a small value. In our experiment setting, we set D\  to  zero, 
which means th a t the ’’Assigning Policy” for job type A  when Q2 (t) £ [0, £1) is exactly the 
same as ’’Shortest-Queue” policy.
3.3 D ifficu lty  o f A n alysis o f ’’A ssign in g  P o licy ” and ’’P ricin g  
Schem e”
Job ’’Assigning Policy” and ’’Pricing Scheme” are perennial problems, many policies have 
been proposed. However, the analysis is not easy. This work provides an analysis model 
to analyze the performance of the combination of the proposed ’’Assigning Policy” and 
’’Pricing Scheme” . Observer th a t even for the simplest scenario of the problem: where the 
arrival process for each job type is Poisson and there are only two servers within the cluster, 
the underlying continuous Markov Chain to  represent the system is very hard to solve. This 
is because the state space:
(Number of Jobs in Server 1, Number of Jobs in Server 2)
grows infinitely in two dimensions (2D). Here, a truncated Markov Chain is used to
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approximate the original one. Through simulation, the errors introduced by ignoring part 
of the original states can be quite trivial. Thus, we claim th a t the truncated Markov Chain 
is sufficiently accurate and robust to do the analysis work.
Chapter 4
System  M odel
In this section, we present the model for the two-server cluster w ith different configura­
tions. In the first subsection, we describe the model for the proposed ’’Job Assigning” 
policy combined with ” Static Pricing” scheme, when the service process for each job type is 
exponentially distributed. In the second subsection, we describe the model for ’’Job Assign­
ing” policy combined with ’’Dynamic Pricing” scheme, when the service process for each 
job type is exponentially distributed. In the third subsection we present the model for ’’Job 
Assigning” policy combined with ’’Dynamic Pricing” scheme, when the service process for 
each job type is P H  distributed.
4.1 S ystem  D escr ip tion
The description for the simplified cluster system is given as follows:
•  W ithin the cluster, we have two servers Si  and S 2
• There are three types of jobs (A, B , C) requesting service from the cluster
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•  The arrival process for the three job types are exponentially distributed, with param ­
eter Ayi, Xb  and Ac  respectively.
•  Job type B  is a normal job type, which always enters server l(5 i)  on its arrival
• Job type C  is the priority job type, which always enters server 2 (52) on its arrival
•  Job type A  is the ’’no-restricted” job type, which has can get serviced either from 5i 
or 52 .
•  The ’’Job Assigning” policy for job type A, is to minimize the run time ’’Assigning 
Function”: Ai(t),i  £ 1,2
•  Ai(t) =  PQi(t) +  (1 — P)Pi(t), Pi(t) and Qi(t) are the run time access price and queue 
length at server i respectively, (3, 0 <  /3 < 1, is a preference param eter for the expected 
performance and the cost.
W hat is not known for the system description is the Pi(t)(Pricing Scheme) and the 
service process of each server. The ’’Pricing Scheme” can be either dynamic or static. The 
’’Service Process” we consider is either exponential or hyper-exponential(A Special case of 
PH  distribution, see Fig 2.1). In the next three subsections, we illustrate the approximated 
models for different combinations of the ’’pricing scheme” and ’’service process” .
4.2  ’’S ta tic  P ric in g” schem e and E xp on en tia l Service P rocess
In this subsection, we will discuss the system model under ’’Static Pricing” scheme and 
exponential service process.
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W hen static pricing scheme is adopted, the access price of each server within the cluster
is statically determined, not related with time. Thus, we let 
r
Pi{t) = Pr,
<
P2(t) = P2.
We also assume th a t both servers’ service process is exponentially distributed with 
param eter fi. In Fig 4.1, we give the underlying Markov Chain of the two-server cluster 
under ’’Static Pricing” scheme and exponential service process. (Number of jobs in Server 
1, Number of jobs in server 2) is used to  represent the system state.
From the ’’Job Assigning” policy for job type A  described in section 4.1, we know th a t 
Job type A ’s assigning decision on its arrival time depends on the run time ’’Assigning 
Function” Ai(t) , and there is a tie when A\{t)  and A 2 {t) is equal, we break the tie by 
assigning incoming job A  to  server 1 to  favor the priority job type C. By letting A\{t)  =  
A 2 (t), we have the following equation:
C?2(i) =  Qi(t) +
A dark line in Fig 4.1 depicts this equation. We call this dark line in Fig 4.1 the 
’’balanced line” for the system; job A will check the queue length condition of each server 
on its arrival time to make the assigning decision. On the (Qi(t), Q2 (t)) coordinate system, 
when the current system state on job A ’s arrival time is beyond the ’’balanced line” , the 
incoming job A  will be assigned to  server 1; when the current system state on job A’s arrival 
time is below the balanced line, the incoming job A  will be assigned to server 2; when the 
current system state on job A’s arrival time is exactly on the ’’balanced line” , the incoming 
job A will be assigned to server 1.
For the system described by Fig 4.1, we let (3 =  0.5 and P2  — P\ = 1.
. • 1 ' ' ' ' 'V Xa+Xc
X* ^  Xb * ^  Xa+Xb
•’........ v  Xc
(0,5) ( U ) (3,5) (4,5)
(0,4) (1,4) (2,4) (3,4) (6,4)(4,4)
(0,3) ( U ) (2,3) (3,3) (5,3) (6,3)
(0,2) ( U ) (2,2) (4,2) (6 ,2)(5,2)
(0,1) (1,1) (3,1) (5,1)
(0 ,0) (1,0) (2,0) (3,0) (4,0) (6,0)(5,0)
Figure 4.1: Markov Chain for a two server cluster
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We observe th a t the Markov Chain increases to  infinity in both dimensions. From [1], 
we know a Markov Chain th a t grows infinitely in multi-dimensions, except in special cases, 
cannot yield to an exact analysis. Therefore, we borrow ideas from [26] to develop an 
approximated model, which is validated its accuracy via experiments.
The basic idea behind the approximated model is to  modify the original two-dimension 
Infinity Markov Chain into a one-dimension infinity Markov Chain. It can be observed 
th a t job type A  more or less tries to  balance the load between two servers as long as the 
preference param eter (3 is not equal to  zero, when j3 is equal to 0, it means th a t job type 
A  always gets service from the server w ith less access price (Server 1), without considering 
the queuing condition of the system.
Since job type A  tends to balance the load among servers, we assume th a t two thresholds 
(T i,T2) can bound the Queue Length difference between two servers, where the run-time 
queue length at each server always satisfies the following equations:
Qi(t)  — Q 2 (t) <  T\ and Q2 (t) — Qi(t)  <  I 2
The truncated Markov Chain used to  approximate the original system has the truncated 
state space as follows T S T  = {(Qi(t ),Q 2 (t))\Qi(t) — Q 2 (t) < T\ and Q2(t) — Qi{t) <  T2 }. 
Compared with the original state space S T  = {(Qi(t ),Q 2 (t))\Qi(t),Q2 (t) 6 [0,00)}, the 
truncated Markov Chain neglects all the states th a t belong to S T O T S T ' , because the steady 
probability of the system ’s states in S T  fi T ST '  is extremely low. Thus the performance 
contribution of the states in S T  D T ST '  can also be ignored by the truncated model, under 
a certain accuracy level.
The truncated Markov Chain is flexible (i.e. the size of the state space can be controlled 
by one or more truncation parameters (Xi,T2); it can be solved efficiently and provides
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upper and lower bounds for the performance measures of interest. Fig 4.2 depicts the 
’’truncated lower bound Markov Chain” to  approximate the original system.
Figure 4.2: Truncated Lower Bound Markov Chain for a two server cluster
Here, we introduce the term  for ’’truncated lower/upper bound Markov Chain” [26], 
which is dependent on the performance measure of interest. In this project, we consider 
the average response time as the performance measure to  determine the lower/upper bound 
model. Therefore the average response time obtained from the ’’truncated lower bound 
Markov Chain” should always be less than  the result obtained from the actual system(in 
Fig ??), and the average response time obtained from the ’’truncated upper bound Markov
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Chain” should always be greater than  the result obtained from the actual system.
The transitions between states in the truncated state space T S T  are exactly the same 
as the transitions in its original state space ST.  For the original transition from state in 
T S T  to state in S T  D T S T ' , we need to  redirect it back to state in T S T  to account for the 
truncated model.
There are two boundaries lines along with Qi(t) =  0 and Q 2 {t) =  0 define the truncated
state space T S T  on the (Qi{t),Q 2 (t)) coordinate system.
/
Qi(t)  — Q^it) = T\ right bound line;
Q2 (t) — Qi(t) = T2  l e f t  bound line.
Following we describe four cases th a t cause the transitions from T S T  to S T O T S T  , and
present the methods to redirect these transitions back to states in T S T  for the ’’truncated
lower bound model” .
1) When the current system ’s state is on the left bound line of the truncated state space, 
a Job C arrival will lead the state from (q, q + T2 ) G T S T  to  (q, q +  T2 +  1) G S T  fl T S T ' , 
q G [0,00). For lower bound truncated model, it always keeps fewer jobs in either server in 
order to  lower bound the performance measure of Average Job Response Time. Therefore, 
in this case, we make the transition rate Ac from {q, q + Tf) to  (q, q + T2  + 1 ) , back to state 
(q,q +  T2). In a continuous Markov Chain, the self-transition rate usually does not shown 
up in its graph representation, th a t is why in Fig 4.2 we do not m ark this self-loop.
2) When the current system ’s state is on the left bound line of the truncated state 
space, job completion event at server 1 will lead the state from (q, q + T2 ) to  (q — 1, q +  T2 ), 
q G [0,00). In this case we redirect the original transition rate /^(service rate) from state 
(q, q +  T2) to  (q -  1, q +  T2 -  1) instead of (q -  1, q +  T2).
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3) When the current system’s state  is on the right bound line of the truncated state 
space, job arrival event at server 1 (either job type A or job type B) will lead the state from 
(q +  T\,q ) G T S T  to  (q +  T\ +  1 ,q) G S T  D T S T ' , q G [0, oo). In this case, we make the 
transition rate Xa +  A# from (q +  Ti, q) to  (q +  T\ +  1, q), back to state (q +  Ti, q).
4) When the current system ’s state is on the right bound line of the truncated state 
space, job completion event at server 2 will lead the state from (q +  T\,q)  G T S T  to 
(q +  Ti, q — 1) G S T f l T S T ' , q G [0, oo). In this case we redirect the original transition rate 
fi from state (q + Ti,q) to (q +  T\ — 1, q — 1), instead of (q +  T i,q — 1).
Similar to  the ’’truncated lower bound Markov Chain” , Fig 4.3 depicts the state tran ­
sition in the ’’truncated upper bound Markov Chain” . Both truncated lower/upper bound 
Markov Chain share the same truncated  state space.
Below we describe four cases th a t cause the transitions from T S T  to  S T  D T S T ' , and 
present the methods to redirect these transitions back to T S T  for the ’’truncated upper 
bound model” .
2)When the current system’s state  is on the left bound line of the truncated state space, 
a job completion event at server 1 will lead the state from (q,q +  T2) to  (q — l ,q  +  T2), 
q G [0, 00). In this case we redirect the original transition rate fi from state (q,q + T2 ) to  
{q — 1, q +  T2), back to state (q, q +  T2).
3)When the current system’s state is on the right bound line of the truncated state 
space, job arrival event a t server 1 (either job type A  or job type B)  will lead the state from 
(q +  Ti, q) G T S T  to  (q +  T\ +  1, q) G S T  fl TST' ,q  G [0 ,0 0 ). In this case, we redirect the 
transition rate A a +  A# from (q + Ti,q)  to  (q +  T\ +  1, q +  1), instead of (q +  Ti +  1, q).
4)When the current system ’s state  is on the right bound line of the truncated state
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(7,7)(6,7)
(6 ,6)(5,6)
Boundary Portion
(7,5)(4,5) (5,5)
(7,4)(6,4)(3,4)
(7,3)(6,3)(2.3) (5,3)(3,3)
(7,2)(6,2)(2 ,2) (4,2)(1.2 )
(4,1) (5,1) (6 ,1)(1,1) (3,1)(0 , 1)
(2,0) (4,0) (5,0)(3,0)(0,0) (1,0)
Figure 4.3: Truncated Upper Bound Markov Chain for a two server cluster
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space, a job completion event at server 2 will lead the state from (q + T\,q) e  T S T  to 
(q +  Ti, q — 1) 6 S T n T S T ', q £ [0, oo). In this case we redirect the original transition rate 
/i from state  (q -f T i ,q) to (q +  T i ,q — 1), back to  state (q +  T i ,q).
We will discuss in later sections th a t the ’’truncated upper/lower bound model” depicted 
in Fig 4.2 and Fig 4.3 can be interpreted to  a traditional M /G /l  process, which can be solved 
by available modeling tools with efficiency.
For the truncated models depicted by Fig 4.2 and Fig 4.3, we set truncated state space 
threshold as T\ — 5 and T2 =  1. The choice of threshold vector will determine the accu­
racy level of the truncated lower/upper bound model, the larger of the threshold, and the 
more accurate of the truncated model. However, larger threshold will result in more time 
consumption on the model analysis, due to the increased truncated state space.
4.3  D yn am ic  P ric in g  & E xp on en tia l Service P rocess
In this subsection, we will discuss the system model under ’’Dynamic Pricing” scheme and 
Exponential distributed service process.
Compared to ’’Static Pricing” scheme, the dynamic pricing scheme proposed in Section
3.2.2 dynamically determines the access price of each server based on the current congestion 
level at server 2. The m ajor advantage of dynamic pricing scheme is th a t it can adjust the 
access price of each server to  protect the priority job type (Job type C) at traffic peak time, 
and maintain the fairness nature of load balance nature when the traffic is light.
As proposed in section 3.2.2, the dynamic pricing scheme is as follows:
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p2(*)-p1(0 =
D\  i f  Q2(t) <  £1 ;
D 2 i f  h  <  Q2(t) <  £2;
D 3  i f  t 2  < Q2 (t).
P\(t) and P2 (t) denote the run time access prices for server 1 and server 2, Q2 (t) is the 
run time queue length at server 2. In this policy, we define three ranges of load conditions 
for server 2: [0 ,£1), [£i,£2) and [£2, 00), which represents the light, medium, and heavy load 
condition for server 2. Also 0 <  D\ <  D 2  < D$, which means the cost of server 2 increases 
as load increases.
Similar to the derivation of the ’’balanced line” in the previous described model for
’’Static Pricing” scheme, we have the following three ’’balanced equations” on the (Q1 (£), Q 2 (t))
coordinate system:
/
Qi(j) Q2(t)€[O.t,);
<&(*) = j Q2(t) € [ti,i2);
Q 2 ( t ) e { h , 00).
Fig 4.4 depicts the ’’truncated Lower Bound Markov Chain” for the proposed dynamic 
pricing scheme. For simplicity, we let the dots on (Qi(£), Q 2 {t)) coordinate system to 
represent the actual states. From the model perspective, the difference between ’’dynamic 
pricing” scheme and ’’static pricing” scheme is th a t the model for dynamic scheme has three 
balanced lines, which are depicted as dark solid lines in Fig 4.4, while for ’’static pricing” 
there is only one linear ” balanced line” .
On job type A ’s arrival, it chooses one of three-balanced line according to  the load 
condition of server 2. W hen Q2  G [0, £1), it will choose Q 2 (t) = Qi(t) — as its
balanced line; when Q 2  G [£1,£2), it will choose Q2 (t) = Q\{t) — as the balanced
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Figure 4.4: Truncated Lower Bound Markov Chain for Dynamic Pricing
line; when Q2 (t) 6 [£2, 00), it will choose Q 2 (t) =  Qi(t) — . in pjg 4.4  ^ j 1? j 2 and
J 3 denote the intercepts of these three ’’balanced line” at Qi(t) axle respectively.
On the arrival of a job type A, when the current system state is beyond or exactly on 
the chosen balanced line, the incoming job A  will be assigned to  server 1; otherwise, if the 
current state is below the chosen balanced line, the incoming job A  will be assigned to 
server 2.
4 .4  D yn am ic P ric in g  & H yp er  E xp on en tia l Service
In this section, we further extend the previous described models to  account for hyper­
exponential service process for the cluster. In Section 2, it has been pointed out th a t Internet 
related workload could be characterized by high variability, long-range dependence, or both. 
These characteristics can be well captured by stochastic models such as the Markovian 
Arrival Process (MAP) or the Batch Markovian Arrival Process (BMAP) in theory. Hyper­
exponential distribution is special case for the MAP process, which can account for both
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high variability and low variability features of the traffic. In this project, Hyper-Exponential 
distribution is our choice to  model the arriving jobs’ service requirement (flow duration), 
because of its compatibility with the queuing analysis model, which can admit Hyper- 
Exponential distribution as its service process.
To easily describe how the Hyper-Exponential is used as the service process, we use the 
2-phase hyper-exponential as a specific case to present the model.
Assume th a t each job type’s service requirement follows a 2-phase hyper-exponential
distribution, then according to  the notations in Section 2.2, we have
~M i 0
A = (p ,l  ~ p), T  =
0  -M 2
Unlike the previously described models, to  account for the hyper-exponential service 
requirement, we need to  expand the state description. Instead of using (Q i(t),Q 2 (t)) to  
represent the system state, we introduce the notation (Q i(t),Q 2 (t),ph i,ph 2 ) as the state 
description, where Qi(t) and Q2 {t) have the same meaning as in the previous models: the 
run time queue length a t server 1 and server 2 respectively, ph\ and ph2 denote the service 
phase of Server 1 and Server 2 respectively. ph\, p /12 can be either 1,2 or —; when in —, 
it means th a t the corresponding server has no job to  process; when in 1, it means th a t the 
corresponding server’s hyper-exponential service process is in the 1 st phase with parameter 
M i ,  when in 2, it means th a t the corresponding server’s hyper-exponential service process 
is in the 2 nd phase with param eter M2-
Thus for those states (Q i(t),Q 2 (t)) in the original truncated state space, with both 
Q i{t),Q 2 {t) >  0, we will have four states in the expanded version of the truncated state 
space, (Q i(t),Q 2 ( t) ,x ,y ) , x ,y  £ {1,2}. For those states (Qi(£), Q2 {t)) in the original trun-
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cated state space, with Qi(t) > 0, Q2 (t) =  0, we will have two states in the expanded version 
of the truncated state space, (Qi(£), Q 2 (t),x , —), x  E {1,2}. For those states Q2 {t))
in the original truncated state space, with Qi(t) = 0 ,Q2 (t) > 0, we will have two states in 
the expanded version of the truncated  state space, (Q i(t), Q2 {t), —,y), y € {1,2}. For state 
(Qi(t) = 0 ,Q2 (t) = 0) in the original truncated state space, we will have only one corre­
sponding state in the expanded version of the truncated state space, (Q i{t), Q2 (t),
The Q 2 {t)) vector is still the determining factor as to  job type A’s assigning
decision on its arrival time, therefore the model for hyper-exponential service will not change 
the balanced lines as described in section 4.3 and section 4.2. In stead, the new model 
expands the previous model by incorporating more inner transitions between the states in 
the original truncated state space. The following Fig 4.5 depicts the transitions from the 
expanded state (3,1 ,x ,y )  to  its neighbors in the new model. We assume th a t under the 
proposed ’’Assigning Policy” and ’’Dynamic Pricing” scheme, Job A  will be assigned to 
server 2, when (Q i(t) =  3, Q2 (t) =  1) is the queue status on its arrival.
The following Fig 4.6 depicts the transitions from the expanded state (3,1, x, y )’s neigh­
bors to itself in the new model. We assume th a t under the proposed ’’Assigning Policy” and 
’’Dynamic Pricing” scheme, Job A  will be assigned to server S2S, when (Qi(£) =  3, Q2 (t) =
1) is the queue status on its arrival.
4.5  Sum m ary
In this section, we present the ’’Truncated Upper/Lower Bound Markov Chain Model”to 
approximate the original cluster queuing system, with different combinations of pricing
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-  -► ( Aa + Ac) P —►  (Aa + Ac) (1-P)
 > ( A a + Ab) ---- ► Pi(J-P)
 P lP  —►  P2(l-P)
— »■ P 2P _____________________________
Figure 4.5: A Snapshot of transitions from (3,l,x,y) to its neighbors
Xa + Xc
Figure 4.6: A Snapshot of transitions from (3,l,x,y)’s neighbors to itself
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schemes and service process. Next section we explain why the truncated models can be 
categorized as a special case of M /G /l  process, th a t can be solved accurately by available 
modeling tools.
Chapter 5
M odel Analysis
In this section, we will introduce the analytical method to do the performance evaluation 
based on the truncated model described in section 4.
Neuts [38] defines various classes of infinite-state Markov Chain with a repetitive struc­
ture, whose state space is partitioned in boundary states S ^  • • • ,5*^} and the
sets of repetitive portion SW =  { S ^ , • • • , S1^ } ,  i > 1. For the M /G /l  type of Markov 
Chain, the infinitesimal generator Q m / G / i has the upper block Hessenberg form.
L p(  i) p (  2) p(3) p(  4)
B L p i1) J?(2)
0 B L F( !) _p( 2)
0 0 B L _p(!)
0 0 0 B L
We use the letters ”L” , ”F ” , and ”B n to  describe ’’local” , ’’forward” , and ’’backward” 
transition rates, respectively, in relation to  a set of states S ^ \  i > 1, and a ”hat” for
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matrices related to  S^°\
Quasi-Birth-Death (QBD) processes are special types of M /G /l  Processes, and has the 
infinitesimal generator as follows:
Q q b d  =
L F 0 0 0
B L F 0 0
0 B L F 0
0 0 B L F
For the truncated models described in section 4, we observer the repetitive pattern  to
categorize them  into QBD  process, a special M /G /l  processes. Take the truncated model
depicted in figure 11 as an example, with (T i,T2) as the truncation threshold and following
three equations as the dynamic ’’balanced equations” :
/
Q2( t ) 6 [0,t1);
<W*) =  j  Q 2( t ) 6 [ti,«2);
Qi(t) -  (1~ y D3 Q‘i(t) e  [t2,oo).
A ssum ing T  =  M a.x{X i, J s} , where J3 =  the sta tes in boundary portion o f the
process are those points on the (Q i(t), Q2 (t)) coordinate system circled by the following four
lines; Qi(t) =  T, (Q2W =  0, Q2W -  Qi(t) =  T2  and Q\{t) -  Q2 (t) =  Ti. The size of the
boundary portion m  is (r i+1)(2T2+?i+2) _)_ ( j 1 _  . (T i+ T 2  + 1 ). The ith repetitive portion,
i > 1, consists of points on the line Qi(t) = T  +  i, where T  — T\ +  i < Q2 (t) < T i+ T 2 + i.
The size of the repetitive partition n is T\ +  T2 +  1.
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5.1 A n a ly tica l M eth o d  for M/ G/ l
From the transitions depicted in figure 11, the repetitive structure exists in the chain. 
Moreover, we notice th a t forward transitions are only between two neighboring repetitive 
portions; therefore the truncated models in figure 11 can actually be a QBD process, a 
special case of M /G /l .  For the solution of M /G /l  type process, several algorithms exist 
[6, 19, 36, 39]. These methods are based on the Ramaswami formula [Ramaswami 1988].
The ETAQA method, proposed previously in [43], has offered a more efficient alternative 
for the exact computation of a general class of M /G /l  process. However, the numerical 
stability of ETAQA and its relation to  the Ramaswami method are not well understood. In
[46], a new formulation was proposed to  improve the numerical stability and computational 
performance of ETAQA. In this project, we utilize the method proposed by [46].
5.2 E xp erim ent R esu lt
In this section, we are trying to  evaluate the proposed ’’Assigning Policy” and ’’Pricing 
Scheme” under various system configurations. The purpose of the proposed ’’Dynamic 
Pricing” scheme is to  alleviate congestion condition for priority jobs under congested load 
condition as well as gracefully balance the load among all servers within a cluster. The 
congestion suffered by the priority jobs can be measured by the Response Time of Job 
Type C. Since the average response time for all job types is minimized when the ” Shortest 
Queue” assigning policy is used, we use as measure the average response time for all job 
types, as an indicator for the load balance level. The less the average response time the 
better the load balance level among servers.
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5 .2 .1  S te a d y  s ta te  A n a ly s is
In the following experiments, we compare these two performance measures using three differ­
ent combinations o f ’’Job Assigning” policies and ’’Pricing Schemes” , and the performance 
measures we evaluate can be obtained from the steady state probabilities of the underlying 
truncated  Markov Chain.
• Policy I: Pure Load Balance Policy (Shortest Queue Policy), which assigns the incom­
ing job A  to the server only based on the queuing condition of the current system, 
without considering the cost factor.
•  Policy II: ’’Dynamic Pricing” Scheme described in Section 3.2.2 +  ’’Job Assigning” 
Policy described in Section 3.1
•  Policy III: ’’Static Pricing” Scheme described in Section 3.2.1 +  ’’Job Assigning” 
Policy described in Section 3.1
The experiments are conducted under different load condition as follows:
1) Server 2: Heavy Load; Server 1: Light Load
2) Server 2: Medium Load; Server 1: Medium Load
3) Server 2: Light Load; Server 1: Heavy Load
Fig 5.1, 5.2, 5.3 depicts the performance gap between different policies under different 
load conditions. When the average response time for all job types is concerned, we observe 
th a t the ’’Pure Load Balance” Policy always outperforms other policies under all load con­
ditions, this is because its load balance nature to get service from the server with shortest 
queue length. However, when the system is in congested condition, it cannot provide dif-
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Figure 5.1: Performance of 3 Settings, Server 2: Heavy Load, Server 1: Light Load
Figure 5.2: Performance of 3 Settings, Server 2: Medium Load, Server 1: Medium Load
I
Figure 5.3: Performance of 3 Settings, Server 2: Light Load, Server 1: Heavy Load
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ferentiated service to priority job types. From the results, it is validated th a t the pure load 
balance policy is the worst policy with regard to  the Response time of Job C.
The ’’Static Pricing” Scheme performs the best as to  the Response time of Job C, espe­
cially during the congested period for server 2. However, it performs the worst with regards 
to  average response time for all job types. T h a t’s because the ’’Static Pricing” Scheme does 
not differentiate between load conditions such th a t it sacrifices the load balancing nature 
especially when the load condition for server 2 is light.
The ’’Dynamic Pricing” Scheme is a kind of tradeoff policy between the ’’Pure Load 
Balance” and ” Static Pricing” Scheme. For all the load conditions, the line th a t represents 
the ’’Dynamic Pricing” Scheme sits right between the lines for ’’Pure Load Balance” and 
’’Static Pricing” Scheme. The most exciting observation is th a t in Fig 5.2 it performs as 
well as ’’Static Pricing” Scheme to protect the Job type C  during heavy load condition of 
Server 2, while maintaining the average response time for all job types almost as low as the 
optimal pure load balance policy during light load condition of Server 1.
W ith several adjustable param eters of the ’’Dynamic Pricing” Scheme: ( t i ,£2, £3), (Di, D 2 , D%), 
we can easily obtain the optimal ’’Dynamic Pricing” scheme according to  different load 
conditions to  achieve the goal: alleviate congestion condition for priority jobs as well as 
gracefully balance the load among all servers within a cluster. Note that the ’’Pure Load 
Balance” policy and ’’Static Pricing” Scheme both are special cases of ’’Dynamic Pricing” 
Scheme.
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5 .2 .2  R u n  T im e  S im u la tio n  A n a ly s is
The results presented by Fig 5.1, 5.2, 5.3 are the steady state properties of the model. We 
also want to  see the run time performance of the ’’Dynamic Pricing” Scheme to protect 
job type C  especially when server 2 is in congested condition. In the following sets of 
experiments, we record the run-time response time of each incoming job type C  across 
time.
The Performance measures we consider in the following experiments are:
1) Run-Time Response time of each incoming Job type C , and
2) CDF(Cumulative Distribution Function of the response time for job type C
The Run-Time Response time of each incoming Job type C  is recorded as a function of 
its actual arrival time to the system.
The policies th a t the following set of experiments evaluate are:
•  Policy I: Pure Load Balance Policy Space (Shortest Queue), which assigns the incom­
ing job A  to  the server only based on the queuing condition of the current system, 
without considering the cost factor, and
•  Policy II: ’’Dynamic Pricing” described in Section 3.2.2 +  ’’Job Assigning” Policy 
described in Section 3.1
To highlight the advantage of ’’Dynamic Pricing” scheme over ’’Pure Load Balance” 
Policy to  alleviate the congestion condition experienced by job type C , we evaluate the 
run-time performance of the above policies under the following heavy load condition for 
server 2:
1) Server 2: 95% Utilization Level(the percentage of time th a t server 2 is busy)
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2) Server 2: 90% Utilization Level
3) Server 2: 75% Utilization Level
To account for more realistic service process, in the following experiments, we consider 
exponential and hyper-exponential service process:
Although we consider different service process, as their mean service time remain the
same.
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Figure 5.4: Response Time Statistics under 95% Utilization of Server 2 with Exponential Service 
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Figure 5.5: Response Time Statistics under 95% Utilization of Server 2 with Hyper-Exponential 
Service Process
From Fig 5.4 and Fig 5.5, ’’Dynamic Pricing” Scheme’s advantage over ’’Pure Load
Balance”, regarding to alleviating the response time for job type C, is obvious. Since 
server 2 is highly utilized, the run time access price for server 2 could be very expensive to 
discourage other job types from entering into. We also notice th a t the ’’Dynamic Pricing”
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Service Process
58
not only contributes to the statistics of the Response Time of Job Type C  (CDF), more 
importantly, it plays an im portant role to  eliminate the peaks of the run time Response 
time of job type C, especially when the service process is Hyper-Exponential. For the 
Hyper-Exponential Service process, the run time response time for each job arrival is highly 
variable. By using ’’Dynamic Pricing” scheme, it largely decrease the probability of an 
incoming job type C  waiting after other job types in the queue of Server 2, therefore under 
traffic peak time, ’’Dynamic Pricing” Scheme is quite effective in eliminating the peaks for 
run time priority job’s response time.
When the server 2’s utilization level is 90%, the statistics advantage of ’’Dynamic Pric­
ing” Scheme over ’’Pure Load Balance” is still obvious. From Fig 5.6 and Fig 5.7, we can 
still observe the ’’Peak Elimination” nature of ’’Dynamic Pricing” Scheme, but not that 
visible as the result shown in Fig 5.4 and Fig 5.5.
When the server 2’s utilization level is 75%(Fig 5.8 and Fig 5.9), the CDF plots for the 
run time response time of job type C  under ’’Pure Load Balance” and ’’Dynamic Pricing” 
Scheme are quite close, because of the medium load condition of server 2. And the run time 
peaks of response time of job type C  are also very similar for both policies.
From Fig 5.4 to  Fig 5.9, we observe th a t the ’’Dynamic Pricing” Scheme excels over ’’Pure 
Load Balance” in terms of eliminating the peaks for response time of job type C, the heavier 
load condition of Server 2, the more effective is the ’’Dynamic Pricing” Scheme. For all load 
conditions, the statistical advantage of ’’Dynamic Pricing” Scheme can be guaranteed. More 
importantly, we observe th a t the ’’Dynamic Pricing” is much more effective to eliminate 
peaks of response time of job type C  when the service process is Hyper-Exponential.
Chapter 6
Conclusion
6.1 C on tribu tion
This work applies the truncated Markov Chain Model to  analyze the ’’Job Assigning” 
policies and ’’Pricing Schemes” for multi-server cluster system.
A heuristic ’’Job Assigning” policy is proposed to  make the assigning decision not 
only determined by performance space (Queue Length Condition), but also by monetary 
space(Access Price). We also propose a ’’Dynamic Pricing” Scheme to charge the server 
dynamically according to the current load condition, so th a t different type of jobs can be 
treated in a differentiated manner.
Our findings via experiments are th a t the proposed ’’Job Assigning” Policy along with 
the proposed ’’Dynamic Pricing” scheme are quite effective in alleviating the congestion 
suffered by the higher priority job type during traffic peak time, while not harming the social 
fairness during low traffic period. More importantly, by adjusting the parameter set of the 
proposed ’’Job Assigning” policy and ’’Dynamic Pricing” Scheme, ( t i , t 2 ), (D i, D 2,D 3) and
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/3, we can trade off the assigning behavior between the ’’Pure Load Balance” policy and the 
’’S tatic Pricing” Scheme to  achieve the expected performance.
This work also contributes to the development of an analytical model: First the Hyper­
exponential service process is considered in the model, which needs to  expand the original 
state space of the system. Second, three ’’balanced equations” are incorporated into the 
model to account for the ’’Dynamic Pricing” Scheme.
6.2 F uture W ork
In this work we dem onstrated the modeling technique to evaluate ’’Job Assigning” policies 
for a multi-server cluster system. The approximation comes from the truncation nature of 
the underlying markov chain. To minimize the approximation, one needs to increase the 
truncation threshold (T i,T2) to  increase the truncation state space. However, the increased 
truncation state space also leads to more computation time to  solve the model. Future work 
needs to be done to  establish the relationship quantitatively between the truncated state 
space size and the actual computation time to  solve the model. The alternative is to design 
modeling tools which can solve the multi-dimensional infinity Markov Chain without any 
approximation in state space. Expanding the model to  account for more general distribution 
as the service process is also a future research direction.
When the service requirement of the system is variable, more sophisticated ’’Job As­
signing” policy needs to  be proposed. In this work, we only relate the performance factor 
to the queue length condition at the system to make the assigning decision for an incoming 
job, however, the ’’Pure Load Balance” policy (Shortest Queue policy) is only optimal for
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the exponential service process. The possible solution is to  combine the ’’TAGS” idea [20] 
into the proposed ” Job Assigning” Policy.
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