Marches aléatoires sur un amas infini de percolation. by Rau, Clément
Marches ale´atoires sur un amas infini de percolation.
Cle´ment Rau
To cite this version:
Cle´ment Rau. Marches ale´atoires sur un amas infini de percolation.. Mathe´matiques [math].
Universite´ de Provence - Aix-Marseille I, 2006. Franc¸ais. <tel-00108175>
HAL Id: tel-00108175
https://tel.archives-ouvertes.fr/tel-00108175
Submitted on 19 Oct 2006
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
UNIVERSITE´ DE PROVENCE
U.F.R. M.I.M.
E´COLE DOCTORALE DE MATHE´MATIQUES ET INFORMATIQUE E.D. 184
THE`SE
pre´sente´e pour obtenir le grade de
Docteur en Sciences de l’Universite´ de Provence
Spe´cialite´ : Mathe´matiques
par Rau Cle´ment
sous la direction du Pr. Pierre Mathieu
Sujet :
Marches ale´atoires sur un amas de percolation.
soutenue le 16 octobre 2006
apre`s avis des rapporteurs :
M. Martin Barlow , University of British Columbia, Vancouver
M. Laurent Saloff-Coste , Cornell University, New York
devant le jury compose´ de :
M. Olivier Garet , Universite´ d’Orle´ans Examinateur
M. Pierre Mathieu , Universite´ de Provence Directeur de the`se
M. Etienne Pardoux , Universite´ de Provence Examinateur
M. Pierre Picco, Centre de Physique the´orique de Marseille Examinateur
M. Christophe Pittet, Universite´ de Provence Examinateur
2
3Remerciements
Mes Remerciement vont tout d’abord a` mon directeur de the`se, Pierre Mathieu, qui
m’ a propose´ un sujet extreˆmement riche et a guide´ mes premiers pas en recherche. Je
lui suis tout particulie`rement reconnaissant d’avoir e´coute´ attentivement toutes mes
ide´es, meˆme les plus saugrenues, et de m’avoir toujours laisse´ entie`re liberte´ dans mes
directions de recherche et dans la manie`re de travailler. Outre sa patience, son calme
et sa volonte´ d’eˆtre clair, je le remercie e´galement pour m’avoir transmis une petite
partie de sa vision des choses dans tant de domaines. Ce travail n’aurait jamais vu
le jour sans la disponibilite´ qu’il m’a octroye´e et sans les e´changes que nous avons eus.
J’aimerai remercier tre`s vivement Martin Barlow et Laurent Saloff-Coste qui ont
re´fe´re´ ce pre´sent travail. J’ai e´te´ a` la fois tre`s honore´ et heureux d’apprendre qu’ils
acceptaient de s’inte´resser a` cette the`se et je tiens a` leur exprimer toute ma recon-
naissance pour le temps qu’ils y ont consacre´.
C’est avec grand plaisir que je vois figurer le nom de Christophe Pittet dans le
jury. Je tenais a` le remercier pour son e´coute et pour avoir toujours re´pondu a` mes
questions, que cela soit dans un bus, dans un restaurant ou plus classiquement dans
un bureau de the´sard.
Mes remerciement vont e´galement a` Etienne Pardoux, Olivier Garet, Pierre Picco,
pour avoir accepte´ d’eˆtre membres du jury.
Cette the`se n’aurait pu aboutir sans le soutien de l’e´quipe de Probabilite´ du CMI.
Je tiens ainsi a` remercier Amine Asselah pour son inteˆret pour mes travaux et son
e´coute, Fabienne Castell, Enrique Andjel, Vlada Limic, Christophe Pouet, Se´bastien
Blache`re et Xavier Bressaud, Laurent Miclo pour leur pre´sence aux coˆte´s des docto-
rants.
Le proble`me de l’isope´rime´trie sur un produit en couronne est un point central de
ma the`se, ainsi je remercie tres fortement Anna Erschler qui m’a aide´ a` de´chiffrer ses
propres preuves, et qui a toujours su me donner matie`re a` re´fle´chir, d’abord a` travers
ses explications, ensuite en m’expliquant ses explications.
Je voulais aussi e´galement remercier tout ceux que j’ai pu rencontrer dans ma
queˆte des mathe`matiques. Je pense entre autre a` Damien Lamberton pour ses cours
de DEA passionnants et d’une rigueur exemplaire, a` Vincent Lafforgue pour son ani-
mation des groupes de lecture a` l’e´cole normale et son effort de ramener des choses
complique´es a` un niveau d’e´tudiant. Enfin, un clin d’oeil a` Benoit Sanchez avec beau-
coup de joie et de chaleur pour nos interminables discussions sur les mathe´matiques
ou sur d’autres sujets, a` Alexis Devulder, Aurelien Alfonsi, et Yvon Poitevineau pour
m’avoir donne´ gouˆt a` la discipline.
Je conside`re comme une chance d’avoir exercer pendant 3 ans, les fonctions de
moniteur a` l’universite´, et a` ce titre je remercie les personnes avec qui j’ai pu parta-
ger des TD, comme Nathalie Loraud ou Andrei Teleman, ainsi que tous les e´le`ves que
4j’ai eu le plaisir d’encadrer. Ces expe´riences ont e´te´ on ne peut plus enrichissantes et
ont contribue´ efficacement a` ma culture mathe´matique.
Je profite de cette the`se pour saluer ceux ont su m’apporter leur soutien sans faille,
et avec qui j’ai pu appre´cier d’agre´ables moments comme Nicolas Rattazzi, Benoit
Daniel, Denis Conduche´, Florian Pinault, Alban Moreau, Samuel Guillaume, Gilles
Gassier.
Je remercie aussi Chantal Ravier pour le tirage de ce me´moire ainsi que toutes les
personnes de l’administration qui ont pu m’aider.
Merci a` ceux qui ont partage´ mon quotidien, je pense notamment a` mes coloca-
taires de bureau, Franck Sueur, Konrad Scho¨bel, Raphael Zentner, Emmanuel Jalade,
mais aussi Stephane Brull, Re´my Rhodes, Fida El-Hussein et Nicolas Klutchnikoff. Et
de manie`re plus proche, une pense´e pour Barbara Feray qui a reussi a` me supporter
pendant ma dure pe´riode ”isope´rime´trie” avec tout plein de petits dessins.
Je remercie e´galement Emmanuelle pour son soutien, sa naive curiosite´ non limite´e
aux maths, ses immenses qualite´s humaines et son de´vouement a` parfois m’e´clairer
dans des sombres moments.
Je ne peux oublier de remercier pour toutes ces heures arrache´es a` la nuit noire
de certaines de mes nuits blanches, e´gare´ dans les me´andres obscurs de raisonnement
mathe´matiques, certaines musiques de Eels a` Offspring en passant par Nirvana et
Girls in Hawai. Et a` cela je ne peux dissocier de remercier la ”windsurf team” pour
tout le bonheur que j’y trouve chaque jour, pour l’e´coute et la complicite´ que chacun a
pu me te´moigner, pour l’excitation de´bordante qu’il en ressort et qui a` coup de fronts,
backside air et goiter surjit apre`s une pe´riode de concentration pour les maths. Je
remercie donc (dans un ordre qui ne tient qu’au hasard) Pompom, Fabrice, Christian,
Benj, Yazze´, Petit Steph, Grand Steph Thierry, Luc, Dirk, Fabien(pour la correction
des quelques fautes d’orthographe), les Oliviers, les Je´romes, Sophie, Sly, Cyril dit Le
Gonze de bordeaux...
Derrie`re la fac¸ade de la the`se acheve´e se cache immanquablement le spectre des
journe´es, des semaines, des mois...de doutes et interrogations qui vont de pair avec
l’e´volution d’un travail de recherche. Et je dois donc mentionner l’appui indispensable
de mes parents et de mon fre`re Florent.
5
6
Table des matie`res
1 Introduction 9
1.1 Pre´sentation du travail. . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 Rapide tour d’horizon des re´sultats connus pour les marches ale´atoires
simples en percolation. . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2.1 Amas infini et marches ale´atoires. . . . . . . . . . . . . . . . . 10
1.2.2 Re´currence et transience. . . . . . . . . . . . . . . . . . . . . . 16
1.2.3 De´croissance des noyaux de transition et estime´es Gaussiennes. 16
1.2.4 The´ore`me central limite. . . . . . . . . . . . . . . . . . . . . . 17
1.2.5 Notations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.3 Un outil ge´ne´ral pour l’e´tude des marches ale´atoires au plus proche
voisin : l’isope´rime´trie. . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.3.1 Lien entre isope´rime´trie et de´croissance du noyau. . . . . . . . 19
1.3.2 Quelques exemples. . . . . . . . . . . . . . . . . . . . . . . . . 21
1.4 Donsker et Varadhan sur Zd. . . . . . . . . . . . . . . . . . . . . . . . 23
1.4.1 Enonce´ du the´ore`me. . . . . . . . . . . . . . . . . . . . . . . 23
1.4.2 Deux mots de grandes de´viations. . . . . . . . . . . . . . . . . 24
1.4.3 Point de de´part de la the`se. . . . . . . . . . . . . . . . . . . . 27
1.5 Re´sultats obtenus. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Bibliographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2 Nombre de points visite´s par une marche ale´atoire simple sur un
amas de percolation. 31
2.1 Introduction et re´sultats . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.1.1 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2 Produit en couronne. . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2.1 De´finition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2.2 Marches ale´atoires . . . . . . . . . . . . . . . . . . . . . . . . 36
2.2.3 Remonte´e de l’isope´rime´trie sur le produit en couronne. . . . . 37
2.3 Isope´rime´trie sur un amas de percolation . . . . . . . . . . . . . . . . 45
2.3.1 Point de de´part. . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.3.2 Une autre ine´galite´ isope´rime´trique . . . . . . . . . . . . . . . 46
2.3.3 Renormalisation . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.4 Preuve de la borne supe´rieure . . . . . . . . . . . . . . . . . . . . . . 52
2.4.1 Isope´rime´trie sur Cgn ≀ Z2Z . . . . . . . . . . . . . . . . . . . . . . 52
8 TABLE DES MATIE`RES
2.4.2 Borne supe´rieure de P˜ωo (Z2n = o) . . . . . . . . . . . . . . . . 55
2.4.3 Conclusion : borne supe´rieure pour la transforme´e de Laplace. 57
2.5 Borne infe´rieure de Eω0 (α
Nn) . . . . . . . . . . . . . . . . . . . . . . . 59
2.5.1 Faits ge´ne´raux pour les marches ale´atoires . . . . . . . . . . 60
2.5.2 Borne infe´rieure de Pω0 (sup0≤i≤nD(0, Xi) ≤ r) . . . . . . . . . 60
2.5.3 Preuve de la proposition 2.5.1. . . . . . . . . . . . . . . . . . 63
2.6 Questions et extensions . . . . . . . . . . . . . . . . . . . . . . . . . . 64
2.6.1 Questions ouvertes . . . . . . . . . . . . . . . . . . . . . . . . 64
2.6.2 Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3 E´tude d’autres fonctionnelles. 65
3.1 Explication de la me´thode. . . . . . . . . . . . . . . . . . . . . . . . . 65
3.2 Principal re´sultat pour l’isope´rime´trie sur un produit en couronne. . 68
3.2.1 Cas moyennable . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.2.2 Cas non moyennable . . . . . . . . . . . . . . . . . . . . . . . 79
3.3 E´tude de E0(exp
−λ
∑
z L
α
n;z). . . . . . . . . . . . . . . . . . . . . . . . . 80
3.3.1 Borne supe´rieure. . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.3.2 Borne infe´rieure. . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.4 E´tude de E0(
∏
z L
−α
n;z 1Xn=0). . . . . . . . . . . . . . . . . . . . . . . . 89
3.4.1 Borne supe´rieure. . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.4.2 Borne infe´rieure. . . . . . . . . . . . . . . . . . . . . . . . . . 96
4 Annexe 99
4.1 Preuve de la proprie´te´ 3.3.1 . . . . . . . . . . . . . . . . . . . . . . . 99
4.1.1 cas α ≥ 1/3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.1.2 cas α < 1/3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.2 Comple´ment sur la satisfaisabilite´. . . . . . . . . . . . . . . . . . . . . 112
Bibliographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
9Chapitre 1
Introduction
1.1 Pre´sentation du travail.
Une fois connue, la re´currence ou la transience, d’une marche ale´atoire, une fois
connues des estime´es des probabilite´s des noyaux de transitions, une question na-
turelle est celle du nombre de points visite´s par la marche. Un des buts de cette
the`se, est d’e´tudier la transforme´e de Laplace de certaines fonctionnelles des temps
locaux d’une marche ale´atoire simple sur un amas de percolation. Un cas particulier,
extreˆmement riche et inte´ressant, est justement la transforme´e de Laplace du nombre
de points visite´s. Dans le cas de Zd, on sait estimer cette quantite´ depuis 1979 par le
ce´le`bre re´sultat de Donsker et Varadhan (voir [9] et [10]). Malheureusement, les tech-
niques utilise´es dans leur preuve, ne semblent pas s’adapter sur des graphes prive´s de
proprie´te´s de syme´trie, comme par exemple sur un amas infini de percolation. Dans
cette introduction, apre`s avoir rappele´ ce que l’on appelle processus de percolation, on
pre´sente les principaux re´sultats relatifs a` des marches ale´atoires sur un amas infini
de percolation.
Dans la partie 1.3, nous rappelons un fait de base, qui lie la ge´ome´trie d’un graphe et
la de´croissance des noyaux d’une marche ale´atoire simple sur ce graphe. Cette pro-
prie´te´ sera un point central dans la strate´gie d’e´tude de nos fonctionnelles, afin de
contourner les difficulte´s que posent la preuve de Donsker et Varadhan sur un amas.
Enfin, dans la partie 1.5, on donne les re´sultats obtenus sur un amas de percolation.
L’organisation de la the`se est la suivante, dans le chapitre 2, on e´tudie de manie`re
assez pre´cise la ge´om´etrie d’un amas. C’est par ce biais que l’on e´tendra en un cer-
tain sens Donsker-Varadhan sur un amas de percolation. Cette partie, inde´pendante
des autres, reprend un preprint. Le chapitre 3, ge´ne´ralise cette me´thode a` d’autres
fonctionnelles. Les notations fixe´es dans l’introduction, se conservent tout au long de
la the`se.
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1.2 Rapide tour d’horizon des re´sultats connus pour les marches
ale´atoires simples en percolation.
On pre´sente, dans cette section, de manie`re chronologique, comment les notions
et les proprie´te´s sont apparues.
1.2.1 Amas infini et marches ale´atoires.
1.2.1.1 De´finition.
Soit d un entier supe´rieur ou e´gal a` 2, conside´rons le graphe Ld = (Zd,Ed), ou`
Ed = {(x, y) ∈ (Zd)2, N1(x− y) = 1},
avec N1(a) =
∑
i=1..d |ai| si a = (ai)i=1..d ∈ Zd. Ed est l’ensemble des areˆtes ”standard”
sur Zd. Soit maintenant p ∈ [0, 1], on efface [resp. garde] chaque areˆte avec probabilite´
1−p [resp. p], de manie`re inde´pendante. On obtient ainsi un sous graphe de Ld, aussi
il est pratique d’introduire : ω : Ed → {0, 1} de´fini par ω(x, y) = 1 si l’areˆte (x, y)
est pre´sente, et 0 sinon. Lorsque l’areˆte est pre´sente, on dit qu ’elle est ouverte sinon
on dit qu’elle est ferme´e.
Soit Ω =
∏
e∈Ed
{0, 1} et F la tribu engendre´e par les cylindres finis de Ω. On notera
Q la mesure sur (Ω,F), de´finie par, Q = ∏
e∈Ed
µe, ou` les µe sont des mesures de Ber-
noulli, µe = p1{ω(e)=1}+(1−p)1{ω(e)=0} et EQ l’espe´rance par rapport a` la probabilite´
Q.
Soit C(x) l’ensemble des points que l’on peut atteindre depuis x par un chemin
constitue´ d’areˆtes ouvertes. Par l’invariance par translation de la mesure Q, la distri-
bution de C(x) est inde´pendante du point x. Nous choisirons donc l’amas C(0) que
nous noterons C = C(0).
La quantite´ qui nous inte´resse est la probabilite´ qu’un sommet donne´ appartienne a`
un amas infini ouvert. Par l’invariance par translation, nous pouvons choisir le point
origine, et on pose donc :
θ(p) = Q(#C = +∞).
On notera #A ou bien |A|, le cardinal d’un ensemble A.
Une proprie´te´ fondamentale en percolation est qu’il existe une valeur pc(d) = pc tel
que :
θ(p)
{
= 0 si p < pc,
> 0 si p > pc.
pc(d) est appele´ la probabilite´ critique et est de´finie formellement par :
pc(d) = sup{p; θ(p) = 0}.
La valeur nume´rique de pc(d) reste un proble`me ouvert en dimension supe´rieure ou
e´gale a` 3. Nous savons seulement que pc(2) = 1/2. Par ailleurs, par projection naturelle
de Zd+1 dans Zd, on a : pc(d+ 1) ≤ pc(d).
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The´ore`me 1.2.1. Pour d ≥ 2, on a : 0 < pc(d) < 1.
Ce The´ore`me montre donc l’existence de deux phases dans le processus de perco-
lation :
- la phase sous critique, quand p < pc(d), ou` tous les amas ouverts sont Q presque
suˆrement finis.
- la phase sur critique, quand p > pc(d), ou` tout sommet a une probabilite´ strictement
positive d’appartenir a` un amas infini ouvert.
Ces deux phases sont assez bien comprises, mais on ne peut en dire autant de la phase
critique p = pc(d). Quant a` l’existence, d’une composante connexe ouverte infini, on
a le the´ore`me suivant :
The´ore`me 1.2.2. Q(∃ amas ouvert infini) =
{
0 si θ(p) = 0,
1 si θ(p) > 0.
En fait, on peut montrer que pour toutes valeurs de p, pour lesquelles il y a une
probabilite´ strictement positive d’avoir un amas ouvert infini, l’amas infini est unique
Q presque suˆrement.
The´ore`me 1.2.3. Si p satisfait θ(p) > 0, alors Q(∃! amas ouvert infini) = 1
1.2.1.2 Proprie´te´s ge´ome´triques.
Pour x, y deux points de Zd, nous e´crirons x ↔ y si x et y sont dans le meˆme
amas. C’est a` dire, si il existe un chemin (x0, x1, ..., xn) tel que :
- x0 = x et xn = y,
- pour tout i ∈ [0, n− 1], (xi, xi+1) ∈ Ed et ω(xi, xi+1) = 1.
La longueur du chemin est le nombre d’areˆtes, et vaut ici n. On note D(x, y) la
longueur minimale d’un chemin ouvert reliant x a` y ; cette quantite´ est aussi appele´e
distance chimique entre x et y. Antal et Pisztora ont prouve´ le re´sultat suivant tre`s
technique (voir [1]) :
The´ore`me 1.2.4. Si p > pc, alors il existe une constante ρ = ρ(p, d) ≥ 1 telle que :
lim sup
N1(y)→+∞
1
N1(y)
ln Q[0↔ y, D(0, y) > ρN1(y)] < 0.
En appliquant le the´ore`me 1.2.4 et le lemme de Borel-Cantelli, on obtient le co-
rollaire suivant :
Corollaire 1.2.5. Soit p > pc, Q presque suˆrement on a :
lim sup
N1(y)→+∞
1
N1(y)
D(0, y)1{0↔y} ≤ ρ(p, d)
ou` ρ(p, d) est la constante introduite dans le the´ore`me 1.2.4.
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Ce corollaire s’interpre`te de la manie`re suivante, en phase sur critique, si un point
est loin de l’origine au sens de N1, et si ce point est dans la composante connexe de
l’origine, alors la distance chimique entre l’origine et ce point n’explose pas. Elle est
controˆle´e a` une constante multiplicative pre`s par la norme N1 de ce point.
Une autre proprie´te´ ge´ome´trique qui aura une importance capitale par la suite,
concerne l’isope´rime´trie que l’on re´cupe`re sur un amas de percolation, dans le cas sur
critique. Sur Zd, on a l’ine´galite´ isope´rime´trie classique :
∃C > 0, |∂ZdA|
f(|A|) > C,
ou` f(x) = x1−1/d et ∂ZdA = {(x, y) ∈ Ed; x ∈ A et y ∈ Zd −A}.
Qu’en est il sur la composante connexe de l’origine, sachant que celle ci est infinie ?
Du fait de l’existence de ”morceaux” line´aires arbitrairement longs, pour ne pas avoir
une constante isope´rime´trique nulle, plusieurs choix de de´finitions de l ’isope´rime´trie
sont possibles. En premier, il faut de´finir le bord avec lequel on veut travailler, en-
suite on peut par exemple modifier f , et se restreindre a` des boˆıtes, on peut compter
le bord dans une boˆıte, ou le bord ”global”... En fonction du proble`me, on choisit
”l’isope´rime´trie la mieux adapte´e”. (voir [16] et [2])
Une manie`re de pratiquer est de poser, pour ǫ > d :
Iǫ(Cn) = inf
A⊂Cn
|A|≤|Cn|/2
|∂CnA|
|A|1−1/ǫ ,
ou` Cn est la composante connexe de C ∩ [−n, n]d qui contient l’origine et
∂CnA = {(x, y) ∈ Ed; ω(x, y) = 1 et x ∈ A, y ∈ Cn − A,
ou y ∈ A, x ∈ Cn −A}.
Mathieu et Re´my ont alors montre´ (voir [16]) :
Proposition 1.2.6. Pour p > pc, il existe une constante β = β(p, d) > 0 telle que Q
presque suˆrement sur l’ensemble {|C| = +∞}, pour n assez grand on a :
Iǫ(n)(Cn) ≥ β
n1−d/ǫ(n)
,
avec ǫ(n) = d+ 2d lnln(n)
ln(n)
.
Par ailleurs le volume des ensembles Cn croˆıt comme les boules de Zd,
Proposition 1.2.7. Pour p > pc, il existe une constante α > 0 telle que Q presque
suˆrement sur l’ensemble {|C| = +∞}, pour n assez grand on a :
|Cn| ≥ α nd.
Dans [2], le meˆme type d’estime´es sont prouve´es, en se plac¸ant sur des e´ve´nements
de probabilite´ exponentiellement petite, et en conside´rant a` la fois, percolation sur
les sites et sur les areˆtes.
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1.2.1.3 Eve´nements croissants, renormalisation.
Parfois, il arrive qu’on puisse montrer une proprie´te´ P pour des valeurs de p
proches de 1. Sous certaines hypothe`ses (notamment de croissance) de P, on peut
e´tendre cette proprie´te´ a` toutes valeurs de p > pc. On nomme ainsi, le proce´de´ de
renormalisation, introduit par Antal et Pisztora .
Eve´nements croissants
La probabilite´ θ(p) que l’origine appartienne a` un amas infini, est une fonction crois-
sante de p. Il est effectivement intuitif, qu’une augmentation de p conduise a` un graphe
avec un nombre plus grand d’areˆtes ouvertes, donc a` un graphe qui reste infini. Plus
formellement, on peut dire que, si ω ∈ {|C| = +∞} l’ ajout d’une areˆte a` ω pre´serve
le fait que la composante connexe ouverte de l’origine de ce nouvel environnement
reste infini. Si l’on note ω ≤ ω′ de`s que pour tout e ∈ Ed, ω(e) ≤ ω′(e), on dira donc :
De´finition 1.2.8. A ∈ F est un e´ve´nement croissant si :
ω ≤ ω′ ⇒ 1{ω∈A} ≤ 1{ω′∈A}.
Ainsi, on a bien par exemple que {|C| = +∞} est un e´ve´nement croissant.
Renormalisation
L’ide´e de la renormalisation est la suivante : on conside`re p > pc et une percolation de
Zd. On recouvre Zd par des boˆıtes de taille N , et on de´cide si une boˆıte est bonne ou
mauvaise, suivant certaines conditions de bon ”remplissage” de la percolation dans la
boˆıte. Ainsi on obtient une percolation sur l’ensemble des boˆıtes, qui s’identifie a` une
percolation sur Zd, en identifiant une boˆıte et un point de Zd, et les boˆıtes voisines
par les voisins de ce point.
La proprie´te´ clef, non triviale, est que la loi de la percolation sur les boˆıtes domine
la loi d’une percolation de parame`tre p(N), restreinte aux e´ve´nements croissants, ou`
p(N) est une fonction qui tend vers 1 quand N tend vers +∞. Si on prouve donc
une proprie´te´ Q p.s pour des valeurs de p proches de 1, en prenant N assez grand, on
de´duira que la proprie´te´ est e´galement satisfaite pour la percolation sur les boˆıtes. Il
restera a` voir si la proprie´te´ applique´e aux boˆıtes se transmet a` l’amas initial.
Plus pre´cise´ment, pour N ∈ Z, on conside`re les boˆıtes suivantes :
B0(N) = [−N,N ]d ∩ Zd et Bi(N) = τi(2N+1)B0(N),
ou` τb est la translation (ou le shift) de vecteur b ∈ Z.
Les boˆıtes (Bi(N))i∈Zd forment une partition de Z
d, et on de´finit maintenant le
re´seau renormalise´ comme le graphe ou` l’ensemble des sommets est (Bi(N))i∈Zd et
l’ensemble des areˆtes est {(Bi(N), Bj(N)); N1(i− j) = 1}. Ce graphe s’identifie donc
a` une copie de Ld, ou` nous noterons en caracte`re gras les sommets afin de les distin-
guer du re´seau initial.
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Soit e´galement, B′i(N) = τi(2N+1)B0(5N/4) et soit E(N) l’ensemble d’areˆtes suivant :
E = {(ke(1), (k + 1)e(1)); k = 0, 1..., ⌊
√
N⌋}
ou` e(1) de´signe le premier vecteur unitaire de Zd.
Soit enfin,
Ei = τi(2N+1)E(N).
On dira qu’un amas A contenu dans une boˆıte B′ est un amas traversant pour
B ⊂ B′, si dans les d directions il y a un chemin ouvert contenu dans A∩B joignant
la face gauche et la face droite de B. On conside`re alors les e´ve´nements suivants :
R
(N)
i = {∃! amas traversant A dans B′i(N) pour B′i(N), tous les chemins ouverts
contenus dans B′i(N) de longueur supe´rieure a` N/10 sont connecte´s a` A dans B′i(N)
et A est traversant pour chaque sous boˆıte B ⊂ B′i(N) de taille supe´rieure a` N/10 },
S
(N)
i = {il y a au moins une areˆte ouverte dans Ei}.
Soit
φN : Ω −→ Ω
ω 7−→ φN(ω) : Zd → {0, 1}
x 7→ 1
{R
(N)
x ∩S
(N)
x }
.
On note QN l’image de la mesure Q par φN . Par cette application φN , on de´finit
ainsi un processus de percolation de´pendant sur les sites du re´seau renormalise´. Le
the´ore`me principal est :
The´ore`me 1.2.9. Pour tout p > pc, il existe une fonction p¯ : N → {0, 1} avec
limN→+∞ p¯(N) = 1 telle que QN domine, sur les e´ve´nements croissants, la loi d’un
processus de percolation inde´pendant sur les sites de parame`tre p¯(N). C’est a` dire :
pour tout e´ve´nement croissant A, QN (A) ≥ Q∗p¯(N)(A),
ou` Q∗q de´signe la loi d’un processus de percolation inde´pendant sur les sites de pa-
rame`tre q.
Ainsi si on prouve qu’un e´ve´nement croissant A est re´alise´ Q presque suˆrement
pour des valeurs de p proches de 1, on de´duira que pour N assez grand, QN(A) = 1.
C’est a` dire que A est re´alise´ dans le processus renormalise´ (on dit aussi le processus
macroscopique) QN presque suˆrement. Il reste donc a` voir si l’e´ve´nement A dans le
processus macroscopique implique l’e´ve´nement A dans le processus de percolation
initial (microscopique). Autrement dit, on examine si les proprie´te´s qui de´finissent A
sont stables par φN .
1.2 Rapide tour d’horizon des re´sultats connus pour les marches ale´atoires
simples en percolation. 15
1.2.1.4 Marches ale´atoires simples.
De´finition.
Une fois avoir percole´ Zd, on travaille sur les e´ve´nements {|C| = +∞} et on fait
e´voluer une marche simple sur cet amas infini partant de l’origine.
Pour ω ∈ {|C| = +∞}, on pose donc :

X0 = 0,
P(Xn+1 = b|Xn = a) =


ω(a,b)∑
x;(a,x)∈Ed
ω(a,x)
si(a, b) ∈ Ed,
0 sinon.
On notera ν(a) :=
∑
x∈Zd
ω(a, x). Ce nombre correspond aux nombres de voisins de
a dans l’amas. La mesure ν est re´versible pour la marche ale´atoire (Xn)n∈N.
On notera e´galement p(a, b) = P(Xn+1 = b|Xn = a), et pn(a, b) de´finit par re´currence
par : {
p1(a, b) = p(a, b)
pn+1(a, b) =
∑
y pn(a, y)p(y, b) pour n ≥ 0
On a bien suˆr pn(a, b) = P(Xn = b|X0 = a)
Marches ale´atoires restreintes a` la boˆıte Cn.
Soit (X
(n)
k )k∈N la marche issue de 0, et de noyaux de transition :
p(n)(a, b) =
ω(a, b) 1{b∈Cn}∑
x∈Cn
ω(a, x)
.
X
(n)
k est de´finie de la meˆme manie`re que Xk, mis a` part le fait que les sauts exte´rieurs
a` Cn sont interdits. Dans la suite, l’exposant (n) correspond a` des quantite´s restreintes
a` Cn et non pas aux quantite´s ite´re´es. Soit P (n) l’ope´rateur de´fini sur les fonctions f
de Cn dans R, de´fini par :
(P (n)f)(x) =
∑
y
p(n)(x, y)f(y).
Soit ∆(n) le Laplacien discret sur Cn, de´fini par :
∆(n)(.) = (P (n) − Id)(.),
c’est a` dire : pour f : Cn → R, et pour x ∈ Cn,
(∆(n)f)(x) = (P (n)f)(x)− f(x)
=
∑
y
p(n)(x, y)[f(y)− f(x)].
La proprie´te´ 1.2.6 implique un controˆle infe´rieur de la plus petite valeur propre de
∆(n) sur Cn. Soit donc λn la plus petite valeur propre non nulle de ∆(n), par l’ine´galite´
de Cheeger (voir [6]) et par la proprie´te´ 1.2.6 on a :
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Proposition 1.2.10. Si p > pc, il existe une constante β > 0 tel que Q presque
suˆrement sur l’ensemble {|C| = +∞}, pour n assez grand, on ait :
λ(n) ≥ β
n2
.
1.2.2 Re´currence et transience.
Cas d = 2.
En dimension 2, on sait que la marche ale´atoire simple sur Z2 est re´currente, donc
toute marche simple sur un sous graphe de Z2 sera re´currente. En particulier, on
de´duit que (Xn)n∈N est re´currente.
Cas d ≥ 3.
La transience de la marche simple sur un amas infini de percolation en dimension
supe´rieure a` 3 date de 1992 et a e´te´ prouve´ initialement par Grimmet, Kesten et Zhang
(voir [11]). On verra dans le paragraphe suivant que ce re´sultat est une conse´quence
de travaux plus re´cents.
La preuve dans [11], utilise les liens entre la the´orie des marches ale´atoires et la
the´orie des graphes munis de re´sistances (e´lectriques) sur les areˆtes. Dans le cas d’une
percolation, chaque areˆte est remplace´e par une re´sistance unite´ si l’areˆte est ouverte,
et une re´sistance infinie si elle est ferme´e. La transience revient alors a` prouver que
pour tout x dans l’amas infini, la re´sistance entre x et l’infini est finie. Ce fait passe
par l’e´tude de la re´sistance, entre un point x et le bord de la boule centre´e en x de
rayon n. Il est notamment prouve´ que cette re´sistance admet une limite finie quand
n tend vers l’infini.
The´ore`me 1.2.11. Pour p > pc, la marche ale´atoire simple sur un amas infini est
transiente, Q presque suˆrement.
Une preuve poste´rieure a` celle de [11] est donne´ dans [3].
1.2.3 De´croissance des noyaux de transition et estime´es Gaussiennes.
Pour la marche simple dans Zd, on sait que les noyaux de transition au temps n
de´croissent comme C/nd/2. Qu’en est il sur un amas infini ?
Re´sultat presque suˆr.
Soit Pω0 , la loi de la marche Xn partant de 0, e´voluant dans l’amas ω. Par des me´thodes
base´es sur l’obtention d’ine´galite´s isope´rime´triques telles que la proprie´te´ 1.2.6 (que
nous de´velopperons dans la section 1.3), Mathieu et Remy prouvent dans [16] :
The´ore`me 1.2.12. Pour toute dimension supe´rieure ou e´gale a` 2 et pour tout p > pc,
il existe une constante c1 = c1(p, d) telle que Q presque suˆrement sur l’ensemble
{|C| = +∞} et pour n assez grand, on ait :
sup
y∈C
Pω0 (Xn = y) ≤ c1/td/2
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Remarques :
• On retrouve la transience lorsque d ≥ 3 a` l’aide de ce the´ore`me.
• Ante´rieurement a` ce re´sultat, des estime´es supe´rieures (en moyenne) de Pω0 (Xn = y)
ont e´te´ obtenues par Heicklen et Hoffman, mais leur re´sultat e´tait moins pre´cis. Ils
avaient en effet e´tabli, EQP
ω
0 (Xn = y) ≤ C ln(n)
6d+14
nd/2
.
Barlow a obtenu en 2004 un re´sultat plus complet (voir [2]) :
The´ore`me 1.2.13. Soit p > pc, il existe des constantes ci = ci(d, p) telle que Q
presque suˆrement sur l’ensemble {|C| = +∞},
pour tout x, y ∈ C , il existe une variable ale´atoire Sx(ω) tel que :
pour tout n ≥ Sx(ω) ∨N1(x− y), on ait :
c1
nd/2
e−c2N1(x−y)
2/n ≤ P
ω
x(Xn = y)
ν(y)
≤ c3
nd/2
e−c4N1(x−y)
2/n,
ou` Pωx de´signe la loi de la marche partant de x.
Ce the´ore`me ainsi que le pre´ce´dent sont initialement prouve´s dans le cas d’une
marche ale´atoire a` temps continu. La marche est construite de la meˆme manie`re
que Xn, mais avant chaque saut, elle attend un temps exponentiel de parame`tre 1,
inde´pendant les uns des autres. Ce proce´de´ permet d’e´viter d’e´ventuelles difficulte´s
supple´mentaires dues a` la pe´riodicite´. On notera dans la suite X(t) ce processus a`
temps continu.
Re´sultat en moyenne.
Toujours dans [2], le meˆme type d’estime´es est prouve´ pour la loi moyenne´e Qn de´finie
par :
Qn(x, y) = EQ(
Pωx(Xn = y)
ν(y)
|x, y ∈ C).
The´ore`me 1.2.14. Pour p > pc, il existe des constantes ci = ci(d, p) telles que pour
tout x, y ∈ Zd et pour tout n ≥ N1(x− y),
c1
nd/2
e−c2N1(x−y)
2/n ≤ Qn(x, y) ≤ c3
nd/2
e−c4N1(x−y)
2/n.
1.2.4 The´ore`me central limite.
Soit (X(t))t∈R+ , le processus a` temps continu, construit a` partir de la marche
Xn,(voir c¸i dessus). Mathieu et Piatniski ont re´cemment prouve´ dans [15] , un principe
d’invariance pour la marche sur un amas infini.
The´ore`me 1.2.15. Soit p > pc.
Q presque suˆrement sur {|C| = +∞}, sous Pω0 le processus (Xǫ(t) = ǫX(t/ǫ2), t ∈ R+)
converge en loi quand ǫ tend vers 0, vers un mouvement Brownien de matrice de
covariance σ2Id, ou` σ > 0 et est inde´pendant de ω.
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Remarques :
• Berger et Biskup (voir [4]) ont aussi obtenu ce re´sultat, par une me´thode un peu
diffe´rente que dans [15]. Des re´sultats partiels en dimension plus grande que 4 ont
aussi e´te´ e´tabli par Sznitman et Sidoravicius (voir [18]).
• Soit QP ω0 =
∫
Ω
Pω0 (.) dQ(ω|#C = +∞). Dans [14], il a e´te´ prouve´ en 1989, que sous
QP ω0 , (X
ǫ(t) = ǫX(t/ǫ2), t ∈ R+) converge en loi quand ǫ tend vers 0, vers la loi
d’un mouvement Brownien non de´ge´ne´re´.
1.2.5 Notations.
Maintenant que l’on a introduit la plupart des objets avec lesquels nous allons
travailler, fixons quelques notations.
Commenc¸ons par la notation des graphes. Dans cette the`se, il interviendra divers
graphes dont certains auront le meˆme ensemble de points mais avec des areˆtes diffe´rentes.
Notre notation doit donc tenir compte de cette remarque.
• Un graphe G est donc un couple (V (G), E(G)) ou` le premier argument V (G) de´signe
les points de G (vertices of G) et le deuxie`me E(G) repre´sente l’ensemble des areˆtes
de G non oriente´es (edges of G).
• Si G est un graphe, pour x ∈ V (G) on note νG(x) le nombre de voisins de x dans
G. C’est a` dire νG(x) = #{(x, y) ∈ E(G)}.
• Soit C la composante connexe de l’origine apre`s percolation de Zd, on note Cg le
graphe sous jacent. C’est a` dire Cg a pour ensemble de points C et pour ensemble
d’areˆtes E(Cg) = {(x, y) ∈ C2; ω(x, y) = 1}
• La boule dans C centre´e a` l’origine et de rayon r pour la distance chimique, est
note´e Br(C).
• Pour f, g fonctions re´elles de´finies sur R+, on e´crira
f  g ⇔ ∃C1, C2 > 0 ∀x ∈ R+ f(x) ≤ C1g(C2x),
et
f ≈ g ⇔ f  g et f  g.
• Soit G = (V (G), E(G)) un graphe non oriente´, on de´signe par FolG la fonction de
Folner de G, de´finie par :
FolG(k) = min{|U |; U ⊂ V (G) et |∂GU ||U | ≤
1
k
},
ou` ∂GU = {(x, y) ∈ E(G); x ∈ U et y ∈ V (G)− U}, lorsqu’il n’y a pas d’ambigu¨e´,
on notera ∂U = ∂GU pour ne pas alourdir les notations.
• Si G est un sous graphe de G, c’est a` dire V (G) ⊂ V (G) et E(G) ⊂ E(G), on notera :
FolGG(k) = min{|U |; U ⊂ V (G) et
|∂GU |
|U | ≤
1
k
},
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ou` ∂GU = {(x, y) ∈ E(G); x ∈ U et y ∈ V (G)− U}.
F olGG est toujours une fonction de Folner de G mais ou` le bord est compte´ dans G.
• Si A et B sont des ensembles, A∪˙B de´signe l’union disjointe de A et B.
1.3 Un outil ge´ne´ral pour l’e´tude des marches ale´atoires au
plus proche voisin : l’isope´rime´trie.
Dans cette section, on se place dans un cadre ge´ne´ral d’une marche ale´atoire
(Xn)n sur un graphe infini U = (V (U), E(U)), qui n’est pas force´ment un amas de
percolation. V (U) de´signe l’ensemble des points et E(U) l’ensemble des areˆtes (non
oriente´es). On suppose que pour les taux de transitions p( , ) de (Xn)n, il existe une
mesure m re´versible et que infV (U) m > 0. Pour A ⊂ V (U) on pose :
m(A) =
∑
x∈A
m(x).
On note lp(V (U), m) l’espace des fonctions de V (U) dans R de puissance pie`me
inte´grable par rapport a` m. Pour p = 2, on note ( | )l2(V (U),m) le produit scalaire
associe´.
On note encore pn(, ) les noyaux de transition et P l’ope´rateur de´fini sur les fonctions
de V (U) dans R a` support fini :
Pf(x) = E(f(X1)|X0 = x) =
∑
y
p(x, y)f(y).
Soient les noyaux a de´finis pour tout x, y ∈ V (U) par :
a(x, y) = m(x)p(x, y),
et si e = (x, y), a(e) = a(x, y).
Dans la suite c de´signe une constante dont la valeur peut changer de ligne en ligne.
1.3.1 Lien entre isope´rime´trie et de´croissance du noyau.
On note ISF toute ine´galite´ isope´rime´trique sur U du type :
∃c > 0, ∀A ⊂ V (U) a(∂A)F(m(A)) ≥ c,
ou` ∂A = {(x, y) ∈ E(U); (x, y) ∈ A× Ac}.
ISd de´signera l’ine´galite´ isope´rime´trique avec F(x) = x1−1/d.
Le cardinal du bord d’une boule peut s’interpre´ter comme une ”de´rive´” discre`te du
volume, ainsi la proprie´te´ ISF est une sorte ”d’ine´quation diffe´rentielle”. Par exemple,
une conse´quence de l’isope´rime´trie ISd est que le volume des boules centre´es en un
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point quelconque et de rayon n croˆıt au moins en nd.
Suivant cette ide´e, et en appliquant ISF a` des classes d’ensembles plus ’grandes’
que les boules, notamment a` des ensembles de niveaux d’une fonction, et en utilisant
divers outils tels que la formule de la coaire, on peut prouver les ine´galite´s fonction-
nelles suivantes :
The´ore`me 1.3.1. (Ine´galite´ de Nash) Soit un graphe U = (V (U), E(U)) satisfaisant
ISF . On suppose que F : R+ → R+ est telle que f(t) = t/F(t) soit croissante, alors :
pour tout f a` support fini dans V (U), ||f ||22 ≤ g(
||f ||21
||f ||22
)E(f, f),(1.1)
ou` g(x) = 4(f(4x)/c)2 et E est la forme de Dirichlet associe´e aux noyaux a :
E(f, f) = 1
2
∑
x,y∈V (U)
(f(x)− f(y))2a(x, y)
=
(
(Id− P )f |f
)
l2(V (U),m)
.
Cette ine´galite´ nous donne alors des estime´es de la norme ||.||1→2 du semi groupe
P¯ n ou` P¯ = (P + id)/2 et ||.||p→q de´signe la norme d’ope´rateur de lp(V (U), m) dans
lq(V (U), m). Coulhon (voir [5]) a largement contribue´ a` prouver le the´ore`me suivant.
Pittet et Saloff-Coste (dans [13]) pre´sentent aussi ces re´sultats.
The´ore`me 1.3.2. Soit m0 = infV (U) m > 0. Supposons que l’ine´galite´ (1.1) soit
satisfaite pour une fonction g continue et croissante de R+ → R+, alors :
sup
x,y
p2n(x, y)
m(y)
≤ 2u(n),
ou` u : R+ →]0, 1/m0] est solution de :{
u′(t) = − u(t)
2g(1/u(t))
,
u(0) = 1/m0.
Combinant ces 2 the´ore`mes 1.3.2 et 1.3.1, on comprend que l’isope´rime´trie donne
un controˆle supe´rieur des noyaux de transition. Dans la suite, nous utiliserons plutoˆt
une formulation de l’isope´rime´trie a` l’aide de la fonction de Folner de´finie par :
Fol(n) = min
a(∂A)
m(A)
≤ 1
n
m(A).
La fonction de Folner est relie´e a` l’isope´rime´trie par :
ISF ⇔ ∃c > 0 ∀n ≥ 1, F ol(n) ≥ f−1(cn),
ou` f(t) = t
F(t)
est suppose´e croissante.
On a alors la proprie´te´ suivante :
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Proposition 1.3.3. Soit m0 = infV (U) m > 0. Supposons que Fol(n) ≥ F (n) avec
F fonction croissante et positive, alors
sup
x,y
p2n(x, y)
m(y)
≤ 2v(n),
ou` v est solution de : {
v′(t) = − v(t)
8(F−1(4/v(t)))2
,
v(0) = 1/m0.
Le point de de´part de ces re´sultats est donc l’ine´galite´ de Nash, de´duite d’une
ine´galite´ isope´rime´trique. Et comme il a de´ja` e´te´ dit, dans la preuve (par exemple
dans [13]) on utilise l’isope´rime´trie pour des ensembles de niveaux, plus pre´cise´ment
des ensembles du type {x ∈ V (U); (P nf)(x) ≥ t}.
Re´cemment Morris et Perres (dans [17]) ont prouve´ ce meˆme type de re´sultat en
utilisant une approche comple`tement diffe´rente. Ils conside`rent une suite Sn d’en-
sembles ale´atoires, dits ensembles e´voluants, et ils remarquent que les noyaux de
transition de la marche initiale sont lie´s a` certaines transitions de cette suite Sn.
Le point inte´ressant est que dans leur preuve, l’isope´rime´trie n’est utilise´e que pour
les ensembles Sn ou S
c
n.
L’hypothe`se semble donc a` priori ne pas eˆtre utilise´e pour le meˆme type d’ensembles.
En fait, on peut voir que les Sn sont lie´s aux ensembles de niveaux pre´ce´dents.
Remarque : Cas d’un groupe.
Soit G un groupe finiment engendre´ et soit S un syste`me de ge´ne´rateurs. Notons
alors U = (V (U), E(U)) son graphe de Cayley associe´. Soit BSn la boule centre´e en
l’e´le´ment neutre et de rayon n et V S(n) son volume, V S(n) = #BSn . Et soit enfin :
w(t) = inf{n; V Sn > t}.
Alors,
U satisfait ISF , avec F(t) = t/w(t).
Dans le cas d’un groupe, le volume donne donc un controˆle de l’isope´rime´trie. Par
suite, pour un groupe il est remarquable de constater que le volume donne une borne
supe´rieure des noyaux de transitions.
1.3.2 Quelques exemples.
• Tout graphe infini satisfait l’ine´galite´ isope´rime´trique |∂A| ≥ 1. C’est a` dire IS1,
en supposant infx,y a(x, y) > 0. Si de plus infm > 0, on a alors
∀n ∈ N sup
x,y
pn(x, y)
m(y)
≤ c
n1/2
.
C’est notamment le cas pour la marche simple sur un graphe U a` ge´ome´trie borne´e,
avec m(x) de´finie par l’inverse du nombre de voisins au point x.
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• L’isope´rime´trie sur Zd implique que la marche simple sur le graphe Ld satisfait
ISd, ainsi on retrouve :
∀n ∈ N sup
x,y
pn(x, y) ≤ c
nd/2
.
• Pour une marche sur U = (V (U), E(U)), graphe satisfaisant ISF avec F(t) = t, on
a toujours sous l’hypothe`se infV (U)m > 0,
∀n ∈ N sup
x,y
pn(x, y)
m(y)
≤ e−cn.
On retrouve que la marche ale´atoire simple sur un graphe non moyennable, (en pre-
nant comme mesure re´versible m, l’inverse du nombre de voisins), posse`de des noyaux
de transition qui de´croissent exponentiellement vite . C’est par exemple le cas pour
le graphe de Cayley d’un groupe libre finiment engendre´ par plus de 2 ge´ne´rateurs,
c’est a` dire pour TM , l’arbre re´gulier a` M voisins (M > 2).
• Signalons e´galement l’exemple suivant, qui nous fournit une borne supe´rieure que
nous rencontrerons plus tard. Soit α > 0.
Si une marche (Xn)n sur U = (V (U), E(U)) satisfait ISF avec F(t) = t[ln(2+t)]1/α , ou
bien plus simplement si ∀n ≥ 1 Fol(n) ≥ ecnα et infm > 0 alors,
∀n ∈ N sup
x,y
pn(x, y)
m(y)
≤ e−cn
α
α+2
.
• Supposons toujours que le graphe U = (V (U), E(U)) est infini, et soit U ′ =
(V (U ′), E(U ′)) ⊂ (V (U), E(U)), avec V (U ′) fini. Soit (Xn)n une marche sur U de
noyaux de transition p( , ) et m une mesure re´versible sur V . Posons T = inf{k ≥
0; Xk 6∈ V (U ′)} et imaginons que l’on veuille estimer Px(X2n = y, n < T ), avec
x, y ∈ V (U ′).
Tout se passe comme si la marche e´voluait sur le graphe U¯ ′ ou` V (U¯ ′) = V (U ′)∪ {δ},
avec δ un point imaginaire, appele´ cimeterre, qui repre´sente V (U)−V (U ′). Les areˆtes
E(U¯ ′) sont de´finies par E(U¯ ′) = E(U ′)∪{(x, δ); ∃y ∈ V (U)−V (U ′) (x, y) ∈ E(U)}.
Les noyaux e´tant alors donne´s par :
p¯(x, y) =


p(x, y) si x, y ∈ V (U ′)2,∑
a∈V (U) p(x, a) si x ∈ V (U ′) et y = δ,
0 si x = δ et y ∈ V (U ′).
Si la marche arrive au point δ, elle y reste.
On note P¯ l’ope´rateur de´fini par P¯ f(x) =
∑
y∈V (U¯ ′) p¯(x, y)f(y). La forme de Dirichlet
associe´e est de´finie par : pour tout f, g : V (U¯ ′)→ R tels que f(δ) = g(δ) = 0,
E¯(f, g) = (f |g − P¯ g)l2(V (U ′),m),
=
1
2
∑
x,y∈V (U ′)
m(x)p(x, y)[g(x)− g(y)][f(y)− f(x)] +
∑
x∈V (U ′)
p(x, δ)m(x)f(x)g(x).
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Ainsi, pour obtenir une ine´galite´ de Nash de type 1.3.1, pour la forme E¯ , il suffit d’avoir
une ine´galite´ isope´rime´trique ISF , en comptant le bord de la manie`re suivante :
pour tout A ⊂ V (U ′) ∂U¯ ′A = {(x, y) ∈ E(U¯ ′); x ∈ A, y ∈ V (U¯ ′)− A}
et avec
a¯(x, y) =
{
m(x)p(x, y) si (x, y) ∈ V (U ′)2
m(x)p(x, δ) si x ∈ V (U ′)et y = δ.
De sorte que :
a¯(∂U¯ ′A) = E¯(1A, 1A) =
∑
(x,y)∈V (U ′)
x∈A, y 6∈A
m(x)p(x, y) +
∑
x∈A
m(x)p(x, δ),
pour tout A de V (U ′).
Finalement, toujours sous les hypothe`ses inf a¯ > 0 et inf m > 0, on constate qu’une
ine´galite´ isope´rime´trique, portant sur le bord ’global’ dans V (U ′), permet d’obtenir
une borne de supx,y Px(X2n = y, n < T ). Le majorant ve´rifie la meˆme e´quation
diffe´rentielle que dans la proprie´te´ 1.3.3 mais ou` le bord dans la fonction de Folner
n’est plus compte´ de la meˆme manie`re. On notera
FolUU ′(k) = min
|∂
U¯′
A|
|A|
≤ 1
k
|A| = min
|∂UA|
|A|
≤ 1
k
|A|.
1.4 Donsker et Varadhan sur Zd.
1.4.1 Enonce´ du the´ore`me.
Dans [10], on conside`re une marche Xn sur Z
d plus ge´ne´rale qu’une marche simple.
On note π la loi des incre´ments inde´pendants, on a donc p(a, b) = π(b− a).
Soit Dn = {j ∈ Zd; ∃r ∈ [1, n] Xr = j} et Nn = #Dn, qui est donc le nombre
de points visite´s par la marche jusqu’au temps n. Notons E l’espe´rance partant de
l’origine. Le travail de Donsker et Varadhan porte sur le comportement asymptotique
de E(e−νNn) lorsque n tend vers l’infini.
Evidemment, ce comportement de´pend de la loi π. Pour tout t = (t1, ..., td) ∈ Zd, soit
πˆ(t) = E(ei(X1|t)) =
∑
j∈Zd π(j)e
i(j|t). On suppose que π satisfait :
Hypothe`ses
(i)πˆ(t) = 1 si et seulement si t = 2π(n1, ..., nd) ou` les ni sont entiers.
(ii) pour |t| proche de 0, πˆ(t) = 1 − Ω(t) + o(|t|α) ou` α ∈]0, 2] et ou` e−Ω(t) est la
fonction caracte´ristique d’une loi stable syme´trique d’indice α non de´ge´nere´e, c’est a`
dire :
Ω(t) =
{ ∑
ai,jtitj avec (ai,j)i,j de´finie positive, si α = 2,∫
Sd−1
∫ +∞
0
[1− cos(t|ry)]M(dy)dr
rα+1
, pour 0 < α < 2,
ou` M est une mesure syme´trique sur la sphe`re Sd−1 de Rd, dont le support est Sd−1.
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Remarquons que les hypothe`ses sur π impliquent que EX1 = 0 (si E|X1| < +∞).
Soit (x(s))s∈R+ un processus de loi stable syme´trique d’indice α sur R
d. Soit LΩ son
ge´ne´rateur.
The´ore`me 1.4.1. Pour ν > 0, on a
lim
n→+∞
1
n
d
d+α
lnE(e−νNn) = −k(ν, L),(1.2)
ou`
k(ν, L) = k(ν, L, d, α) = ν
α
d+α (
d+ α
α
)(
αλL
d
)
d
d+α ,
avec
λL = inf
G;|G|=1
λ(G),
l’inf est pris sur les sous ensembles ouverts G de Rd de volume 1 et λ(G) est la plus
petite valeur propre de l’ope´rateur −LΩ restreint a` G avec les conditions de Dirichlet
au bord.
Pour f : Rd → R telle que f/Gc = 0,
[LΩf ](x) = lim
t→0
Ex[f(x(t))1{∀s∈[0,t] x(s)∈G}]− f(x)
t
,
ou` Ex de´signe l’espe´rance du processus (x(s))s partant du point x.
Remarque : Dans [8], il est prouve´ que la constante k(ν, L) est strictement positive.
Evidemment la marche ale´atoire simple sur Zd satisfait ces hypothe`ses. Dans ce cas
π(j) = 1
2d
1{(0,j)∈Ed} et en de´veloppant πˆ au voisinage de 0, on a :
πˆ(t) = 1−
∑
i=1...d
(ei|t)2
4d
+ o(|t|2),
ou` les ei de´signent les vecteurs de base. On peut donc e´noncer :
Corollaire 1.4.2. Pour la marche ale´atoire simple sur Zd, pour tout ν > 0 on a :
lim
n→+∞
1
n
d
d+2
lnE(e−νNn) = −k(ν, d) < 0.
1.4.2 Deux mots de grandes de´viations.
L’e´galite´ de 1.2, est prouve´e dans [10] par double ine´galite´. La borne supe´rieure
repose sur un re´sultat de grandes de´viations.
SoitX un espace me´trique, complet et se´parable. Soit µn une famille de probabilite´
sur la tribu bore´lienne de X et soit (vn)n une suite positive tendant vers l’infini.
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De´finition 1.4.3. On dit que µn satisfait un principe de grandes de´viations de vitesse
vn et de fonction de taux I : X → R¯+, si :
(1) Iest semi continue infe´rieurement.
(2) Pour tout l <∞, l’ensemble {x; I(x) ≤ l} est un compact de X.
(3) Pour tout ferme´ C de X,
lim sup
n→∞
1
vn
ln µn(C) ≤ − inf
x∈C
I(x)
(4) Pour tout ouvert G de X,
lim inf
n→∞
1
vn
ln µn(G) ≥ − inf
x∈G
I(x)
Si l’on a juste les proprie´te´s (1),(2) et (3) resp[(1),(2) et (4)], on dit qu’on a un
principe de grandes de´viations supe´rieur resp[ infe´rieur ].
The´ore`me 1.4.4. Si µn satisfait une principe de grandes de´viations, de vitesse vn et
de fonction de taux I, alors pour toute fonction continue, borne´e F : X → R, on a :
lim
n→+∞
1
vn
ln
∫
X
evnF (x)µn(dx) = sup
x∈X
[F (x)− I(x)](1.3)
De plus, si on a juste un principe de grandes de´viations supe´rieur resp[ infe´rieur],
l’e´galite´ 1.3 devient ≤ resp[ ≥ ].
The´ore`me 1.4.5. Si µn satisfait une principe de grandes de´viations supe´rieur, de vi-
tesse vn et de fonction de taux I, alors pour toute fonction semi continue infe´rieurement,
borne´e F : X → R, on a :
lim sup
n→+∞
1
vn
ln
∫
X
evnF (x)µn(dx) ≤ sup
x∈X
[F (x)− I(x)](1.4)
Expliquons brie`vement comment ces proprie´te´s sont utiles dans la preuve de Dons-
ker et Varadhan.
Soit (an)n une suite d’entiers divergentes, et soit T
d = Rd/Zd et p : Rd → Td la
surjection canonique. Posons :
L(n)d = {x ∈ Td; x = p(j/an)pour j ∈ Zd },
et pour x ∈ L(n)d posons :
π˜(x) =
∑
j; x=p(j/an)
π(j).
On peut ainsi de´finir sur Td une marche ale´atoire (X˜n)n partant de p(0) et d’incre´ments
inde´pendants et identiquement distribue´s selon π˜. Soit alors :
N˜n = #{X˜k; 0 ≤ k ≤ n},
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et
N¯n = #{p(Xk/an); 0 ≤ k ≤ n}.
Remarquons que N¯n ≤ Nn et que N¯n et N˜n ont meˆme loi.
Conside´rons maintenant les mesures de probabilite´ (a` ω fixe´) sur les bore´liens de
Td. Pour A bore´lien de Td, soit :
L˜l(ω,A) =
1
l
∑
k=1...l
1{X˜k∈A},
et
L˜
(n)
l (ω, x) =
∫
Td
χn(x− y)L˜l(ω, dy),
ou`
χn(x) =
{
adn, si pour tout i ∈ [1, d] |xi| ≤ 1/2an,
0 sinon.
Notons |x; L˜(n)l (ω, x) > 0| la mesure de Lebesgue de {x; L˜(n)l (ω, x)}. La mesure
L˜
(n)
l (ω, .) charge les points visite´s par la marche X˜ jusqu’au temps l, ainsi qu’un petit
voisinage de ces points, plus pre´cise´ment un cube de cote´ an centre´ en ces points.
Ainsi :
|x; L˜(n)n (ω, x) > 0| =
N˜n
adn
Soit L1(T
d) l’espace des densite´s de probabilite´ sur Td muni de la topologie de la
convergence L1, et soit Qn la mesure de probabilite´ sur L1(T
d) de´finie par,
pour tout bore´lien B de L1(T
d) :
Qn(B) = P˜(ω; L˜
(n)
l (ω, .) ∈ B),
ou` P˜ est la loi de la marche X˜ issue de p(0).
On a alors enfin,
E(e−νNn) ≤ E(e−νN¯n)
= E(e−νN˜n)
= E(e−νa
d
n|x; L˜
(n)
n (ω,x)>0|)
= EQn(e−νa
d
n|x; f(x)>0|)
Cette dernie`re expression s’interpre`te comme l’inte´grale d’ une fonctionnelle :∫
X
evnF (f)µn(df),
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avec X = L1(T
d), µn = Qn, vn = a
d
n et F : L1(Td)→ R+ de´finie par
F (f) = ν|x; f(x) > 0|,
qui est bien semi continue infe´rieurement . On cherche a` prouver que la suite Qn
satisfait un principe de grandes de´viations, ainsi par le the´ore`me 1.4.5, si l’on trouve
une fonction de taux I ve´rifiant (1) et (2) de la de´finition 1.4.3 et une suite an telle
que pour tout ferme´ C de L1(T
d) on ait
lim sup
n→∞
1
adn
ln Qn(C) ≤ − inf
x∈C
I(x),(1.5)
on aura
lim sup
n→+∞
1
adn
ln
∫
L1(Td)
eνa
d
nF (f) Qn(df) ≤ sup
f∈L1(Td)
[F (f)− I(f)],
puis
lim sup
n→+∞
1
adn
lnE(e−νNn) ≤ sup
f∈L1(Td)
[F (f)− I(f)].
Il restera donc a` prouver l’ine´galite´ 1.5 et a` ve´rifier que la constanteK = supf∈L1(Td)[F (f)−
I(f)] est strictement positive.
1.4.3 Point de de´part de la the`se.
Une question naturelle est donc de savoir si lorsqu’on perturbe Zd, avec par
exemple une percolation sur critique, le comportement de la transforme´e de Laplace
du nombre de points visite´s par une marche simple reste de l’ordre de exp(−cn dd+2 ) ?
En examinant la preuve de Donsker et Varadhan , on constate que plusieurs
proble`mes (pour la borne supe´rieure) apparaissent si on ne se place pas dans Zd.
Notons Xn la marche ale´atoire simple sur un amas de percolation infini.
La premie`re difficulte´ est par exemple que la marche obtenue par projection de
Xn sur le tore ne posse`de plus la proprie´te´ de Markov, du fait justement de la perte
de la syme´trie du graphe.
Par ailleurs, le fait que les accroissements soient d’espe´rances nulles dans Zd (hy-
pothe`ses sur π) permet d’annuler des termes d’ordre 1 dans certains de´veloppements,
en particulier pour prouver 1.5, ce qui n’est plus le cas dans un amas.
De manie`re ge´ne´rale, le nombre de points visite´s par une marche sur un graphe
est une notion qui de´pend des divers chemins et lacets... Evidemment, la syme´trie
apporte beaucoup d’informations sur ces chemins, si bien que la me´thode de Donsker
et Varadhan permet de conclure, ne´anmoins un graphe non syme´trique mais avec
des nombres de chemins comparables, pourrait avoir des bornes similaires pour la
transforme´e de Laplace du nombres de points visite´s.
Il faut donc adopter une autre strate´gie non base´e sur la syme´trie pour e´tudier cette
transforme´e de Laplace dans un graphe autre que Zd. L’ide´e maˆıtresse sur laquelle est
base´e cette the`se, est de remarquer que des fonctionnelles, telle que la transforme´e de
Laplace du nombres de points visite´s, peuvent s’interpre´ter comme une probabilite´
de retour sur un graphe plus ”gros”, qui sera un certain produit en couronne. Or
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on sait, par les me´thodes de´veloppe´es dans la section 1.3, que estimer (majorer) une
probabilite´ de retour, est lie´ au profil isope´rime´trique. C’est donc par ce biais qu’on
contournera les difficulte´s que posent la preuve de Donsker et Varadhan dans un
graphe prive´ de syme´trie et que l’on obtiendra une borne supe´rieure. Pour les bornes
infe´rieures, on utilisera des me´thodes ge´ne´rales.
1.5 Re´sultats obtenus.
Notre me´thode est base´e sur une e´tude fine du profil isope´rime´trique d’un amas.
On se place dans le cas sur critique, C de´signe toujours la composante connexe infini
contenant l’origine. On rappelle que Cn est la composante connexe de C ∩ [−n;n]d
contenant l’origine. (Xn)n est la marche ale´atoire simple sur C. Pω0 et Eω0 de´signent
respectivement la loi de (Xn)n issue de 0 et l’espe´rance . On pose e´galement :
Nn = #{Xk; 0 ≤ k ≤ n},
et
Lz;n = #{k; Xk = z et 0 ≤ k ≤ n}.
On prouve d’abord :
Proposition 1.5.1. Soit γ > 0 et p > pc, il existe β > 0 tel que pour tout c > 0,
Q p.s sur |C| = +∞ pour n assez grand, on a :
|∂CgA|
fc(|A|) ≥ β pour tout ensemble connexe A dans Cn,
ou` fc(x) =
{
1 si x < cnγ
x1−
1
d si x ≥ cnγ ,
et ∂CgA = {(x, y) ∈ Ed; ω(x, y) = 1 et x ∈ A ; y ∈ C − A}.
Cette proprie´te´ nous permettra de prouver la borne supe´rieur dans le the´ore`me
suivant :
The´ore`me 1.5.2. Soit α ∈]0, 1[, Q p.s sur l’ensemble |C| = +∞, pour n assez grand :
Eω0 (α
Nn) ≈ e−n
d
d+2
.
Les constantes intervenant dans la relation ≈ ne de´pendent pas de l’amas ω.
La preuve de la borne infe´rieure passe par la proprie´te´ suivante :
Proposition 1.5.3. Il existe une constante c telle que, Q p.s sur l’ensemble |C| =
+∞, pour n assez grand (et n ≥ r) nous avons :
Pω0 ( sup
0≤i≤n
D(0, Xi) ≤ r) ≥ e−c(r+n/r2),
ou` D(0, x) de´signe le nombre minimal d’areˆtes dans ω pour atteindre 0 depuis x. Avec
les notations de 1.2.1.2, D(0, x) repre´sente la distance chimique entre 0 et x.
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Ce genre d’estime´es est connu pour la marche dans Zd mais utilise un principe de
re´flexion, mis encore a` de´faut dans un amas.
Enfin, en utilisant la meˆme de´marche, on obtient des re´sultats pour d’autres fonc-
tionnelles que le nombre de points visite´s.
The´ore`me 1.5.4. Q p.s sur l’ensemble |C| = +∞, pour n assez grand, on a :
∀α ∈ [0, 1[ Eω0 (e
−λ
∑
z;Lz;n>0
Lαz;n
1{Xn=0}) ≈ e−n
η
,(1.6)
∀α ≥ 1/2 Eω0 (
∏
z;Lz;n>0
L−αz;n 1{Xn=0}) ≈ e−n
d
d+2 ln(n)
2
d+2
,(1.7)
avec η = d+α(2−d)
2+d(1−α)
.
Les constantes qui apparaissent dans la relation ≈ ne de´pendent pas du tirage de la
percolation ω.
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Chapitre 2
Nombre de points visite´s par une
marche ale´atoire simple sur un
amas de percolation.
Ce chapitre reprend un article a` paraˆıtre dans les bulletins de la SMF.
Re´sume´
Dans cet article, on s’inte´resse a` une marche ale´atoire simple sur un amas
infini issu d’un processus de percolation surcritique sur les areˆtes de Zd (d ≥
2) de loi Q. On montre que la transforme´e de Laplace du nombre de points
visite´s au temps n, note´ Nn, a un comportement similaire au cas ou` la
marche e´volue dans Zd. Plus pre´cise´ment, on e´tablit que pour tout 0 <
α < 1, il existe des constantes Ci, Cs > 0 telles que pour presque toute
re´alisation de la percolation telle que l’origine appartienne a` l’amas infini
et pour n assez grand,
e−Cin
d
d+2 ≤ Eω0 (αNn) ≤ e−Csn
d
d+2
.
Le point principal du travail re´side dans l’obtention de la borne supe´rieure.
Notre approche consiste dans un premier temps, a` trouver une ine´galite´
isope´rime´trique sur l’amas infini, et dans un deuxi-
-e`me temps a` la remonter sur un produit en couronne, ce qui nous permet
alors d’obtenir une majoration de la probabilite´ de retour d’une certaine
marche sur ce produit en couronne. L’introduction d’un produit en cou-
ronne est justement motive´e par le fait que la probabilite´ de retour sur un
tel graphe s’interpre`te comme l’espe´rance de la transforme´e de Laplace du
nombre de points visite´s.
2.1 Introduction et re´sultats
Soit d ≥ 2. On appelle percolation de Bernoulli de parame`tre p le sous graphe
ale´atoire de la grille de dimension d obtenu en supprimant (resp. gardant) une areˆte
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avec probabilite´ p (resp. 1− p) de fac¸on inde´pendante pour les diffe´rentes areˆtes. On
notera ω une re´alisation typique de la percolation. On appelle alors amas infini une
composante connexe infinie du graphe ω. On montre qu’une telle composante connexe
infinie existe et est presque suˆrement unique si le parame`tre p est choisi au dessus
d’une certaine valeur critique pc. Une construction plus formelle de la percolation est
donne´e plus loin dans cette introduction.
La percolation est un mode´le important de la me´canique statistique des milieux
desordonne´s, un ’concept unificateur’ pour reprendre l’expression de P.G. De Gennes
dans [8], qui intervient aussi dans de nombreuses applications, par exemple dans
les proble`mes de diffusion dans un environnement non homoge`ne que l’on rencontre
dans la recherche pe´trolie`re. Depuis son introduction en 1956 par J.M. Hammersley,
la percolation a e´galement donne´ lieu a une jolie the´orie mathe´matique qui rece`le
encore bien des de´fis. Nous renvoyons aux livres de Kesten et Grimmett (voir [10] et
[9]) pour une introduction aux outils mathe´matiques de la percolation. On y trouvera
en particulier de nombreux re´sultats sur la ge´ome´trie des amas infinis.
Depuis quelques anne´es, diffe´rents auteurs se sont attache´s a` de´velop-per la the´orie
du potentiel des amas infinis ou, en d’autres termes, a` de´crire le comportement d’une
marche ale´atoire e´voluant sur un amas infini (La ’fourmi dans un labyrinthe’ pour
reprendre une autre expression de P.G. De Gennes). Les premie`res bornes sur le noyau
de la chaleur sur un amas infini ont e´te´ demontre´es par P. Mathieu et E. Re´my (voir
[14]) a` l’aide d’estime´es du profil isope´rime´trique d’un amas infini. Puis, M. Barlow
(voir [2]) a obtenu des estime´es de type gaussien. Ces premiers re´sultats ont ensuite
permis de prouver la convergence de la marche ale´atoire vers un mouvement brownien
sous la forme d’un principe d’invariance valable pour presque toute re´alisation de ω,
voir [16] [3] et [13]. L’objet du travail pre´sente´ ici est de comple´ter ce panorama en
donnant des estime´es pre´cises sur le nombre de points visite´s par la marche ale´atoire
simple syme´trique e´voluant sur un amas infini.
Le processus de percolation est de´fini de la manie`re suivante. Pour d ≥ 2, notons
Ed l’ensemble des areˆtes de Zd de´fini par,
Ed = {(x, y);
∑
i=1..d
|xi − yi| = 1},
ou` x = (x1, ..., xd) et y = (y1, ..., yd). Pour p ∈]0, 1], soit ω le sous graphe ale´atoire
de Ld := (Zd, Ed) obtenu en gardant (resp. effac¸ant) une areˆte avec probabilite´ p
(resp. 1− p) de manie`re inde´pendante pour les diffe´rentes areˆtes de Ed. On identifie
ce sous graphe de Zd avec l’application ω : Ed → {0, 1} telle que ω(x, y) = 1 si l’areˆte
(x, y) est pre´sente dans ω (on dira qu’une telle areˆte est ’ouverte’) et ω(x, y) = 0
sinon. On munit {0, 1}Ed de la mesure de probabilite´ Q sous laquelle les variables
ale´atoires (ω(e), e ∈ Ed) sont inde´pendantes et suivent des lois de Bernoulli(p). Soit C
la composante connexe de ω contenant l’origine, |C| son cardinal et pc la probabilite´
critique,
pc = sup{p;Q(|C| = +∞) = 0}.
On sait que 0 < pc < 1(voir [9]) , et de´sormais, on suppose que p > pc. On se place
sur l’e´ve´nement {|C| = +∞}, C est alors l’unique amas infini. On conside`re alors sur
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C la marche ale´atoire suivante : X0 = x et Xn+1 est choisi uniforme´ment parmi les
voisins de Xn dans C.
ie : P(Xn+1 = y|Xn = x) = ω(x, y)∑
z;(x,z)∈Ed
ω(x, z)
.
Le but de cet article est d’estimer le nombre de points visite´s par la marche X. Plus
pre´cise´ment, posons Nn = |{X0, X1, ..., Xn}|, Pωx la loi de la marche issue de x, et Eωx
son espe´rance. Le principal re´sultat est :
The´ore`me 2.1.1. Pour tout α ∈]0, 1[, il existe deux constantes Ci, Cs > 0 telles que
Q p.s sur l’e´ve´nement |C| = +∞, et pour n assez grand :
e−Cin
d
d+2 ≤ Eω0 (αNn) ≤ e−Csn
d
d+2
.
Remarque 2.1.2. Ce re´sultat est e´galement valide pour la marche ale´atoire a` temps
continu qui attend un temps exponentiel entre chaque saut.
Dans le cas ou` ω = Ld cette expression a de´ja` e´te´ e´tudie´e par Donsker M D et
Varadhan S R S (voir [5]). Ils prouvent, en particulier pour la marche ale´atoire simple
sur la grille Zd, le the´ore`me suivant :
The´ore`me 2.1.3. (voir [5]) Il existe une constante c(d, α) > 0 telle que,
lim
n→∞
1
n
d
d+2
logEZ
d
0 (α
Nn) = −c(d, α)
Ce re´sultat est prouve´ par double ine´galite´. La strate´gie adopte´e dans la preuve
de Donsker M D et Varadhan S R S, pour obtenir une majoration de l’expression
lim
n→∞
1
n
d
d+2
logEZ
d
0 (α
Nn), ne semble pas se ge´ne´raliser dans un amas infini de percolation
pour plusieurs raisons. Par exemple, la syme´trie de Zd est un point crucial dans leur
preuve, qui n’est e´videmment pas satisfait dans un amas. En particulier, la marche
ale´atoire sur Zd satisfait une proprie´te´ de martingale qui n’est plus vraie pour la
marche ale´atoire sur l’amas de percolation.
La me´thode developpe´e ici repose sur le fait suivant : Eω0 (α
Nn) peut s’e´crire comme
une probabilite´ de retour a` l’origine d’une marche Z construite a` partir de X dans
un graphe plus ”gros” que C, qui sera un produit en couronne. Trouver une borne
supe´rieure de Eω0 (α
Nn) revient donc a` trouver une borne supe´rieure de la probabilite´
de retour de la marche Z. On sait que les ine´galite´s isope´rime´triques sont un outil
important pour prouver des ine´galite´s fonctionnelles comme celles de Poincare´ ou de
Nash, qui elles meˆmes, permettent d’obtenir des bornes supe´rieures du noyaux d’une
marche simple (voir [4]). On e´tudie donc le profil isope´rime´trique sur ce produit en
couronne. Graˆce aux re´cents travaux d’A.Erschler, on sait controˆler l’isope´rime´trie
du produit en couronne de deux graphes a` partir de l’isope´rime´trie de chacun d’entre
eux. Ici, un des deux graphes e´tant le graphe ayant comme ensemble de points C, on
est finalement ramene´ a` e´tudier de manie`re assez fine la ge´ome´trie d’un amas et ses
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proprie´te´s isope´rime´triques. Notons Bn = [−n;n]d et Cn la composante connexe de
C ∩ Bn contenant l’origine. Avec des techniques similaires a` celles de [14], on prouve
la proprie´te´ suivante.
Proposition 2.1.4. Soient γ > 0 et p > pc. Il existe β > 0 tel que pour tout c > 0 :
Q p.s sur #C = +∞, pour n assez grand, on ait,
|∂CgA|
fc(|A|) ≥ β pour tout sous-ensemble A connexe de Cn,(2.1)
ou` fc(x) =
{
1 si x < cnγ
x1−
1
d si x ≥ cnγ ,
et ∂CgA = {(x, y) ∈ Ed; ω(x, y) = 1 et x ∈ A ; y 6∈ A}.
Le rang a` partir duquel l’ine´galite´ (2.1) est satisfaite de´pend de l’amas ω et de c.
Remarque 2.1.5. Les meˆmes techniques s’appliquent pour des marches ale´atoires sur
Zd aux plus proches voisins, syme´triques et dont les taux de transitions sont borne´s
supe´rieurement et infe´rieurement (condition d’ellipticite´). Cette dernie`re condition
n’est pas satisfaite pour la percolation.
Apre`s avoir fixe´ quelques notations, ce papier se de´compose en 4 parties. Dans la
partie 2, nous de´finissons un produit en couronne, nous expliquons l’inteˆret d’un tel
outil dans notre cas et nous traitons le proble`me de l’isope´rime´trie sur un produit
en couronne. Dans la partie 3, nous e´tudions le profil isope´rime´trique d’un amas et
nous prouvons en particulier la propositions 2.1.4. A l’aide des parties 2 et 3, nous
e´tablissons dans la partie 4, une borne supe´rieure pour la probabilite´ de retour a`
l’origine dans le produit en couronne, et nous en de´duisons une borne supe´rieure pour
Eω0 (α
Nn). Enfin, dans la partie 5 nous prouvons la borne infe´rieure du the´ore`me 2.1.1.
2.1.1 Notations
• Nous utiliserons le symbole := pour de´finir une nouvelle quantite´ et on notera |A|
ou bien #A le cardinal d’un ensemble A.
• La somme disjointe de deux ensembles A et B quelconques sera note´e A⋃˙B. Cette
notation repre´sente un ensemble en bijection avec (A× {0}) ∪ (B × {1}).
• On notera D(0, x) la longueur minimale d’un chemin constitue´ d’areˆt-es ouvertes
reliant x a` 0, (appele´ aussi distance chimique) et on poseBr(C) = {x ∈ Zd; D(0, x) ≤
r}. On utilisera e´galement la norme N1 sur Zd de´finie par N1(x) =
∑
i=1...d |xi|, si
x = (x1, ..., xd).
• C et c repre´senteront des constantes dont la valeur peut e´voluer de ligne en ligne
mais la de´pendance en n ou ω sera spe´cifie´e par l’ordre des quantificateurs. La
constante β de´pendra uniquement de p.
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• Un graphe G est un couple (V (G), E(G)), ou` V (G) de´signe l’ensemble des points
de G (vertices of G) et E(G) de´signe l’ensemble des areˆtes de G. Dans ce papier,
les graphes seront non oriente´s ( sauf mention explicite comme par exemple dans
le lemme 2.2.7), et ou` les areˆtes de type (x, x) sont exclues. Un sous graphe de G
est un graphe G′ tel que V (G′) ⊂ V (G) et E(G′) ⊂ E(G).
• On utilisera en particulier le graphe Cg de´fini par V (Cg) = C et E(Cg) = {(x, y) ∈
Ed; x, y ∈ C et ω(x, y) = 1} et le graphe Cgn de´fini par V (Cgn) = Cn (on rappelle que
Cn de´signe la composante connexe de C ∩ [−n, n]d contenant l’origine) et E(Cgn) =
{(x, y) ∈ Ed; x, y ∈ Cn et ω(x, y) = 1}. De fac¸on ge´ne´rale, lorsqu’il n y a pas
d’ambiguite´ sur les areˆtes, V g de´signera le graphe ayant cet ensemble d’areˆtes et
dont l’ensemble des points est V . On notera e´galement Bgn le graphe ayant Bn =
[−n, n]d comme ensemble de points et ou` E(Bgn) = {(x, y) ∈ Ed; x et y ∈ Bn}.
• Soit G un graphe, pour A ⊂ V (G), on notera
∂GA = {(x, y) ∈ E(G); x ∈ A et y ∈ V (G)− A}.
Cette notation est evidemment cohe´rente avec la de´finition du bord ∂Cg dans la pro-
position 2.1.4. En notant Ld = (Zd, Ed), le bord ”classique” dans Zd d’un ensemble
A est donc note´ ∂LdA.
• On travaillera plutoˆt avec les fonctions de Følner lorsqu’on parlera d’isope´rime´trie.
Soit G un graphe, on de´signe par FolG la fonction de Følner de G, de´finie par :
FolG(k) = min{|U |; U ⊂ V (G) et |∂GU ||U | ≤
1
k
}.
• Si G′ est un sous graphe de G, on notera :
FolGG′(k) = min{|U |; U ⊂ V (G′) et
|∂GU |
|U | ≤
1
k
}.
F olGG′ est toujours une fonction de Følner de G
′ mais ou` le bord est compte´ dans
G.
2.2 Produit en couronne.
Dans cette section, apre`s avoir donne´ la de´finition d’un produit en couronne, on
motive l’introduction de tels graphes par la proprie´te´ 2.2.3, en conside´rant une marche
ale´atoire construite a` partir des noyaux de transition de la marche X, sur un certain
produit en couronne. Enfin, on estime la fonction de Følner du produit en couronne
en question a` l’aide des fonctions de Følner des graphes conside´re´s.
2.2.1 De´finition
Soient A et B deux graphes, et b0 un point de V (B). Pour une fonction f :
V (A)→ V (B), on appelle support de f , l’ensemble {a ∈ V (A); f(a) 6= b0}.
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De´finition 2.2.1. Le produit en couronne A ≀B de deux graphes A et B, est le graphe
suivant :
- V (A ≀ B) est l’ensemble des couples (a, f) ou` a ∈ V (A) et f : V (A) → V (B) est a`
support fini,
-les areˆtes sont de´finies de la manie`re suivante :
(
(a1, f1), (a2, f2)
)
∈ E(A ≀B)) si et
seulement si

a1 = a2 et ∀x 6= a1 f1(x) = f2(x) et (f1(a1), f2(a1)) ∈ E(B),
ou
f1 = f2 et (a1, a2) ∈ E(A).
Si (a, f) ∈ V (A ≀ B), l’e´le´ment f est appele´e la configuration. On appellera le
graphe A la ”base” du produit en couronne A ≀ B.
Remarque 2.2.2. Si A et B sont des graphes de Cayley de groupes, le produit en
couronne de A et B est le graphe de Cayley du produit en couronne de ces groupes,
avec l’ensemble ”standard” de ge´ne´rateurs construits a` partir des ge´ne´rateurs de A
et B (voir [7]). [ Le produit en couronne de deux groupes A et B est le produit semi
direct de A et
∑
AB ou` A agit sur
∑
AB par
af(x) = f(xa−1). ]
2.2.2 Marches ale´atoires
Dans notre cas, on prend A = Cg et pour B le graphe de Cayley du groupe ( Z
2Z
,+)
avec 1 comme ge´ne´rateur. On notera ’encore’ Z
2Z
ce graphe. On choisit b0 = 0. Soit o
le point de A ≀ B tel que o = (0, f0) ou` 0 est l’origine de Zd et f0 est la configuration
qui vaut 0 en tous points. Notons p( , ) les noyaux de transition de la marche X
de´finie dans l’introduction, ie : pour tout a, b ∈ C p(a, b) = Pωx(X1 = y) = ω(a,b)ν(a) ou`
ν(a) est le nombre de voisins dans C de a. Pour α ∈]0; 1[, on conside`re alors la marche
Z sur Cg ≀ Z
2Z
de´finie par Z0 = o et dont les noyaux de probabilite´ sont :
p˜
(
(a, f), (b, fa,0¯
b,0¯
)
)
= α2p(a, b),
p˜
(
(a, f), (b, fa,1¯
b,0¯
)
)
= α(1− α)p(a, b),
p˜
(
(a, f), (b, fa,0¯
b,1¯
)
)
= α(1− α)p(a, b),
p˜
(
(a, f), (b, fa,1¯
b,1¯
)
)
= (1− α)2p(a, b),
ou`
fa,x
b,y
: u 7→ f(u) pour u 6= a ou b,
a 7→ x,
b 7→ y.
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L’interpre´tation de cette marche est la suivante : imaginons qu’il y ait une lampe en
chaque point de C, qui soit allume´e [resp. e´teinte] lorsque la configuration en ce point
vaut 1 [resp. 0]. Supposons maintenant qu’a` un certain instant le marcheur se trouve
en un certain point de C. En une unite´ de temps, il allume [resp. e´teint] la lampe ou`
il se trouve avec probabilite´ 1−α [resp. α], il saute ensuite dans C uniforme´ment sur
ses voisins et il allume [resp. e´teint] a` nouveau la lampe au point ou` il se trouve avec
probabilite´ 1−α [resp. α]. Ces trois e´tapes sont inde´pendantes. Remarquons que si on
”oublie” les configurations et que l’on regarde uniquement le premier argument de la
marche Z, on retrouve la marche X, ainsi on peut e´crire Zn = (Xn, fn). Par ailleurs, si
nous fixons une trajectoire dans C, les e´tats des diffe´rentes lampes sont inde´pendants.
Enfin, la marche Z admet des mesures re´versibles, elles sont proportionnelles a` :
m(a, f) = ν(a)(
1− α
α
)#{i;f(i)=1¯}.
Nous verrons plus tard qu’il suffit d’e´tudier le cas α = 1/2 pour obtenir la borne
supe´rieure dans le the´ore`me 2.1.1(la mesure m se re´duit alors a` m(a, f) = ν(a) ) mais
pour la borne infe´rieure du the´ore`me et pour d’autres valeurs de α, la mesure m nous
sera utile.
Le lien, entre la marche Z sur ce produit en couronne et notre proble`me initial
re´side dans la proprie´te´ suivante. On note P˜ωo la loi de la marche Z issue de o.
Proposition 2.2.3. On a, P˜ωo (Z2n = o) = E
ω
0 (α
N2n1{X2n=0}).
De´monstration.
P˜ωo (Z2n = o) = P˜
ω
o
(
(X2n, f2n) = (0, f0)
)
=
∑
(k0,k1,...,k2n)∈Zd
k0=k2n=0
P˜ωo (X0 = k0, X1 = k1, ..., X2n = k2n
et f2n = f0)
=
∑
(k0,k1,...,k2n)∈Zd
k0=k2n=0
P˜ωo (X0 = k0, X1 = k1, ..., X2n = k2n)
× P˜ωo (f2n = f0|X0 = k0, ..., X2n = k2n)
=
∑
(k0,k1,...,k2n)∈Zd
k0=k2n=0
P˜ωo (X0 = k0, X1 = k1, ..., X2n = k2n)
×α#{k0,...,k2n}
= Eω0 (α
N2n 1{X2n=0}).
2.2.3 Remonte´e de l’isope´rime´trie sur le produit en couronne.
On explique dans cette sous section, comment une ine´galite´ isope´rime´tr-ique sur
le graphe Cgn se transmet au produit en couronne Cgn ≀ Z2Z . Ce type de re´sultat est duˆ a`
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A. Erschler. Nous pre´sentons ici, une preuve le´ge´rement plus simple et plus de´taille´e.
Le re´sultat principal est le suivant :
Proposition 2.2.4. Il existe des constantes universelles C1, C2 > 0 telles que,
Fol
Cg≀ Z
2Z
Cgn≀
Z
2Z
(k) ≥ eC1FolC
g
C
g
n
(C2k)
.
On peut prendre (cf preuve) C1 = log(2)/9 et C2 = 1/1000.
La preuve de cette proprie´te´ est assez technique et de´coule de plusieurs lemmes.
Pour alle´ger les notations, on notera, dans cette section, ∂≀ = ∂Cg ≀ Z
2Z
. Pour com-
prendre la preuve, examinons d’ou` proviennent les points du bord d’un ensemble
U ⊂ V (Cgn ≀ Z2Z). Il y en a de deux types :
- les points du bord provenant du bord de la base Cgn, ie : les points de la forme(
(a, f); (b, f)
)
avec (a, b) ∈ E(Cg),
- les points du bord provenant du bord en ’configuration’, ie : les points de la forme(
(a, f); (a, g)
)
avec f = g sauf en a.
Avant d’e´noncer les lemmes pre´liminaires a` la preuve de la proprie´te´ 2.2.4, introdui-
sons quelques notions. Soit U ⊂ V (Cn ≀ Z2Z).
• A chaque U , on associe un graphe KU de la manie`re suivante :
- les points sont les configurations f de l’ensemble
{f ; ∃a ∈ Cn (a, f) ∈ U},
- deux points distincts f et g sont relie´s par une areˆtes si et seulement si :
∃a ∈ Cn tel que


(a, g) et (a, f) ∈ U,
et
∀x 6= a f(x) = g(x).
ie : f = g sauf en un point de p(V ), ou` p est la projection V (Cgn ≀ Z2Z)→ V (Cgn) = Cn.
• Soit f ∈ KU , on dit que f est b−satisfaisable, si il y a au moins b areˆtes attache´es
a` f dans KU ,
ie : #{x ∈ p(V ); dim
x
f = 1} ≥ b,
ou`
dim
x
f = #{g; (x, g) ∈ V et ∀y 6= x f(y) = g(y)} ∈ {0, 1}.
Nous noterons SV (b) l’ensemble des configurations b− satisfaisables, pour alle´ger
les notations, la plupart du temps nous oublierons la de´pendance en U , et on notera
donc S(b) cet ensemble.
Remarque 2.2.5. Pour tout U , on a
|U | ≥ 2|E(KU)|,
et si pour tout (x, f) ∈ U , on a dim
x
f = 1 ( si U n’a pas de points ”isole´s”) alors,
|U | = 2#E(KU).
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• Si f n’est pas b-satisfaisable, on dira que f est b− non satisfaisable et on notera
NS(b) l’ ensemble des configurations b-non satisfaisables.
• Soit K un graphe, on e´tend la notion de satisfaisabilite´ a` K. Un point x ∈ V (K)
sera dit b − satisfaisable [resp. b − non satisfaisable] si il y a au moins [resp.
strictement moins de] b areˆtes attache´es a` x.
• une areˆte sera dite b−satisfaisable si elle relie deux configurations b-satisfaisables
sinon on dira qu’elle est b-non satisfaisable. On notera Se(b) ou SeU(b) [resp. NS
e(b)]
l’ensemble des areˆtes b-satisfaisables [resp. b-non satisfaisables].
• Un point u = (x, f) ∈ U sera dit b− satisfaisable [resp. b− non satisfaisable] si
f ∈ S(b) [resp. NS(b)]. On utilisera la notation Sp(b) et NSp(b) pour l’ensemble
des points de U qui sont (ou ne sont pas) b-satisfaisables.
• Un point u = (x, f) ∈ U sera dit bon si dim
x
f = 1 sinon on dira qu’il est mauvais.
Maintenant la preuve de la propostion 2.2.4 se de´compose en trois e´tapes, on suppose
que
|∂≀U |
|U |
≤ 1
k
, on prouve d’abord qu’il y alors peu de points b − non satisfaisables
(pour une certaine valeur de b), puis on extrait un sous graphe tel que tous les points
soient b
3
− satisfaisables , et enfin on en de´duit une minoration de |U |.
Dans la proposition suivante, on note φ la fonction FolC
g
Cgn
.
Lemme 2.2.6. Soit U ⊂ V (Cgn ≀ Z2Z), tel que
|∂≀U |
|U |
≤ 1
1000k
alors
(i) |{u∈U ; u mauvais}|
|U |
≤ 1
1000k
,
(ii) |{u∈U ; u∈NS
p(φ(k)/3) }|
|V |
≤ 1
500
.
De´monstration.
Pour (i) on remarque qu’un point mauvais de U nous donne un point du bord en
’configuration’ de U , ainsi :
|∂≀U | ≥ #{u ∈ U ; u mauvais}.
Pour (ii) posons :
Neud = {u ∈ U ; u ∈ NSp(φ(k)/3) }
= {u = (x, f) ∈ U ; f ∈ NS(φ(k)/3)},
et
Neud(f) = {(x, f); (x, f) ∈ U}.
Notons que l’on a p(Neud(f)) = {x; (x, f) ∈ U}. Pour un ensemble F de configura-
tions, on pose Neud(F ) = ∪
f∈F
Neud(f). Remarquons que c’est une union disjointe.
Soit maintenant f ∈ NS(φ(k)/3), inte´ressons-nous a` l’ensemble p(Neud(f)).
Chaque point du bord de p(Neud(f)) fournit un point du bord de U en ’base’. Soit
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l’ensemble p(Neud(f)) posse`de une part importante de bord relativement a` son vo-
lume, et il fournit alors une part de bord en ’base’ dans U de l’ordre de son volume. Ou
bien, cet ensemble posse`de peu de bord relativement a` son volume, et dans ce cas, du
fait que f soit non satisfaisable, cet ensemble fournit a` U du bord en ’configuration’.
Dans tous les cas, on obtient des points du bord de U mais les hypothe`ses sur U
limitent cet apport. On distingue donc deux cas.
Premier cas : f ∈ F1 := {f ∈ NS(φ(k)/3); |∂Cgp(Neud(f))||p(Neud(f))| > 1k}.
On fait correspondre a` chaque point du bord de p(Neud(f)) un point du bord de
U par l’application injective suivante :⋃˙
f∈F1
∂Cgp(Neud(f)) −→ ∂≀U
(x, y) 7−→
(
(x, f) ; (y, f)
)
.
Donc, on a :
|∂≀U | ≥
∑
f∈F1
|∂Cgp(Neud(f))| ≥ 1
k
∑
f∈F1
|p(Neud(f))| ≥ 1
k
|Neud(F1)|. (2.2)
Second cas : f ∈ F2 := {f ∈ NS(φ(k)/3); |∂Cgp(Neud(f))||p(Neud(f))| ≤ 1k}.
Comme f ∈ NS(φ(k)/3), on a :
|{x ∈ p(Neud(f)); dim
x
f = 1}| < 1
3
φ(k),
d’ou`
|{x ∈ p(Neud(f)); dim
x
f = 0}| ≥ |Neud(f)| − 1
3
φ(k).
(on a utilise´ le fait que |p(Neud(f)| = |Neud(f)|.)
Or f ∈ F2, donc par la de´finition de la fonction de Følner on a :
|Neud(f)| ≥ φ(k).
Ainsi,
|{x ∈ p(Neud(f); dim
x
f = 0}| ≥ 2
3
|Neud(f)|.
Mais pour tout f ∈ F2, si y ∈ {x ∈ p(Neud(f); dim
x
f = 0} le point (y, f) nous
donne un point du bord de U en configuration de manie`re injective, par l’application
∪˙
f∈F2
{(x, f) ∈ Neud(f); dim
x
f = 0} → ∂≀U
(x, f) 7−→
(
(x, f); (y, f¯x)
)
,
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ou` f¯x est la configuration qui vaut f en tout point diffe´rent de x et dont la valeur en
x est 0¯ [resp. 1¯] si f(x) = 1¯ [resp. f(x) = 0¯]. Donc, on obtient,
|∂≀U | ≥ 2
3
∑
f∈F2
|Neud(f)| ≥ 2
3
|Neud(F2)|.
D’ou` l’on de´duit que pour k ≥ 2
|∂≀U | ≥ 1
k
|Neud(F2)|. (2.3)
En additionnant (2.2) et (2.3) et en utilisant que
|∂≀U |
|U |
< 1
1000k
, on a :
|Neud|
|U | <
1
500
.
Lemme 2.2.7. Soit b > 0 et soit K un graphe. Supposons que E(K) 6= ∅ et :
|NSeK(b)|
|E(K)| < 1/2.
Alors il existe un sous graphe non vide K ′ de K tel que toutes les areˆtes soient
SpK ′(b/3).
De´monstration. On efface tous les sommets NSp(b/3) et ainsi que toutes les areˆtes
adjacentes. Il peut alors apparaˆıtre de nouveaux sommets NSp(b/3) dans ce nouveau
graphe. On les efface a` nouveau ainsi que les areˆtes adjacentes, et on ite`re ce processus
”d’effacement” tant qu’il y a des sommets NSp(b/3). Prouvons que ce processus se
termine avant que le graphe soit vide.
Posons,
C1 = |NSeK(b)|,
C2 = |{e ∈ SeK(b); e efface´e a` la fin du processus }|
C0 = |{e ∈ E(K); e efface´e a` la fin du processus }|.
Si nous montrons que C2 ≤ C1, le lemme sera de´montre´ car
C0 ≤ C1 + C2 ≤ 2C1 < |E(K)|.
Ce qui signifiera qu’il reste des points non efface´s.
Pour prouver que C2 ≤ C1, introduisons une orientation des areˆtes. Si A et B sont
deux points du graphe K relie´s par une areˆte, on oriente l’areˆte de A vers B, si A a
e´te´ efface´ avant B. Nous choisissons une orientation arbitraire si A et B sont efface´s
simultane´ment ou si A et B sont non efface´s. Nous noterons A
↓
[resp. A
↑
] l’ensemble
des areˆtes oriente´es quittant A [resp. arrivant en A].
42
Chapitre 2: Nombre de points visite´s par une marche ale´atoire simple sur
un amas de percolation.
Sous-lemme 2.2.8. Soit b > 0 et A un point de K, efface´ a` la fin du processus.
Supposons que A soit initialement Sp(b), alors
|A
↓
| ≤ 1
2
|A
↑
|.
A
A
  
     
ETAT INITIAL ETAT  PRECEDENT  L’EFFACEMENT DE A
A est S(b)                       Il reste moins de b/3 arêtes.
                    Il y a au moins  b arêtes .
Figure a
De´monstration. La figure a illustre le de´but et la fin du processus au point A. On a,
|A
↓
| ≤ b/3 et |A
↑
| ≥ b− 1
3
b ≥ 2
3
b.
D’ou`,
|A
↓
| ≤ 1
2
|A
↑
|.
Pour finir la preuve, on pose :
D1 = {points efface´s a` l’e´tape 1},
Di = {points initialement Sp(b), efface´s a` l’e´tape i} pour i ≥ 2
Fi = {areˆtes entre Di et Di−1 },
F ′i = {areˆtes quittant Di−1}.
Ces ensembles sont sche´matise´s sur la figure b.
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D1
D2
} F2
F3}
D3
Figure b.
Notons que Fi ⊂ F ′i et que par ailleurs les areˆtes de F ′i sont efface´es a` l’e´tape i − 1.
En appliquant le sous lemme 2.2.8, en chaque point de Di, on obtient :
∀i ≥ 2 |F ′i+1| ≤
1
2
|Fi|.
D’ou`,
|F ′i+1| ≤
1
2i−1
|F2|.
(On a utilise´ le fait que |Fi| ≤ |F ′i |.) Ainsi,
| ∪
i≥3
F ′i | ≤ (
∑
i≥1
1
2i
) |F2|.(2.4)
Maintenant, les areˆtes de F2 sont NS
e
K(b) car si elles e´taient S
e
K(b), elles relieraient
deux points SpK(b) et en particulier, les points de D1 seraient S
p
K(b), donc S
p
K(b/3)
donc non efface´s a` l’e´tape 1. Il s’en suit que,
|F2| ≤ |NSeK(b)| = C1.(2.5)
Par ailleurs, toute areˆte Se(b) efface´e, est dans un certain F ′i avec i ≥ 3, donc
C2 = #{e ∈ Se(b); e efface´e a` la fin du processus } ≤ | ∪
i≥3
F ′i |.(2.6)
Des ine´galite´s (2.6), (2.5) et (2.4), on de´duit que C2 ≤ C1, ce qui termine la preuve.
Lemme 2.2.9. Soit Y > 0 et soit A un ensemble non vide de configurations, tel que
pour toute configuration de A, il existe au moins Y points ou` l’on peut changer la
valeur de f tout en restant dans A, alors : |A| ≥ 2Y . i.e :
(∀f ∈ A ∃a1, a2, ..., aY ∈ Cn tels que f¯ai ∈ A) =⇒ |A| ≥ 2Y ,
ou` f¯ai est de´finie a` partir de f par :
f¯ai(x) =
{
f(x) si x 6= ai
1¯− f(x) sinon .
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De´monstration. On raisonne par re´currence sur Y .
-Si Y = 1 la proprie´te´ est satisfaite.
-Supposons Y ≥ 2 et conside´rons un point x (dans la base ) tel qu’il existe f, g ∈ A
satisfaisant f(x) = 0 et g(x) = 1, et posons A0 = {h ∈ A; h(x) = 0} et A1 = {h ∈
A; h(x) = 1}. A0 et A1 sont non vides. On a A = A1∪A0 et cette union est disjointe.
Par ailleurs, A0, A1 ve´rifient l’hypothe`se de re´currence avec la constante Y −1. D’ou`,
|A| = |A0|+ |A1| ≥ 2.2Y−1 = 2Y+1.
A l’aide des trois lemmes pre´ce´dents, on peut maintenant de´montrer la proprie´te´
2.2.4.
Preuve de la proprie´te´ 2.2.4 :
Soit U ⊂ Cgn ≀ Z2Z ve´rifiant
|∂≀U |
|U |
≤ 1
1000k
. Proce´dons en 5 e´tapes.
1. Soit U ′ = U − {u ∈ U ; u mauvais}. Posons K˜ = KU ′, on a E(KU) = E(KU ′) (K˜
est le sous graphe de KU qui ne contient que des points attache´s a` une areˆte de
KU).
2. V (K˜) (et donc aussi E(K˜) par construction) est non vide, puisque par le (i) du
lemme 2.2.6 :
|V (K˜)| ≥ (1− 1
1000k
)|U |.
3. On a successivement :
#{e ∈ E(K˜) ∩NSe(φ(k)/3)}) = #{e ∈ E(KU) ∩NSe(φ(k)/3)}
≤ 1
2
#{u ∈ U ;NSp
(
φ(k)/3
)
}
(remarque 2.2.5)
≤ 1
1000
|U |
(par le lemme 2.2.6 (ii))
≤ 1
1000− 1
k
#{u ∈ U ; u bon}
(par le lemme 2.2.6 (i))
=
2
1000− 1
k
|E(K˜)|
≤ θ |E(K˜)|,
avec θ = 2
999
< 1
2
.
4. Graˆce aux points 2 et 3, on peut appliquer le lemme 2.2.7 a` K˜ et de´duire qu’il
existe un sous graphe K ′ de K˜ ou` tous les points sont SpK ′(φ(k)/9).
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5. On de´duit du lemme 2.2.9 que,
|U | ≥ 2φ(k)/9.
Ainsi on a prouve´ que pour tout ensemble U ⊂ V (Cgn ≀ Z2Z),
|∂≀U |
|U | ≤
1
1000k
⇒ |U | ≥ 2FolC
g
C
g
n
(k)/9
,
ce qui implique,
Fol
Cg≀ Z
2Z
Cgn≀
Z
2Z
(k) ≥ 2FolC
g
C
g
n
(k/1000)/9
,
et fournit des valeurs nume´riques des constantes C1 et C2.
2.3 Isope´rime´trie sur un amas de percolation
Apre`s avoir brie`vement discute´ d’une premie`re ine´galite´ isope´rime´trique, on ex-
plique quel type d’ine´galite´ isope´rime´trique est ne´cessaire pour prouver le the´ore`me
2.1.1. Enfin le reste de cette section est consacre´e a` la preuve de la proprie´te´ 2.1.4.
2.3.1 Point de de´part.
Dans [14], l’ine´galite´ suivante est prouve´e.
Proposition 2.3.1. Il existe une constante β = β(p, d) > 0 telle que Q p.s sur
l’ensemble |C| = +∞ on ait,
∃nω ∀n ≥ nω inf
A⊂Cn,|A|≤|Cn|/2
|∂CgnA|
|A|1− 1ǫ ≥
β
n1−
d
ǫ
,
ou` ǫ = ǫ(n) = d+ 2d log log(n)
log(n)
.
Dans cette ine´galite´, on peut remplacer le bord dans Cgn par le bord dans Cg, et
enlever la condition sur le volume de A, en remarquant les deux points suivants.
1. Pour tout A ⊂ Cn, ∂CgA = ∂Cgn+kA pour tout k ≥ 1.
2. Puis pour enlever la condition sur le volume, rappelons la proprie´te´ relative a` la
croissance du volume de Cn ( voir Appendix B dans [14])
Proposition 2.3.2. Il existe ρ > 0 tel que Q p.s sur l’ensemble |C| = +∞ pour n
assez grand,
|Cn| ≥ ρnd.
Ainsi, par exemple il existe c′ > 0 tel que Q p.s pour n assez grand, pour tout
A ⊂ Cn on ait,
|A| ≤ |Cn| ≤ |Cn+c′n|/2.
En effet |Cn| ≤ nd ≤ ρ2(n + k)d ≤ 12 |Cn+k| est re´alise´e de`s que l’on prend k ≈ n.
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On de´duit donc de la proprie´te´ 2.3.1, (en modifiant la constante β par une constante
multiplicative) que :
∃β > 0 Q p.s pour n assez grand, inf
A⊂Cn
|∂CgA|
|A|1− 1ǫ ≥
β
n1−
d
ǫ
.
Cette manie`re de compter le bord nous donne une majoration de la probabilite´ de
retour de la marche Z tue´e quand elle sort de la boˆıte Bn = [−n, n]d. Si on applique
alors la meˆme de´marche que l’on va utiliser a` la section 4, a` partir de cette ine´galite´
isope´rime´trique, nous trouvons une majoration de la probabilite´ de retour de Z (et
donc de la transforme´e de Laplace du nombre de points visite´s) en
e
−c t
d
d+2
log(t)c
′
.
Ceci n’est pas la borne supe´rieure attendue. La principale partie du travail consiste
donc a` supprimer le terme logarithmique. Pour cela, l’ide´e est de prouver une nouvelle
ine´galite´ isope´rime´trique, qui est similaire a` celle que l’on a dans le graphe Ld =
(Zd, Ed) pour les ensembles de ’gros’ volume. Plus pre´cisement, la proprie´te´ 2.1.4
peut s’interpre´ter ainsi, pour A ⊂ Cn, si |A| est grand, on a |∂CgA|
|A|1−
1
d
≥ C, et si |A| est
petit, on peut dire que |∂CgA| ≥ 1.
Les deux sections suivantes sont consacre´es a` prouver la proprie´te´ 2.1.4 pour tout
p > pc, par des techniques de renormalisation. Dans la section 2.3.2, nous prouvons
pour des valeurs de p proches de 1, une ine´galite´ isope´rime´trique modifie´e, correspon-
dant a` un e´ve´nement croissant. Puis dans la section 2.3.3, a` l’aide du the´ore`me 2.1
de [1], on de´duit la proprie´te´ 2.1.4.
2.3.2 Une autre ine´galite´ isope´rime´trique
Soit Gn l’ensemble des points de Bn attache´s a` une areˆte ouverte. Soit alors Ln la
plus grosse composante connexe de ω dans Bn. On note Ln la composante connexe
de Ln dans le graphe ω. Lgn est le graphe ayant Ln comme ensemble de points et
l’ensemble des areˆtes est de´fini par : E(Lgn) = {(x, y); ω(x, y) = 1, x, y ∈ Ln}.
Posons pour A ⊂ Bn, n(A) le nombre de composantes connexes de Bn − Ln qui
contiennent au moins une composante connexe de A. Notons que si A est connexe
n(A) = 0 ou 1 suivant que A ⊂ Ln ou non.
Remarquons e´galement que si A ⊂ Bn, |∂L¯gnA| = |{(x, y) ∈ Ed; x ∈ A ∩ Ln, y ∈
Bn+1 − A, et ω(x, y) = 1}|.
Proposition 2.3.3. Il existe p0 < 1 tel que pour tout p ∈ [p0; 1] :
∃β > 0 ∀c > 0 Q p.s ∃nω,c ∀n ≥ nω,c
∀A ⊂ Bn connexe
n(A) + |∂L¯gnA|
fc(|A|) ≥ β.(2.7)
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Avant de prouver cette proprie´te´, remarquons les deux faits suivants :
-d’abord l’e´ve´nement de´fini par l’e´quation (2.7) est croissant. En effet, l’ajout d’une
areˆte a` ω, ne fait pas diminuer |∂L¯gnA|. Et si n(A) diminue de 1, cela signifie qu’il y avait
une composante connexe de A qui n’intersectait pas Ln et qui maintenant intersecte
Ln, donc le bord |∂L¯gnA|a augmente´ de 1. Finalement, la somme n(A) + |∂L¯gnA| ne
de´croˆıt pas.
C’est cette raison qui motive l’introduction d’une telle ine´galite´, afin de permettre
l’utilisation des techniques de renormalisation.
-par ailleurs, pour n assez grand, Cn = Ln (voir la premie`re partie de la preuve de
2.3.3), si l’on prend alors A ⊂ Cn connexe, n(A) = 0 et on retrouve l’ine´galite´ 2.1.4
pour p proche de 1, comme conse´quence de la proposition 2.3.3.
De´monstration.
Commenc¸ons par prouver que pour n assez grand Ln = Cn, ce qui nous sera utile
dans la suite de la preuve.
Supposons Ln 6= Cn. On a imme´diatement par la proprie´te´ 2.3.2 que :
|Ln| ≥ |Cn| ≥ ρnd.(2.8)
Soient Ci les composantes connexes de Bn−Ln dans le graphe Bgn. Pour tout i on a :

∂BgnCi est (*)-connexe
2
(car Ci et Bn − Ci sont connexes )
et ∑
e∈∂
B
g
n
Ci
1{w(e)=1}
|∂
B
g
n
Ci|
= 0.
Pour β > 0, posons,
A′n = {∃F ⊂ E(Bgn);
∑
e∈F
1{w(e)=1}
|F | ≤ β ,(2.9)
|F | ≥ (logn)2, F (∗)− connexe}.
On a :
Q(A′n) ≤
∑
F
|F |≥(logn)2 et F (∗)−connexe
Q(
∑
e∈F
1{w(e)=1}
|F | ≤ β)
Du fait que les variables ale´atoires (ω(e))e suivent des des lois de Bernouilli(p) et sont
inde´pendantes, par l’ine´galite´ de Bienayme´e Tchebitchef, on a :
∀λ ≥ 0 Q(
∑
e∈F
1{w(e)=1}
|F | ≤ β) ≤ e
λβ|F |(pe−λ + 1− p)|F |.(2.10)
2un ensemble M d’areˆtes est dit (*)-connexe si pour tout e, e′ de M , il existe une suite d’areˆtes e1, ..., em
de M telle que e1 = e et em = e
′ et ei
(∗)
∼ ei+1 ou` (x, y)
(∗)
∼ (x′, y′) si max |xi − x
′
i| ≤ 1 et max |yi − y
′
i| ≤ 1.
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D’ou`, pour tout λ ≥ 0 on de´duit :
Q(A′n) ≤
∑
k≥(logn)2
eλβk(pe−λ + 1− p)k×(2.11)
|{F ⊂ E(Bgn); F (∗)− connexe, |F | = k}|.
Mais |{F ⊂ E(Bgn); F (∗)− connexe, |F | = k}| ≤ (2n+1)deak, ou` a est une constante
qui de´pend seulement de d (voir [17]). Ainsi, le terme ge´ne´ral de la se´rie du membre
de droite de l’e´quation (2.11) est majore´ par :
(2n+ 1)dek[a+λβ+log(pe
−λ+1−p)].
Si p est proche de 1, et si on choisit β assez petit (avec β < 1), il existe λ > 0 tel que
a+ λβ + log(pe−λ + 1− p) = −ξ < 0. Donc pour n assez grand,
Q(A′n) ≤ C (2n+ 1)de−ξ(logn)
2 ≤ e− ξ2 (log n)2
Cette dernie`re expression est sommable en n, donc par le lemme de Borel Cantelli,
on de´duit :
∀ω ∃nω , ∀n ≥ nω ω ∈ A′cn .
Ainsi, Q p.s pour n assez grand ∂BgnCi ∈ A′cn .
ie : |∂BgnCi| ≤ (log n)2.(2.12)
Or
|Ci| ≤ |Bn| − |Ln|.
Puis de (2.8), on de´duit :
|Ci| ≤ c′nd avec c′ < 1.
Puisque Ci a un volume plus petit qu’une fraction du volume de Bn, on peut donc lui
appliquer l’ine´galite´ isope´rime´trique restreinte a` une boite Zd, pour en de´duire
|Ci| ≤ Cd log(n) 2dd−1 .(2.13)
Or, si Ln 6= Cn, il existe i tel que Cn ⊂ Ci. Ce qui est impossible compte tenu de
(2.13) et de la proprie´te´ 2.3.2. Donc pour n assez grand, Ln = Cn.
Fixons-nous a` pre´sent un c > 0.
Si |A| < cnγ , (2.7) est satisfaite puisque n(A) + |∂L¯gnA| ≥ 1.
Supposons donc maintenant |A| ≥ cnγ . Par la majoration (2.13 ) ve´rifie´e par les
volume des Ci, ne´cessairement A intersecte Ln. De ce fait, on a n(A) = 0. Nous
voulons donc prouver que
|∂L¯gnA|
|A|1− 1d ≥ β.(2.14)
Proce´dons en 5 e´tapes.
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1. L’isope´rime´trie classique dans Zd fournit,
|∂LdA|
|A|1− 1d ≥ Cd.(2.15)
2. On voudrait remplacer ∂LdA par ∂L¯gnA. Mais si on applique un argument de contour
a` A, il peut exister des areˆtes de ∂LdA qui appartiennent a` ω − Lgn. Nous allons
donc appliquer un argument de contour a` l’ensemble A auquel nous avons rajoute´
les ”morceaux” de ω − Lgn connexes a` A.
Du fait que p.s, il n’existe qu’une seule composante connexe infini dans ω ( qui
est Cn = Ln pour n assez grand), on peut trouver un k = kn,ω tel que tous les
chemins de ω−Cgn commenc¸ant dans Bn, se terminent avant d’atteindre une areˆte
de ∂LdBn+k.
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figure c.
Soient (ai)i=1...m les chemins de ω − Lgn qui de´butent dans A (voir figure d). Tous
ces chemins sont contenus dans Bn+k. Ajoutons ces chemins a` A, et posons
A′′ = A ∪ a1... ∪ am.
3. A′′ ve´rifie les proprie´tes suivantes. A′′ est connexe et on peut supposer que Zd−A′′
est connexe. En effet, si ce n’est pas le cas, on remplit les trous, en prenant B le
comple´mentaire dans Zd de la composante connexe de Zd−A′′ (dans le graphe Ld)
qui contient les points a` l’infini, et une ine´galite´ isope´rime´trique pour l’ensemble
B se transmet a` A′′, puisque |B| ≥ |A′′| et |∂LdB| ≤ |∂LdA′′| .
Ainsi ∂LdA
′′ est (*)-connexe .
Par ailleurs, on a
|∂ωA′′| = |∂L¯gnA|,(2.16)
(ω de´signe dans l’e´galite´ pre´ce´dente le graphe issu du processus de percolation) et
l’ine´galite´ isope´rime´trique classique dans Zd donne :
|∂LdA′′| ≥ Cd|A′′|1−
1
d ≥ Cd(cnγ)1− 1d .
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4. Appliquons un argument de contour a` A′′. Pour β ′ > 0 on pose :
A′′n = {ω; ∃F ⊂ Ed, |F | ≥ Cd(cnγ)1−
1
d ,
∑
e∈F
1{w(e)=1}
|F | ≤ β
′,
F (∗)− connexe, F ∩ E(Bgn) 6= ∅}.
Comme pre´ce´demment, a` l’aide de (2.10) on a :
Q(A′′n) ≤
∑
j≥Cd(cnγ)
1− 1
d
eλβ
′j(pe−λ + 1− p)j × h(n, j),
ou` h(n, j) = sup
k≥0
|{H ⊂ Ed , H (∗)− connexe |H| = j ,
et H ∩E(Bgn) 6= ∅}|.
Mais |{H ⊂ E(Bgn+kn,ω) , H (∗)− connexe , |H| = j , H ∩ E(Bn) 6= ∅}| est
infe´rieur a` (2n + 1)deaj pour tout k ≥ 0 (avec a inde´pendant de k). Donc, on
obtient finalement que si p est proche de 1, il existe une valeur β ′ > 0, et un δ > 0
tels que pour n assez grand :
Q(A′′n) ≤ e−δn
γ(1− 1
d
)
.
Puis par le lemme de Borel-Cantelli, on de´duit que Q p.s pour n assez grand,
∂LdA
′′ 6∈ A′′n.
ie : |∂ωA′′| ≥ β ′|∂LdA′′|.
5. On peut alors terminer la preuve : par (2.16) on a,
|∂L¯gnA| ≥ β ′|∂LdA′′|.
En appliquant alors, l’ine´galite´ isope´rime´trique dans Zd a` A′′ et par le fait que
A ⊂ A′′, on de´duit qu’il existe β > 0 tel que Q p.s, pour n assez grand,
|∂L¯gnA| ≥ β|A|1−
1
d .
2.3.3 Renormalisation
Nous sommes maintenant en mesure de montrer la proprie´te´ 2.1.4 pour tout p > pc.
Reprenons les notations et re´sultats de [1]. Soit p > pc et N ∈ N. On recouvre Zd
par une union disjointe de boites de taille N telles que Zd = ∪
i∈Zd
Bi ou` Bi est la boite
centre´e en (2N + 1)i. Soit B′i la boite de meˆme centre que Bi mais de taille
5
4
N .
Introduisons (voir [1]), E(N) = {(ke1, (k+1)e1); k = 0, ..., [
√
N ]} et Ei = τi(2N+1)E(N),
ou` τb repre´sente le de´calage dans Z
d avec b ∈ Zd. On dit qu’un amas K contenu dans
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B′ est traversant pour B ⊂ B′, si dans les d directions il existe un chemin ouvert
contenu dans K ∩ B reliant la face droite de B a` la face gauche de B.
Conside´rons les deux e´ve´nements suivants :
RNi : = {il existe un amas traversant K dans B′i pour B′i, tout che-
min ouvert contenu dans B′i de longueur plus grande que
N/10 est connecte´ a` K dans B′i, et K est traversant pour
toute sous-boite B ⊂ B′i de taille supe´rieure a` N/10},
SNi : = { Il y a au moins une areˆte ouverte dans Ei}.
Nous e´crirons K(B′i) quand cela est ne´cessaire pour indiquer que nous conside´rons
l’amas traversant K de la boite B′i.
On de´finit alors φN : ω −→ {0, 1}Zd telle que (φN ω)(x) = 1RNx ∩SNx (ω), et on dit
qu’une boite Bx est bonne si (φN ω)(x) = 1. (ie : si les deux e´ve´nements sont re´alise´s)
sinon on dit que la boite est mauvaise. Cela de´finit un processus (de´pendant) de
percolation sur les sites du re´seau renormalise´, voir [1] pour plus de de´tails.
Preuve de la proposition 2.1.4.
On a prouve´ la proprie´te´ 2.3.3 pour un parame`tre de percolation sur les areˆtes assez
grand. Puisque l’ensemble des amas qui ve´rifie l’ ine´galite´ (2.7) est un e´ve´nement
croissant, cette ine´galite´ est donc aussi ve´rifie´e pour un parame´tre de percolation sur
les sites assez grand (voir [12]).
Soit A ⊂ Cn connexe, notons A˜ = {i ∈ Zd;A ∩ Bi 6= ∅}. A˜ est connexe et
remarquons que l’on a :
|A˜| ≥ |A|
(2N + 1)d
.
On utilise la notation ˜ pour les quantite´s de´finies dans le processus renormalise´.
Pour un bon choix de N , par la proposition 2.1 de [1], on peut appliquer la
proposition 2.3.3 pour A˜ dans le processus renormalise´, donc (2.7 ) est ve´rifie´e pour
A˜ : il existe β > 0 tel que pour tout c > 0, Q p.s pour n assez grand on ait,
n(A˜) + |∂ ¯˜
Lgn
A˜|
fc(|A˜|)
≥ β.(2.17)
On distingue alors deux cas.
1. Si n˜(A˜) = 1, alors A˜ est contenu dans une des composantes connexes de B˜n − L˜n.
Ainsi, ∂ ¯˜LgnA˜ = ∅, et donc (2.17) donne 1 ≥ βfc(|A˜|). Du fait que ∂CgA 6= ∅, on
de´duit :
|∂CgA| ≥ βfc(|A˜|) ≥ βfc( |A|
(2N + 1)d
) ≥ β
(2N + 1)d−1
fc(2N+1)d(|A|).
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qui est l’ine´galite´ de la proposition 2.1.4 (pour tout c > 0 et avec une constante β
plus petite).
2. Si n˜(A˜) = 0, alors par (2.17) on a,
|∂ ¯˜LgnA˜|
f(|A˜|) ≥ β.
Soit (i, i′) ∈ ∂ ¯˜LgnA˜ alors Bi et Bi′ sont des bonnes boites et A intersecte Bi mais
pas Bi′. Nous allons montrer que chaque couple ainsi choisi donne au moins une
areˆte de ∂CgA. En effet, du fait que les deux boites Bi et Bi′ sont bonnes, on peut
trouver x ∈ Bi ∩A et y ∈ Bi′ ∩ (C −A) relie´s par un chemin ouvert dans Bi ∪Bi′,
et sur ce chemin se trouve une areˆte de ∂CgA.
[ Expliquons rapidement comment trouver x et y. On prend x ∈ A donc x ∈ Bi∩C.
C est infini donc il existe un chemin dans C reliant x a` l’exte´rieur de B′i. Comme ce
chemin a une longueur supe´rieure a` N/4, il est connecte´ a` l’amas K(B′i) dans B
′
i
(donc par connexite´ K(B′i) ⊂ C). Prenons maintenant un chemin ouvert contenu
dans K(B′i) ∩ B′i joignant la face gauche a` la face droite de la boite B′i dans la
direction de Bi′ et soit y sur ce chemin et dans Bi′ . Toujours par connexite´, on en
de´duit finalement l’existence d’un chemin dans C reliant x a` y. ]
Il y a au plus 2d areˆtes (i, i′) qui peuvent donner la meˆme areˆtes dans ∂CgA (toutes
les areˆtes (i, i′) avec i′ voisin de i dans Zd ). Donc finalement, on a, pour tout
c > 0 :
|∂CgA| ≥ 1
2d
|∂ ¯˜LgnA˜| ≥
β
2d
fc(|A˜|) ≥ β
2d(2N + 1)d−1
fc(2N+1)d(|A|).
Ce qui termine la preuve de la proprie´te´ 2.1.4, pour tout p ≥ pc.
2.4 Preuve de la borne supe´rieure
Par les re´sultats de la section 2.3 et 2.2.3, on prouve une minoration de la fonction
de Følner sur Cgn ≀ Z2Z , puis par des outils analytiques (type ine´galite´ de Nash) on
obtient une borne supe´rieure de la probabilite´ de retour de Z puis de la transforme´e
de Laplace du nombre de points visite´s.
2.4.1 Isope´rime´trie sur Cgn ≀ Z2Z .
La proprie´te´ 2.1.4, donne la minoration suivante pour la fonction de Følner de Cgn
relative a` Cg.
Proposition 2.4.1. Soit γ > 0, il existe β > 0 tel que pour tout c > 0, Q p.s sur
l’ensemble |C| = +∞, pour n assez grand, on ait :
FolC
g
Cgn
(k) ≥
{
k si k < cnγ
(βk)d si k ≥ cnγ.(2.18)
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De´monstration. On proce`de en deux e´tapes.
1. D’abord il est facile de voir que l’on peut restreindre le minimum de´finissant la
fonction de Følner a` des ensembles connexes,
FolC
g
Cgn
(k) = min{|A|;A ⊂ Cn et |∂CgA||A| ≤
1
k
}
= min{|A|;A ⊂ Cn A connexe et |∂C
gA|
|A| ≤
1
k
}.
En effet, si A n’est pas connexe, notons (Ai)i=1..t ses composantes connexes. Au
moins une satisfait la condition |∂CgAi|
|Ai|
< 1
k
, et on a |Ai| ≤ |A|.
2. Maintenant, par la proposition 2.1.4, il existe β > 0 tel que pour tout c > 0, Q p.s
sur |C| = +∞ pour n assez grand, on a
|∂CgA|
fc(|A|) ≥ β pour tout ensemble A ⊂ Cn connexe,
Donc, pour tout A connexe de Cn, on a,
|∂CgA|
|A| ≤
1
k
=⇒ |A|
fc(|A|) ≥ βk.(2.19)
Posons alors G(x) = x
fc(x)
et de´finissons G−1 par :
G−1(y) = inf{x ;G(x) = y} =
{
y si x < cnγ ,
yd si x ≥ cnγ.
On de´duit de (2.19)
|A| ≥ G−1(βk).
ie : FolC
g
Cgn
(k) ≥ G−1(βk).(2.20)
Graˆce a` la proposition (2.2.4) et a` l’ine´galite´ (2.20), on de´duit imme´diate-
ment qu’il existe C > 0, tels que pour tout c > 0, Q p.s pour n assez grand,
Fol
Cg≀ Z
2Z
Cgn≀
Z
2Z
(k) ≥
{
eCk si k < cnγ ,
eCk
d
si k ≥ cnγ .(2.21)
On ne peut de´duire directement une majoration des noyaux de la marche Z, a` partir
de cette minoration car les areˆtes du graphe Cg ≀ Z
2Z
ne sont pas adapte´es aux sauts
de Z. On construit donc les graphes suivants.
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Soit G un graphe, on note G ≀ ≀ Z
2Z
le graphe tel que,

V (G ≀ ≀ Z
2Z
) = V (G ≀ Z
2Z
),
E(G ≀ ≀ Z
2Z
) = {
(
(x, f)(y, f x,i
y,j
)
)
; (x, y) ∈ E(G) et (i, j) ∈ {0, 1}
et supp(f) ⊂ G }.
Soit δ un point imaginaire, on pose Cn = Cn ∪ {δ} et Cgn le graphe ayant Cn comme
ensemble de points et l’ensemble des areˆtes est de´fini par E(Cgn) = {(x, y); ω(x, y) =
1, x, y ∈ Cn} ∪ {(x, δ); x ∈ Cn, ∃z ∈ V (ω) (x, z) ∈ ∂ωCn}. Notons alors
Wn = Cgn ≀ Z
2Z
et
W ′n = Cgn ≀ ≀
Z
2Z
.
On prouve :
Proposition 2.4.2. Il existe une constante C > 0 telle que que pour tout c > 0, Q
p.s sur |C| = +∞ et pour n assez grand,
Fol
Cg≀≀ Z
2Z
Cgn≀≀
Z
2Z
(k) ≥ F (k) := FC,c(k) =
{
eCk si k < cnγ,
eCk
d
si k ≥ cnγ .(2.22)
De´monstration. On proce`de en 4 e´tapes.
1. Soient ǫ et ǫ′ les formes de Dirichlet respectives de Wn et W
′
n de´finies pour tout
f, g : V (Cgn ≀ Z2Z) −→ R par :
ǫ(f, g) =
∑
(x,y)∈E(Wn)
(f(x)− f(y))(g(x)− g(y)),
et
ǫ′(f, g) =
∑
(x,y)∈E(W ′n)
(f(x)− f(y))(g(x)− g(y)).
2. Les graphesWn etW
′
n sont quasi isome´triques par l’application identite´ sur V (Wn) =
V (W ′n). En effet, soient d et d
′ les distances respectives sur ces graphes, pour tout
u, v de V (Wn) on a :
1
3
d′(u, v) ≤ d(u, v) ≤ 3d′(u, v).
Ainsi (voir I.3 dans [18]), il existe C1, C2 > 0 (inde´pendant de n) tels que, pour
tout f : V (Cgn ≀ Z2Z) −→ R,
C1ǫ(f, f) ≤ ǫ′(f, f) ≤ C2ǫ(f, f).(2.23)
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3. Soit U ⊂ V (Cgn ≀ Z2Z), prenons f = 1{U} dans (2.23), on obtient
C1|∂WnU | ≤ |∂′W ′nU | ≤ C2|∂WnU |(2.24)
4. Or on a |∂WnU | = |∂Cg≀ Z
2Z
U | et |∂W ′nU | = |∂Cg ≀≀ Z2ZU |. Finalement, on de´duit de (2.21)
et (2.24), que l’on peut remplacer ∂Cg ≀ Z
2Z
par ∂Cg≀≀ Z
2Z
dans (2.21), cela n’affecte que
les constantes c et C.
2.4.2 Borne supe´rieure de P˜ωo (Z2n = o)
On suppose pour cette section α = 1/2. Graˆce a` (2.22), nous obtenons une majo-
ration de la probabilite´ de retour de la marche ale´atoire Z.
Proposition 2.4.3. Supposons α = 1/2. Il existe une constante c > 0 tel que Q p.s
sur |C| = +∞, et pour n assez grand,
P˜ωo (Zn = o) ≤ e−cn
d
d+2
.
De´monstration. Posons τn = inf{s ≥ 0 ; Zs 6∈ Cn ≀ Z2Z}. Ainsi, on peut e´crire,
P˜ωo (Z2n = o) = P˜
ω
o (Z2n = o et τn ≤ 2n)(2.25)
+P˜ωo (Z2n = o et τn > 2n).
-Le premier terme du membre de droite est nul, puisque la marche ne peut revenir
a` l’origine au temps 2n en sortant de la ”boite” V (Cgn ≀ ≀ Z2Z) avant le temps 2n.
-Le deuxie`me terme est e´gal a` Po(Z¯
n
2n = o), ou` (Z¯
n
i )i de´signe la marche ale´atoire
sur W ′n, co¨ıncidant avec Z mais tue´e quand elle sort de W
′
n. (Z¯
n
i )i est re´versible pour
la mesure m restreinte a` V (Cgn ≀ ≀ Z2Z) (m est de´finie a` la sous section 2.2.2).
Par les me´thodes de´veloppe´es dans [4]), pour obtenir une borne supe´rieure de Po(Z¯
n
2n =
o), posons pour U ⊂ V (Cgn ≀ ≀ Z2Z) :

|∂Cg≀≀ Z
2Z
U |m =
∑
u1,u2
m(u1)p˜(u1, u2) 1{(u1,u2)∈∂Cg ≀≀ Z
2Z
U}
et
|U |m =
∑
u∈U
m(u).
Comme on suppose α = 1/2, la mesure m se re´duit a` m(a, f) = ν(a) (qui est borne´e
car la valence du graphe Cg est comprise entre 1 et 2d) et on de´duit donc a` l’aide de
l’ine´galite´ (2.22) que dans ce cas, il existe une constantes C > 0 telle que pour tout
c > 0, Q p.s sur |C| = +∞, pour n assez grand,
min{|U |m; U ⊂ V (Cgn ≀ ≀
Z
2Z
) et
|∂Cg ≀≀ Z
2Z
U |m
|U |m ≤
1
k
} ≥ FC,c(k).(2.26)
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Prenons c = 1. F := FC,1 est positive et croissante, et son inverse est :
F−1(y) = inf{x ≥ 0 ; F (x) ≥ y}
=


1
C
log(y) si y < eCn
γ
cnγ si eCn
γ ≤ y ≤ eCndγ
( 1
C
log(y))1/d si eCn
dγ
< y,
(2.27)
Comme F−1 est croissante, (2.26) implique une ine´galite´ de Nash (voir par exemple
14.1 in [18]) pour la forme de Dirichlet associe´e a` Z¯n, puis une majoration du noyau :
pour tout i ≥ 0, P0(Z¯n2i = 0) ≤ 2a(i),
ou` a est la solution de l’e´quation diffe´rentielle suivante,{
a′ = − a
8(F−1(4/a))2
,
a(0) = 1.
A l’aide de l’expression de F−1 par (3.20) et en re´solvant l’e´quation diffe´rentielle dans
chaque cas, on obtient qu’il existe des constantes ci (avec c3, c9 et c13 > 0) telles que :
• Pour 0 ≤ t ≤ c1n3γ + c2,
a(t) = e−(c3t+c4)
1/3
.
• Pour c1n3γ + c2 ≤ t ≤ c5n(d+2)γ + c6n3γ + c7n2γ + c8,
a(t) = e−c9t/n
2γ+c10nγ+c11/n2γ+c12.
• Pour c5n(d+2)γ + c6n3γ + c7n2γ + c8 ≤ t,
a(t) = e−(c13t+c14n
(d+2)γ+c15n3γ+c16n2γ+c17)d/d+2 .
On choisit γ < 1
d+2
, ainsi on de´duit qu’il existe une constante c > 0 telle que pour
t = 2n assez grand,
P˜ωo (Z¯
n
2n = o) ≤ e−cn
d
d+2
.
Finalement par (2.25) et comme n 7→ P˜ωo (Zn = o) est une fonction de´croissante, on
obtient l’existence d’une constante c > 0 telle que Q p.s sur |C| = +∞ pour n assez
grand,
P˜ωo (Zn = o) ≤ e−cn
d
d+2
.
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2.4.3 Conclusion : borne supe´rieure pour la transforme´e de Laplace.
Nous pouvons alors de´montrer la borne supe´rieure de la proprie´te´ 2.1.1.
Proposition 2.4.4. Pour tout α > 0, il existe une constante c(d, α, p) > 0 telle que
Q p.s sur l’ensemble |C| = +∞,
∃nω ∀n ≥ nω Eω0 (αNn) ≤ e−c(d,α)n
d
d+2
.
De´monstration. La re´sultat de´coule des 3 faits suivants.
1. D’abord, il suffit de prouver le re´sultat pour une valeur 0 < α0 < 1 de α. En effet,
supposons que Eω0 (α
Nn
0 ) ≤ e−c(d,α0)n
d
d+2
, alors
-si α ≤ α0, il est clair que Eω0 (αNn) ≤ Eω0 (αNn0 ) ≤ e−c(d,α0)n
d
d+2
,
-si α0 < α < 1, nous pouvons trouver λ > 0 tel que α = α0
λ, avec 0 < λ < 1. Puis,
on e´crit,
Eω0 (α
Nn) = Eω0 ( [α
Nn
0 ]
λ )
≤ [Eω0 ( αNn0 )]λ (ine´galite´ de Jensen)
≤ e−λ c(d,α0) n
d
d+2
.
Ce qui donne le re´sultat pour α en prenant c(d, α) = λc(d, α0) = (
log(α)
log(α0)
)c(d, α0).
2. La deuxie`me e´tape est re´sume´e dans le lemme suivant (voir [15]).
Lemme 2.4.5. Il existe une valeur α1 > 0 et une constante c
′
0 > 0 telles que,
Eω0 ((1/2)
N2n1{X2n=0}) ≥ c′0 Eω0 (αNn1 ).
De´monstration. Pour ”retirer” la condition {X2n = 0}, l’ide´e est de couper les
chemins a` l’instant n et d’utiliser la re´versibilite´ entre l’instant n et 2n. On utilise
en particulier le fait suivant :
[Pω0 (Nn = m)]
2 ≤ 2d(2m+ 1)dPω0 (N2n ≤ 2m;X2n = 0).(2.28)
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Ecrivons en effet,
[Pω0 (Nn = m)]
2 =
( ∑
h∈Bm(C)
Pω0 (Nn = m;Xn = h)
)2
=
( ∑
h∈Bm(C)
√
ν(h)× 1/
√
ν(h)×
Pω0 (Nn = m;Xn = h)
)2
≤ ν(Bm(C))
∑
h∈Bm(C)
(1/ν(h))Pω0 (Nn = m;Xn = h)
2
(par l’ine´galite´ de Cauchy-Schwarz)
≤ 2d(2m+ 1)d
∑
h∈Bm(C)
Pω0 (Nn = m;Xn = h)×
Pωh(Nn = m;Xn = 0)(1/ν(0))
(par re´versibilite´)
≤ 2d(2m+ 1)d
∑
h∈Bm(C)
Pω0 (Nn = m;Xn = h)×
Pω0 (N
2n
n = m;Xn = h;X2n = 0)
(ou` N2nn = #{Xn, ..., X2n})
≤ 2d(2m+ 1)d Pω0 (N2n ≤ 2m;X2n = 0).
Calculons maintenant, Eω0 ((1/2)
N2n1{X2n=0}). On a successivement :
Eω0 ((1/2)
N2n1{X2n=0}) =
∑
m≥1
(1/2)m Pω0 (N2n = m;X2n = 0)
= 1/2
∑
m≥1
(1/2)m Pω0 (N2n ≤ m;X2n = 0).
Car {N2n = m} = {N2n ≤ m} − {N2n ≤ m− 1}. Puis,
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Eω0 ((1/2)
N2n1{X2n=0}) ≥ 1/2
∑
m≥1
(1/4)mPω0 (N2n ≤ 2m;X2n = 0)
(par le fait (2.28) )
≥
∑
m≥1
1
4d(2m+ 1)d
(1/4)m[Pω0 (Nn = m)]
2
≥ c0
∑
m≥1
(1/5)m[Pω0 (Nn = m)]
2
≥ c0
(∑
m≥1
(1/4)m
)−1
×
(∑
m≥1
(
1
2
√
5
)mPω0 (Nn = m)
)
(par l’ine´galite´ de Cauchy-Schwarz)
≥ c′0 Eω0 [(
1
2
√
5
)Nn ].
ce qui prouve le lemme 2.4.5.
3. On peut alors conclure. Pour α = 1/2, la proprie´te´ 2.4.3 donne
Pωo (Zn = o) ≤ e−cn
d
d+2
.
Par ailleurs, par la proprie´te´ 2.2.3 on a
Eω0 ((1/2)
N2n1{X2n=0}) = P
ω
o (Zn = o).
Donc le lemme 2.4.5 du point 2, nous donne une borne supe´rieure du bon ordre
pour une valeur α1, et le point 1 permet d’e´tendre cette borne a` tout α de ]0, 1[.
2.5 Borne infe´rieure de Eω0 (α
Nn)
Dans cette partie, on montre la
Proposition 2.5.1. Il existe une constante c > 0 telle que Q p.s sur |C| = +∞, et
pour n assez grand, on ait :
Eω0 (α
Nn) ≥ e−cn
d
d+2
.
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2.5.1 Faits ge´ne´raux pour les marches ale´atoires
Ce qui suit peut s’appliquer a` toute chaˆıne de Markov Z qui admet une mesure
re´versible m. Soit A un ensemble de points du graphe sur lequel Z e´volue. On peut
e´crire
P˜ωo (Z2n = o) =
∑
z
P˜ωo (Zn = z)P˜
ω
z (Zn = o),
≥
∑
z∈A
P˜ωo (Zn = z)×
m(0)
m(z)
P˜ωo (Zn = z),
≥ m(0)
m(A)
[
∑
z∈A
P˜ωo (Zn = z)]
2,
≥ m(0)
m(A)
[P˜ωo (Zn ∈ A)]2.
Dans notre cas, nous prenons :
A = Ar = {(a, f); a ∈ Br(C) et supp(f) ⊂ Br(C)}.
Rappelons que m(a, f) = ν(a)(1−α
α
)#{i;f(i)=1¯}. Donc, on a :
m(Ar) ≤ 2drd
∑
k=0...rd
Ckrd(
1− α
α
)k = 2d
rd
αrd
.
Par ailleurs, la structure des areˆtes sur un produit en couronne, implique :
P˜ωo (Zn ∈ Ar) ≥ Pω0 (∀i ∈ [|0, n|] Xi ∈ Br(C))
≥ Pω0 ( sup
0≤i≤n
D(0, Xi) ≤ r),
Ainsi, on a :
Eω0 (α
N2n1{X2n=0}) = P˜
ω
o (Z2n = o)
≥ α
rd
2drd
[Pω0 ( sup
0≤i≤n
D(0, Xi) ≤ r)]2.(2.29)
On est ramene´ a` trouver une borne infe´rieure de Pω0 ( sup
0≤i≤n
D(0, Xi) ≤ r), ce qui est le
but de la section suivante.
2.5.2 Borne infe´rieure de Pω0 (sup0≤i≤nD(0, Xi) ≤ r)
Ce type d’estime´e infe´rieure est connue dans le cas de Zd, mais la preuve utilise
un principe de re´flexion (voir[11]), que l’on ne peut utiliser dans C. Notre de´marche
(inspire´e de [15]) pour contourner cette difficulte´, utilise des outils analytiques. On
prouve :
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Proposition 2.5.2. Il existe une constante c telle que Q p.s, pour r assez grand et
pour n ≥ r, on ait :
Pω0 ( sup
0≤i≤n
D(0, Xi) ≤ r) ≥ e−c(r+n/r2).
(Pour n < r cette probabilite´ est e´gale a` 1.)
De´monstration. Divisons la preuve en 5 temps.
1. Notons σr = min{j ≥ 0; Xj 6∈ Br(C)} et conside´rons les ope´rateurs PBr(C) de´finis
sur les fonctions f : C → R par :
PBr(C)(f)(x) = 1Br(C)(x) E
ω
x(f(X1); σr > 1).
L’ope´rateur PBr(C) est sous markovien mais ne´amoins syme´trique par rapport a`
la restriction de ν a` Br(C). On note pBr(C)(, ) les noyaux de PBr(C) et pBr(C)n (, ) les
noyaux de (PBr(C))n. Pour tout x, y ∈ Br(C), on a :
pBr(C)(x, y) = 1{(x,y)∈Br(C)2}P
ω
x(X1 = y),
et
pBr(C)n (x, y) = P
ω
x(Xn = y; σr > n).
2. Pour n ≥ r on a successivement :
Pω0 ( sup
0≤i≤n
D(0, Xi) ≤ r) = Pω0 (σr > n)
=
∑
y∈Br(C)
pBr(C)n (0, y)
≥
∑
y∈Br(C)
pBr(C)r (0, y)p
Br(C)
n−r (y, y)
≥ e−rc
∑
y∈Br(C)
p
Br(C)
n−r (y, y)
(avec c = log(2d), puisque par connexite´,
il existe un chemin entre 0 et y)
≥ e−rcTr(PBr(C)n−r )
≥ e−rc(1− λ1)n−r,(2.30)
ou` λ1 = λ1(Br(C)) est la plus petite valeur propre strictement positive de l’ope´rateur
(Id− PBr(C))1Br(C).
λ1(Br(C)) = inf
supp(f)⊂Br(C)
f 6=0
ξ(f, f)
||f ||2l2(ν)
,(2.31)
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avec
ξ(f, f) =
(
(Id− PBr(C))1Br(C)f |f
)
ν
.
Notons que si supp(f) ⊂ Br−1(C), on peut simplifier l’expression de ξ.
ξ(f, f) =
∑
x∈Br(C)
ν(x)f(x)[f(x)−
∑
y∈Br(C)
pBr(C)(x, y)f(y)]
=
∑
x∈Br(C)
ν(x)f(x)[
∑
y∈Br(C)
pBr(C)(x, y)(f(x)− f(y))]
(Car si x ∈ Br−1(C),
∑
y∈Br(C)
pBr(C)(x, y) = 1.)
=
1
2
∑
x,y∈Br(C)
ν(x)pBr(C)(x, y)(f(x)− f(y))2.
3. Prenons maintenant h(x) = (r−|x|)1Br(C). On a supp(h) ⊂ Br−1(C), donc on peut
utiliser la formule pre´ce´dente pour ξ(h, h), et on a :
• ξ(h, h) ≤ |Br(C)|.
• h ≥ r/2 sur Br/2(C), donc ||h||2l2(ν) ≥ (r/2)2ν(Br/2(C))
≥ 1
2d
(r/2)2|Br/2(C)|.
Ainsi par (2.31), on de´duit :
λ1 ≤ 8d |Br(C)|
r2|Br/2(C)|(2.32)
4. L’e´tape suivante consiste a` minorer |Br/2(C)|. On a le lemme suivant :
Lemme 2.5.3. Pour p > pc, il existe c > 0 tel que Q p.s sur |C| = +∞, pour r
assez grand, on ait :
|Br(C)| ≥ crd.
De´monstration. Remarquons que :
si m ≥ max
x∈Cr
D(0, x), alors Cr ⊂ Bm(C).
Maintenant, par le corollaire 1.3 de [1], il existe une constante ρ′ = ρ′(p, d) ≥ 1
telle que Q p.s,
lim sup
N1(y)→+∞
D(0, y)
N1(y)
≤ ρ′.
Donc,
∃ρ′ ≥ 1 Q p.s ∃Aω ≥ 0 ∀y ∈ C,
(N1(y) ≥ Aω ⇒ D(0, y) ≤ 2ρN1(y)).(2.33)
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Soit r ≥ rω = max
z∈C
N1(z)<Aω
D(0, z) et prenons m = 2ρ′r. Soit maintenant x ∈ Cr, on
distingue deux cas :
-soit N1(x) ≥ Aω, alors par (2.33), D(0, x) ≤ 2ρ′N1(x) ≤ 2ρ′r = m,
-ou bien N1(x) < Aω, mais alors par notre choix de r, D(0, x) ≤ r ≤ 2ρ′r = m.
Dans tous les cas, on obtient que pour tout r ≥ rω et pour tout x dans Cr, D(0, x) ≤
m = 2ρn. On de´duit donc,
∃ρ′ tel que Q p.s pour r assez grand, Cr ⊂ B2ρ′r(C).
Puis par la proprie´te´ 2.3.2 (voir Appendice B dans [14]), on sait qu’il existe une
constante ρ > 0 telle que Q p.s, pour r assez grand, |Cr| ≥ ρrd. Finalement, on a
bien l’existence d’une constante c > 0 telle Q p.s pour r assez grand, |Br(C)| ≥
crd.
5. On de´duit alors imme´diatement de l’e´tape 4 et de (2.32) qu’il existe C > 0 tel que
Q p.s sur |C| = +∞, pour r assez grand,
λ1(Br(C)) ≤ C
r2
.
Donc pour r assez grand, on peut e´crire : 1 − λ1 ≥ e−2λ1 . Et finalement, avec
(2.30), on de´duit :
Pω0 ( sup
0≤i≤n
D(0, Xi) ≤ r) ≥ e−c(r+(n−r)/r2) ≥ e−c(r+n/r2).
2.5.3 Preuve de la proposition 2.5.1.
Par l’ine´galite´ (2.29) et par la proprie´te´ 2.5.2, on de´duit, qu’il existe c > 0 tel que
Q p.s, pour r assez grand et n ≥ r, on ait :
Eω0 (α
N2n1{X2n=0}) ≥
αr
d
2drd
e−2c(r+n/r
2)
≥ e−c′(rd+n/r2).
choisissons r proportionnel a` n
1
d+2 (qui est bien plus petit que n, pour n assez grand),
ainsi on obtient finalement l’existence d’une constante c > 0 telle que Q p.s sur
|C| = +∞, pour n assez grand,
Eω0 (α
N2n) ≥ e−cn
d
d+2
.
Pour les temps impairs, on remarque simplement que Eω0 (α
N2n) ≤ E0(αN2n−1). Ce qui
ache`ve la preuve de 2.5.1.
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2.6 Questions et extensions
2.6.1 Questions ouvertes
La premie`re question naturelle, est de savoir si 1
nd/d+2
logEω0 (α
Nn) conver-ge lorsque n
tend vers l’infini ? Nous savons seulement que cette expression est borne´e .
Une autre question inte´ressante est d’estimerQ(Eω0 (α
Nn)). Pour la borne supe´rieure,
a` n fixe´ on doit estimer la Q probabilite´ que l’ine´galite´ isope´rime´trique de la proprie´te´
2.1.4 ne soit pas re´alise´e. Dans [2], des calculs assez pre´cis donnent un controˆle de ce
type d’e´ve´nement en e−cn
β
avec β = d−1
d+1
< d
d+2
. Or e−cn
d/d+2
<< e−cn
β
, et ce terme
d’erreur est de´ja` trop ”gros” pour la borne espe´re´e.
2.6.2 Extensions
La meˆme de´marche donne des bornes supe´rieures pour des fonctionnelles plus ge´ne´rales,
comme par exemple, exp
−
∑
z;Lz;n 6=0
F (Lz;n,z)
ou` F une fonction positive et Lz;n est le
nombre de visite de z par la marche X sur l’amas avant le temps n.
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Chapitre 3
E´tude d’autres fonctionnelles.
3.1 Explication de la me´thode.
Les notations sont les meˆmes que dans l’introduction et la partie 1. (Xn)n de´signe
toujours la marche simple sur C. Supposons que nous voulions e´tudier :
Eω0 (e
−
∑
x;Lx;2n>0
F (Lx;2n , x)
1{X2n=0}),(3.1)
ou` Lx;n = #{k; Xk = x et 0 ≤ k ≤ n} et F est une fonction positive de deux variables.
Pour les bornes infe´rieures nous allons utiliser des me´thodes classiques. Mais pour
les bornes supe´rieures, l’ide´e est de faire apparaˆıtre la transforme´e de Laplace de ces
fonctionnelles, comme probabilite´ de retour dans un graphe plus ”gros”.
Soient Bx = (V (Bx), E(Bx))x∈C une famille de graphes et soit 0x un point dans
chaque Bx que nous appellerons origine. Pour tout x ∈ C, conside´rons la marche
(Y xn )n sur V (Bx) issue de 0x, qui saute uniforme´ment sur ses voisins et le point ou`
elle se trouve et notons PBx0x la loi de (Y
x
n )n.
Les noyaux de transition de Y x ve´rifient :
pBx(a, b) =
1
νx(a) + 1
(1{a=b} + 1{(a,b)∈E(Bx)}),
ou` νx(a) de´signe le nombre de voisins de a dans Bx.
Conside´rons le graphe
WC = Cg ≀ Bz.(3.2)
Comme dans la partie 2.2, rappelons la de´finition de ce produit en couronne :
-les points de WC, note´s V (WC) = V (Cg ≀ Bz), sont les couples (a, f), avec a ∈ C et
f : C → ∪x∈CV (Bx), tel que pour tout x ∈ C, f(x) ∈ V (Bx) .
-les areˆtes de WC sont les e´le´ments de la forme ((a, f); (b, g)) tels que,
soit f = g et ω(a, b) = 1,
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soit a = b et ∀x 6= a f(x) = g(x) et (f(a), g(a)) ∈ E(Ba).
Notons o le point (0, f0) de V (WC) ou` f0 est la configuration nulle, ie : pour tout
x ∈ C, f0(x) = 0x.
Soit alors (Zn)n la marche ale´atoire sur V (WC) issue de o, de´finie de la manie`re sui-
vante, supposons que la marche soit en z = (x, f) a` un certain instant, en une unite´
de temps, on change la valeur de f au point x suivant la valeur de la marche Y x issue
de f(x), on saute maintenant dans la base C selon la loi uniforme sur les voisins de x,
on arrive en y ∈ C, et on change a` nouveau la valeur de f au point y selon la valeur
de la marche issue de f(y). Ces 3 e´tapes sont inde´pendantes.
Ainsi, en notant p˜ les noyaux de transition de Z, on a :
pour tout ((a, f); (b, g)) ∈ (V (Cg ≀ Bz))2 :
p˜[(a, f)(b, g)] =
χ[(a, f), (b, g)]
ν(a) [νa(f(a)) + 1] [νb(f(b)) + 1]
,(3.3)
ou` χ[(a, f), (b, g)] est e´gal a` 1 si la marche peut sauter de (a, f) a` (b, g) et 0 sinon.
Plus pre´cise´ment,
χ[(a, f), (b, g)] = ω(a, b) (χ1[(a, f), (b, g)] + χ2[(a, f), (b, g)]
+ χ3[(a, f), (b, g)] + χ4[(a, f), (b, g)]),
avec
χ1[(a, f), (b, g)] = 1{∀x f(x)=g(x)}, χ2[(a, f), (b, g)] = 1{ (f(a),g(a))∈E(Ba )
∀x 6=a f(x)=g(x)
},
χ3[(a, f), (b, g)] = 1{ (f(b),g(b))∈E(Bb)
∀x 6=b f(x)=g(x)
}, χ4[(a, f), (b, g)] = 1{∀x∈{a,b} (f(x),g(x))∈E(Bx)
∀x 6=a,b f(x)=g(x)
}.
Remarquons que la mesure m˜ de´finie par,
m˜(a, f) = ν(a),(3.4)
est re´versible pour la marche Z. On notera a˜ les noyaux :
a˜(x, y) = m˜(x)p˜(x, y)(3.5)
Il est alors inte´ressant d’introduire le graphe W ′C avec les meˆmes points que WC
mais ou` les areˆtes sont adapte´es aux sauts de Z.
V (W ′C) = V (WC) et,(3.6)
((a, f); (b, g)) ∈ E(W ′C) ⇐⇒ χ[(a, f); (b, g)] = 1.
Avec les notations de la parties 2.4.1 W ′C = Cg ≀ ≀Bx. Ainsi, dans le graphe W ′C, Z est
une marche au plus proche voisin. Remarquons e´galement que la projection de Z sur
C donne la marche X.
Soit P˜ωo la loi de Z issue de o. On a :
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Proposition 3.1.1.
P˜ωo (Zn = o) = E
ω
0 (
∏
x;Lx;n>0
PBx0x (Y
x
Lx;n = 0x) 1{Xn=0}).
Preuve : C’est identique a` la proprie´te´ 2.2.3.
P˜ωo (Zn = o) = P˜
ω
o
(
(Xn, fn) = (0, f0)
)
=
∑
(k0,k1,...,kn)∈Zd
k0=kn=0
P˜ωo (X0 = k0, X1 = k1, ..., Xn = kn et fn = f0)
=
∑
(k0,k1,...,kn)∈Zd
k0=kn=0
P˜ωo (X0 = k0, X1 = k1, ..., Xn = kn)
× P˜ωo (fn = f0|X0 = k0, ...Xn = kn)
=
∑
(k0,k1,...,kn)∈Zd
k0=kn=0
Pω0 (X0 = k0, X1 = k1, ..., Xn = kn)
×
∏
x;Lx;n>0
PBx0x (Y
x
Lx;n = 0x)
= Eω0 (
∏
x;Lx;n>0
PBx0x (Y
x
Lx;n = 0x) 1{Xn=0}).
Supposons que nous trouvions des graphes Bx tels que pour tout m ∈ N :
PBx0x (Y
x
m = 0) = e
−F (m,x),
alors nous aurons bien l’expression 3.1 qui s’e´crit comme une probabilite´ de retour.
Ainsi, une me´thode est d’e´tudier le profil isope´rime´trique que l’on a sur Cg ≀Bx, pour
en de´duire, via les ine´galite´s de Nash, une borne supe´rieure des noyaux de transitions.
En fait, pour eˆtre exactement dans le cadre des the´ore`mes 1.3.1 et 1.3.2, nous
devons e´tudier, le profil isope´rime´trique, non pas avec les areˆtes classiques d’un pro-
duit en couronne (ie : dans le graphe WC), mais avec les areˆtes constitue´es par les
sauts possibles de la marche (ie : dans le graphe W ′C ). Les deux graphes sous-jacents
e´tant comme on le verra quasi isome´triques, ils satisfont le meˆme type d’ine´galite´s
isope´rimetriques et on e´tudie l’isope´rime´trie sur le produit en couronne muni des
areˆtes classiques WC .
On notera W = WC et W
′ =W ′C dans la suite pour alle´ger les notations.
Remarque 3.1.2. On aurait pu aussi conside´rer la marche ale´atoire (Rn)n sur W ,
dont les sauts possibles sont donne´s par les areˆtes de W , avec les noyaux :
- q˜[(a, f), (a, g)] = 1
2
pBa(f(a), g(a)), ou` f = g sauf en a, et
- q˜[(a, f)(b, f)] = 1
2
p(a, b).
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C’est le point de vue adopte´ dans [6], de cette manie`re, on e´vite les proble`mes de
quasi isome´tries, mais on obtient alors des estime´es des transforme´es de Laplace des
fonctionnelles, non pas de la marche (Xn)n, mais de la marche sur l’amas qui reste
a` sa position avec probabilite´ 1/2 et qui avec probabilite´ 1/2 saute uniforme´ment sur
les voisins. (Puisque la projection sur la base de R n’est plus la marche simple X.)
En fait, la me´thode pre´sente´e ici, posse`de l’avantage de donner directement des in-
formations sur la marche simple X, mais l’on peut aussi de´duire ces estime´es avec la
marche R.
3.2 Principal re´sultat pour l’isope´rime´trie sur un produit en
couronne.
3.2.1 Cas moyennable
Rappelons que pour un graphe G = (V (G), E(G)), on note
FolG(k) = min
|∂GV |
|V |
≤ 1
k
|V |,
ou` ∂GV = {(x, y) ∈ E(G); x ∈ V et y 6∈ V }.
Un graphe G est dit non moyennable si il existe une constante c > 0 telle que pour
toute partie finie U de E(G), on ait |∂GU |
|U |
≥ c.
On suppose dans cette partie, A et B moyennables, ainsi leur fonction de Folner est
finie en tout point. Par rapport a` la de´finition donne´e dans la partie 1.3, c’est le cas
particulier ou` les noyaux a(, ) valent 1 sur E(G). C’est notamment le cas lorsqu’on
e´tudie une marche simple.
Proposition 3.2.1. Soit A = (V (A), E(A)) et B = (V (B), E(B)) deux graphes de
valence finie en chaque point. Supposons que pour tout M > 0 il existe CM > 0 tel
que :
∀k > 0 M FolA(k) < FolA(CMk).(3.7)
Alors, on a :
FolA≀B(n) ≈ FolB(n)FolA(n).
(La constante dans la relation ≈ ne de´pend pas des graphes A et B.)
Ce re´sultat est duˆ a` A.Erschler, voir [7].
Borne infe´rieure de FolA≀B.
Nous prenons U ⊂ V (A ≀ B) tel que |∂A≀BU |
|U |
≤ 1/k et nous voulons trouver une mino-
ration de |U |.
Remarquons qu’il y a deux sortes de points sur le bord de U :
-les points de bord en ’base’, ie : les points de la forme
(
(a, f); (b, f)
)
ou` (a, b) ∈ E(A),
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-les points de bord en ’configuration’, ie : les points de la forme
(
(a, f); (a, g)
)
ou`
f = g sauf en a et (f(a), g(a)) ∈ E(Ba).
A partir de U , on construit un certain nombre d’objets.
• A chaque U ⊂ V (A ≀ B), on associe un hypergraphe KU =
(
V (KU), ξ(KU)
)
de
la manie`re suivante :
-les sommets sont les f tels qu’il existe x dans A tel que (x, f) ∈ U , ce sont les
e´le´ments de V (KU)
- les areˆtes sont de´finies par : pour f ∈ V (KU) et x ∈ A, on conside`re les configurations
g telles que : 

(x, g) ∈ V
et
∀y 6= x f(y) = g(y).
On relie f et tous ces g par une areˆte multidimensionnelle, de dimension d = dim
x
f .
Ou`,
dim
x
f = #{g; (x, g) ∈ U and ∀y 6= x f(y) = g(y)}.
Ces areˆtes multidimensionnelles sont les e´le´ments de ξ(KU).
• A chaque hypergraphe KU , on associe un graphe appele´ le ”squelette de dimen-
sion un” de U , note´ par Γ(KU) = ΓU =
(
V (ΓU), E(ΓU)
)
et de´fini par :
- les points de ΓU , sont les configurations de U . V (ΓU) = V (KU).
- deux sommets v1, v2 de ΓU sont relie´s par une areˆte ( de dimension 1), si v1, v2
appartiennent a` la meˆme areˆte de dimension d dans ξ(KU).
• Soit e´galement les poids w sur E(ΓU) de´finis par w(e) = 1/d pour e ∈ E(ΓU).
Remarque 3.2.2. On a
|U | ≥ 2
∑
e∈E(ΓU )
w(e).
Si de plus, pour tout (x, f) ∈ U on a dimx f ≥ 1 (U n’ a pas de points isole´s), alors
|U | = 2
∑
e∈E(ΓU )
w(e).
• Soit f ∈ V (KU), nous dirons que f est (a, b)− satisfaisable si :
#{x ∈ p(U); dim
x
f ≥ a} ≥ b,
ou` p est la projection A ≀ B → A.
ie : f est (a, b) − satisfaisable si il y a au moins b areˆtes multidimensionnelles at-
tache´es a` f dans KU de dimension au moins a. Nous appellerons SU(a, b) l’ensemble
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de ces configurations, si il n’y a pas ambigu¨ıte´, la plupart du temps nous ne noterons
pas la de´pendance en U . (Remarquons que nous pouvons donner un sens a` S(a, b),
meˆme si a et b ne sont pas entiers.)
• Sinon, nous dirons que f est (a, b)− non satisfaisable et noterons NS(a, b).
• Une areˆte de ΓU sera dite (a, b) − satisfaisable si elle joint deux configurations
(a,b)-satisfaisables sinon elle sera (a, b)−non satisfaisable . On notera Se(a, b) [resp
NSe(a, b)] l’ensemble des areˆtes (a,b)-satisfaisables [resp (a,b)-non satisfaisables].
•Un point u = (x, f) ∈ U sera dit (a, b)−satisfaisable [resp (a, b)−non satisfaisable]
si f ∈ S(a, b) [resp NS(a, b)]. Nous noterons Sp(a, b) et NSp(a, b) pour l’ensemble des
points de U qui sont (ou ne sont pas) (a,b)-satisfaisables.
• Un point u = (x, f) ∈ U sera dit a − bon si dim
x
f ≥ a sinon on dira qu’il est
a−mauvais.
La preuve de la proprie´te´ 3.2.1 comporte 3 e´tapes (et donc 3 lemmes), on suppose
que U ve´rifie
|∂A≀BU |
|U |
≤ 1
k
, nous prouvons d’abord qu’il y a peu de points NSp(a, b)
(pour un certain couple (a, b)), puis on extrait un sous graphe ou` tous les points sont
Sp( a
10
, b
10
), enfin nous de´duisons une minoration de |U | .
Lemme 3.2.3. Soit U ∈ V (A ≀ B), tel que |∂A≀BU |
|U |
≤ 1
1000k
alors
(i) #{u∈U ; u FolB(k)−mauvais}
#U
≤ 1
1000
,
(ii)
#{u∈U ; u∈NSp(
FolB(k)
3
,
FolA(k)
3
) }
#U
≤ 1
500
.
De´monstration.
Pour (i) on remarque qu’un point FolB(k)−mauvais de U nous donne au moins un
point du bord en ’configuration’ de U . En effet, soit (x, f) un point FolB(k)−mauvais,
posons :
P˜x,f = {g(x); (x, g) ∈ U et ∀y 6= x g(y) = f(y)} et
Px,f = {(x, g); g(x) ∈ P˜x,f} . Notons que |P˜x,f | = |Px,f |.
Soit F0 l’ensemble des configurations tel que :⋃˙
x∈A,f∈F0
Px,f = {u ∈ U ; u est FolB(k)−mauvais}.
Puisque (x, f) est mauvais, on a |P˜x,f | < FolB(k) et par de´finition de la fonction de
Folner :
|∂BP˜x,f | > 1
k
|P˜x,f |.
Or on a une injection
⋃˙
x∈A,f∈F0
∂BP˜x,f −→ ∂U,
(g1, g2) 7→
(
(x, fx,g1), (x, fx,g2)
)
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ou` (g1, g2) ∈ ∂BP˜x,f et fa,h : v → f(v) pour v 6= a.
a → h
Nous pouvons donc e´crire :
|U |
1000k
≥ |∂A≀BU | ≥
∑
x∈A,f∈F0
|∂BP˜x,f | ≥ 1
k
∑
x∈A,f∈F0
|P˜x,f | = 1
k
#{u ∈ U ; u FolB(k)−mauvais}.
Pour (ii).
1. De´finissons,
Neud = {u ∈ U ; u ∈ NSp(FolB(k)
3
,
F olA(k)
3
) }
= {u = (x, f) ∈ U ; f ∈ NS(FolB(k)
3
,
F olA(k)
3
)},
et posons :
Neud(f) = {(x, f); (x, f) ∈ U}.
Remarquons que p(Neud(f)) = {x; (x, f) ∈ U}.
Pour F ensemble de configurations, soit
Neud(F ) = ∪
f∈F
Neud(f).
Notons que c’est une union disjointe.
2. Soit maintenant f ∈ NS(FolB(k)
3
, FolA(k)
3
), e´tudions l’ensemble p(Neud(f)).
Ou bien, il donne beaucoup de points de bord en ’base’ .
Ou bien, il en donne peu et dans ce cas, par le fait que f soit non satisfaisable,
ce point va contribuer a` donner du bord en ’configuration’.
Dans tout les cas, on obtient du bord de U , mais les hypothe`ses du lemme li-
mitent cet apport.
On distingue donc 2 cas :
Premier cas : f ∈ F1 := {f ∈ NS(FolB(k)3 , FolA(k)3 ); #∂Ap(Neud(f))#p(Neud(f)) > 1k}.
L’application
⋃˙
f∈F1
∂Ap(Neud(f)) −→ ∂U est injective.
(x, y) 7−→
(
(x, f) ; (y, f)
)
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donc, on a :
|∂A≀BU | ≥
∑
f∈F1
|∂Ap(Neud(f))| ≥ 1
k
∑
f∈F1
|p(Neud(f))| ≥ 1
k
|Neud(F1)|. (3.8)
Second cas : f ∈ F2 := {f ∈ NS(FolB(k)3 , FolA(k)3 ); #∂Ap(Neud(f))#p(Neud(f)) ≤ 1k}.
Comme f ∈ NS(FolB(k)
3
, FolA(k)
3
) on a :
#{x ∈ p(Neud(f)); dim
x
f ≥ FolB(k)
3
} < 1
3
FolA(k).
Donc
#{x ∈ p(Neud(f)); dim
x
f <
FolB(k)
3
} ≥ |Neud(f)| − 1
3
FolA(k)
(On a utilise´ que |p(Neud(f)| = |Neud(f)|.)
Du fait que f ∈ F2 et par la de´finition de la fonction de Folner :
|Neud(f)| ≥ FolA(k).
Donc
#{x ∈ p(Neud(f); dim
x
f <
FolB(k)
3
} ≥ 2
3
|Neud(f)|.
ie : |Pf | ≥ 2
3
|Neud(f)|,(3.9)
avec Pf = {x ∈ p(Neud(f); dim
x
f < FolB(k)
3
}.
A chaque point de Pf (pour f dans F2), on peut faire correspondre de manie`re in-
jective un point du bord (en configuration ) de U . En effet, comme pre´ce´demment :
Pour x ∈ Pf et f ∈ Neud(F2), on a :
|P˜x,f | ≤ FolB(k)
3
< FolB(k).
ou` P˜x,f = {g(x); (x, g) ∈ U and ∀y 6= x g(y) = f(y)}.
On a donc,
|∂BP˜x,f | > 1
k
|P˜x,f | ≥ 0,
d’ou`
|∂BP˜x,f | ≥ 1.
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Ainsi,
|∂A≀BU | ≥
∑
x∈Pf ,f∈F2
|∂BP˜x,f |
≥
∑
f∈F2
2
3
|Neud(f)| par (4.9),
≥ 2
3
|Neud(F2)|
≥ 1
k
|Neud(F2)| pour k ≥ 2.
3. En sommant (3.8) et cette dernie`re ine´galite´ et en utilisant le fait que
|∂A≀BU |
|U |
<
1
1000k
, on obtient :
|Neud|
|U | <
1
500
.
Lemme 3.2.4. Soit a, b > 0. Soit
(
V (ΓU), E(ΓU)), w
)
le squelette de dimension 1
construit a` partir de KU . Supposons que E(ΓU) 6= ∅ et ∀(x, f) ∈ U dim
x
f ≥ a. Si de
plus : ∑
e∈NSeU (a,b)
w(e)∑
e∈E(ΓU )
w(e)
< 1/2,
alors, il existe un sous graphe non vide Γ′ de ΓU tel que toutes les areˆtes sont
SU(a/10, b/10).
De´monstration. Dans le graphe
(
V (ΓU), E(ΓU)
)
, on efface tous les pointsNSpU (a/10, b/10)
et les areˆtes adjacentes. Apre`s cette premie`re e´tape, il peut alors apparaˆıtre des nou-
veaux points NSPU1(a/10, b/10), ou` U1 = U −NSpU (a/10, b/10).
On efface a` nouveau ces points et les areˆtes adjacentes, et on ite`re ce processus.
Soit Ui l’ensemble des sommets restant a` l’e´tape i.{
U0 = U,
pour i ≥ 1 Ui+1 = Ui −NSpUi(a/10, b/10).
Il suffit de prouver que le processus prend fin avant que le graphe soit vide.
Soit C1 =
∑
e∈NSU (a,b)
w(e) , C2 =
∑
e∈SeU (a,b);e efface´e
a` la fin du processus
w(e),
et
C0 =
∑
e∈E(ΓU ));e efface´e
a` la fin du processus
w(e).
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Si nous montrons que C2 ≤ C1, le re´sultat de´coulera, puisque :
C0 ≤ C1 + C2 ≤ 2C1 <
∑
e∈E(ΓU )
w(e).
Ce qui signifiera qu’il reste un (ou des) point(s) non efface´(s). ie : ∃k0 ∈ N tel que tous
les sommets du graphe obtenus a` l’e´tape k, sont SpUk0
(a/10, b/10), donc SpU(a/10, b/10).
Pour voir cela, introduisons une orientation sur les areˆtes efface´es : si L et Q sont des
points du graphe, nous orientons l’areˆte de L vers Q si L est efface´ avant Q, et nous
choisissons une orientation arbitraire si ils sont efface´s en meˆme temps. We notons L
↓
l’ensemble des areˆtes quittant le point L et L
↑
pour l’ensemble des areˆtes arrivant en
L, a` l’e´tape 0.
Sous-lemme 3.2.5. Soit k ∈ N, et L un point du graphe ΓU (satisfaisant les hy-
pothe`ses du lemme 3.2.4), efface´ apre`s k+1 e´tapes. Supposons que L soit initialement
SpU(a, b), alors ∑
e∈L
↓
w(e) ≤ 1
2
∑
e∈L
↑
w(e).
  
     
.
     
                    de dimension au moins a’
                      de dimension au moins  a’/3.
                      Il reste moins de b’/3  arêtes  multidimensionnelles
                    Il y a au moins b’ arêtes  multidimensionnelles 
ETAT  INITIAL    ETAT PRECEDENT L’EFFACEMENT DE A
L
  L
L est S(a’,b’)
Ce dessin est repre´sente´ a` l’e´tape 0 a` gauche et a` l’e´tape k a` droite.
De´monstration. Il est utile de remarquer le fait suivant, pour une areˆte multidimen-
sionnelle e, la somme des poids dans le squelette des areˆtes provenant de e et adjacente
a` un point, vaut 1. Ceci re´sulte des poids que l’on a choisi.
1. Soit maintenant N0 le nombre d’areˆtes multidimensionnelles a` l’e´tape 0, quittant
L. Du fait que L soit SpU(a, b), il y a au moins b areˆtes multidimensionnelles
attache´es a` L. Donc,
N0 ≥ b.(3.10)
Remarquons par ailleurs que : ∑
e∈E(ΓU )
e contient L
w(e) = N0.
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2. Posons :
L1
↓
= {e ∈ L
↓
, e provenant d’une areˆte multidimensionnelle de KUk ,
de dim ≥ a/10},
et
L2
↓
= {e ∈ L
↓
, e provenant d’une areˆte multidimensionnelle de KUk ,
de dim < a/10}.
On a L
↓
= L1
↓
∪ L2
↓
, car les areˆtes de L
↓
, sont les areˆtes quittant A a` l’e´tape k.
3. Du fait que L devient NSpUk(a/10, b/10), il a moins de b/10 areˆtes multidimen-
sionnelles de dimension au moins a/10. Notons les par exemple f1, ..., fq, avec
q < b/10.
∑
e∈L1
↓
w(e) =
∑
k=1..q
∑
e
provenant de fk
w(e)
︸ ︷︷ ︸
≤1
≤ q.(3.11)
(Initialement cette dernie`re somme valait 1, mais apre`s l’effacement de certaines
areˆtes, elle est plus petite que 1.)
4. Par ailleurs, notons g1, ..., gh les autres areˆtes multidimensionnelles, de dimension
strictement infe´rieure a` a/10, attache´es a` L a` l’e´tape k, avec h ≤ N0 − q.
Pour tout k = 1...h,
∑
e
provenant de gk
w(e) ≤ 1
a
a
10
≤ 1
10
.(3.12)
(En effet, premie`rement puisque tous les points ont initialement pour dimension
au moins a, on de´duit ∀e ∈ E(ΓUi) w(e) ≤ 1/a et deuxie`mement une areˆte de
dimension infe´rieur a` a/10 donne moins de a/10 areˆtes attache´es a` un point,
dans le squelette.)
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5. Finalement avec (3.11) et (3.12), on obtient :∑
e∈A
↓
w(e) =
∑
e∈A1
↓
w(e) +
∑
e∈A2
↓
w(e)
≤ q + (N0 − q) 1
10
=
1
10
N0 +
9
10
q
=
19
100
N0.
(q < b/10 ≤ N0/10 par (3.10).)
Donc, ∑
e∈A
↓
w(e) ≤ 19
100
N0 et
∑
e∈A
↑
w(e) ≥ N0 − 19
100
N0 =
81
100
N0.
D’ou`, ∑
e∈A
↓
w(e) ≤ 19
81
∑
e∈A
↑
w(e) ≤ 1
2
∑
e∈A
↑
w(e).
Pour finir la preuve, posons :
D1 = {sommets efface´s a` l’e´tape 1},
et pour i ≥ 2
Di = {sommets SpU(a, b) efface´s a` l’e´tape i},
Fi = {areˆtes entre Di et Di−1},
F ′i = {areˆtes quittant Di−1}.
Notons que Fi ⊂ F ′i et que les areˆtes de F ′i sont efface´es.
D1
D2
} F2
F3}
D3
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On pratique en 4 e´tapes :
1. En appliquant le sous lemme 4.2.3 en chaque point de Di, dans le graphe restant
a` l’e´tape i− 2. (Chaque point de Di est S(a, b).) On obtient :
∀i ≥ 2
∑
e∈F ′i+1
w(e) ≤ 1
2
∑
e∈Fi
w(e).
donc, ∑
e∈F ′i+1
w(e) ≤ (1
2
)i−1
∑
e∈F2
w(e).
(Nous avons utilise´ que Fi ⊂ F ′i .)
Ainsi, ∑
e∈ ∪
i≥3
F ′i
w(e) ≤ (
∑
i≥1
(
1
2
)i)
∑
e∈F2
w(e)
=
∑
e∈F2
w(e).
2. Maintenant , une areˆte de F2 est NS
e
U(a, b) car si elle e´tait S
e
U(a, b), elle aurait
relie´ deux points SpU(a, b) et en particulier, les points de D1 auraient e´te´ S
p
U(a, b),
donc SpU(a/10, b/10) et donc non efface´s. Par conse´quence :∑
e∈F2
w(e) ≤
∑
e∈NSe(a,b)
w(e) = C1.
3. Par ailleurs, toute areˆte efface´e SeU(a, b) est dans un certain F
′
i avec i ≥ 3, donc
C2 =
∑
e efface´e a` la fin du processus
e∈Se
U
(a,b)
w(e) ≤
∑
e∈ ∪
i≥3
F ′i
w(e).
4. Ainsi C2 ≤ C1, ce qui termine la preuve.
Lemme 3.2.6. Soit Y > 0 et X > 0. Soit A un ensemble non vide de configurations,
tel que, pour toute configuration de A , il existe au moins Y points ou` on peut changer
la valeur de la configuration de X manie`re sans quitter A alors : |A| ≥ XY .
ie :
(∀f ∈ A ∃a1, a2, ..., aY ∈ A such that g ∈ A) =⇒ |A| ≥ XY ,
ou` g est de´finie a` partir de f par : g(x) =
{
f(x) si x 6= ai0 ,
X possibilite´s pour g(ai0) si x = ai0 .
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De´monstration. On raisonne par re´currence sur Y .
Si Y = 1, c’est exact.
Supposons Y ≥ 1 et conside´rons un point x0 dans la base tel que il existe X configu-
rations distinctes f1, ..., fX ∈ A ve´rifiant ∀y 6= x0 f1(y) = f2(y) = ... = fX(y).
Posons alors, pour i = 1...X,
Ai = {f ∈ A; f(x0) = fi(x0)},
qui sont non vides.
A = ⋃˙
i=1...X
Ai et les Ai ve´rifient l’hypothe`se de re´currence avec la constante Y − 1.
D’ou` |A| = ∑
i=1...X
|Ai| ≥ X.XY−1 = XY .
Preuve de la proprie´te´ 3.2.1 :
Soit U ⊂ V (A ≀ B) tel que |∂U |
|U |
≤ 1
1000k
.
Soit K˜ =
(
V (K˜), ξ(K˜)
)
le sous hypergraphe de KU =
(
V (KU), ξ(KU)
)
qui contient
uniquement les configurations qui correspondent aux points FolB(k)-bons de U .
ie : K˜ = KU−{u FolB(k) mauvais points}.
K˜ est non vide, par (i) du lemme 3.2.3 |V (K˜)| ≥ (1− 1
1000k
)|U |.
On a alors successivement :∑
e∈NSe(
FolB(k)
3
,
FolA(k)
3
)
e∈E(Γ(K˜))
w(e) ≤ 1
2
#{u ∈ U ;NS
(FolB(k)
3
,
F olA(k)
3
)
} remarque 3.2.2
≤ 1
1000
|U | par(3.2.3)(ii)
≤ 1
1000− 1
k
#{u ∈ U, FolB(k)− bon} par(3.2.3)(i)
=
2
1000− 1
k
∑
e∈E(Γ(K˜))
w(e)
≤ θ
∑
e∈E(Γ(K˜))
w(e).
avec θ = 2
999
< 1
2
donc nous pouvons appliquer le sous lemme 3.2.4 a`
(
V (K˜), ξ(K˜)
)
,
pour en de´duire qu’il existe
(
V (K ′), E(K ′)
)
sous graphe de
(
V (Γ(K˜)), E(Γ(K˜))
)
ou`
toutes les areˆtes sont S(FolB(k)
30
, FolA(k)
30
).
Et donc par le lemme (3.2.6), on de´duit :
|U | ≥ (FolB(k)
30
)
FolA(k)
30 .
Par l’hypothe`se (3.7), et le fait que FolB est croissante, on a :
FolA≀B(n)  FolB(n)FolA(n).
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Remarque 3.2.7. Par cette me´thode, on peut remplacer le facteur 1/10 par n’importe
quel facteur infe´rieur a` 1−√2/2.
Borne supe´rieure de FolA≀B.
Soit ǫ > 0, prenons Ua un ensemble de A tel que
|∂AUa|/|Ua| ≤ 1/n et |Ua| ≤ FolA(n) + ǫ,
et soit Ub dans B tel que
|∂BUb|/|Ub| ≤ 1/n et |Ub| ≤ FolB(n) + ǫ.
(Ua et Ub sont appele´s des ensembles de Folner, si ǫ = 0.)
Soit alors U = {(x, f) ∈ A ≀ B; x ∈ Ua et supp(f) ⊂ Ua et Im(f) ⊂ Ub}.
on a :
|U | = |Ua||Ub|Ua et |∂A≀BU | = |Ua||∂BUb|+ |∂AUa|.
Donc,
|∂A≀BU |
|U | ≤ 2/n.
D’ou`,
FolA≀B(2n) ≤ |U |  |Ub||Ua| ≤ (FolB(n) + ǫ)FolA(n)+ǫ.
Puis en faisant tendre ǫ vers 0, on obtient :
FolA≀B(2n) ≤ (FolA(n))FolB(n).
Remarque 3.2.8. Soient A = (V (A), E(A)) et B = (V (B), E(B)) deux graphes et
soit A′ un sous graphe de A. Pour U ⊂ V (A′), on a au moins 2 manie`res de compter
le bord :
-soit ∂A′U = {(x, y) ∈ E(A′); x ∈ U et y ∈ A′ − U}, notons FolA′ la fonction de
Folner correspondante,
-ou bien ∂AU = {(x, y) ∈ E(A); x ∈ U et y ∈ A − U}, notons FolAA′ la fonction de
Folner correspondante.
Dans le premier cas, le re´sultat 3.2.1 s’applique directement et on a un ”e´quivalent ”
de FolA′≀B. Dans le deuxie`me cas, en adaptant le bord dans le produit en couronne, ie :
pour H ∈ V (A′≀B), on prend ∂A≀BH = {(x, y) ∈ E(A≀B), x ∈ H et y ∈ V (A≀B)−H},
la meˆme preuve donne alors un ”e´quivalent” de la fonction de Folner correspondante.
On a
FolA≀BA′≀B ≈ (FolB)Fol
A
A′ .
3.2.2 Cas non moyennable
Si A ou B est non moyennable, l’une des 2 fonctions de Folner est infinie a` partir
d’un certain rang et on ne peut pas raisonner comme dans la partie pre´ce´dente. On
a ne´anmoins la proprie´te´ suivante.
Proposition 3.2.9. Si A ou B est non moyennable alors, A ≀B est non moyennable.
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De´monstration.
1. Supposons A non moyennable et B quelconque. Il existe une constante C1 > 0
telle que pour tout U ⊂ V (A), on ait |∂AU |
|A|
≥ C1.
Soit Ω ⊂ V (A ≀B), et soit F = {f ; ∃a ∈ V (A) (a, f) ∈ Ω}. On a une injection
de
∪˙
f∈F
∂A p(Neud(f)) →֒ ∂A≀BΩ,
qui a (x, y) associe (x, f)(y, f)), si (x, y) ∈ ∂Ap(Neud(f)). D’ou`,
|∂A≀BΩ| ≥
∑
f∈F
|∂Ap(Neud(f))| ≥ C1
∑
f∈F
|p(Neud(f))| = C1|Ω|.
La dernie`re e´galite´ vient du fait que Ω = ∪˙
f∈F
Neud(f).
2. Supposons maintenant B non moyennable, et soit encore Ω ⊂ V (A ≀B). Il existe
C2 > 0 telle que pour tout U ⊂ V (B), |∂BU ||U | ≥ C2 Posons Px,f = {(x, g) ∈
Ω; g = f sauf e´ventuellement en x} et choisissons des ensembles A′ ⊂ V (A) et
F ′ de configurations tels que
Ω = ∪˙
(x,f)∈A′×F ′
Px,f .
Posons P˜x,f = {g(x); (x, g) ∈ Px,f}, on a une injection de
∪˙
(x,f)∈A′×F ′
∂BP˜x,f →֒ ∂A≀BV
(y1, y2) 7→
(
(x, fx,y1), (x, fx,y2)
)
,
avec (y1, y2) ∈ ∂BP˜x,f et pour tout x′ de A, fx,z(x′) = f(x′)1{x′ 6=x} + z1{x′=x}.
D’ou`,
|∂A≀BΩ| ≥
∑
(x,f)∈A′×F ′
|∂BP˜x,f | ≥ C2
∑
(x,f)∈A′×F ′
|P˜x,f | = C2|Ω|.
3.3 E´tude de E0(exp
−λ∑
z
Lα
n;z).
3.3.1 Borne supe´rieure.
3.3.1.1 Construction d’un certain graphe.
On s’inte´resse au cas ou` α ∈ [0, 1[.
Pour la borne supe´rieure, par la proprie´te´ 3.1.1, il suffit de trouver des graphes Bx
tels que
PBx0x (Y
x
s = 0) ≥ e−λs
α
,
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et tels que la fonction de Folner de ces graphes Bx soit connue (du moins une mino-
ration).
Puisque le membre de droite ne de´pend pas de x, on peut se contenter de chercher
un graphe B tel que :
-la fonction de Folner soit connue, et
- PB0 (Y
B
s = 0)  e−sα (∗).
Nous de´duirons alors par les re´sultats de la section 3.2.1 et la proprie´te´ 2.1.4 , une
ine´galite´ isope´rime´trique sur le produit en couronne Cn ≀Bx.
Evidemment pour obtenir le bon ordre de grandeur de la transforme´e de Laplace de
cette fonctionnelle (ie : la borne inf et la borne sup co¨ıncident), nous devons trouver
un graphe ou` l’ine´galite´ (∗) n’est pas trop ”mauvaise”.
Une premie`re ide´e pour obtenir (∗) est d’utiliser un groupe me´ta-abe´lian. Or un
tel groupe est a` croissance du volume soit exponentielle soit polynomiale. Dans un
groupe a` croissance exponentielle, la de´croissance des probabilite´s de retour de la
marche simple est au plus en e−n
1/3
. Donc cette ide´e ne pourra pas aboutir si α ≤ 1/3.
Et dans un groupe a` croissance polynomiale, l’estime´e (∗) sera trop ”mauv-
-aise”. Par ailleurs, on ne connaˆıt pas en ge´ne´ral, l’isope´rime´trie sur un tel groupe.
On va donc construire ”directement a` la main” un graphe qui satisfait ces conditions.
Cette ide´e est due a` A.Erschler, voir [6].
Posons σ(s) = e−s
α
, et supposons que (∗) soit tellement pre´cise que cela soit une
e´galite´. A la vue de la proprie´te´ 1.3.3, on est tente´ de prendre un graphe G (si il en
existe) tel que sa fonction de Folner FolG ve´rifie :
σ′ = − σ
8(Fol−1G (4/σ))
2
,
ie :
FolG(x) ≈ F (x) := ex
2α
1−α
.
En fait on a la proprie´te´ suivante :
Proposition 3.3.1. Soit α ∈ [0; 1[ et soit F := ex
2α
1−α
, il existe un graphe DF =
(V (DF ), E(DF )) a` ge´ome´trie borne´e tel que :
(i) FolDF ≈ F ,
(ii) il existe un point d0 ∈ V (DF ) tel que pour tout n, pDFn (d0, d0)  σ(n),
ou` pDFn ( , ) de´signent les transitions de la marche Y sur V (DF ) (Y est de´finie a` la
partie 3.1), Y saute uniforme´ment sur l’ensemble des points constitue´s, des voisins
et du point ou` elle se trouve.
Remarque 3.3.2. En fait, on a meˆme pDFn (d0, d0) ≈ σ(n).
La construction du graphe DF propose´e ici, est un prolongement des ide´es de la
section 3.2.1, et a e´te´ mis en annexe.
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3.3.1.2 Utilisation du graphe DF .
Dans cette sous section, on obtient une ine´galite´ isope´rime´trique sur le graphe
constitue´ des points de Cgn ≀ DF et tel que les areˆtes soient adapte´es a` la marche Z.
Prenons pour tout x ∈ C, Bx = DF et conside´rons les graphes :
Cgn ≀DF et(3.13)
Cgn ≀ ≀DF .(3.14)
On proce`de alors en 3 e´tapes :
1. Par la proprie´te´ 3.2.1, et par la remarque 3.2.8 on a :
FolC
g≀DF
Cgn≀DF
(k) ≈ (FolDF (k))
FolC
g
C
g
n
(k)
.
On rappelle que
FolC
g
Cgn
(k) = min{|A|; |∂CgA||A| ≤
1
k
},
avec ∂CgA = {(x, y) ∈ Ed; ω(x, y) = 1 et x ∈ A, y ∈ C −A}.
2. Par la proprie´te´ 2.4.1, on de´duit alors :
pour tout γ > 0, il existe β > 0 tel que pour tout c > 0, Q p.s pour n assez
grand, on ait :
FolC
g≀DF
Cgn≀DF
(k) 
{
F (k)k if k < cnγ,
(F (k)βk
d
if k ≥ cnγ .(3.15)
3. On veut transmettre (3.15 ) a` FolC
g≀≀DF
Cgn≀≀DF
. Pour cela, conside´rons :
Wn = Cgn ≀DF ,(3.16)
et
W ′n = Cgn ≀ ≀DF ,(3.17)
ou` Cgn est de´fini a` la section 2.4 et ou` on rappelle que
E(Wn) = E(Cgn ≀DF ) ∪ {(x, δ); x ∈ V (Cgn ≀DF ) et ∃y ∈ V (W ) (x, y) ∈ E(W )},
et
E(W ′n) = E(C
g
n≀≀DF ))∪{(x, δ); x ∈ V (Cgn ≀≀DF ) et ∃y ∈ V (W ) (x, y) ∈ E(W ′)}.
Soient d et d′ les distances respectives surW etW ′, induites par les areˆtes de ces
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graphes. Wn et W
′
n sont quasi isome´triques avec des constantes inde´pendantes
de n. Avec les notations de la de´finition 3.7 dans [18], on a A = 3 et B = 0.
Conside´rons en effet :
id : (V (Wn), d)→ (V (W ′n), d).
On a pour tout x, y ∈ V (Wn) = V (W ′n),
1
3
d(x, y) ≤ d′(x, y) ≤ 3d(x, y).
Ainsi par exemple, les formes de Dirichlet E et E ′ correspondantes aux marches
simples sur Wn et W
′
n se comparent. Il existe c1, c2 > 0 tels que pour tout
f : V (Wn)→ R, on ait :
c1E(f, f) ≤ E ′(f, f) ≤ c2E(f, f),
avec
E(f) =
∑
(x,y)∈E(Wn)
(f(x)− f(y))2,
et
E ′(f) =
∑
(x,y)∈E(W ′n)
(f(x)− f(y))2.
Soit alors U ⊂ V (Cgn ≀ ≀DF ), en prenant f = 1U , on obtient :
c1|∂WU | ≤ |∂W ′U | ≤ c2|∂WU |.
Ainsi on a bien (3.15) qui se transmet a` FolC
g≀≀DF
Cgn≀≀DF
en comptant le bord relativement
au graphe W ′ et on a donc :
Proposition 3.3.3. Pour tout γ > 0, il existe β > 0 tel que pour tout c > 0, Q p.s
sur l’ensemble |C| = +∞ pour n assez grand, on ait :
FolC
g≀≀DF
Cgn≀≀DF
(k) 
{
F (k)k si k < cnγ ,
(F (k)βk
d
si k ≥ cnγ .(3.18)
3.3.1.3 Conclusion.
Cette minoration de la fonction de Folner, nous donne une borne supe´rieure de
P˜ωo (Z2n = o). Soit τn = inf{s ≥ 0 ; Zs 6∈ V (Cgn ≀ ≀DF )} .
On a,
P˜ωo (Z2n = o) = P˜
ω
o (Z2n = o et τn ≤ n) + P˜ωo (Z2n = o et τn > n).
Le premier terme est nul, puisque la marche ne peut pas sortir de la boite V (Cgn ≀ ≀DF )
avant le temps n.
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Quant au deuxie`me terme, graˆce a` notre manie`re de compter le bord, (voir le dernier
exemple dans la section 1.3), on peut le majorer. Posons :
H(k) =
{
F (k)k if k < cnγ ,
(F (k)βk
d
if k ≥ cnγ .(3.19)
- H est croissante et on peut de´finir un inverse par H−1(y) = inf{x;H(x) ≥ y}.
- Par ailleurs, a` l’aide de 3.18,
FolC
g≀≀DF
Cgn≀≀DF
 H.
- C et DF sont a` valence borne´e donc d’apre`s les formes de m˜ et de a˜ (voir (3.5) et
(3.4)) on a : inf
V (W ′)
m˜ ≥ 1
2d
> 0 et inf
E(W ′)
a˜ > 0.
Ainsi, (voir section 1.3) il existe des constantes c1, c2 et c3 > 0 telles que
P˜ωo (Z2n = o et τn > n)  u(n)
ou` u est solution d’une e´quation diffe´rentielle de la forme :{
u′ = − u
c2(H−1(c3/u))2
,
u(0) = c1.
En remplac¸ant F (k) par eck
2α
1−α
dans H, l’expression de H−1 est de la forme :
H−1(y) =


c(ln(y))
1−α
1+α si 1 ≤ y < ecn
γ(1+α)
1−α
,
cnγ si ecn
γ(1+α)
1−α ≤ y < ecn
γ(d+α(2−d))
1−α
,
c(ln(y))
1−α
d+α(2−d) si ecn
γ(d+α(2−d))
1−α ≤ y.
(3.20)
On peut alors re´soudre l’e´quation diffe´rentielle dans les divers cas, et on obtient :
u(t) =


ce−ct
1+α
3−α
si t ≤ cn γ(3−α)1−α ,
cecn
γ 1+α1−α
e−ct/n
2γ
si cn
γ(3−α)
1−α < t ≤ cn γ(d+2−dα)1−α + n γ(3−α)1−α ,
ce−(ct−c
′n
γ(d+2−dα)
1−α −cn
γ(3−α)
1−α )
d+α(2−d)
2+d−dα
si cn
γ(d+2−dα)
1−α + n
γ(3−α)
1−α ≤ t.
(Chaque c de´signe une constante diffe´rente.)
Choisissons maintenant γ tel que 0 < γ < min( 1−α
d+2−dα
, 1−α
3−α
), on a alors :
il existe c = c(p, d, α, λ) > 0 tel que
u(2n) ≤ e−cnη ,
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avec η = d+α(2−d)
2+d(1−α)
.
Donc Q p.s sur l’ensemble |C| = +∞, et pour n plus grand qu’une certaine valeur qui
de´pend de l’amas ω,
P˜ωo (Z2n = o)  e−n
η
.
On de´duit imme´diatement par la proprie´te´ 3.1.1, que Q p.s sur l’ensemble |C| = +∞,
et pour n assez grand,
Eω0 (
∏
x;Lx;2n>0
P
DF
d0
(Y DFLx;2n = d0) 1{X2n=0})  e−n
η
.(3.21)
Par le choix du graphe DF , il existe C1, C2 > 0 tel que pour tout n ≥ 1 :
P
DF
d0
(Y DFn = d0) ≥ C1e−(C2n)
α
,(3.22)
≥ e−λ0nα ,(3.23)
pour un certain λ0 > 0, assez grand.
De (3.21) et (3.23), on obtient qu’il existe λ0 > 0 tel que Q p.s sur l’ensemble
|C| = +∞, et pour n assez grand,
Eω0 (e
−λ0
∑
x;Lx;2n>0
Lαx;2n
1{X2n=0})  e−n
η
.(3.24)
Pour conclure, et pour montrer la borne supe´rieure de la deuxie`me partie du the´ore`me
1.5.4, il ne reste plus qu’a` prouver que l’on peut supprimer l’indicatrice dans l’ine´galite´
pre´ce´dente et que l’on peut e´tendre (3.24) a` tout λ > 0. On proce´de en trois e´tapes.
1. On remarque d’abord qu’il suffit de prouver (1.7) pour une seule valeur de λ. En
effet, soit λ > 0 et supposons que pour λ = λ0, on ait :
Eω0 (e
−λ0
∑
x;Lx;n>0
Lαx;n
)  e−nη .(3.25)
-Si λ ≥ λ0, (3.25) est vraie en remplac¸ant λ0 par λ, par simple de´croissance.
-Si λ < λ0, on e´crit
Eω0 [e
−λ
∑
x;Lx;n>0
Lαx;n
] = Eω0 [(e
−λ0
∑
x;Lx;n>0
Lαx;n
)
λ
λ0 ]
≤ (Eω0 [e
−λ0
∑
x;Lx;n>0
Lαx;n
])
λ
λ0
(Ine´galite´ de Jensen a` la fonction concave x→ x λλ0 .)
 e−nη .
2. Pour retirer l’indicatrice, on utilise le lemme suivant :
Lemme 3.3.4. Pour tout m ≥ 0, on a :
Pω0 (
∑
x
Lαx;n = m)
2 ≤ 2d(2m+ 1)d Pω0 (
∑
x
Lαx;2n ≤ 2m et X2n = 0).
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De´monstration.
[Pω0 (
∑
x
Lαx;n = m)]
2 =
( ∑
h∈Bm(C)
Pω0 (
∑
x
Lαx;n = m;Xn = h)
)2
=
( ∑
h∈Bm(C)
√
ν(h)× 1/
√
ν(h)×
Pω0 (
∑
x
Lαx;n = m;Xn = h)
)2
≤ ν(Bm(C))
∑
h∈Bm(C)
(1/ν(h))Pω0 (
∑
x
Lαx;n = m;Xn = h)
2
(par l’ine´galite´ de Cauchy-Schwarz)
≤ 2d(2m+ 1)d
∑
h∈Bm(C)
Pω0 (
∑
x
Lαx;n = m;Xn = h)×
Pωh(
∑
x
Lαx;n = m;Xn = 0)(1/ν(0))
(par re´versibilite´)
≤ 2d(2m+ 1)d
∑
h∈Bm(C)
Pω0 (
∑
x
Lαx;n = m;Xn = h)×
Pω0 (
∑
x
Lαx;[n;2n] = m;Xn = h;X2n = 0)
(ou` Lx;[n;2n] = #{i ∈ [n; 2n]; Xi = x})
≤ 2d(2m+ 1)d Pω0 (
∑
x
Lαx;2n ≤ 2m;X2n = 0).
car {∑x Lαx;n = m et ∑x Lαx;[n;2n] = m} ⊂ {∑x Lαx;2n ≤ 2m}, puisque pour α ∈
[0, 1[, on a :
Lαx;2n ≤ (Lx;n + Lx;[n;2n])α ≤ Lαx;n + Lαx;[n;2n].
On e´crit alors,
Eω0 (e
−λ0
∑
x L
α
x;2n1{X2n=0}) =
∑
m≥1
e−λ0m Pω0 (
∑
x
Lαx;2n = m;X2n = 0)
= (1− e−λ0)
∑
m≥1
e−λ0m Pω0 (
∑
x
Lαx;2n ≤ m;X2n = 0).
Car {∑x Lαx;2n = m} = {∑x Lαx;2n ≤ m} − {∑x Lαx;2n ≤ m− 1}. Puis,
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Eω0 (e
−λ0
∑
x
Lαx;2n1{X2n=0}) ≥ (1− e−λ0)
∑
m≥1
e−2λ0mPω0 (
∑
x
Lαx;2n ≤ 2m;X2n = 0)
( on ne somme que les m pairs )
≥ (1− e−λ0)
∑
m≥1
1
2d(2m+ 1)d
e−2λ0m [Pω0 (
∑
x
Lαx;n = m)]
2
(par le lemme 3.3.4)
≥
∑
m≥1
e−λ1m[Pω0 (
∑
x
Lαx;n = m)]
2
(pour une certaine valeur de λ1 > 2λ0 )
≥
(∑
m≥1
e−λ1m
)−1
×
(∑
m≥1
e−mλ1 Pω0 (
∑
x
Lαx;n = m)
)
(par l’ine´galite´ de Cauchy-Schwarz)
≥ c0 Eω0 [e−λ1
∑
x L
α
x;n].
3. On peut alors conclure. Par l’inegalite´ pre´ce´dente et par (3.24), il existe un λ1 tel
que :
Eω0 [e
−λ1
∑
x L
α
x;n]  e−nη .
puis par l’e´tape 1, on peut e´tendre cette ine´galite´ a` tous λ1 .
Finalement, on a prouve´ :
Proposition 3.3.5. Q p.s sur |C| = +∞ pour n assez grand, et pour tout λ > 0 et
pour tout α ∈ [0, 1[,
Eω0 (e
−λ
∑
x;Lx;n>0
Lαx;n
)  e−nη ,
ou` η = d+α(2−d)
2+d(1−α)
.
Remarque 3.3.6.
1) Si α = 0, on retrouve la transforme´e de Laplace du nombre de points visite´s par
la marche simple sur un amas infini, car
∑
x;Lx;n>0
1 = Nn. De plus le majorant est du
bon ordre (voir chapitre 2).
2) Pour α = 1, l’ine´galite´ est e´galement ve´rifie´e puisque
∑
x;Lx;n>0
Lx;n = n et η = 1
lorsque α = 1.
3.3.2 Borne infe´rieure.
Proce´dons en quatre e´tapes
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1. Utilisant la concavite´ de la fonction x 7→ xα lorsque α ∈ [0, 1], on a :
∑
x;Lx;n>0
Lαx;n ≤ Nn(
∑
x;Lx;n>0
Lx;n
Nn
)α
= N1−αn n
α.
D’ou`,
E0(e
−λ
∑
x;Lx;n>0
Lαx;n
) ≥ E0(e−λnαN1−αn )
≥ P0( sup
0≤i≤n
D(0, Xi) ≤ m)e−λV (m)1−αnα .
ou` V (m) = |Bm(C)| de´signe le volume de la boule centre´e a` l’origine de C et de
rayon m.
2. Par la proprie´te´ 2.5.2, on a :
P0( sup
0≤i≤n
D(0, Xi) ≤ m) ≥ e−c(m+
n
m2
)(3.26)
3. Par le lemme 2.5.3, il existe c > 0 tel que Q p.s sur |C| = +∞ et pour n assez
grand,
V (m) ≥ cmd.
4. D’ou`, on de´duit, il existe C > 0 tel que Q p.s sur |C| = +∞ et pour n assez grand,
E0(e
−λ
∑
x;Lx;n>0
Lαx;n
) ≥ e−C(m+ nm2+λnαmd(1−α))
Prenons, m = n
1−α
2+d(1−α) , nous obtenons ainsi :
E0(e
−λ
∑
x;Lx;n>0
Lαx;n
1{Xn=0}) ≥ e−cn
η
,
avec η = d+α(2−d)
d(1−α)+2
et pour tout α ∈ [0, 1].
On a donc prouve´ :
Proposition 3.3.7. pour tout α ∈ [0, 1], Q p.s sur |C| = +∞ et pour n assez grand,
E0(e
−λ
∑
x;Lx;n>0
Lαx;n
)  e−cnη ,
avec η = d+α(2−d)
d(1−α)+2
.
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3.4.1 Borne supe´rieure.
Par la section 3.1, on cherche donc des graphes Bx de fonctions de Folner connues
tels que la marche Y xsur Bx qui saute uniforme´ment sur les voisins et la position du
marcheur, ve´rifie :
PBx0x (Y
x
s = 0x) ≥
1
sα
.
Or dans les graphes Bx, on a toujours l’ine´galite´ isope´rime´trique suivante : pour toute
partie finie U de V (Bx), |∂BxU | ≥ 1. Ainsi, (voir le premier exemple de la section
1.3.2) on a PBx0x (Y
x
s = 0x) ≤ c/n1/2. De ce fait, on suppose dans cette section α > 1/2.
On pense alors a` prendre un certain Zr avec r ≤ 2α pour les graphes Bx. En fait, on
peut se contenter de prendre pour tout x ∈ C, Bx = Z. (On obtient en effet, la meˆme
borne avec Zr.)
Sur le graphe (Z, E(Z)) (ou` (a, b) ∈ E(Z)⇒ |a− b| = 1) on a :
FolZ(k) = 2k,
et on conside`re la marche Y Z dont les sauts sont sche´matise´s par :
n−1 n n+1
1/3
1/3
1/3
et on note PZ sa loi.
Soient W,W ′,Wn et W
′
n les graphes de´finis respectivement par (3.2) (3.6) (3.16)
et (3.17) en prenant DF = (Z, E(Z)). A l’aide de la proprie´te´ 2.4.1 et de 3.2.1, on
de´duit,
pour tout γ > 0, il existe c, β > 0 tels que Q p.s sur |C| = +∞ on ait :
FolC
g≀DF
Cgn≀DF
(k) 
{
kk if k < cnγ,
kβk
d
if k ≥ cnγ .(3.27)
De la meˆme manie`re que dans la section 3.3.1.2, on transmet (3.27) a` FolC
g≀≀DF
Cgn≀≀DF
par quasi isome´trie entre les graphes Wn et W
′
n. On obtient ainsi :
pour tout γ > 0, il existe β > 0 tel que pour tout c > 0, Q p.s sur |C| = +∞ on ait :
FolC
g≀≀DF
Cgn≀≀DF
(k) 
{
kk if k < cnγ,
kβk
d
if k ≥ cnγ .(3.28)
Toujours en vue de majorer P˜ωo (Z2n = o), posons :
κn = inf{s ≥ 0; Zs 6∈ V (Cgn ≀ ≀DF )}.
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On a encore P˜ωo (Z2n = o) = P˜
ω
o (Z2n = o et κn > n) et de nouveau cette probabilite´ se
majore a` l’aide de l’isope´rime´trie (3.28).
L’ine´galite´ (3.28) implique en particulier :
∀k ≥ 0 FolCg≀≀DF
Cgn≀≀DF
(k)  JN(k) =
{
1 si k < cnγ,
Nβd
′kd si k ≥ cnγ ,(3.29)
ou` N ≤ cnγ .
JN est croissante et on peut calculer J −1N :
J −1N = inf{x; JN(x) ≥ y}
=

 cn
γ si 1 ≤ y < N cndγ ,
c
(
ln(y)
ln(N)
)1/d
si N cn
dγ ≤ y.
Remarque 3.4.1. Soit
J (k) =
{
kk if k < cnγ ,
kβk
d
if k ≥ cnγ.(3.30)
L’ine´galite´ (3.28) s’e´crit FolC
g≀≀DF
Cgn≀≀DF
(k)  J (k). J est croissante mais la forme de J ne
permet pas d’exhiber un inverse, c’est la raison pour laquelle on minore FolC
g ≀≀DF
Cgn≀≀DF
(k)
par JN plutoˆt que par J .
- C et Z sont a` valence borne´e donc on a toujours : inf
V (W ′)
m˜ ≥ 1
2d
> 0 et inf
E(W ′)
a˜ > 0.
Ainsi, (voir section 1.3) il existe des constantes c1, c2 et c3 > 0 telles que
P˜ωo (Z2n = o et κn > n)  u(n)
ou` u est solution d’une e´quation diffe´rentielle de la forme :{
u′ = − u
c2(J
−1
N (c3/u))
2 ,
u(0) = c1.
La re´solution de cette e´quation diffe´rentielle donne :
u(t) =
{
e−ct/n
2γ
si t ≤ t0 := cnγ(d+2) ln(N),
e−( c(ln(N)
2/d(t−t0)+ln(1/u(t0))
d+2
d )
d
d+2
si t > t0.
Choisissons γ < 1
d+2
et prenons N = cnγ . On obtient en t = n :
Q p.s sur |C| = +∞ et pour n assez grand,
P˜ωo (Z2n = o)  e−n
d
d+2 ln(n)
2
d+2
.
A l’aide de la proprie´te´ (3.1.1), on de´duit alors :
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Proposition 3.4.2. Il existe une constante C > 0 telle que Q p.s sur |C| = +∞ et
pour n assez grand,
Eω0 (
∏
x;Lx;2n>0
PZ0 (Y
Z
Lx;2n
= 0) 1{X2n=0}) ≤ e−Cn
d
d+2 ln(n)
2
d+2
.(3.31)
Or, pour la marche Y Z de´crite au de´but de cette section, on sait qu’il existe c0 > 0
tel que pour n grand, PZ0 (Y
Z
n = 0) ∼ c0n1/2 .
En particulier,
∃c1 > 0 ∀n ≥ 1 PZ0 (Y Zn = 0) ≥
c1
nα
,(3.32)
avec c1 ≤ 1, car cette ine´galite´ est valide pour tout n ≥ 1. On peut meˆme trouver
A > 0 et c2 > 0 tels que
∀n ≥ 1 PZ0 (Y Zn = 0) ≥
{
1
nα
si n ≥ A,
c2
nα
si n < A,
(3.33)
et ne´cessairement c2 ≤ 1. Si l’on applique alors directement cette dernie`re mino-
ration (3.33) aux temps Lx;2n dans (3.31), il apparaˆıt un facteur c
#{x; 0<Lx;2n<A}
2
supple´mentaire que l’on ne controˆle pas. Pour cela posons :
Nn,2 = #{x; Lx;n ≥ 2},
qui est le nombre de points visite´s par la marche au moins deux fois. Et pour ε1, ε2 > 0,
conside´rons alors les e´ve´nements suivants :
A1 = {N2n ≤ ε1 n dd+2 ln(n) 2d+2},
A2 = {N2n ≥ ε1 n dd+2 ln(n) 2d+2 et N2n,2 ≤ ε2 n dd+2 ln(n) 2d+2},
A3 = {N2n ≥ ε1 n dd+2 ln(n) 2d+2 et N2n,2 ≥ ε2 n dd+2 ln(n) 2d+2}.
On a
Eω0 (
∏
x; Lx;2n>0
L−αx;2n 1{X2n=0}) = E
ω
0 (
∏
x; Lx;2n>0
L−αx;2n 1{X2n=0} 1A1)(3.34)
+ Eω0 (
∏
x; Lx;2n>0
L−αx;2n 1{X2n=0} 1A2)
+ Eω0 (
∏
x; Lx;2n>0
L−αx;2n 1{X2n=0} 1A3).
Traitons chacun des 3 termes.
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1. Pour le terme correspondant a` A1, on e´crit :
Eω0 (
∏
x; Lx;2n>0
L−αx;2n 1{X2n=0} 1A1) = E
ω
0 (
∏
x; Lx;2n>0
c1
Lαx;2n
×
∏
x; Lx;2n>0
1
c1
× 1{X2n=0} 1A1)
≤ Eω0 (
∏
x;Lx;2n>0
PZ0 (Y
Z
Lx;2n
= 0)× ( 1
c1
)N2n
×1{X2n=0} 1A1)
(par 3.32)
≤ Eω0 (
∏
x;Lx;2n>0
PZ0 (Y
Z
Lx;2n
= 0)1{X2n=0})
×( 1
c1
)ε1 n
d
d+2 ln(n)
2
d+2
≤ e−(C+ε1 ln(c1))n
d
d+2 ln(n)
2
d+2
.
(par la proprie´te´ 3.4.2)
Puis, en choisissant ε1 assez petit ( on a ln(c1) ≤ 0), on de´duit l’existence d’une
constante C1 > 0 telle que Q p.s sur |C| = +∞, on ait
Eω0 (
∏
x; Lx;2n>0
L−αx;2n 1{X2n=0} 1A1) ≤ e−C1n
d
d+2 ln(n)
2
d+2
.(3.35)
2. Pour le deuxie`me terme, on remarque que le produit intervenant dans ce terme
est majore´ par (1/2)ε2n
d
d+2 ln(n)
2
d+2
sur l’e´ve´nement A2. Ainsi il existe une constante
C2 > 0 telle que,
Eω0 (
∏
x; Lx;2n>0
L−αx;2n 1{X2n=0} 1A2) ≤ e−C2n
d
d+2 ln(n)
2
d+2
.(3.36)
3. Pour le dernier terme, on utilise le lemme suivant :
Lemme 3.4.3. Il existe un ε′ > 0 tel que pour tout ε > 0, il existe une constante
C3 > 0 telle que, pour tout n,N ≥ 0,
Pω0 (Nn ≥ εN et Nn,2 ≤ ε′N) ≤ e−C3N .(3.37)
De´monstration.
• Soit τ0 = 0 et pour k ≥ 1 posons,
τk = min{s ≥ τk−1; Xs 6∈ {X0, X1, ..., Xs−1} }.
Les τk repre´sentent les instants de visite des points nouveaux de la marche X.
Conside´rons alors, les variables ǫk de´finies par :
ǫk =
{
1 si Xτk = Xτk+2,
0 sinon.
(3.38)
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Ces variables s’interpre`tent ainsi, ǫk vaut 1 uniquement lorsque le point nou-
veau Xτk est imme´diatement revisite´ apre`s un aller-retour. Les ǫk ne sont pas
inde´pendants mais suivent tous des lois de Bernouilli de parame`tres diffe´rents.
Par ailleurs, ces parame`tres sont uniforme´ment minore´s par une constante δ > 0,
car le graphe Cg est a` valence borne´e.
• Conside´rons les tribus,
Gm = σ(Xj; 0 ≤ j ≤ m),
Fm = σ(Xj ; 0 ≤ j ≤ τm).
Les ǫk sont G2+τk mesurables donc en particulier Fk+2 mesurables. Pour tout
λ > 0 et tout L > 0, on peut e´crire,
Eω0 (e
−λ
∑L
k=1 ǫk) = Eω0 (e
−λ
∑L−2
k=1 ǫk Eω0 (e
−λ(ǫL−1+ǫL)|FL) )
≤ Eω0 (e−λ
∑L−2
k=1 ǫk Eω0 (e
−λǫL|FL) ).(3.39)
• Inte´ressons nous au terme Eω0 (e−λǫL |FL), on a :
Eω0 (e
−λǫL|FL) = e−λPω0 (ǫL = 1|FL) + Pω0 (ǫL = 0|FL)
= 1 + (e−λ − 1)Pω0 (ǫL = 1|FL).(3.40)
Minorons Pω0 (ǫL = 1|FL). On a successivement :
Pω0 (ǫL = 1|FL) = Pω0 (ǫL = 1|XτL)
(proprie´te´ de Markov)
=
∑
x; Pω0 (XτL=x)>0
1{XτL=x} P
ω
0 (ǫL = 1|XτL = x)
≥ δ2.(3.41)
La dernie`re ine´galite´ provient du fait que le graphe Cg soit a` valence borne´e,
donc en tout point x la probabilite´ de faire un aller-retour est minore´e par δ2
(avec δ ≥ 1/2d).
• D’ou`, on tire de (3.40) et (3.41) que,
Eω0 (e
−λǫL|FL) ≤ 1 + (e−λ − 1)δ2.
Et l’on de´duit imme´diatement, en ite´rant (3.39), que
Eω0 (e
−λ
∑L
k=1 ǫk) ≤ (1 + (e−λ − 1)δ2)⌊L/2⌋,(3.42)
ou` ⌊a⌋ de´signe la partie entie`re de a. En posant aλ = − ln(1 + (e−λ − 1)δ2) > 0,
par Bien-ayme´, on de´duit,
Pω0 (
L∑
k=1
ǫk ≤ ε′L) ≤ eε′λL−aλ⌊L/2⌋.
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En utilisant que pour L ≥ 2, L ≤ 3⌊L/2⌋ , on obtient :
Pω0 (
L∑
k=1
ǫk ≤ ε′L) ≤ e−⌊L/2⌋(aλ−3λε′).
Remarquons que cette dernie`re ine´galite´ reste valide pour L = 1.
Fixons nous un λ > 0, (par exemple λ = 1), on peut alors choisir un ε′ assez
petit, de sorte que aλ − 3ε′ > 0. On de´duit l’existence d’une constantes b telle
que :
Pω0 (
L∑
k=1
ǫk ≤ ε′L) ≤ e−bL.(3.43)
• Maintenant, il suffit de remarquer que
{Nn ≥ εN et Nn,2 ≤ ε′N} ⊂ {
εN∑
k=1
ǫk ≤ ε′N}.
En effet, d’abord si Nn ≥ εN , cela signifie qu’il y a eu au moins εN points
nouveaux, puis par ailleurs, si il y a moins de ε′N points visite´s plus de 2 fois,
alors il y en a moins de ε′N qui sont revisite´s imme´diatement apre`s leur premie`re
visite. Finalement, on a bien :
Pω0 (Nn ≥ εN et Nn,2 ≤ ε′N) ≤ e−εbN .
Majorons alors le terme correspondant a` A3. Le produit e´tant majore´e par 1, on
peut e´crire :
Eω0 (
∏
x; Lx;2n>0
L−αx;2n 1{X2n=0} 1A3) ≤ P0(A3)
Soit ε1 assez petit re´alisant le point 1, le lemme 3.4.3 avec ε = ε1 nous donne
l’existence d’un ε′ ve´rifiant (3.37). On prend alors ε2 = ε
′ et on de´duit qu’il existe
une constante C3 > 0 telle que,
Pω0 (A3) ≤ e−C3n
d
d+2 ln(n)
2
d+2
.
D’ou`,
Eω0 (
∏
x; Lx;2n>0
L−αx;2n 1{X2n=0} 1A3) ≤ e−C3n
d
d+2 ln(n)
2
d+2
.(3.44)
Finalement, on de´duit de (3.35) (3.36) et (3.44), la proprie´te´ suivante.
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Proposition 3.4.4. Q p.s sur |C| = +∞ et pour n assez grand, pour tout α > 1/2,
Eω0 (
∏
x;Lx;2n>0
1
Lαx;2n
1{X2n=0})  e−n
d
d+2 ln(n)
2
d+2
.
Pour prouver la borne supe´rieure dans la relation (1.6) du the´ore`me 1.5.4, on
”le´ve” l’indicatrice 1{X2n=0} en utilisant la meˆme de´marche qu’a` la section 3.3. On
prouve :
Lemme 3.4.5. Pour tout m ≥ 0, on a :
Pω0 (
∑
x
ln(Lx;n) = m)
2 ≤ 2d(2m+ 1)d Pω0 (
∑
x
ln(Lx;2n) ≤ 2m et X2n = 0).
La preuve est analogue au lemme 3.3.4. On utilise en particulier :
ln(Lx;2n) ≤ ln(Lx;n + Lx;[n;2n]) ≤ ln(Lx;n) + ln(Lx;[n;2n]).
Puis
Eω0 (
∏
x
L−αx;2n1{X2n=0}) = E
ω
0 (e
−α
∑
x ln(Lx;2n)1{X2n=0})
=
∑
m≥1
e−αm Pω0 (
∑
x
ln(Lx;2n) = m;X2n = 0)
= (1− e−α)
∑
m≥1
e−αm Pω0 (
∑
x
ln(Lx;2n) ≤ m;X2n = 0).
≥ (1− e−α)
∑
m≥1
e−2αmPω0 (
∑
x
ln(Lx;2n) ≤ 2m;X2n = 0)
≥ (1− e−α)
∑
m≥1
1
2d(2m+ 1)d
e−2αm [Pω0 (
∑
x
ln(Lx;n) = m)]
2
(par le lemme 3.4.5)
≥
∑
m≥1
e−α1m[Pω0 (
∑
x
ln(Lx;n) = m)]
2
(pour une certaine valeur de α1 > 2α )
≥
(∑
m≥1
e−α1m
)−1
×
(∑
m≥1
e−α1m Pω0 (
∑
x
ln(Lx;n) = m)
)
(par l’ine´galite´ de Cauchy-Schwarz)
≥ c Eω0 [e−α1
∑
x ln(Lx;n)]
= cEω0 (
∏
x
L−α1x;n ).
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On obtient ainsi par cette dernie`re ine´galite´ et la proprie´te´ 3.4.4, la borne supe´rieure
attendue pour une certaine valeur α1 :
Eω0 (
∏
x
L−α1x;n )  e−n
d
d+2 ln(n)
2
d+2
.(3.45)
A partir de cette ine´galite´ en α1, on e´tend cette relation a` tout α > 1/2. Soit α > 1/2.
-Si α ≥ α1, (3.45) est vraie en remplac¸ant α1 par α, par simple de´croissance.
-Si α < α1, on e´crit
Eω0 [e
−α
∑
x;Lx;n>0
ln(Lx;n)
] = Eω0 [(e
−α1
∑
x;Lx;n>0
ln(Lx;n)
)
α
α1 ]
≤ (Eω0 [e
−α1
∑
x;Lx;n>0
ln(Lx;n)
])
α
α1
(Ine´galite´ de Jensen a` la fonction concave x→ x αα1 .)
 e−nη .
Ce qui prouve :
Proposition 3.4.6. Q p.s sur |C| = +∞ et pour n assez grand, pour tout α > 1/2,
Eω0 (
∏
x;Lx;n>0
1
Lαx;n
)  e−n
d
d+2 ln(n)
2
d+2
.
3.4.2 Borne infe´rieure.
Par concavite´ de la fonction ln, on a :
∏
z;Lz;n>0
L−αz;n = e
−αNn
∑
z;Lz;n>0
1
Nn
ln(Lz;n)
≥ e
−αNnln(
∑
z;Lz;n>0
Lz;n
Nn
)
= e−αNnln(
n
Nn
).
Sur l’e´ve´nement { sup
0≤i≤n
D(0, Xi) ≤ m}, on a :
Nn ≤ |Bm(C)| ≤ c md,
et
n
Nn
≥ n
cmd
.
La fonction x 7→ ln(x)
x
e´tant de´croissante sur [e,+∞], si l’on choisit m tel que
n
cmd
≥ e,(3.46)
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on peut alors e´crire :
E0(
∏
x;Lx;n>0
L−αx;n ) ≥ e−αcm
dln( n
cmd
)
P0( sup
0≤i≤n
|Xi| ≤ m).
Puis en utilisant (3.26), on de´duit :
E0(
∏
x;Lx;n>0
L−αx;n ) ≥ e−αcm
dln( n
cmd
)e−c(m+
n
m2
).
Prenons m = ( n
ln(n)
)
1
d+2 , l’ine´galite´ (3.46) est bien satisfaite pour n assez grand.
On obtient, finalement pour n assez grand,
E0(
∏
x;Lx;n>0
L−αx;n)  e−n
d
d+2 ln(n)
2
d+2
.
D’ou`,
Proposition 3.4.7. Pour tout α > 1/2, Q p.s sur |C| = +∞ et pour n assez grand,
E0(
∏
x;Lx;n>0
L−αx;n )  e−n
d
d+2 ln(n)
2
d+2
.
Remarque 3.4.8. On a utilise´ uniquement le fait que α ≥ 0, donc cette borne
infe´rieure est valable pour tout α ≥ 0.
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Chapitre 4
Annexe
4.1 Preuve de la proprie´te´ 3.3.1
Pour α ∈ [0, 1[, on pose σ(s) = e−sα et F (x) = ex
2α
1−α
.
On prouve ici :
Proprie´te´ : Il existe un graphe DF = (V (DF ), E(DF )) a` ge´ome´trie borne´e tel que :
(i) FolDF ≈ F ,
(ii) il existe un point d0 ∈ V (DF ) tel que pour tout n, pDFn (d0, d0)  σ(n),
ou` pDFn ( , ) de´signent les transitions de la marche Y sur V (DF ) (Y est de´finie a` la
partie 3.1), Y saute uniforme´ment sur l’ensemble des points, constitue´ des voisins et
du point ou` elle se trouve.
Expliquons la de´marche propose´e pour obtenir un tel graphe DF . Conside´rons le
produit en couronne de Z avec des fibres identiques et finies, par exemple le graphe
de Cayley de Z
2Z
. Par la proprie´te´ 3.2.1, on a imme´diatement que la fonction de Folner
de ce graphe est en en. Sous re´serve que la probabilite´ de retour a` l’origine dans ce
graphe satisfasse la condition (ii), ce graphe re´pond a` la question dans le cas 2α
1−α
= 1,
c’est a` dire lorsque α = 1/3. Lorsque α 6= 1/3, par la preuve de la proprie´te´ 3.2.1, on
peut penser a` obtenir un graphe de fonction de Folner F en conside´rant le produit en
couronne de Z avec des fibres de cardinaux variables.
• Si α ≥ 1/3, la probabilite´ de retour dans le graphe DF doit eˆtre en e−nα , donc
plus petite que celle dans le graphe Z≀ Z
2Z
en e−n
1/3
. Ainsi pour contraindre la marche a`
revenir ”moins souvent” a` l’origine, une ide´e est d’augmenter le cardinal des fibres afin
que la marche ait tendance a` plus s’e´chapper. Au plus α est grand, au plus le cardinal
des fibres devra eˆtre grand. Par ailleurs, en supposant que les ensembles de Folner
sont du type : Ωn = {(a, f); a ∈ [−n;n] et supp(f) ⊂ [−n;n]}, si l’on prend au point
n une fibre de cardinal F (|n|+1)
F (|n|)
, on obtient |Ωn| = 2n(
∏
−n≤j≤n
F (|j|+1)
F (|j|)
) ≈ F 2(n) ≈ F (n).
Mais pour obtenir une minoration du volume d’un certain ensemble de configurations
satisfaisables, telle que dans le lemme 3.2.6, les cardinaux des fibres doivent croˆıtre
lorsqu’on s’e´carte de l’origine. Et par la forme de F , cette ide´e ne pourra aboutir que
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lorsque α ≥ 1/3.
Remarquons e´galement que de`s que α ≥ 1 la condition (ii) est automatiquement sa-
tisfaite (dans un graphe a` valence borne´e).
• Si α ≤ 1/3, la probabilite´ de retour dans le graphe DF doit eˆtre en e−nα, donc
plus grande que celle dans le graphe Z ≀ Z
2Z
en e−n
1/3
. Rajouter certains liens (certaines
areˆtes) dans le graphe Z ≀ Z
2Z
peut contribuer a` faire revenir plus ”souvent” la marche
a` l’origine. Si par exemple, on identifie toutes les lampes, alors on peut toutes les
e´teindre a` partir de l’origine, on obtient une probabilite´ de retour au temps n de
l’ordre de 1/
√
n. Alors que si chaque lampe reste inde´pendante, on a une probabilite´
de retour en e−n
1/3
. Il reste donc a` trouver quelles identifications des lampes permet
d’obtenir un comportement (interme´diaire) en e−n
α
. On va donc construire un produit
en couronne ou` l’on s’autorise a` modifier la valeur de la configuration en un point,
lorsqu’on se trouve en diffe´rents points de la base.
En supposant encore les ensembles de Folner de la forme : Ωn = {(a, f); a ∈
[−n;n] et supp(f) ⊂ [−n;n]}, on peut comprendre combien de lampes doivent eˆtre
identifie´es sur un l’intervalle [−n;n] en raisonnant par induction. Notons ln le nombre
de lampes inde´pendantes sur [−n;n], supposons que l’on sache combien de lampes sont
identifie´es sur [−n;n], on rajoute au point n+ 1 une nouvelle lampe si (2n+ 1)2ln ≤
F (n + 1) et on identifie la lampe au point n + 1 avec une lampe pre´ce´dente sinon.
Pour pre´ciser cette ide´e, il reste a` savoir avec quelle lampe on identifie la lampe du
point n + 1, ce point sera traite´ au paragraphe 4.1.2.
4.1.1 cas α ≥ 1/3.
Soit A′ = (Z, E(Z)) ou` E(Z) = {(x, y); |x − y| = 1} et (B′z)z∈Z les graphes de
Cayley des groupes ( Z
l(z)Z
,+) avec {1¯} comme syste`me de ge´ne´rateurs.
On pose l(z) = |V (Bz)| = F (|z|+1)F (|z|) .
Notons que puisque α ∈ [1/3, 1], on a z 7→ l(z) qui est croissant sur R+.
Posons,
DF = A
′ ≀ B′z,
Prouvons tout d’abord (ii).
1. Soit d0 = (0, f0) ou` f0 est la configuration nulle.
Soit Hn = (Kn, gn) la marche ale´atoire sur DF issue de d0 qui saute uni-
forme´ment sur l’ensemble des points, constitue´ par le point ou` le marcheur se
trouve et ses voisins.
Cette marche est re´versible pour la mesure µ de´finie par µ(x) = νDF (x) + 1.
Remarquons que pour tout x ∈ V (DF ), µ(x) ≤ 5.
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2. E´crivons maintenant,
pDF2n (d0, d0) =
∑
z
pDFn (d0, z)p
DF
n (z, d0)
≥
∑
z∈A
pDFn (d0, z)
2 µ(d0)
µ(z)
≥ µ(d0)
µ(A)
[
∑
z∈A
pDFn (d0, z)]
2
≥ µ(d0)
µ(A)
[PDFd0 (Hn ∈ A)]2,
ou` A est un sous ensemble quelconque de V (DF ).
Prenons A = Ar = {(a, f) ; |a| ≤ r et supp(f) ⊂ [−r, r]}.
3. De part la structure des areˆtes sur DF , on a :
P
DF
d0
(Hn ∈ Ar) ≥ PDFd0 (∀i ∈ [|0, n|] |Ki| ≤ r)
≥ PK0 (∀i ∈ [|0, n|] |Ki| ≤ r),
ou` PK0 est la loi de (Ki) qui est encore une marche ale´atoire dont les transitions
peuvent eˆtre repre´sente´es pour n assez grand par :
n−1 n n+11/5
3/5
1/5
En effet, de`s que l(|n|) > 3, le point (n, f) a 2 voisins en ”configuration”, 2
voisins en ”base” et lui meˆme, comme voisins. Or on peut montrer, par exemple
comme dans la partie 2.5.2, que pour cette marche,
∃c > 0, ∀n ≥ 0 PK0 (∀i ∈ [|0, n|] |Ki| ≤ r) ≥ e−c(n/r
2+r).
En fait, on a meˆme PK0 (∀i ∈ [|0, n|] |Ki| ≤ r) ≥ e−cn/r2 (voir par exemple le
lemme 7.4.3 de [11]) mais ici ce n’est pas ne´cessaire.
Ainsi,
P
DF
d0
(Hn ∈ Ar) ≥ e−c(n/r2+r).(4.1)
4. Estimons maintenant µ(Ar), on a :
µ(Ar) ≤ |Ar|max
Ar
µ
≤ (2r + 1)F (1)
F (0)
(
∏
k=1..r
F (k + 1
F (k)
)2 × 5
≤ CrF (r + 1)2
 F (r).
( La dernie`re ine´galite´ provient de la forme de F (r) en ecr
2α
1−α
.)
102 Chapitre 4: Annexe
5. Rassemblons les re´sultats. Avec l’ine´galite´ (4.1), et le fait 2α
1−α
≥ 1, on de´duit
qu’il existe c > 0 tel que :
pDF2n (d0, d0) ≥ e−c(
n
r2
+r
2α
1−α ).
Or la fonction r 7→ n
r2
+ r
2α
1−α , est minimale pour r de l’ordre de n
1−α
2 .
D’ou`, il existe c > 0 tel que :
pDF2n (0, 0) ≥ e−cn
α
.
Prouvons (i).
La preuve est similaire a` la proposition 3.2.1, mais on modifie quelques de´finitions.
Pour plus de simplicite´, on gardera les meˆmes noms de ces notions, mais elles sont
inde´pendantes a` la partie 3.2.1.
Soit ψ(n) = FolZ(n) = min
U⊂Z
|∂
A′
U|
|U|
≤1/n
|U | = 2n, ou` on rappelle que A′ = (Z, E(Z)) .
Soit U ⊂ V (DF ) = V (A′ ≀ B′z) tel que |∂DF U ||U | ≤ 1/k.
De la meˆme manie`re qu’a` la section 3.2.1, on associe a` U , un hypergraphe KU =(
V (KU), ξ(KU)
)
tel que :
-les sommets vertices KU sont les {f ; ∃a ∈ Z (a, f) ∈ U},
-les areˆtes de KU sont de´finies par : pour f ∈ V (KU) et a ∈ Z, on relie f par une
areˆte multidimensionnelle de dimension d, a` toute les configurations g telles que :

(a, g) ∈ U
et
∀x 6= a f(x) = g(x),
et
d = dim
a
f,
ou` on note toujours dim
a
f = #{g; (a, g) ∈ U et ∀x 6= a f(x) = g(x)}.
A chaque hypergraphe KU on associe encore le graphe appele´ ”le squelette de di-
mension un”, note´ Γ(KU) = ΓU = (V (ΓU , E(ΓU)) de´fini par :
-V (ΓU) = V (KU),
- deux configurations f1 et f2 sont relie´es par une areˆte si elles appartiennent a`
une meˆme areˆte multidimensionnelle dans KU . Soit encore les poids w de´finis par
w(e) = 1/d pour e ∈ E(ΓU).
Soit λ ∈ [0, 1] et b ≥ 0.
• Soit f ∈ V (KU), on dit que f est (λ, b)− satisfaisable si :
#{a ∈ p(V ); dim
a
f ≥ λ(l(a)− 1)} ≥ b,
4.1 Preuve de la proprie´te´ 3.3.1 103
ou` p est la projection Z ≀ B′z → Z et l(a) = |V (B′a)|.
ie : f est (λ, b) − satisfaisable si il existe au moins b multidimensionnelles areˆtes
attache´es a` f dans KU de dimension : λ de la dimension maximale. On note SU(λ, b)
l’ensemble de ces points, et une fois de plus pour ne pas alourdir les notations, nous
oublierons la plupart du temps la de´pendance en U lorsque ce n’est pas ne´cessaire.
• Sinon on dira que f est (λ, b)− nonsatisfaisable et on notera NS(λ, b).
• Une areˆte de ΓU est (λ, b)− satisfaisable si elle joint deux configurations (λ, b)−
satisfaisable sinon elle est (λ, b)−nonsatisfaisable . On note Se(λ, b) [respNSe(λ, b)]
l’ensemble des areˆtes (λ, b)− satisfaisable [resp (λ, b)− nonsatisfaisable].
• Un point u = (x, f) ∈ U est (λ, b)−satisfaisable [resp (λ, b)−nonsatisfaisable] si
f ∈ S(λ, b) [resp NS(λ, b)]. On note Sp(λ, b) et NSp(λ, b) pour l’ensemble des points
de V qui sont (ou ne sont pas) (λ, b)− satisfaisable.
• Un point u = (a, f) ∈ V est dit λ − bon si dim
a
f = λ(l(a) − 1) sinon il est dit
λ−mauvais
Expliquons a` pre´sent la trame de la preuve, on montre d’abord que si |∂U |
|U |
≤ 1
k
,
alors il y a peu de points (1/3, b/3)− nonsatisfaisables (pour un certain b), ensuite
on extrait un sous graphe de ΓU ou` tout les points sont (
1
30
, b
30
)−satisfaisables, puis
enfin on de´duit une minoration de |U | .
Les preuves des 2 lemmes suivants sont similaires aux lemmes 3.2.3 et 3.2.4.
Lemme 4.1.1. Soit U ∈ V (A′ ≀ B′z), tel que |∂DF U ||U | ≤ 11000k alors
(i) #{u∈U ; u 1/3−bad}
#U
≤ 1
1000k
(ii) #{u∈U ; u∈NS
p(1/3,ψ(n)/3) }
#U
≤ 1
500
.
Lemme 4.1.2. Soit (ΓU , w) le squelette de dimension un muni des poids w, construit
a` partir de KU . Supposons que E(ΓU) 6= ∅ et ∀(a, f) ∈ U dim
a
f ≥ λ(l(a)− 1). Si de
plus on a : ∑
e∈NSeU (λ,b)
w(e)∑
e∈E(ΓU )
w(e)
< 1/2.
Alors il existe un sous graphe non vide Γ′ =
(
V (Γ′, E(Γ′)
)
de ΓU tel que toutes les
areˆtes soient SeU(λ/10, b/10).
Puis on utilise alors le lemme suivant pour minorer le volume de U .
Lemme 4.1.3. Soit n : R+ −→ R+, une fonction croissante.
Soit b ∈ N∗ et A un ensemble non vide de configurations, tel que :
∀f ∈ A ∃x1, x2, ..., xb ∈ Z tels que ∀i ∈ [|1; b|] gi ∈ A
ou` gi est une des fonctions suivantes, de´finies a` partir de f par :
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gi(x) =
{
f(x) si x 6= xi,
il y a n(|xi|) possibilite´s pour gi(xi) si x = xi,
alors |A| ≥

 n(0)
(
n(1)n(2)...n( b−1
2
)
)2
si b est impair,
n(0)
(
n(1)n(2)...n( b−2
2
)
)2
n( b
2
) si b est pair.
De´monstration. On raisonne par re´currence sur b.
Si b = 1 c’est exact, car n est croissante sur R+ .
Supposons b ≥ 1 et conside´rons un point x0 dans la base tel que :
•|x0| ≥ b−12 si b est impair et |x0| ≥ b2 si b est pair.• Et il existe f1, ..., fn(x0) ∈ A satisfaisant ∀i ∈ [|1;n(|x0|)|] fi(x0) parcourt les n(|x0|)
images possibles.
Soit pour i ∈ [|1;n(|x0|)|] :
Ai = {f ∈ A; f(x0) = fi(x0)}, qui sont non vides.
On a A = ⋃˙
1≤i≤n(|x0|)
Ai.
Par ailleurs, les Ai ve´rifient l’hypothe`se de re´currence avec la constante b− 1.
Donc, si par exemple b est impair, n(|x0|) ≥ n( b−12 ) et on a :
|A| =
∑
1≤i≤n(|x0|)
|Ai|
≥
∑
1≤i≤n(|x0|)
n(0)
(
n(1)...n(
b− 3
2
)
)2
n(
b− 1
2
)
≥ n(0)
(
n(1)...n(
b− 3
2
)
)2
n(
b− 1
2
)n(x0)
≥ n(0)
(
n(1)...n(
b− 1
2
)
)2
.
On conclut de la meˆme manie`re si b pair.
Fin de la preuve de (i) de la proposition 3.3.1 :
• Soit U ⊂ V (A′ ≀ B′z) tel que |∂DF U ||U | ≤ 11000k Let K˜ =
(
V (K˜), ξ(K˜)
)
le sous hyper-
graphe de KU qui contient uniquement des points 1/3 − bons. K˜ est non vide, car
par la partie (i) du lemme 4.1.1 |V (K˜)| ≥ (1− 1
1000k
)|U |.
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On a alors :∑
e∈E(Γ(K˜))∩NSe(1/3,ψ(k)/3)
w(e) ≤ 1
2
#{u ∈ U ;NSp
(
1/3, ψ(n)/3
)
} remarque 3.2.2
≤ 1
1000
|U | par(4.1.1)(ii)
≤ 1
1000− 1
k
#{u ∈ U, 1/3− bon} par(4.1.1)(i)
=
2
1000− 1
k
∑
e∈E(Γ(K˜))
w(e)
≤ θ
∑
e∈E(Γ(K˜))
w(e).
avec θ = 2
999
< 1
2
, donc on peut appliquer le sous lemme(4.1.2) a` K˜, pour en de´duire
qu’il existe K ′ = (V (K ′), E(K ′)) sous graphe de K˜ tel que toutes les areˆtes soient
Se(1/30, ψ(k)/30).
Puis par le lemme (4.1.3) applique´ avec n(|x|) = l(|x|)/30 on de´duit :
pour k assez grand,
|V | ≥ l(0)
(
l(1)...l(
ψ(k)
40
)
)2
=
F (1)
F (0)
(F (2)
F (1)
...
F (k/40 + 1)
F (k/40)
)2
.
D’ou`,
|V | ≥ cF (k/40)2  F (k).
puisque avec F (x) = ecx
2α
1−α
on a F ≈ F 2.
ie :
FolDF (k)  F (k).
• Pour la borne supe´rieure de la fonction de Folner de DF , on prend :
U = {(a, f); 0 ≤ a ≤ k ; supp(f) ⊂ [|0; k|]}.
On a
|U | = kF (k) et |∂DFU |/|U | ≤ c/k,
d’ou`,
FolDF (k) ≤ kF (k)  F (k).
Ce qui ache`ve la preuve dans le cas α ≥ 1/3.
4.1.2 cas α < 1/3.
Plac¸ons nous dans le cadre ge´ne´ral suivant : Soient A et B deux graphes, et φ une
application de A→ A′. Conside´rons le graphe :
-les points sont des e´le´ments de (A×BA′),
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-le couple ((a, f); (b, g)) est une areˆte si :
(i) ou bien ∀x ∈ A′, f(x) = g(x) et a est voisin de b dans A.
(ii) ou bien a = b et ∀x 6= φ(a) f(x) = g(x) et f(φ(a)) est voisin de g(φ(a)) dans B.
On appellera produit en couronne ge´ne´ralise´ ce type de graphe.
Si A′ = A et φ = id on retrouve le produit en couronne usuel.
Prenons pour le cas qui nous inte´resse, A = A′ = (Z, E(Z)) et B le graphe de
Caley associe´ a` Z
2Z
avec 1¯ comme syste`me de ge´ne´rateur.
Se donner φ : Z → Z revient a` se donner les ensembles Ai = {x;φ(x) = i}, qui
forment une partition de Z. Soit A = {Ai} , on notera alors A≀AB le produit en
couronne ge´ne´ralise´ associe´.
Posons β = 2α
1−α
< 1.
Si l’on veut avoir une fonction de Folner de l’ordre de en
β
, nous devons construire φ
(ou la partition A) avec un certain nombre de redondances. Si par exemple, on pense
a` l’ensemble suivant comme ensemble de Folner :
Un = {(a, f); a ∈ [−n;n] et supp(f) ∈ [−n;n]},(4.2)
on doit avoir
#φ([| − n;n|]) = {i; Ai ∩ [−n;n] 6= ∅} ≈ nβ.
Pour Ω ⊂ A, il est alors utile d’introduire :
NA(Ω) = #{i; Ai ∩ Ω 6= ∅},
et
Sj(Ω) = #(Aj ∩ Ω).
En particulier, on pose
NA(k, k +m) = NA([k, k +m]) et Sj(k, k +m) = Sj([k, k +m[).
Le lemme suivant nous donne la construction d’une partition qui re´pondra a` notre
proble`me.
Lemme 4.1.4.
Soit g : N → N croissante avec g(1) = 1 et ve´rifiant pour tout n dans N,
g(2n) ≤ 2g(n).
Alors il existe une partition Ag = {Ai} de Z satisfaisant :
(i) pour tout m ≥ 0 et tout k dans Z,
NAg(k, k +m) ≈ g(m),
(ii) il existe K > 0 tel que pour tout m ≥ 0, pour tout k dans Z et pour tout i, j avec
Sj(k, k +m) 6= 0 :
Si(k, k +m)
Sj(k, k +m)
≤ K.
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De´monstration.
1. On construit d’abord la partition sur les intervalles [1, 2s] (s ≥ 0) par re´currence
sur s, de sorte que :
(Ps)
{
NAg(1, 2s) = g(2s),
Si(1,2
s)
Sj(1,2s)
≤ 2 pour Sj(1, 2s) 6= 0.
• Pour s = 0, on met le point 1 dans un certain Ai, puisque g(1) = 1 (par ex
A1).
• Soit s ≥ 1 et supposons avoir construit une partition sur [1, 2s]. E´tendons cette
partition a` ]2s, 2s+1].
Soit A1, A2, ..., Ag(2s) la partition sur [1, 2
s] donne´e par l’hypothe`se de re´currence.
Rangeons par cardinal de´croissant ces ensembles en Ai1 , Ai2 , ..., Aig(2s). (*)
ie : #(Ai1 ∩ [1, 2s]) ≥ #(Ai2 ∩ [1, 2s]) ≥ ... ≥ #(Aig(2s) ∩ [1, 2s]).
(*) est juste ne´cessaire pour obtenir (ii).
Soit j ∈]2s, 2s+1], il existe ik tel que j − 2s ∈ Aik ,
-si k > g(2s+1)− g(2s), on met j dans Aik ,
-sinon, on met j dans une ”nouvelle” classe, j ∈ Ag(2s)+k.
Ainsi on a bien :
NAg (1, 2s+1) = NAg(1, 2s) + #{k ∈ [1, g(2s)]; k ≤ g(2s+1)− g(2s)}
= g(2s) + g(2s+1)− g(2s)
= g(2s+2).
Par ailleurs, remarquons que par construction, ou bien Si(1, 2
s+1) = Si(1, 2
s)
ou bien Si(1, 2
s+1) = 2Si(1, 2
s). La deuxie`me assertion de (P) est donc triviale-
ment satisfaite au rang s+ 1, sauf lorsque Si(1, 2
s+1) a double´ et Sj(1, 2
s+1) est
inchange´. Mais dans ce cas, par (*) on a #(Ai ∩ [1, 2s]) ≤ #(Aj ∩ [1, 2s]), qui se
ree´crit Si(1, 2
s) ≤ Sj(1, 2s). D’ou`,
Si(1, 2
s+1)
Sj(1, 2s+1)
= 2
Si(1, 2
s)
Sj(1, 2s)
≤ 2.
Ce qui ache`ve la re´currence.
2. On termine la construction de la partition sur Z en mettant pour j ≤ 0, j ∈ Ai,
ou` −j + 1 ∈ Ai. On note Ag cette partition.
3. Ve´rifions a` pre´sent, les conditions (i) et (ii).
Remarquons d’abord que par construction, pour tout entier A, et pour tout
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s ≥ 0, les partitions sur [1, 2s] et [A2s + 1, (A+ 1)2s+1] sont e´quivalentes. Et on
a en particulier :
NAg(0, 2s) = NAg(2sA, 2s(A+ 1)),(4.3)
et
Si(2
sA, 2s(A+ 1))
Sj(2sA, 2s(A+ 1))
≤ 2.(4.4)
Soit maintenant k ∈ Z et m ≥ 0.
Soit s ≥ 0 tel que 2s−2 < m ≤ 2s−1 et soit A = min{D; k ≤ D2s−2}. On a alors
[A2s−2, (A+ 1)2s−2] ⊂ [k, k +m] et par suite
NAg (k, k +m) ≥ NAg(2s−2A, 2s−2(A+ 1))
= NAg(0, 2s−2)
= g(2s/4)
≥ g(m/4)
 g(m).
Soit B = max{D; D2s−1 ≤ k}, on a alors [k, k + m] ⊂ [B2s−1, (B + 2)2s−1].
D’ou`
NAg (k, k +m) ≤ NAg (B2s−1, (B + 2)2s−1)
= NAg (B2s−1, (B + 1)2s−1) +NAg((B + 1)2s−1, (B + 2)2s−1)
= 2g(2s−1)
≤ 2g(2m)
 g(m).
Ce qui prouve le (i).
Soit maintenant C = max{D; D2s−3 ≤ k}, graˆce a` la de´finition de s, on ve´rifie
que l’on a :
[(C + 1)2s−3, (C + 2)2s−3] ⊂ [k, k +m] ⊂ [C2s−3, (C + 5)2s−3].(4.5)
k k+m
s−3 s−3c2 (c+1)2 (c+2)2 s−3
2s−3 2s−3
(c+5)2 s−3
Soient i, j des indices indexant la partition tels que Si(k, k+m) 6= 0 et Sj(k, k+
m) 6= 0, on peut donc e´crire,
Si(k, k +m) ≤ Si(C2s−3, (C + 5)2s−3)
≤ 2Sj(C2s−3, (C + 5)2s−3) par (4.4)
= 2[Sj(C2
s−3, k) + Sj(k, k +m) + Sj(k +m, (C + 5)2
s−3)].(4.6)
E´tudions les termes Sj(C2
s−3, k) et Sj(k +m, (C + 5)2
s−3).
D’abord on a Sj(C2
s−3, k) ≤ Sj(C2s−3, (C + 1)2s−3).
Par ailleurs, il existe j1 tel que
Sj(C2
s−3, (C + 1)2s−3) = Sj1((C + 1)2
s−3, (C + 2)2s−3).
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On de´duit alors
Sj(C2
s−3, (C + 1)2s−3) = Sj1((C + 1)2
s−3, (C + 2)2s−3)
≤ 2Sj((C + 1)2s−3, (C + 2)2s−3) par (4.4)
≤ 2Sj(k, k +m) par la premie`re inclusion de (4.5)
De meˆme, on prouve que, Sj(k +m, (C + 5)2
s−3) ≤ 2Sj(k, k +m). Finalement
avec (4.6) on obtient,
Si(k, k +m) ≤ KSj(k, k +m) avec K = 10.
Ce qui prouve le (ii).
Remarque 4.1.5. La proprie´te´ (ii) du lemme 4.1.4, s’e´tend imme´diatement a` tout
ensemble Ω fini. On a en effet, pour chaque composante connexe Ωs de Ω, Si(Ω
s) ≤
KSj(Ω
s). Puis en sommant sur s, on obtient Si(Ω) ≤ KSj(Ω)
Avant de montrer que le graphe A≀AgB est solution de notre proble`me, remarquons
la proprie´te´ suivante de la partition Ag, qui nous sera fort utile dans la suite.
Lemme 4.1.6. Soit g re´alisant les hypothe`ses de la proprie´te´ 4.1.4 et Ag = {Ai}
la partition associe´e. Il existe des constantes c1, c2 > 0 telles que pour tout Ω ⊂ Z,
satisfaisant
|∂A′Ω|
|Ω|
≤ 1
k
, pour tout Ωδ ⊂ Ω avec |Ωδ| ≥ δ|Ω|, (δ > 0) on ait :
#{i; Ai ∩ Ωδ 6= ∅} ≥ c1 δ
2K
g(c2FolA(k)),
ou` K est la constante intervenant dans le (ii) du lemme 4.1.4.
De´monstration.
1. Soit Ω ⊂ Z tel que |∂A′Ω|
|Ω|
≤ 1
k
. Il existe au moins une composante connexe Ωs0
de Ω telle que
|∂A′Ω
s0 |
|Ωs0 |
≤ 1
k
et donc |Ωs0 | ≥ FolA(k).
2. Prenons pour c1 et c2 les constantes ve´rifiant N
Ag(k, k +m) ≥ c1g(c2m), pour
tout k dans Z et m dans N.
3. Il existe i0 tel que 0 < |Ai0 ∩ Ω| ≤ |Ω|c1g(c2FolA(k)) .
En effet, si pour tout j tel que |Aj ∩ Ω| > 0 on avait |Aj ∩ Ω| > |Ω|c1g(c2FolA(k))
alors,
|Ω| =
∑
j
|Aj ∩ Ω|
> NAg(Ω)
|Ω|
c1g(c2FolA(k))
> NAg(Ωs0)
|Ω|
c1g(c2FolA(k))
> |Ω| (par le choix de c1 et c2.)
Absurde.
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4. On de´duit alors que pour tout i, |Ai ∩ Ω| ≤ K|Ω|c1g(c2FolA(k)) .
En effet, pour tout i, graˆce a` la remarque 4.1.2, on peut e´crire :
|Ai ∩ Ω| = Si(Ω) ≤ KSi0(Ω) = K|Ai0 ∩ Ω| ≤
K|Ω|
c1g(c2FolA(k))
.
5. Supposons alors maintenant que #{i; Ai ∩ Ωδ 6= ∅} ≤ c1 δ2K g(c2FolA(k)). Alors
on a successivement,
δ|Ω| ≤ |Ωδ|
=
∑
i; Ai∩Ωδ 6=∅
|Ai ∩ Ωδ|
≤ #{i; Ai ∩ Ωδ 6= ∅} ×max
i
|Ai ∩ Ωδ|
≤ #{i; Ai ∩ Ωδ 6= ∅} ×max
i
|Ai ∩ Ω|
≤ c1 δ
2K
g(c2FolA(k))× K|Ω|
c1g(c2FolA(k))
=
δ|Ω|
2
.
Absurde.
Prenons g : x → xβ. Du fait que β < 1, les hypothe`ses du lemme 4.1.4 sont
ve´rifie´es. Posons DF = A ≀Ag B, ce graphe va satisfaire les proprie´te´s souhaite´es.
Proposition 4.1.7. La fonction de Folner du graphe DF = A ≀Ag B ve´rifie,
FolDF (n) ≈ en
β
.
De´monstration.
Borne supe´rieure.
A l’aide des ensembles Un de´finis dans (4.2), on obtient une majoration de la fonction
de Folner.
FolDF (n)  |Un| = (2n+ 1)2N
Ag (−n,n) ≈ enβ .
Borne infe´rieure
La borne infe´rieure s’obtient de la meˆme manie`re que dans la preuve de la proposition
3.2.1 mais en ame´liorant la de´finition de la satisfaisabilite´. Soit M un ensemble de
parties de V (A) et soit ǫ > 0 et y > 0. Etant donne´ un U ⊂ V (A≀AgB), on dira qu’une
configuration f est (1 − ǫ, y)M satisfaisable si il existe M ∈ M tel que M ′ ⊂ M et
(1− ǫ)|M | ≤ |M ′|, ou` M ′ = {a ∈ V (A); dim
φ(a)
f ≥ y}.
La preuve peut s’expliquer en 3 e´tapes.
1. Soit U ⊂ V (DF ) tel que |∂DF U ||U | ≤ 1k . (**)
2. Pour W ⊂ V (DF ), on note Wc = {f ; ∃a ∈ V (A) (a, f) ∈ W}. De la meˆme
manie`re que dans la preuve de la proposition 3.2.1, on prouve qu’il existe ǫ > 0
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tel que pour tout U ve´rifiant (**), il existe W ⊂ U tel que tout f de Wc soit
(1− ǫ, FolB(k)/30)M satisfaisable, avec
M = {D ⊂ V (A); |∂AD||D| ≤
1
k
}.
Ce re´sultat similaire aux lemmes 3.2.3 et 3.2.4 est prouve´ en comple´ment a` la
section suivante.
3. Soit alors f ∈Wc, il existe M ∈ M tel que

M ′ = {a ∈ V (A); dim
φ(a)
f ≥ FolB(k)/30} ⊂ M
et
|M ′| ≥ (1− ǫ)|M |.
Le lemme 4.1.6 s’applique avec δ = 1− ǫ, M = Ω et M ′ = Ωδ. On de´duit donc
que l’on peut changer la valeur de f en au moins c1
1−ǫ
2K
g(c2FolA(k)) points de
FolB(k)/30 manie`res, en restant dans Wc. Le lemme 3.2.6 permet alors de dire
que,
|U | ≥ |Wc| ≥ (FolB(k)
30
)c
′
1g(c2FolA(k))  eg(k),
car d’une part FolB(n) = 2 et d’autre part, FolA(k) = 2k.
Il ne reste plus qu’a` prouver le point (ii) de la proprie´te´ 3.3.1. C’est identique au
cas α ≥ 1/3.
1. Soit d0 = (0, f0) ou` f0 est la configuration nulle. Soit Hn = (Kn, gn) la marche
ale´atoire sur DF issue de d0 qui saute uniforme´ment sur l’ensemble des points,
constitue´ par le point ou` le marcheur se trouve et ses voisins. Cette marche est
re´versible pour la mesure uniforme. En effet dans DF , le nombre de voisins est
constant, e´gal a` 4. Ecrivons maintenant,
pDF2n (d0, d0) =
∑
z
pDFn (d0, z)p
DF
n (z, d0)
≥
∑
z∈G
pDFn (d0, z)
2
≥ 1|G| [
∑
z∈G
pDFn (d0, z)]
2
≥ 1|G| [P
DF
d0
(Hn ∈ G)]2,
ou` G est un sous ensemble quelconque de V (DF ).
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2. Prenons G = Gr = {(a, f) ; |a| ≤ r et supp(f) ⊂ φ([| − r, r|])}.
De part la structure des areˆtes sur DF , on a :
P
DF
d0
(Hn ∈ Gr) ≥ PDFd0 (∀i ∈ [|0, n|] |Ki| ≤ r)
≥ PK0 (∀i ∈ [|0, n|] |Ki| ≤ r),
ou` PK0 est la loi de (Ki) qui est encore une marche ale´atoire mais dont les
transitions sont repre´sente´es par :
n−1 n n+1
1/4
1/4
1/2
3. Minorons le terme PK0 (∀i ∈ [|0, n|] |Ki| ≤ r). Cette fois, on ne peut pas se
contenter d’une minoration en e−c(n/r
2+r comme dans 2.5.2 car β = 2α
1−α
< 1
(voir e´tape suivante). On peut par contre montrer que pour cette marche,
∃c > 0, ∀n ≥ 0 PK0 (∀i ∈ [|0, n|] |Ki| ≤ r) ≥ e−cn/r
2
.
Ce re´sultat est, par exemple, prouve´ dans le lemme 7.4.3 dans [11]. Il est connu
pour une marche simple dans Zd et l’on peut d’ailleurs le de´duire dans ce
cas particulier a` l’aide d’un couplage. Conside´rons K ′i a` valeurs dans Z
2 qui
suit le de´placement (horizontal) de Ki si Ki bouge, et saute uniforme´ment sur
ses 2 voisins verticaux si Ki reste sur place. On ve´rifie que l’on a, d’une part
{sup0≤i≤n |K ′i| ≤ r} ⊂ {sup0≤i≤n |Ki| ≤ r} et par ailleurs que K ′i est une marche
ale´atoire simple sur Z2. Ainsi le re´sultat pour Ki dans Z se de´duit du re´sultat
pour K ′i dans Z
2.
4. Terminons la preuve. De |Gr| = (2r + 1)2NAg (−r,r)  erβ , on de´duit qu’il existe
c > 0 tel que :
pDF2n (d0, d0) ≥ e−c(
n
r2
+rβ).
Or la fonction r 7→ n
r2
+ rβ, est minimale pour r de l’ordre de n
1
β+2 .
D’ou`, il existe c > 0 tel que :
pDF2n (0, 0) ≥ e−cn
β
β+2
= e−cn
α
.
4.2 Comple´ment sur la satisfaisabilite´.
Cette section pourrait se substituer a` la section 3.2.1 car elle reprend les meˆmes
ide´es et permet e´galement d’obtenir le the´ore`me 3.2.1. Si elle n’est place´e qu’en
comple´ment, c’est tout simplement duˆ au fait que le concept de satisfaisabilite´ in-
troduit ici, est bien plus abstrait et est plus compre´hensible apre`s la lecture de la
preuve 3.2.1.
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On se place toujours dans le produit en couronne A ≀ B de deux graphes A et B,
et on conside`re U ⊂ V (A ≀ B). On associe alors a` chaque U comme pre´ce´demment
un hypergraphe KU et son squelette de dimension 1 note´ ΓU , construits de la meˆme
manie`re qu’en 3.2.1.
On se donne maintenant ǫ > 0 et a ≥ 0 et soitM un ensemble de partie de V (A),
pour s’e´clairer les ide´es et voir le lien avec l’ancienne de´finition de la satisfaisabilite´,
on peut penser dans la suite a` prendre pour M des ensembles de la forme {D ⊂
V (A); |∂AD|
|D|
≤ 1
n
}.
• Une configuration f de V (KU) est dite (1− ǫ, a)M satisfaisable si :
il existe M ∈M tel que
{
M ′ ⊂M
(1− ǫ)|M | < |M ′|
ou` M ′ = {m ∈ V (A); dim
m
f ≥ a}.
On note SU(1−ǫ, a)M (ou S(1−ǫ, a)M ) l’ensemble des configurations satisfaisables.
• Sinon on dit que f est non satisfaisable, et on note NS(1− ǫ, a)M ) l’ensemble des
configurations non satisfaisables.
• Si Γ′ est un sous graphe de ΓU , on dit que f est S(1 − ǫ, a)M par rapport a` Γ′
si f ve´rifie la meˆme condition que ci-dessus mais ou` la dimension de f compte
uniquement les areˆtes dans Γ′. Plus pre´cise´ment, ici :
dim
m,Γ′
f = #{g; (f, g) ∈ E(Γ′) et (x, g) ∈ U et ∀y 6= x f(y) = g(y)}.
• Une areˆte de ΓU sera dite (1− ǫ, a)M satisfaisable si elle joint deux configurations
(1 − ǫ, a)M satisfaisables sinon elle sera (1 − ǫ, a)M non satisfaisable. On notera
Se(1 − ǫ; a)M [resp NSe(1 − ǫ, a)M] l’ensemble des areˆtes satisfaisables [resp non
satisfaisables].
• Un point u = (x, f) ∈ U sera dit (1− ǫ, a)M satisfaisable [resp (1− ǫ, a)M non sa-
tisfaisable] si f ∈ S(1−ǫ, a)M [resp NS(1−ǫ, a)M]. Nous noterons Sp(1−ǫ, a)M et
NSp(1−ǫ, a) pour l’ensemble des points de U qui sont (ou ne sont pas) satisfaisables.
• On garde la meˆme de´finition pour les points bons, u = (x, f) ∈ U sera dit
a− bon si dim
x
f ≥ a sinon on dira qu’il est a−mauvais.
L’inte´reˆt de cette nouvelle notion de satisfaisabilite´ re´side dans le fait suivant :
lorsqu’on a un ensemble Uc de configurations toutes (a, b) − satisfaisables (avec la
”vieille ” de´finition), on sait que l’on peut changer la valeur de f en au moins b
points de a manie`res en restant dans Uc, mais on ne sait pas ou` sont ces b points,
alors qu’avec la ”nouvelle” de´finition, pour un ensemble Uc qui ne contient que des
configurations S(1− ǫ, a)M, on sait que l’on peut changer la valeur de f en au moins
(1 − ǫ) min
M∈M
|M | points de a manie`res en restant dans Uc et on sait de plus que ces
points sont contenus dans un certain M ∈M. Ce qui est fort utile pour les produits
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en couronne ge´ne´ralise´s par exemple, puisqu’on localise les points ou` l’on peut chan-
ger f et par les proprie´te´s de la partition, il ne reste plus qu’a` minorer #φ(M).
Soit U ∈ V (A ≀ B) tel que |∂A≀BU |
|U |
≤ 1
1000k
, les 2 lemmes suivants sont similaires
aux lemmes 3.2.3 et 3.2.4.
Lemme 4.2.1. Soit M = {D ⊂ V (A); |∂AD|
|D|
≤ 1
k
}, alors on a :
(i) #{u∈U ; u FolB(k)−mauvais}
|U |
≤ 1
1000
,
(ii) Il existe ǫ > 0 tel que #{u∈U ; (1−ǫ,F olB(k)/3)M−non satisfaisable}
|U |
≤ 1
500
.
De´monstration.
Pour (i), c’est exactement la meˆme chose que le (i) du lemme 3.2.3.
Pour (ii) de´finissons,
Neud = {u ∈ U ; u ∈ NSp(1− ǫ, FolB(k)
3
)M }
= {u = (x, f) ∈ U ; f ∈ NS(1− ǫ, FolB(k)
3
)},
et posons :
Neud(f) = {(x, f); (x, f) ∈ U}.
Remarquons que p(Neud(f)) = {x; (x, f) ∈ U}.
Pour F ensemble de configurations, soit
Neud(F ) = ∪
f∈F
Neud(f).
Notons que c’est une union disjointe.
Soit maintenant f ∈ NS(1− ǫ, FolB(k)
3
)M, e´tudions l’ensemble p(Neud(f)).
On distingue donc 2 cas :
Premier cas : f ∈ F1 := {f ∈ NS(1− ǫ, FolB(k)3 )M; #∂A p(Neud(f))#p(Neud(f)) > 1k}.
L’application
⋃˙
f∈F1
∂A p(Neud(f)) −→ ∂A≀BU est injective.
(x, y) 7−→
(
(x, f) ; (y, f)
)
donc, on a :
|∂A≀BU | ≥
∑
f∈F1
|∂A p(Neud(f))| ≥ 1
k
∑
f∈F1
|p(Neud(f))| ≥ 1
k
|Neud(F1)|. (4.7)
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Second cas : f ∈ F2 := {f ∈ NS(1− ǫ, FolB(k)3 )M; #∂A p(Neud(f))#p(Neud(f)) ≤ 1k}.
Comme f ∈ NS(1− ǫ, FolB(k)
3
)M on a :
pour tout M ∈M


∃ m′ ∈M ′ −M,
ou bien
|M ′| ≤ (1− ǫ)|M |,
(4.8)
ou` M ′ de´signe toujours {m ∈ V (A); dim
m
f ≥ FolB(k)
3
}.
Choisissons M = p(Neud(f) puisque f ∈ F2, on a M ∈M et M ′ ⊂M , donc c’est le
deuxie`me point dans l’assertion (4.8) qui est ve´rifie´. ie : |M ′| ≤ (1− ǫ)|M |. D’ou`,
#{x ∈ p(Neud(f)); dim
x
f ≥ FolB(k)
3
} < (1− ǫ)|M | = (1− ǫ)|Neud(f)|.
(On a utilise´ que |p(Neud(f)| = |Neud(f)|.)
Donc
#{x ∈ p(Neud(f)); dim
x
f <
FolB(k)
3
} ≥ ǫ|Neud(f)|
ie : |Pf | ≥ ǫ|Neud(f)|,(4.9)
avec Pf = {x ∈ p(Neud(f); dim
x
f < FolB(k)
3
}.
A chaque point de Pf (pour f dans F2), on peut faire correspondre de manie`re injective
un point du bord (en configuration ) de U . En effet, comme pre´ce´demment :
Pour x ∈ Pf et f ∈ Neud(F2), on a :
|P˜x,f | ≤ FolB(k)
3
< FolB(k).
ou` P˜x,f = {g(x); (x, g) ∈ U et ∀y 6= x g(y) = f(y)}.
On a donc,
|∂BP˜x,f | > 1
k
|P˜x,f | ≥ 0,
d’ou`
|∂BP˜x,f | ≥ 1.
Ainsi,
|∂A≀BU | ≥
∑
x∈Pf ,f∈F2
|∂BP˜x,f |
≥
∑
f∈F2
ǫ|Neud(f)| par (4.9),
≥ ǫ|Neud(F2)|
≥ 1
k
|Neud(F2)| en choisissant ǫ < 1/k.
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En sommant (4.7) et cette dernie`re ine´galite´ et en utilisant le fait que
|∂A≀BU |
|U |
< 1
1000k
,
on obtient :
|Neud|
|U | <
1
500
.
Lemme 4.2.2. Soit ǫ > 0 et x > 0. Conside´rons ΓU le squelette de dimension un
muni des poids w, construit a` partir de KU . Supposons que E(ΓU) 6= ∅ et ∀f ∈
KU dim
x
f ≥ a. On suppose e´galement que M ne contient pas l’ensemble vide. Si de
plus : ∑
e∈NSeU (1−ǫ,a)M
w(e)∑
e∈E(ΓU )
w(e)
< 1/2,
alors, il existe un sous graphe non vide Γ′ de ΓU tel que toutes les areˆtes soient
SU(1− 9+ǫ10 , a10)M satisfaisable par rapport a` Γ′.
De´monstration. Dans le graphe ΓU , on efface tous les points NS
p
U (1− 9+ǫ10 , a10)M et les
areˆtes adjacentes. Apre`s cette premie`re e´tape, il peut alors apparaˆıtre des nouveaux
points NSPU1(1− 9+ǫ10 , a10)M, ou` U1 = U −NSpU(1− 9+ǫ10 , a10)M.
On efface a` nouveau ces points et les areˆtes adjacentes, et on ite`re ce processus.
Soit Ui l’ensemble des sommets restant a` l’e´tape i.{
U0 = U,
pour i ≥ 1 Ui+1 = Ui −NSpUi(1− 9+ǫ10 , a10)M.
Il suffit de prouver que le processus prend fin avant que le graphe soit vide.
Soit C1 =
∑
e∈NSU (1−ǫ,a)M
w(e) , C2 =
∑
e∈SeU (1−ǫ,a)M;e efface´e
a` la fin du processus
w(e),
et
C0 =
∑
e∈E(ΓU ));e efface´e
a` la fin du processus
w(e).
Si nous montrons que C2 ≤ C1, le re´sultat de´coulera, puisque :
C0 ≤ C1 + C2 ≤ 2C1 <
∑
e∈E(ΓU )
w(e).
Ce qui signifiera qu’il reste un (ou des) point(s) non efface´(s). ie : ∃k0 ∈ N tel
que tous les sommets du graphe obtenu a` l’e´tape k, sont SpUk0
(1 − 9+ǫ
10
, a
10
)M, donc
SpU(1− 9+ǫ10 , a10)M.
Pour voir cela, introduisons une orientation sur les areˆtes efface´es : si L et Q sont des
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points du graphe, nous orientons l’areˆte de L vers Q si L est efface´ avant Q, et nous
choisissons une orientation arbitraire si ils sont efface´s en meˆme temps. Nous notons
L
↓
l’ensemble des areˆtes quittant le point L et L
↑
pour l’ensemble des areˆtes arrivant
en L a` l’e´tape 0.
Sous-lemme 4.2.3. Soit k ∈ N, et soit L un point du graphe ΓU (satisfaisant les hy-
pothe`ses du lemme 4.2.2), efface´ apre`s k+1 e´tapes. Supposons que L soit initialement
SpU(1− ǫ, a)M, alors ∑
e∈L
↓
w(e) ≤ 1
2
∑
e∈L
↑
w(e).
De´monstration. Il est utile de remarquer le fait suivant, pour une areˆte multidimen-
sionnelle e, la somme des poids dans le squelette des areˆtes provenant de e et adjacente
a` un point, vaut 1. Ceci re´sulte des poids que l’on a choisi.
1. Soit maintenant N0 le nombre d’areˆtes multidimensionnelles a` l’e´tape 0, quittant
L. Du fait que L soit initialement SpU(1 − ǫ, a)M, il existe M0 ∈ M tel que L
ait au moins (1− ǫ)|M0| areˆtes multidimensionnelles attache´es a` L. Donc,
N0 ≥ (1− ǫ)|M0|.(4.10)
Remarquons par ailleurs que : ∑
e∈E(ΓU )
e contient L
w(e) = N0.
Posons :
L1
↓
= {e ∈ L
↓
, e provenant d’une areˆte multidimensionnelle de KUk ,
de dim ≥ a/10},
et
L2
↓
= {e ∈ L
↓
, e provenant d’une areˆte multidimensionnelle de KUk ,
de dim < a/10}.
On a L
↓
= L1
↓
∪ L2
↓
, car les areˆtes de L
↓
, sont les areˆtes quittant A a` l’e´tape k.
2. Du fait que L devient NSpUk(1− 9+ǫ10 , a10)M, on a :
pour tout M dans M


M ′′ 6⊂ M
ou
|M ′′| ≤ (1− 9+ǫ
10
)|M |
ou` M ′′ = {m ∈ V (A); dim
m,Uk
L ≥ a
10
}.
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Or M ′′ ⊂ M0 (les Uk de´croissent) donc c’est que l’on a |M ′′| ≤ (1 − 9+ǫ10 )|M0|.
Finalement L a moins de (1− 9+ǫ
10
)|M0| areˆtes multidimensionnelles de dimension
au moins a/10. Notons les par exemple f1, ..., fq, avec q < (1− 9+ǫ10 )|M0|.∑
e∈L1
↓
w(e) =
∑
k=1..q
∑
e
provenant de fk
w(e)
︸ ︷︷ ︸
≤1
≤ q.(4.11)
(Initialement cette dernie`re somme valait 1, mais apre`s l’effacement de certaines
areˆtes, elle est plus petite que 1.)
Par ailleurs, notons g1, ..., gh les autres areˆtes multidimensionnelles, de dimen-
sion strictement infe´rieure a` a/10, attache´es a` L a` l’e´tape k, avec h ≤ N0 − q.
Pour tout k = 1...h, ∑
e
provenant de gk
w(e) ≤ 1
a
a
10
≤ 1
10
.(4.12)
(En effet, premie`rement puisque tout les points ont initialement dimension au
moins a, on de´duit ∀e ∈ E(ΓUi) w(e) ≤ 1/a et deuxie`mement une areˆte de di-
mension infe´rieur a` a/10 donne moins de a/10 areˆtes attache´e a` un point, dans
le squelette.)
3. Finalement avec (4.11) et (4.12), on obtient :∑
e∈L
↓
w(e) =
∑
e∈L1
↓
w(e) +
∑
e∈L2
↓
w(e)
≤ q + (N0 − q) 1
10
=
1
10
N0 +
9
10
q
=
19
100
N0.
( q < (1− 9+ǫ
10
)|M0| ≤ N0 1−
9+ǫ
10
1−ǫ
≤ N0
10
par (4.10).)
Donc, ∑
e∈L
↓
w(e) ≤ 19
100
N0 et
∑
e∈L
↑
w(e) ≥ N0 − 19
100
N0 =
81
100
N0.
D’ou`, ∑
e∈L
↓
w(e) ≤ 19
81
∑
e∈L
↑
w(e) ≤ 1
2
∑
e∈L
↑
w(e).
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On finit la preuve de la manie`re analogue a` 3.2.1, posons :
D1 = {sommets efface´s a` l’e´tape 1},
et pour i ≥ 2
Di = {sommets SpU(1− ǫ, a) efface´s a` l’e´tape i},
Fi = {areˆtes entre Di et Di−1},
F ′i = {areˆtes quittant Di−1}.
Notons que Fi ⊂ F ′i et que les areˆtes de F ′i sont efface´es.
D1
D2
} F2
F3}
D3
Par le sous lemme 4.2.3 applique´ en chaque point de Di, dans le graphe restant
a` l’e´tape i − 2. (Chaque point de Di est a` cette e´tape, au moins S(1 − ǫ, a)M.) On
obtient :
∀i ≥ 2
∑
e∈F ′i+1
w(e) ≤ 1
2
∑
e∈Fi
w(e).
donc, ∑
e∈F ′i+1
w(e) ≤ (1
2
)i−1
∑
e∈F2
w(e).
(Nous avons utilise´ que Fi ⊂ F ′i .)
Ainsi, ∑
e∈ ∪
i≥3
F ′i
w(e) ≤ (
∑
i≥1
(
1
2
)i)
∑
e∈F2
w(e)
=
∑
e∈F2
w(e).
Maintenant , une areˆte de F2 est NS
e
U (1 − ǫ, a) car si elle e´tait SeU(1 − ǫ, a), elle
aurait relie´ deux points SpU(1 − ǫ, a) et en particulier, les points de D1 auraient e´te´
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SpU(1− ǫ, a) , donc SpU(1− 9+ǫ10 , a/10) et donc non efface´s. Par conse´quence :∑
e∈F2
w(e) ≤
∑
e∈NSe(a,b)
w(e) = C1.
Par ailleurs, toute areˆte efface´e SeU(1− ǫ, a) est dans un certain F ′i avec i ≥ 3, donc
C2 =
∑
e efface´e a` la fin du processus
e∈Se
U
(1−ǫ,a)
w(e) ≤
∑
e∈ ∪
i≥3
F ′i
w(e).
Ce qui termine la preuve.
Expliquons alors le fait que l’on a utilise´ dans la proprie´te´ 4.1.7 pour prouver la
borne infe´rieure de FolDF (point 2). Soit U ⊂ V (DF ) tel que |∂A≀BU ||U | ≤ 1k . Soit K˜ le
sous hypergraphe de KU qui ne contient que les points FolB(k)/3 bons. Comme dans
la fin de la preuve de 3.2.1, on prouve en utilisant le lemme 4.2.1 qu’il existe θ < 1/2
tel que, ∑
e∈NSeU (1−ǫ,F olB(k)/3)M
e∈E(Γ
K˜
)
w(e)
∑
e∈E(ΓK˜)
w(e)
< θ,
pour un certain ǫ > 0 et M = {D ⊂ V (A); |∂AD|
|D|
≤ 1
k
}.
Le lemme 4.2.2 nous donne alors un sous graphe ou` toutes les areˆtes sont S(1 −
δ, FolB(k)/30)M pour δ = 1− 9+ǫ10 . Ce qui prouve le fait annonce´, de par la de´finition
de la satisfaisabilite´.
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