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Spin-charge mixing effects on resonant tunneling in a polarized Luttinger Liquid
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We investigate spin-charge mixing effect on resonant tunneling in spin-polarized Tomonaga-
Luttinger liquid with double impurities. The mixing arises from Fermi velocity difference between
two spin species due to Zeeman effect. Zero bias conductance is calculated as a function of gate volt-
age Vg, gate magnetic field Bg, temperature and magnetic field applied to the system. Mixing effect
is shown to cause rotation of the lattice pattern of the conductance peaks in (Vg, Bg) plane, which
can be observed in experiments. At low temperatures, the contour shapes are classified into three
types, reflecting the fact that effective barrier potential is renormalized towards “perfect reflection”,
“perfect transmission” and magnetic field induced “spin-filtering”, respectively.
PACS numbers: 71.10.Pm, 72.25.Dc, 73.23.Hk, 73.63.Nm.
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I. INTRODUCTION
Spin-charge separation and interaction dependent
power laws of correlation functions have been known as
non-Fermi-liquid behavior of Tomonaga-Luttinger (TL)
liquid, which is expected to describe the low energy
physics of one dimensional (1D) interacting electron sys-
tems [1]. In the past ten years, experimental evidences
for the realization of TL states have been reported in
many systems such as carbon nanotube devices [2, 3, 4],
quantum wires in semiconductor heterostructures [5, 6]
and fractional quantum Hall systems [7, 8], as predicted
by theories [9, 10]. The power law temperature depen-
dencies of the tunneling density of states [2, 3, 7, 8], and
the bulk spectral density near the Fermi level [11] have
been the key signatures of TL states in these experiments.
On the other hand, there are only a few experiments on
the direct observation of spin-charge separation [12, 13].
In order to obtain such low energy spectral profiles, we
need to resolve local density of states at long distances
from a scatterer or a boundary edge, by scanning tunnel-
ing microscope (STM) [13], which seems rather difficult
to obtain high resolution data. Instead, experiments on
resonant tunneling [4, 14, 15] seems to be a more suitable
procedure to detect the spin-charge separation, since they
probes the energy level spacings in the quantum island.
The resonant tunneling in TL liquid has been studied
for more than a decade since Kane and Fisher’s work
[16, 17, 18]. The charge transport is a main focus on
those works. Meanwhile, the spin transport in pres-
ence of external magnetic field, which is closely linked
to detecting spin-charge separation, has not been stud-
ied enough. There are some theoretical works concerned
with this issue [19, 20, 21]. They consider the quantum
wire forms the quantum dot between ferromagnetic con-
tacts. There the spin and the charge transport can be
∗Electronic address: kamide@kh.phys.waseda.ac.jp
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controlled by the relative angle between the magnetiza-
tion orientations of the ferromagnets [20]. In their re-
sults, the qualitative change due to the spin-charge sep-
aration can be seen. However, the quantitative deter-
mination of the spin-charge separation in the excitation
spectrum remains difficult.
In this paper, we consider the resonant tunneling
through double impurities in a spinful TL liquid under
magnetic fields. A schematic picture of the system is
shown in Fig.1; a strong field B is applied to the entire
one-dimensional system. The charge and the spin in the
region between double impurities are changed by a gate
voltage Vg and a weak field Bg, respectively. Applying
a strong magnetic field breaks the spin rotational sym-
metry and violate spin-charge separation in the spectral
peaks [22], due to the Fermi velocity differences between
two spins. As a result, the spin and the charge sector mix
with each other [23, 24]. It is shown that the spin-charge
mixing effects can clearly be seen in the resonant oscilla-
tion patterns of zero bias conductance in (Vg, Bg) plane.
The spin dependent scaling behavior of a single impu-
rity potential, due to Zeeman effect, has been discussed
by previous works [24, 25, 26, 27]. We also discuss a
spin-charge mixing effects on the impurity scaling in the
resonant tunneling.
Zero bias conductance is calculated by standard
bosonization technique [16, 17, 18] as a function of a
gate voltage, gate magnetic field, temperature T and the
strong magnetic field. The impurity potential V (x) =
V (δ(x− d) + δ(x+ d)) is assumed to be either very weak
(V/vF ≪ 1) or very strong (V/vF ≫ 1). When B 6= 0,
changing the gate voltage does affect the spin density
together with the charge density due to the spin-charge
mixing, leading to noticeable deformation in the lattice
pattern of the conductance peaks [28]. Moreover con-
tour shapes at low temperatures are divided into three
types, depending on the bulk parameters such as B, in-
teraction parameters Kρ,s, where the impurity potentials
are scaled towards “perfect reflection”, “perfect transmis-
sion” and magnetic field induced “spin-filtering”, respec-
tively. These three behaviors are explained by a renor-
2malization group (RG) analysis of a single impurity po-
tential in spin-charge mixed systems.
II. TOMONAGA-LUTTINGER LIQUID UNDER
A MAGNETIC FIELD
We consider a system illustrated in Fig.1. An infinite
TL liquid, under a strong magnetic field
−→
B perpendic-
ular to the wire, has two impurities (or barriers) of the
strength V at x = ±d. Hereafter we take the spin quanti-
zation axis in the direction of
−→
B , and denote the strength
of
−→
B by B ≡ |−→B |. ~ and kB are set to unity in this paper.
Zeeman effect due to B is incorporated into Hamilto-
nian as the difference in Fermi velocity between two spin
species. For simplicity, we take into account the Zeeman
effect only on spins with neglecting the orbital effects.
This is allowed when the magnetic length lB =
√
1/eB
is longer than a width of the TL wire, as discussed in
[29]. In the effective mass approximation ε = k2/2m∗,
the velocity difference is given by,
2∆ = vF(
√
1 +
gµBB
2εF
−
√
1− gµBB
2εF
). (1)
For not too strong fields, ∆ is approximately linear in
B. For simplicity, we set vσ = vF + σ∆, where the
sign σ = +(−) represents up (down) spin. We shall
call the region −d < x < d an island. In the is-
land, chemical potential of spin σ electrons can be con-
trolled by gate voltage Vg and gate magnetic field Bg;
δµσ = −eVg+ σ gµB2 Bg. We consider the situation where
Zeeman energies due to strong magnetic field B and due
to gate magnetic field Bg are, respectively, on the order of
Fermi energy and energy level spacing in the island; i.e.
εF ≥ gµBB2 ≫
gµBBg
2 ∼ vF 2pi2d . Then the Fermi velocity
change due to Bg can be neglected.
Hamiltonian of the system consists of four parts,
H ≡ H0 +Hint +Hisland +Hb , (2)
where H0, Hint, Hisland and Hb are the Hamiltonian for
free electrons, two-body interaction, electrons on the is-
land and barrier potential, respectively. They are given
FIG. 1: Schematic figure of spin polarized Tomonaga-
Luttinger liquid with two impurities under magnetic field.
in terms of fermion field operator,
H0 =
∑
σ
vσ
i
∫
dx
[
ψ†+,σ∂xψ+,σ − ψ†−,σ∂xψ−,σ
]
,(3a)
Hint =
1
2
∑
σ,σ′
∫
dxdy nσ(x)Uσ,σ′ (x− y)nσ′(y), (3b)
Hisland = −eVg
∑
σ
∫ d
−d
dx nσ
+
∫ d
−d
dx
1
2
gµB
−→
Bg · (ψ†α~σα,βψβ), (3c)
Hb = V
∑
σ
[nσ(−d) + nσ(d)] , (3d)
where ψσ ≡ ψ+,σeikF,σx + ψ−,σe−ikF,σx and nσ = ψ†σψσ
are annihilation operator and density operator for elec-
trons with spin σ. We neglect the charging energy of the
island (U in [17]), which can be incorporated into Hint.
H0+Hint are written in terms of bosonic phase fields [1],
H0 +Hint =
∑
i=ρ,s
πvi
2
∫
dx
[
K−1i (
1
π
∂xφi)
2 +KiΠ
2
i
]
+π∆
∫
dx
[
(
1
π
∂xφρ)(
1
π
∂xφs) + ΠρΠs
]
, (4a)
Here, a is the inverse of the Fermi wave number: φi and
Πi are conjugate pairs of bosonic field with commutation
relations [φi(x),Πj(x
′)] = iδi,jδ(x − x′), where i = ρ (s)
represent for charge (spin) variables.
To diagonalize H0 + Hint, we use the linear transfor-
mation [24] (see also Appendix B for the expression in
ladder operators of TL bosons)(
φρ
φs
)
=
(
cosα − 1y sinα
y sinα cosα
)(
φ˜ρ
φ˜s
)
,
(
Πρ
Πs
)
=
(
cosα −y sinα
1
y sinα cosα
)(
Π˜ρ
Π˜s
)
. (5)
Commutation relations are preserved under this transfor-
mation [φ˜i(x), Π˜j(x
′)] = iδi,jδ(x−x′). Parameters α and
y are, respectively, a rotation angle and a scale factor in
“spin-charge space” given by,
y =
√
vρK
−1
ρ + vsKs
vρKρ + vsK
−1
s
, tan 2α =
2∆
vρKρy − vsKsy−1 . (6)
The rotation angle α is proportional to ∆, and thus to B,
for small ∆. After the transformation, HTL ≡ H0 +Hint
becomes,
HTL =
∑
i=ρ,s
πv˜i
2
∫
dx
[
K˜−1i (
1
π
∂xφ˜i)
2 + K˜iΠ˜
2
i
]
. (7)
The expression of v˜i and K˜i are given in Appendix A.
3As discussed in [24, 25, 26, 27], in a polarized TL liquid,
the scaling dimensions of a single impurity potential split
between two spins. Renormalization group equations for
small backscattering amplitude Vσ and small tunneling
amplitude tσ are given
dVσ
dl
= (1− ησ
2
)Vσ for Vσ ≪ vF, (8)
dtσ
dl
= (1− λσ
2
)tσ for Vσ ≫ vF, (9)
with l = lnΛ/Λ′ and an initial (running) energy cutoff Λ
(Λ′). The scaling dimensions ησ and λσ are given
ησ = K˜ρB
2
ρ,σ + K˜sB
2
s,σ, (10)
λσ = K˜
−1
ρ D
2
ρ,σ + K˜
−1
s D
2
s,σ. (11)
where Bρ,σ = cosα + σy sinα, Bs,σ = −y−1 sinα +
σ cosα, Dρ,σ = cosα + σy
−1 sinα, and Ds,σ = σ cosα −
y sinα. Thus the ratio of reflection amplitudes and
tunneling amplitudes scale like, respectively, V↑/V↓ ∝
(T/Λ)
η↑−η↓
2 and t↑/t↓ ∝ (T/Λ)
λ↑−λ↓
2 . The difference of
the exponents δη = (η↑− η↓)/2 and δλ = (λ↑−λ↓)/2 are
given
δη = (K˜ρy − K˜sy−1) sin 2α, (12)
δλ =
K˜sy
−1 − K˜ρy
K˜ρK˜s
sin 2α. (13)
This expression tells us that the split of the scaling di-
mensions between two spins become large when the spin-
charge mixing angle is large. Due to the split of expo-
nents, we expect the spin current with large polarization
P =
t↑−t↓
t↑+t↓
at low temperature in the strong barrier limit.
This scaling effect with the exponents ησ and λσ also ap-
pears in the conductance for double barrier structure.
III. WEAK BARRIER LIMIT (V → 0)
We consider first the weak barrier limit V → 0, where
the electron transfer is due to the coherent tunneling of
the spin-charge mixed density wave. The zero bias con-
ductance is calculated perturbatively with respect to the
small barrier potential Vpia . The Hamiltonian for the is-
land and for the barriers in Eq.(3c) and Eq.(3d) are writ-
ten in terms of the bosonic phase at x = ±d,
Hisland =
−2eVg
π
θ−ρ +
gµBBg
π
θ−s , (14)
Hb =
V
πa
∑
σ=±
sin(θ+ρ + σθ
+
s ) cos(2kF,σd+ θ
−
ρ + σθ
−
s ).
(15)
θ±i = (φi(d) ± φi(−d))/
√
2 is the linear combination of
phases at x = ±d. According to our assumption that the
magnetic field B is strong enough that (kF,↑−kF,↓)d≫ π,
only z-component of
−→
Bg remains after the integration of
(3c) with neglecting the fast oscillating terms. Hereafter,
we denote (
−→
Bg)z by Bg.
To make calculations easier, it is helpful to construct
an effective action [16] obtained by integrating out the TL
field except for the positions of the barriers x = ±d, since
charge (spin) current through barriers depends only on
the local variables, jρ(s) = (2/π)∂tθ
+
ρ(s). The integrated
effective action is calculated as,
Seff =
∑
ωn,j=±,i=ρ,s
ǫ˜ji (ωn)θ˜
j
i (ωn)θ˜
j
i (−ωn)
+
∫ β
0
dτ [Hisland +Hb] , (16)
ǫ˜±i (ωn) =
1
πK˜i
|ωn|
1± exp{−(2d/v˜i)|ωn|} . (17)
Here we have defined new variables θ˜±i ≡ (φ˜i(d) ±
φ˜i(−d))/
√
2. θ˜ and θ relates each other by the same lin-
ear transformation between φ˜ and φ. We will calculate
zero bias conductance for charge (spin) current following
Kubo formula,
Gρ(s) = lim
ωn→0
2e2
ωn
〈
jρ(s)(ωn)jρ(−ωn)
〉
,
where analytic continuation is to be taken before taking
the limit. The effective action Seff is used for taking
thermal average such that
〈A〉 =
∫ ∏
i,j Dθ˜
j
iA exp{−Seff}∫ ∏
i,j Dθ˜
j
i exp{−Seff}
. (18)
Hamiltonian for the island Hisland is given after canonical
transformation (5) as
Hisland = A1θ˜
−
ρ +A2θ˜
−
s , (19)
with the coefficients,
A1 = −2eVg
π
cosα+
gµBBg
π
y sinα,
A2 =
2eVg
π
1
y
sinα+
gµBBg
π
cosα.
Thus, the terms other than barrier potentials, quadratic
in θ˜±i , can be treated exactly in Seff .
After straightforward calculation, we obtain an explicit
form of the conductance to the second order in Vpia ; Gi =
G
(0)
i + G
(2)
i for i = ρ, s. The unperturbed conductance
G
(0)
ρ and G
(0)
s are [24],
G(0)ρ =
e2
π
(K˜ρcos
2 α+ K˜sy
−2 sin2 α), (20)
G(0)s =
e2
2π
(K˜ρy − K˜sy−1) sin 2α . (21)
4This expression implies that spin polarized current can
flow in a clean, infinite TL liquid due to spin-charge mix-
ing effect, since G
(0)
s = 0 when ∆ = 0 for all interaction
parameters. However, such a violation of the conduc-
tance quantization is shown to be an artifact for infinite
system as previous works pointed out for unpolarized sys-
tem [30, 31, 32]. We show in Appendix C that the prefac-
tors of conductance should vanish i.e. G
(0)
↑ = G
(0)
↓ =
e2
2pi
also for spin polarized system, by taking into account the
effects of Fermi liquid reservoirs. Thus the spin polarized
current cannot be generated in a clean system, even when
a magnetic field are applied.
The second order correction G
(2)
i is
G
(2)
i = −
e2
4
(
V
πa
)2∑
σ
Ciσ lim
ωn→0
∫ β
0
dτ
1− cosωnτ
ωn
Rσ exp
[− 1
2β
∑
ω′n
( B2ρ,σ
ǫ˜+ρ (ω′n)
+
B2s,σ
ǫ˜+s (ω′n)
)
(1− cosω′nτ )
]
, (22a)
Rσ = cosΩσ exp

−∑
ω′n
fσ(ω
′
n)(1 + cosω
′
nτ )

+ exp

−∑
ω′n
fσ(ω
′
n)(1− cosω′nτ )

 (22b)
Ωσ = −4kF,σd+
[− cosαBρ,σ
πǫ˜−ρ (0)
+
y−1 sinαBs,σ
πǫ˜−s (0)
]
2eVg +
[y sinαBρ,σ
πǫ˜−ρ (0)
+
cosαBs,σ
πǫ˜−s (0)
]
gµBBg, (22c)
fσ(ω
′
n) =
1
2β
(
B2ρ,σ
ǫ˜−ρ (ω′n)
+
B2s,σ
ǫ˜−s (ω′n)
)
, (22d)
with β = 1/T and the constants given by,
Cρσ =
(
cosα Bρ,σK˜ρ − y−1 sinα Bs,σK˜s
)2
,
Csσ =
(
cosα Bρ,σK˜ρ − y−1 sinα Bs,σK˜s
)
×
(
y sinα Bρ,σK˜ρ + cosα Bs,σK˜s
)
.
The second order correction G
(2)
i gives us some infor-
mation about the resonant oscillation in (Vg, Bg) plane;
the exponential terms determine the temperature de-
pendent amplitude, and Ωσ determines the period. As
seen in the above expression, the conductance oscillation
comes from a sum of two independent contributions; res-
onant tunneling of spin up electrons and spin down elec-
trons. This is because the average of a product of co-
sine terms for up spin and down spin always vanishes;〈
sin
(
θ+ρ (τ) + θ
+
s (τ)
)
sin
(
θ+ρ (0)− θ+s (0)
)〉
= 0.
At low temperature T ≪ ǫ˜−ρ (0), ǫ˜−s (0), it is given
G
(2)
i = −
e2
2π
( V
aΛ
)2∑
σ
Ciσ
Γ(ησ2 )
Γ(ησ+12 )/Γ(
3
2 )
×(1 + cosΩσ)
(πT
Λ
)ησ−2
, (23)
where Λ is the high energy cut-off. At high temperature
T ≫ ǫ˜−ρ (0), ǫ˜−s (0), the term proportional to cosΩσ is ex-
ponentially suppressed as increasing temperature, while
the other terms remain unchanged in (23). Thus, the
conductance oscillation dessappers and the double impu-
rity structure can be viewed as a single impurity whose
scaling law is given in Eq.(8) for pivF2d ≪ T ≪ Λ.
Figure 2 shows the contour plot of the conductance cor-
rection as a function of gate voltage and gate magnetic
field. Conductance peaks form lattice in (Vg , Bg) plane
and spin-charge mixing effect causes the deformation of
the lattice. For unpolarized Fermi liquid ∆ = 0 andKρ =
Ks = 1 in Fig.2(A), conductance peaks form rectangular
lattice with periods (eVg)0 = (
1
2µBBg)0 =
pivF
2d . Chang-
ing the interaction parameter from Kρ = 1 to Kρ = 0.5
(from Fig.2(A) to Fig.2(B)), the lattice shape does not
change but with a shift in the period (eVg)0 =
pivρ
2dKρ
due
to the change in charge- and spin- susceptibility of the
island δρ =
pivρ
2dKρ
and δs =
pivs
2dKs
. As increasing ∆ from
∆ = 0 to ∆ = 0.5v in Fermi liquid case (from Fi.2(A) to
Fig.2(C)), stretches in primary unit vectors of the lattice
(arrows in figures), by a factor (∼ 1+σ ∆vF ) for spin σ elec-
trons, are seen. It reflects the change in the level spacing
due to Zeeman effect given by σ 2pi∆2d . Then, adding the
interaction from Kρ = 1 to Kρ = 0.5 (from Fig.2(C) to
Fig.2(D)), rotations of the primary unit vectors rotates
reflecting rotations of spin-charge space. This is exactly
due to spin-charge mixing effect. For Kρ = Ks, the rota-
tion cannot be seen in Fig.2(C) since the principal axis in
spin-charge space stay in the direction±pi4 independent of
∆. The rotation angle δϑ is proportional to “spin-charge
mixing angle α” for small ∆,
δϑ =
1
2
(
y + y−1 − y vs/Ks
vρ/Kρ
− y−1 vρ/Kρ
vs/Ks
)
α+O(α2),
(24)
when there are only density-density interactions between
electrons Hint ∝ gρ( 1pi∂xφρ)2 + gs( 1pi∂xφs)2 i.e. TL pa-
5rameters satisfy Kρvρ = Ksvs = vF,
δϑ =
K2ρ −K2s
2
∆
vF
+O ((∆/vF)2) . (25)
When the temperature decreases, the amplitude of os-
cillation for two spins follow power laws with different ex-
ponents. In case of spin isotropic interaction (Ks = 1 i.e.
gs = 0), depending on the interaction gρ =
1
2 (K
−2
ρ − 1)
is repulsive or attractive, impurity potentials are scaled
toward perfect reflection or perfect transmission. Ex-
tending the parameter space to spin anisotropic inter-
action (Ks 6= 1 i.e. gs 6= 0), “spin filter phase” where
η↑ > 2, η↓ < 2, emerges between the two phases “perfect
transmission” and “perfect reflection”. In this phase, the
impurity potential scales toward perfect transmission for
up spin (majority spin), and perfect reflection for down
(minority) spin. The conductance correction at differ-
ent temperatures are plotted with TL parameters in spin
filter phase in Fig.3. The peaks of the conductance cor-
rection changes from lattice structure to one plane wave,
as lowering temperature from Fig.3(A) to Fig.3(B). This
is due to the strong suppression of backscattering cur-
rent of the majority spins, and the enhansment for the
minority spin at low temperature. These results suggest
the possibility of generating and modulating spin current
with large polarization by gate voltage and gate magnetic
field.
FIG. 2: Second order conductance correction G
(2)
ρ are plotted
as a function of gate voltage and magnetic field normalized by
δi =
vi
Ki
pi
2d
for Hubbard model. Kρ = vF/vρ, Ks = vF/vs = 1;
(A) Kρ = 1, ∆/vF = 0, (B) Kρ = 0.5, ∆/vF = 0, (C)
Kρ = 1, ∆/vF = 0.5, (D) Kρ = 0.5, ∆/vF = 0.5. The tem-
perature is fixed at T/Λ = 0.1 in all figures. Solid (broken)
arrow indicates the direction of peak line of the conductance
deviation due to up (down) spin resonant tunneling.
IV. WEAK LINK LIMIT (V → ∞)
In this section, we consider the weak link limit (V →
∞), where the tunneling amplitudes tσ satisfies tσ/vF ≪
1 and the electron transport is described by a sequential
tunneling picture [17, 18]. We will calculate zero-bias
conductance perturbatively to the lowest order within a
master equation framework. The higher order contribu-
tions, such as cotunneling (COT) [17, 18] and correlated
sequential tunneling (CST) [33], are neglected. Contri-
butions from COT and CST become important, respec-
tively, away from the resonance peaks and for rather
transparent barriers [33]. Thus, they do not seem to
make major changes in the discussions here focusing on
the peak positions and the height in the weak link limit.
We consider a quantum island with length 2d weakly
linked to the semiinfinite TL wires at the both ends.
The Hamiltonian for the semiinfinite wires Hwires are
the same as Eq.(7). We represent electron field opera-
tors of the island, the right (R) and the left (L) wire
by ψσ =
∑
τ ψτ,σ, ψ
R
σ =
∑
τ ψ
R
τ,σ and ψ
L
σ =
∑
τ ψ
L
τ,σ,
respectively. They obey the open boundary condition
ψσ(±d) = ψRσ (d) = ψLσ (−d) = 0. The chemical poten-
tials of the right and the left wire are set µR = −eVbias
and µL = 0, and we take the limit eVbias → 0 at the
last stage of the calculations for the zero bias conduc-
tance. In the sequential tunneling regime, the number of
excess electrons on the island Nσ becomes a good quan-
tum number, which enters in the zero mode Hamiltonian
Hzero = Hd +Hisland,
Hd =
πvF
4d
∑
σ
(
K−2ρ +K
−2
s
2
+ σ
∆
vF
)
N2σ
+
πvF
2d
(
K−2ρ −K−2s
2
)
N↑N↓, (26)
Hisland =
∑
σ
(
−eVg + σgµBBg
2
)
Nσ. (27)
The Hamiltonian for non-zero mode Hfluc is the same as
in Eq.(7); Hfluc =
∑
i=ρ,s,n>0 v˜ikn(α˜
†
i,nα˜i,n+1/2), where
FIG. 3: G
(2)
ρ are plotted as a function of gate voltage and
magnetic field normalized by δi =
vi
Ki
pi
2d
for spin anisotropic
interaction parameters. Kρ = vF/vρ = 0.6, Ks = vF/vs =
1.4, ∆/vF = 0.5; (A) T/Λ = 10
−2, (B) T/Λ = 10−6.
6kn = πn/2d. Under the boundary condition, the mode
expansion of the electron field operator ψσ becomes [25,
34, 35, 36],
ψτ,σ =
√
kF,σ
π
eiτkF,σ(x+d)+iτ(χ
0
τ,σ+χτ,σ), (28)
χ0τ,σ =
π
2
+
πNσ(x+ d)
2d
+ τθσ, (29)
χτ,σ =
∑
i=ρ,s
K˜
1/2
i Bi,σφ˜
+
i + τK˜
−1/2
i Di,σφ˜
−
i
2
, (30)
where θσ is zero-mode phase satisfying [Nσ, θσ] = i. Non-
zero mode phase φ˜±i is given
φ˜+i =
∞∑
n=1
√
2
n
sin kn(x + d)
(
α˜i,n + α˜
†
i,n
)
, (31)
φ˜−i =
∞∑
n=1
√
2
n
cos kn(x+ d)
i
(
α˜i,n − α˜†i,n
)
. (32)
The mode expansion of ψR,Lσ are similarly obtained.
Using the boundary operators, the tunnel Hamiltonian
HT = H
R
T +H
L
T is given
HRT =
∑
σ
tRσψ
†
−,σ(d)ψ
R
−,σ(d) + h.c., (33)
HLT =
∑
σ
tLσψ
†
+,σ(−d)ψL+,σ(−d) + h.c.. (34)
The transition rate P
R(L)
i→f from a initial state |i〉 ≡
|Nσ, N−σ〉 to a final state |f〉 ≡ |Nσ + q,N−σ〉 (q = ±1),
via tunneling processes at the right (left) end of the is-
land, can be calculated perturbatively. To the lowest
order, it becomes
P
R(L)
i→f =
∫ ∞
−∞
dt 〈〈i|HR(L)T (t)|f〉〈f |HR(L)T (0)|i〉〉, (35)
where the time evolution of operators are given in in-
teraction representation A(t) = U †(t)AU(t) with U =
exp[−it(Hzero +Hfluc +Hwires)]. We obtain the expres-
sion for P ji→f (j = R,L) as,
P ji→f =
1
β
exp[−βε
j
σ
2
]γj(εjσ, β), (36)
γj(εjσ, β) ∼
1
π
(
tjσ
vF,σ
)2(
π
βΛ
)λσ
2
−2 ∏
i=ρ,s
(
3v˜i/d
Λ
)D2i,σ
2K˜i
×2λσ−1B
[
λσ + iβε
j
σ/π
2
,
λσ − iβεjσ/π
2
]
, (37)
where εjσ ≡ 〈f |Hzero|f〉 − 〈i|Hzero|i〉 − qµj is the energy
difference between the two states. The line shape of
the conductance near the peak is roughly given by the
beta function in (37), and the peak height scales like
∝ (T/Λ)λσ/2−2 as lowering temperature. The probabil-
ity Pi to find the system in |i〉, and the current of spin
σ electrons Iσ are obtained by solving a set of master
equations,
d
dt
Pi =
∑
i′
Pi′→iPi′ − Pi→i′Pi = 0, (38)
Iσ = e
∑
i,q
qPi(P
R
i→f − PLi→f ), (39)
where Pi→i′ = P
R
i→i′ + P
L
i→i′ .
The zero bias conductance Gρ = G↑ +G↓ is evaluated
from (36)-(39) and plotted as a function of gate voltage
and gate magnetic field in Fig.4. The conductance peak
form lattice in (Vg, Bg) plane, and one can see the spin-
charge mixing effect on the shape as well as in the case
of weak barriers. Arrows in figures are the primary unit
vectors, and a translation by a solid (dotted) arrow cor-
responds to a change in the average particle number of
down (up) spin electrons in the island by one. When
spin and charge excitations are degenerate (Kρ = Ks),
the primary unit vectors of the lattice pattern are in the
direction of ±pi4 independently of the magnetic field ∆
as shown in Fig.4(A) and Fig.4(B). On the other hand,
when spin-charge separation does hold (Kρ,Ks 6= 1), the
vectors rotate as increasing ∆ as seen in Fig.4(C) and
Fig.4(D). From Eq.(26-27), one can ensure that the an-
gle of the solid (dotted) arrow ϑ↓ (ϑ↑) is given
ϑσ = tan
−1 −σ −K2s∆/vF
1 + σK2ρ∆/vF
. (40)
FIG. 4: Zero bias conductance Gρ is plotted as a function
of gate voltage and magnetic field normalized by δi =
vi
Ki
pi
2d
,
with T = 10−1 pivF
4d
= 10−3Λ and (tjσ/vF,σ)
2/pi = 10−2. Dif-
ferent values of interaction and magnetic field are taken for
each figures; (A) Kρ = Ks = 1, ∆/vF = 0, (B) Kρ = Ks = 1,
∆/vF = 0.3, (C) Kρ = 0.5, Ks = 1, ∆/vF = 0, and (D)
Kρ = 0.5, Ks = 1, ∆/vF = 0.3.
7Thus the expansion of the rotation angle δϑ to the linear
order in ∆, yields the same result as Eq.(25) obtained for
the weak barrier case. This could indicate that applying
a magnetic field causes a rotation of the lattice of conduc-
tance peaks by the same angle for entire range of barrier
strength to the linear order. Of course, being similar to
the weak barrier case, the splits of scaling dimensions for
tunneling amplitudes between two spins results in strong
suppression of the peak height along the resonant line
d′c′ compared to b′d′ in Fig.4(D). Another interesting
result in the strong barrier limit is that for Kρ 6= Ks
there are no resonance points of four number states (say
|n,m〉, |n + 1,m〉, |n,m + 1〉 and |n + 1,m + 1〉) like O
and O′. Instead, such a resonance point splits into two;
one like a and a′ where the three states |n,m〉, |n+1,m〉
and |n,m + 1〉 degenerate, and the other like d and d′
where |n + 1,m+ 1〉, |n+ 1,m〉 and |n,m + 1〉 do. The
length between the separated resonance points ad and
a′d′, corresponds to eVg =
pivF
4d (K
−2
ρ −K−2s ). It can thus
be a measure for the strength of spin-charge separation.
V. SUMMARY
We have discussed the spin-charge mixing effect on
the resonant tunneling in spin-polarized Tomonaga-
Luttinger liquid under magnetic fields. The zero bias
conductance is calculated as a function of gate voltage
Vg and gate magnetic field Bg. Conductance peaks form
a lattice structure in (Vg, Bg) plane. We find two ef-
fects of the spin-charge mixing in the plot of zero bias
conductance; (i) The primary unit vectors of the lattice
pattern rotate as increasing magnetic field due to “spin-
charge mixing”. (ii) The amplitude of conductance os-
cillation differs significantly at low temperature between
two spins, which originates from the split of the scaling
dimension of impurity potential. For systems with ap-
propriate interaction parameters, the impurity potential
can become a spin-filter that selects electrons of one spin
orientation to pass through. We should note that such
spin-filtering phase appears only for the systems with
spin-anisotropic interaction (Ks 6= 1), whose candidates
in real systems haven’t been found yet. However, recent
studies predicts that spin-orbit interactions in a quantum
wire, whose strength is tunable by the gate voltage, can
also cause spin-charge mixing [37] as the Zeeman effect
does. Moreover Gritsev et al. [38] show that an interac-
tion parameter Ks can be renormalized and shift from
Ks = 1 in the presence of Rashba coupling. These facts
may suggest a possibility to lead such spin-filtering phase
to an experimentally accessible region.
Finally we would like to address the possibility for the
experimental test of our theory. If one uses armchair car-
bon nanotube as a TL wire, there arise two difficulties to
observe the spin-charge mixing. Armchair nanotubew
are described as four components TL liquid (spinful TL
liquid with two bands p = ±), having a symmetry in the
band structure vF,p = vF,−p at the Fermi level ǫF = 0 [9].
Due to this unique band structure, the symmetry be-
tween up and down spins will not be broken even when
applied magnetic field. Hense the spin-charge mixing
does not occur for ǫF = 0. This is one difficulty. How-
ever, for doped carbon nanotubes (ǫF 6= 0) with the band
structure symmetry broken vF,p 6= vF,−p, the spin-charge
mixing occur when applied a strong magnetic field. An-
other difficulty is on realization of such a strong magnetic
fields that the spin-cahrge mixing effect can be measured.
In our case, a significant change in the Fermi velocity
about ∆vF =
vF,↑−vF,↓
2vF
≥ 0.1 is needed. Such situation
may be difficult to prepare in carbon nanotubes with a
band width t ∼ 2.5 eV [39] since g-factor for electrons in
carbon nanotubes is g ∼ 2 [40], which means a magnetic
field 1T amounts to gµBB ∼ 0.12 meV. To make veloc-
ity difference ∆/vF = 0.1, it requires B ∼ 1.25×104 tesla
in case of carbon nanotubes. And the preparation of the
local magnetic field Bg with a submicron meter scale is
also an open issue, though there are some works reporting
magnetic fields with a micron meter scale [41]. However,
if one uses a quantum wire with a small Fermi energy and
a large g-factor e.g. an InSb quantum wire with g ∼ −50,
two problems lying on carbon nanotubes are cleared, and
our predictions can possibly be verified in experiments.
Ultracold fermionic atoms in optical lattices [42], which
shows remarkable progress in experiments, with control-
lable parameters such as interaction parameters, lattice
shapes, and the potential height, will also give us another
conceivable stage to test our theory.
It is the more important issue of spintronics to suggest
new ways of creating spin filters i.e. the way to modify
the split of scaling dimensions between two spin channels
in more realistic models. However the concepts of “spin-
charge mixing effect” will play one key role in this matter.
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APPENDIX A: LUTTINGER PARAMETERS FOR
SPIN-CHARGE MIXED SYSTEM
Luttinger parameters in Eq.(7) are given,
8v˜2ρ =
v2ρ + v
2
s + 2∆
2
2
+
v2ρ − v2s
2
√
1 +
4∆2(vρKρ + vs/Ks)(vsKs + vρ/Kρ)
(v2ρ − v2s )2
,
v˜2s =
v2ρ + v
2
s + 2∆
2
2
− v
2
ρ − v2s
2
√
1 +
4∆2(vρKρ + vs/Ks)(vsKs + vρ/Kρ)
(v2ρ − v2s )2
,
K˜ρ =
√√√√vρKρ cosα2 + vsKs( sinαy )2 +∆ sin 2αy
vρ
Kρ
cosα2 + vsKs (y sinα)
2 +∆y sin 2α
, K˜s =
√
vsKs cosα2 + vρKρ(y sinα)2 −∆y sin 2α
vs
Ks
cosα2 +
vρ
Kρ
( sinαy )
2 −∆ sin 2αy
,
where α and y are given in Eq.(6).
APPENDIX B: LINEAR TRANSFORMATION
Here we represent the linear transformation in Eq.(5)
in terms of ladder operators of TL bosons αi(k), α
†
i (−k),
α˜i(k) and α˜
†
i (−k), which diagonalize TL Hamiltonian as
HTL =
∑
k,i v˜i|k|
(
α˜†i (k)α˜i(k) + 1/2
)
. The phase vari-
ables φi and Πi are expanded in terms of the ladder op-
erators as
φi =
∑
k
√
πKi
2|k|L
(
αi(k) + α
†
i (−k)
)
eikx, (B1)
Πi =
1
i
∑
k
√
|k|
2πKiL
(
αi(k)− α†i (−k)
)
eikx. (B2)
The representation for φ˜i and Π˜i are obtained simi-
larly by putting Ki, αi → K˜i, α˜i into the above equa-
tions. Focusing on a k-component here, we omit the in-
dex k for simplicity. From the above expressions, the
transformation in Eq.(5) is expressed as A = WA˜ with
A = (αρ, αs, α†ρ, α†s)T , A˜ = (α˜ρ, α˜s, α˜†ρ, α˜†s)T , and a 4×4
matrix W ;
W = 1
2
(
Pφ + PΠ Pφ − PΠ
Pφ − PΠ Pφ + PΠ
)
, (B3)
Pφ =

 cosα
√
K˜ρ/Kρ − 1y sinα
√
K˜s/Kρ
y sinα
√
K˜ρ/Ks cosα
√
K˜s/Ks

 ,
PΠ =

 cosα
√
Kρ/K˜ρ −y sinα
√
Kρ/K˜s
1
y sinα
√
Ks/K˜ρ cosα
√
Ks/K˜s

 .
For sure, it can be easily checked that the transforma-
tion matrix W satisfies a normalization condition for
a Bogoliubov transformation WCW† = C with C =
diag(1, 1,−1,−1).
APPENDIX C: THE EFFECT OF
NONINTERACTING RESERVOIR
Here we calculate the zero bias conductance of a clean
TL wire under magnetic field, connected to Fermi liquid
reservoirs. As previous works [30, 31, 32] have shown, the
scaling factor of conductance should disappear by the ef-
fect of reservoirs. We check whether their statements can
also be applied to a polarized TL liquid, and whether our
result in Eq.(21), which implies that applying bias volt-
age generates spin current by spin-charge mixing effect,
is an artifact of the assumption to be an infinite system.
We consider a polarized TL wire is connected to reser-
voirs of noninteracting Fermi liquid at x = ±d.
From Hamiltonian (4a), the imaginary time action be-
comes,
S =
1
2π
∫ β
0
dτ
∫ ∞
−∞
dx ~φT Mˆ ~φ , (C1)
~φ =
(
φρ φs
)T
,
Mˆ =
(
vρKρ ∆
∆ vsKs
)−1
∂2τ + ∂x
( vρ
Kρ
∆
∆ vsKs
)
∂x.
∆, vi and Ki are x-dependent parameters and abruptly
change at the boundaries,
vi(x) =
{
vi −d < x < d
vF otherwise,
Ki(x) =
{
Ki −d < x < d
1 otherwise,
∆(x) =
{
∆ −d < x < d
0 otherwise.
(C2)
Conductance can be calculated from the Green’s function
of bosonic field,
Gˆ(τ, x, y) =
∑
ωn
Gˆωn(x, y)e
iωnτ (C3)
=
( 〈Tτφρ(τ, x)φρ(0, y)〉 〈Tτφρ(τ, x)φs(0, y)〉
〈Tτφs(τ, x)φρ(0, y)〉 〈Tτφs(τ, x)φs(0, y)〉
)
,
which satisfies the equation,
MˆωnGˆωn(x, y) = 1ˆ · δ(x− y). (C4)
Here Mˆωn is Fourier component of Mˆ obtained by ∂τ →
iωn. DC charge current (Iρ) and spin current (Is) in-
duced by a time independent electronic field E(y) in TL
9wire −d < y < d, are determined from Kubo formula for
i = ρ, s
Ii(x) =
∫ d
−d
dy lim
ωn→0
(
−ωn e
2
π
[
Gˆωn(x, y)
]
i,ρ
)
E(y). (C5)
We must solve (C4) under the boundary conditions at
x = ±d, y; (i) The Green’s function should be continuous
and (ii) the integration should satisfy
∫ −d+0
−d−0
dxMˆωnGˆωn(x, y) =
∫ d+0
d−0
dxMˆωnGˆωn(x, y) = 0ˆ,∫ y+0
y−0
dxMˆωnGˆωn(x, y) = 1ˆ. (C6)
One can find the solution to become
Gˆωn(x, y) =
( − 1ωn 0
0 − 1ωn
)
+O(ω0n). (C7)
Thus the conductance is given by G
(0)
ρ =
e2
pi and G
(0)
s = 0
instead of Eq.(20-21). The result shows the conductance
quantization to e
2
2pi par spin channel also holds for spin-
charge mixed systems under the magnetic field, as far as
concerned the DC limit |ωn| ≪ vF/2d. Moreover we can
ensure this conclusion is unchanged when a magnetic field
is also applied to reservoirs besides the one-dimensional
region.
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