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Abstract—This paper examines the nonconvex quadratically
constrained quadratic programming (QCQP) problems using an
iterative method. One of the existing approaches for solving
nonconvex QCQP problems relaxes the rank one constraint on
the unknown matrix into semidefinite constraint to obtain the
bound on the optimal value without finding the exact solution. By
reconsidering the rank one matrix, an iterative rank minimization
(IRM) method is proposed to gradually approach the rank one
constraint. Each iteration of IRM is formulated as a convex
problem with semidefinite constraints. An augmented Lagrangian
method, named extended Uzawa algorithm, is developed to solve
the subproblem at each iteration of IRM for improved scalability
and computational efficiency. Simulation examples are presented
using the proposed method and comparative results obtained
from the other methods are provided and discussed.
Index Terms—Quadratically Constrained Quadratic Program-
ming; Semidefinite Programming; Nonconvex Optimization; Aug-
mented Lagrangian Method
I. INTRODUCTION
The general/noncovex quadratically constrained quadratic
programming (QCQP) problem has recently attracted signifi-
cant interests due to its wide applications. For example, any
polynomial problems of optimizing a polynomial objective
function while satisfying polynomial inequality constraints can
be reformulated as general QCQP problems [1], [2]. In addi-
tion, we can find QCQP applications in the areas of maxcut
problems [3], production planning [4], signal processing [5],
sensor network localizations [6], and optimal power flow [7],
[8], just to name a few.
Convexification and relaxation techniques have been com-
monly used when solving nonconvex optimization prob-
lems [9]–[11]. Efforts toward solving nonconvex QCQP
problems have been pursued in two directions, obtaining a
bound on the optimal value and finding a feasible solution.
For simplicity, the QCQPs discussed below represent gen-
eral/nonconvex QCQPs. Extensive relaxation methods have
been investigated to obtain a bound on the optimal value
of a QCQP. The linear relaxation approach introduces extra
variables to transform the quadratic objective and constraints
into bilinear terms, which is followed by linearization of the
bilinears [12], [13]. The final linear formulation reaches a
bound on the QCQP optimal value with fast convergence, but
low accuracy. The semidefinite programming (SDP) relaxation
introduces a rank one matrix to replace the quadratic objective
and constraints with linear matrices equalities/inequalities.
However, the nonlinear rank one constraint on the unknown
matrix is substituted by semidefinite relaxation. In general, the
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SDP relaxation reaches a tighter bound on the optimal value
than that obtained from linear relaxation [2]. A detailed dis-
cussion of various relaxation approaches and the comparison
of their relative accuracy is provided in [14].
However, finding a bound on the optimal value of QCQP
does not imply generating an optimal solution, not even
a feasible one. One of the efforts for obtaining a feasible
solution utilizes an iterative linearization approach to gradually
improve the objective value [2]. However, this method does
not provide any guarantee of convergence. Another approach
is to generate randomized samples and solve the QCQP
on average of the distribution. However, the randomization
approach does not apply to problems with equality constraints
and the optimality is not guaranteed. Branch and bound (BNB)
method has been frequently utilized to search for the optimal
solution of nonconvex problems [15]–[17]. Although BNB can
lead to global optimal solution, the searching procedure is time
consuming, especially for large scale optimization problems.
Recent work in [18] proposes that the structure of the QCQP
problems can be changed based on graph theory to obtain a
low-rank solution which greatly reduces the gap between the
exact solution and the relaxed one. Furthermore, works in [19]
generates a series of SDPs to solve polynomial optimization
problems, which is applicable to small scale QCQPs.
After reviewing the literature, we come to a conclusion
that a more efficient approach is required to solve QCQP
problems. In our previous work of [20], [21], an iterative
rank minimization (IRM) method has been proposed to solve
homogeneous QCQPs. Inspired by the SDP relaxation, the
IRM method focuses on finding the unknown rank one matrix
by gradually minimizing the rank of the unknown matrix.
This paper explores the problem to inhomogeneous QCQPs
and focuses on proof of convergence to local optimum with
a determined linear convergence rate based on the duality
theory and the Karush-Kuhn-Tucker conditions. Each iteration
of IRM is formulated as a convex problem with semidefinite
constraints. To improve the scalability and computational
efficiency in solving large scale convex optimization problems
with semidefinite constraints, an extended Uzawa algorithm,
based on the augmented Lagrangian method [22], [23], is
developed to solve the subproblem at each iteration of IRM.
And convergence to global optimality for the extended Uzawa
algorithm is provided.
To our knowledge, there has been no existing approach for
solving nonconvex QCQP with guaranteed convergence and
a determined convergence rate to a local optimum while also
satisfying all nonconvex constraints. The special contribution
of this paper is a novel iterative approach to solve nonconvex
QCQPs and proof of the linear convergence of the iterative ap-
proach. Furthermore, the proposed approach is accomplished
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by solving each iteration via a scalable and computationally-
efficient extended Uzawa algorithm.
In the following, the QCQP formulation is introduced in §II.
The IRM method is discussed in §III with linear convergence
rate and local optimality proof. In §IV, the extended Uzawa
algorithm for solving large scale SDPs is introduced and its
convergence analysis is discussed. Simulation examples are
presented in §V to verify the effectiveness of the proposed
methods. We conclude the paper with a few remarks in §VI.
II. PROBLEM FORMULATION
A general homogeneous QCQP problem can be expressed
in the form of
J = min xTQ0x (2.1)
s.t. xTQjx ≤ cj , ∀ j = 1, . . . ,m,
where x ∈ Rn is the unknown vector to be determined,
Qj ∈ Sn, j = 0, . . . ,m, is an arbitrary symmetric matrix,
and cj ∈ R, j = 1, . . . ,m. Inhomogeneous QCQPs with
linear terms can be reformulated as homogeneous ones by
defining an extended vector x˜ = [xT , t]T as well as a new
quadratic constraint t2 = 1 [5]. Since Qj , j = 0, . . . ,m, are
not necessarily positive semidefinite, problem in (2.1) is gen-
erally classified as nonconvex and NP-hard, requiring global
search for its optimal solution. Without loss of generality,
the following approach to solve nonconvex QCQP problems
focuses on homogeneous QCQPs.
III. AN ITERATIVE APPROACH FOR NONCONVEX QCQPS
A. The Lower Bound on the Optimal Value of QCQPs
In order to solve the nonconvex QCQP in (2.1), the semidef-
inite relaxation method is firstly introduced to find a tight
lower bound on the optimal objective value. By applying
interior point method, the relaxed formulation can be solved
via a SDP solver [24]. After introducing a rank one positive
semidefinite matrix X = xxT and substituting the rank one
constraint by a positive semidefinite constraint, X  xxT , the
relaxed formulation is written as
J = minX 〈X,Q0〉 (3.2)
s.t. 〈X,Qj〉 ≤ cj , ∀ j = 1, . . . ,m, X ∈ Sn+,
where S+ denotes a positive semidefinite matrix and ‘〈·〉’
denotes the inner product of two matrices, i.e., 〈A,B〉 =
trace(ATB). The semidefinite constraint relaxes the original
formulation in (2.1), which generally yields a tighter lower
bound on the optimal value of (2.1) than the one obtained
from linearization relaxation technique [14]. Therefore, by
reformulating the problem of (2.1) in the form of (3.2), we
obtain lower bound on the optimal value of (2.1). However,
the relaxation method will not yield optimal solution of the
unknown variables x. Compared to the original formulation
in (3.2), the only difference of the relaxation approach is that
the rank one constraint on matrix X is excluded. In order
to obtain the optimal solution of x, we reconsider the rank
one constraint on matrix X and propose an IRM approach to
gradually reach the constraint.
B. Iterative Rank Minimization Approach
Satisfying rank one constraint, X = xxT , for a unknown
matrix X is computationally complicated. The direct method
is to examine eigenvalues of the matrix. When only one
eigenvalue is nonzero, it can be claimed that the rank of
the matrix is one. However, for a unknown matrix X ∈ Sn,
there is no straight way to examine its eigenvalues before it is
determined. Although heuristic search methods have been used
to minimize the rank of symmetric or asymmetric matrix, they
cannot guarantee that the rank of the final matrix is one [25],
[26].
Based on the fact that when the rank of a matrix is one,
it has only one nonzero eigenvalue. Therefore, instead of
making constraint on the rank, the focus is on constraining
the eigenvalues of X such that the n− 1 smallest eigenvalues
of X are all zero. The eigenvalue constraints on matrices have
been used for graph design [27] and are applied here for rank
minimization. Before addressing the detailed IRM approach,
necessary observations that will be used subsequently in the
approach are provided first.
Proposition 1. For a nonzero positive semidefinite matrix,
X ∈ Sn+, it is a rank one matrix if and only if rIn−1 −
V TXV  0, where r = 0, In−1 is an identity matrix with
dimension n − 1, and V ∈ Rn×(n−1) are the eigenvectors
corresponding to the n− 1 smallest eigenvalues of X .
Proof: Assume the eigenvalues(nonnegative) of X are
sorted in descending orders in the form of [λn, λn−1, . . . , λ1].
Since the Rayleigh quotient of an eigenvector is its associated
eigenvalue, then rIn−1− V TXV is a diagonal matrix with
diagonal elements set as [r − λn−1, r − λn−2, . . . , r − λ1].
Therefore the n− 1 smallest eigenvalues of X are all zero if
and only if rIn−1−V TXV  0 and r = 0. Then X is a rank
one matrix.
From the above discussion, we will substitute the rank
one constraint, X = xxT , by the semidefinite constraint,
rIn−1−V TXV  0, where r = 0 and V ∈ Rn×(n−1) are the
eigenvectors corresponding to the n − 1 smallest eigenvalues
of X . However, before we solve X , we cannot obtain the exact
V matrix, thus an iterative method is proposed to gradually
minimize the rank of X . At each step k, we will solve the
following semidefinite programming problem formulated as
J = minXk,rk 〈X,Q0〉+ wkrk (3.3)
s.t. 〈X,Qj〉 ≤ cj , ∀ j = 1, . . . ,m
rkIn−1 − V Tk−1XkVk−1  0, Xk  0
where wk > 1 is a weighting factor for rk in kth iteration and
Vk−1 are the eigenvectors corresponding to the n−1 smallest
eigenvalues of X solved at previous iteration k − 1. At each
step, we are trying to optimize the original objective function
and at the same time minimize the newly introduced parameter
r such that when r = 0, the rank one constraint on X is
satisfied. Meanwhile, since Xk is constrained to be positive
semidefinite, the term V Tk−1XkVk−1 is positive semidefinite
as well, which implies that the value of rk is nonnegative in
order to satisfy rkIn−1−V Tk−1XkVk−1  0 in (3.3). The above
approach is repeated until rk ≤ , where  is a small threshold
for stopping criteria. Once the rank one matrix X is obtained,
the optimal solution of x is determined by x =
√
λnv, where
λn ∈ R is the largest eigenvalue of X and v ∈ Rn is the
corresponding eigenvector. The IRM algorithm is summarized
below.
Algorithm: Iterative Rank Minimization
Input: Parameters Q0, Qj , cj , w, j = 1, . . . ,m
Output: Unknown rank one matrix X and unknown
state vector x
begin
1) initialize Set k = 0, solve (3.2) to find X0 and
obtain V0 from X0, set k = k + 1
2) while rk > 
3) Solve problem (3.3) and obtain Xk, rk
4) Update Vk from Xk
5) k = k + 1
6) end while
7) Find x from X
end
Different from the nonlinear programming (NLP)
method [28] which can be applied to solve nonconvex
QCQP problems, the IRM algorithm above does not require
initial guess of the unknown variables. Furthermore, except
the newly introduced variable rk, there are no additionally
introduced unknown variables in the formulation. This simple
procedure can be easily implemented for any nonconvex
QCQP problems. Further analysis of the convergence
properties of IRM with a determined linear rate is discussed
below.
C. Convergence of IRM Algorithm
Proposition 2. limk→+∞ rk = 0 with linear rate in the IRM
algorithm if the problem formulated in (3.3) is feasible.
Proof: The Lagrangian of (3.3) is constructed as L =
〈Xk, Q0〉+wkrk +
∑m
j=1 λj(〈Xk, Qj〉− cj)−〈S1, rkIn−1−
V Tk−1XkVk−1〉 − 〈S2, Xk〉, where λj ∈ R > 0, j = 1, . . . ,m,
S1 ∈ Sn−1+ and S2 ∈ Sn+ are the Lagrangian dual multipliers.
The dual function is then expressed as gk(λ, µ, S1, S2) =
infXk,rk L(Xk, rk, λ, S1, S2). Consequently, the dual problem
is built as,
J = minλ,S1,S2 −
∑m
j=1 λjcj (3.4)
s.t. Q0 +
∑m
j=1 λjQj + Vk−1S1V
T
k−1 − S2 = 0
wk − trace(S1) = 0
λj ≥ 0, S1  0, S2  0, ∀ j = 1, . . . ,m.
It is obvious that the problem described in (3.3) is convex.
Moreover, it can be verified that the Slater’s conditions are
satisfied, which leads to the conclusion that the strong du-
ality holds. Thus, at the optimal solution points of itera-
tion k and k + 1, denoted as (X∗k , r
∗
k, λ
∗
k, (S
∗
1 )k, (S
∗
2 )k) and
(X∗k+1, r
∗
k+1, λ
∗
k+1, (S
∗
1 )k+1, (S
∗
2 )k+1), the objective value of
the primal problem equals to that of the dual problem,
then 〈X∗k , Q0〉 + wkr∗k = −
∑m
j=1(λ
∗
j )kci = gk and
〈X∗k+1, Q0〉 + wk+1r∗k+1 = −
∑m
j=1(λ
∗
j )k+1cj = gk+1.
Since the optimization problem in (3.3) is assumed to be
feasible, the dual problem in (3.4) is bounded and matrix
Xk is finite. Then in the above two equations, subtract-
ing one from the other yields limk→+∞(wr∗k+1 − r∗k) =
limk→+∞
(gk+1−gk)−〈X∗k+1−X∗k ,Q0〉
wk
= 0, ∀w > 1. Since
r∗ = 0, r∗k+1 > 0, r
∗
k > 0, and 0 <
1
w < 1, then
limk→+∞
|r∗k+1−r∗|
|r∗k−r∗| =
1
w . The above equation indicates that
r∗k converges to r
∗ linearly and wkr∗k is non-increasing.
Proposition 3. Xk converges to a local optimal solution X∗
in the IRM method.
Proof: When limk→∞ rk = 0, the semidefinite con-
straint in (3.3) will become limk→∞−V Tk Xk+1Vk 
0. For a semidefinite matrix Xk+1  0, it leads to
limk→∞ V Tk Xk+1Vk = 0. Since the above equation is a simi-
larity transformation and as known before, Vk ∈ Rn×(n−1)
and Xk+1 ∈ Sn+, it implies that the rank of Xk is no
more than one when k approaches infinity. Hence we have
limk→∞ V Tk XkVk = 0. Subtracting limk→∞ V Tk XkVk from
limk→∞ V Tk Xk+1Vk yields limk→∞ V
T
k (Xk+1−Xk)Vk = 0.
As Xk is a positive semidefinite matrix with a rank of no
more than one, one can get limk→∞Xk+1 = αXk, where
α ∈ R. The above relationship indicates that Vk is constant
when k →∞ since Xk and αXk share the same eigenvectors.
Consequently, with a fixed Vk, the subproblem will converge
to a local optimum.
IV. AN EXTENDED UZAWA ALGORITHM FOR CONVEX
OPTIMIZATION
Each iteration of IRM method requires to solve a convex op-
timization problem with linear matrix inequalities (LMIs). For
large scale QCQPs, the performance of the convex optimiza-
tion solver determines the scalability and computational capa-
bility of the proposed IRM method. However, existing convex
optimization solvers, such as SeDuMi [29] and SDPT3 [30],
are time consuming and not applicable to large scale convex
problems, especially to problems with a dimension larger
than 100 and multiple LMIs. Therefore, an extended Uzawa
algorithm is developed here to solve the convex optimization
problem at each iteration of IRM.
The Uzawa algorithm is originally introduced to solve
concave problems [31]. When strong duality holds for a
primal-dual problem, the optimal solution is the saddle point
of the Lagrangian. Therefore, Uzawa algorithm is applied to
iteratively approach the saddle point of the Lagrangian. Work
in [32] has applied Uzawa algorithm to matrix completion
problems with linear scalar/vector constraints. An extended
Uzawa algorithm is developed here for convex problems with
both scalar and LMI constraints.
To make it general, we consider the following convex
optimization problem,
J = minx f0(x) (4.5)
s.t. fi(x) ≤ 0, i = 1, ..., N,
Aj(x)  0, j = 1, ..., J,
where x ∈ Rn are the unknown variables, fi(x) ∈ R, i =
0, ..., N, are convex functions and Aj(x) ∈ Snj , j =
1, ..., J, are LMIs. For simplicity, we define that F(x) ∈
Rl×l := diag(f1(x), ..., fN (x),A1(x), ...,AJ(x)). Without
loss of generality, we assume that F(x) is symmetric. In
addition, as linear equality constraints can be written as a
pair of linear inequality constraint, they are omitted in the
formulation. The lagrangian function for (4.5) is given by
L(x, S) = f0(x) + 〈S,F(x)〉, where S ∈ Rl×l is the dual
matrix variable. For a convex problem in (4.5) satisfying
Slater’s condition, the strong duality holds such that the
primal-dual optimal pair, (x∗, S∗), has the relationship such
that supS infxL(x, S) = L(x∗, S∗) = infxsupSL(x, S).
Consequently, the saddle point of the Lagrangian is the opti-
mal pair, (x∗, S∗), which can be determined via the Uzawa’s
algorithm. As the initial value of Lagrangian multipliers is
trivial for a convex problem, S0 = 0 is selected as the starting
point and the iteration procedure of the extended Uzawa
algorithm is formulated as
xh = arg minxL(x, Sh−1) (4.6)
Sh = [Sh−1 + δhF(xh)]+,
where δh > 0 is the step size at iteration h and the operator
[•]+ is defined according to the data type of ′•′. For a vector
s ∈ Rl, [si]+ = max(0, si), i = 1, . . . , l. While for a
matrix S ∈ Sl with eigenvalues λ ∈ Rl and corresponding
eigenvectors V ∈ Rl×l, [S]+ = V diag(max(λ, 0))V T , where
max(λ, 0) will replace negative value elements in λ with zeros.
The following efforts focus on the convergence proof of the
extended Uzawa algorithm stated in (4.6). The convergence
proof of Uzawa algorithm for convex problems with linear
scalar/vector constraints can be found in [32], [33]. However,
the statement below focuses on proving the convergence of the
extended Uzawa algorithm developed to solve more general
convex problems including LMI constraints.
Assumption 4. F(x) is Lipchitz continuous. Namely, for any
x1,x2, ‖F(x1) − F(x2)‖F ≤ L(F)‖x1 − x2‖F holds for
some nonnegative constant L(F).
Assumption 5. The objective function f0(x) is strongly con-
vex.
We first establish a preparatory lemma for the convergence
proof.
Lemma 6. Let(x∗, S∗) be an optimal primal-dual pair for
(4.5), then for each δ ≥ 0, we have S∗ = [S∗ + δF(x∗)]+.
Proof: As (x∗, S∗) is an optimal primal-dual pair, then
〈S∗,F(x∗)〉 = 0, S∗  0, and F(x∗)  0. Additionally, based
on the fact that matrices F(x∗) and S∗are symmetric, then
S∗F(x∗) is diagonalizable and can be written as S∗F(x∗) =
F(x∗)S∗ = QΛS∗ΛF(x∗)QT = 0, where ΛS∗ΛF(x∗) = 0,
ΛF(x∗)  0, and ΛS∗  0. Consequently, we can get [S∗ +
δF(x∗)]+ = Q[ΛS∗ + δΛF(x∗)]+QT = S∗. When F(x∗) is
a scalar constraint, Lemma (6) degenerates to λ∗ = [λ∗ +
δF(x∗)]+, where λ∗ ∈ R is the dual variable of F(x∗).
Proposition 7. Assuming problem (4.5) satisfies Assumptions
(4) and (5) and the step size δh in (4.6) satisfies 0 < infδh ≤
supδh < 2ξ/‖L(F)‖2, where ξ and L(F) are the parameters
in the two aforementioned assumptions, respectively, then the
sequence obtained from (4.6) will converge to the global
optimum of the convex problem (4.5) when its strong duality
holds.
Proof: At each iteration h of the extended Uzawa
algorithm defined in (4.6), the solution xh minimizes
L(x, Sh−1) = f(x) + 〈Sh−1,F(x)〉, then the first order
optimality condition is expressed as
∇f(xh) +
[
〈Sh−1, ∂F∂(x1h) 〉, . . . , 〈Sh−1,
∂F
∂(xnh)
〉
]T
= 0, (4.7)
where the superscript denotes the index of vector x. Moreover,
as fi, i = 1, ..., N , is a convex function and Aj , j = 1, ..., J ,
is a LMI, the first order condition holds for the constructed F
in the form of
F(x)−F(xh) 
n∑
i=1
∂F
∂(xih)
(xi − xih). (4.8)
From (4.7) and (4.8), one can get
〈∇f(xh),x− xh〉+ 〈Sh−1,F(x)−F(xh)〉 ≥ 0. (4.9)
At the optimal point, the inequality relationship stated in (4.9)
will be satisfied as well when substituting (xh, Sh−1) by the
primal-dual pair (x∗, S∗), which is expressed as
〈∇f0(x∗),x− x∗〉+ 〈S∗,F(x)−F(x∗)〉 ≥ 0. (4.10)
Since the inequality relationships in (4.9) and (4.10) hold for
all x, substituting x in (4.9) by x∗ and (4.10) by xh and then
adding them gives
〈∇f(xh)−∇f(x∗),xh − x∗〉+
〈Sh−1 − S∗,F(xh)−F(x∗)〉 ≤ 0. (4.11)
From Assumption 5 and the properties of strongly convex
function [34], there must exist a sufficiently small ξ such that
〈∇f(xh)−∇f(x∗),xh − x∗〉 ≥ ξ‖xh − x∗‖2F . (4.12)
Combing (4.11) and (4.12) gives 〈Sh−1 − S∗,F(xh) −
F(x∗)〉 ≤ −〈∇f(xh)−∇f(x∗),xh−x∗〉 ≤ −ξ‖xh−x∗‖2F .
Since Sh in the extended Uzawa algorithm is updated via
Sh = [Sh−1 + δhF(xh)]+, and Lemma (6) holds for δh such
that S∗ = [S∗+δhF(x∗)]+, then subtracting S∗ from Sh gives
‖Sh − S∗‖2F = ‖[Sh−1 + δhF(xh)]+ − [S∗ + δhF(x∗)]+‖2F .
The upper bound on ‖Sh − S∗‖2F is determined by
‖Sh − S∗‖2F ≤ ‖Sh−1 − S∗ + δh(F(xh)−F(x∗))‖2F
≤‖Sh−1 − S∗‖2F + 2δh〈Sh−1 − S∗,F(xh)−F(x∗)〉
+δ2h‖F(xh)−F(x∗)‖2F
≤‖Sh−1 − S∗‖2F − (2ξδh − δ2hL(F)2)‖xh − x∗‖2F . (4.13)
As it is assumed that 0 < infδh ≤ supδh < 2ξ/‖L(F)‖2,
there exists a β > 0 such that 2ξδh − δ2hL(F)2 ≥ β for all
h > 1. Then (4.13) becomes ‖Sh−S∗‖2F ≤ ‖Sh−1−S∗‖2F −
β‖xh − x∗‖2F , and thus the proposition is proved.
Considering the aforementioned subproblem, formulated in
(3.3), at each iteration of IRM, a quadratic term is included in
the objective function and the proximal objective is expressed
as J
′
= τ(Xk •Q0 + ωkrk) + 12 (‖Xk‖2F + r2k), where τ is a
weighting factor of the primary objective function. Optimizing
the above proximal objective function can be handled as ap-
proximately optimizing the original objective at any prescribed
accuracy as long as τ is properly selected and the problem
is bounded. As stated in problem (3.3), Xk and rk are the
unknown variables to be solved at iteration step k of IRM. It
is easy to check that J
′
is strongly convex and thus it satisfies
Assumption 5. Moreover, Assumption 4 and strong duality
are satisfied as well due to the linear (matrix) constraints.
According to the extended Uzawa algorithm, at each iteration
step h the unknown variables and Lagrangian multipliers in
problem (3.3) are updated through (4.6). Noteworthily, the
initial values of Lagrangian multipliers are set as λi = 0,
µj = 0, S1 = 0 and S2 = 0 as the initial setting is trivial for
a convex problem.
V. SIMULATION
To verify the feasibility and efficiency of the proposed IRM
method and the extended Uzawa Algorithm, two types of
simulation examples are provided. The first one solves mixed-
boolean quadratic programming problems using the proposed
IRM method where the subproblem at each iteration is solved
via the extended Uzawa algorithm. The second one applies
the IRM method in an optimal attitude control problem to
verify the effectiveness of IRM in real applications. All of
the simulation is run on a desktop computer with a 3.50 GHz
processor and a 16 GB RAM.
A. Mixed-Boolean Quadratic Programming
In this subsection, the proposed IRM method is applied to
solve mixed-boolean quadratic programming problems formu-
lated as,
J = min xTQ0x
s.t. xTQix + ci ≤ 0, ∀ i = 1, . . . ,m, (5.14)
xj ∈ {1,−1}, ∀ j ∈ NI , xl ≤ xk ≤ xu, ∀ k 6∈ NI ,
where x ∈ R50, m is the number of inequality constraints,
NI is the index set of the integer variables, and xl and xu
are the lower and upper bounds of the continuous variables,
respectively. The matrices Q0 and Qi, i = 1, . . . ,m, are
randomly generated and they are not necessarily positive
semidefinite. Since the bivalent constraint on integer variables,
xj , can be expressed as a quadratic equality constraint in the
form of (xj + 1)(xj − 1) = 0, j ∈ NI , problem (5.14) can
be converted to a nonconvex QCQP problem which can be
solved by the proposed IRM method. The parameters in IRM
are set as w = 2 and  = 1e− 5.
The comparative results are obtained from the Tom-
lab mixed-integer nonlinear programming solver, ‘minlpBB’,
which utilizes branch and bound to search for optimal solu-
tions [35]. 50 random cases are generated and solved via
both IRM and ‘minlpBB’. For each case, the objective value
obtained from both methods are recorded in Fig. 1. After
comparison, the objective value obtained from IRM is always
smaller than the corresponding one computed from ‘minlpBB’
for all of the 50 cases. These facts validate the advantages of
IRM in solving nonconvex QCQP problems. Furthermore, the
value of rk, representing the second largest eigenvalue of the
unknown matrix X , at each iteration is demonstrated in Fig.
2 for one case. As rk converges to a number close to zero
within 9 iterations, Fig. 2 verifies the convergence of the IRM
method to a rank one matrix. The other cases also yield zero
rk at the convergence point. To save space, the values of rk
for the other cases are not displayed here.
For each iteration of the IRM method, it will take the
extended Uzawa algorithm 1 to 2 seconds to solve the convex
problem formulated in (3.3) for the 50 cases discussed above.
Thus, the overall computation time using the combined IRM
and extended Uzawa algorithms ranges from 10 to 20 sec-
onds. However, it takes significantly increased computational
time, around 10 to 100 times longer, to find the solution
of each iteration of the IRM method using the ‘SeDuMi’
convex optimization solver. Furthermore, the relative error,
|J(X∗S)−J(X∗U )J(X∗S) |, between objective values from ‘SeDuMi’,
denoted by J(X∗S), and extended Uzawa algorithm, denoted
by J(X∗U ), averages 0.41% for all 50 cases. The average
computation time of the ‘minlpBB’ solver is 2.1 secs for the
50 cases.
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B. Optimal Attitude Control
To further verify the effectiveness and feasibility of IRM
in real applications, the optimal attitude control problem for
spacecraft is considered here. The objective of the optimal
attitude control problem is to find the optimal control torque
u ∈ R3 to maneuver the orientation of spacecraft with mini-
mum control efforts while satisfying a set of constraints over
time interval t ∈ [t0, tf ]. The constraints include boundary
conditions, rotational dynamics, unit quaternion kinematics,
and attitude forbidden and mandatory zones.
In summary, the optimal control problem to minimize total
control efforts for spacecraft reorientation with constraints can
be formulated as
minu,ω,q
∫ tf
t0
uTu dt (5.15)
s.t. Jω˙(t) = Jω × ω + u
q˙(t) = 12Ω(t)q(t), ‖q‖ = 1
qTMflq ≤ 0, l = 1, · · · , n′
qTMmsq ≥ 0, s = 1, · · · , h′
|ui| ≤ βui , |ωi| ≤ βωi , i = 1, 2, 3
ω(t0) = ω0, ω(tf ) = ωf , q(t0) = q0, q(tf ) = qf ,
where J = diag(J1, J2, J3) represents the moment of in-
ertia matrix of the spacecraft in the body frame, ω =
[ω1, ω2, ω3]
T ∈ R3 denotes the spacecraft angular velocity
in the body frame, and q = [q1, q2, q3, q4]T ∈ R4, ‖q‖ = 1
denotes the attitude in unit quaternions. In addition, ω0, q0,
ωf , and qf represent boundary conditions on angular velocity
and attitude orientation. n′ and h′ represent the number of
forbidden and mandatory zones, respectively. βui and βωi ,
i = 1, 2, 3 denote upper bounds of the control torque and the
angular velocity elements, respectively. The forbidden zone
matrices, Mfl ∈ R4×4, l = 1, · · · , n′ are determined by the
vector, xFl ∈ R3, to be avoided with a constrained angle θFl .
The mandatory zone matrices, Mfs ∈ R4×4, s = 1, · · · , h′,
are determined similarly by vector xMs ∈ R3 and angle
θMs . More detailed description of the optimal attitude control
problem can be referred to [36].
By utilizing the discretization technique, the optimal attitude
control problem formulated as a NLP problem in (5.15)
can be transformed into a nonconvex QCQP problem in
the form of (2.1). One simulation result is demonstrated
here to reorient the spacecraft with minimum total control
efforts while preventing its telescope pointing vector from the
three forbidden zones and keeping the antenna vector in the
mandatory zone within t ∈ [0, 20] seconds. Three forbidden
zones are randomly selected without overlapping each other
but may overlap with the mandatory zone. In addition, both
initial and terminal attitude are properly selected to prevent
violation of the attitude constraints. The spacecraft is assumed
to carry a light-sensitive telescope with a fixed boresight vector
yt, defined as yt = [0, 1, 0]T , while the boresight vector of the
antenna is set as ya = [0, 0, 1]T , both in the spacecraft body
frame. The other simulation parameters are given in Table I.
Figure 3 presents the trajectories of the telescope pointing
vector and the antenna pointing vector in the constrained three-
dimensional (3D) space. The value of rk at each iteration
TABLE I
SIMULATION PARAMETERS FOR OPTIMAL ATTITUDE CONTROL PROBLEM
Parameter Value
J diag[54,63,59] kg·m2
|ωi|, i = 1, 2, 3 ≤ 0.3 rad/s
|ui|, i = 1, 2, 3 ≤ 3 rad/s2
Initial Attitude q0 [0.82,0.52,-0.12,-0.23]T
Terminal Attitude qf [0.275386,-0.51,-0.78,-0.24]T
Mandatory zone 1 xM1 = [−0.81, 0.55,−0.19]T , θM1 = 70◦
Forbidden zone 1 xF1 = [0,−1, 0]T , θF1 = 40◦
Forbidden zone 2 xF2 = [0, 0.82, 0.57]
T , θF2 = 30
◦
Forbidden zone 3 xF3 = [−0.12,−0.14,−0.98]T , θF3 = 20◦
is provided in Fig. 4, which indicates that rk converges to
zero within a few iterations. Furthermore, we find comparative
results solved via the commercial NLP solver, SNOPT [35].
Depending on the initial guess of the unknown variables, the
NLP solver cannot guarantee a convergent solution. When a
group of initial guess is randomly generated, the convergent
solutions from NLP solver lead to two sets of objective value,
31.79 and 76.92. However, the objective value found from
IRM is 23.72, which reduces 25.39% compared to the smallest
objective value obtained from NLP solver. This simulation
example verifies the feasibility of implementing IRM in a
real optimal control problem. It takes the IRM 743.6 secs to
generate the optimal solution while the NLP solvers takes a
average of 8.4 secs for convergent cases.
Fig. 3. Trajectory of the telescope pointing vector (red) and the antenna
point vector (black) in 3D space. The blue star and blue circle represent the
initial and terminal orientations, respectively. The cone with black boresight
vector represents the mandatory zone and the other three are the forbidden
zones
VI. CONCLUSIONS
This paper proposes an Iterative Rank Minimization (IRM)
method to solve nonconvex quadratically constrained quadratic
programming (QCQP) problems. The subproblem at each
iteration of IRM is formulated as a semidefinite programming
(SDP) problem and an extended Uzawa algorithm, based on
the augmented Lagrangian method, is developed to improve
0 5 10 15 20 25 30 35 400
0.2
0.4
0.6
0.8
1
1.2
1.4
Iteration Index k
r k
Fig. 4. Value of rk at each iteration
the scalability and computational efficiency in solving large
scale SDPs at each iteration of IRM. Theoretical analysis on
convergence of the proposed IRM method and the extended
Uzawa algorithm is discussed. The effectiveness and improved
performance of the proposed approach is verified by different
types of simulation examples.
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