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Enhanced Geothermal System (EGS) technology is a challenging extrapola ion of 
conventional hydrothermal geothermal systems but expected to significantly contribute to U.S. 
energy in near future. This technology is still going through a steep learning phase and current 
research studies are mostly focused on reservoir performance and initial stages of the EGS. 
The main focus of this research is to gain a better understanding of thermal stresses 
generated during the heat recovery process as a result of induced cooling of rocks and interaction 
of thermal stresses with existing lithologic stresses. The long term behavior of the EGS is 
assessed in terms of stress redistribution and reservoir performance based on selected operation,
design, and geologic variables. Existing concepts of stress generation and redistribution are 
revisited, improved and supported with numerical models. Eighteen different models are 
developed using COMSOL, a finite element numerical modeling environment, based on the three 
study variables, i.e., production rate, number and pattern of boreholes, and thermal properties of 
rock, to provide scenario comparisons, effect quantification, analytical reasoning, and factual 
explanations.  
The three study variables are found to be functioning interdependently to define the 
performance and the final stress state of the EGS. Production rates are shown to delineate rates 
of heat removal, number and pattern of injection and production borehole(s) are shown to define 
flow paths, and thermal properties of rock are shown to have control over heat flows. 
Magnitudes of thermal stresses generated are found to be 35 to 45 MPa; stress redistribution is 
shown to relieve applied in-situ stresses by magnitudes equal to the tensile thermal stresses. 
The findings of this study provide original quantification of stress redistribution in the 
EGS with respects to study variables. Outcomes of this research will serve as a foundation for 
assessing the long term effects of the EGS and the extent of the effects on the surrounding rock 
mass. Also, considering the acceptable magnitudes of stresses produced by full scale numerical 
models of multiple EGS scenarios, the EGS is suggested to successfully and safely fulfill a 
portion of our future energy needs.  
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CHAPTER 1  
GUIDE TO THIS RESEARCH 
 
Energy, in various forms and quantity, has been a companion of human beings since the 
very beginning of human race. Even in the primitive times, human needed and consumed energy, 
besides the energy from food, to hunt and defend, to keep them warm, to cook etc., obviously 
they used essential but only low grade energy. As the humanity learned and evolved their ways 
of living, energy was needed and consumed in higher quantities, modern uses, better forms and 
improved efficiency.  
Consumption of energy per capita is an estimate of their material well-being and this can 
be seen in difference of energy consumption in developed and developing countries. A fe ble 
relationship exists between increase in energy demand and Gross National Product (GNP). 
Increasing population, higher living standards in developed countries, development of third 
world countries, and during and after war demand of energy are the reasons for exponential 
growth in energy demand. Only in the nineteenth century, the energy consumption increased to 
12 folds during first 80 years (Armstead & Tester, 1987). Although, the energy demand cannot 
be increasing exponentially forever, the increase in energy demand is increasing at a steady rate 
of about 5% per annum.  
Today, electricity is most widely used form of energy and natural energy resources are 
consumed to generate power. Coal consumption in early eighteenth century led the industrial 
revolution. When the coal reserves were not able to meet the supply and demand, oil and gas 
replaced coal. Humans cannot indefinitely rely on one resource and alternative resources have to 
be explored before an existing resource is exhausted. In this effort, many energy options are 
continuously explored and characterized which will be discussed in detail later in this chapter. 
One such option is Enhanced Geothermal System (EGS) which is basically the art of 
artificially enhancing or engineering a geothermal system. It is a way of putting earth’s heat 
energy to some efficient use that can significantly contribute to the national energy security. It is 
a developing technology that is going through stages of improvement and debates about its 
working and after life of EGS are a hot subject.  
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The first two chapters of this thesis give a brief background of EGS and a review of 
industrial and research contributions relating to EGS. The third chapter revisits the physics 
behind numerical modeling. The chapter 4 debates how the validation of the numerical modeling 
is done by comparing the analytical solutions with modeling results for similar but simpler heat 
transfer and thermal stress problems involving exact same physics as EGS models included in 
this study. There are a variety of variables and parameters involved in EGS that have to be 
simplified and assumed constant; assumptions made for the sake of simplicity and modeling 
details are provided in chapter 5. Preliminary outcomes of the modeling and basic results are 
listed in chapter 6. The revised concept of involved stresses and rigorous discussions, scenario 
comparisons, effect quantification, analytical reasoning, and factual explanations are furnished in 
chapter 7. Chapter 8 gives a summary of work done, lists the conclusions of the study, and also 
gives a brief on future of this research work. 
This chapter gives a brief on the background that motivated this research study. First 
section of gives an introduction of this research along with the scope and constraints of this 
research. Following sections summarize energy resources, heat mining and the Enhanced 
Geothermal Systems (EGS). The information in this chapter is mainly sourced from the book on 
Heat Mining (Armstead & Tester, 1987). 
1.1    Scope of the Study 
The Enhanced Geothermal System (EGS) is one of the possible energy alternatives that 
offers a clean and efficient means of utilizing earth’s natural heat through engineered heat 
mining. The EGS is still a developing technology involving several control variables and 
parameters relating to geology, design and operation. Current research and latest site specific 
studies are engrossed on making the EGS a state of the art energy winning practice, enhancing 
reservoir performance, understanding micro-fracture mechanics, optimizing heat recovery, 
augmenting drilling equipment and techniques, and improving the efficiency of recovered heat 
utilization. Anticipating the success of EGSs as a commercial energy winning practice in near
future, the EGSs needed to be evaluated for its effects beyond reservoir and past working life of 
EGS. 
The focus of this research is to study thermal stresses generated during heat recovery 
process and interaction of these stresses with existing in-situ stresses to define the final stress 
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state of the reservoir and country rock. Stress redistribution is investigated during and after 
working life of EGS with respect to the factors controlling the stress generation and 
redistribution. While there are many factors involved relating to design of EGS and geology of 
the area, three study variables, i.e., production rate, number and pattern of injection and 
production boreholes, and thermal properties of rock, are considered as basis for this study.  
A substantial portion of attention is given to evaluating selected operation, design, and 
geologic variables that affect the generation, interaction and permeation of stresses, and 
performance parameters, i.e., thermal breakthrough times, production temperatures, net heat 
recovered from the system, and regimes temperatures. This study extends beyond just the EGS 
reservoir and looks at the farthest possible extent of effects of EGS in the surrounding rocks, not 
only during the production life of the EGS but also, after the production is ceased. Existing 
concepts of stress generation and redistribution are revised, improved and supported with 
numerical modeling results. 
Eighteen full scale numerical models are developed and simulated to extract required 
information. Fully stimulated, boreholes in place, and ready to induce flow and recover heat, 
EGS scenarios are considered as starting point for all of the models included in this study. A 
finite element numerical modeling environment COMSOL is used, with three add-on specialty 
modules for subsurface flow, heat transfer and geo-mechanics. A concept of stress around EGS, 
is not only developed but the arguments are supported with simulation results, analytical 
reasoning and quantification of effects of involved variables. 
This study is different from the existing researches in novel ways. First, stresses are 
looked upon beyond EGS reservoir and micro fracture mechanics, to a full extent of stresses 
spread in reservoir as well as country rock, providing a ground for understanding the stress state 
and its behavior in a bigger and rather complete picture. Secondly, full scale models are 
developed in this study to provide a realistic insight of undergoing mechanisms involved in EGS 
avoiding the complexity of small scale correlations. Thirdly, concept of stress generation and 
redistribution is revised and improved. Fourth, the arguments made are debated and corroborated 
with analytical reasoning as well as simulation results. Fifth, generation of thermal stresses and, 
in turn, stress redistribution are not only argued but are quantified with stress profiles. Sixth, 
effects of included EGS variables on reservoir performance are computed and compared for 
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different EGS scenarios with the help of models. Seventh, state of thermal stresses along with 
stress redistribution configurations are evaluated against variation of study variables. Eight and 
lastly, EGS is looked for its effects and stress state after the working life of EGS. 
1.2    Energy Resources 
Growing demand of energy and depleting reserves of existing energy resources are main 
motives to look for alternative energy resources. Humans have continuously evolved their use of 
energy from low grade energy options to higher grade. Depletion of a source of energy or 
increase in demand of energy to an extent that an existing source is not able to provide, has been
the reason for discovering better source of energy in terms of higher grade as well as larger 
quantity. Even today, either the replacing source of energy has to be huge enough that it not only 
meets the current demand but increasing demand of energy in future for a considerable period of 
time, or there can be multiple sources of energy to replace the existing ones that have combined 
results same as the former option. 
It is important at this stage to differentiate between a reserve and a resource of energy. A 
“reserve” of energy is term applied to proven, calculated, and non-renewable commodity which 
is recoverable and profitable in current technology and prices. A “resource” on the other hand, is 
total quantity of commodity that is believed, identified, and foreseeable to exist. A reserve and a 
resource are interchangeable statuses for a particular commodity in a given period of time 
depending on the economic fluctuation or a breakthrough in energy recovery technology. A 
resource is much larger than its corresponding reserve. Reserve is the quantity of energy that we 
have available at hand with existing technology and economics. Resource is an estimate of 
energy that we may able to harvest in near future with the developing technology or economic 
change. Sometimes, even broader terms is applied to energy estimation, “resource base” is a term 
that is applied to estimated net quantity of energy commodity within human access. 
Energy resources are divided into two different categories, non-renewable and renewable 
resources. As the name implies, former resources only supply a finite quantity of energy that 
continuously deplete. On the other hand, renewable energy resources tend to replenish and 
provide infinite supply of energy. Next subsections talk about the available resources in both 
categories if managed well. 
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1.2.1  Non-Renewable Energy Resources 
Non-renewable energy resources majorly constitute world’s current energy requirements, 
almost all of it. Generally speaking, non-renewable resources are high grade energy commodities 
that in turn, are used to generate other forms of energies as per usage and requirements. Non-
renewable energy resources can be classified in 3 different classes (Armstead & Tester, 1987): 
 Fossil Fuels include crude oil, natural gas, coal and organic wastes; crude oil being 
most widely used and the remaining ones in descending quantities in order as stated 
here. Fossil fuels, despite the fact that they have been a major resource for a long 
period of time, are now incapable of sustaining the needs for more than a few 
hundreds of years. Almost all fossil fuel play their role in degrading the environment 
and global warming.  
 Fissile fuels include all nuclear energy resources that supposedly have lesser impact 
on environment than fossil fuels. Fissile fuels may be used with breeder or non-
breeder technology. 
 Geothermal resources pertaining only to those ones that are available on surface or in 
shallow depth including hot fluids (water, steam or mixture of both) in their natural 
state but excluding magma and deep geothermal systems. This class has lowest 
environmental impact of all other resources in non-renewable category.  
1.2.2  Renewable Energy Resources 
Renewable energy being virtually infinite in supply has no sense for ‘reserve’ estimation. 
Renewable energy resources are usually low grade energy sources that mainly depe d on natural 
phenomenon particularly sun. Energy per unit of time is usually the concern with renewable 
energies instead of net amount of energy as it takes naturally driven activities and some time to 
replenish and supply the expected levels of energy. Due to limited quantity, irregular availability, 
high capital costs, and low efficiencies, renewable energy resources do not suffice to free our 
dependability on non-renewable energy sources. There are many renewable energy resources that 
are outlined here (Armstead & Tester, 1987): 
 Hydro Power is clean, pretty dependable, and a developed technology that offers not 
only almost a quarter of World’s electricity requirements but also, provides means for 
irrigation, flood control, recreation, transportation and navigation. The current hydro 
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power potential has been estimated at about 160 million TJ per annum equivalent to 
continuous power of about 5 million MW, with about 45% of feasible energy. The 
difficulties in deploying more units of hydro power include site location, irregular 
supplies and limited quantity.  
 Solar Energy theoretically offers 125,000 quads (1 quad = 1.055 × 1018 J) of energy 
per annum and current worldwide consumption is only 0.2% of this figure. Required 
interception surface area, low utilization factor due to dark hours, and close to 
impractical transportation, makes it difficult for this resource to be employed in high 
density population regions. 
 Wind Power across the world has been estimated to be 2 x 1010 kW but its usage is 
still limited to small boats and isolated keeps. Recent advance in aerodynamics is 
attracting attentions towards this resource. Larger surface areas about 5 times as solar 
energy, high capital cost, robust structure and poor consistency are few of the 
difficulties offered by this resource. 
 Wave Power is the energy contained in the movements of waves that are generated by 
winds on the surface of oceans, currently estimated at 2.7 TW. Geographical 
limitation, low availability factor, unpredictable nature, hostile medium and corrosive 
environment limits its use at large scale.  
 Tidal Power is dependent on tidal pull of moon and requires high mean vertical tidal 
range of large volume of water impounded in barrages. Suitable conditions for tidal 
power are available only at a few sites around the globe. 
1.3    Heat Mining  
Besides listed renewable and non-renewable resources of energy, there are some other 
options that can be considered as energy options. Any new energy source has to meet some 
criteria (Armstead & Tester, 1987) including: 
 Potential to meet large-scale base load development 
 Reliable availability and quantity to provide economic security 
 Transportability or worldwide distribution  
Fusion and heat mining are two resources that meet these criteria. This research is based 
on the latter of the two options, i.e., heat mining (Armstead & Tester, 1987). 
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1.3.1  Crustal Heat Resources 
Earth has, factually, been cooling down from its origin temperature since its existence. 
Temperature of the earth increases with the depth but it is only a finite depth that is accessible to 
man to this date with existing drilling technology. It is the heat content within that accessible 
depth that is available for consumption upfront and then comes in, heat transfers from the depths 
beyond the accessible depth of about 10 km (~33,000 ft.). As there is always a lower limit to 
useful temperature, it is more convenient to consider specific crustal heat, i.e., heat contents per 
degree Celsius of change, instead of total crustal heat contents. Assuming a temperature gradient 
of about 25 K per km (72 °F/mile, 25 °C/km), mean crustal rock density of 2700 kg/m3 (168.55 
lb. /ft3) and mean crust specific heat of 839 J/kg K (0.2 Btu/lb. F), a column of crustal rock of an 
area of 1 km2 (0.386 mi2) and depth of 10 km (6.2 mi) if cooled down by 1 K (1.8 °F, 1 °C), 
would yield a total of 718.3 MWyt or 22,650 TJ (0.0215 quads). Total crustal heat, excluding 
abnormal surface temperature like hot springs, is about 2.631x1019 J/km2 (25 quads/mi2) for a 
depth of 35 km and temperature of 873 K (1112 °F, 600 °C) at Moho, giving about 71.83 MWyt 
or 2265 TJ (0.00215 quads) as ‘kilometer-degree’ (km°C), i.e., heat released by a 1 km3 (0.24 
mi3) of rock if cooled by 1 K (1.8 °F, 1 °C). 
Removable heat from any vicinity is dependent on two factors, maximum achievable 
depth of penetration and minimum useful temperature of rock, thus defining the restricted crustal 
heat resource base. Earth surface can be broadly divided into two regions, region I: cold regions 
where space heating is a must and can use rock temperatures around 333 K (140 °F, 60 °C), and 
region II: hot regions where space heating is not a requirement and can use rock temperatures 
around 373 K (212 °F, 100 °C). Obviously there are many regions between the two extremes but 
only a broader spectrum is considered here (Armstead & Tester, 1987). Considering 25 K (45 °F, 
25 °C) as the allowance for inevitable temperature drops, the minimum commercially useful 
temperatures can be 358 K (185 °F, 85 °C) and 398 K (257 °F, 125 °C) with restricted heat 
resource base of 533 km°C and 289 km°C for the depth of 10 km, making heat mining 
commercially viable at depth of 3 km (1.86 mi) and 4.8 km (2.98 mil) for Region I and Region II 
respectively. Worldwide energy consumption is 524.1 quads (1 quad = 1.055 × 1018 J) based on 
2012 statistics (USEIA, 2012), which means only 457 km2 (176 mi2) for Region I and 844 km2 
(325 mi2) for Region II of crustal surface area is required to supply this energy, with an average 
of 650.5 km2 (251 mi2) for 10 km (6.21 mi) of accessible depth. If only two-third of total crustal 
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area (148 million km2 – 92 million miles) is accessible for heat mining, it can supply energy to 
the entire world at 2012 consumption level for about 227,517 years at 10 km (6.21 mi) of 
accessible depth. 
Although, this figure seems gigantic and a quick replacement for all energy needs for 
quite a long time, crustal energy is only low grade energy. If anything, it can only replace about 
65% of energy resource at max, unless higher temperatures can be made useful by reaching the 
depths beyond 10 km (6.21 mi) or by using abnormally high thermal regions. All estimates given 
above are based on restricted surface, depth, and temperature accesses; these estimates can be 
revolutionized anytime given a breakthrough in available technologies. 
1.3.2  Constraints and Limitations 
Maximum recoverable temperature for any heat mining reservoir is directly related to 
maximum attainable depth. With the current drilling abilities, production temperatures sit around 
648 K (707 °F, 375 °C), a temperature value that is inadequate for certain industries due to high 
temperature or high grade energy requirements. This can be provided, up to some extent, by 
either reaching greater depths or by increasing temperatures via secondary processes; both of 
these options greatly disturb the economics of the project.  
Heat mining is not as straight forward as it sounds; this technology still has many 
complications to be perfected and requires expensive setup. Drilling costs, rock fracturing 
complexities, extensive equipment, expensive product distribution networks, and high capital 
investment makes this technology as one to be carefully inspected before a plan is executed. In 
order for any heat mining setup to work, it has to maintain a high fluid output at the designed 
temperature for a time long enough that project is fruitful technically as well as economically. 
Few of the necessary properties of reservoir to be considered as a ‘heat mine” areμ 
 Large rock-water contact area 
 Sufficient conductive volume to ensure life of ‘heat-mine’ 
 Sufficient void volume to ensure production temperatures. 
 Minimum reservoir impedance requiring minimum pumping energy while avoiding 
fluid losses.  
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Another constraint of heat mining is its non-renewability. While this may come as a 
surprise to few, it’s true due to the low outward heat flow rate of crust which is only η8.θ 
mW/m2 or 1.75x10-6 quads/yr (1 quad = 1.055 × 1018 J). km in non-thermal crustal areas which 
mean if a square kilometer of 35 km deep crust has to replenish its temperature by 1 K (1.8 °F, 1 
°C), it’s going to take about 43,000 years, almost infinite for net present worth. With current 
concept of heat mining, fluid circulation, lateral crustal heat flow and the fact that crust is not 
being cooled deep down all the way to Moho, it’s still going to take a few centuries.  
1.3.3  Environmental Aspects 
Cooling down even by 1 K (1.8 °F, 1 °C) would produce significant irreversible effects 
like thermal shrinkage of crust due to cooling down, swelling of reservoir due to fluid pumping 
into cracks, active pressurized zones due to fluid loss or hot pockets, rock failure due to stress 
redistribution, and opening of joints due to changes in effective stresses. All of these changes and 
phenomenon are mutually coupled in a complex cyclic manner, making it hard to predict the 
final state of a ‘heat mine’. Considering only shrinkage for the sake of simplicity, an unconfined, 
homogenous, cubic kilometer of a crustal block considering a linear thermal coefficient of 8x10-6 
K-1 if cooled down by 1 K (1.8 °F, 1 °C) yields an estimated maximum of about a cube of 29 m 
on a side.  
Subsidence, due to this shrinkage, is likely to occur but it will still be negligible, certainly 
not greater than the slowly occurring subsidence. The reason is ability of crust and heat mining 
itself to mitigate the effects of shrinkage. First of all, this ‘heat mine’ is going to be surrounded 
by country rock taking huge compressive stresses in its original state. After heat mining, when it 
shrinks, it is not going to take any load of the overburden relieving it compression and causing 
surrounding rock to bear even more compression. This whole process is going to occur over such 
a long period of time that it is going to reflect only an insignificant change on the surface. 
Second mitigation factor is inflation of rock due to fluid injection which is going to counter most 
of the impacts of shrinkage. Another factor in mitigating the effects of shrinkage is the fact that 
‘heat mines’ are supposedly sitting in such a great depths that crust is going to ‘self-heal’ the 
effects before it reaches the surface.  
Induced seismicity is another concern particularly during initial development and 
production phase of a ‘heat mine’. While induced seismicity may only cause predominant small 
10 
 
magnitude earthquakes or micro earthquakes (Majer, et al., 2007) (MIT, 2006) other subsurface 
applications currently in use, such as injection of flow back water disposal during shale oil and 
gas production, and carbon dioxide sequestration in geologic formations around gigantic 
structures to counter disturbances in earth stress distributions, pose more serious concerns about 
induced seismicity (Khademian, et al., 206). Induced seismicity and its magnitude relating to 
heat mining can be successfully managed with careful assessment and monitoring.  
Heat mining is itself pollution free, and it replaces the energy sources creating 
environmental problems like emissions, noise, erosions, ecological disturbance, water pollution, 
disposals, spillage, escaped or waste heat, esthetic pollution, subsidence, and seismicity. Heat 
mining would also require minimum land occupancy, with no requirement of investing in 
refining or disposing, or any long term monitoring. It is the energy that is just sitting there, to be 
utilized.  
1.3.4  Economic Aspects 
Heat mining, like any other new technologies, poses many risks when it comes to 
economics of a heat mining project. Cost of heat mining can be divided into different parts. 
Luckily, most of the costs involved, like exploration, feasibility, drilling, cost of power plant, 
distribution equipment, infrastructures, etc., are common with other industries and can be 
estimated precisely. Only costs associated with stimulation of deep seated hot rocks and heat 
recovery are at risk. Drilling cost is probably the biggest portion of the total cost and can be 
estimated with confidence. It is clear that most of the cost for a heat mining project has to occur 
at the early or beginning stage of development as capital investment. Running expenses for 
supply of raw material, transportation, distribution, treatment or disposal are negligibly low 
compared to other energy wining methods. Returns on the investments in heat mining, on the 
other hand, like any other mining or recovery industry, start to occur after quite a long time when 
compare to other investment opportunities, but unlike other industry, return occur in more steady 
and stable manner. All future returns have to be considered as net present value (NPV) and also, 
depreciation and taxation has to be given consideration in final economic equation of the project.  
Life of the project plays inevitable role in economic picture of the project. Coarse 
reservoir with distant crack may supply heat for a longer time but at a lower wattage. NPV of 
return may be much higher if it is a fine reservoir with closely spaced cracks supplying high 
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wattage but only for a short life. While this option may look more attractive, it may demand 
higher capital investments in reservoir stimulation, production and high capacity equipment. 
High grading is also one of available options, in heat mining, which means recovering readily 
available heat or high temperatures first and start getting early return and then making  way to 
rest of the ‘heat mine’. 
Heat mining offers a luxury of choosing the optimum temperature. Unlike other fuels that 
have a fixed burning temperature, sometimes depending of right mix of oxidant, temperature in 
heat mining can be achieved with suitable depths. Fortunately, most of space heating and 
industrial applications require low temperatures, only around 423 K (302 °F 150 °C). Heat 
mining can be started with low temperature application first, and as the expertise level goes up, 
difficulty and complexity level of applications may go up as well.  
An important factor in economic consideration of every resource is meeting demand 
pattern, its availability and it efficiency. Heat mining process can be designed to meet high 
demand or peak hours’ demand, also, can be stored to be supplied in hour of need. Another 
possibility can be aiding the heat mining with secondary source of energy, but there is only a rare 
chance that a well-designed heat mining process is going to need any foreign assistance. As 
mentioned earlier, heat mining is possible virtually anywhere on earth, provided right depth is 
accessible for required temperature with available drilling technology. Thermodynamic 
efficiency of heat mining is obviously at its best when heat energy is used in its virgin form 
without converting it to any other form of energy like electricity. Using earth’s heat energy to 
generate electricity can be considerably more efficient than generating it with any other thermal 
power generation method. Efficiency of the system may be increased by cascading usage of 
recovered heat. Minimizing the heat loss and leakage of hot fluid may also lead to increase in net 
efficiency of the system, such as by using a down-hole pump in production well and heat 
proofing the potential heat loss areas.  
Quality of circulation fluid can drastically impact the economics of the project. At higher 
temperature, reactivity of all involved components of the system generally increases many folds. 
If the circulation fluid is of reacting nature, everything relating to stimulation of rocks, injection 
and production lines, heat exchangers and re-injection has to be re-evaluated for corrosion 
resistance. Chemical and, in turn, mechanical breakdown of flow path can lead to a total failure 
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of fluid circulation. Expensive corrosion resistant tools and equipment may increase the capital 
required for the project.  
Cost of coal fueled power plant generally tends to go higher with size and capacity of 
plant. As the main expense in heat mining is drilling, once drilling machinery is mobilized to the 
site and setup, an additional borehole costs only a fractional increase in the net drilling cost. This 
makes a larger scale system usually more attractive in case of heat mining. A system may also be 
started with only a production and an injection well and may later on be promoted to a system 
with more injection or production boreholes.  
1.4    Enhanced Geothermal Systems 
During the energy crises of the 1970s, depleting hydrocarbon and coal sources combined 
with increasing concerns about their environmental impacts made geothermal energy 
increasingly attractive. “Enhanced Geothermal System or EGS, is a subsurface heat exchanging 
system where fractured rock at optimal depth with appropriate temperatures is stimulated and a 
fluid flow is set up through injection and production borehole(s) to utilize earth’s heat 
indirectly” (Arshad, et al., 2016). HWR (Hot Wet Rock), HDR (Hot Dry Rock), or HSR (Hot 
Sedimentary Rock) are similar concepts used to engineer geothermal systems.  The original idea 
of Enhanced Geothermal Systems (EGS) was to extract heat from hot, deep but poorly 
conductive rocks by forcing fluid circulation through fractures artificially created in the 
basement rock, thus, producing energy at any place close to potential end-users without 
depending on conventional geothermal reservoirs (Bruel, 2002). Following difficulties at some 
experimental projects (Armstead & Tester, 1987), this concept moved to taking advantage of 
pre-existing fractures in geological settings so that the interactions between natural joint 
orientations and in situ stresses enhanced the hydraulic conductivity and permeability of the 
fracture network, illustrated in figure 1-1. Hydraulic fracturing, high-rate water injection, 
chemical stimulation or any combination of these techniques may be used to enhance 
permeability in EGS (Majer, et al., 2007). Energy recovered by circulation fluid, in turn, is used 
in different industrial applications. Power generation has been the most preferred use of EGS 
until now. 
During the operation, basement rocks are continuously subjected to changes throughout 
the EGS life. New cracks are developed and existing ones are expanded as the surrounding rock 
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cools and some minerals are dissolved in the circulation fluid. Basement rocks are subjected to 
shrinkage due to cooling and thermal draw down and stresses are developed due to the 
thermoelastic behavior of rocks (Segall & Fitzgerald, 1998).  
 
 
Figure 1-1: The evolved concept of EGS (Baria, et al., 1999). 
 
Thermoelastically generated stresses interact with existing in-situ stress and define a new 
state of stress in the locality of EGS. The stress redistribution is expected to behave differently 
under varying normal and horizontal stress, water or fluid flow between fractures, discontinuities 
in the basement rock, lithology of overburden, and nature and pattern of fractures. There are 
many other factors that play a role in stress redistribution including rate of heat withdrawal, 
thermal conductivity and heat flux of the basement rock, change in pore-pressure, volume 
change due to fluid withdrawal and injection, chemical alteration of fracture surfaces, and fluid 
flow rate between fractures (Majer, et al., 2007). 
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1.4.1  Ideal Permeable Zone 
To extract a useable amount of heat over a practical amount of time, flow paths are 
enhanced to expose sufficient surface areas for heat transfer and form a closed loop system. The 
volume of the basement rock required to be stimulated depends on the factors such as mean 
reservoir temperature, design temperature range of the surface plant and its lowest allowable 
supply temperature, design lifetimes of plant and reservoir, amount of fluid to be circulated, and 
achievable separation of injection and production wells (Baria, et al., 1999). Cooling of the rocks 
will not only generate more volume due to the shrinkage but also play role towards the strains 
and stress redistribution in the purlieu of basement rocks. Figure 1-2 is a schematic of heat 
transfer in fracture. 
 
 
Figure 1-2: Idealized heat transfer in a fracture (Cheng, et al., 2001). 
 
Enhancing the fracture connectivity not only increases the surface area available for heat 
transfer but also reduces the hydraulic resistance (ratio of pressure drop to recovered flow rate) 
of the system which, in turn, reduces the power requirement for fluid circulation through the 
stimulated system (Baria, et al., 1999). As fluid flow continues in the stimulated rock mass, 
fracture walls are greatly transformed including dissolution of existing mineral and formation of 
new mineral, chemical alterations, mechanical slip/breakage, and increase in porosity, 
permeability and fracture aperture (Nygren, et al., 2005) (Ghassemi, et al., 2008) (Ledesert, et 
al., 2010). Changes in thermal and poroelastic stresses increase the fracture aperture that leads to 
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the formation of new cracks and results in increase in storage capacity, decrease in fluid pressure 
and fluid loss or fluid short circuiting as fluid flows through the path of least resistance 
(Ghassemi & Kumar, 2007). Figure 1-3 shows how circulation pressure decreases as the flow 
through stimulated rock continues at a constant flow rate in reinjection well. 
 
 
Figure 1-3: Pressure profile for injection well of an EGS (Bruel, 2002). 
 
Permeability of a fracture in basement rock is proportional to the cube of fracture 
aperture width (Witherspoon, et al., 1980). All fractures that are part of a connected and open 
flow path and have residual apertures greater than molecular size will transmit pressure and 
permit flow, even at very low rates. Increasing fluid pressure causes the fractures to widen by the 
elastic compression of the adjacent block, the rigid body movement of the blocks in the vicinity 
of the pressurized zone and by dilation caused by shear movements (Baria, et al., 1999). 
An ideal EGS reservoir must have the four properties of ‘heat mine’ already mentioned in 
subsection ‘constraints and limitation of heat mining’ in previous section, and two other 
properties on top of that. All properties of an ideal EGS reservoir (Armstead & Tester, 1987) can 
be listed as follows: 
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 Large rock-water contact area 
 Sufficient conductive volume to ensure life of ‘heat-mine’ 
 Sufficient void volume to ensure production temperatures. 
 Minimum reservoir impedance requiring minimum pumping energy while avoiding 
fluid losses.  
 Variation of flow resistance within alternative flow paths to avoid overcooling of a 
particular rock or flow volume. 
 Expected heat zone has to be close to flow paths to reduce length of heat conduction 
path. 
1.4.2  Fluid Circulation 
Flow in an EGS can be either ‘open cycle’, ‘closed cycle’, or ‘thermo-syphon’. ‘τpen 
cycle’ is essentially a ‘once through’ system, in which cold water is injected and recovered as hot 
fluid. ‘Closed cycle’ system uses same water multiple times; hot water recovered from the 
system is reinjected as cold water to remove more heat from the rock and to be recovered again 
as hot water. ‘thermo-syphon’ is self-pumping system utilizing the pressure differential of the 
fluids due to difference in densities of hot and cold fluids (Armstead & Tester, 1987). 
Fluid in the reservoir has to be pressurized due to three reasons (Armstead & Tester, 
1987): 
 Fluid provides better interaction with rock to recover heat that steam. 
 Flow resistance to water is far less compared to resistance offered to steam. 
 Fracture dilation is required to keep the fissures open. 
1.4.3  Temperatures around Reservoir 
Heat in EGS is sourced by a combination of natural radioactivity, earth’s heat of 
formation and combined flow of heat by conduction, advection and radiative transport (R. 
Jeanloz, 2013). Even for a small scale EGS system, radioactive heat production will require 
milli ons of years to produce enough temperatures to be useful for EGS, so earth’s radioactivity 
as a source of heat for EGS is not significant (Furlong & Chapman, 2013). Transport of heat for 
distances over tens of kilometers by conduction is also insignificant even for earth’s thermal 
diffusion constant of 1 mm2/s.  Radiative transport of heat is negligible for the earth’s physical 
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state (Donald L. Turcotte, 1982). Most effective source for a hot crust is by advection involving 
earth’s heat of formation (Stolpher, et al., 1981). 
The very first of assumption of heat transfer in EGS is from the sides of a single ‘Penny-
Shaped’ hydraulic fracture (Harlow & Pracht, 1972).  This concept of heat transfer in EGS was 
based on oil and gas industry simulation concepts from sedimentary basement to metamorphic 
and igneous basement rocks (Howard & Fast, 1970). Later work carried out by other researchers 
proved that all heat transfer occurs at the boundaries of natural discontinuities and that the flow 
through a network of natural joints dominates elastic and hydraulic properties of reservoir 
allowing a minimum flow through pores (Baria, et al., 1999). 
Highest temperature drop occurs right at or close to injection walls, similarly higher 
temperature gradient exist close to injection zone. Temperature gradient declines away from 
injection and slowly merges to ambient rock temperature. It is important that reservoir is 
engineered in a way to match supply and demand of heat. Several years after heat mining 
process, the whole rock slab cools down and is unable to provide any more useful heat. The time 
of such a cooling of rock depends on how well fracture flow paths are engineered in addition to 
physical and geological properties of rocks. Even after the injection is ceased, temperature 
gradient shifts until reservoir gains equilibrium. After this stage, rock slowly regains ambient 
temperature in a long time making EGS practically nonrenewable. 
1.4.4  Reservoir Performance 
EGS is a complex underground system involving many factors and variables working 
together to bring the final product. Performance of reservoir not only depends on all these 
variables but measurement of reservoir performance is not related to any one standalone 
characteristic. There are many performance parameters that come together to measure EGS 
reservoir performance.  
Flow impedance is one the EGS reservoir performance parameters that is the resistance 
of reservoir offered to fluid flow. It is partially dependent on average initiation pressure of 
reservoir. Provided that other EGS variables create such an environment, it can play its role in 
defining life of EGS, thermal recovery from a zone and can control excessive cooing of 
reservoir. Most of all, it helps in determining the pumping pressure and mass flow requirements. 
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Water loss is not only one of the problems offered by EGS reservoir, when successfully 
taken care of, can be used as performance parameter as well. Injected fluid is lost within the 
reservoir due to permeation and/or fracture growth. Although fluid is lost during growth of 
reservoir but it is not desired because of expensive injection and valuable hot fluids. Fluid loss 
can essentially be thought as storage in reservoir that may be recovered under suitable 
conditions. 
Third parameter for reservoir performance is flow distribution. Better distributed flow 
means longer life and improved heat recovery from reservoir. Tracers are used to figure out 
mean or modal volume of reservoir, also to identify short and long flow paths. Seep efficiency of 
fluid can also be assessed by tracer technique. 
Thermal drawdown of a reservoir is temperature drop at production well in relation with 
time at a given production rate, and is one of the five parameters to estimate reservoir 
performance. It helps in measuring heat transfer occurring within the reservoir and the volume of 
reservoir supplying the heat recovered, 
Lastly, fluid geo-chemistry is concentration of a particular specie or species in connection 
with operating time. It mainly helps in accessing chemical performance of rock including 
dissolution and solubility effects. Assessing the geochemical properties of reservoir and original 
fluid contained in pores of reservoir provides information to engineer injection/circulation fluid.  
1.4.5  Problems to Overcome 
Some issues need monitoring and precautionary measures to be taken for an EGS to 
function well for the designed life. Fluid short circuiting (Ghassemi, et al., 2008) (Ghassemi & 
Kumar, 2007), thermal breakthrough time (Bakhsh, et al., 2016), mechanical alteration of 
reservoir rock (MIT, 2006) are few to mention that can interfere heat recovery process. Induced 
seismicity is considered a big drawback during initial development and production times of EGS. 
This concern may only be true only for predominantly small magnitude earthquakes or micro 
earthquakes (Majer, et al., 2007) (MIT, 2006). 
Flow through fractures and heat removal may cause dilation of fracture apertures and, as 
fluid flows through the path of least resistance, it can lead to fluid short circuiting (Ghassemi, et 
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al., 2008) (Ghassemi & Kumar, 2007). In such a case, EGS may not be able to recover the 
estimated amount of heat.  
Chemical or mechanical alteration of basement rock may occur as a result of chemically 
active or continuous fluid flow. Although water is supposedly only fluid medium of EGS flow 
network and fluid chemistry and flow rates may be designed in accordance with the properties of 
base rock (MIT, 2006). 
Induced seismicity is one of the associated problems with EGS. EGS has been thought of 
being responsible for induced seismicity during its development and production phase. Each 
fracture stimulating techniques used in EGS such as hydro fracturing, fluid injection and 
acidization has reportedly contributed to induced seismicity but predominantly only micro 
earthquakes (Majer, et al., 2007) (MIT, 2006). 
Heat recovery from earth’s crust, being the primary objective of EGS, may be responsible 
for the changes in big picture of the project. All EGS factors, directly or indirectly related to 
EGS operation, ultimately play their role towards changes in stress in and around the basement 
rocks. Many research have attempted measuring local stresses (Khademian, et al., 2012). 
The three main complications that have to be overcome for efficient heat mining with 
EGS include (Armstead & Tester, 1987):  
 Rock fracturing and artificial permeability. 
 Heat extraction efficiency of reservoir. 
 Accessing the depths at affordable cost to recover high grade heat. 






CHAPTER 2  
INDUSTRIAL AND RESEARCH CONTRIBUTIONS 
 
This chapter reviews ongoing efforts in connection with EGS in United States and around 
the world. Section one of this chapter is solely dedicated to programs and projects run by 
Department of Energy (DOE) of United States. Next section gives a brief about worldwide 
organizations, conferences and meetings that involved in research work towards a better future 
for EGS. Third section gives a bird eye view of popular active EGS projects around the world. 
Last section summarizes latest research work in connection with EGS. 
2.1    Department of Energy (DOE) Projects 
Geothermal Technologies Office (GTO) of The U.S. Department of Energy (DOE) works 
in partnership with industry, academia, and DOE's national laboratories to research, develop and 
deploy innovative and cost-competitive technologies. Their teams focus on locating, accessing, 
and developing geothermal resources for clean domestic power generation in the United State 
(EERE, 2016). The areas of their focus are: 
 Enhanced Geothermal Systems 
 Hydrothermal and Resource Confirmation 
 Low-Temperature Resources 
 Systems Analysis 
2.1.1  EGS Program Highlights 
GTτ’s EGS R&D and deployment program focuses on developing research techniques, 
methods and tools to study various aspects of EGS operation. Physical tools and methods like 
high temperature logging tools and sensors, smart tracers and zonal isolation, as well as 
numerical methods and coupled models are part of the program to predict and study EGS 
operation. Reservoir development and performance, advanced fracture characterization 
technologies, well stimulation technologies, advanced drilling systems, and induced seismicity 




2.1.2  EGS Program Priorities 
Long term goal of GTτ’s EGS R&D and demonstration program is to generate electricity 
at competitive cost. In near-future GTτ’s main focus is to make sure the progress of this industry 
along the learning curve. In doing so, GTO is helping to improve performance, to reduce cost, 
and to validate and deploy the technology (EERE, 2016). 
Economic success of EGS relies on advancing and improving the technologies involved 
in developing EGS. These technologies may include cost effective drilling, control over induced 
seismicity, fracture stimulation, reservoir development and performance, etc. GTO is currently 
targeting to develop, deploy and sustain an EGS reservoir of a capacity of 5 MW by 2020. To 
achieve this goal, priorities are to establish functional laboratories, develop and run projects and 
then follow roadmap to cost competitive power generation (EERE, 2016). 
2.1.3  FORGE 
Frontier Observatory for Research in Geothermal Energy (FORGE) defines its mission as 
to facilitate cutting-edge research, advanced drilling and technology testing, and to empower 
scientists to pinpoint a replicable, commercially possible pathway to EGS. FORGE assists in 
robust instrumentation and data collection and sharing program to spread information relating to 
activities occurring at FORGE among active industry partners in real time. Understanding the 
key mechanisms involved in EGS, like initiating and sustain fracture flow networks in basement 
rock is the one of the main focuses of FORGE, to design and test a methodology for developing 
economically sustainable underground heat exchange systems.  
Dynamic reservoir models are simulated to engineer, foresee, and authenticate reservoir 
properties and performance. Open participation is practiced in R&D via competitive solicitations 
to the broader scientific and engineering community. FORGE is based on a dynamic and flexible 
effort, responding to the latest and compelling energy frontiers, as FORGE's operation advances 
in EGS technology.  
Following are the laboratories working under FORGE program: 
 Idaho National Laboratory - Snake River Plain, Idaho 
 Pacific Northwest National Laboratory - Newberry Volcano, Oregon 
 Sandia National Laboratories - Fallon, Nevada 
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 Sandia National Laboratories - West Flank of Coso, California 
 University of Utah - Milford, Utah 
2.2    Worldwide Geothermal Energy Organizations and Meetings 
As the world is thinking more of reliable fossil fuel alternatives, involved people are 
coming together as groups and organization, to mutually share the knowledge, skills and 
technology from an organized platform, ensuring high pace of progress in a lesser amount of 
time with lesser wastage of resources. Many of these organizations are non-profit organizations 
with the sole purpose of bringing thinking minds together and promote a healthy environment to 
prosper for growth in thought process and meeting the challenges.  
2.2.1  Geothermal Energy Organizations 
There are many organizations and institute around the globe working for betterment of 
geothermal industry, but here are some of the organizations that are famous for their work: 
 Geothermal Resource Council (GRC) 
 International Geothermal Association (IGA) 
 Indonesia Geothermal Association (INAGA) 
 Geothermal Energy Association (GEA) 
 European Geothermal Energy Council (EGEC) 
 Canadian Geothermal Energy Association (CanGEA) 
 International Energy Agency (IEA) 
2.2.2  Conferences and Symposiums 
Conferences and symposium provide researchers and industrialists a chance to share and 
familiarize themselves with the latest horizons of the industry and research, set the milestones 
and get an update on the direction of their focus. Following are the renowned geothermal 
experts’ gatheringsμ  
 Stanford Geothermal Workshop 
 Geothermal Resource Council Annual Meeting & GEA Geothermal Energy Expo 
 New Zealand Geothermal Workshop 
 European Geothermal Congress 
 World Renewable Energy Congress 
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 International Indonesian Geothermal Conference 
 Conference for the Development and Utilization of Deep Geothermal Energy 
 GEA: International Geothermal Energy Showcase 
 International Geothermal Conference (IGC) 
 GeoTHERM expo & congress 
 Power Plays. Geothermal Energy in Oil and Gas Fields 
 Iceland Geothermal Conference 
 African Rift Geothermal Conference (ARGeo-C6) 
2.3    Active Industrial Participation 
According to GEA’s annual report on geothermal power production (GEA, 2016), 2015 
has been a slow year around the world particularly United States for growth and development of 
geothermal energy due to cheap fossil fuels and its substitutes and due to tax policies favoring 
other renewable energies but geothermal energy. Other reasons that slowed down the growth 
around the world include natural disasters in some countries, prevalent regulations and 
permitting, and long development time and capital requirement for a geothermal project. Despite 
all these factors there has, still been some net addition in numbers of power units produced from 
geothermal energy resources.  
2.3.1  Worldwide Participation 
There was an addition of 313 MW in the net capacity of geothermally produced power 
worldwide. New small binary plants were put into countries like Kenya, Turkey, Japan, 
Germany, Mexico, and United States. 2 GW of power is expected to be online soon by under 
construction projects. A total of 18.4 GW of power generated through geothermal resources is 
forecasted to be achievable by 2021. A potential of over 200 GW of conventional hydrothermal 
power is estimated to exist internationally, which means only about 6% of total potential power 
is being exploited so far from combined worldwide geothermal power generation projects. 
Indonesia, Philippines, and Europe are investing and showing more growth in geothermal energy 
resources. Other countries which have shown interests in going after geothermal resources or 
currently have developing projects include El Salvador, Chile, Costa Rica, Nicaragua, Tanzania, 
Rwanda, Uganda, a Saudi Arabia, Iran, Australia, Djibouti, Vietnam, India, Columbia, 
Guatemala, Armenia, New Zealand, Iceland, Ethiopia, and Pakistan. A total of 161 countries 
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made an agreement in United Nations Climate Change Conference (COP21/CMP11) to mitigate 
climate change and Global Geothermal Alliance (GGA) pledged to hike up worldwide 
geothermal capacity to 65 MW by 2030, which is definitely a good sign for growth of 
geothermal resources (GEA, 2016). 
The European Union has put in the efforts to research and develop enhanced geothermal 
systems technologies. There are demonstration projects in France and Germany with capacity of 
1.5 to 2.5 MW. Along with the United States and Australia, Iceland and Switzerland are 
members of the International Partnership for Geothermal Technology (IPGT) which is aimed at 
finding efficient methodologies and practices for developing EGS (C2ES, 2015). Figure 2-1 is 




Figure 2-1: Worldwide geothermal power plants  (ThinkGeoEnergy, 2008). 
 
2.3.2  US Participation 
United States is currently hovering a little over 3.7 GW of nameplate capacity and about 
2.7 GW of net capacity. NREL pointed out that about 76% of developing projects are facing 
hurdles like permitting, financing, transmission and power purchasing agreements accumulating 
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to about 500 MW of stalled potential in about 80 developing projects. Federal and state 
governments including California, Idaho, Hawaii, Utah, Oregon, Alaska, New Mexico, Nevada, 
and Colorado have been putting in money and legal efforts to promote geothermal energy (GEA, 
2016).  
Recently, low oil prices are helping with cost of exploration, while it is making investors 
less attractive to fuel alternatives, it is cheaper to get manpower and run the drilling rig. 
Renewable Electricity Production Tax Credit (PTC) also helped plants a little that was passed by 
Congress at the end of 2014 for several weeks. With all challenges and struggles, geothermal 
power generation continues to show growth and development steadily. 
Enhanced Geothermal System (EGS) is still in research and development stage. First 
experimental effort for the EGS was made in 1970s at Fenton Hill, New Mexico. Although this 
experimental project never promoted to a commercial scale, it was a good demonstration of 
engineering and drilling techniques to stimulate hydrothermal reservoirs that proved to be a 
motivation and learning example for the world (C2ES, 2015). Department of Energy has been 
working alongside growing interest of the United States in EGS; the brief summary has been 
included in the first section of this chapter. Figure 2-2 shows untapped US geothermal energy 
resources sourced from a website (CALPINE, 2016). 
 
 
Figure 2-2: US EGS untapped map (CALPINE, 2016). 
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2.3.3  Technology Review 
There are three types of geothermal power plant technologies conventionally used, dry 
steam, flash and binary power plants. In the former one, high-pressured naturally occurring 
steam from dry steam reservoir runs the turbines. In flash system, steam separated from high 
temperature and high-pressure geothermal fluids is delivered to a turbine and condensed liquid 
and remaining geothermal fluids are re-injected into the reservoir. In binary or Organic Rankine 
Cycle (ORC) plants, an organic fluid which has a lower boiling point than water is vaporize by 
hot geothermal fluid in a heat exchanger, to run the turbine; with geothermal fluid never making 
a contact with atmosphere, re-injected into the reservoir. Binary plants are better useful with 
lower temperature geothermal resources whereas flash and dry steam plants are suitable for 
higher temperature geothermal resources. Flash, dry steam and binary plants comprises roughly 
58%, 25%, and 16% of total geothermal power produced worldwide while remaining 1% of 
power is generated using back pressure and other nontraditional geothermal technologies. Ormat, 
Mitsubishi, Fuji and Toshiba are leading manufacturers of geothermal plant supplies. Kaluga 
Turbine, Turboden, Atlas Copco/Mafi Trench, ElectraTherm, Elliot Turbomachinery, Exergy, 
Pratt & Whitney and Siemens are other notable manufacturers (GEA, 2016). 
2.4    Research relating to EGS 
This section includes a brief overview of current research and understanding relating to 
enhanced geothermal system (EGS). Research review is divided in to sub sections based on 
major research areas of EGS. 
2.4.1  Induced Seismicity 
Induced seismicity has been thought to be associated with EGS. In addition to the factors 
and variables related to EGS itself, there are factors related to parent geologic settings that can 
play a role in defining the extent of seismicity around EGS. These factors include but are not 
limited to (Majer, et al., 2007):  
 State of major and minor principal stresses including magnitude and orientation 
 Fracture and fault patterns and extent 
 Hydrological properties 
 Mechanical properties of rock 
 History of seismicity in the area 
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Fracture stimulation techniques such as fracking, fluid injection, or chemical treatment, 
has been reported to cause at least micro seismicity in the surrounding of most EGS sites. Most 
of these are only micro earthquakes but raise the concerns of local communities, governments 
and environmental agencies (Majer, et al., 2007). By its very nature and definition, 
hydrofracturing originated from the oil and gas industry and is a form of induced seismicity used 
to engineer permeability in low permeable rock formations.  In the hydrofracturing technique, a 
“driven” fracture occurs due to shear or tensile failure triggered by the fluid injection pressure 
exceeding the rock fracture strength. There are no known cases where hydrofracturing has 
caused damaging earthquakes (Majer, et al., 2005) (Baria, et al., 2006). Studies have shown that 
injection at pressure below hydrofracturing pressure may also induce seismicity (Sherburn, et al., 
1990) (O'Connell & Johnson, 1991). These studies, based on low-pressure injection-induced 
seismicity in geothermal fields, came to the conclusion that most of the seismic events are of low 
magnitude with largest recorded event being a 4.6 earthquake at The Geysers field in Northern 
California in the 1980s. There have been other induced seismic events at other EGS sites but 
only in range of magnitude 3 or under (Majer, et al., 2007). 
Many mechanisms have been proposed to define induced seismicity in EGS. Most of the 
earthquakes around EGS sites so far have been micro earthquakes with magnitudes rarely 
exceeding to 4-5 (Majer, et al., 2007). Pore-pressure increase is one of the possible reasons for 
induced seismicity. Effective stress decreases due to increasing fluid pressure that results in 
decreasing static friction and leads to seismic slip. Increase in pore pressure is the responsible to 
trigger the seismicity in such cases although driven by local stress field. Fluid injection is the 
essential part of EGS that increases the pore pressure around EGS wells that can also create new 
fractures if the fluid pressure increases the fracture strength of the basement rock. 
Temperature drops generally around stimulated fracture zone and particularly around the 
injection boreholes causes the basement rocks to shrink thus producing thermoelastic stresses 
and strains. Hot rock – cool fluid interaction dilates the crack aperture reducing the static friction 
that may trigger failure (Ghassemi, et al., 2008). This contraction can create cracks in the 
basement rock and can lead to seismicity.  
Subsurface fluid injection (or removal) causes volume changes in the reservoir rock that 
agitates the local stress distribution. As EGS is preferably developed in fractured rock mass close 
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to failure, this volume change can result in seismic activity in or around EGS (Majer, et al., 
2007). 
Chemical alteration on the fracture surfaces when a non-native circulation fluid is 
introduced into the formation resulting in change in friction coefficients. Micro earthquakes are 
more likely to be induced when there is a decrease in coefficient of friction (Majer, et al., 2007) 
If the coefficient of friction increases, seismic events much greater of intensity than micro 
earthquakes may occur provided stress state changes due to other factors playing role 
(Pennington, et al., 1986). 
Along with the concerns shown by government and environmental agencies towards 
seismic levels associated with EGS, community concerns and public anxiety, particularly if EGS 
is located close to population, impedes the EGS activities. Each site, discussed below, differs in 
the level and type of community concern. An extensive seismic and production and injection 
data has been collected for The Geysers, USA, for the last 35 years. Both, steam production and 
water injection, found to be responsible for induced seismicity at The Geysers. Although, studies 
foretold impact of fluid injection to be far under significant, there was strong opposition from the 
community. Improved communication with community and their experience with actual 
injection let some of the heat off in later stage of the project. 
Cooper Basin is a project that has a potential for massive injections. Initial experimental 
injections triggered seismic events with magnitude above 3.0. Just because the project is located 
in remote area, there is little or no community concern. 
EGS project in Berl´ın faced massive opposition both, from agencies and communities. A 
few researchers came with ways to control and predict the seismicity for that particular project 
but the method may be implemented to other EGS sites too (Bommer, et al., 2006). 
Soultz is a well-established EGS project with reservoirs created at two depths, 3500 m 
and 5000 m. The later reservoir is being studied with the aim at proving the concept at greater 
depth and higher temperature. Concern regarding micro seismicity and possible damage to 
structures has curtailed activities, and the project was ceased for any further large-scale hydraulic 
stimulation (Majer, et al., 2007). 
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2.4.2  Stress Related Issues 
Deep basement rock mass is usually densely populated with fractures but most of them 
are nonconductive. The state of stress within crystalline basement rocks is a function of depth 
except around fractures and discontinuities where local deviations in both orientation and 
magnitude of the stresses are observed. This is why isotropic stress states appear to be very rare 
in the deep basement. Shear strength of fractured basement is governed by Coulomb law of 
friction. When borehole intersects fractures, near critical shear stresses are produced (Evansa, et 
al., 1999). 
Original concept of developing EGS by driving parallel hydrofractures between injectio  
and production boreholes is mpracticable. Improvements of flow through fracture can be 
engineered by stimulating flow paths within existing fracture system. Shear displacement may 
occur even for small pressure increases when such fractures exist in the system that are on verge 
of failure, and results in permanent increases in the transmissivity of flow paths and permeability 
of the rock mass. Hydrofracturing causes penetration of pressure disturbance into the rock mass 
during stimulation injections and establishes low-impedance flow paths. Impedance 
characteristics of wells change gradually during long term circulation due to cooling around the 
injection well and relative heating near the production well (Evansa, et al., 1999). 
Fracture Stiffness is a function of normal stress and corresponds to effective stress. The 
relationship between fracture aperture and flow is not governed by “cubic law'' for laminar flow 
between two smooth parallel plates having the same aperture because of irregular fracture walls 
and temperature variations. Estimation of the fracture dilation accompanying shearing requires 
knowledge of dilation angle. Fracture dilation may occur due to changes in pore pressure, 
volume, thermoelastic strains and chemistry of fracture (Evansa, et al., 1999).  
Cooling effect results in shrinkage of the rocks as heat is drawn from the basement rock 
during a fully developed EGS operation. This shrinkage leads to development of micro fractures, 
increase in aperture size and storage capacity of the fractures and generation of tensile str sses in 
the basement (Hicks, et al., 1996) (Barton, et al., 1985).  Development of micro fractures and 
increase in aperture size defines a new flow dynamics in the system, may cause flow short 
circuiting, circulation presser decrease and fluid loss and also exposes new surfaces for heat 
exchange (Bruel, 2002) (Nygren, et al., 2005) (Ghassemi, et al., 2008). Thermal stresses 
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generated interact with existing normal and shear stress and define a new state of stresses. These 
stresses may trigger shear failure in a longer run and may induce displacement at a location away 
from engineered system (Hicks, et al., 1996). Poroelastic stresses in the system behave in the 
same manner (Engelder & Fischer, 1994) but thermal stresses are approximately 8 times greater 
than poroelastic stress and thus, cannot be neglected in a prolonged operation of EGS (Segall & 
Fitzgerald, 1998) (Mossop & Segall, 1997). Influence and generation of thermal stresses is much 
larger around injection wells and diminish towards production well (Segall & Fitzgerald, 1998).  
2.4.3  Modeling EGS Phenomena 
Attempts have been made to model different aspect of EGS since 1985. Attempts have 
been made to review EGS numerical models (Hayashi, et al., 1999) and (Sanyal, et al., 2000). 
A researcher (Bruel, 2002) used Discrete Fracture Network or FRACAS approach to 
understand flow through fractured basement. For circulation and tracer experiments performed in 
1996 and 1997, hydraulic properties related to various conductive features were calibrated 
against global hydraulic impedance and mass balance obtained. He used cubic law for flow rules 
but took account for thermal effects, fracture normal compliance and an irreversible-dilatants 
shearing mechanism. Disc shaped fractures were used for modeling purposes and for orientation 
and distribution of fractures, conceptual models based on deterministic regular fracture patterns 
or randomly distributed networks embedded in the rock mass were used. He derived and 
modified equations for hydraulic conductivity, specific storage of fracture, convective and 
conductive heat transfer during the heat exchanging process, shearing mechanism, and thermal 
behavior of rocks. He concluded that significant tractions arise across the fracture around 
reinjection boreholes particularly close to the top of open section due to cooling and shrinking of 
rocks. He also noticed that heat exchange within basement may induce displacement away from 
the basement rock and that thermoelastic stresses may also trigger shear movements within the 
system.  
A researcher along with his team (Hicks, et al., 1996) developed a model coupling fluid 
flow, rock mechanics and heat transfer under the name HOTGRID that was the extension of 
Fluid-Rock Interaction Program (FRIP). Their conceptual model involved mathematical 
representation and approximation of equations related to fracture geometry, fluid flow, mass 
conservation, rock mechanics, heat transfer, hydro-mechanical and thermo-mechanical 
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processes, and initial and boundary conditions. They found this model excellent in explaining 
EGS or HDR related phenomena and that the thermal stresses generated during the simulation 
were able to shear, crack and move the mass in the surrounding.  
Two researchers (Taron & Elsworth, 2009) (Taron, et al., 2009) combined thermal, 
mechanical, hydrologic and chemical processes in one model, developed and modified coupling 
equations and successfully simulated the phenomena taking place with EGS basement. Their 
simulation model (THMC simulator) couples TOUGHREACT with FLAC3D.  
Two other researchers (Kumar & Ghassemi, 2005) numerically modeled non-isothermal 
quartz dissolution and precipitation in a coupled fracture–matrix system using fluid flow, solute 
transport, and heat transport mechanisms. They analyzed the effects of thermal conductivity, 
effective matrix diffusion coefficient, and reaction rate constant and compiled the results of 
quartz concentration, fractional aperture change, fracture water velocities, Silica 
precipitation/dissolution, fracture aperture thicknesses, fracture aperture widths, reservoir 
porosities, and effective reservoir diffusion coefficients verses distance along fracture. 
2.5    Researcher Contributions  
There are quite a few research papers expected to be extracted out of this research project 
based on topics like production rate, number and orientation of injection and production 
boreholes and homogeneity of reservoir and country rock and multiple combination of these 
topics. Some of the research contributions, so far, relating to enhanced geothermal energy 





Table 2-1: Research contributions. 
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New Frontiers in Oil and Gas 
Exploration; Chapter: Beyond 
Hydrocarbon Extraction Enhanced 
Geothermal Systems/ Springer Book 













An Insight in Explaining the Stress 
Distribution in and around EGS/ 
PROCEEDINGS, 41st Workshop on 
Geothermal Reservoir Engineering, 










and Kamran Jahan 
Bakhsh 
Using Mine Heat to Bolster 
Efficiency and Lifetime of SRB 
Bioreactors/ PROCEEDINGS, 41st 
Workshop on Geothermal Reservoir 
Engineering, Stanford University, 











Modeling Thermal Breakthrough in 
Sedimentary Geothermal System, 
Using COMSOL Multiphysics/ 
PROCEEDINGS, 41st Workshop on 
Geothermal Reservoir Engineering, 








Table 2-1 Continued. 
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Thermal Stresses around EGS/ 











Transport Mechanisms within 
Thermally-Shocked Region of an 
Enhanced Geothermal System 





7 FOUR (4) JOURNAL PAPERS ON THE WAY 
8 
THREE (3) MORE JOURNAL PAPERS ALREADY PUBLISHED ON TOPICS 
OTHER THAN GEOTHERMAL ENERGY 
 
Chapter 3 gives a brief overview of physics and theory involved in the models simulated 
by COMSOL as part of this research.   
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CHAPTER 3  
PHYSICS AND THEORY 
 
This chapter provides an introduction to COMSOL Multiphysics® and its modules that 
are used in this research. Also, part of this chapter is the theoretical and mathematical 
background of physics used in modeling. First section is general discussion and introduction of 
COMSOL. Next sections in this chapter discuss in detail, the mathematics and physics involved 
behind the scenes of each physics interface involved in modeling the problem posed in this 
research. Each section in this chapter is extracted from relevant COMSOL user guides1 
(COMSOL, 2016).  
3.1     Introduction to COMSOL  
COMSOL Multiphysics® is an interactive environment that is used to model and solve 
variety of scientific and engineering problems. A model built in COMSOL can automatically 
incorporate more than one physics and coupled phenomenon using built-in physics interfaces 
without user having an in-depth knowledge of mathematics or numerical analysis or having to 
deal with underlying equations. COMSOL allows various types of studies including stationary 
and time-dependent (transient) studies, linear and nonlinear studies and many more. COMSOL 
uses a set of advanced numerical analysis tools when solving and assembling models. It also 
provides the luxury of a variety of built-in and user friendly meshing techniques and can run 
analysis with adaptive meshing. COMSOL can make use of multiprocessor systems and cluster 
computing, and one can run batch jobs and parametric sweeps.  
COMSOL offers modeling solutions for a wide range of scientific and engineering 
phenomena including Acoustics, Bioscience, Chemical reactions, Electromagnetics, Structural 
mechanics, Fluid dynamics, Geophysics, Heat transfer, Multibody dynamics, Optics, Quantum 
mechanics, Wave propagation and many more. This research only uses three physics interface 
modules that suit the modeling needs and one Multiphysics interface to couple all three physics 
interfaces together. The three modules used in this research are “Subsurface Flow Module”, 
                                                 
1 Introduction to CτMSτL is referenced from “CτMSτL Multiphysics® – Reference Manual Version η.2”. 
Subsurface flow module is referenced from “Subsurface Flow Module – User Guide Version η.2”. 
Heat Transfer Module is referenced from “Heat Transfer Module – User Guide Version η.2”. 
Geomechanics Module is referenced from “Geomechanics Module – User Guide Version η.2”. 
Multiphysics Coupling is referenced from “Structural Mechanics Module – User Guide Version η.2”. 
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“Heat Transfer Module” and “Geomechanics Module”, and as mentioned before, an interface 
that couples all three physics together is “Multiphysics Coupling”. It is important to note that all 
three modules have to be added on top of basic COMSOL Environment for in-depth study of 
physics involved. Detailed discussions of each module are added in later sections of this chapter.  
3.1.1  Modeling Environment of COMSOL 
COMSOL interface is a desktop based user-friendly modeling environment with 
integrated customizable components (figure 3-1).  
 
 
Figure 3-1: COMSOL Desktop. 
 
COMSOL provides an application library for almost all modules to help users getting 
familiar with basic model setup in the particular module. The library contains models explaining 
basic problem solving using the physics interface modules. The model files either come with the 
basic COMSOL Multiphysics® or can be downloaded from the website. 
All physics modules in COMSOL are easy to use add-on items and modeling using any 
module is again a simply adding-removing nodes.  Interactive toolbars, settings windows and 
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selection menus are provided for geometry, materials, physics, mesh, study, and results analysis. 
Boundary conditions, problem constraints and meshes can be set up with no to minimal coding 
3.1.2  Setting Up a COMSOL Model 
Default window in COMSOL when it is run in standard windows computer, asks user to 
select to the type of model (3D, 2D, symmetric, etc.). Once type of model is selected, user is then 
asked to select one or more physics that are needed for the model. Third and last step is to select 
the type of study (stationary, time-dependent, etc.). A default sequence is then setup in the Model 
Builder window for user to add constraints and setup the problem as per requirement. This 
sequence, by default, consists of Global Definitions node where settings for the complete model 
are embedded, Components node (Component 1, 2, etc.) where settings for each component of 
model are setup, Study node (Study 1, 2, etc.) that contains settings related to study type 
previously selected, Results node that provides data tables, charts and all post processing needs. 
Components node further contains Definitions, Geometry, Materials, All Physics, Multiphysics 
(if applicable) and Mesh nodes to define the complete problem as a model. Some of these nodes 
are explained in next sections.  
Boundary conditions for any model are classified into “flux conditions” defining how 
surrounding of the model interacts and affects with the model at the boundary (force, flux, 
current, etc.), and “Constraints” defining the results of the interaction between the model and its 
surrounding. Boundary conditions may be defined for the whole body (e.g. gravity), at a surface 
or boundary of a model (e.g. flux), at a line (e.g. heat source), or at a point (e.g. pivot). 
By default, COMSOL uses and works in SI units. While specifying any quantity, the 
convention is to use square brackets around symbol for units after the numbers indicating the 
magnitude (393[K] or 120[degC]). COMSOL can understand, process, and produce other 




Figure 3-2: Basics of COMSOL model setup. 
 
3.1.3  Geometry 
Geometry node in COMSOL provides basic primitive shapes (block, cone, torus, helix, 
etc.) and various geometry operations (Boolean, transforms, conversions, etc.). COMSOL can 
also import and export geometric sequence only with supported formats. User can build each 
component of geometry one by one or can provide all details and build the geometry all at once. 
Components in final geometry are automatically connected to each other with Union function 
unless specified otherwise. 
 
 
Figure 3-3: Geometry tab of COMSOL. 
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3.1.4  Meshing in COMSOL 
Mesh node contains all settings related to discretization of the geometry into small 
elements of simple 1D, 2D or 3 D shapes depending upon the geometry (line, triangular, 
tetrahedral, octahedron, etc.). Mesh is controlled using size and shape of each element depending 
on the physics involved, sensitivity of analysis and geometry. COMSOL provides the luxury of 
automatic physics controlled meshing that builds the mesh best suiting all factors in a model or 
user controlled mesh where user is fully in-charge of building a suitable mesh. It also provides 
user with the ability to define different mesh sizes and shapes, former one only in different parts 
of a components or both in different components of a particular geometry.  
 
 
Figure 3-4: Meshing options in COMSOL. 
 
3.1.5  Materials 
While working with COMSOL, each domain component of a particular geometry must 
be assigned a material in order to realize how a particular domain should behave when subjected 
to applied boundary conditions. COMSOL has some built-in materials with pre-defined standard 
materials properties. It is the physics a domain is subjected to, that defines the list of properties 
of any material needed for successful problem solving. User can define a material of his own 




Figure 3-5: Options for Material in COMSOL. 
 
3.1.6  Studies and Solvers 
COMSOL has a hierarchy based study and solver setup. Study node is the top node and 
all the details including the type and steps of study are defined under sub nodes. A study can be 
stationary, time dependent, discrete, custom study, etc., depending upon the user requirements. 
Study can be configured and optimized with simple user friendly interfaces. Different physics 
involved in the model can be assigned different types of study depending on the need and 
suitability of the model. To refine the results, an option for adaptive mesh refinement is also 
available, but it comes with the cost of expensive computation. 
 
 
Figure 3-6: Hierarchy of Study node in COMSOL. 
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3.1.7  Results Analyses and Plots 
COMSOL has a rich environment for post processing of results and data. It can produce 
1D, 2D or 3D drawings, graphs, plots, charts or contours. Data can be extracted along a line, 
plane or for a volume domain for any of the involved variables. All post processing plots or 
resulting data can also be exported to a range of formats. Results can also be categorized based 
on physics or type of date like charts, table, etc.  
 
 
Figure 3-7: Post processing results and analysis node. 
 
3.2    Subsurface Flow Module 
Subsurface flow module comes as an add-on package to the basic COMSOL 
Multiphysics® environment and has the ability to couple and interact with other modules like 
heat Transfer Module or Geomechanics Module. This module provides the options for saturated 
flow, single or multiphase phase flow, flow in porous media, fracture flow, laminar flow obeying 
Darcy’s law, Brinkman equations or σavier-Stokes equations depending on the case. Subsurface 
flow module can also deal with chemical species transport and reaction. Heat transfer in solids or 
porous media may also be aided by using this module. Generally, different phases and forms of 
flows are governed by the following sets of equations: 
 The Darcy’s Law governs low-velocity flows. 
 Richards’ Equation governs the process of rocks or soils wetting and drying. 
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 Fracture Flow obeys a variant of Darcy’s to define the flow along fractures in a 
porous or solid medium. 
 Brinkman Equations are used for high velocity porous media flows. 
 Navier-Stokes equations are used to describe laminar and creeping flows. 
This research mainly relies on use of Darcy’s law for low-velocity porous media flow; 
the reasons for using porous media are better explained in chapter 5. 
3.2.1  Flow in Porous Media 
Darcy’s law is used to study low velocity flows (velocity that doesn’t cause a turbulent 
flow) through porous media or where the media possesses very small porosity and permeability 
values. Darcy’s law may also be used to model multiphase flow with stationary or time 
dependent studies. Effect of gravity on flow may also be taken into account as per user’s choice. 
Fluid and matrix properties can be separately provided along with domain and boundary 
conditions such as mass source, mass flux, pressure, etc. 
Equations used in providing a mathematical model simulate flow in porous media include 
equation of continuity and equation of state for pore fluid, in addition to Darcy’s law. This 
mathematical model meets the slow flow condition as fluid losses a considerable amount of 
energy as a result of resistance offered by the pores. According to Darcy’s law, velocity field is a 
function of pressure gradient, viscosity of fluid and structure of porous medium; flux thorough a 
pore can be defined by: 
 � =  − +  (3-1) 
where, 
‘u’ is Darcy velocity or specific discharge vector (m/s); 
‘κ’ is permeability of the porous medium (m2); 
‘ ’ is dynamic viscosity of fluid (Pa·s); 
‘p’ is pressure of fluid (Pa) 
‘ρ’ is density of fluid (kg/m3); 
 ‘g’ is gravitational acceleration magnitude(m/s2); and ‘∇D’ is a unit vector in the direction of gravity acts. 
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In terms of hydraulic conductivity, K (m/s), capacity of medium to transmit flow can be 
defined as: 
 =  (3-2) 
So, equation (3-1) becomes: 
 � =  − � +  (3-3) 
Continuity equation is given as: 
 
∂∂t � + . � =  (3-4) 
where, 
 ‘ε' is the porosityν 
‘Qm’ is a mass source term (kg/(m3 s)) 
Combining equation (3-1) and (3-4): 
 
∂∂t � + . ( [− + ])=  (3-5) 
 
Expanding first term of equation (3-5): 
 
∂∂ � = � ∂∂ + ∂�∂  (3-6) 
Considering porosity in terms of pressure and using chain rule: 
 � ∂∂ + ∂�∂ = � ∂∂ ∂∂ + ∂�∂ ∂∂  (3-7) 
Fluid compressibility is defined as: 
 � = ∂∂  (3-8) 
Inserting this into equation (3-7): 
 




‘S’ is the storage coefficient (1/Pa). 
Using equation (3-9) in (3-5), the governing equation turns out to be: 
 
∂∂ + . ( [− + ]) =  (3-10) 
This is the governing equation that is used as a mathematical model to solve for 
subsurface and porous media flow. For the purpose of Darcy’s law, ‘p’ pressure is related to 
hydraulic head, pressure head and elevation head. 
3.2.2  Fracture Flow 
Darcy’s law is tweaked a little to compensate the necessity of fracture flow which is 
essentially flow along the interior boundaries of a porous or solid domain. Just like any other 
interface in COMSOL, this interface can be used with available study modes like stationary or 
time dependent. Boundary conditions such as pressure, pressure or hydraulic head, inlet 
temperature, mass flux, symmetry, etc., may be defined for whole domain, any boundary, an 
edge, or a point. There are different sub nodes to define fluid and matrix properties for the 
interface. This interface uses a tangential variant of Darcy’s lawμ 
 � = − κμ ∇T + ρ ∇TD  (3-11) 
 where, 
  ‘qf’ is volume flow rate per unit length in the fracture (m3/s); 
‘κf’ is permeability of fracture (1/m-2);  
‘ ’ is dynamic viscosity of fluid (Pa s);  
‘df’ is thickness of the fracture (m);  ‘∇T’ is gradient operator restricted to the fracture’s tangential planeν 
‘p’ is pressure (Pa); 
‘ρ’ is density of fluid (kg/ m3); 
‘g’ is gravitational acceleration (m/s2); and  




Mean fluid velocity within fracture is: 
 � = � /  (3-12) 
When pooled with material properties, in combination with continuity equation (3-4), and 
integrated over fracture cross-section, this equation (3-11) defines pressure equation as: 
 
∂∂ ε ρ + ∇�ρ� =  (3-13) 
where,  
‘εf’ is porosity of fractureν 
‘Qm’ is the mass source term (kg/m3 s). 
The reason df appears on both sides of the equation is that the thickness df may vary 
along the fracture. The interface solves physics for same dependent variable as in for porous 
medium, the pressure p.
3.2.3  Heat Transfer and Structural Mechanics Interface 
Heat transfer interface in porous media flow, which s used in this study, is actually 
coupled physics between subsurface flow module and heat transfer module. Heat transfer physics 
in porous media is combination of conduction, convection and conjugate heat transfer between 
solid and liquid and is mainly affected by extent of porosity of the matrix. Subsurface flow 
module also has its independent heat transfer interface that applies to a domain comprising of 
porous media, solids and liquids. As this study uses more rigorous version of heat transfer in 
porous media that comes under heat transfer module, details and physics pertaining to that are 
given in the section of heat transfer module. 
Same is true for structural mechanics interface that comes under subsurface flow module. 
While this basic interface may be able to analyze basic structural mechanics relating to 
poroelasticity, this study needed a more detailed analyses of thermal and structural stresses in the 
system. This is why a fully equipped geomechanics module is used and is detailed in its relevant 
section.  
3.3    Heat Transfer Module 
Heat transfer module, like subsurface flow module, is an add-on package that is used in 
this research. This module specializes in analysis of heat transfer in coupled or independent 
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physics via various heat transfer mechanisms like conductive, convective, radiative or conjugate 
heat transfer. This interface can couple with almost any other physics module to study the 
thermodynamics of the process. Heat transfer models for thin layers, thin shells, and out-of-plane 
heat transfer can easily be simulated in this module. Basic modelling process, boundary 
conditions and modelling techniques are similar to other modules or basic COMSOL 
Multiphysics® interface with additional dedicated physics. Interfaces included in this module are 
single phase laminar or turbulent fluid flow, isothermal and non-isothermal flow, heat transfer in 
solid, liquid or porous media, bio-heat transfer, thermoelectric effect, conjugate heat transfer, 
radiative transfer, and electromagnetic heat transfer. Material library provides basic thermal 
properties for a range of common materials and application library may be a good source to help 
users with basic applications and model simulations of this module.  
Built-in variables that can be studied or boundary conditions that can be assigned a value 
as domain, edge, line or point, include accumulated and net heat rate, heat sources, fluid losses, 
accumulated and net energy rate, variations of heat fluxes for conductive, turbulent, translational 
modes of heat transfer. In modelling sense of heat transfer, there are two basic boundary 
conditions, i.e., temperature and heat flux, both of which ultimately defines inward or outward 
heat flux and heat flows within the entity under study. 
3.3.1  Heat Transfer and Fluid Flow Coupling 
COMSOL Multiphysics® with Heat Transfer Module, provides some built in interfaces 
to couple heat transfer and fluid flow interface like Temperature Coupling, Flow Coupling, Non-
Isothermal Flow, and Conjugate Heat Transfer. Coupling may be done based on user-defined 
model inputs or by using any of above mentioned built-in coupling interfaces, for The Laminar 
Flow Interface and The Turbulent Flow Interface. Generally, coupling between two interface is 
two way; value of a dependent variable in an interface is exported to the coupled interface and 
results are computed and other dependent variables in second interface are imported in the first 
interface to re-evaluate the first variable, update it and results are exported again for the next 
cycle of computation. For example, in simulation models used in this research, velocity values 
from the Darcy’s Law Interface are exported to Heat Transfer in Porous Media and temperature 
values are realized based on velocityν updated temperature profile is sent to Darcy’s Law 
Interface and new values of Darcy’s velocity are evaluated.  
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COMSOL Multiphysics® establishes heat transfer equations, assuming the heat as a 
mode of mechanical energy, applies energy conservation laws, derives heat transfer equation and 
then derives the heat transfer equations for various media. Heat transfer rate, in any physical 
system where thermodynamics is involved, depends on physical mechanism or mode of transfer, 
taking place within the system. In conduction, heat transfer takes place gas through molecular 
collision, in fluid through molecular oscillation, in metals by electrons, and in other solids by 
motion of molecules; in convection, heat is basically transferred by displacement of fluid itself; 
and in radiation, transport of photons results in heat transfer. The basic equations used in heat 
transfer simulation, are derived from heat balance equation and are slightly different for material 
and spatial frame. These equations are physically translated to the fact that changes in internal 
energy in time are counter acted by convection of internal energy, thermal conduction, radiation, 
dissipation of mechanical stress and additional volumetric heat sources. The derived heat balance 
equation for localized material frame: 
 + ∇ � + q = − σ: � +  (3-14) 
In spatial frame, it takes the form: 
 + ρ�. ∇ + ∇ � + � = − σ: � +  (3-15) 
where, 
‘E’ is specific internal energy (J/kg K)ν 
‘t’ is time (s)ν 
‘ρ’ is density (kg/m3); 
‘q’ is heat flux by conduction (W/m2);  
‘qr’ is heat flux by radiation (W/m2); 
‘Q’ is additional heat sources (W/m3); 
‘ ’ is Cauchy stress tensor (Pa)ν 
‘D’ is strain rate tensor (1/s)ν and 
 ‘μ’ is operator for contractionν in this case, it can be defined asμ 
: = ∑  
47 
 
More specific derivations and details may be found in CτMSτL’s Heat Transfer Module 
User Guide (COMSOL, 2016). 
3.3.2  Heat Transfer in Solids 
Heat Transfer in Solids uses a derived version of equation (3-15), which is given as 
 � ( + � �� . ∇ ) + ∇ � + � = −αT: +  (3-16) 
where, 
 ‘ρ’ is density (kg/m3); 
‘Cp’ is specific heat capacity at constant stress (J/kg K)ν 
‘T’ is absolute temperature (K); 
‘utrans’ is velocity vector of translational motion (m/s)ν 
‘q’ is heat flux by conduction (W/m2); 
‘qr’ is heat flux by radiation (W/m2); 
‘α’ is coefficient of thermal expansion (1/K)ν 
‘S’ is second Piola-Kirchhoff stress tensor (Pa); and 
‘Q’ contains additional heat sources (W/m3). 
When this equation is solved for steady state problem, and there is no variation in 
temperature with time, derivative terms simply equate to zero. First term of the right hand side in 
equation (3-1θ) is ‘thermoelastic damping’ that defines thermoelastic effects in solids.  
3.3.3  Heat Transfer in Liquids 
Equation used in Heat Transfer in Fluids Interface is again, variation of heat balance 
equation (3-15); and is given as: 
 � ( + �. ∇ ) + ∇ � + � = α�T ( + � ∇ ) + τ: ∇� +  (3-17) 
 
 where, 
 ‘ ’ is Cauchy stress tensor and may be split into static and deviatoric parts: � =  − � +  �; ‘I’ being the identity matrix. 
‘T’, and ‘p’ are temperature (K) and pressure (Pa) as dependent variablesν 
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‘ρ’ is density (kg/m3); 
‘Cp’ is specific heat capacity at constant pressure (J/kg K)ν 
‘u’ is velocity vector (m/s); 
‘q’ is heat flux by conduction (W/m2); 
‘qr’ is heat flux by radiation (W/m2); 
‘αp’ is coefficient of thermal expansion (1/K)ν 
‘ ’ is viscous stress tensor (Pa)ν and  
‘Q’ is heat sources other than viscous dissipation (W/m3). 
Thermoacoustic effects and heating under adiabatic compression is taken care of by the 
first term in right hand side of equation (3-17) and second term is representation of viscous 
dissipation. For steady state problem, derivative terms do not participate as there is nothing 
changing with time.  
3.3.4  Heat Transfer in Porous Media 
Heat transfer in porous media falls under two different categories. Local thermal 
equilibrium, that assumes same temperature for both solid and liquid entities, and local thermal 
non-equilibrium, where heat transfer is modeled using different temperatures for solid and liquid. 
Equilibrium condition uses the following equation: 
 
( �) + �� . ∇T + ∇. � = Q = −�  (3-18) (3-19) 
where, 
‘ρ’ is the fluid density (kg/m3); 
‘T’ is temperature (K)ν 
‘t’ is time (s)ν 
‘Cp’ is the fluid heat capacity at constant pressure (J/kg K); 
‘(ρCp)eff’ is the effective volumetric heat capacity at constant pressure, defined by 





‘keff’ is effective thermal conductivity (W/m K);  � = � � + ( − � )� 
‘ p’ is solid volume fractionν 
‘ L’ is the porosityν 
‘ρp’ is porous media density (kg/m3); 
‘kp’ is thermal conductivity of porous media (W/m K); 
‘Cp,p’ is the porous media heat capacity at constant pressure (J/kg K)ν 
‘q’ is conductive heat flux (W/m2); 
‘u’ is velocity field (m/s); and 
‘Q’ is heat source (or sink) (W/m3). 
For the non-equilibrium case, the equations used are: 
 θ ρ �, ∂T∂t + � = − + �   (3-20) 
 = −� �  (3-21) 
 
 ( − � )ρ �, + ( − � )ρ �, � . + . � = − + − �  (3-22) 
 � = − − � �  (3-23) 
where, 
‘ p’ is solid volume fraction; 
‘ρs’ and ‘ρf’ are solid and fluid densities (kg/m3); 
‘Cp, s’ and ‘Cp, f’ are solid and fluid heat capacities at constant pressure (J/kg K)ν 
‘qs’ and ‘qf’ are solid and fluid conductive heat fluxes (W/m2); 
‘ks’ and ‘kf’ are solid and fluid thermal conductivities (W/m K); 
‘qsf’ is interstitial convective heat transfer coefficient (W/m3 K); 
‘Qs’ and ‘Qf’ are solid and fluid heat sources (W/m3); and 
‘uf’ is fluid velocity vector (m/s). 
The fluid velocity is often deduced from a porous velocity 
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3.3.5  Flow and Temperature Coupling  
Flow coupling defines velocity, u, and pressure, p, variables to be used in Heat Transfer 
Interface or other interfaces if applicable. Similarly temperature coupling may be used to export 
temperature, T, as default input to any other interfaceν in case of this research, to Darcy’s Law 
and Geomechanics Module to obtain results for thermal stresses and stress redistribution. 
Thermal Stress Interface may also be added from Multiphysics node or Thermal Expansion 
Interface under Structural Mechanics Module may be added to the model. 
3.4    Geomechanics and Structural Mechanics Module 
Geomechanics Module is an extension of Structural Mechanics Module, which again, an 
optional add-on package of COMSOL Multiphysics® that was required for purpose of this 
research. Geomechanics Module is used to analyze problem relating to geotechnical applications, 
e.g., slope stability, tunnels, excavations, and retaining structures. Like any other COMSOL 
Module, this module also has a library of its own example problem models and materials. This 
interface has built-in non-linear material model to describe and investigate plasticity, 
deformation, creep behavior, failure of rocks, concrete and soils, and their interactions with 
supports, piles, and other external stresses. Geomechanics module may easily be integrated with 
other physics such as fluid flow or heat transfer.  
Modeling relation between temperature changes and stresses mainly fall under Structural 
Mechanics Module of COMSOL. Structural Mechanics Module basically answers problems 
relating to structural and solid mechanics, and can be coupled with almost all other COMSOL 
modules, like heat transfer, fluid flow, AC/DC or Chemical Reaction Module. 
3.4.1  Thermal Stress and Thermal Expansion Interface 
The Thermal Stress interface connects a Solid Mechanics interface with a Heat Transfer 
in Solids interface as domain level coupling, where a thermal load for the Solid Mechanics 
interface is provided as the temperature from the Heat Transfer interface that causes thermal 
expansion. The temperature equation that is used in solid domains is differential form of the 
Fourier’s law providing additional features like heat sources. 
Thermal Expansion, similar to Thermal Stress Interface, communicates between Heat 
Transfer and Structural Mechanics. Thermal expansion depends on coefficient of thermal 
expansion, , reference temperature, , and absolute temperature, T, as: 
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 ��ℎ = −  (3-24) 
Thermoelastic damping is also one of the available interface that is able to do reverse 
coupling when change in stress in any domain acts as a heat source.  
3.4.2  Stresses 
Structural Mechanics Module uses three basic stress measures: 
 Cauchy stress, μ force/deformed area in fixed spatial directions; a symmetric tensor. 
 First Piola-Kirchhoff stress, P: forces in the spatial directions related to area in 
material frame; an un-symmetric two-point tensor. 
 Second Piola-Kirchhoff stress, S: both force and area are represented in the material 
configuration; a symmetric tensor. 
These stresses relate to each other according to: 
 
= −  � = − � = − � (3-25) 
Contrary to general sign convention used in rock mechanics, COMSOL follows sign 
convention of solid mechanics. In COMSOL, a positive normal stress is analogous to a tension 
and negative stress represents compression. Constituent models rely on three fundamental stress 
invariants, ( � , � , � ), and sometimes, deviatoric stress tensors are also useful. 
Principle stresses are Eigen values of stress tensor and are of prime importance in rock 
mechanics analyses. Three principle stresses follow the order as follows: � ≥ � ≥ �  
Fundamental stress invariant, in terms of principle stresses, may be defined as: 
 
� = � + � + �  � = � � + � � + � �  � = � � �  (3-26) 
External stress may be added to the modeling, to bring into equation a source of stress 
other than constituents stresses in the model. Structural Mechanics Module includes common 
material model for structural analysis, like Linear Elastic Model, Non-linear Elastic Model, 
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Linear Viscoelastic Model, Hyperelastic Model, Elastoplastic Model, Cam-Clay Model, Creep 
and Viscoplastic Model, Piezoelectric Model, and Rigid Domain Material Model.   
3.5    Summary of Multiphysics Coupling Used 
Simulation models included in this research study comprises of three different physics 
and two different study stages. There are a total of 18 different models included in this study. 
Each model basically consists of injection and production boreholes within a porous matrix 
serving as a flow regime and rock mass in the surrounding. There can be one, two or four 
injection boreholes depending on the class type of model but each model has one production 
borehole. Details on modeling setup, design and parameters are provided in chapter 5. 
Subsurface Flow Module is included to take care of fluid flow simulation as water which 
is the circulation fluid in this case, enters the system at different rates through injection 
borehole(s), flows between injection and production borehole, and exits the systems through one 
production borehole. Subsurface Flow Module aids in maintaining the production rate at a 
specific value during the production phase of simulation. After being injected into the system, 
water is circulated through porous medium at velocity computed by Darcy’s Law Interface of 
Subsurface Flow Module, at every single node of meshed porous matrix using following set of 
equations: 
 ( ) + . � =  (3-27) 
 � =  − +  (3-28) 
where, 
‘ρ’ is density (kg/m3); 
‘ ’ is porosityν 
‘t’ is time (s)ν 
‘u’ is Darcy velocity or specific discharge vector (m/s); 
‘κ’ is permeability of the porous medium (m2); 
‘ ’ is dynamic viscosity of fluid (Pa·s); 
‘p’ is pressure of fluid (Pa); 
‘g’ is gravitational acceleration magnitude(m/s2); and 
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‘∇D’ is a unit vector in the direction of gravity acts. 
As in case this research, gravity is not incorporated in all models, the second term in 
equation 3-27 reduces to zero, and Darcy velocity is dependent on permeability, pressure 
difference and viscosity. All the boundaries that are not supposed to transmit any fluid across are 
assigned a No Flow boundary condition assuming the equation 3-29. Inward fluid mass flux is 
applied using the same equation but right hand side replaced with desired input value of mass
flux as given in equation 3-30. 
 �. + =         or       - �. � =  (3-29) 
 �. + = �         or       - �. � = �  (3-30) 
 where,  
‘n’ is a vector normal to boundary; and 
‘N0’ is value specified as Darcy flux. 
Computed velocities are then communicated to Heat Transfer module through Flow 
Coupling in Multiphysics module, at every time step of the simulation to realize the 
corresponding changes in temperature and define production temperature. Once, temperature at 
production borehole (realized by Heat Transfer Module) reaches a certain value of thermal 
breakthrough temperature (400 K in this case), Subsurface Flow Module is setup in such a way 
by using an ‘if-else’ conditional that it ceases the circulation (reduces it to negligibly low, in 
actual sense of simulation). After this point, there is now virtually no to infinitesimally small 
circulation in the porous matrix. The time taken to reach the thermal breakthrough temperature 
for any model depends on production rate and how fast the heat is being removed from the 
system.   
Porous media and surrounding rock mass are initially assigned a temperature gradient 
using manually set up equation 3-31, and water is injected at a much cooler temperature. More 
on different temperatures involved in the models is given in chapter 5. 
  = _ � + _ − _ � ∗ − /   (3-31) 
where, 
 ‘z’ is the depth within the model and ranges from -4,000 to -6,500 (m); and 
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‘res_tmin’ and ‘res_tmax’ are minimum and maximum temperature assigned to 
the models. 
Velocities integrated into Heat Transfer Flow Module by Darcy’s Law in Subsurface 
Flow Module dictate spread of cold fluid in the porous medium. Heat Transfer in Porous Median 
under Heat Transfer Module simulates the interaction between cold fluid and hot porous 
medium, evaluates fluid recovery temperature and new temperatures for the porous medium that 
just lost some heat to fluid according to the following equations.  
 ( �) + �� . ∇T + ∇. � = Q + Qv  (3-32) 
 = −�  (3-33) 
where, 
‘ρ’ is the fluid density (kg/m3); 
‘T’ is temperature (K)ν 
‘t’ is time (s)ν 
‘Cp’ is the fluid heat capacity at constant pressure (J/kg K)ν 
‘(ρCp)eff’ is the effective volumetric heat capacity at constant pressure, defined by 
(J/kg K); ( �) = θ ρ �, + − θ � 
‘keff’ is effective thermal conductivity (W/m K);  � = � � + ( − � )� + �  
‘ p’ is solid volume fractionν 
‘kp’ is thermal conductivity of porous media (W/m K); 
‘kdisp’ is thermal dispersion coefficient (W/m K); 
‘ρp’ is porous media density (kg/m3); 
‘Cp,p’ is the porous media heat capacity at constant pressure (J/kg K)ν 
‘q’ is conductive heat flux (W/m2); 
‘u’ is velocity field (m/s); 
‘Qvd’ is the heat source coming from the transformation of kinetic energy into 
internal energy due to viscous stresses, viscous dispersion (W/m3); and 
‘Q’ is heat source (or sink) (W/m3). 
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Heat Transfer in Porous Media module further delivers the effect of change in 
temperature to the surrounding porous and rock regime. Heat transfer in solid country rock is 
taken care of by the following set equations. 
 � + �� . ∇T + ∇. � = Q + Q  (3-34) 
 = −�  (3-35) 
 Where, 
  ‘T’ is temperature (K)ν 
‘ρ’ is the solid density (kg/m3); 
‘Cp’ is the solid heat capacity at constant pressure (J/kg K);  
‘k’ is the solid thermal conductivity (W/m K)ν 
‘u’ is the velocity field defined by the Translational Motion only if parts of the 
model are moving in the material frame (m/s);  
‘Qted’ is heat due to thermoelastic damping and is added to model heat generation 
due to changes in stress; and 
‘Q’ is the heat source (or sink) (W/m3). 
Cooling front slowly builds up through porous flow regime to solid rock mass in the 
surrounding. Heat Transfer in Solids Interface is added to further simulate the heat transfer in 
solid rock free from any fluid matter. Both interfaces for porous as well as solid medium are 
coupled communicate in between to recognize temperature changes at every single node for each 
time step. 
As soon as a change in temperature at any node in the matrix is quantified, coupled Heat 
Transfer and Solid Mechanics interface work together for Thermal Expansion interface to realize 
strains and corresponding thermal stresses at a node. Thermal expansion is calculated by: 
 ��ℎ = −  (3-36) 
 = + −  (3-37) 
  
where, 
  ‘T’ is temperature (K)ν 
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  ‘Tref’ is the strain reference temperature set as initial thermal gradient (K); 
  ‘εth’ is the thermal strainν 
  ‘α’ is coefficient of thermal expansionν 
  ‘Jth’ is thermal volume ratio; 
‘Q’ is the heat source (or sink) (W/m3). 
Thermal stresses generated at any node in any iteration are due to this thermal strain, and 
extend their effect on the surrounding nodes in the next iteration step. If there are external or 
existing stresses at the node, the resultant stress is calculated and the resulting stress at the node 
takes part in the next iteration. Solid Mechanics simulates the interaction between two different 
nodes and delivers the effect of change in stress at one node to the surrounding nodes depending 
upon the material model used, in this case, Linear Elastic Material Model. Following sets of 
equations controls the stress calculation. 
 
� = ∇. + � (3-38) 
 = a + : �  (3-39) 
 � = � − �  (3-40) 
 a = + x +  (3-41) 
 � = � + � + � + � + �  (3-42) 
 � = [ ∇� T + ∇�] (3-43) 
where, 
‘ ’ is the Second Piola-Kirchoff stress (Pa); 
‘ ext’ is the external stress applied as in-situ stress in this research (Pa); 
‘ 0’ is the initial stress which is ‘zero’ in this research (Pa); 
‘:’ stands for the double-dot tensor product; 
‘C’ is the 4th order elasticity tensor; 
‘Fv’ is the body load, initial value is ‘zero’ in this case (σ/m3); 
‘εel’ is the difference between the total strain ‘ε’ and all inelastic strains ‘εinel’ν 
‘u’ is the displacement due to contraction or expansion (m); 
All other ‘ε’ are different deformations caused by different processes like thermal 
flow, and creep behavior. 
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COMSOL provides the luxury of coupling various physics by just adding an interface 
under Multiphysics. This study includes four different interfaces of Multiphysics coupling. First 
one is Flow Coupling Interface that couples and communicates velocities from Darcy’s Law to 
Heat Transfer Interface. There are two Temperature Coupling Interfaces added in the study, first 
interconnects temperatures between Heat Transfer and Darcy’s Law Interfaces and the addition 
Temperature Coupling Interface links Heat Transfer and Solid Mechanics. Last Multiphysics 
interface incorporated in module simulated in this research is Thermal Expansion Interface that 
connects Heat Transfer and Solid Mechanics brining into account strain due to changes in 
temperature, effects of changes in strain, and evaluate thermal stresses. Solid Mechanics 
interface picks up from here, describes interaction between stresses and evaluates final stress 
state. 





CHAPTER 4  
VALIDATING THE MODELS 
 
This chapter covers the examples and solutions used to validate the modeling work done 
in this research. Solving the exact same problem as posed in this research analytically is itself a 
demanding task if not impossible. Attempts are made to select the example problems as close to 
research problem as possible, yet keeping it simple enough to attempt an analytical solution. 
Analytical solution is compared with numerical modeling results with close matches for all 
examples presented in this chapter. There are three examples included in this chapter. First 
example is simply taken from verification examples provided by COMSOL (COMSOL-
Verfication, 2016) and results are simply replicated here. Second example is a simple beam cross 
section problem subjected to thermal changes, solved analytically as well as numerically with 
comparable results. Third and last section in this chapter is thermal-hydrologic-mechanic-
chemical coupled model (Taron & Elsworth, 2009), reproduced with COMSOL only for thermal 
stress analyses. Again, the results for thermal stresses are in close comparative match. 
4.1    COMSOL Example 
COMSOL has published some verified examples. These examples are available to users 
as a source to verify or compare their work. This section quotes one of the available examples 
that have closest resemblance with this research work. This whole section is sited from solved 
CτMSτL example “Thermally Induced Creep – Solved with COMSOL Multiphysics® η.2” 
(COMSOL-Verfication, 2016). 
This example is about computing the stresses over a long period time for a material 
exhibiting creep behavior. The following model is taken from “σAFEMS Selected Benchmarks 
for Material Non-Linearity, Volume 2” (Linkens, et al., 1993); the displacement results and 
stress levels are compared with this as a reference. 
The model consists of a hollow sphere with 200 mm inner radius and 500 mm outer 
radius exhibiting rotational symmetry with solution dependent only on the radial coordinate. 
Therefore, only a section having radial cut is selected as the computational domain. To be 
consistent with original example, the model is a 2D axisymmetric 10° sector with symmetry 




Figure 4-1: COMSOL example model geometry. 
 
Table 4-1 shows the material properties used in COMSOL example model. Again, these 
values are extracted from reference COMSOL validation example. 
 
Table 4-1: COMSOL example model properties. 
Property/Function Symbol/Equation Values/Explanation 
Young’s Modulus E 10 GPa 
Poisson’s Ratio  0.25 
Density ρ 1000 kg/m3  
Creep Strain ε�. = � σ  Where: 
Creep Rate Coefficient A1 3.0x10-6 h-1  
Stress Component n1 5.5 
Creep Activation Energy Q 1.0393x105 J/mol 
Temperature Function = − 5 �⁄  T is temperature in K 
Internal Pressure P 30 MPa 
Temperature Field = + /√ + ) R and Z are material Coordinates 
 
The radial displacement evolution with time is shown in Figure 4-2. The upper curve is 




Figure 4-2: Radial displacement evolution. 
 
Table 4-2 compares the COMSOL simulated radial displacement values at time 1010 h 
with the analytical reference values. These values are the exact match providing a perfect 
validation example. 
 
Table 4-2: Radial displacement comparison. 
Radius COMSOL Results Reference Results 
200 mm 26.0 mm 26.1 mm 
500 mm 4.20 mm 4.22 mm 
 
Mechanical and thermal loads initially have greater influences on the inner boundary of 
the sphere and results in larger creep strains. This behavior causes relaxation with time that 
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propagates from the inner radius towards the outer radius. This phenomenon is clearly visible in 
figure 4-3 where the von Mises effective stress is shown at 108 h, due to creep according to: ��. = � �  
where, 
‘A1’ = 3.0·10-6 h-1, accounts for stress normalization of effective stress, ‘σe’ 
(MPa); 
‘n1’ = 5.5, stress component; 
‘f2(T)’ = e−12500/T; and 
‘T’ is the temperature (K). 
 
 




Figure 4-4 is the graph of the variation of the von Mises effective stress with time at the 
inner, middle, and outer radii. Significant changes in the stress state occur already at the time 104 
h, that is, after one millionth of the total analysis time. In the final state the stresses are 




Figure 4-4: Behavior of von Mises stresses with time at various radii. 
 
Finally table 4-3 shows the final values of the von Mises effective stress of model at t = 




Table 4-3: Comparison of COMSOL and reference stress values. 
Radius COMSOL Stress Values Reference Stress Values 
205 mm 11.4 MPa 11.5 MPa 
350 mm 17.6 MPa 17.6 MPa 
495 mm 21.1 MPa 21.1 MPa 
 
This example supports that the discretized solution provided by COMSOL for stresses 
generated due to heat transfer is in close match with generally accepted analytical solution. 
4.2    Analytical Problem 
A 2D square cross section of simple beam is a subject of study in this section that is 
solved for transient thermal stresses, analytically as well as numerically using COMSOL. The 
side of the beam cross section is 0.1 m, and physical properties of beam are tabulated in table 4-4 
below. 
 
Table 4-4: Properties of the simple beam. 
Properties and Units Symbol and Units Values 
Height of cross section (m) a 0.1 
Width of cross section(m) b 0.1 
Side length (m) y 0.5 
Initial temperature (K) T0 293 
Applied temperature (K) T1 294 
Young modulus (Pa) E 70x109 
Coefficient of thermal expansion (K-1) α 2.30 x10-5 
Thermal diffusivity (m2/s) κ 8.4180 x10-5 
Thermal conductivity (W/m K) k 238 
Mass density (kg/m3) ρ 2700 
Specific heat (J/kg K) c 900 
 
One side of beam cross section is subjected to a temperature change as shown in  
figure 4-5 and stresses are computed at the center of the beam for a total of 10 s with 1 s interval. 
As it is only a 2D problem length of the beam is not incorporated and can be assumer infinite. 
Analytical solution is obtained with an approach for solving transient thermal stresses in a simple 
beam section, suggested by Hetnarski (Hetnarski & Eslami, 2009), and given as: 
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��� = − − ∑ − �κ� { −− cos + + 8 −∞=+ 8 − [ − + − ]} 
 
where,  = − / , is characteristic value; 
‘t’ is time in seconds; and  
all other symbols and properties are outlined in table 4-4. 
 
 
Figure 4-5: Beam cross-section for analytical problem. 
 
2D square cross section of a simple beam is, then, analyzed for transient thermal stresses, 
using COMSOL when subjected to a temperature change. Parameters of the beam, physical 
properties, and thermal characteristics are outlines in table 4-4. The beam is assigned an initial 
temperature of 293 K (20 °C, 67.73 °F) and then subjected to a temperature change of 1 K (1 °C, 
1.8 °F) to 294 K (21 °C, 69.53 °F) on one side of the beam. As the beam is assigned temperature 
change on one full length of a side, the effect of thermal activity is only two-dimensional in 
nature. This case would absolutely be different when one end of the beam is set for a temperature 
change and thermal stresses are observed along the beam. 
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The stresses are evaluated at the center of the beam to replicate the longitudinal stresses 
in the beam as calculated by the above equation. Analytical and numerical thermal stress values 
are tabulated in the table 4-5. These stress values are fairly close to each other and show similar 
behavior of stress changes in the beam. 
 
Table 4-5: Analytical vs. numerical solution for thermal in simple beam. 
Time Interval (s) 1 2 3 4 5 6 7 8 9 10 
Analytical Stresses (MPa)  0.17 0.23 0.25 0.25 0.24 0.22 0.21 0.19 0.18 0.17 
Numerical Stresses (MPa) 0.25 0.27 0.25 0.21 0.16 0.16 0.15 0.14 0.12 0.11 
 
The close resemblance in manual and COMSOL solution confirms that the COMSOL 
provides a reliable solution that is currently accepted as accurate in science and engineering. 
4.3    Existing Numerical Model 
Taron and Elsworth (2009) developed a code that combines TOUGHREACT and 
FLAC3D to study thermal-hydrologic-mechanic-chemical coupling in engineered geothermal 
reservoir. They have considered chemical and thermal changes, mass transport, and pore 
pressure changes in their simulation. This section, on the other hand, only covers effects of 
thermal changes, i.e., thermal stresses produced by injection of cold fluid in a hot medium.  
A slab of hot rock is injected with cold water through an injection point and hot water is 
produced at production borehole. Almost all of the parametric and characteristic properties of 
model geometry are taken from Taron and Elsworth (Taron & Elsworth, 2009) with the 
exception of a couple of added features that were necessary for COMSL simulation. Figure 4-6 is 




Figure 4-6: Geometry of Taron and Elsworth model in COMSOL. 
 
Table 4-6 lists down the parameters and properties of the numerical model built in 
COMSOL along with variable abbreviations used in COMSOL.  
 
 
Figure 4-7: Comparison of stresses in Taron and Elsworth (2009) model with COMSOL model. 
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Table 4-6: Parameters and characteristics of model used in validation model 
Parameters/Characteristics (Units) Abbreviations 
used in COMSOL 
Values 
Block width (m) bl_w 2900 
Block length (m) bl_l 1500 
Block height (m) bl_h 50 
Borehole radius (m) bh_r 0.15 
Borehole length (m) bh_l 48 
Injection pressure (MPa) inj_p 27 
Production pressure (MPa) prod_p 21 
Reservoir temperature (K) res_t 548 
Injection temperature (K) inj_t 343 
Young modulus (MPa) E 2.045x1010 
Poisson’s ratio  0.22 
Coefficient Of Thermal Expansion (1/K) α 1.2x10-5 
Thermal Conductivity (W/m K) k 2.9 
Mass Density (kg/m3) ρ 2600 
Specific Heat (J/(kg K) c 918 
Porosity  ε 0.02 
Permeability (m2) κ 5.0x10-14 
 
Figure 4-7 compare stress patterns produced by Taron and Elsworth (Taron & Elsworth, 
2009) reference model with COMSOL model. Stresses in the reference model ranges up to a 
maximum of 20 MPa whereas COMSOL model reaches highest thermal stress level of 25 MPa. 
This difference in maximum stress attained by these models may be explained by considering the 
fact that Taron and Elsworth included chemical changes, mass transport affect and pore pressure 
in their model. Chemical changes in EGS reservoir lead to changes in porosity, permeability and 
flow characteristics of reservoir. A change in pore pressure within reservoir interacts with 
prevailing stresses in the system. It is possible that the difference in final stress state of the two 
models is due to the counter acting stresses that are part of the reference model of Taron and 
Elsworth. COMSOL model, on the other hand, neglects chemical and pore pressure changes for 
the purpose of this study.  
Pattern and distribution of stresses in both models show quite similar behavior as it is 
evident from figure 4-7. Figure 4-7 (a) is the final stress results produced by Taron and Elsworth 
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(Taron & Elsworth, 2009) model and figure 4-6 (b) is stresses pattern generated by COMSOL 
after 5 and 20 years of simulation.  
This assures that the three COMSOL modules coupled in this research to model the EGS 
scenarios provide similar solution that is relied upon by the other latest coupled numerical 
models. 
Next chapter summarizes the geometric parameters and material characteristics of the 
models simulated in this research work.   
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CHAPTER 5  
MODELLING DESIGNS AND PARAMETERS 
 
This chapter explains general modeling design, associated parameter and boundary 
conditions of all models included in this research. Procedures for setting up the models are pretty 
similar for all models; procedure for setting up a complete model, Model 1 taken as example 
here, is provided in appendix A. First section of this chapter describes model schematics 
including the basis on which these models are developed and on which models differ with one 
another. Second section outlines the basic assumptions undertaken to simplify and to reduce 
computational cost of modeling along with the explanations or reasons to do so. Third section list 
downs all the parameters of the models that are common to all of the models and parameter 
associated with individual models. Later sections of the chapter detail out the geometric setup, 
materials assumptions, involved physics, meshing techniques, included study types, and exported 
results of all models. 
5.1    Modeling Schematics 
Various models are setup and simulated to perform a detailed study of effects of changing 
key elements relating to design, operation, and geological setting of EGS. Next two sections 
define the basis of each model and list down the combinations of selected design, operating, and 
geological variables to setup different models. These variables are selected because, first, they 
are still fairly controllable, and second, these variables are critical to final state of stress 
distribution which is ultimate focus of this research. 
5.1.1  Model Description 
A total of 18 different models are designed, setup and simulated for the purpose of this 
study. Although there are many variables that play role during an EGS project, but as stated in 
introductory chapter of this dissertation, only few critical variables are considered as part of this 
research study. Each model is basically a rock block with one or multiple injection points and a 
withdrawal point.  
These models are defined on the basis of three different categories of variables including: 
 Rate of heat removal 
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 Number and pattern of injection and production boreholes 
 Thermal properties of rock 
Generally, rate of heat removal from an EGS setup is directly proportional to production 
rates; while this may not always be true, the two possess fair degree of direct correlation with 
each other. Rate of heat removal defines the spread of thermal gradients which is thought to 
dictate thermal stresses. Three different production rates, selected based on generally used EGS 
production rates, are included in the study among different models: 
 Intermediate production rate – 60 kg/s 
 High production rate – 90 kg/s 
 Low production rate – 30 kg/s 
Number and pattern of injection and production boreholes have strong relation with net 
heat removed as well as rate of heat removal from the system that again defines the stress 
distribution of the vicinity. It is also connected to life of EGS project. Three different patterns 
consisting of 2, 3 and 5 boreholes are part of this study: 
 1 inlet and 1 outlet – 2 boreholes in total 
 2 inlets and 1 outlet in between – 3 boreholes in total 
 4 inlets and 1 outlet in between – 5 boreholes in total 
Everything related to EGS including thermal flows, and stress redistribution has a 
definite connection with thermal properties of rock. Two different scenarios for thermal 
properties of rock are included in defining different models. 
 Homogeneous scenario 
 Nonhomogeneous scenario 
Details of these scenarios and other model classification are provided in later sections. 
Each scenario for a particular classification s considered with every other scenario from other 
classification. Thus, a total of 18 [3 (production rate) x 3 (number and pattern of boreholes) x 2 
(scenarios for thermal properties of rock) =18] different models are developed. 
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5.1.2  Nomenclature of Models: 
Each model has are given a descriptive name to make the sorting and record keeping easy 
for all eighteen models. The descriptive names consist of a catalogue number and an 
identification code for each model. Catalogue number lists down each model from 1 to 18 and 
identification code defines exact classification of the model based on categories outlined in 
previous section.  
 





























































































































Complete name of any model is of the form: Model A –  XYZ; 
where, 
‘A’ is catalogue number of model between 1 and 18 inclusive; 
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‘X’ is flow rate, can be H-high, I-intermediate, and L-low; 
‘Y’ is type of pattern based on total number of boreholes including 1 production 
borehole and remaining is the number of injection borehole; can be pattern type 2, 3 or 5. 
‘Z’ is the rock material setting, can be P-plain or homogeneous or N-
nonhomogeneous. 
These 18 models are further classified based on above mentioned coded categories. Class 
2, 3 or 5 models are based on total number of injection and production boreholes. Class I, H, or L 
models demonstrate intermediate, high, or low hot fluid production rate respectively. Lastly, 
class P and N group are homogeneous and nonhomogeneous models respectively. Table 5-1 
shows the complete nomenclature of models. 
5.2    Assumptions 
Every applicable detail that can be related to an EGS project has to be assumed based on 
generally acceptable figures and consensus. These assumptions were necessary in order to, 
firstly, simplify otherwise complex EGS setup and make it possible to model it in simulation 
environment, secondly, to make simulation computationally inexpensive so that the models may 
be simulated with limited computational ability. The computer machine used for simulation in 
this research study was high computation capacity personal computer; specifications of the 
computer are listed in appendix B. This section explains and reasons the assumptions under 
taken for these models. 
As the starting point of EGS modeling, following assumptions are made: 
 EGS is assumed to be set up and already working, with injection and production 
boreholes in place, flow regime stimulated, flow established and heat mining process 
already started. 
 All the materials involved including rocks and fluid is assumed to be in standard form 
(values declared later on), for homogeneous as well as nonhomogeneous scenarios. 
 There exists a general homogeneity within and around EGS reservoir in terms of 
material and flow distribution even in nonhomogeneous models except the fact that 




 Nature of material in reservoir and country rock blocks are assumed to be linearly 
elastic to simplify the simulation, to cope with limited computational ability and 
unavailability of better suitable material model. 
 Model boundaries and borehole walls are assumed to be fixed constraints, restricting 
the boundary movements to study internal deformation and analyze the stresses, thus, 
generated. 
 Standardized values for depth, temperature and external stresses are selected for all 
models that are in close match to common EGS settings. 
5.2.1  Rock Materials  
Each of eighteen models is porous rock block with combination of injection and 
withdrawal points as explained in the previous section. Rock block has to be assigned some 
material properties and boundary conditions as basis for simulation. To keep it close to general 
EGS scenario, rock block in all models is assigned properties as given for material 1 (Mat1) in 
table 5-2, and water is considered as the fluid flow medium. Some porosity and permeability is 
added to Mat1 blocks to improvise fluid flow in the Mat1, this will be further explained in next 
section. 
Half of the eighteen models simply consist of Mat1 whereas the remaining nine (9) 
models belong to nonhomogeneous category, and have an additional layer of  different material 
to imply nonhomogeneous scenario. Added layer is assigned properties as given in table 5-2 
(Mat2), mainly just to keep it considerably different from Mat1 and secondly, to replicate 
probable EGS scenarios.  
Figure 5-1 is the front view of homogenous and nonhomogeneous 3D models. Porous 
flow regime is enclosed in solid block of rock, again better in next section. Porous flow regime 
has inlet and outlet points are contained within regime and fluid flow stays within this regime at 
all times. Porosity and permeability of homogenous and nonhomogeneous zones is kept same, to 






Table 5-2: Physical characteristics of materials involved in modeling. 
Physical Property 










7.0 x 10-6  7.0 x 10-6  -- 11.6x10-6  11.6x10-6 
Heat capacity at 
constant pressure, Cp 
(J/kg K) 
850  850  Cp(T[1/K]) * 920 920 
Density, ρ (kg/m3) 2600  2600  ρ (T[1/K])  * 2600 2600 
Thermal 
conductivity,  
k (W/m K) 
2.9  2.9  k(T[1/K])  * 4.0 4.0 
Young’s modulus, E 
(Pa) 
6.0 x 1010  6.0 x 1010  -- 6.0 x 1010 6.0 x 1010 
Poisson’s ratio,  (--) 0.25 0.25 -- 0.25 0.25 
Porosity, υ (--) -- 0.02 -- -- 0.02 
Permeability, κ (m2) -- 2.0 x 10-15  -- -- 2.0 x 10-15  
Dynamic Viscosity,  
 (Pa s) -- -- (T[1/K])
 * -- -- 
Ration of specific 
heats, γ (--) -- -- 1.0 -- -- 
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Figure 5-1: Front view of homogenous and nonhomogeneous 3D models. 
 
COMSOL provided a range of built in material library with commonly used materials. 
Mat1 that has properties similar to granite and water properties are directly imported from 
COMSOL material library, with porosity and permeability of granite tweaked a bit to meet the 
modeling needs. Physical characteristics of materials used in the models are given in table 5-2. 
5.2.2  Flow Regime 
Flow is usually dominant through fractures rather through pores in EGS. However, in this 
research, all models are assigned a porous flow regime. A small porous rock block is placed 
within a rock block serving as country rock. Country rock and porous block bear same material 
characteristics except for porosity and permeability. The reason porous flow regime is preferred 
over the fracture flow regime is because it was required to create a symmetric flow regime 
between injection and production boreholes with fluid flow in such a quantity enough to simulate 
effects of heat mining through these models; there are only so much fractures that can be 
incorporated in a COMSL model, not enough to simulate the heat mining behavior that is the 
goal of this research. Adding so many fractures in the simulation would only cost more in 
computation without providing enough assistance or efficiently modeling the features of EGS 
flow and heat mining.  
Another decision is made between restricted flow and open flow, i.e., flow in a limited 
porous zone, or fluid can reach anywhere and whole block is basically a porous medium. Former 
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option is given preference for this research because in a well-designed EGS, flow has to only go 
through preferred flow paths to avoid fluid loss. Also, an efficient EGS flow path recovers heat 
in controlled pattern only from preferential flow paths to maximize heat recovery and economy 
of the system. To artificially incorporate a preferred flow path, flow regime is r stricted only to a 
limited zone surrounded by non-porous country rock. This way a symmetric flow was contained 
in a particular zone, letting a way to simulate the heat flow and stress redistribution in a manner 
quite similar to real EGS setup. Flow regime is illustrated in figure 5-1 as porous block 
surrounded by country rock. 
5.2.3  Depth of the System 
It was necessary to assume a suitable depth for the supposed existence of the modeled 
rock and reservoir block in order to assign temperature and stress values accordingly. Depths 
suited for EGS reservoir ideally range between 3,000 m to 6,000 m (3 to 6 km; ~10,000 to 
20,000 ft.), at least with the drilling technology currently available keeping the project 
economically viable. Models are assumed to exist between depths of 4,000 m (13,123 ft.) and 
6,500 m (21,325 ft.). Injection and production boreholes are replicated as cylinders with the 
height of 50 m (164 ft.), located at the depth of 5,250 m (17,224 ft.). Figure 5-2 gives an idea of 
assumed depth of models. 
 
 
Figure 5-2: Depth of modeled block 
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5.2.4  Temperatures of System 
The modeled block is assumed to exist in a temperature gradient according to assumed 
depth of model. Assuming average temperature of earth’s surface to be 284 K (52° F/11° C) and 
thermal gradient of 25 K (45° F/25° C) per kilometer, the temperature of rock at the said depth 
ranges between 385 K to 445 K (233° F/112° C to 323° F/162° C) with average temperature of 
415 K (287° F/ 142° C). Water is injected as heat recovery fluid at a temperature of 325 K (125° 
F/ 52° C) until the production temperature drops down from 415 K (287° F/ 142° C) to thermal 
breakthrough temperature set at 400 K (260° F/ 127° C) allowing a thermal drop down of 15 K 
(27° F/ 15° C) at production borehole or about 17% drop in production temperatures. Simulation 
is kept running even after thermal breakthrough temperature is reached, with only negligible 
fluid injection rate, to see what happens when injection is ceased in real world EGS. 
Temperature at any depth for whole block is assigned based on depth using the following 
equation: 
  = _ � + _ − _ � ∗ − /   (5-1) 
where, 
 ‘z’ is the depth within the model and ranges from -4,000 to -6,500 (m); and 
‘res_tmin’ and ‘res_tmax’ are minimum and maximum temperature assigned to 
the models. 
Following is a summary of temperature statistics: 
 Injection Temperature: 325 K (125° F/ 52° C) 
 Rock Temperature Range: 385 K to 445 K  
 Surface Temperature: 284 K (52° F/ 11° C) 
 Average Temperature/ Ambient Temperature at Production: (445+385)/2=415 K  
 Difference of Injection and Production Temperature: 415 K – 325 K = 120 K 
 Allowable drop: 15 K, reservoir temperature reaches 400 K; 15 K/ 120 K = ~12.5% 
5.2.5  In-situ stress 
To simulate the stress redistribution and interaction between thermal and existing in-situ 
crustal stresses, the models are assigned fixed inlet and outlet boreholes, i.e., these boreholes 
cannot move during contraction, and some in-situ stress values. These stresses were assumed 
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considering average density of earth’s crust as 2.7 kg/m3, and average depth of models as 5,250 
m. This implies average stress value of (ρ x g x h = 2700 x 10 x 5250) 142 MPa. This stress level 
is applied symmetrically on all of the models. 
5.3    Parameters 
This section sums up all of the parameters used in eighteen models. Appendix A gives a 
brief of step by step modeling for model 1. Remaining models are produced in the same way 
with corresponding changes amended when required. This section is divided in two different sub 
sections, standard parameters and model based parameters. The former includes the parameters 
which are common to all models like stresses, temperatures, depths, and flow regime and country 
rock block dimensions. Dimensions and parameters associated with individual models or model 
classes are summarized in the later section. 
5.3.1  Standard Parameters 
Table 5-3 summarizes the dimensions and parameters that are common for all models and 
model classes, along with a short description of each parameter or representative abbreviation 
used in COMSOL. All details and reason of selecting the following dimensions and parameters 
are mostly given in previous section or would follow in later sections. 
 
Table 5-3: Standard parameters common to all models. 
Dimension / Parameter  Abbreviation Used in 
COMSOL/ Description 
Values / Units 
 Dimensions 
Country Rock Block  cbl_w x cbl_l x cbl_h 3000 x 3000 x 2500 m 
Country Rock Block Coordinates cbx, cby, cbz 0, 0, -6500 m 
Porous Rock Block pbl_w x pbl_l x pbl_h 1000 x 1000 x 500 m 
Porous Rock Block Coordinates pbx, pby, pbz 1000, 1000, -5500 
Borehole Length bh_l 50 m 
Borehole Radius bh_r 5 m 
 Boundary Conditions 
Thermal gradient  res_tmin, res_tmax 
385 to 445 K (233° F/112 
°C to 323° F/162° C) 
Average rock temperature Initial temp. at production 415 K (287° F/ 142° C) 
Injection temperature inj_t 325 K (125° F/ 52° C) 
Thermal breakthrough temperature Injection cut-off temp. 400 K (260° F/ 127° C) 
In-situ stress stress 142 MPa 
79 
 
COMSOL follows Cartesian coordinate system, which means all values for depths are in 
negative integers. There is no significance of depth in COMSOL modeling except that the in-situ 
stresses and temperatures are applied accordingly. 
5.3.2  Model Based Parameters 
As explained in the model schematics section of this chapter, all models are classified 
into different classes based on variables involved, i.e., total number of injection and production 
boreholes, rate of production of hot fluids, and nature of rock block. Individual and class based 
model parameters and properties are outlined in table 5-4. Illustrations for different geometries of 
models follow in next section. Various models in a same class may still have some common and 
some different parameters and dimensions but are grouped based on the dominating variable of 
the class. 
For example, model 11 – H2N has two total boreholes meaning 1 injection and 1 
production borehole, simulates high production rate of 90 kg/s and has nonhomogeneous nature 
of reservoir and rock block consisting of two different layers. It falls in Class H, Class 2 and 
Class N based on different classification. To figure out all the properties, dimensions and 
parameters of this model, common parameters and dimensions are to be taken come from table 
5-3. For geometric parameters, as it contains two boreholes, Class 2 in table 5-4 is to be 
consulted. For production rates of this model and nature of reservoir and rock block, respectively 
Class H and Class N are to be consulted in table 5-4. 
5.4    Geometry 
Models either have 2, 3, or 5 boreholes with exactly one (1) production borehole in each 
with remaining numbers taken by injection boreholes. The reference coordinate is (0, 0, -6,500) 
assigned to front bottom left corner of every model with increasing values towards left on x-axis 
and inwards on y-axis, and upwards on z-axis. Following section describes class-wise geometry 
of all models. There are 6 models in each of Class 2, 3, and 5; three models each for an 
intermediate, high and low production rates, from homogenous Class P and three from non-





Table 5-4: Parameters and dimensions for individual models or model classes. 
Representative 
Class 
Included Models Respective Values 
 Borehole Coordinates (m)  
Class 2 
(Models with  
1 injection and 
1 production) 
Model 1 - I2P, Model 2 - H2P, Model 3 - L2P 
Model 10 - I2N, Model 11 - H2N, Model 12 - L2N 
Injection Borehole  
(1250, 1550, -5250); 
Production Borehole 
(1750, 1550, -5250). 
Class 3 
(Models with 
2 injection and 
1 production) 
Model 4 - I3P, Model 5 - H3P, Model 6 - L3P 
Model 13 - I3N, Model 14 - H3N, Model 15 - L3N 
Injection Borehole 
(1200, 1500, -5250), 
(1800, 1500, -5250); 
Production Borehole 
 (1500, 1500, -5250). 
Class 5 
(Models with  
4 injection and 
1 production) 
Model 7 - I5P, Model 8 - H5P, Model 9 - L5P 
Model 16 - I5N, Model 17 - H5N, Model 18 - L5N 
Injection Borehole 
(1200, 1200, -5250, 
(1200, 1800, -5250), 
 (1800, 1200, -5250), 
 (1800, 1800, -5250);  
Production Borehole 
(1500, 1500, -5250). 




Model 1 - I2P, Model 4 - I3P, Model 7 - I5P 





Model 2 - H2P, Model 5 - H3P, Model 8 - H5P 





Model 3 - L2P, Model 6 - L3P, Model 9 - L5P 
Model 12 - L2N, Model 15 - L3N, Model 18 - L5N 
30 kg/s 




Model 1 - I2P, Model 2 - H2P, Model 3 - L2P 
Model 4 - I3P, Model 5 - H3P, Model 6 - L3P 
Model 7 - I5P, Model 8 - H5P, Model 9 - L5P 
Homogeneous  





Model 10 - I2N, Model 11 - H2N, Model 12 - L2N 
Model 13 - I3N, Model 14 - H3N , Model 15 - L3N 
Model 16 - I5N, Model 17 - H5N, Model 18 - L5N 
Nonhomogeneous  
(See table 5-2 for 
details) 
 
5.4.1  Class 2 Geometry 
There are 6 models that belong to this class; all models with abbreviation code 2 fall 
under this class. Out of the 6 models, three models fall under homogeneous classification and 
have only one layer type of material in reservoir and country rock, remaining three models have 
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two different type of material layered in reservoir and country rock. Each of the three models in 
either homogeneous or nonhomogeneous class is simulated for intermediate, high and low 
production rate.  
 
 





There is only one production and one injection borehole in all of these models, 
cylindrical in shape 50 m (164 ft.) in length and 5 m (16.4 ft.) in radius, with centers located 500 
m (1,640 ft.) apart from each other at the depth of 5250 m (17,224 ft.). Coordinate of the 
boreholes, reservoir block and country rock blocks are given in table 5-4. Figure 5-3 is a 
complete view of what a Class 2 model looks like, including a full 3D view, a front view and a 
top view. 
5.4.2  Class 3 Geometry 
Just like Class 2 models, there are 6 models that belong to this class, all models with 
abbreviation code 3. Out of the 6 models, three models fall under homogeneous classification 
and have only one layer type of material in reservoir and country rock, remaining three models 
have two different type of material layered in reservoir and country rock. Each of the three 
models in either homogeneous or nonhomogeneous class is simulated for intermediate, high and 
low production rate.  
Class 3 models differ from Class 2 models in total number of boreholes included in the 
models to recover the heat. There is only one production but there are two (2) injection boreholes 
in all of these models, cylindrical in shape 50 m (164 ft.) in length and 5 m (16.4 ft.) in radius, 
with centers located 300 m (984 ft.) apart from each other at the depth of 5250 m (17,224 ft.). 
Coordinate of the boreholes, reservoir block and country rock blocks are given in table 5-4. As 
Class 3 models differ only in number and location of injection and production boreholes, figure 




Figure 5-4: Plan view of Class 3 models. 
 
5.4.3  Class 5 Geometry 
Following the same pattern, there are 6 models that belong to this class, all models with 
abbreviation code 5. Out of the 6 models, three models fall under homogeneous classification 
and have only one layer type of material in reservoir and country rock, remaining three models 
have two different type of material layered in reservoir and country rock. Each of the three 
models in either homogeneous or nonhomogeneous class is simulated for intermediate, high and 
low production rate.  
Class 5 models differ from other class 2 and 3 models in total number of boreholes 
included in the models to recover the heat. There is only one production but there are four (4) 
injection boreholes in all of these models, cylindrical in shape 50 m (164 ft.) in length and 5 m 
(16.4 ft.) in radius, with centers located approximately 424 m (1,391 ft.) diagonally apart from 
each other at the depth of 5250 m (17,224 ft.). Coordinate of the boreholes, reservoir block and 
country rock blocks are given in table 5-4. As Class 3 models differ only in number and location 
of injection and production boreholes, figure 5-5 is only a top view of what reservoir block of 





Figure 5-5: Plan view of Class 5 models. 
 
5.5    Setting up the Model 
A complete step by step guide to setting up the conceptual model is given in Appendix A. 
This section generally discusses the features of each step of setting up the models. COMSOL 
always follows a standard sequence for setting up every model. Sequential features included in 
models for solving the problem posed in this research are explained in next subsections. All of 
these sequences are rooted in the model builder as illustrated in figure for Model 1 - I2P 
 
 




5.5.1  Global Definitions 
Global definitions for the models included in this research only include physical 
parameters and characteristic variables common to all models. These parameters and 
characteristics are already explained in previous sections of this chapter. A quick look on how it 
looks like in COMSOL environment is given in figure 5-7 for Model 1 - I2P; but these 
definitions are common for all models. 
 
 
Figure 5-7: Snapshot of Global Definitions of Model 1 - I2P. 
 
5.5.2  Definition Node 
Aside from Global Definition, Component node has Definition node that contains all 
internal variable definitions and grouped variables. In all models included in this research, there 
is a thermal breakthrough temperature which dictates fluid flow throughout the simulation. An 
‘if-else’ conditional is used to cease the injection as soon as thermal breakthrough temperature is 
reached as production borehole. Also, different boundary and sides are grouped under a 
particular set for easy selection in the subsequent simulation and results processing, e.g., all walls 
of all production boreholes are grouped under a set named as Production Well. Figure 5-8 




Figure 5-8: Internal definition node for each model. 
 
5.5.3  Setting up Geometry 
All models are set up using same geometric elements and Boolean operations. The basic 
building component of geometry of models includes only blocks and cylinders with Boolean 
geometric operations like difference and union to create different domains from basic building 
elements. Sequence of building elements and operations sometimes play a role in ease of 
developing final geometry. Once an element is added under the Geometry root, dimensions are 
called from the Parameters under Global Definitions, see figure 5-9. Elements are added one by 
one, implementing Boolean operation if necessary.  
 
 
Figure 5-9: Setting up geometry of Model 1 - I2P. 
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5.5.4  Materials 
As COMSOL library provides a range of built in models, granite as Mat1 and water is 
called in the model from material library. Mat1 is altered with added porosity and permeability to 
create a porous flow regime (Mat1 porous material in table 5-2). Nonhomogeneous layer is 
assigned an externally added material having different physical characteristics (Mat2 in table 5-
2); permeable nonhomogeneous material is created by adding porosity and permeability to the 
same material (Mat2 porous material in table 5-2). All Class P models that are homogeneous 
models have Mat1, artificially created permeable Mat1 and water as material. All Class N 
models that belong to nonhomogeneous category have Mat1, permeable Mat1 and water, and 
additionally include rock material Mat2 and permeable Mat2. Figure 5-10 gives a look on 
material types in Class P and N models. 
 
 
Figure 5-10: Material type used in Class P and N models. 
 
5.5.5  Physics 
Physics included in all models are already explained in previous chapters. Darcy’s Law is 
included from parent physics module Subsurface Flow, Heat Transfer in Porous Media comes 
from parent module Heat Transfer, and Solid Mechanics fall under parent physics module 
Geomechanics. Once all required physics modules are added in the model, boundary conditions 
and applied variable are called from either Global Definition, Internal Definition or if dependent 
on any other physics module, from other that physics module. Figure 5-11 gives a brief of 




Figure 5-11: Physics module included in models. 
 
5.5.6  Multiphysics 
This option is included to automatically couple various physics module. There are 4 
coupling nodes included as part of these models. First Multiphysics coupling brought into the 
simulation is Flow Coupling that couple Darcy’s Law and Heat Transfer in Porous Media for 
Darcy velocity whereas Temperature Coupling couples these two modules for temperature. 
Another Temperature Coupling is added to couple temperature between Heat Transfer in Porous 
Media and Solid Mechanics. Fourth and last Multiphysics coupling node is thermal stresses that 
couple again Heat Transfer in Porous Media and Solid Mechanics to calculate thermal stresses. 
Illustration of Multiphysics node is provided in figure 5-12. 
5.5.7  Mesh 
While COMSOL provides a variety of mesh block types and a luxury of wide range of 
sizes, it was necessary to come to a compromise for mesh refinement for these full scale models. 
Option for Physics Controlled Mesh is selected with the option of ‘fine’ mesh size. This meshing 
option automatically refines near boundaries where there is more detail to be captured and 
relaxes the mesh refinement to some extent to reduce the cost of computation. Physics 
Controlled Mesh automatically selects the most suitable mesh block type according to physics 





Figure 5-12: Multiphysics and Mesh nodes. 
 
5.5.8  Study 
All models included in this research have complex coupled physics and two way coupled 
variables. For example, temperature from Heat Transfer in Porous Media module is coupled with 
Structural Mechanics module and Darcy’s law module. To reduce the simulation complexity of 
models, each model is simulated in two stages. Coupling between first two physics module 
Darcy’s Law module and Heat Transfer in Porous Media module is carried out under Study 1 
and then required variables from first simulation are exported to Structural Mechanics module. 




Figure 5-13: Study Interfaces included in the models. 
 
5.5.9  Results 
Built-in options like exporting a data file including spreadsheet and pictures were 
extensively used to extract required data from all models. Flow and deformation patterns were 
simply extracted along a horizontal plan cutting through the center of the model ensuring all 
injection and production boreholes appear on the export file. Production temperatures and net 
heat recovered are averaged out on the walls of production borehole.  
Spreadsheets and data for regime temperatures, thermal stresses and redistributed stresses 
were extracted along a vertical and a horizontal line for each of the model. Vertical data line 
simply cuts through the injection borehole from top to the bottom of the modeled rock block with 
a total length of 2,500 m (8,202 ft.) as shown in figure 5-14. Horizontal data set line connects the 
production borehole and at least on injection borehole in the model. This is done to ensure 
maximum possible details between injection and production boreholes for all essential 
characteristics of EGS. Horizontal data set line simply extends from left to right wall of the 
modeled block passing through injection and production boreholes and the center of the block 
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having a length of 3,000 m (9,842 ft.) as shown in figure 5-15 for Class 2 models (all 2 borehole 
models) and Class 3 Models (all 3 borehole models). Class 5 models have a data line that extends 
diagonally that connects two of four injection boreholes and production borehole located in the 
center of the model having a length of 3,000 m (9,842 ft.) as shown in figure 5-15. 
 
 
Figure 5-14: Vertical data set lines for all models. 
 
 




Figure 5-16: Snapshot of Results tab. 
 
Figure 5-16 of all post processing and result analyses techniques used in all models. Next 




CHAPTER 6  
GENERAL OUTCOMES OF THE MODELLING 
 
This chapter gives a brief summary of all results of the modeling work. More rigorous 
discussions and comparative analyses are given in the next chapter. All homogeneous models 
with intermediate production rate are selected as conceptual models for discussions and 
comparisons in this and next chapter unless otherwise stated in respective sections.  
As general ‘legends’ where possible, all illustrations for intermediate production rate 
models are ‘purple’ in color, ‘red’ for high production rate models and for low production rate 
models, it is ‘green’. ‘Single’ texture illustration (-) expresses homogeneous models (all Class P) 
models and when display line is ‘double’ textured (=), it represents nonhomogeneous models (all 
Class N) models. For Class 2, Class 3 and Class 5, illustrations are assigned a solid, dashed and 
dash dot lines. For example a purple colored dashed line with a single texture represents a model 
with an intermediate production rate, 3 boreholes possessing a general homogeneity, and that is 




Figure 6-1: Legend generally followed for all models. 
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6.1    Flow Patterns 
Fluid is introduced in a system through one, two or four injection boreholes depending on 
the class of models. Once flow enters the system through inlets, it circulates within porous zone 
and makes its way from injection borehole(s) to production boreholes. During its journey 
between inlet and outlet, cool fluid interacts with the hot rock, recovers the heat and exits the 
system as a hot fluid. This fluid is, then, ready to be utilized in surface applications. While it is 
obvious that fluid flow is established from inlet(s) to outlet, flow pattern differ in each of Class 
2, Class 3 and Class 5 models depending on number and location of injection point(s). Figure 6-2 
compares the flow patterns of the three classes. 
 
  
Figure 6-2: Class-wise flow patterns for year 5. 
 
These flow patterns are plotted after 5 years of simulation for one model from each class 
(Model 1 - I2P, Model 4 - I3P, and Model 7 - I5P). 5 year mark is selected assuming 5 years as 
an average time required for the flow to fully establish, in all simulation models. This time may 
actually be far less or more depending on the conditions posed by the real EGS site. The models 
elaborated in figure 6-2 are Model 1 - I2P, Model 4 - I3P and Model 7 - I5P. Flow pattern in all 
models of each of the classes shown in figure 6-2 is similar to each other with respective change 
in difference in velocities of flow. 
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6.2    Deformations  
Cold fluid is injected through one, two or four injection boreholes depending upon the 
borehole class of the models. As soon as cold fluid comes in contact with hot rock it starts 
recovering the heat from the rock. As soon heat transfer process is established, heat flows from 
the rock to the fluid and from the surrounding hot rock to the cooled rock. Cold front is 
recognized in the rock and it expands as heat recovery process continues to recover heat.  
Changes in temperature of rock and existence of a temperature gradient within the rock 
create deformation. These deformations happen to be contraction in nature as the rock is losing 
the heat and temperatures are dropping down. Just like temperature profile, deformation occurs 
in more of a gradient manner, with more contractions near injection borehole and the contraction 
diminishes away from the injection point. Deformation patterns in Class 2, 3 and 5 obviously 
respond directly to number and pattern of injection boreholes as exhibited in figure 6-3 
 
 
Figure 6-3: Total displacement and deformation patterns for year 10. 
 
Figure 6-3 is total displacement and deformation patterns of Class 2, Class 3 and Class 5 
models. One model from each class (Model 1 - I2P, Model 4 - I3P, and Model 7 - I5P) is 
simulated and representative snapshots are taken for year 10 of simulation to produce 
deformation patterns. Other models in respective class show similar deformation pattern with 
corresponding differences in magnitudes.  
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6.3    Thermal Breakthrough Time(s) 
Thermal breakthrough time is the time taken for temperature at production borehole to 
drop to cut off temperature. In other words, it is the time period for which EGS can provide 
useful production temperatures. Thermal breakthrough time depends on many factors including 
hot rock temperatures, injection fluid temperatures, flow path stimulation, production rates, 
geological properties of reservoir and country rock, pattern and number of boreholes, and 
fracture orientation.  
Minimum threshold temperature for an EGS depends on the temperature required by 
nature of application of hot fluid produced by the EGS. Some applications only require mild hot 
fluid like industrial drying, bathing, space heating, etc., while other applications may require 
close to boiling hot waters like power generation. So depending on applications or usage of hot 
water, thermal breakthrough temperature may vary for any EGS project. In all models included 
in this research, 400 K is set as thermal breakthrough temperature. Time taken to attain thermal 
breakthrough temperatures by all models are illustrated in figure 6-4 and listed in table 6-1. 
 
 




Table 6-1: Thermal breakthrough times for all models. 
Model Identification Year(s) Model 
Identification 
Year(s) 
Class P Models (Homogeneous) 
Class N Models 
(Nonhomogeneous) 
Model 1 - I2P 42 Model 10 - I2N 42 
Model 2 - H2P 25 Model 11 - H2N 25 
Model 3 - L2P 80 Model 12 - L2N 80 
Model 4 - I3P 15 Model 13 - I3N 15 
Model 5 - H3P 10 Model 14 - H3N 10 
Model 6 - L3P 30 Model 15 - L3N 30 
Model 7 - I5P 40 Model 16 - I5N 45 
Model 8 - H5P 27 Model 17 - H5N 29 
Model 9 - L5P 85 Model 18 - L5N 90 
 
6.4    Outflow Temperatures 
After the cold fluid is injected in the hot rock and interaction between fluid and rock, 
fluid exits the system as hot fluid with heat recovered from the reservoir rock. As EGS continue 
to produce hot fluid, reservoir rock loses heat contents and temperature of reservoir rock start to 
decline from the initial ambient temperature. To offset this drop in temperature, heat from the 
surrounding rock flows towards the reservoir rock, thus cooling front start to expand. Reservoir 
rock can supply the heat content at a particular temperature only for so long before the 
temperature of reservoir permanently drops down. At this point, inward heat flow is not enough 
to offset heat removal, so reservoir temperature continues to drop down. Production fluid can 
only attain the maximum temperature as high as reservoir temperature, thus production 
temperature starts to decline. An EGS has to have a minimum limit on useful temperature; 
production fluid with temperature less than set threshold minimum is no good for intended use. 
Production temperatures for each of the models included in this research vary as a 
function of production rates, pattern and number of injection and production boreholes and 
thermal properties of rock. In detail discussion of all involved factors is given in next chapter. 
Here, figure 6-5 provides illustrations for production temperatures for models for Class 2. 





Figure 6-5: Production temperature profile for Class 2 models. 
 
6.5    Heat Recovered 
Net heat recovered from an EGS reservoir defines economics and efficiency of the 
system. It depends on how well the fluid is able to interact with the rock, and how well the rock 
mass loses its thermal contents to the interacting fluid. Basically, thermal properties of rock and 
fluid are the key factors, and then come other EGS constituents into play, i.e., flow regime 
properties, stimulation of fractures, thermal cracks, injection and reservoir temperatures, 




Figure 6-6: Net heat recovered for all models. 
 
Figure 6-6 is the illustration of net heat recovered from all models. Solid or gradient bars 
are all homogenous models and lined or checkered bars are all nonhomogeneous models. It is 
palpable that almost all models demonstrate variation in net heat recovered from hot reservoir 
suggesting that the removable heat depends on participating factors of EGS including the three 
that are part of this research. As explained previously, the variables included in this research 
study are production rate, number and pattern of injection and production borehole, and lastly 
thermal properties of reservoir and country rock.  
6.6    Regime Temperatures 
This section discusses internal temperatures of modeled blocks. All temperature plots 
provided in this section are plotted along either horizontal or vertical data set lines of the model 
as explained in the “Results” section of chapter η. This section only provides a quick look on the 
temperature variation along the data set lines during subsequent years of simulation. Detailed and 
rigorous discussions, comparative plots and result analyses for regime temperatures of all models 
with respect to variables included in the study, are provided in chapter 7.  
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6.6.1  Lateral Behavior 
When cold fluid is injected in the system, it recovers heat from the rock right at the 
injection point. As cold fluid injection continues to remove more and more heat, rock starts to 
cool down to injection temperature and fluid keeps on recovering more heat from the 
neighboring rock. A cooling front, that can be defined as the imaginary boundary between the 
rock that has experienced some sort of cooling and the neighboring rock still at ambient 
temperature, is established in the vicinity of injection borehole(s). The cooling front keeps on 
expanding as EGS manages to successfully recover heat.  
 
 





Figure 6-8: Horizontal regime temperature profiles for Model 4 - I3P. 
 
 
Figure 6-9: Horizontal regime temperature profiles for Model 7 - I5P. 
 
Figure 6-7, 6-8 and 6-9 demonstrate the expanding cooling front as horizontal regime 
temperature profiles for Model 1 - I2P, Model 4 - I3P, and Model 7 - I5P respectively. A quick 
comparison of the three horizontal regime temperature profiles reveals that, cooling front around 
any one of the injection boreholes in the three models is expanding most in Model 1 - I2P,  
intermediate in Model 4 - I3P, and least in Model 7 - I5P. For now, it can be said that heat 
supplying zones within hot reservoir distribute the thermal load, more supplying zones means 
less heat contribution from one zone, temperature drop at that zone, and less expansion in 
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cooling front around that zone. Regime temperature profiles for all other models are given in 
next chapter along with essential comparative analyses and discussions.  
6.6.2  Vertical Behavior 
The cooling front grows in a distorted spherical shape around the injection points. This 
means that cooling front and regime temperatures are affected not only horizontally but 
vertically as well. Figure 6-10, 6-11, and 6-12 are the vertical regime temperature profiles for 
Model 1 - I2P, Model 4 - I3P, and Model 7 - I5P respectively. These profiles, along with 
horizontal regime temperature profiles, again, indicate that changes in temperatures around 
injection borehole occur in more of distorted spherical shape. Also, top and bottom of modeled 
block are at different temperatures, and this is why vertical profiles are slightly inclined. 
Comparison of horizontal and vertical regime temperatures discloses that horizontal expansion in 
regime temperatures or cooling front (volume occupied by the cooling front) is little more 
compared to corresponding vertical regime temperatures. This is due to the fact that the flow is 
dominant in horizontal plane, and secondly there is more heat inflow from sides of the reservoir 
rock due to higher temperatures, in contrast to upper side with low temperature supplying less 
heat inflow. This is why vertical regime temperatures are dropped from further discussion. 
 
 




Figure 6-11: Vertical regime temperature profiles for Model 4 - I3P. 
 
 
Figure 6-12: Vertical regime temperature profiles for Model 7 - I5P. 
 
6.7    Thermal Stresses 
This section discusses thermal stresses of modeled blocks. All stress plots provided in 
this section are plotted along either horizontal or vertical data set lines of the model as explained 
in the “Results” subsection of chapter 5. This section only provides a quick look on thermal 
stress variation along the data set lines during subsequent years of simulation. Detailed and 
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rigorous discussions, comparative plots and result analyses for thermal stresses of all models 
with respect to variables included in the study, are provided in chapter 7.  
6.7.1  Lateral Behavior 
Thermal stresses are generated as a result of contraction in rock due to cooling caused by 
injection of cold fluids. Rock loses the heat contents to injection fluid, shrinks due to cooling and 
applies a pulling effect on neighboring rock. Thermal stresses thus generated, are shown to be 
tensile in nature as a result of simulation for all models. COMSOL represents tension as positive 
and all of the plots created by COMSOL for thermal stresses were confirmation that the thermal 
stresses are tensile in nature.  
Figure 6-13, 6-14, and 6-15 are the thermal stress profiles representing first principle 
stress magnitude along the horizontal data line for Model 1 - I2P, Model 4 - I3P, and Model 7 - 
I5P respectively. Just like regime temperatures, thermal stresses seem to be generated around 
injection borehole(s) farther (in bigger radius) when there is one or fewer injection borehole(s) 
and closer (in smaller radius) when there are more injection boreholes. More on thermal stresses 
is given in next chapter. 
 
 

































Figure 6-14: Horizontal thermal stress profiles for Model 4 - I3P. 
 
 
Figure 6-15: Horizontal thermal stress profiles for Model 7 - I5P. 
 
6.7.2  Vertical Behavior 
Compared to lateral thermal stresses, thermal stresses in vertical dimension do not 
expand as much, despite the fact that, they reach almost same highest level. This is due to the 





























































changes around injection are a little more congested within smaller extent compared to 
horizontal growth of regime temperature drop, thermal stresses in vertical direction affect only to 
a shorter extent. Figure 6-16, 6-17, and 6-18 are the thermal stress profiles representing first 
principle stress magnitude along the vertical data line for Model 1 - I2P, Model 4 - I3P, and 
Model 7 - I5P respectively. Due to lesser significance of vertical thermal stresses compared to 






































Figure 6-17: Vertical thermal stress profiles for Model 4 - I3P. 
 
 
Figure 6-18: Vertical thermal stress profiles for Model 7 - I5P. 
 
6.8    Redistributed Stresses 
This section discusses redistributed stresses of modeled blocks. All stress plots provided 
in this section are plotted along either horizontal or vertical data set lines of the model as 





























































redistributed stress variation along the data set lines during subsequent years of simulation. 
Detailed and rigorous discussions, comparative plots and result analyses for redistributed stresses 
of all models with respect to variables included in the study, are provided in chapter 7. 
6.8.1  Lateral Behavior 
All models are subjected to equal external stresses of 142 MPa acting in compression as 
in-situ stresses due to overburden at the depth of 5.25 km (17,224 ft.). As the external stress in 
compression, interaction of generated tensile stresses relieves some of applied compression 
stresses. Compression stresses in COMSOL are represented by a negative sign but for the sake of 
simplicity, all the plots for redistributed stresses despite the fact that they represent residual 
compression stresses, have stresses plotted on positive axis.  
Figure 6-19, 6-20, and 6-21 are the redistributed stress profiles representing residual first 
principle stress magnitude along the horizontal data line for Model 1 - I2P, Model 4 - I3P, and 
Model 7 - I5P respectively. Other models show similar behavior with slight variations depending 
on different variables involved, but will be discussed in detail in next chapter. Redistributed 
stresses are simply residual stresses after the interaction of thermal stresses with in-situ stresses, 
this is why, redistributed stress profiles are almost exact inverted replicas of thermal stress 
profiles. For model containing one or fewer injection boreholes, the stress redistribution relieves 
the in-situ compression stresses to a farther extent away from injection borehole compared to the 
model with more injection boreholes where the redistribution occurs closer to injection borehole. 
 
 






































Figure 6-20: Horizontal redistributed stress profiles for Model 4 - I3P. 
 
Figure 6-21: Horizontal redistributed stress profiles for Model 7 - I5P. 
 
6.8.2  Vertical Behavior 
Vertically redistributed stresses are also excluded from further discussion, for the same 
reason that, vertical extent of stress redistribution is far less in comparison with horizontal extent 
of stress redistribution. Figure 6-22, 6-23, and 6-24 are the redistributed stress profiles 
representing residual first principle stress magnitude along the vertical data line for Model 1 - 
I2P, Model 4 - I3P, and Model 7 - I5P respectively. In reaction to thermal stresses due to regime 
temperature changes, stress relief or redistribution also occurs in more of a distorted spherical 








































































Figure 6-22: Vertical redistributed stress profiles for Model 1 - I2P. 
 
 









































































Figure 6-24: Vertical redistributed stress profiles for Model 7 - I5P. 
 
Next chapter provides all the outcomes, results, plots and data with a rigorous 





































CHAPTER 7  
QUESTIONING THE OUTCOMES 
 
This chapter provides rigorous discussions on the results of the modeling. Results are 
taken through post processing to analyze, compare and discuss the outcomes of different EGS 
scenarios simulated by eighteen different models. Arguments made in this chapter are supplied 
with possible reasoning to help draw conclusions. First section in this chapter outlines the 
concept of thermal stress generation, stress redistribution and how different variables partake 
efficient working of EGS, along with another quick review of use of COMSOL for the purpose 
of this study. Later sections individually discuss the effect of each of the three variables included 
in this research, i.e., production rate, number and pattern of injection and production borehole, 
and thermal properties of reservoir and cap rock. These variables along with other variables 
involved dictate the efficient working of EGS over the span of its life. 
7.1    The Concept 
Heat recovery being the prime objective of EGS needs to be maximized by adjusting the 
participating variables of EGS. This heat recovery process triggers thermal flows from 
surrounding country rock to reservoir rock. For an ideal EGS, heat removed from the system 
must match the heat inflow from the surrounding country rock to the reservoir rock. This makes 
sure to still be able to maximize the output of the system while avoiding unnecessarily quick 
cooling down of the reservoir. Although, in real life situation this is never true, making EGS 
practically non-renewable for quite a long time from economic perspective. 
Thermal inflow from surrounding to reservoir rock introduces temperature drops around 
the reservoir rock. The cooling front expands around injection borehole as heat removal process 
continues to induce heat inflow towards reservoir rock. Longer the EGS operates successfully, 
greater is the volume of rock that is exposed to these thermal changes. As rock cools down, it 
tends to shrink and possess thermal stresses, thus generating tensile stresses in the neighboring 
rock mass. As soon as a rock volume encompasses thermal changes it participates in generating 
thermal and in turn, tensile stresses. This implies that tensile stress front should, at least, be 
accompanying, if not, leading the cooling front, which is more likely the case.  
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Whole system of reservoir and country rock is already subjected to pre-existing in-situ 
stresses, due to overburden, which are generally compressive in nature. Newly generated tensile 
stresses should interact and relieve portion of these compressive stresses. This relieve in 
compressive stress occurs closer to injection well, which is obviously the center of disturbance, 
and decreases with the distance from reservoir rock, following same pattern as cooling front, or 
more precisely, tensile stress front. This interaction of existing and new stresses now defines the 
new stress state in the locality. 
Here, comes into play, factors and variables beyond EGS’s sway. Depending not only on 
the thermal or tensile stresses generated, but the stratigraphy, petrography, hydrology, seismic 
history, geology, rock mechanics of the rock mass, the new stress state is developed and in turn, 
will react differently. New stress state dictates the set of resulting geological events in the area 
and ultimately outlines all changes and affects to follow after EGS operation and during working 
life of EGS.  
Operating and design variables like, pattern, orientation and number of injection and 
production boreholes, flow regime properties, operating fluid properties, fluid flow rate, rate of 
heat removal, etc., can play their role in defining the new stress state and effects of this change in 
stresses. Production rate is the first variable included in this study and is directly connected to 
rate of fluid flow through reservoir and amount of heat being removed from reservoir rock, and 
can dictate the magnitude of tensile stresses generated. The other two variables included are 
pattern and number of injection and production boreholes, and thermal properties of reservoir 
and country rock. 
This theoretical explanation assumes that the EGS operates successfully in ideal scenario 
maintaining a perfect fluid flow and heat removal process for designed life or at least triggers 
heat flows. It also assumes that country and reservoir rock abide general homogeneity along with 
other assumptions listed in chapter 5.  
A COMSOL Multiphysics environment is used to model and simulate a replica of EGS. 
Three COMSOL modules namely subsurface flow module, heat transfer module, and 
geomechanics module are used to couple different physics involved in the model. A total of 
eighteen different EGS models are subjected to questions to see the effect of different production 
rates, number and pattern of boreholes, and thermal properties of rock on final stress state. These 
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models are simulated using different versions of COMSOL including version, 5.0, 5.1 and 5.2 as 
latest version became available over the course of time during the period this research study was 
undertaken. Information relating to COMSOL licensing is give in Appendix C and specifications 
of computer machine used to run the simulations for all models is provided in Appendix B. 
All the details of involved physics, model validation, model setup, assumptions, and basic 
outcomes of the modeling are already provided in previous chapters including chapter 3 to 
chapter 6. A detailed review of EGS is furnished in chapter 1 and chapter 2 details on current 
industrial research based review of EGS.  
7.2    Production Rates 
Change in production rates has direct relation with most of the results outlined in 
previous chapter. Patterns of fluid flow in flow regime and deformation occurred as a result of 
heat removal remain the same, despite the fact that magnitudes of fluid velocity and deformation 
are different for different production rates. Change in fluid velocity affects other EGS constraints 
like thermal breakthrough times, net heat recovery, and temperature and stress profiles, letting 
flow pattern stay the same. Same is true for magnitudes of deformation, while it is directly 
related to magnitude of stresses involved, pattern of deformation remain same. 
Increasing the production rate means more heat will be removed from the flow regime, 
not allowing enough time for sufficient heat flow from the surrounding rock. Also, this creates 
drastic temperature gradients in small volume of rock, causing the rock near flow paths to cool 
down sooner. Production temperatures fall down more rapidly as fluid is removing heat at a 
faster rate from a small volume of rock, reducing the life of EGS and causing the thermal 
breakthrough stage to reach earlier. Net heat removed from the system for life of EGS is reduced, 
as EGS didn’t operate long enough to be able to mine all possible heat from the system. 
Higher production rate provides the advantage of recovering more volumes of heated 
fluid but this comes with a cost. It may provide higher early returns on the investment but overall 
economy of the project and NPV takes a disadvantage as life of the system is reduced. Thermal 
breakthrough state is attained sooner than necessary. While decreasing the production may 
increase the life of the project and delay thermal breakthrough stage attenuation, it may have 
other disadvantages or can simply affect other expected outcomes of EGS, which are explained 
later on in this section. Figure 7-1 is the comparison of thermal breakthrough times for different 
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production rates while keeping all other involved variables constant, i.e., number of injection 
points and thermal properties of rock. Clearly, thermal breakthrough times are in inverse relation 
with production rates, increasing production rate will decrease time taken in attaining thermal 
breakthrough stage and, in turn, decreases life of EGS. 
 
 
Figure 7-1: Thermal breakthrough with respect to production rates. 
 
Outflow temperatures pose the same behavior as thermal breakthrough time. Increasing 
the production rates cause the production temperatures to decline faster. The reasons again 
follow the same track that the residence time is not enough for fluid to collect heat in sufficient 
quantities to maintain the production temperature. Also, rate of heat recovery is lot more than 
heat replenished by surrounding rock to reservoir rock. Lowering the production rate helps 
maintain the required temperatures at production borehole but then require mass production rate 







Figure 7-2: Production temperature profiles with respect to production rates. 
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In general, reducing the production rate is going to reverse all the factors mentioned for 
increasing production rate, but an EGS has to maintain a minimum production rate. Lowering 
production rate does not necessarily guarantee an increase in net heat removed from the system 
as evident from figure 7-3. Minimum production rate is required to ensure enough supply of heat 
energy to the system or process utilizing this energy, i.e., power generation. While low 
production rates may be desired for a better net heat removal and net energy economy, there has 
to be a compromise with minimum required rate of supply of heat energy.  
It is inferred from Class 2P (2 borehole homogeneous models), and Class 2N models in 
figure 7-3 that increasing production rate decreases the net heat recovered from the system but 
decreasing the production rate does not increases the net heat recovered compared to 
intermediate flow rate model. There can only be one explanation for that, system is producing 
hot fluid at such a low rate that it actually becomes inefficient. While system could provide even 
better heat recovery, lower production rate only recovered so much heat causing a drop down in 
net heat recovery of the system. 
 
 
Figure 7-3: Net heat recovered with respect to production rates. 
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Clearly, this trend is not universally true as all other model classes in figure 7-3 do not 
show similar behavior. Number and pattern of boreholes and thermal properties of rock are 
playing the dominating role, which will be discussed in next sections. A look on Class 3P and 
Class 3N models reveals that changes in production rates has no influence on net heat recovery 
despite the fact that thermal breakthrough time and production temperatures were noticeably 
affected by changes in production rate. This may be explained by the fact that production rate did 
not assume the dominating role for net heat recovery and before it may have happened, thermal 
breakthrough time was reached. Also, factors relating to boreholes and thermal properties of rock 
took governing role in this case. 
Class 5P and Class 5N models, on the other hand, shows entirely different trend. 
Increasing the production rate increases the net heat recovery and decreasing the production rate 
further improves heat recovery compared to intermediate flow models. This may be the result of 
difference in number and pattern of injection boreholes. As more volume of flow regime is 
accessible by fluid medium and there is a lot more interaction between fluid and rock for a given 
production rate, optimum point between production rate and net heat recovery may have been 
shifted. It is not beyond possibility that further increase or decrease in production rate causes 
Class 5P and Class 5N models to behave in same fashion as Class 2P and Class 2N models, for 
net heat recovery. 
This difference in behavior relating to net heat recovery elaborates the fact that each EGS 
setup has site specific conditions and ideal production rate for the site has to be tailored 
accordingly. Production rate is not the only variable that partakes in achieving the optimum net 
heat recovery. Included in research are only two other variables, pattern and number of injectin 
and production boreholes and thermal properties of rock. 
Figure 7-4 is the plot of temperatures along a horizontal line through boreholes in 
subsequent years of simulation for Class 2P models. The horizontal data line runs through 
production borehole and at least one injection borehole in all models. This ensures to capture the 
maximum detail between injection and production borehole for regime temperature and changes 
in stresses.  
It is obvious that temperature plots for all three models have to be expanding with the 
time showing expansion of cooling front. A closer look reveals the fact that rate of expansion of 
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cooling front is not as much once the model reaches thermal breakthrough temperatures and 
production is ceased. For instance, model 1 with intermediate flow is represented by a ‘purple’ 
curve and this curve doesn’t show much expansion in plots for η0, 7η, and 100 years as 
production is ceased in year 42. Same is true for model 2 with high production rate represented 
by ‘red’ curve that reaches thermal breakthrough stage in year 25. Model 3 with low flow 
doesn’t reaches thermal breakthrough temperature till year 80, hence keep expanding throughout 
the simulation years steadily yet slower compared to pre thermal breakthrough expansion of 
other models.  
The fact, that the temperature plots keep expanding after production seizure for model 1 
and 2, can be explained by considering cooling down of rock as a disturbance that keeps 
disturbing the surrounding rock for a while after well seizure. There is a net heat flow from 
surrounding country rock to the reservoir rock to mitigate this disturbance and restore native 
temperatures, hence dropping the temperatures of country rock and causing the cooling front to 
expand. This drop in temperature and expansion in cooling front continues for few years until 
there is enough heat supplied that, at first, this expansion stops and, later on, temperatures of the 
system start recovering back to ambient temperature. Considering the thermal coefficient of 
earth, the recovery process is not expected to be completed in, at least, a few hundred years or 
about ten times the life of the system.  
Increase in production rate causes the cooling front to expand quickly and creates drastic 
thermal gradient between injection point(s) and rock still at ambient temperature. Alternatively, 
this decreasing the production rate has these effects reversed, i.e., cooling front expands slower 
than intermediate production model. This is evident from figure 7-4 and similar effect is shown 
by all other models; figure 7-5 to figure 7-9 illustrates all other models. This also affects the 
stresses thus generated and will be briefly discussed later in this section and an in depth 

































Thermal stresses generated in reservoir and country rocks are a direct response to 
temperature variation, thus exhibiting same trend in terms of relation to time and rate of 
production, as shown in figure 7-10. COMSOL simulations confirm that thermal stresses 
generated are tensile in nature, applied to surrounding rock as soon as a particular volume of 
rock experiences a drop in temperatures. It is worth mentioning that tensile stress front seems to 
be leading the cooling front when compared by volumes under plots of any particular model in 
figure 7-4 and 7-10 for any particular year. This can be explained by the fact that the tensile 
stresses are generated as a response to temperature drop and are applied to the rocks surrounding 
the cooling front. So rock next to cooling front already experiences tensile stresses due to the 
cooling in its neighborhood before it experiences any change in temperature.  
For stress redistribution, as far as the resultant magnitude is concerned, it seems to be 
subtracting tensile thermal stresses from applied compressive stresses of 142 MPa considered as 
existing in-situ stresses. Tensile stresses supposedly interacts with existing stresses and resultant 
stress is indicated as compressive in nature by COMSOL simulation, which can be explained 
very well theoretically, i.e., compressive stresses are relieved after interaction with tensile 
stresses, figure 7-11 is the demonstration.  
Stresses around EGS reservoir are not only the function of production rate but many other 
elements of EGS play the governing role, i.e., fluid flow rate, pore pressure, chemical and 
mechanical disintegration, formation of new cracks, extension of existing cracks, physical 
properties of rocks, geological conditions and operating variables of EGS. These variables do not 
act independently. Variables in EGS are mutually dependent and connected to each to each other 
in a rather complicated cycle. Changing one may not seem to have a direct effect on final stress 
state but may have an indirect effect through inter-affecting elements of EGS. More on stress 















































































7.3    Pattern and Number of Boreholes 
Recalling the flow patterns from chapter 6, points towards the fact that flow patterns 
shown by red arrows in figure 6-2 occupy least area for 3 borehole pattern. Second most 
occupied flow area is represented by 2 borehole pattern and 5 borehole pattern provides 
maximum spread of flow lines in flow regime. Changing production rate may have an impact on 
the maximum volume coverage (considering models are in 3D) by the flowing fluid medium but 
for a given production rate, lining up the models in descending order with respect to volume of 
flow regime covered by fluid medium puts Class 5 models are the top listed, then are Class 2 
models, and Class 3 Models are on the least side.  
As soon as fluid is injected in porous flow regime, it tends to spread out through pores (or 
fractures), interacts with the hot rock, recovers heat, and makes its way to production borehole to 
exit the system. In Class 2 models, fluid spreads out in a quite decent pattern, covering 
reasonable volume of porous flow regime before it can exit the system. Increasing the number of 
injection points may give an impression that it can help occupying more volume of hot porous 
regime by injected fluid. For a fixed production rate, this may or may not be true depending upon 
the pattern and location of injection boreholes. In class 3 models, having two injection boreholes 
that are located so close to production borehole, fluid tends to finds ejection point before actually 
flowing through enough volume of porous regime. In Class 5 models, which have four injection 
points located diagonally in porous block, fluid enters the regime in almost corners and flows 
towards center where it exits the system. Not only number of injection points is important but 
location is equally important. Situation may have been different in Class 3 models if the injection 
points are to be located differently. 
Fluid short circuiting is one of the associated problems with EGS. Fluid tends to flow 
through paths of least resistance. In real life EGS, if flow paths are not continuously monitored 
and engineered, heat removal process in EGS tends to be less and less efficient as flow short 
circuits through the regime. Flow has to be established in preferential heat recovery paths in 
order to efficiently mine the heat for the estimated life of EGS. 
Figure 7-12 compares thermal breakthrough times taken by all models with respect to 
number of boreholes. All models in Classes HP, LP, IN, HN, and LN with the exception of Class 
IP models (first three models in figure 7-12) show similar trends in time taken to attain thermal 
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breakthrough stage. Keeping injection rate and thermal properties of rock constant, maximum 
time is taken by 5 borehole models, least time is elapsed for 3 borehole models, and intermediate 
time values are shown by 2 borehole models. The reason is again the flow path adopted by fluid 
in different patterns of boreholes. When heat is recovered from a smaller volume, rock subjected 
to heat recovery loses the heat quicker compared to, if a larger volume is there to supply the 
required amount of heat. Different behavior shown by Class IP models is again, an indication 
that there are many factors involved towards each element of EGS that need to be fine-tuned to 
achieve the required efficiency. Thermal properties of rock are partially taking control over 
number and pattern of boreholes in this case. Effect of production rates on thermal breakthrough 
times is already discussed in previous section. 
 
 
Figure 7-12:  Thermal breakthrough times with respect to number of boreholes. 
 
Class IN models are equivalent of Class IP models with different settings for thermal 
properties of rock; Class IP and IN models are shown in ‘purple’ in figure 7-12 for intermediate 
production rate. Comparison of Class IN and IP models shows that the thermal breakthrough 
time trend is different among equivalent models. Class IN models may have shown same 
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behavior as Class IP models, but the added layer has different material properties, particularly 
higher thermal values like specific heat and thermal conductivity (see table 5-2). This difference 
in material properties of two layers affects the amount of heat conducted from the hot rock to the 
flowing fluid or neighboring cooled rock. In this particular case of modeling, the added layer is 
supplying more heat as a whole. In case of 5 borehole models at intermediate production rate 
(Model 7 - I5P and Model 16 - I5N), there is just a better chance of picking up more heat with 
four injection boreholes, and on top of that, supportive layer gives additional supply of heat for 
Model 16 - I5N that it maintains supply of required temperatures for longer time.  
Figure 7-13 is the illustrations of temperature profiles for all models at production 
borehole to be compared with respect to number of boreholes. All homogeneous models (Class 
P) are on the left and all nonhomogeneous models (Class N) are on the right. Same colored lines 
represent same production rate. For example all homogeneous low production rate models are 
shown in ‘green’ on left hand side. 
Comparing all same colored curves on either side (homogeneous or nonhomogeneous) 
gives the impressions that 3 borehole models (represented by dashed lines) struggle the most to 
maintain the production temperature profile. Temperature at production for these models fall a 
lot quicker compared to 2 or 5 borehole models. 5 borehole models maintain the temperature 
profile longer and more successfully than 2 or 3 borehole models. 2 borehole models on the other 
hand are moderately efficient in maintaining the production temperature profiles, their 
representative curve fall in between 3 and 5 borehole models. Reason for such a behavior has to 
do with the opportunity to collect maximum heat as the fluid flows through porous media 
towards production borehole. Number and pattern of injection boreholes and flow paths has to be 
established carefully and uniquely for each EGS site. Class 5 models (represented by dot dashed 
lines) provide maximum fluid rock interaction, thus production temperatures are sustained for a 
longer time. Fluid in Class 3 models gets only a slight prospect to recover the heat, thus 
production temperature profiles reflect this deficiency. Class 2 models (represented by solid 
lines), on the other hand, may seem as suitable option as it requires capital only for two 






Figure 7-13: Production temperature profiles with respect to number of boreholes. 
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There is an exception to this behavior for homogeneous intermediate production rate 
models (Class IP). While Class HP, LP, IN, HN, and LN models show better sustained and 
longer lasting production temperature profiles for 5 borehole models, least sustained and shortest 
curves for 3 borehole modes, and moderate trends for 2 borehole models, Class IP models 
(intermediate production rate and homogeneous) stand out because of different behavior. These 
models (shown in ‘purple’ on left hand side in figure 7-13) show least sustained and short lived 
production temperature profile for 3 borehole model (Model 4 - I3P) which is similar to other 
Classes, whereas for 5 borehole model (Model 7 - I5P), this profile is better sustained but short 
lived compared 2 borehole model (Model 1 - I2P), which is contrary to better sustained and long 
lived profile for all other 5 borehole models. This indicates that more heat was initially 
recoverable due to 5 borehole pattern resulting in better sustained production temperatures. Once 
the heat was recovered from that volume of rock, surrounding rocks were not able to supply the 
heat transfer required towards the cooled down rock that resulted in quick depletion of 
production temperatures and shorter duration of maintaining production temperature.  
Nonhomogeneous equivalent of these intermediate production models (Class IN, shown 
in ‘purple’ on right hand side of figure 7-13) may be expected to exhibit similar behavior as 
Class IP models but different thermal properties of rock kicked in and dominated the effect of 
number and pattern of production boreholes. The lacking supply of heat was taken care of by the 
added layer. The material of layer has better thermal properties (table 5-2) compared to the 
parent material of rock block, which help supplying the extra heat required to maintain longer 
lasting temperature profiles. This effect of material may have been different if the added layer 
consists of material with poor thermal properties. More on effects of thermal properties of rock 
on EGS is furnished in next section. 
Net heat recoverable from any EGS setup is an important decision making factor 
particularly when considering the economy and ability of EGS for further use. Figure 7-14 is 
illustration of net heat recovered for all models arranged in a manner of number of boreholes 
included in the model. Simply stating, more interactions between rock and fluid, better the heat 
recovery is. It is already mentioned that more number of boreholes does not necessarily ensure 
better fluid rock contact. An EGS setup may have more boreholes, but net heat recovered 
depends on many other factors including production rate, fluid flow paths, location of boreholes, 
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fluid residence time, settings for thermal properties of rock, and properties of reservoir and 
country rock. This is evident when all 3 borehole models yielding far less net heat recovery, are 
compared with all 2 borehole models exhibiting much higher net heat recovery. This is because 
the injected fluid recovers the heat only when it gets into contact with the hot rock. The chances 
of contact between the rock and the fluid may get better only when flow paths are designed to 
provide maximum possible length of flow regime before fluid exists the system. Along with the 
length of flow regime, fluid residence time is equally important. Despite having enough length of 
flow regime, net heat recovery may not get better, if fluid is not allowed enough time to collect
the heat and rushed through the flow paths. 
 
 
Figure 7-14: Net heat recovered with respect to number of boreholes. 
 
Class 3 models, despite having more boreholes are not able to recover net heat as much 
as Class 2 models. Two injection boreholes in Class 3 models are placed poorly compared to 
only one injection borehole in Class 2 models. Fluid has better thermal communication with hot 
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rock in Class 2 models that it has in Class 3 models. Fluid in Class 3 models exits the system a 
lot sooner than it takes in Class 2 models, experiencing only shortened fluid flow paths for 
smaller periods of time, thus, unable to recover expected amount of heat.  
On the contrary, more number of boreholes when placed strategically result in better rock 
fluid interaction and yield improved net heat recovery. 5 borehole models when compared to 2 
borehole models exhibit noticeable improvements in net heat recovery. This additional heat 
recovery may not turn out to be as appealing when compared with number of injection boreholes 
added to the system to achieve that recovery.  
An exception for net heat recovery, again, appears between 2 borehole model and 5 
borehole model from homogeneous intermediate production rate category (Model 1 - I2P and 
Model 7 - I5P). Unlike any other 2 and 5 borehole models from any other category, 5 borehole 
models show slightly less net heat recovery compared to 2 borehole model. This is due to the fact 
that while extra heat was available due to volume of rock covered by fluid flow through four 
injection boreholes, rock could not maintain this supply for longer period of time. The 
production temperature dropped down quickly as available reserves of heat depleted due to early 
exhausting removal of heat.  Nonhomogeneous equivalent models (Model 10 - I2N and Model 
16 - I5P) may be anticipated to possess same behavior but better thermal properties of additional 
layer filled up the gap between supply and demand of heat. 
As mentioned earlier, net heat recovery has to be looked in contrast with additional 
number of injection boreholes required to add to the net heat recovery. Drilling a borehole for 
EGS, is no doubt, one of the most expensive task that can heavily impact the economy of the 
project. Having two injection borehole is doing worse in case of these research models, but better 
placed injection boreholes, say two injection boreholes placed diagonally with one production 
borehole in between, may do something good. While four injection borehole seem to be 
increasing net heat recovery, it is definitely going to shake economy of the project.  
Regime temperatures continue to drop down in the vicinity of injection borehole as 
system is injected with cold fluid and keeps producing hot fluid at production borehole. Regime 
temperature profiles respond to continuous heat removal with time, number and pattern of 
boreholes, production rates, thermal properties of rock and many other key factors involved in 
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EGS. Figure 7-15 to figure 7-20 shows regime temperature profiles over the time compared with 
respect to number of boreholes. 
 






























As explained in the previous section, temperature profiles keep on expanding, 
representing expanding cooing front as heat is continued to be removed from the flow regime 
around the injection borehole(s), with simulation years. Having more than one injection 
boreholes introduces more than one cooling zones where cooling front is hosted and expands as 
the heat is recovered from the reservoir. The expansion in profiles or cooling front is prominent 
before the model reaches the thermal breakthrough stage, it still expands for a while after the 
production is ceased, but the expansion is slower.  
Comparing any particular model that have same production rate and same thermal 
properties of rock (any one of pictures 7-15 to 7-20) at a particular time reveals that the 
expansion of cooling front around any one injection borehole is highest for Class 2 model, 
intermediate for Class 3 model and least for Class 5 model. This is due to the fact that the heat 
recovered from the hot rock is sourced from only one zone for Class 2 models, two zones for 
Class 3 models and four zones for Class 5 models. When the net heat supplied is sourced from 
multiple locations within the reservoir, heat removal from a particular zone is less, thus the 
temperature drop at that zone is less compared to when the heat is sourced from only one 
location in hot reservoir rock. This leads to the cooling front expanding more and quicker at one 
location in case of one or fewer thermally contributing zone. In contrast to that cooling front 
expands less and slower around an injection point when the EGS has multiple zone contributing 
heat supply load. 
Once the reservoir reaches the steady state, cooling front stops expanding, heat inflow is 
maintained due to temperature differences within reservoir and country rock. This heat flow 
diminishes with time as reservoir temperature gets close to ambient temperatures. Once reservoir 
regains the ambient temperature, heat flows completely stop. The whole process of getting back 
to ambient temperatures may take as long as 10 times the life of EGS or more.   
 Stresses generated and, in turn redistributed, obviously respond to point of fluid injection 
and recovery. The stresses are calculated along a straight line 3,000 m (9,842 ft.) long, joining at 
least one injection and one production borehole to capture the details of stresses between 
injection and production points. Along with number and pattern of boreholes, stresses are mainly 
dependent of heat removal and heat flows from surrounding to the reservoir rock. Last section 
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discussed, in brief, how generation and redistribution of stresses to production rates, this section 
is about stresses in relation to number and pattern of boreholes. 
 










































































Number and pattern of injection boreholes dictate the initiation point for tensile thermal 
stresses. Amount of heat recovered as a result of cold water injection in connection with physical 
properties of rock defines the magnitudes changes in stresses. For class 2 models that have only 
one injection and one production borehole, thermal stresses originate only at the injection 
borehole and expand from there, and so does the stress redistribution. Rock around the injection 
borehole, which is actually in compression due to weight of overburden rock relieves some of its 
compressional stresses proportional to amount to tensile thermal stresses generated due to heat 
removal and thermal contraction. 
Class 3 models which differ in number of inlets from Class 2, having two injection 
points, introduce cooling and thermal contraction at two different points in reservoir rock. 
Cooling front at both points grows slowly as heat removal process continues to remove the heat 
and cool down the rock and so does the tensile thermal stress front. Compared to class 2 models 
(all 2 borehole models), Class 3 models (all 3 borehole models) affect wider range of reservoir 
rock mainly because of its number and pattern of injection and production boreholes. Pattern of 
thermal stress generation and followed stress redistribution may somewhat look like deformation 
pattern shown in figure 6-3. Actual variation of thermal stresses and stress redistribution as a 
result along with the line joining injection and production boreholes for subsequent years of 
model simulation are given in figure 7-21 and 7-22 respectively for only Class IP models 
(homogeneous intermediate flow models).  
Four injection boreholes in Class 5 models (all 5 borehole models) are located even more 
widespread compared to either Class 2 or Class 3 models, with one production borehole located 
in between all 4 injection boreholes. This means that cooling, contraction, thermal stresses and 
consequently stress redistribution is originated from four different points in reservoir rock and 
grows outwards. Again the pattern is similar of stresses generation and redistribution is close to 
what is show in figure 6-3. Magnitude of stress changes depends on many other factor which are 
discussed in last section of this chapter. 
7.4    Thermal Properties of Rock 
Stratigraphy is the very first thing considered for an EGS setup before any other design or 
operating detail is evaluated. Geological and stratigraphic settings vary from place to place. Due 
to its versatile nature, geologic and stratigraphic settings not only has to be assessed but next 
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design and operating decisions are heavily dependent on the initial assessment. Thermal 
properties of rock, strength parameters, fracture aperture and orientation, chemical properties, 
existing hydrothermal characteristics, porosity and permeability, seismic behavior, and 
stratigraphic and geologic history of reservoir and neighboring rock are some of the crucial 
factors to be considered during initial geologic and stratigraphic assessment.  
This research has attempted to study effect of changes in thermal properties of flow 
regime and country rock. Contrary to single block design, a block consisting of two layers of 
different materials are improvised in the models. The detailed explanation of thermal properties 
of rock are provided in chapter 5. A quick reference to table 5-2 reveals that the added layer 
basically differs with actual rock material only in thermal properties. Changes in thermal 
properties are included to study in depth, the effects of rock material that has different thermal 
properties. Heat capacity at constant pressure, thermal expansion and thermal conductivity are 
only three outstanding properties that make added layer unique to parent rock material. All three 
of the mentioned properties for the added layer are of much higher numerical values compared to 
the values of these properties for original rock mass. To sum up the material properties, the 
added layer consists of a material with higher and better thermal characteristics (refer to table 5-
2). 
Due to better thermal characteristics posed by the added material, the added layer 
provides better thermal conduction, more heat contents, different thermal expansion and thermal 
stress magnitudes. Higher heat capacity means the foreign layer has more heat contents 
contained within it, compared to parent rock. The added layer also better conducts these heat 
contents and provides an improved heat flow because of higher thermal conductivity. On the 
down side, with higher thermal expansion, the new material layer is going to generate higher 
thermal stresses compared to basic rock material. 
A comparison of time taken to attain thermal breakthrough temperature with respect to 
thermal properties of rock is given figure 7-23. Set of two models that have everything in 
common but thermal properties of rock are placed side by side. Any effect of change in thermal 
properties of rock on thermal breakthrough times appears to be happening, only in 5 borehole 
models. As mentioned earlier, all the playing factors are mutually dependent and any one 
element of EGS may be dependent of so many factors at the same time. Since this research is 
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focused only three variables, i.e., production rate, number and pattern of boreholes, and thermal 
properties of rock, any argument is made based only on these three variables. 
 
 
Figure 7-23: Thermal breakthrough times with respect to thermal properties of rock. 
 
Class 2 and Class 3 models (2 and 3 borehole models) have either only single unique or 
really shortened flow paths. This means that the chances of recovering heat from the rock for 
fluid are less despite the fact that there was more recoverable heat in the neighboring strata. For 
class 3 models, the reasons for the thermal properties of rock not to kick in, is the residence time 
for fluid and length of flow paths is short. For class 2 models, the first reason is that there is only 
one single flow path. Secondly, it is possible that extra heat contents in added strata are supplied 
so well distributed over time that it barely makes any difference or before the added strata could 
dominatingly affect the heat flow, the thermal breakthrough stage was attained and fluid flow 
was ceased. 
Injection boreholes in Class 5 models are well placed providing a higher volume for flow 
regime with four flow paths of enough length to pick up most of recoverable heat. Increase in 
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thermal breakthrough times of nonhomogeneous Class 5 models shows that a strata with better 
thermal properties in the neighborhood supplies the additional heat to be recovered and it takes 
longer to reach thermal breakthrough temperatures. 
Production temperature profile are illustrated in figure 7-24 grouped according to 
production rates still providing easy comparison with respect to thermal properties of rock. Any 
two same textured line (solid, dashed or dot dashed) represent two models that have everything 
in common but thermal properties of rock. Homogeneous models have the solid toned lines 
whereas nonhomogeneous models are represented by double toned lines.  
Additional strata is mostly providing a little improvement in better sustaining the 
temperatures of outflow fluid at production borehole. Class 2 models (all 2 borehole models) do 
not exhibit this behavior at all or at least not visibly show this behavior as there is not much 
difference in any two equivalent ‘solid’ curves representing production temperatures for Class 2 
models in figure 7-24. Slightly better sustained production temperatures are demonstrated by 
nonhomogeneous Class 3 models compared to homogenous Class 3 models, as double toned 
‘dashed’ lines are leading there single toned ‘dashed’ equivalents in figure 7-24. 
Nonhomogeneous Class 5 models show most of all, improvement over their homogeneous 
equivalent models in maintaining production temperatures, as double toned ‘dot dashed’ lines 
representative of nonhomogeneous Class η models are in a major lead to their single tone ‘dot 
dashed’ equivalents representative of homogeneous Class η models.. 
The difference in behavior of different borehole class models (Class 2, 3 or 5 models) for 
production temperatures due to change in thermal properties of rock can be credited, again, to the 
different flow paths adopted by fluid in different borehole patterns. A well distributed flow path 
providing longer residence time helps maintaining temperatures at production point. Class 5 
models exhibit best of all, flow paths covering most of the flow regime contrary to Class 2 
borehole models that provide single and comparatively shorter flow path. In Class 2 models, 
production temperatures fall down to threshold before added strata can take the governing role. 
Nonhomogeneous Class 3 models on the other hand show a little better sustained 
production temperature profiles compared to Nonhomogeneous Class 2 models but less than 
nonhomogeneous Class 5 models. The reason is, while 3 borehole pattern provides slightly more 
chance of role played by thermal properties of rock, the residence time and flow paths are too 
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short compared to other borehole patterns. Thermal properties of rock were able to dominate 
only a little before production temperature reached the seizure temperature.  
 
 
Figure 7-24: Production temperature profiles with respect to thermal properties of rock. 
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So far, the effect of added strata for thermal breakthrough times was only noticeable in 
Class 5 models, and in addition it showed a little prominence in Class 3 models for production 
temperatures. For net heat recovered, along with Class 3 and Class 5 models, Model 1 - I2P and 
Model 10 - I2N from Class 2 models, demonstrate the effect of added material. Figure 7-25 is the 
illustration of the influence of change in thermal properties of rock over net heat recovered by 
the models. Models are grouped with respect to number of boreholes and homogeneous and 
nonhomogeneous equivalent models are placed side by side to be able to compare the net heat 
recovered based on thermal properties of rock. 
 
 
Figure 7-25: Net heat recovered with respect to thermal properties of rock. 
 
Increase in net heat recovered by nonhomogeneous models compared to their 
homogeneous equivalent models for Class 3 and Class 5 may be explained with the same 
reasoning that added strata is providing additional heat that results in increase in net recoverable 
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heat. Class 2 models, in contrast, doesn’t let role of thermal properties of rock to be prominent. 
Increase in net heat recovered by Model 10 - I2N compared to Model 1 - I2P, strengthens the 
argument that thermal properties of rock plays the role even in Class 2 models, this ole is just not 
as much prominent as in other Classes. The extra heat is supplied well distributed over the length 
of the life of EGS, this is why Class 2 models didn’t seem to be affected by thermal properties of 
rock, so far. Although thermal properties of rock were playing role all along, it just showed the 
prominence for net heat recovered.  
High and low production rate models in Class 2, again show almost equal net heat 
recovered for homogeneous and nonhomogeneous equivalent models. This is, again, an 
indication that many components in EGS mutually interact towards a particular element of EGS. 
Production rate, for example, is dominating here along with pattern of boreholes and doesn’t let 
thermal properties of rock to be the controlling element. 
Figure 7-26 to 7-28 illustrate regime temperatures along the straight line within the 
reservoir connecting the production borehole with at least one of the injection boreholes. These 
regime temperature profiles are grouped in production rates and diverse models with respect to 
thermal properties of rock are placed next to each other. The idea is simply to compare the 
models for effect of thermal properties of rock on regime temperatures. 
Starting with intermediate production models (figure 7-26), all nonhomogeneous models 
appear to overlapping their homogeneous equals in first 5 years of simulation. This indicates that 
both homogeneous and nonhomogeneous models are demonstrating similar regime temperature 
patterns in first 5 years. It is late in time that the effect of added strata is pushing the two 
representative curves for any two thermally rival models to part the ways, say in year 25. It is 
important to look this in contrast with thermal breakthrough times. 
Two models, Model 1 - I2P and Model 10 - I2N, are 2 borehole homogeneous and 
nonhomogeneous equals of each other, have their thermal breakthrough times as 42 and 45 years 
respectively. Regime temperature profiles for these two models exhibit similar overlapping trend 
at any time of simulation. Thermal properties of rock does not seem to play role before or after 
thermal breakthrough times. The reason is similar to what is already given before, that any slight 
role played by thermal properties of rock is not prominent. It is evenly distributed over the 












Figure 7-28: Regime temperatures profiles for Class L models. 
 
Thermal breakthrough times for 3 borehole intermediate production rate models (Model 4 
- I3P and Model 13 - I3N) is 15 years and for 5 borehole intermediate production rate models 
(Model 7 - I5P and Model 16 - I5N) are 40 and 45 years. For these models, regime temperature 
profiles for nonhomogeneous models seem to part the ways and tend to be less expansive than 
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profiles for homogeneous models after thermal breakthrough stage is reached. This indicates that 
added strata may be a help with a prominent effect, in regaining ambient rock temperatures. 
Similar behavior and effect of thermal properties of rock is evident from figure 7-27 and 
figure 7-28 that shows corresponding regime temperature profiles for homogeneous and 
nonhomogeneous models grouped in high and low production rate respectively. For high 
production rate models, effect of thermal properties of rock is visible after thermal breakthrough 
times and for low production rate, as thermal breakthrough times are around 85-90 years, thermal 
properties of rock do not seem to assume dominating role at all. While thermal properties of rock 
are playing deciding role for thermal breakthrough times, net heat recovered, and production 
temperatures, its effect is just not as much prominent for regime temperatures. 
Thermal stresses generated and stress redistribution as a result are directly affected by 
thermal properties of rock subjected to thermal changes. Material properties of added strata 
favors an added increase in thermal stresses compared to thermal stresses generated in 
corresponding homogenous models. Stress redistribution, being only a net relief in 
compressional stresses in nature, is connected directly to the thermal stresses generate. More 
thermal stresses generated means more relief in compressional stresses.  
This is apparent from illustrations of thermal stresses generated and stress redistribution 
occurred as a result for Model 1 - I2P and Model 10 - I2N in figure 7-29 and figure 7-30. 
Thermal stresses are generated to a higher level in nonhomogeneous model compared to thermal 
stresses generated in homogenous model. Consequently, there is more stress redistribution in 
nonhomogeneous model and compressional stresses drop to a lower level compared to that in 
homogeneous model. 
The reason is related to thermal characteristics of added layer. Added material has better 
thermal characteristics compared to parent material. Due to higher heat capacity, it not only bears 
more heat contents, but due to higher conductivity, is supplies and loses heat contents quicker 
that the actual parent material. This is partially the reason for higher levels of thermal stresses 
generated. Also, as thermal expansion coefficient of added material is more compared to parent 
material, it expands and consequently contracts more when it loses the heat which is probably the 
main reason for higher levels of thermal stresses generated in nonhomogeneous models. A 















































































7.5    Stresses Involved 
First section of this chapter “The Concept”, covers theoretically what happens when a 
cold fluid is injected in a hot reservoir and how thermal stresses are generated and interact with 
existing in-situ stresses to define new stress state in the vicinity of EGS reservoir. COMSOL 
simulation results of all of the eighteen EGS models confirm the idea that thermal stresses so 
generated are tensile in nature. These stresses are generated as a pull is applied to neighboring 
rock mass by the rock mass which is facing temperature drops and contraction due to cooling 
caused by cold fluid as fluid recovers the heat from rock mass. As soon as a particular rock mass 
experiences a temperature drop, it tends to shrink and apply a pull to the surrounding rock mass. 
This leads to the idea that rock mass experiences tensile stresses before it goes through actual 
temperature changes. This points to the possibility that tensile stress front leads to cooling front. 
Thermal stresses generated in the rock mass are directly related to deformations due to 
temperature drops in the reservoir rock, thus follow similar pattern as to regime temperature 
drops and deformation pattern shown in figure 6-3. All models included in this study bear 
general homogeneity and similarity, thermal stresses generated in actual scenario are sure to 
respond to local geologic and mechanical details including physical properties of material. 
Tensile thermal stress levels are shown by simulations to be higher near injection boreholes 
which is the origin of temperature drop and tend to show diminution moving away from injection 
locations. With the continuous injection of cold fluid and heat withdrawal, thermal stress level 
reaches a maximum level of thermal stress and same stress level front keep on expanding to 
more and more volume of rock as rock temperature drops down to injection temperatures. 
The two primary factors controlling the levels of thermal stresses generated are thermal 
properties of material and difference between ambient reservoir temperature and injection 
temperature. The other factors that has a say in tensile thermal stress levels include, but are not 
limited to, thermal crack formation and extension, pore pressure, flow rates, local fluid velocity, 
flow paths, homogeneity of reservoir and country rock, physical and chemical properties of 
reservoir and country rock, pattern and number of injection and production boreholes, and fluid 
residence time. Almost none of the above mentioned factors act independently, all factors are 
mutually dependent and work jointly work towards tensile thermal stresses. 
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This section is focused mainly on three EGS variables included in this study, i.e., 
production rate, number and pattern of injection and production boreholes, thermal properties of 
reservoir and country rock in connection with thermal stresses and stress redistribution. There are 
many other design, economic and geologic factors that control the EGS behavior but are beyond 
the scope of this study.  
Maximum thermal stress magnitudes varies between 35 to 45 MPa for all models (any of 
the thermal stress plots, given later in this section), neglecting extra ordinarily high stresses 
shown next to injection borehole(s) walls. Extraordinarily high stresses shown are more likely to 
exist just adjacent to injection borehole wall. In real life scenario this may only create or extend 
thermal fractures. This study is focused more on stress redistribution in the surrounding and 
micro fracture mechanics is beyond the scope. 
Generally, higher production rate implies more heat recovery in a short time, steep 
thermal gradient in small volumes, and quick rise in thermal stress levels within the rock in a 
shorter time; conversely slower production rates reverses these effects. More number of injection 
boreholes means more locations serving as origin of tensile stresses and vice versa. Pattern of 
injection and production borehole also plays role in defining thermal stresses that will be 
discussed later in this section. Rock material properties, if in favor of improved heat transfer and 
have higher thermal expansion, generally cause an increase thermal stress magnitudes and 
reverse is expected to happen, in case, material possesses otherwise poor thermal properties. 
In figures 7-31, 7-32, and 7-33, thermal stresses generated in each model are presented in 
a way to compare the stresses based on involved production rate of the model for Class 2 (all 2 
borehole models), Class 3 (all 3 borehole models) and Class 5 (all 5 borehole models) models 
respectively. In these figures, ‘purple’, ‘red’, and ‘green’ curves show thermal stresses 
respectively for intermediate, high and low production rate models from the respective borehole 
class. Curves on left represents homogenous models for respective borehole class and 
nonhomogeneous models are furnished on right in each figure. 


























































































































































































Clearly, high production rate models generate higher magnitudes of thermal stresses 
compared to intermediate or low production rate models at a particular distance from injection 
borehole at same time interval. What happens is that higher production rate tend to steal heat at 
faster pace from a small volume of rock. Cooled volume of rock start to starve of heat contents 
resulting in quick temperature drops and expect higher inflow from the surrounding rock mass. 
Surrounding rock mass can only provide so much inflow of heat based on its conductivity and 
heat capacity. As a result there is quite steep thermal gradient in that small volume of rock, that 
leads to deformation and higher thermal stresses in the zone. 
Lower production rates, in contrast, slow everything down. Still, there exist a thermal 
gradient that still causes the deformation and generates thermal stresses. What is different from 
intermediate or higher production rate models, is that rock loses its heat contents at a slower 
pace, causes gentle gradients of temperature difference, require lower magnitudes of heat inflow 
that surrounding rock is better able to supply. As the causes of thermal stresses are less intense so 
are the magnitudes of tensile thermal stresses generated. 
All of the stress profiles shown in figure 7-31 to 7-33, keep on expanding even after their 
respective thermal breakthrough times. This is due to the fact that reservoir and country rock try 
to deracinate cooling zone created during the production period thus maintaining a flow of heat 
toward rocks still at low temperature. This flow of heat causes the cooling front to expand for a 
while after injection and production are ceased until flow of heat attains a steady state. Reservoir 
slowly regains the temperature making its way to the ambient temperatures. Heat flow towards 
the reservoir rock decreases as the temperature difference between reservoir rock and country 
rock at ambient temperature that is causing this heat flow decreases. Temperature restoration is 
usually a long process, taking almost 10 times as long as production life of EGS, which makes 
EGS practically nonrenewable. The main reasons for slow temperature reinstatement of EGS 
reservoir is, first, low coefficient of conductivity of the earth and, secondly, the fact that 
temperature difference that drives the heat flows towards reservoir decreases with time.  
It is important to bring about the fact that thermal stresses are not dependent only on 
production rates, there are other previously mentioned factors that play vital role. Number and 
pattern of injection boreholes is one of such variables included in the study. More injection 
points means more cooling zones and in turn more thermal stress origins. Thermal stresses 
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generated in the system follow same mechanism as thermal stress generated at one point as far as 
thermal stress front do not interact with each other. At the point of thermal stress interaction, 
tensile pull is applied from both (or multiple) sides causing an added increase in magnitude of 
tensile stresses at that point. 
Figure 7-34 and figure 7-35 represent thermal stress profiles with respect to number of 
boreholes groped according as same production rate models respectively for Class P 
(homogeneous) and Class N (nonhomogeneous) models. All intermediate production rate models 
from respective thermal properties class, illustrated in ‘purple’, are assembled on left in each 
figure, all high production rate models, represented in ‘red’, are placed in middle, and all low 
production rate models,  signified in ‘green’, are grouped on the right side. 
Increasing in number of injection boreholes introduced cooling front and associated 
deformation in more than one location. There is only one point of origin of thermal stresses in 
Class 2 (2 borehole) models, two in Class 3 (3 borehole) models, and four in Class 5 (5 borehole) 
models as evident from figure 7-34 and 7-35. When an EGS has more than one injection point, 
thermal stresses are not just introduces in more than one location but the horizontal extent of 
thermal stress also increases. All models in figure 7-34 and figure 7-35 with only one injection 
exhibit thermal stress to a shorter extent on horizontal axis compared to other 3 or 5 borehole 
models. Similarly, models with 5 borehole holes demonstrate wider cooling front on horizontal 
axis representing thermal stresses are wider spread horizontally.  
Another characteristic of thermal stresses worth mentioning is extent of spread of thermal 
stresses around an injection borehole(s). When there is only one injection borehole, extent of 
thermal stresses generated around the injection borehole is wider compared to other models with 
different pattern and numbers of injection borehole. Conversely, 5 borehole models thermal 
stress fronts closer to each borehole. Simply stating, the effect of cold water injection is 
distributed among more than one different spots when the model has more than one injection 
borehole. Thus, the generation is more concentrated and spreads more around one single location 
if the models has only one injection borehole. This concentration is shared and the spread around 



































































Maximum thermal stresses generated, on the other hand, is about the same for all models 
of same thermal properties of rock and same production rate but different number of production 
boreholes. This is due to the fact that for any model of same thermal properties of rock and 
production rate group, temperature difference between injection fluid and reservoir is same and 
material possesses same physical and thermal properties. As explained before, steep thermal 
stress gradient may be established contained within variable volumes around injection 
borehole(s) depending on the number of injection boreholes. Maximum attained thermal stress, 
on contrary, remains same for models consisting of different number of injection boreholes as far 
as thermal properties of rock and production rate remains same.  
As explained earlier, thermal stress originate at more than one locations when model has 
multiple injection boreholes. The mechanism of stress generation and spread is same for any 
number of injection borehole before any two stress front interact each other. Once stress front at 
one location meets stress front from another origin, stress level tend to shoot up a little due to 
concentration of thermal stresses. At the point of interaction of thermal stresses, the thermal 
tensile pull is applied from multiple sources thus increasing the resulting stresse  at the point. 
Bulges in the thermal stress profiles in the center (at production borehole) for multiple injection 
borehole models in figure 7-34 and figure 7-35 is the indication of the same phenomenon. 
Thermal properties of rock control the amount and rate of heat contents the rock is going 
to lose after interacting with cold injection fluid. It not only depends on porosity and 
permeability of the reservoir rock but also on thermal properties like heat capacity and thermal 
conductivity. Thermal expansion coefficient of reservoir and country rock control the magnitude 
of tensile thermal stresses generated as a result. Multiple material settings pose even more 
complex scenario and add more factors that play role towards thermal stresses. 
Figure 7-36, figure 7-37 and figure 5-38 demonstrate respectively for Class 2, Class 3 and 
Class 5 models, the effects of change in thermal properties of rock on thermal stresses. 
Homogeneous models are placed next to their nonhomogeneous equals and grouped according to 
production rate. Almost all models with added layer show a little extra thermal stress generated 
compared to their homogeneous equals. The effect is more prominent in Class 2 models, less in 










































































Figure 7-38: Thermal stress profiles w.r.t. thermal properties of rock for Class 5 models. 






























The reason model demonstrate higher thermal stress is related to thermal properties of 
added material. The added layer differs in nothing else but higher heat capacity, thermal 
conductivity, and coefficient of thermal expansion compared to parent rock. Added material not 
only originally encapsulate higher heat contents but also pass on more heat to cooler rock due to 
two former thermal properties, i.e., heat capacity and thermal conductivity. Higher coefficient of 
thermal expansion has more direct effect of thermal stresses so generated. As the added material 
deforms more in response to thermal changes, it generates more thermal stresses compared to 
parent rock mass. 
Thermal stresses are produced due to injection of cold water interact with the surrounding 
rock. At average EGS depths, the rock mass is in compression due to overburden. It is already 
shown that thermal stresses are tensile stresses in nature. Simply stating, interaction of 
compressional and tensile stresses result in cancellation of smaller magnitude and residual 
stresses are the ones applied in higher magnitudes. This is shown by all of the redistributed stress 
plots included in this chapter here onwards. Modelled rock block is subjected to an external 
stress of 142 MPa that is assumed as in- itu stress due to overburden. Residual stresses shown by 
simulation results of all models are compressional stresses in nature and follow the same pattern 
as if thermal stress profiles are inverted. This indicates that the applied compressional stresses 
within the reservoir are relieved by the magnitude almost equal to the tensile thermal stresses 
generated within the reservoir. Maximum relieves in applied compressional stresses ranges 
between 35 to 45 MPa causing applied compressional stresses to a maximum drop down between 
97 to 107 MPa. Redistributed stress profiles are same as inverted thermal stress profiles 
indicating stresses are relieved more where there are more thermal stresses, i.e., close to injection 
borehole and the relive in stress is lower where there are lower levels of thermal stresses which is 
away from injection borehole.  
Redistributed stresses are compared based on production rate (figure 7-39 to figure 7-41), 
number of injection borehole (figure 7-42 and figure 7-43), and thermal properties of rock 
(figure 7-44 to figure 7-46), just like comparison are for thermal stresses. As the primary causes 
of stress redistribution is thermal stresses and extent of stresses redistribution, in this study, is 
dependent only on thermal stresses generated, all causes and reasoning of variation in for thermal 

















































































































































































































































































































































































It is now a good time to mention that rocks are never actually subjected to tensile 
stresses. It is just that the applied compression is relieved by the amount of generated thermal 
stresses. It is also worth mentioning that not all of thermal stresses shown previously are carried 
forward by the system to interact and relieve the existing stresses. Rock shrinkage due to cooling 
is also counter acted by other actions occurring at the same time, like pore pressure, flow through 
fractures, and others. Thermal stresses and stress redistributions presented here are probably the 
maximum that could happen in this particular EGS setup without considering other factors taking 
part in stress arena.  
Stress redistribution in real EGS scenario is not as simple as subtracting thermal stresses 
from in-situ stresses. There is a lot that happens at same time and many other factors participate 
at same time that are beyond scope of this research. Inlet flow pressure, pore pressure, thermal 
crack extension or formation of new thermal crack, geologic, petrographic, and seismic history 
of the area, major and minor principal stresses, fracture and fault orientation, hydrological 
properties, and reservoir flow properties are few to mention that mutually interact to define final 
stress state. Along with just magnitudes of stresses, stress directions are equally important but to 
avoid complexity, stresses are simplified as tensile and compressional in this study. 
Next chapter summarizes and concludes the study.   
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CHAPTER 8  
CONCLUSIONS AND RECOMMENDATIONS 
 
This study is aimed at investigating the reservoir performance, i.e., thermal breakthrough 
times, production temperatures, net heat recovered, and regime temperatures, and involved 
stresses, i.e., thermal stresses and stress redistribution in relation to three selected study 
variables, i.e., production rate, number and pattern of injection and production boreholes, and 
thermal properties of rock. This chapter summarizes the conclusions and findings of this 
research. 
8.1    Conclusions 
This section summarizes the conclusions established on the basis of simulations, EGS 
scenario comparisons and the quantification of effects of study variables. General concepts are 
outlined first and following subsections provide performance and stress related conclusions: 
 Interaction of thermal stresses, tensile in nature, and in-situ stresses, compressive in 
nature, is shown to relieve a portion of dominating compressive stresses by a 
magnitude of generated thermal stresses.  
 The cooling front is shown to still expand after production life, as country rock 
mitigates the cooled zone by maintaining a heat flow towards the cooled rocks. 
 As the EGS is shown to generate acceptable magnitudes of stresses with the 
assumption of general homogeneity and thermoelasticity, the EGS is suggested to 
successfully and safely fulfil part of our future energy needs. 
8.1.1  Reservoir Performance 
Following lines summarize the conclusions for reservoir performance:  
 Change in production rates are shown to affect rate of heat recovery. In general, 
increase in production rate is shown to reduce thermal breakthrough times, cause 
quicker drop in production and regime temperatures, and decrease net heat recovered. 
However, reducing the production rate is not shown to always improve net heat 
recovered, implying that optimum production rate has to be tailored according to site 
specific conditions. While higher production rates may provide a handsome early 
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cash inflow, it can reduce NPV. Reducing the production rate is only an option within 
a small range as EGS must maintain  certain fluid mass production and also, 
reducing the production rate below certain minimum is shown to be damaging.  
 Additional borehole was expected to improve the communication between hot rock 
and cold fluid but pattern of borehole is shown to be as significant as number of 
boreholes. Additional borehole if well-placed provides favorable flow paths, 
improves rock fluid communication, and thus leads to longer thermal breakthrough 
times, better sustained production temperatures, improved net heat recovered, and 
comparatively unrelenting regime temperatures. Poorly placed additional borehole is 
shown to harm the system. Cost of adding a borehole may offset its advantages.  
 An added material with better thermal properties is shown to contain and supply more 
heat contents and thus increases thermal breakthrough times, better sustains 
production temperature, and improves net heat recovered. The effect of added 
material on regime temperature is not shown to be as dominant as its effects on other 
performance parameters, but adde  thermally superior material is shown to help the 
reservoir recover faster to ambient temperatures.  
8.1.2  Stresses Involved 
This subsection lists the conclusions related to stresses involved in the EGS: 
 Maximum magnitude of thermal stresses generated is shown to be ranging between 
35 to 45 MPa, ignoring the higher levels adjacent to injection borehole(s) which may 
create or extend thermal cracks in the actual EGS. 
 Higher production rates are shown to cause steeper thermal stress gradients within the 
reservoir rock due to quick thermal drawdown within a small volume of rock. In case 
the EGS has more than one injection points, thermal stresses emerge at more than one 
location with lesser stress congestion around any injection point compared to that in 
case of single injection EGS, however, stresses possess comparatively more 
horizontal spread. Stress levels are shown to shoot up when stress fronts from two 
different injection points expand enough to overlap and their tensile pulls accumulate 
at point of intersection. Added material is shown to generate higher levels of stresses 
due its higher coefficient of thermal expansion. 
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 Interaction of stresses is shown to cause relief in applied in-situ stresses of 142 MPa 
to a magnitude ranging between 97 to 107 MPa of residual stresses. Behavior of 
stress distribution is shown to respond to thermal stress behavior, i.e., more thermal 
stresses means more drop in applied compression, and also, the effects of study 
variables on stress redistribution follow the same pattern as thermal stresses. 
 Reservoir and country rocks do not actually experience tensile stresses. Applied 
compression is just relieved by the amount of generated thermal stresses. These stress 
levels are the worst that can be expected in the actual EGS. Inlet flow pressure, pore 
pressure, thermal crack extension or formation of new thermal crack, geologic, 
petrographic and seismic history of the area, major and minor principal stresses, 
fracture and fault orientation, hydrological properties, and reservoir flow properties 
are few factors to mention that mutually interact to define the final stress state. 
Considering all factors in the actual EGS, the magnitudes of final stress are expected 
to be far less than shown here. 
8.2    Recommendations 
This research is an attempt to look at the stresses involved in the EGS beyond flow 
regime and during and after the working life of the EGS. This investigation is limited to only 
three variables of the EGS with many assumptions for homogeneity, flow matrix, stratigraphic 
settings, material characteristics, and design parameters. This study may serve as a first step in 
understanding field applications of the EGS and a basis to develop even more rigorous models 
and correlations. 
As a recommended work, outcomes of this research may be validated with the actual 
EGS scenarios if some commercial EGS data becomes available in the future. This study may be 
expanded to include more variables and try multiple stratigraphy scenarios. A better numerical 
modeling environment with improved geomechanics and fracture modelling capabilities may be 
used to revisit this study. Models included in this study may be developed to be more realistic 
and to an extent of time after ceasing production when the EGS reservoir is finally able restore 
the ambient conditions. Concepts of stresses involved in the EGS may be revised and strengthen 
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COMPLETE PROCEDURE FOR MODEL 1 - I2P. 
 
Modeling Instructions 
From the File menu, choose New. 
NEW 
1. In the New window, click Model Wizard. 
MODEL WIZARD 
1. In the Model Wizard window, click 3D. 
2. In the Select Physics tree, select Fluid Flow>Porous Media and Subsurface 
Flow>Darcy’s Law (dl).  
3. Click Add. 
4. In the Select Physics tree, select Heat Transfer>Heat Transfer in the Porous Media (ht). 
5. Click Add. 
6. In the Select Physics tree, select Structural Mechanics>Solid Mechanics (solid). 
7. Click Add. 
8. Click Study. 
9. In the Select study tree, select Preset Studies>Time Dependent. 
10. Click Done. 
GLOBAL DEFINITIONS 
1. In, Model Builder, expand Global Definitions, click Parameters. 
2. Under Settings, supply Name, Expression, and Description for all the variables involved, 
as listed in table 5-3. 
GEOMETRY 
Porous Rock Block Base 
1. In Geometry tab, under Primitives, click Block to add a block. 
2. In Block Settings, enter Label as Porous Block (blk1). 
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3. Keep Block Type as Solid. 
4. Under Size and Shape, call variables from Global Definitions, enter pbl_w for Width, 
pbl_l for Depth, and pbl_h for Height. 
5. Under Position, select Corner for Base, and enter pbx, pby and pbz for x, y, and z 
coordinates. 
6. Keep Axis Type as z-axis and enter ‘0’ for Rotation. 
7. Create a ‘Dummy Rock Block’, exactly same as Porous Block. 
Boreholes (Injection and Production Points) 
8. In Geometry tab, under Primitives, click Cylinder to add a cylinder. 
9. In Cylinder Settings, enter Label as Injection Borehole (cyl1). 
10. Keep Cylinder Type as Solid. 
11. Under Size and Shape, enter bh_r for radius and bh_l for Height. 
12. Under Position, (for Class 2 models), enter 1250, 1500, and -5275 for x, y and z 
coordinates. 
13. Axis Type is z-axis, and ‘0’ rotation. 
Another Borehole has to be added for Production. 
14. Create another cylinder borehole label it as Production Borehole, keep all parameters 
same as Injection Borehole except for coordinates, enter 1750, 1500, and -5275 for 
coordinates. 
For all other Model classes (3 or 5 boreholes), more cylinders have to be added 
accordingly. 
Country Rock Block Base 
15. In Geometry tab, under Primitives, click Block to add a block. 
16. In Block Settings, enter Label as Country Rock Block. 
17. Keep Block Type as Solid. 
18. Under Size and Shape, call variables from Global Definitions, enter cbl_w for Width, cbl 
_l for Depth, and cbl _h for Height. 




20. Keep Axis Type as z-axis and enter ‘0’ for Rotation. 
Porous Flow Domain 
21. In Geometry, under Operations, click Booleans and Partitions, and select Difference. 
22. In Difference Settings, enter Label as Porous Flow Domain (dif1). 
23. Select Porous Block as ‘τbjects to add’, and select both boreholes (all boreholes in other 
Class 3 and Class η models) as ‘τbjects to subtract’. 
24. Check the option ‘Keep interior boundaries’. 
Country Rock Domain 
25. In Geometry, under Operations, click Booleans and Partitions, and select Difference. 
26. In Difference Settings, enter Label as Country Rock Domain (dif2). 
27. Select Country Rock Block as ‘τbjects to add’, and select Dummy Rock as ‘τbjects to 
subtract’. 
28. Check the option ‘Keep interior boundaries’. 
Union Operation 
29. In Geometry, under Operations, click Booleans and Partitions, and select Union. 
30. In Union Settings, select resultants of difference operation, dif1 and dif2 as input objects. 
31. Check the option ‘Keep interior boundaries’. 
Building all Objects 
32.  Click Build All Objects 
MATERIALS 
1. Go to Materials tab, click Add Material, click Built-In Materials, right click the 
Granite, and select Add to Component 1. Assign Granite to Country Rock Domain. 
2. Go to Materials tab, click Add Material, click Built-In Materials, right click the 
Water, and select Add to Component 1; add missing properties for granite that are listed 
in table 5-2.  
3. Go to Materials tab, click Blank Material, label it as Porous Media and add all 
properties according to table 5-2. Assign Porous Media to Porous Flow Domain. 
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(More material has to be added for Class 2 and Class 3 models accordingly).  
COMPONENT DEFINITIONS 
1. In Model Builder, right click Definitions and select Selections>Explicit. 
2. In Explicit Settings, Label it as Injection Well, select Boundary for ‘Geometric entity 
level’, and select all injection borehole walls, just vertical walls. 
3. In Model Builder, right click Definitions and select Selections>Explicit. 
4. In Explicit Settings, Label it as Production Well, select Boundary for ‘Geometric entity 
level’, and select all production borehole walls, just vertical walls. 
5. In Model Builder, right click Definitions and select Selections>Explicit. 
6. In Explicit Settings, Label it as ‘Inj σ Prod’, select Boundary for ‘Geometric entity 
level’, and select all injection and production borehole walls, just vertical walls. 
7. In Model Builder, right click Definitions and select Selections>Explicit. 
8. In Explicit Settings, Label it as External Boundaries, select Boundary for ‘Geometric 
entity level’, and select all six external walls of modelled country rock block. 
9. In Model Builder, right click Definitions and select Selections>Explicit. 
10. In Explicit Settings, Label it as Internal Boundaries, select Boundary for ‘Geometric 
entity level’, and select all six walls of modelled porous rock block. 
11. In Model Builder, right click Definitions and select Selections>Explicit. 
12. In Explicit Settings, Label it as ‘External σ Inj’, select Boundary for ‘Geometric entity 
level’, and select all six external walls of modelled porous rock block and all injection 
walls, just vertical walls. 
13. In Model Builder, right click Definitions and select Probes>Domain Probe. 
14. In Domain Probe Settings, enter Label as ‘Prod Temp Prob’ and variable name as 
‘bnd1’, select Production Well under Source Selection. 
15. Type ‘T’ for Expression under Expression, it should change the Table and plot unit to K. 
16. In Model Builder, right click Definitions and select Variables. 
17. In Variables Settings, create a variable named as m_flux and in Expression, enter and ‘if’ 
condition as ‘if(bnd1>399[K], *required flux*[kg/s/m^2],*seizure flux*[kg/s/m^2])’ this 




1. In Darcy’s Law Settings, select Porous Flow Domain 
2. Expand Darcy’s Law, under Fluid and Matrix Properties Settings, expand Model 
inputs, and select Water for Fluid Properties, and Domain material for Matrix Properties. 
3. Right click Darcy’s Law, select Pressure and label it as Outlet Pressure. 
4. In Pressure Settings, select Production Well under Domain Selection, and enter prod_p 
for pressure. 
5. Right click Darcy’s Law, select Mass Flux and label it as Inlet Mass Flux. 
6. In Mass Flux Settings, enter label as Inlet Mass Flux, select Injection Well under 
Boundary Selection, and enter m_flux under Inward Mass Flux. 
HEAT TRANSFR IN POROUS MEDIA 
1. In Heat Transfer in Porous Media Settings, select both Porous Flow Domain and 
Country Rock Domain. 
2. Under Physical Model, check Heat Transfer in Porous Media. 
3. Expand Heat Transfer in Porous Media. 
4. In Heat Transfer in Porous Media 1, select Water as Fluid Material and Fluid Type, 
and Domain Material for Immobile Solids. 
5. In Initial Values 1, enter “res_tmin+(res_tmax-res_tmin)*(4000+z)[m^-1]/(-2500)” for 
Temperature. 
6. Right click Heat Transfer in Porous Media and select Temperature boundary condition. 
7. In Temperature Settings, enter label as Injection Temperature, select Injection Well 
under Boundary Selection and enter inj_t for Temperature. 
8. Right click Heat Transfer in Porous Media and select Temperature boundary condition. 
9. In Temperature Settings, enter label as Temperature Gradient, select External Boundary 
under Boundary Selection and enter “res_tmin+(res_tmax-res_tmin)*(4000+z)[m^-1]/(-
2500)” for Temperature. 
10. Right click Heat Transfer in Porous Media and select Outflow boundary condition. 
11. In Outflow Settings, enter label as Heat Outflow, select Production Well under 
Boundary Selection. 
12. Right click Heat Transfer in Porous Media and select Heat Transfer in Solids. 
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13. In Heat Transfer in Solids Settings, and select only Country Rock Domain under Domain 
Selection. 
SOLID MECHANICS 
1. In Solid Mechanics, select both domains Porous Flow Domain and Country Rock 
Domain.  
2. Expand Solid Mechanics, right click Linear Elastic Material 1, and select External 
Stress. 
(Simulation has to be run twice, one with external Stresses to get redistributed stresses 
and one without External stresses just to get Thermal Stresses. 
3. In External Stress Settings, select Stress tensor (Spatial) under Stress input and enter “-
stress” and select Isotropic for External stress tensor. 
4. In Fixed Constraints, select ‘External N Inj’ under Boundary Selection. 
MULTIPHYSICS 
1. Right click Multiphysics to see available coupling options. 
2. Select Flow Coupling and couple it from Darcy’s Law to Heat Transfer in Porous Media. 
3. Select Temperature Coupling and couple it from Heat Transfer in Porous Media to 
Darcy’s Law, 
4. Select another Temperature Coupling and couple it from Heat Transfer in Porous 
Media to Solid Mechanics. 
5. Select Thermal Expansion and couple it from Heat Transfer in Porous Media to Solid 
Mechanics.  
 MESH 
1. In Mesh Settings, Select ‘Physics-controlled mesh’ under sequence type and ‘Fine’ 
under Element Size. 
2. Click Build All. 
STUDY 
1. Expand Study 1, select Step1μ Time Dependent, under Study Settings, select ‘a’ as Time 
unit and Times as range(0,0.1,100). 
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2. Under Physics and Variables Selection, uncheck Solid Mechanics, make sure Darcy’s 
Law and Heat Transfer in Porous Media are selected. 
3. In Model Builder, right click top most line, usually name of the file, Model 1 - I2P is the 
name in this case. 
4. From the drop down menu, click Add Study, and select a Time Dependent Study. 
5. Expand Study 2, select Step1: Time Dependent, under Study Settings, enter same values 
for Study Settings. 
6. Under Physics and Variables Selection, check only Solid Mechanics. 
7. Under Values of Dependent Variables, select ‘Physics controlled’ for ‘Initial values of 
variables solved for, settings’. 
8. Select ‘User controlled’ for ‘Values for variables not solved for, settings”, select 
‘Solution’ for ‘Method’, select ‘Study 1, Time Dependent’ for ‘Study’, select ‘All’ for 
‘Time’ and select ‘All’ for ‘Sore fields in output, settings’. 
9. Study 1 has to be run only once to establish data base for Solid Mechanics Interface. 
Study has to be run, first, without External Stresses to extract thermal stress data and then 
run with active External Stresses to generate Redistributed Stresses. 
RESULTS 
Data Sets 
1. Expand Results, right click Data Set and select Cut Plane. 
2. In Cut Plane Settings, enter Label as ZX Plane Study 1, select ‘Study 1/Solution 1’ under 
Data set, ‘Quick’ under Plane type, ‘ZX-Planes’ under ‘Plane’ and enter ‘1η00’ for Y-
coordinate. 
3. Make a similar Plane with Label ZX Plane Study 2, for study 2. 
4. Right click Data Set and select Cut Line 3D. 
5. Label the Line as HZ Line BHs Study 1, select ‘Study 1/ Solution 1 under Data set, and 
provide coordinates as 0, 1500, and -5250 for first point and 3000, 1500, and -5250 for 
second point. 
6. Make another line for Study 2 with label as Hz Line BHs Study 2. 
7. Right click Data Set and select Cut Line 3D. 
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8. Label the Line as Vr Line IBH Study 1, select ‘Study 1/ Solution 1 under Data set, and 
provide coordinates as 1250, 1500, and -4000 for first point and 1250, 1500, and -6500 
for second point. 
9. Make another line for Study 2 with label as Vr Line IBH Study 2. 
 
Derived Values 
10. Probe added in the definition section automatically adds a derived value node for probe 
plot data. 
11. Right click Derived Values, select Average>Surface Average. 
12. In Surface Averages Settings, Label as ‘σet Heat Recovered’, select ‘Study1/Solution 1’ 
under ‘Data set’ and ‘All’ under ‘Time selection’. 
13. Select ‘Production Well’ under selection. 
14. Click Evaluate. 
Tables 
15. There will automatically be a table for Production Temperature Probe and Net Heat 
Recovered, just label these accordingly. 
3D Plots 
16. Right click results and select 3D Plot Group. 
17. In 3D Plot Group Settings, label it as Flows, select ‘Study 1/Solution 1’ under ‘Data set’, 
and select required time interval. 
18. Right click Flow and select Arrow Volume. 
19. In Arrow Volume Settings, enter dl.u, dl.v, and dl.w for x, y, and z components. 
20. Right click results and select 3D Plot Group. 
21. In 3D Plot Group Settings, label it as Displacement, select ‘Study 1/Solution 1’ under 
‘Data set’, and select required time interval. 
22. Right click Flow and select Slice. 
23. In Slice Settings, enter solid.disp for expression. 
1D Plot (Regime Temperatures) 
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24. Right click results and select 1D Plot Group 
25. In 1D Plot Group Settings, label it as Regime Temperatures, select ‘Study 1/Solution 1’ 
under ‘Data set’, and select required time interval. 
26. Right click Regime Temperatures, select Line Graph. 
27. In Line Graph Settings, lable it as Temp Hz Line BHs, select Hz Line BHs Study 1 for 
Data set and enter 5, 25, 42, 50, 75, 100 under Times. 
28. Enter T under Expression.  
29. Click Plot 
30. Right click Regime Temperatures, select Line Graph. 
31. In Line Graph Settings, lable it as Temp Vr Line IBH, select Vr Line IBH Study 1 for 
Data set and enter 5, 25, 42, 50, 75, 100 under Times. 
32. Enter T under Expression.  
33. Click Plot 
1D Plot (Stress Graph) 
34. Right click results and select 1D Plot Group 
35. In 1D Plot Group Settings, label it as Stresses, select ‘Study 2/Solution 2’ under ‘Data 
set’, and select required time interval. 
36. Right click Stresses, select Line Graph. 
37. In Line Graph Settings, lable it as Stress Hz Line BHs, select Hz Line BHs Study 2 for 
Data set and enter 5, 25, 42, 50, 75, 100 under Times. 
38. Enter solid.sp1 under Expression.  
39. Click Plot 
40. Right click Stresses, select Line Graph. 
41. In Line Graph Settings, lable it as Stress Vr Line IBH, select Vr Line IBH Study 2 for 
Data set and enter 5, 25, 42, 50, 75, 100 under Times. 
42. Enter solid.sp1 under Expression.  
43. Click Plot 
(These plots have to be exported twice each for thermal stresses and redistributed 
stresses). 
1D Plot (Probe Plot and Net Heat Recovered) 
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44. Right click results and select 1D Plot Group 
45. In 1D Plot Group Settings, label it as Probe Plot and σet Heat Recovered, select ‘σone’ 
under ‘Data set’. 
46. Right click Probe Plot and Net Heat Recovered, select Table Graph. 
47. In Table Graph Settings, Label as Prod Temp Probe, recall the relevant table under Table. 
48. Click Plot 
49. Right click Probe Plot and Net Heat Recovered, select Table Graph. 
50. In Table Graph Settings, Label as Net Heat Recovered, recall the relevant table under 
Table. 
51. Click Plot 
Export  
52. Any of the above mentioned plots that are required to be exported, simply right click the 
plot and select Add Plot Data to Export. 
53. To export a 3D image, right click export, select 3D image and recall the relevant export 
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