Cell-free massive multiple-input multiple-output (MIMO) is a promising cellular network. In this network, a large number of distributed and multi-antenna access points (APs) jointly serve many singleantenna users using the same time-frequency resource. Consequently, it possibly provides a uniform service experience to users regardless of the users' locations by eliminating interference at cell boundaries via user-centric joint transmission. This joint transmission, however, requires extremely high signaling overheads for data sharing via backhaul links and causes a high network-wide power consumption. To resolve these problems, in this paper, we present a novel joint transmission method, which is referred to as sparse joint transmission (sparse-JT), for cell-free massive MIMO networks with finite backhaul capacity constraints. Sparse-JT jointly identifies the user-centric cooperative APs sets, precoding vectors for beamforming and compression, and power allocation that maximizes a lower bound of the sum spectral efficiency under the constraint that a total number of active APs per the joint transmission is sparse. The proposed algorithm guarantees to identify a local-optimal solution for a relaxed sum spectral maximization problem. By simulations, we show that sparse-JT achieves higher ergodic spectral efficiencies than those attained by multi-cell zero-forcing precoding with the user-centric AP clustering algorithm in all system configurations.
cellular architectures to achieve high energy and spectral efficiency by attaining both base station (BS) densification and cooperation gains. Recently, cell-free massive MIMO -a rename of network MIMO and C-RAN -has shown to possibly achieve enhanced spectral efficiency gains by simple precoding using local channel state information (CSI) thanks to channel hardening effects [9] , [13] . Cell-free massive MIMO consists of densely deployed access points (APs) equipped with multi-antenna, which are connected to a completely centralized unit (CU) via high-speed backhaul links. By performing the full AP cooperation, it jointly serves many users in the network. When the network size becomes large, the amount of signaling overheads for data sharing and the power consumption by both the transmission of active APs and the backhaul communications tremendously increase. Consequently, it is essential to understand a fundamental trade-off between the downlink sum spectral efficiency and the amount of signaling overheads for joint transmission. For example, from the viewpoint of users, it is better to receive the downlink signals from all APs to increase data rates. Whereas, from the network perspective, the use of all APs considerably increases the associated signaling overheads for joint transmission. In particular, when the number of users is much smaller than the total number of APs in the network, the use of sparsely chosen APs would be sufficient for joint transmission, while it considerably reduces the overheads.
Sparse AP cooperation facilitates to scale cell-free massive MIMO network size because it significantly diminishes the signaling overheads for joint transmission. Unfortunately, finding the jointly optimal solution for the sparsely chosen cooperative AP sets and precoding vectors that maximize the downlink sum spectral efficiency is NP-hard, even under ideal CSI at the transmitter (CSIT) and infinite capacity of backhaul links assumptions. Considering the practical constraints of a finite-rate capacity of backhaul links and imperfect CSIT, finding a local-optimal solution for the sum spectral efficiency maximization problem is highly non-trivial. In this paper, inspired by a sparse principal component analysis (sparse-PCA) problem, we devote to solve this non-trivial optimization problem. Specifically, under limited knowledge of CSIT and backhaul capacity, we propose a sparse joint transmission algorithm. The proposed algorithm finds a joint solution for the set of preferable APs per user, the transmit power, and the precoding vectors that maximize the downlink sum spectral efficiency when a total number of active APs is fixed.
A. Related Works
The joint transmission design problems under the constraint of sparse active APs have been tackled in the context of C-RANs [14] - [18] . The common approach was to design the networkwide sparse precoding vector to minimize a total number of active APs (equivalently networkwide power consumption) under a set of user rate constraints [14] - [18] . Specifically, a novel group-sparse beamforming framework has been proposed in [14] , in which the weighted 1 and 2 -norm minimization approaches are taken to promote the group sparsity using a successive convex approximation technique. Similar to this, in [15] , an efficient group-sparse beamforming algorithm has been presented by using the reweighted 1 minimization [19] . In [17] , a two-stage algorithm has been presented, in which the set of active APs is initially identified in a usercentric manner, and designs joint precoding vectors for the chosen AP set to mitigate the interuser interference. The limitation of the aforementioned studies is that it is unclear how the sum spectral efficiency behaves as the number of active APs becomes sparse in the network. There is prior work that proposed the sparse-beamforming algorithm to maximize the sum spectral efficiency under the constraint that the number of active APs is sparse [18] . This algorithm uses both the generalized weighted minimum mean squares error (MMSE) technique in [20] and the reweighted 1 minimization method [19] to find the beamforming solution. Nevertheless, the computational complexity to implement this algorithm in [18] is the order of O (K LN) 3.5 per iteration, where K, L, and N are the number of users, APs, and the number of antennas per AP, respectively; thereby, it is limited to apply for a large size of cell-free massive MIMO. Besides, this algorithm have been proposed under the ideal assumptions for perfect CSIT.
Meanwhile, the assumption of infinite backhaul capacity in a large size cell-free massive MIMO is unrealistic in practice. In uplink scenarios, the effects of the limited capacity of backhaul links between the APs to a CU have been analyzed in the context of distributed antenna systems [21] , [22] . In [23] , when using finite-resolution ADCs for quantization in uplink C-RAN, adaptive bit allocation algorithms have been proposed in a mixed ADC setting to increase energy efficiency. In the context of cell-free massive MIMO, an achievable spectral efficiency has been characterized when using maximum ratio combining (MRC) [24] and zero-forcing (ZF) receive beamforming [25] . There is, however, a paucity of literature on the design of downlink joint transmission under a limited capacity constraint of backhaul links between the APs to a CU [26] .
Unlike the uplink case, CU should compress the transmit data for joint transmission to meet a finite-rate backhaul capacity constraint, while minimizing the quantization noise effect. For instance, a joint precoding and compression algorithm has been proposed in [26] . The core idea of [26] is to exploit correlation among the transmit signals sent by different APs to dwindle the quantization noise level efficiently. Using this idea, a majorization-minimization (MM) algorithm has been used to solve the weighted sum spectral efficiency maximization problem under the limited backhaul capacity constraints. These prior works, however, do not take into account the constraint of sparse active APs for joint transmission.
B. Contributions
The main contributions of this paper are summarized as follows.
• We first characterize a lower bound of a downlink sum spectral efficiency for a cell-free massive MIMO network with limited backhaul capacity when using imperfect CSIT. Using the notion of generalized mutual information [27] - [30] , we derive a lower bound expression for the sum spectral efficiency as a function of the effective covariance matrices of channel estimation and quantization errors.
• We propose a unified optimization framework that finds the network-wide sparse precoding vector to maximize the lower bound of sum spectral efficiency. The central idea is to convert the sum spectral efficiency maximization problem under the sparsely cooperative APs constraint into a tractable non-convex optimization. The tractable non-convex optimization is the form of maximizing the product of Rayleigh quotients under sparely active AP constraints.
This formulation can be regarded as a generalized sparse principal component analysis (sparse-PCA) problem. By relaxing the sparse active AP constraint into a non-convex function, we formulate a unified non-convex optimization problem that finds the networkwide sparse precoding vector while reducing the quantization errors (i.e., compression) to maximize the spectral efficiency.
• We derive the local optimality conditions for the reformulated non-convex optimization problem. To accomplish this, we characterize the first-and the second-order necessary conditions for the local optimality. In particular, we derive a condition in a closed-form to verify that a saddle point can be a local optimum.
• Using the derived optimality conditions, we present a sparse joint transmission algorithm that jointly identifies a set of active APs, the precoding vectors (for beamforming and compression), and the allocated power per AP. The sparse joint transmission algorithm grantees to find a local-optimal solution for the reformulated non-convex optimization problem. Besides, the computational complexity of the proposed algorithm increases linearly with the number of downlink users and quadratically with both the number of APs L and the antennas per AP N. This complexity implies that the proposed algorithm is scalable to a large size cell-free massive MIMO network. Moreover, it can be taken into account the effects of channel estimation and quantization errors by changing the covariance matrices of them based upon the channel estimation and quantization schemes.
• By simulations, we demonstrate that the proposed sparse joint transmission algorithm considerably outperforms the existing user-centric AP clustering schemes with ZF precoding. 6 
II. SYSTEM MODEL
We consider a cell-free massive MIMO network in which L APs each equipped with N antennas can jointly send downlink signals to K single-antenna users. We assume that L APs are connected to a CU via backhaul links, each with a finite-capacity of C bits/sec/Hz.
A. Imperfect Downlink CSIT Acquisition
We present imperfect downlink CSIT acquisition model. Let h ,k = h 1 ,k , . . . , h N ,k be the downlink channel vector from the th AP to the kth user. This channel vector is modeled as
where β ,k and g ,k ∈ C N×1 are a large-scale fading coefficient and a small-scale fading vector, respectively. The distribution of g ,k is assumed to be the complex Gaussian, i.e., g ,k ∼ CN 0, R ,k , where R ,k = E g ,k g H ,k ∈ C N×N is the spatial covariance matrix of the channel. MMSE channel estimation: Thanks to channel reciprocity, the th AP estimates downlink channel h ,k by estimating the uplink channel vector h H ,k . Under the premise that each user sends orthogonal pilot sequences with length τ > K, the minimum mean square error (MMSE) estimation of h ,k , i.e.,h ,k = h 1 ,k , . . . ,h N ,k , is given bỹ
where e ,k = e 1 ,k , . . . , e N ,k is the estimation error vector. Under Gaussian noise, e ,k is distributed as zero-mean Gaussian with covariance matrix Φ ,k = E e ,k e H ,k ∈ C N×N , and it is statistically independent ofh ,k . Let p ul be the uplink pilot transmission power. Then, as in [31] , [32] , the channel estimation error covariance matrix is given as a function of spatial covariance matrix R ,k , large-scale fading coefficient β ,k , pilot length τ, and pilot transmission power p ul , i.e.,
Considering the pilot contamination effect in [31] , [32] , one can use different covariance matrices for the channel estimation error. 
B. Downlink Transmission with Limited Backhaul Capacity
Thanks to the channel reciprocity, CU has access to imperfect CSIT. Using this downlink channel knowledge, CU performs joint precoding for downlink data symbols. Then, the precoded signals are compressed via a quantization procedure to meet the backhaul capacity constraint.
Linear precoding: Let s k and f ,k be a downlink transmit symbol to user k and the linear precoding vector being used at the th AP to deliver s k . Assuming that s k is drawn from a complex Gaussian codebook with the average power P = E |s k | 2 , the precoded complex downlink signal of the th AP is
where the precoding vectors should satisfy K k=1 f ,k
Precoded signal quantization:
The precoded signal x is quantized using a simple uniform scalar (element-wise) quantizer with B bits resolution. Then, it is sent to the th AP via a finite rate backhaul link C bits per channel use. We assume that the precoded signal quantization performs independently across different antennas per AP x n and x m for n m. This independent quantization method ignores the correlation among the quantization noises across antennas and APs; thereby, it is a suboptimal compression strategy compared to an ideal vector quantizer considered in [26] , [33] . Nevertheless, we shall focus on this quantization technique due to its practical relevance.
Using standard rate-distortion theory [34] - [36] , we model the quantization process for the signal of the nth antenna at the th AP asx
where q n is the quantization noise of x n which is assumed to be the complex Gaussian with zero-mean and variance E[|q n | 2 ] = σ 2 q n , i.e., q n ∼ CN 0, σ 2 q n . When using the uniform scalar quantizer with B > 6 bits, it has shown in [34] , [36] that the quantization noise variance is tightly approximated as
Therefore, x 1 , . . . ,x N quantized signals, each with 2B bits, are reliably delivered from CU to the th AP with the rate of
Assuming the equal quantization bit allocation strategy per antenna, CP requires to select the maximum number of quantization bits B to minimize σ 2 q n , while ensuring the backhaul capacity constraint of N log 2 1 + 2 π √ 3 2 2B ≤ C . This condition leads to the choice of
where x is the floor function. Let q = q 1 , . . . , q N T . Ignoring the correlation effect of the quantization noises, the covariance matrix becomes EH = Q diag σ 2 q 1 , . . . , σ 2 q N . The special choice of the quantization bits B in (8) allows us to satisfy the backhaul capacity constraints regardless of precoding strategies. This approach differs from the prior works in [37] , in which the precoding vectors are optimized under finite-rate backhaul capacity constraints when σ 2 q n is arbitrarily given. Leveraging the relationship between σ 2 q n and B in (6), we are able to remove the backhaul constraints in the precoding design problem. Instead, to dwindle the quantization noise power, it is required to minimize K k=1 | f n ,k | 2 for each n ∈ [N] and ∈ [L].
To explicitly represent σ 2 q n as a function of precoding vectors, we let F = [f ,1 , f ,2 , . . . , f ,K ] ∈ C N×K be the precoding matrix being applied to the th AP. Then, the covariance matrix for the quantization noise in a compact form is given by
Achievable spectral efficiency: The received signal of the kth user is
where z k is the noise signal of the kth user, which is distributed as CN (0, σ 2 ). Then, the achievable spectral efficiency of the kth user is
where the signal-to-interference-plus-noise ratio (SINR) of the kth user is given by
III. PROBLEM FORMULATION
This section devotes to formulate a sum spectral efficiency maximization problem under a sparse active AP constraint and incomplete CSIT assumption. To accomplish this, we first derive a lower bound of the sum spectral efficiency when CSIT is incomplete. Then, we formulate the spare precoding optimization problem that maximizes the lower bound under the sparsely active AP constraint.
A. A Lower Bound of the Sum Spectral Efficiency
We characterize a lower bound of the sum spectral efficiency when CU has incomplete CSIT.
Since h ,k =h ,k + e ,k in (2), the received signal of the kth user in (10) is equivalently rewritten as
wherez k is the effective noise term, i.e.,
Unfortunately, the effective noisez k is non-Gaussian because the product of two Gaussian random variables s i and e ,i are not Gaussian. Leveraging the generalized mutual information [27] - [30] , in which the non-Gaussian noise is treated as the Gaussian noise with the moment matching, we characterize a lower bound of the spectral efficiency. We denote the variance ofz k bỹ
. Using the fact that e ,k and q are uncorrelated,σ 2 k is computed as
As a result, a lower bound of the sum spectral efficiency when using imperfect CSIT is
B. Sparsely Active AP Constraint
We consider a sparse joint transmission. Let S be the maximum number of active APs in each time slot, which is assumed to be smaller than a total number of APs L, i.e., S < L. We also define an index set of active APs as
0. Using this relation, to perform the sparse joint transmission, we need to design the precoding vectors to satisfy the following group-sparsity condition:
where 1 C is an indicator function such that 1 C = 1 if an event C is true and 1 C = 0 otherwise.
Using the derived lower bound of the sum spectral efficiency in (16) , our optimization task is to identify precoding vectors f 1,1 , . . . , f L,K to maximize the sum of the lower bounds under the group-sparse constraint in (18) . This optimization problem is formally formulated as arg max
subject to
where the L inequalities in (20) correspond to the sum-power constraint per AP. Obtaining the global optimal solution for this optimization problem even without considering the groupsparsity constraint is infeasible, because the objective function is non-convex. The group-sparsity constraint makes the problem more complicated. Since there are L S possible AP selection methods satisfying the group-sparsity constraint, finding the optimal active set of APs is a combinatorial optimization problem.
C. Reformation to a Generalized Sparse-PCA Problem
We first explain how the optimization problem in (21) can be reformulated in a generalized sparse-PCA problem. The key idea is that by representing the optimization variables (the precoding vectors) into a high dimensional space, we reformulate the sum spectral maximization problem into a product of Rayleigh quotients. To accomplish this, we letĥ k ∈ C LN×1 and f k ∈ C LN×1 be the aggregated channel and the beamforming vector for the kth downlink user from all the APs, i.e.,h
respectively. Using these notations, the received signal of the kth user in (10) is written in a compact form as
where the effective noisez k in (14) simplifies tõ 
We also define a permutation matrix M ∈ C LNK×LNK such that
with the rearranged network-wide precoding vector
In addition, we also defineQ k as the covariance matrix of the quantization noise received user k in a quadratic form, i.e.,f HQ kf = L =1h H ,k Q (F , B )h ,k . Using both (6) and (26), we identifȳ Q k as
Applying these network-wide precoding vectors into the simplified signal models in (22) and (23), we rewrite the total received signal power in a compact quadratic form using the
where Q = diag (Q 1 , . . . , Q L ), Tr(·) is matrix trace operation, and A k is a positive semi-definite block diagonal matrix defined as
Applying the same principle to (28) , we rewrite the denominator term in (19) into a quadratic form as
where B k ∈ C LNK×LNK is constructed by subtracting the kth sub-block matrix from A k , i.e.,
As a result, by plugging both (28) and (30) in (19), we characterize the lower bound of the sum spectral efficiency in terms of an unified large-scale optimization parameters, i.e., the network-
It is worth to noting that since log function is concave, maximizing the sum spectral efficiency is equivalent to maximize the product of K Rayleigh quotients. In addition, the sum spectral efficiency is invariant to scale of any real value α ∈ R on f, i.e,.
Using this fact, we relax the individual transmission power constraint K k=1 f ,k 
To shed further light on the significance of the reformulation in (34) , it is instructive to consider some special cases.
Case 1 (For the single-user scenario): The most basic special case is the one in which the number of downlink user is one, i.e., K = 1. In this case, the network-wide sparse precoding design problem reduces to arg max
This optimization problem is identical to a sparse-PCA problem with the block-wise sparsity constraint. [38] .
Case 2 (No sparse precoding and infinite-backhaul capacity): Suppose the case in which
no group-sparsity constraint is imposed. In addition, suppose the backhaul capacity is infinite, i.e., no quantization noise case. In this case, the optimization problem in (34) boils down to the sum spectral efficiency maximization problem for multi-user beamforming in a massive multiantenna system as in our prior works [39] , [40] . Therefore, this work is a generalization of the coordinated beamforming [40] by taking into account more practical constraints for cell-free massive MIMO.
D. Tractable Relaxation for Group-Sparsity Constraint
Unfortunately, the reformulated optimization problem (34) is still combinatorial optimization problem, because of the group sparsity constraint. In this section, we take a non-convex approach to relax the group-sparse constraint in a tractable quadratic form. From [41] , it has shown that the indicator function for event {|x| > 0} can be equivalently represented using the limiting value of log 2 (1+|x|/ ) log 2 (1+1/ ) , i.e.,
Using this limiting value, for sufficiently small , it is possible to make an approximation for the group-sparsity constraint as
where µ = 1/log 2 (1 + −1 ). Using the network-wide precoding vector f ∈ C LNK×1 , this approximation for the group-sparsity constraint is written as a quadratic form, i.e.,
where C ∈ C LNK×LNK is a positive semi-definite matrix with a block diagonal structure defined as
Using this non-convex approximation technique, the sum spectral efficiency maximization problem in (34) is rewritten in the following relaxed optimization problem:
Notice that the relaxed group-sparsity constraint is still a non-convex function with respective to f. Nevertheless, this relaxation is a tractable form for our optimization framework, which will be explained in the next subsection.
IV. LOCAL OPTIMALITY CONDITIONS
This section devotes to derive local optimality conditions for the relaxed sum spectral maximization problem defined in (41) . To establish the local optimality, we need to derive the firstand the second-order optimality conditions.
Any stationary point f ∈ C LNK×1 for problem in (41) is an eigenvector of the following functional generalized eigenvalue problem:Ā
whereĀ
In addition, the Lagrange multiplier λ is chosen so that f satisfies
Proof: See Appendix A.
Theorem 1 implies that one can find a stationary point of the non-convex optimization problem in (41) by solving the functional generalized eigenvalue problem. In particular, the objective function normalized by the sparsity level, i.e., γ(f, λ)
can be interpreted as an eigenvalue for the functional generalized eigenvalue problem. Since both
matrices are full-rank with probability one, there are LNK distinct eigenvectors, i.e., stationary points, each with different objective function value. This fact allows us to roughly visualize the global landscape of this non-convex function. Since we need to maximize γ(f, λ), the eigenvector corresponding to the maximum eigenvalue can be globally optimal solution. Finding the maximum eigenvector, however, is a very challenging task over all possible f ∈ C LNK×1 and λ ∈ C. Instead, we find a local optimal solution that satisfies the first-order condition in Theorem 1 and the following second-order condition.
Theorem 2. (The second-order necessary condition) Let f and λ be the solution and the
Lagrangian multiplier that satisfy the condition derived in Theorem 1. This stationary point is a local-optimal solution, provided that
where ρ min (A) and ρ max (A) are the minimum and maximum eigenvalue of the matrix A.
Proof: See Appendix B.
Theorem 2 implies that to have a direction of strictly negative curvature at the saddle point 2 . This condition allows us to guarantee that the saddle point f becomes the local optimal point for the non-convex optimization problem.
The maximum and the minimum eigenvalues can be computed using both power and inverse power iteration algorithms [42] .
V. SPARSE JOINT TRANSMISSION
In this section, we present a sparse joint transmission (sparse-JT) technique that jointly identifies a set of active APs, precoding vectors, and transmission power.
Using both Theorem 1 and Theorem 2, we establish the local-optimality conditions for the network-wide precoding vector f. To obtain such f, however, we need to solve a large-dimensional nonlinear system of equations. As a result, it is essential to design an algorithm that finds the local-optimal solution in a computationally efficient manner. By generalizing the method in [40] , we propose a computationally efficient algorithm to find the local-optimal solution.
In the tth iteration, using the previously identified sparse precoding vector f (t−1) and the Lagrange multiplier λ (n) , we construct the functional matricesĀ f (t−1) andB f (t−1) , λ (n) . Then, using the power iteration algorithm, we update the sparse precoding vector such that
until it converge on a the maximum eigenvector within a sufficiently small positive value , i.e., f (t−1) − f (t) 2 ≤ . Using this convergent solution f (t) , the algorithm checks whether it satisfies the group-sparsity condition:
If the group-sparsity condition is satisfied, the algorithm moves to next step. Otherwise, it updates the Lagrangian multiplier to control the level of sparsity. When the solution meets the first-order optimality condition, by leveraging Theorem 2, the algorithm checks the second-order optimality condition, i.e., local-optimality condition (LOC) in Algorithm 1. This is performed by computing the maximum and the minimum eigenvalues of the matrices defined in (44). If the condition for the local optimality holds and the value for γ(f (t) , λ n ) is larger than the previously updated one γ , then the algorithm ends the iterations. Otherwise, the parameters are reinitialized to find the local-optimal solution. In the last step, we normalize the sparse precoding vector to ensure the sum power constraint per AP as √
The proposed algorithm is summarized in Algorithm 1.
Remark 1 (Convergence of local-optimal solution): Using system-level simulations, we empirically investigate the convergence speed for the proposed algorithm. We observe that the obtained solution at j = 1 in Algorithm 1 is local-optimal in almost all cases (100% in our simulations). The main reason for this is that the ZF precoding solution is a sufficiently good initial solution when N L >> K thanks to the channel hardening effects [9] , [13] .
Remark 2 (Computational complexity):
The proposed sparse-JT algorithm provides a significant gain in terms of the computational complexity compared to the conventional sum spectral maximization algorithm [18] , which requires O (K LN) 3.5 J . SinceB f (t−1) , λ (n) is a block diagonal matrix, we can perform the matrix inversion in a block-wise manner. In addition, each sub-block matrix ofB f (t−1) , λ (n) is the sum of rank-one matrices. We apply the matrix inversion lemma successively when computing the matrix inversion for B f (t−1) , λ (n) −1
. See the details for the computational complexity analysis in our companion paper [40] . As a result, the proposed Algorithm 1: SPARSE JOINT TRANSMISSION ALGORITHM.
Initialization: n = t = j = LOC = 0, f (0) = ZF, f (−1) = 0, λ (0) , and 
This reformulated objective function is identical to the Lagrangian function of the original optimization problem when the Lagrangian multiplier is fixed as λ. As a result, we are able to obtain the local-optimal solution using the algorithm in Table ? ? by ignoring Step 3, which controls the Lagrangian multiplier to meet a particular sparse active AP number constraint. One benefit of this approach is to make the convergence faster than the original one, while it does not guarantee a specific number of active APs. By controlling λ empirically, however, we can adjust a particular number of active APs as a function of the system parameters L, N, and K.
VI. SIMULATIONS RESULTS
In this section, we provide system-level simulation results to compare the performance of the proposed sparse-JT with those of the existing transmit precoding schemes. The topology and simulation parameters are summarized in Table I . Fig. 3 To fairly compare with the proposed method, we consider the following existing AP clustering and precoding methods:
• AP-centric clustering with zero-forcing beamforming (ACC-ZF): This scheme first selects a set of active APs with the S most significant aggregated channel gains from all users.
Then, the conventional ZF precoding is applied using the selected AP set. ACC-ZF with water-filling is a modification of the ACC-ZF by incorporating a water-filling solution for power control.
• User-centric clustering with zero-forcing beamforming (UCC-ZF): In this method, a set of active APs is chosen from the user perspective. Specifically, each user selects the U best APs that provide the highest channel gain to construct a subset of active APs associated with it. Then, by taking the union of these subsets, the active AP set is determined. Once the active APs are given, the conventional ZF beamforming is applied. UCC-ZF with water-filling is a modification of the UCC-ZF by adopting a water-filling solution for power control.
• A modified GPI method: the network-wide precoding vector obtained from the conventional GPI [40] is projected to satisfy the group-sparsity constraint. After obtaining the beamforming matrix by GPI algorithm, we choose the best f ,1:K , ( ∈ L) with the enormous power where the cardinality of the selected APs set is equal to S and the other sub-vectors are set to be zeros.
A. How Many Active APs are Needed? on B , the proposed sparse-JT constructs the network-wide sparse precoding vector that keeps a proper balance between the quantization noise power reduction (compression) and the inter-user interference power minimization (beamforming) to maximize the sum spectral efficiency. for different JT schemes. In this simulation, we assume that the active AP ratio is 33% (i.e., 10 APs are active). As can be seen in Fig. 6 , the proposed sparse-JT exhibits the considerable peruser spectral efficiency gains compared to the existing JT strategies, especially in the high-user rate regime. In the fifth-percentile user rate, however, the UCC-ZF outperforms the proposed sparse-JT. This is because the sparse-JT performs water-filling-like power control with precoding;
C. Per-User Spectral Efficiency Distributions
the users with bad-channel conditions are not served. To improve the fairness of the rate distributions, we need to modify the proposed sparse-JT algorithm by maximizing the weighted Proof. We commence by defining the Lagrange function:
where λ is the Lagrange multiplier. To find a stationary point, we take the partial derivatives of L(f, λ) with respective to f and λ and set to them zero. Let f (f) = K k=1 f H A k f, g(f) = 
Rearranging the condition (49), we obtain
We also take the partial derivatives of L(f, λ) with respective to λ and set to them zero.
The condition in (51) simplifies to
This completes the proof.
B. Proof for Theorem 2
Proof. To prove the local-optimality claim, it is sufficient to show that the extended Hessian matrix considering constraint sets at a stationary point is negative definite. To accomplish this, we first derive the extended Hessian matrix evaluated at an arbitrary point f ∈ C LNK×1 , which is given by 28 By plugging a stationary point f and λ obtained from Theorem 1 into (54), it follows that
In (57), the terms in first line 2γ(f , λ)
zero from the result of Theorem 1. As a result, the extended Hessian matrix simplifies to
(58)
In (58), the first term γ(f , λ ) is a positive scalar value and all the remaining terms are the summation of positive-definite matrices due to the fact that A i , B i , and C i are Hermitian matrices for all i ∈ {1, . . . , K }. It means that if the minimum eigenvalue of K i=1
A i f (f )
, then the Hessian matrix
f H γ(f , λ) is sufficient to be a negative-definite matrix. This completes the proof.
