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TO PROFESSOR L. SARI0 ON THE OCCASION OF HIS RETIREMENT 
The notion of nil derivations is a generalization of the notion of nilpotent 
derivations. The latter, because of its close relation with automorphisms and the 
existence of a Jordan decomposition into semisimple and nilpotent parts for a large 
family of derivations, has received considerable attention recently. For a prime ring 
of characteristic 0, a relation between a nil derivation being inner with the existence 
of nontrivial fixed points of its corresponding automorphism is established. From 
this, a criterion on a being “inner” and induced by a nil element is derived. As an 
application, the result that a nilpotent derivation is induced by a nilpotent element 
in the endomorphism ring End(l,, I,& where I, is certain ideal of R is deduced. 
This is a generalization of some well-known results due to Kharchenko and 
others. 8 1985 Academic Press. Inc. 
Throughout this paper, we assume that R is a prime F-algebra with 1, 
where F is a field of characteristic 0. (The 1 is assumed here to simplify the 
notation. All statements remain true for rings without 1.) A derivation 
13: R -+ R is a linear map such that J(xy) = axy + xay. A map j R -+ R is 
said to be nilpotent if there is a natural number n such that f”(x) = 0 for all 
x E R. The least such number is called the index of nilpotency ofS, denoted 
by n = nil(f). f: R + R is said to be nil if for each x E R there is a number n 
(depending on x) such that f”(x) = 0. The least such number n is called the 
index of nilpotency off with respect to x, denoted by nil(f, x). f is said to 
be 2-sided nil if for each x E R there is an n such that x(f”y) = 0 =fnx for 
all y E R. Clearly a nilpotent derivation is nil, but not vice versa. The latter 
can be seen from the following example: Consider RCA'], the algebra of 
polynomials over a ring R. Let 8 be ordinary derivation: 8(X”) = KY - I. It 
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is routine to see that 8 is nil but not nilpotent. Further examples of this and 
others will be given at the end of this paper. 
Any nonzero ideal Z can be considered as a right R-module I,. The ring 
E(Z) = End(Z,, ZR) of right module homomorphisms is a prime ring. 
Moreover, it is commutative if R is commutative. There are natural embed- 
dings R -+ E(Z) -+ Q(R) = lim,, End(J,, RR). This latter is called the 
generalized ring of quotients. It plays an important role in the study of 
algebraic derivations, i.e., derivations satisfying an algebraic polynomial of 
which nilpotent derivations are special cases. One of our aims is to replace 
Q(R) by the more tractable and simpler E(Z), as such we do not have to 
give the exact definition of Q(R). Each derivation a: R + R leaving Z 
invariant can be extended uniquely to a derivation E(8): E(Z) -+ E(Z) by the 
rule: E(a)(f)(x) = a(fx) -f(ax) for f~ E(Z) and x E I. As such, we identify 
8 with E(8) and write 8 in place of E(a) for short. 
Derivation 8 is said to be inner if there is an a~ R such that 
8x = a&(x) = [a, x] = ax - xa for all x E R. It is said to E-inner if there is 
f~ E(Z) such that ~(X)(W) = (ad’)(x)(w) = [fx - xf](w) for all XE R and 
w  E I. Similarly, an automorphism 4: R --+ R is said to be inner if there is an 
a E R such that 4(x) = axa- ’ for all x E R. It is said to be E-inner if there is 
an UEE(Z) such that ~(x)(w)=uxu -‘w for all XE R and all w  E I. The 
notion E-inner is a sharpening of the notion X-inner introduced by 
Kharchenko [4], where Q(R) is used in place of E(Z). 
Kharchenko [3] proves the important result that all algebraic 
derivations are X-inner. This result is sharpened by Chung-Kovacs-Luh 
[l] that all algebraic derivations are induced by an element a E Q(R), 
where u has the form zaie,+n such that (e,} is a set of orthogonal idem- 
potents, n is a nilpotent element orthogonal to each ei and ai’s are certain 
roots of the minimum polynomial satisfied by 8. In case d is a nilpotent 
derivation, the Chung-Kovacs-Luh result says that 8 is induced by a 
nilpotent element in Q(R). This latter result can also be derived, together 
with that of Kharchenko from a result of Martindale and Mier [6] that a 
nilpotent inner derivation is induced by a nilpotent element. All these are 
relatively simple consequences of our main results in this and in a sub- 
sequent paper. 
In this paper on nil derivations, we will sharpen the result on nilpotent 
derivations as a corollary to our main theorem to the form: a nilpotent 
derivation is E-inner; moreover it is induced by a nilpotent element in E(Z) 
for some I. 
In view of the above results on nilpotent derivations, a natural question 
on nil derivations is: must a nil derivation be E-inner? The answer in 
general is No. Consider again the polynomial ring R(X) above. Let 
a(P) = nX’- ’ be the ordinary derivative. As noted, 3 is nil. Moreover, 8 is 
not E-inner, because E(Z) is commutative for any Z and has no nontrivial 
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inner derivation. Our most natural problem, in view of the above example, 
is to characterize the class of nil derivations which are E-inner and induced 
by a nil element. But before we do this, we need another concept. 
A nilpotent derivation 8 induces an automorphism exp a: R + R by the 
relation exp 8 = I,“=, l/n! 8’. This latter is a finite sum because 8 is 
nilpotent. If a is just a nil derivation, the sum may not be finite. However, 
for each XE R, (exp a)(x) = C,“=, P( )/ . x nt is still a finite sum. Thus con- 
sidered as a map R -+ R, exp 8 still makes sense and it can be shown to be 
an automorphism. (Here appears to be the reason that we need to assume 
the characteristic to be 0, because l/n! would not make sense for large n if 
the characteristic is finite.) We also extend the notion of unipotency here, 
i.e., f is unipotent if f - 1 is nil. 
A CRITERION 
Our main result is the following criterion for a nil derivation or its 
induced automorphism exp 8 to be E-inner and induced by a “nice” 
element. 
THEOREM. Let a he a nil derivation on a prime ring of characteristic 0. 
Then the ,following are equivalent: 
(1) there is a nonzero ideal I of R such that 8 is E-inner for E = E(I) 
and 8 is induced by a 2-sided nil element in E(I); 
(2) there is a nonzero ideal I of R such that exp 8 is E-inner for 
E = E(I) and exp 8 is induced by an unipotent element f in E(I) such that f 
has a nonzero ,fixed point. 
(3) There is an element a # 0 in R such that aa = 0 and that aaxa = 0 
for all x E R. 
The interesting point about (1) and (2) is that they relate R and E(Z) as 
well as pointing out the close connection between nil derivations and 
automorphisms, while (3) appears to be technical but it has the nice feature 
that it is entirely in terms of R. Thus (3) may be easier to work with. 
Indeed, it is by verifying (3) that we derive the aforementioned result on 
nilpotent derivations. 
We wil prove the theorem in the order (3) 3 (2) 3 (1) 3 (3). This will be 
broken into three propositions and some of which may be further broken 
up into lemmas. 
PROPOSITION 1. (3)=> (2). 
Proof of Proposition 1. Assume (3). Since & = 0, Z is clearly invariant 
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under 3. Let a E R be a nonzero element such that aa = 0 and U&KU = 0 for 
all x E R. We will construct the desired map in the following way: Let Z be 
the ideal RaR. Define f: I, + I, and g: I, + I, by f(xuy) = ((exp 8) x)(uy) 
and g(xuy) = ((exp V’(X))(UY) f or x, y E R. The above can be extended to 
all of ZR linearly if we can show that they are well defined. To show that 
they are well defined, it suffices to show that they map 0 to 0. We show this 
for f as follows: Let ,.Yxiuyj = 0. Consider f(21xiuyi) = z(exp 8) x;uy,. In 
view of u(exp au) a = uuu for any u E R, we see that for any UE R, 
uuf(Cx, uy,) = uGF(exp f3) xi uyi = Cu exp @(exp 8))’ uxi) uy, = 
&(exp ~))‘ux,uy,= u(exp 8))‘~ C x,uyi= 0. We conclude that f(CxiUy;) 
= 0 by primeness of R. To show that f is unipotent, we need to show that 
f - 1 is nil. A simple induction on n 3 1 will show that if nil(8, x) = n, then 
(,f- 1)” xuy = 0: It is clearly true if n = 1. Suppose it is true for nil(8, x) = n. 
We want to show it true for nil(8, x) = n + 1. Now (f - 1 )n+’ xuy = 
(f - 1)” (f - 1) xay = (f - 1 )‘I C;:; 8x/i! uy which is 0 as nil(8, a’x) < n for 
i> 1. 
Clearly, f ~ ’ = g and fu = a. To complete the proof of (2), we need to 
show that for all u E R, (exp 8) u = fuf -’ as maps: I, -+ I,. This is done as 
follows: ((exp~)u)xuy=(exp~)(u(exp~)~‘x)uy=fugxuy=fuf~’xuy. 
Linearity extends this to all of Z. 
This completes the proof of Proposition 1. 1 
PROPOSITION 2. (2) 3 ( 1). 
Technically, the proof of this is the most complicated of our paper. 
However, the motivation is very natural. Suppose as in (2) exp 8 is an E-in- 
ner automorphism induced by an element f E E(Z) with a nontrivial fixed 
point a E R. After some preliminary properties off and a, and a change in 
the choice of a, we find that the derivation 8 + ud( 1 -,f) is just like 8 itself 
and in some sense smaller than 3. Thus we are able to start a recursion by 
defininga,=a,f,=f:Wethendefinea,+,=a,+ud(l-f,)andf,+,tobe 
the element in E(Z) which induces exp a,,, , . After the sequence (a,, f,} is 
defined, we finally prove that C,“= I (1 - fn) is a well-defined element in 
E(Z) which is 2-sided nil and which induces a. We break this up in a 
sequence of Lemmas. Our first lemma is to collect some basic properties of 
a and J: 
LEMMA 1. (i) fu=f-‘u=u, 
(ii) fxuy = (exp a)(x) uy, Vx, y E R, 
(iii) df =0 on RuR, 
(iv) fa”u = aflu, all n 2 0. 
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Proof of Lemma 1. (i) follows readily from definition off. 
(ii) fxay = fxf -yay = (exp a)(x) ay. 
(iii) af(xay) = a(f(xay)) - f(a(xay)) = a(exp a(x)ay) - f(a(x) 
ay) - fxaay - fxaay - f(xa8y) = a(expa(x))ay + exp a(x) day + 
exp a(x) say - exp 13(8x) ay - exp axday - exp a(x) say = 0 since 8 and 
exp 8 commute. 
(iv) Follows from (i) and (iii). 1 
We may, in view of (iv) of Lemma 1, assume the fixed point a E R is 
chosen so that aa = 0 and Z= RaR for this new a. With this choice of a, we 
can prove Lemma 2 which implies condition (3) in our main theorem. 
Note, this new choice will be fixed throughout the proof of this 
Proposition. 
LEMMA 2. (i) af=af -I =a. 
(ii) aaxa = 0 for all x E R. 
Proof of Lemma 2. (i) Follows by the new choice of a, since 
af-‘=faf~‘=expaa=a. 
(ii) We proceed by induction on nil(a, x). To start the induction, 
suppose nil( d, X) = 1. Clearly a&a = 0 since ax = 0. 
Suppose the Lemma is true for nil(a, x) <n. We want to show it for 
nil( a, x) = n + 1. In view of the fact axa = afxf ~ ‘a = a exp axa = a Ck 3 0 
(akXpd) a, we have a & 3, (akx/k!) a = 0 after cancelling axa from both 
sides. Now by induction hypothesis, we have a(akx/k!) a = 0 for k> 2 
because nil(a, ak- ‘x) is <n. Thus, aaxa = 0 as it is the only remaining term 
in the equation a Ck z l (akx/k!) a = 0. 1 
We next show that f has more desirable properties in Lemma 3. 
LEMMA 3. (i) ad( 1 - f) is a derivation on Z= RaR. 
(ii) 1 - f is 2-sided nil on I. 
(iii) anx=o=qt -,f)“xay=O=xay(l-f)“. 
Proof of Lemma 3. (i) Clearly ad( 1 -f) is a derivation on E(Z). We 
need to show that it maps Z + I. In view off (xay) = exp a(x) ay and 
(xay)f=fW’(xay) f) =f(exp a)-’ (xay) 
=f(expa)-l (x)a(expa)-‘(y)=xa(expa)-l(y), 
we see that f(xay) and (xay) fare both elements of I. Thus ad( 1 -f) maps 
Z -+ Z as required. 
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(ii) Follows from (iii). 
(iii) We proceed by induction on nil(a, x). Suppose nil(8, x) = 1. We 
have ax = 0. Thus (1 - f)’ xuy = 0 by simple inspection. 
Suppose that for nil(8, x) d n, we have (1 -f)” xuy = 0. We will show 
the same is true when nil(a, x) = n + 1. We have the following compu- 
tations: (1 -f)“+’ (xuy) = (1 -f)” (1 -f)(xuy) = (1 -f)” (xuy -fxuy) = 
(1 -f)” Ck a I (@x/k!) uy. This last term is 0 by the induction hypothesis 
and the fact that nil(8, dkx/k!) d n. This proves one side of the conclusion 
of (iii). 
The other side of the conclusion of (iii) follows from a symmetry 
argument with the following observation that xuyf = xu(exp a)-’ y from 
an argument as (i). Now use an analogous argument as before except 
change exp 8 by (exp a)-‘. This completes the proof of (iii) and hence 
Lemma 3. 1 
We next define the derivation a* = a + ad( 1 -f). This is a derivation 
from I-+ I. This is the construction that enables us to define the desired 
sequence (a,, f,) later. The next Lemma tells us the basic properties of a*. 
LEMMA 4. For all w  E I, the following are true: 
(i) a(w)=O*8*(w)=O. 
(ii) afl+‘(w)=O*8*“(w)=0 ifn> 1. 
(iii) a*(a) = 0. 
(iv) d*xu = 0 for all XE R. 
Remarks on Lemma 4: (i) and (ii) say roughly that nil(i3*, x) < nil(8, x), 
where the inequality is strict if nil(8, x) > 2. Parts (iii) and (iv) say that a* 
has enough properties of 8, notably that of Lemmas 1 and 2. Thus we can 
repeat the argument to construct recursively the sequence above. Before we 
start the construction, we first complete the proof of Lemma 4. 
(i) Suppose a(w)=O. We have a*(w) = 8(w) + [l -f, w] = 
-(fw-yf)= -(fwf-‘f-wf)= -((expf3w)f-wf)= -(wf-wf)=O as 
required. 
(ii) By induction on n. Suppose n = 1. We assume a”+ ‘(w) = 0, i.e., 
a’(w) = 0. We have the computation: a*(w) = a(w) + [l -f, w] = aw - 
(fw-yf)=dw-(fwf-‘f-wf)=dw-(wf+dwf-wf)=dw--dwf: This 
last term is 0 because a(8w) = 0 and awf =f(f ~ ‘dwf) = f(i3w - a2w) = 
jaw = aw. 
Next for the induction hypothesis, suppose (ii) is true for n d k, and 
suppose 81+(k+1)(~)=0. Consider a*“+‘(~)=a*~(8*(w))=a*~(13~- 
(fit> - uf)) = a*k(8w - (fwf --If- wf)) = a*k(aw - XI, 1 (a’w//!)f). This 
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last term is obviously 0 by the induction hypothesis because &V and J’wf 
can all be annihilated by ak + ’ if I> 1. 
(iii) a*(a) = au- (fa- uf) = 0 by Lemma 1 and 2 and the choice 
of a. 
(iv) Consider aa*xa = a(dx- (fx - xf)) a = -afxa + axfa = axu - 
axa = 0 by Lemma 2. 
This completes the proof of Lemma 4. 1 
We are now ready to construct the desired sequence. 
LEMMA 5. There exists a sequence (a,, f,) such that (i) a,,: I + I is a nil 
derivation and f,: I + I is a 2-sided nil element in E(Z); 
(ii) a,w=o+a,,+,w=O for all WEI; 
(iii) af:+lw=o=>a;+,tv=o; 
(iv) aa,,xa = 0 for a// x E R; 
(v) (+)aq’=O=(l -f,,)kxay=O=yax(l-,f,)kfor ~11 X, PER; 
(vi) exp d,, is induced hy f,, as an E-inner automorphism from I + I; 
(vii) f,,u = a, 
(viii) a,,f,, = 0 = C.f;,,3 f,,l. 
(ix) a~w=O+a,,+,~~=O for all ka 1. 
Proof of Lemma 5. Let a, = 8 and f, = j: Clearly they satisfy the con- 
clusion of the Lemma 5 by the results in Lemmas l-4. Now suppose d, 
and f,, are defined with the desired properties. We define a,, , = a,* = 
a, + ad(1 --A,). From Lemmas 14, we see that conclusions (i)-(iii) are 
satisfied. Condition (iv) is satisfied in the form aa, + , xa = 0 for all x E R as 
a consequence of Lemma 4(iv). From this, we see that there exists an 
element f,, + 1 E E(Z) such that f,, + , induces exp a,, + , and that f, + I a = a as a 
consequence of Proposition 1 and Lemma 1. These latter are conclusions 
(vi) and (vii). Conclusion (v) in terms of a,,, , and f,, , follows from 
Lemma 3. (viii) follows from repeated use of Lemma 1. (ix) is by induction 
on k after a,, is defined for each m. Thus the proof of Lemma 5 is com- 
plete. 1 
The next Lemma tells us that C;=, (1 -f,) is a well-defined element of 
E(Z). 
LEMMA 6. C,“=, (1 -f,,) is a 2-sided nil element of E(I). 
Proof of Lemma 6. We first need to prove that C (1 -f,,) xuy is 
meaningful. Note that there is a k such that akx = 0. Hence a:xa = 0 =s. 
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ak-1xa=O=3 '.. *a k+nxa=O for all IZ B 1 by Lemma 5(i) and (ii). This 
list equality implies together with Lemma 5 that (1 - fk +n) xay = 0 for all 
n > 1. Hence the infinite sum I,,>, (1 -f,)(xay) is actualy equal to Cz=, 
(1 -f,) xay. Thus C (1 -f,) is a well-defined element in E(Z). Each 1 -f, is 
nil and [fn, f,] = 0. Therefore [C, =, (1 -f,)]” xay must be 0 for large 
enough N. The other side is by symmetry. 1 
By an inductive argument, we can show z (1 -,f,) induces d on I and 
consequently on R. 
LEMMA 7. (i) 8 = -ad C (1 -fn) on I; 
(ii) a= -adz (1 -f,,) on R. 
Proof of Lemma 7. (i) For each x E I, there is an n such that a”x = 0. 
Thus, we have 0 = LYx = 8,+,x = i?,?x + ad(l-f,)x = 8,-,x + 
ad(l-f,-,)x + ad(l-f,)x = an-*x + ad(1 -fnp2)x + ad(l-f,-,) 
x + ad(l-f,)x= ... =a,x+z;=, ad(l-f,)x as required. 
(ii) By (i), we see that a(xw) = -C ad( 1 -f,)(xw) for all x E R all 
WEI. This implies dxw+x&v= -[(Cad(l -f,)x) w+xCad(l -fn) w]. 
This implies (ax) w  = -(C ad( 1 -f,) x) w  for all w  E I after cancellation. 
Thus 8 and - 1 ad( 1 -f,,) agree by primeness. 
The above completes the proof of Lemma 7 and hence our 
Proposition 2. 1 
To complete the circle of proof, we prove the following Proposition. 
PROPOSITION 3. (l)= (3). 
Proof: By (l), ax = Fx- xF for some 2-sided nil element F in E(Z). 
Since F is 2-sided nil, there is a nonzero element h EZ such that Fb = 0. 
There is also an integer n 2 0 such that bF” # 0 but bl;“+ ’ = 0. Let a = bF”. 
Clearly a&x = a(Fx - xF) a = bF1(Fx - xF) bF” = 0 for all x E R. 1 
Propositions 1, 2, and 3 complete the proof of the main theorem. 
THE NILPOTENT CASE 
In case 8 is nilpotent, we will show that 8 is induced by a nilpotent 
element in E(Z). This is the sharpening of the classical result we quoted 
earlier, as elements in E(Z) are more tractable. Our main point is to 
establish that, for nilpotent a, there exists an element a E R such that 
ai3.m = 0 for all x E R. 
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PROPOSITION 4. Let 8 be a nilpotent derivation on R with nilpotency =n 
and let m= be the largest integer <(n + 1)/2. Then the following are true: 
(i) there exists a nonzero element a in R such that a is of the form 
a=a,a2a3 with a2Ea*-IR, aa,a,=a,aa,=O anda”xa=O or aa”x=Ofor 
all XE R; 
(ii) there exists a nonzero element a E R such that aa = 0 and a&a = 0 
for all x E R. 
Proof of Proposition 4. (i) is obviously true if n = 1. We may assume 
that n 2 2. Consider the following computation: 0 = a”(ua”-2y) = 
(,t:l)a+lua-ly. w e see that thre exists an a of the desired form, i.e., with 
a1 = 1 = a3 and a2 = LY- ‘u for appropriate u, such that for some p and 
4, a m+pX~=O=a~m+~ x for all x E R. Choose a with p and q minimal. We 
claim that one of p or q is 0. Suppose the claim is false, say both such p and 
q are > 1. Consider the following computation 0= P(aP-‘xa aYe’y) = 
a2*(aP-~xaa4-~y)=(2,“)a*+~-~xaa*+4-~ y. This implies that if we take y 
such that b=aam+Y-ly#O. Then am+,-I,,=, 9 and O=a 
am+qa *+4-~yz)=aa*+4~~ya*+4z=ba m+Y~ for all z. This contradicts 
the minimality of p. This contradiction implies this part of the Proposition. 
(ii) Since a”xa=O with a=a,a,a, as in (1) this implies 0= am(y 
a*-lX)a=pya*-l xa, also implies 0 = ayay a*- 2~) a = am + ly am-2xa. 
Continue this and we see that we ultimately have 0= am(a’+2yx) a= 
a2+2yaxa a d+lyaxa = 0 a 0 = a2 a(a,x)a = a2a3 axa - 0 = 
a, a2a3 axa as desired. m 
Now we prove the following Corollary. 
COROLLARY 1. Suppose 8 is a nilpotent derivation in R. Then 8 is 
induced by a nilpotent element in E(Z) for some I. 
Proof of Corollary 1. By Proposition 4, we see that there is a nonzero 
element a such that aaxa = 0 for all x E R. This together with our main 
theorem that 8 is induced by a nil element F = C, aI (1 -f,). We claim 
that this latter sum is actually a finite sum, moreover, each summand is 
itself nilpotent. Since ?x = 0 for all x E R, we see that 0 = a;x = 
a;-Ix= ... =Xa,+,x = an+2= . . ..and a,+,x = 03(1-f,+,)x=o= 
(1-f,+2)x=..., aswellas (1-f,)“x=Oforallk. 
Corollary 1 can be strengthened as follows [l, 21: 
COROLLARY 2. Suppose a: R -+ R is a derivation such that a restricted to 
a nonzero ideal I is nilpotent. Then 8 is induced by a nilpotent element in 
E(i). Hence a is also nilpotent on R and with the same index of nilpotency as 
I which is an odd number. 
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Proof. By Corollary 1, 8 is induced by a nilpotent element F in E(I), 
say &v = adFw for all w  E I. From this, we conclude, as in the proof of Lem- 
ma 7(ii), that ax = adF(x) for all x E R. Since F is nilpotent, 8 must be also 
nilpotent. The index of nilpotency is then just an easy computation from 
primeness. 1 
CONCLUDING REMARKS 
The proof of our main theorem depends heavily on the automorphism 
exp 8 which make sense for characteristic p # 0 only when a is nilpotent 
and with rather small nilpotency, say nilpotency <p. If that is the case, our 
thorem is actually true there. Further, if the nilpotency is less than p, 
Corollary 1 is also true. This answers a problem posed by Kovacs [S]. For 
the cases when the nilpotency is large or when 8 is only nil, exp 8 does not 
make sense, our proof does not work. However, the conditions (1) and (3) 
do not involve exp 8 and hence are meaningful for characteristic p # 0. One 
would naturally conjecture that (I)* (3) even for characteristic p. This is 
indeed the case and we plan to have a publication on it. 
Recall, in our discussions of the results of Kharchenko and its sharpened 
form by Chung-Kovacs-Luh, we are concerned with the class of algebraic 
derivations. In the spirit of our discussions, one would like to ask for an 
analogous generalization of the notion of algebraic derivations and con- 
sider the problem when they are E-inner. This is indeed possible and we 
also plan a publication on it. 
Besides R[X], which carries a nil but noninner derivation, the following 
are examples of nil derivations with other properties. 
Let L be a Lie algebra with an element a such that adu is nilpotent. In 
the universal enveloping algebra U(L) of L, adu is nil. However, a is not nil 
in U(L) as it has no zero divisors. This example shows us that a nil 
derivation need not be induced by a nil element. 
Another example, let A = u,“= , R,,, where R, is the matrix algebra of all 
n x n matrices over the reals so that IR, c I& c . . . naturally embedded in 
each other. A typical element of A has the form of a finite sum C uiieO with 
aii~ R and eV be the elementary matrix with 1 in the ijth place but 0 
elsewhere. Call an element in A a chain if it has the form C,“_ n eii + i, n < N. 
The number N- IZ is called the length of the chain. Two chains CK”=, eii+, 
and CL,, eii+ 1 are said to be disjoint if either m > N + 1 or M + 1 < n. Let 
Cl > C2Y.V be a sequence of mutually disjoint chains such that i&i of their 
lengths is cc. Then it is easy to see that & ck is a 2-sided nil element in 
E(A) and ad C ck is a nil derivation on A. The derivation a in this last 
example is an example of “locally nilpotent derivation,” i.e., for each x E R 
there is a subalgebra R, such that x E R, and a ) R, is a nilpotent derivation 
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in R,. This, in contrast with the more general pointwise version, appears to 
be an interesting subject of study. 
From the above examples as well as our earlier discussions, we see that 
for the case of nilpotent derivations, the following families are identical: 
nilpotent derivations, nilpotent derivations which are E-inner or X-inner 
and nilpotent derivations which are E-inner or X-inner and induced by a 
nilpotent element. However, for nil derivations, the analogous families form 
a strict ir)clusion relation: the family of nil derivations2 the family of nil 
derivations which are E-inner or X-inner2 the family of nil derivations 
which are E-inner or X-inner and induced by a nil element. Our main 
result in this paper is to give a criterion on the smallest of these families. 
Analogous criteria on other families appear to be of considerable interest. 
Another interesting problem is: Suppose 8 is nil in a nontrivial ideal Z. Is 8 
also nil in R? For nilpotent derivations, the answer can be read off from 
our Corollaries in this for ch = 0; and in a subsequent paper, for arbitrary 
characteristic. See also [2] for a different approach. 
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