The anharmonic oscillator model desribing the propagation of electromagnetic waves in an exterior domain containing a nonlinear dielectric medium is investigated. Local decay of the electromagnetic eld for t ! 1 in the charge free case is shown. If the potential of the oscillating particles is in addition convex it is shown that for arbitrary initial states the electromagnetic eld converges for t ! 1 to an electrostatic eld determined by the initial data and the prescribed external current.
Introduction
The subject of this paper is the anharmonic oscillator model from nonliear optics consisting of Maxwell's equations @ t E = curl H ? @ tP ? j; @ t H = ? curl E; (1.1) on IR + coupled with the equation (1.4) and P(0; x) = P 0 (x); @ t P(0; x) = P 1 (x) on G: (1.5) are imposed. This system describes the propagation of electromagnetic waves in a dielectric medium occupying the set G 1 . The unknown functions are the electric and magnetic eld E; H, which depend on the time t 0 and the space-variable x 2 , and the dielectic polarization P de ned on IR + G. In 1.1 the functionP is the extension of P on IR de ned by zero on the set IR + ( n G). The physical meaning of the boundary condition 1.3 is that ? 1 is perfecty conducting, such that the tangential component of the electric eld must vanish.
; 2 L 1 (G) are coe cients depending on the space variables which take into account the possibly variable mass , electrical charge and density of the oscillating charged
particles. An external current j 2 L 1 ((0; 1); L 2 ( )) is included also. The potential energy function V : G IR 3 ! 0; 1) causes a spring force r P (x; P), which may depend nonlinearily on P. It is assumed that 0 V (x; y) Kyr P V (x; y) for all x 2 G; y 2 IR 3 (1.6) with some constant K > 0.
In particular it is allowed that j(r P V )(x; y)j tends to zero for jyj ! 1 as in 14] . The linear case (r P V )(x; y) = ay with some a > 0 is included also.
In 14] , where G = = IR 3 and the coe cients and the potential do not depend on
x, it is shown that 1.1, 1.2 admits a unique strong strong solution in C( 0; 1); H s (IR 3 )) for s 2. Note that in our case system 1.1 does not admit classical solutions on all of (0; 1) due to the discontinuity ofP on def = (@G) \ , the inteface between the polarizable medium and the vacuum-region n G. But if the solution is smooth on (0; 1) G and on (0; 1) ( nG) then 1.1 involves a transmission condition, which requires the continuity of the tangential components of E and H, as well as a linking condition for the normal components of D = E+P and H on . Therefore a suitable weak formulation of 1.1, 1.2 will be given in section 2, which admits discontinuous solutions similar as in the theory of shock waves. In 4] the Landau-Lifschitz equation for the magetic moment coupled with Maxwell's equations is handled analoguously. The magnetic moment is located in a bounded domain, whereas Maxwell's equations are posed on whole space in 4].
The main topic of this paper in the investigation of the long time asymptotic behaviour of the solutions. For this purpose it is assumed that The basic goal is to prove the decay-property (Note that the propagation speed of electromagnetic waves in vacuum is normalized to 1 in 1.1.) The physical meaning of 1.7 is that the wave-packet (E(t); H(t)) is concentated near the sphere jxj = t for large times Invoking a result in 12] it can be shown that the solution (E; H) of 1.1-1.5 is asymptotically free in the sense that there exists a unique
Here (F; G) 2 C(IR; L 2 (IR 3 ; C I 6 )) denotes the solution to Maxwell's equations in the whole space, that is
(1.10) supplemented by the initial-condition F(0; x) = F 0 (x); G(0; x) = G 0 (x): (1.11) This means that the solution to 1.1-1.4 behaves asymptotically like a free space solution to equations 1.10, 1.11 as t ! 1.
The proof of the decay-property 1.8 uses a result in 11]. In particular it is shown that the weak !-limit set of (E; H) is contained in X 0 .
In 11] weak decay of solutions of certain semiliear hyperbolic systems including Maxwell's equations is shown using a suitable modi cation of the method for waveequations in bounded domains in 5], where the !-limit set of the trajectories is investigated, see also 2], 7].
The asymptotic behaviour of solutions to the Landau-Lifschitz equation for the magetic moment coupled with Maxwell's equations has been investigated in 4], where it is shown that all points of the !-limit set are solutions of the corresponding stationary equations.
In the last section the asymptotic behavior for arbitrary initial-states is investigated under the additional assumption that V is convex and that 1.6 holds for q = 2. First it is shown that there exist some P 1 2 L 2 (G) and uniquely determined (E 1 ; H 1 ) 2 X 0 with r P (x; P 1 ) = E 1 on G;
( In the sequel w 2 C I 6 we denote by w 1 2 C I 3 the rst three and by w 2 2 C I 3 the last three components of a vector w 2 C I 6 t P(t) + @ t P(t) + (r y V )(x; P(t)) = E on (0; 1) G (2.24) supplemented by the initial-conditions P(0) = P 0 ; @ t P(0) = P 1 (2.25) admits for all E 2 C( 0; 1); L 2 ( ; IR 3 )) a unique weak solution P 2 C 2 ( 0; 1); G The physical meaning of E(t) is the total energy of the system, i.e. the sum of the potential and kinetic energy of the oscillating particles and the energy of the electromagnetic eld.
In the sequel let R 0 > 0, such that IR 3 
A weak convergence property of the solutions
In what follows the additional regeularity assumption 2.28 will be imposed on the data. The following 'unique continuation' principle has been shown in 11], which holds even for arbitrary spatial domains. As in 11] it will be used in the investigation of the weak !-limit set of the solution of 1.1-1.5. t u = u on 0; 1) U with the property that u(t; x) = 0 on 0; 1) E for some subset E U with positive measure. Then u = 0 on all of 0; 1) U. Theorem 1 says that each solution (e; f) 2 C(IR; L 2 ( ; IR M+N ) of the evolution equation @ t (e; f) = B(e; f) with the property that e(t; x) = 0 for all t 2 IR and x 2 G satis es (e(0); f(0)) 2 ker B. In contrast to the unique continuation principle for bounded domains it is necessary to require the condition e(t; x) = 0 on G for all t 2 IR and not only for positive times. The basic idea of the proof of Theorem 1 is to show that for each f 2 C 1 0 (IR n f0g) the function f(iB)g is real-analytic and vanishes on G. This implies f(iB)g = 0 for all f 2 C 1 0 (IR n f0g) and hence g 2 ker B. (Here the operator f(iB) can be de ned by the spectral-theorem, since iB is self-adjoint in L 2 ( ; C I 6 ).)
In the sequel let ! 0 denote the !-limit-set of the trajectory (E; H) with respect to the weak topology of X, i.e. the set of all g 2 X, such that there exists a sequence t n n!1 ?! 1 with (E(t n ); H(t n )) = n (x)F(x) + '(x)r n (x) if jxj n. Then F n has bounded support and curl F n = (r n )^F + (r')^r n = 0 by 4.57. Since also F n = F near @ it follows easily that F n 2 W E;0 . Next it followws from H older's inequality jjF n ? Fjj
with some C 1 independent of n. This completes the proof of i). In the previous estimates C j are constants independent of t. Finally, the assertion follows from lemma 1 i) , lemma 6 and 4.73. (4.83)
This completes the proof of 4.81. Now, the assertions follow immediately from lemma 7, corollary 1, theorem 3 and inequality 4.81. Recall that E 1 = lim t!1 jj(E(t); H(t))jj 2 X and Su def = (?x^u 2 ; x^u 1 ) .
Proof: De ne
Then F 0 (t) = 2 hSg(jxj=t)P 0 0 (E(t); H(t)); (4.84) P 0 0 (B(E(t); H(t)) ? (j(t); 0) ? R@ t P(t))i L 2 (IR 3 ) ?t ?2 hSjxjg 0 (jxj=t)P 0 0 (E(t); H(t)); P 0 0 (E(t); H(t))i L 2 (IR 3 ) = 2 X j=0 h j (t) + 2 hSg(jxj=t)P 0 0 (E(t); H(t)); B 0 P 0 0 (E(t); H(t))i L 2 (IR 3 )
?t ?2 hSjxjg 0 (jxj=t)P 0 0 (E(t); H(t)); P 0 0 (E(t); H(t))i L 2 ?2t ?1 DS g 0 (jxj=t)P 0 0 (E(t); H(t)); P 0 0 (E(t); H(t)) Here g 2 C 1 0 (IR; 0; 1)) with g(y) = 1 on 0; ] and g(u) = 0 for all u > 2 is chosen. Together with lemma 9 this completes the proof of the second assertion. 5A], will be applied using the convexity of V , i.e. the monotonicity of r P V with respect to P. Let (t)h(r P )(x; P n (t)); P n (t)i G dt This completes the proof of uniqueness. In particular it follows that (E 1 ; H 1 ) is the only possible accumulation point of (E; H), whence 5.110. The above proof shows also that P 1 is uniquely determined if (r P )(x; ) is strictly monotone, from which 5.110 follows.
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Now the assertion 1.14 can be proved. 
