Planet formation theories predict that some planets may be ejected from their parent systems as result of dynamical interactions and other processes 1-3 . Unbound planets can also be formed through gravitational collapse, in a way similar to that in which stars form 4 . A handful of free-floating planetary-mass objects have been discovered by infrared surveys of young stellar clusters and star-forming regions 5,6 as well as wide-field surveys 7 , but these studies are incomplete 8-10 for objects below five Jupiter masses. Gravitational microlensing is the only method capable of exploring the entire population of free-floating planets down to Mars-mass objects, because the microlensing signal does not depend on the brightness of the lensing object. A characteristic timescale of microlensing events depends on the mass of the lens: the less massive the lens, the shorter the microlensing event. A previous analysis 11 of 474 microlensing events found an excess of ten very short events (1-2 days)-more than known stellar populations would suggest-indicating the existence of a large population of unbound or wide-orbit Jupiter-mass planets (reported to be almost twice as common as main-sequence stars). These results, however, do not match predictions of planet-formation theories 3,12 and surveys of young clusters 8-10 . Here we analyse a sample of microlensing events six times larger than that of ref. 11 discovered during the years 2010-15. Although our survey has very high sensitivity (detection efficiency) to short-timescale (1-2 days) microlensing events, we found no excess of events with timescales in this range, with a 95 per cent upper limit on the frequency of Jupiter-mass freefloating or wide-orbit planets of 0.25 planets per main-sequence star. We detected a few possible ultrashort-timescale events (with timescales of less than half a day), which may indicate the existence of Earth-mass and super-Earth-mass free-floating planets, as predicted by planet-formation theories 3,12 .
where au are astronomical units, and D L and D S are the distances to the lens and the source, respectively, as follows: θ κ π = M E r el , where κ = 8.14 mas per M  , and M  is the solar mass). Two additional parameters describe the source flux F s and blended unmagnified flux F b from possible unresolved neighbours or the lens itself. To ensure that the shortest events were not mistaken for stellar flares, we required at least four data points on the rising branch of the light curve (two if the descending part of the light curve was also covered).
Using our detection efficiency simulations (see below), we found that the event timescales cannot be reliably measured for faint, highly blended events (that is, with blending parameter f s = F s /(F s + F b ) < 0.1, that is, less than 10% of the baseline flux comes from the source), which was predicted theoretically 14 . Therefore, to ensure that our final results were robust, highly blended events were not included in our sample of high-quality events. Thus, regardless of the timescale, there is no systematic shift between measured and real timescales for simulated data. The final distribution of the event timescales is shown in Fig. 1 .
To calculate the detection efficiency we conducted extensive imagelevel simulations, in which artificial microlensing events were injected into real OGLE images using the point spread function derived from the neighbouring stars. In total, 8.6 million artificial events were simulated. Parameters u 0 , t 0 and logt E were drawn from uniform distributions, but sources were randomly drawn from the luminosity function of each subfield (Extended Data Fig. 1 ). For simulated events we applied exactly the same selection criteria as those applied to the observed sample of events. Detection efficiency curves for all analysed fields are shown in Extended Data Fig. 2 .
The detection-efficiency-corrected histogram of event timescales is presented in Fig. 2 and, clearly, does not show the excess of events with timescales t E ≈ 1− 2 d claimed in ref. 11. The difference (at a confidence level of 2.5σ to 3σ) can be explained in part by the relatively small number of events found in the earlier analysis 11 . In addition to the 2,617 events analysed in this work, we detected over twenty short-duration events that showed clear signatures of binarity 15 and did not pass our strict selection criteria for the fit quality. Owing to lower photometric precision, such events may have been mistaken for single shorttimescale events. It is also possible that event timescales measured in the previous work suffer from systematic effects (differential refraction, Letter reSeArCH 1 8 4 | N a t u R E | V O L 5 4 8 | 1 0 a u g u s t 2 0 1 7 unphysical treatment of negative blending). Thanks to better image quality (smaller pixel scale, better seeing) and a narrower filter, our photometry is less prone to such systematic effects.
We modelled the observed distribution of event timescales by maximizing the likelihood function = ∏  p t ( )
is the normalized predicted timescale distribution (corrected for the detection efficiency ε(t E )) 11, 16 . We adopted a standard Galactic model 17, 18 of the distribution and kinematics of stars and tested several mass functions. In our best-fitting model, the initial mass function (IMF) can be approximated as a broken power law with slopes − 0.8 in the brown dwarf regime (0.01M  < M < 0.08M  ), − 1.3 for low-mass stars (0.08M  < M < 0.5M  ), and − 2.0 for M > 0.5M  . We assumed that all stars more massive than 1M  evolved into white dwarfs, neutron stars and black holes, depending on their initial mass, and we assumed the binary fraction f bin = 0.4. The model is marked with a purple line in Figs 1 and 2.
Our best-fitting model describes the observed timescale distribution well, but we found there remains a small possible excess of events with timescales 0.5 d < t E < 1 d. If we assume that they can be attributed to Jupiter-mass lenses 11 (M lens = 10 −3 M  ), the maximum-likelihood models predict their frequency of 0.05 per main-sequence star with a 68% confidence interval of [0, 0.12] planets per star. The 95% confidence limit is 0.25 Jupiter-mass planets per star. These results agree with upper limits on the frequency of Jupiter-mass planets inferred from direct imaging surveys 19, 20 , which suggests that almost the entire possible excess of events with timescales 0.5 d < t E < 1 d can be attributed to planets on wide orbits 21 .
The timescales of the six events passing our criteria for high-quality events are shorter than half a day and these events last less than one night ( Fig. 3 ). We carefully checked CCD images by eye to ensure that these brightenings are real, which rules out problems such as photometry artefacts or asteroids. We also analysed historical light curves for these events; four of the six have been observed by the OGLE survey for 20 years and we did not find any evidence for other outbursts in archival data. Nevertheless, because these events were so short and the light curves were not fully covered, we cannot rule out the possibility that some of them might be flaring stars (especially BLG512.18.22725 and BLG500.10.140417).
The best-fitting microlensing models of these six short events constrain their Einstein timescales in the range 0.1 d < t E < 0.4 d (Extended Data Table 1 ). Such short events should be caused by Earthand super-Earth-mass objects, provided that they have kinematics that are similar to the brown dwarf, stellar and remnant lenses. They might be gravitationally unbound to any star or located at wide orbits (at least several astronomical units from the host star), given no signs of binarity in their light curves. Because the number of ultrashort events is very small and their nature is uncertain, we do not attempt to model their mass function. However, the mere detection of such ultrashort events means that Earth-mass lenses should be very common. If we assume that 5-Earth-mass planets are five times more common than main-sequence stars, the expected number of ultrashort microlensing events is 2.2. For a more realistic mass function 12 the expected number of detections is 25% smaller.
According to planet formation theories, most Earth-mass and super-Earth-mass planets should form at relatively small orbital separations (< 10 au) 22 . The most likely sources of wide-orbit and free-floating Earth-mass planets are dynamical interactions in young multi-planet systems 12, 23, 24 . Other mechanisms (including ejections from multiple-star systems, stellar fly-bys, interactions in stellar clusters, and post-main-sequence evolution of the host star(s)) have also been proposed 3 . Although these processes are unlikely to produce a sizeable population of Jupiter-mass free-floating planets, Earth-mass planets can be scattered and ejected much more efficiently. Thanks to the superb quality of photometry from space-based observatories and the possibility of continuous observations during approximately According to that model we should find 64 events with 0.3 d < t E < 1.8 d, but only 21 were observed (the discrepancy is even larger for events with 0.3 d < t E < 1.3 d, where 6 events were found out of 42 expected by ref. 11). We detected six possible ultrashort-timescale events (t E < 0.5 d), which may be due to Earth-mass free-floating planets (grey histogram). Solid (dotted) green lines mark the expected microlensing signal assuming that 5-Earth-mass planets are ten (five) times more frequent than stars. Error bars are the 1σ Poisson uncertainties on the counts of the number of events observed in a given t E bin. 100-day-long windows, future space-based missions, such as WFIRST 25 and Euclid 26 , will have the potential to explore the population of free-floating Earth-mass planets in more detail.
Online Content Methods, along with any additional Extended Data display items and Source Data, are available in the online version of the paper; references unique to these sections appear only in the online paper. 
Figure 3 | Light curves of ultrashort microlensing event candidates.
The left panels show a close-up of the light curve at the event and the right panels show 5.5-year-long light curves from OGLE-IV. Some of those events have been observed by OGLE for 20 years with no trace of other variability, but we nevertheless cannot exclude the possibility that some of them may be flaring stars. The shortest-timescale events are not well covered by observations and it is difficult, if not impossible, to either prove or disprove their nature as free-floating planets. The detection efficiency at these timescales is very low, meaning that a very few detections imply the existence of a large population of Earth-mass free-floating or wide-orbit planets. Future space-based missions, like WFIRST and Euclid, will enable the exploration of these short events in more detail. Error bars represent 1σ uncertainties. HJD, heliocentric Julian date.
MethOds
Data. All data presented in this paper were collected as part of the OGLE-IV sky survey 13 during the years 2010-15. The survey uses the 1.3-m Warsaw Telescope, located at Las Campanas Observatory, Chile. The observatory is operated by the Carnegie Institution for Science. The telescope is equipped with a mosaic, 32-chip CCD camera covering a field of view of 1.4 square degrees with a pixel scale of 0.26″ per pixel. All objects analysed are located within nine OGLE fields, observed with a cadence of either 20 min (BLG501, BLG505, and BLG512) or 60 min (BLG500, BLG504, BLG506, BLG511, BLG534, and BLG611), covering in total 12.6 square degrees. We analysed data collected between 2010 June 29 and 2015 November 8, that is, five and a half Galactic bulge observing seasons. Light curves consist of 4,500-12,000 data points, depending on the field, which gives a total of 360 billion photometric measurements. All analysed data were taken through the I-band filter. Basic information about the fields analysed is presented in Extended Data Table 2. OGLE photometric pipeline is based on the difference image analysis method 28, 29 . For each field, a reference image is constructed by stacking several highest-quality and seeing frames. This reference image is then subtracted from incoming frames and the photometry is performed on subtracted images. Variable and transient objects that are detected on subtracted images are stored in two databases. The 'standard' database consists of all stellar-like objects detected on the reference frame, whereas 'new' objects (those that do not correlate with any identified stars) are stored separately; see the description of the OGLE photometric pipeline 29, 30 . Event selection. We analysed 50 million light curves, from all the objects in the 'standard' database. We began our analysis by correcting photometric uncertainties 31 and transforming magnitudes into flux. It is known that uncertainties returned by the difference image analysis method 28, 29 are underestimated and ref. 31 provides an algorithm for their correction, so that these uncertainties now reflect the real observational scatter in the data. The selection criteria for high-quality microlensing events are summarized in Extended Data Table 3 . Cut 1. We placed a 360-day moving window on each light curve and measured the baseline flux F base and its dispersion σ base using data points outside the window (after rejecting 5σ outliers such as cosmic ray hits). We required χ / . . . ≤ .
d o f 20 out 2 , where d.o.f. are degrees of freedom, outside the window, so we could reject most of the variable stars. Some genuine microlensing events with variable baseline or those longer than one year may have not passed this criterion. We defined a bump as a brightening with at least three consecutive points at least 3σ base above the baseline flux. For each bump we calculated
(i is the index within a bump) and n DIA , the number of detections on subtracted images. We required χ + 3 ≥ 32 and n DIA ≥ 3 to pass this cut. (We note that with the current data we were able to set a lower threshold than in ref. 11, who used χ + 3 ≥ 80). The introduction of the cut on n DIA allowed us to eliminate contamination from asteroids, photometry artefacts, and 'ghost' microlensing events, which are stars affected by the real variability of neighbouring stars 32 . Cut 2. Cut 1 criteria were insufficient to remove all artefacts. For example, reflections within the telescope might cause spurious, short brightenings of neighbouring stars correlated in time. Reflections were especially troublesome near the edges of CCD detectors 1, 7, 8, 16, 17, 25, 26 and 32 of the OGLE-IV mosaic camera, located at the edges of the telescope field of view 13 . To quantify the concurrence of bumps, we defined the similarity of two bumps as s = N 1 /N 2 , where N 1 is the number of individual frames when both bumps were detected on subtracted images and N 2 is the number of frames when at least one bump was detected. We calculated similarities for all possible pairs of bumps shorter than 5 d and then rejected objects with s ≥ 0.4. This threshold value was chosen after visual inspection of light curves and images of possible short events. It allowed us to reject over 95% of artefacts, while removing none of the genuine microlensing events from the sample.
A number of stars that passed cut 1 criteria were OGLE small-amplitude red giants (OSARGs) 33 which are red-giant variable stars showing low-amplitude (< 0.13 mag in the I-band) pulsations with (frequently multiple) periods in the range 10 < P < 100 d. Some pulsation cycles in OSARGs might have slightly higher amplitudes so they were detected by our algorithm as potential microlensing events. We therefore rejected all objects with a bump amplitude A ≤ 0.1 mag, so only a few genuine microlensing events were discarded in this step. The remaining OSARGs were easily rejected in the next step, because the microlensing light curve fit yielded nonphysical parameters.
Finally, we rejected all objects with more than one bump in the light curve. These were mostly dwarf novae and some remaining photometry artefacts. Twentynine genuine microlensing events were also rejected, most of them binary source or binary lens events, and some microlensing events with variable baseline. Cut 3. For the remaining 11,989 event candidates, we fitted the microlensing pointsource point-lens model. The lensing model has three parameters: the time t 0 and projected separation u 0 (in Einstein radius units) between the lens and the source during the closest approach, and the Einstein radius crossing time t E . The source flux F s and the blend flux F b were found analytically using the least-squares method. We also calculated the four-parameter fits, where the blend flux was set to zero, F b = 0. We performed the initial fit using the simplex algorithm using the data from a 360-day window centred on the event and later refined the parameters using all available data.
We calculated a number of goodness-of-fit statistics. χ fit 2 for the entire data set,
or k = 5 d). We removed 4σ outliers provided that adjacent data points are within 1σ from the best-fitting model and | t i ± 1 − t i | < 1 d. We required χ 2 /d.o.f. ≤ 2.0, which removes the majority of non-standard microlensing events (finite source, parallax, binary) in addition to non-microlensing events. We allowed for some amount of negative blending, that is, the blend flux F b > -F 0 was allowed, where F 0 = 0.251 is the flux corresponding to a 19.5-mag star (here F = 1 corresponds to an 18-mag star). If F b < − F 0 and the four-parameter model was marginally worse (Δ χ 2 < 4) than the five-parameter model, we chose the four-parameter model. Usually, a high negative blending indicates that the single lensing model has been fitted to a non-microlensing event (like a dwarf nova outburst, OSARG, or stellar flare). However, a small amount of negative blending does not necessarily mean that the model is unphysical. The background (mainly unresolved main-sequence stars) in crowded fields of the Galactic bulge is not uniform and if the source happens to be located in a lower-density region, the blend flux might be negative. The issue of negative blending is discussed by refs 34-36. We checked that our prior on the negative blending has no impact on the final event timescale distribution (which remains the same after choosing F 0 = 0.1, that is, the flux corresponding to a 20.5-mag star).
We also required at least n r ≥ 2 data points on the rising part of the light curve (t 0 − t E < t < t 0 ) and at least n d ≥ 2 data points on the descending branch (t 0 < t < t 0 + t E ). If n d < 2, we required n r ≥ 4. These cuts allowed us to eliminate contamination from flaring stars, which can rise very steeply 37 (within minutes), but fade slowly (on a timescale of hours). If the rising part of the light curve is not sufficiently sampled, a flare might be mistaken for a very short microlensing event.
Our image-level simulations (see below) showed that we were unable to robustly measure the true timescale of an event if the event is faint and the blending is high (f s < 0.1, that is, less than 10% of baseline flux comes from the source). Therefore, to ensure that the final results are sound we did not include events with blending parameter f s < 0.1. The inclusion of highly blended events had little effect on the final results, although we found an increased number of long-timescale events (t E > 100 d).
The purity of our sample is almost 100%. Over 90% of microlensing events detected in real time by the OGLE Early Warning System 30 passed our cut 2 criteria. We detected an additional 20-30% events (depending on the field) compared to Early Warning System detections. The final distribution of timescales of detected microlensing events is shown in Fig. 1 . Extended Data Table 4 presents the number of events detected in individual fields and timescale bins. Detection efficiency. To calculate the event detection efficiency, we carried out extensive image-level simulations in which we injected artificial microlensing events into real OGLE frames using the PSF derived from neighbouring stars. In each iteration we simulated 5,000 events per CCD detector, so the star density did not increase much (by 5-10%). We carried out six iterations for each field, so in total 8.6 million events were simulated in all fields.
Parameters t 0 and u 0 were drawn from uniform distributions: 0.0 ≤ u 0 < 1.5 and 2455377 ≤ t 0 < 2457388. Einstein timescales were drawn from a log-uniform distribution − 1.0 ≤ logt E < 2.5. Sources were taken from the range 14 mag ≤ I s < 22 mag from the luminosity function of each subfield, which was created as follows. We constructed a very deep luminosity function for the subfield BLG513.12, which was observed both by the OGLE-IV survey and by the Hubble Space Telescope 38 . The OGLE-IV luminosity function and the Hubble Space Telescope luminosity function overlap in the range 16 mag < I < 18 mag (Extended Data Fig. 1 ). This deep luminosity function was used as a template to generate artificial microlensing events in other fields, after shifting it so that the centroid of the red clump giant stars matched the observed centroid (red clump stars, which serve as good standard candles, form a local maximum in the luminosity functions in Extended Data Fig. 1 ). We therefore took into account variable bulge geometry and reddening. If there was evidence for differential reddening, we divided subfields into smaller parts. There were a few subfields (7% of the total analysed area) where we were not able to detect the red clump stars owing to extremely high extinction; these were omitted from the final calculations (we detected only a negligible number of 48 microlensing events in these fields).
For the simulated events we applied exactly the same selection criteria as for the real events (Extended Data Table 3 ). The detection efficiency curves for all analysed fields are shown in Extended Data Fig. 2 
and listed in Extended Data
Letter reSeArCH Table 5 . We note that the detection efficiency for events with t E = 2 d is very high, up to 53% of the maximum efficiency for field BLG512. Efficiencies for fields observed with 20-min and 60-min cadence are very similar, except for the shortest events with t E < 0.5 d. In general, we found that detection efficiencies are most sensitive to crowding and interstellar reddening towards the given field (fields with higher reddening and higher crowding have lower efficiencies). We note that events were simulated using a standard point-lens point-source model. Higherorder effects, like the parallax (causing deviations in the light curve induced by the Earth's motion 39 ), were not included and so detection efficiencies for long events (t E ≥ 100 d) may be slightly overestimated. Similarly, we did not include the finite source effect, which may reduce our detection efficiency for the shortest events (t E ≈ 0.1 d) , when the Einstein ring size becomes similar to the source star radius 40 . Parameter recovery. We also used our simulations to ensure that there is no systematic difference between measured and real timescales. In Extended Data Fig. 3 we plot timescales for simulated events passing all criteria from Extended Data Table 3 . We found there is no systematic bias in measured timescales, unless events were faint and highly blended. This effect was predicted by ref. 14, where it was found theoretically that in such cases the event timescale, impact parameter and blending parameter may be severely correlated, because information on the event timescale comes mostly from wings of the light curve that can more easily be affected by the photometric noise. In Extended Data Fig. 4a we show the ratio between measured and 'real' (simulated) timescale t E,out /t E,in versus the blending parameter f s = F s /(F s + F b ). It is clear that timescales of highly blended and faint events are not well measured and are systematically overestimated. A similar effect was also noticed in earlier work 11 , where it was found that t E,in was systematically about 5% smaller than t E,out regardless of t E . Strong correlations between blending, impact parameter, and event timescale may also lead to the incorrect determination of parameters. For example, one short event reported by ref. 11, MOA-ip-1, has an incorrectly measured timescale. The best-fitting model with = . − .
8 1 d is better by Δ χ 2 = 9 than the model presented in the original paper (t E = 0.73 ± 0.08 d).
To be conservative, we decided not to include highly blended events ( f s < 0.1) in our final sample of high-quality events. Thanks to this selection cut, there is almost no bias in the measured timescales (see Extended Data Figs 3 and 4b) .
Modelling timescale distribution. The actual timescale distribution depends on the distribution and kinematics of lenses and sources as well as the underlying mass function 27, 41, 42 . The timescale distribution can be computed from a multi-dimensional integral 42, 43 :
where ρ(D) is the distribution of lenses and sources along the line-of-sight, R E = θ E D L the Einstein radius, v rel is the lens-source relative velocity projected onto the plane of the sky, and Φ(M) is the mass function. We expect the timescale distribution to have power-law tails with slopes of + 3 and − 3 at short and long timescales, respectively 27,44 .
To compare the measured distribution of Einstein timescales with models, we maximized the following log-likelihood function:
where p(t E ) = p model (t E ))ε(t E ) is the normalized predicted timescale distribution, which serves as our likelihood function. Here p model (t E ) is the timescale distribution from the Galactic model and ε(t E ) is the detection efficiency in a given field. The summation was performed over all events. We adopted a standard Galactic model 17, 18 , which incorporates the boxy-shaped bulge model 45 and the double exponential model of the Galactic disk 46 . Mass function. A detailed modelling of the IMF would require population synthesis calculations, in addition to more sophisticated Galactic models, which is beyond the scope of this work. However, we can obtain useful constraints on slopes of the IMF using a simple model. Here we followed the approach of ref. 47 and assumed that all stars with initial masses 1 < M/M  ≤ 8 evolved into white dwarfs following the empirical initial-final mass relation for white dwarfs 48 M final = 0.339 + 0.129M init . Masses of neutron stars (with initial masses in the range 8 < M/M  ≤ 20) peak around 1.33M  with a 68% confidence interval of (1.21, 1.43)M  (ref. 49) , while for black holes we assumed a Gaussian distribution at 7.8 ± 1.2M  (ref. 50). We fitted the following IMF: We allowed α bd and α ms to vary, but we assumed a fixed IMF slope of − 2.0 above M > M break = 0.5M  (ref. 51 ), because our experiment was designed to analyse the low-mass end of the IMF. We also considered models with M break = 0.7M  and models with binary fraction f bin ≠ 0, where we assumed a flat mass ratio distribution 52 f (q) = 1 in a range 0 ≤ q ≤ 1. We conducted modelling using events with t E > 0.5 d and t E > 2.0 d and in both cases we obtained virtually identical results. Constraints on slopes of the IMF are shown in Extended Data Fig. 5 . In general, we found that models with non-zero binary fraction describe the event timescale distribution better than models with f bin = 0. The standard IMF 53 with f bin = 0 does not describe the entire timescale distribution well, especially at long timescales t E > 50 d, which has already been noted 54 . This may indicate that the current Galactic model underpredicts the number of long-timescale events, or the mass function of remnants (especially black holes) is underestimated, or that remnants have distinct kinematics from brown dwarf and stellar lenses. The discrepancy can also be explained if we assume that some fraction of lenses (f bin ) are binary systems. Our models with f bin = 0.4 are substantially better than with f bin = 0.0 (with improvement in log-likelihood χ ∆ = . − = .   2 0(ln l n ) 18 6 2 max,1 m ax,2
). For the best-fitting models α bd ≈ 0.8 and α ms ≈ 1.3 with 3σ confidence intervals of 0.2 < α bd < 1. , but they used fixed α ms = 1.3 and f bin = 0 (their slope α bd is consistent with our models from Extended Data Fig. 5a for fixed α ms ).
The IMF slope derived in the stellar regime is consistent with the 'canonical' 53 According to that model we should find 64 events with 0.3 d < t E < 1.8 d, but only 21 were observed (the discrepancy is even larger for events with 0.3 d < t E < 1.3 d, where 6 events were found but 42 expected). Moreover, the model of ref. 11 systematically underpredicts the number of long-timescale events (because of its very low sensitivity to long events, t E > 100 d, the model found only five events in this range).
Our best-fitting model describes the observed timescale distribution well, but there remains a small possible excess of events with timescales 0.5 d < t E < 1 d (Figs 1 and 2). If we assume, following ref. 11, that they are due to Jupiter-mass lenses (M lens = 10 −3 M  ), the best-fitting models predict their frequency of 0.05 Jupitermass planets per star with a 68% confidence interval of [0, 0.12] planets per star. The 95% confidence limit is 0.25 Jupiter-mass planets per star. Our results agree with upper limits on the frequency of Jupiter-mass planets inferred from direct imaging surveys 19, 57 . For example, a high-contrast adaptive imaging search 20 for giant planets around nearby M-dwarf stars did not find any planets, providing very strong upper limits (at the 95% confidence limit) of 10-16% (depending on the model) for planets of between 1 and 13 Jupiter masses, at a distance of approximately 10− 100 au. This suggests that almost the entire possible excess of events with timescales 0.5 d < t E < 1 d can be attributed to planets on wide orbits. Code availability. We have opted not to make the event detection and simulation codes publicly available, because they were designed to work with internal photometric databases. The code for the modelling of the timescale distribution is available from the corresponding author upon reasonable request. Data availability. The data that support the findings of this study are available from the corresponding author upon reasonable request.
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Extended Data Figure 3 | Comparison between measured Einstein timescales t E,out and 'real' (simulated) timescales t E,in for simulated events. Only events passing selection criteria from Extended Data Table 3 (including the cut on the blending parameter f s > 0.1) are shown. Note that the colour scale is logarithmic. There is no systematic offset between measured and real timescales.
