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We study irreducible morphisms of complexes. In particular, we
show that the irreducible morphisms having one (ﬁnite) irreducible
submorphism fall into three canonical forms and we give necessary
and suﬃcient conditions for a given morphism of that type to be
irreducible. Our characterization of the above mentioned type of
irreducible morphisms of complexes characterizes also some class
of irreducible morphisms of the derived category D−(Λ) for Λ
a ﬁnite dimensional k-algebra, where k is a ﬁeld.
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1. Introduction
In recent years, the study of the derived category of an algebra has become more and more impor-
tant (see [12,16,17]) due to the fact that those categories stand now among the main important tools
used for research in the representation theories (see, for example, [10]). The ﬁrst author has already
done some research as for the characterization of indecomposable objects of the derived categories of
some algebras (see [4,5]).
It should be mentioned also the important work of R. Bautista, María José Souto Salorio and Rita
Zuazua [3], recently published in Journal of Algebra in which they study complexes of ﬁxed size and
show that the natural exact category of those complexes has almost split sequences.
In Section 2 we list the main notations and some basic facts that we use throughout. In particular
useful factorizations of morphisms of complexes are explained. These are applied next to give a basic
description of those morphisms which are irreducible. We show that they fall into three main classes:
ﬁrst, in the one that we call the smonic case, all the component morphisms are split monic and,
dually, in that we call the sepic case, all of them are split epic. And there is still one more general
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map. As a matter of fact, we show that in any case the irreducible morphisms cannot have more than
one irreducible component.
In the present stage of our studies we do not know yet whether there exist irreducible morphisms
of complexes with split components for which all ﬁnite submorphisms are split. Hence here we con-
sider only those morphisms which have a non-split ﬁnite submorphism (which happens to be unique,
see Deﬁnition 11), and we call them proper irreducibles. In another paper we will examine this ques-
tion more carefully (cf. [13]).
In Section 3 we state and prove the theorems which characterize the proper irreducible morphisms
of complexes in C JI(P) (see deﬁnition in Section 2, Notations, 6).
In Section 4 we state and prove the theorems which characterize the proper irreducible morphisms
of complexes in C−(P) (ibidem, Notations, 5).
The study of the irreducible squares and of the so-called irreducible short rectangles depends on
other, speciﬁc techniques and it will be also the object of another article (cf. [7,14]).
2. Preliminaries
2.1. Notations and basic deﬁnitions
Throughout this article, we are going to use the usual terms and notations for which we refer to
general textbooks like [2] and [18]; for derived categories we also suggest the basic textbooks [10]
and [9]. Anyhow, some deﬁnitions are written below either for the beneﬁt of the reader or to ﬁx
ideas.
Notations.
1. A is an additive category (which, in most of the applications will be an abelian, Krull–Schmidt,
locally bounded k-category, k a ﬁeld);
2. P is a full Krull–Schmidt, subcategory of A;
3. I denotes a (left, right or two-sided) ideal of A (see Deﬁnition 3 below);
4. C(A) (resp. C(P)) denotes the category of complexes X• = (Xi,di)i∈Z with cells in A (resp. in P);
C(A)I (resp. C(P)I ), the category of those complexes whose differential maps are in I (resp. in
I ∩ P).
5. C−(A) (resp. C−(P)) denotes the category of complexes (X•,d•) with cells in A (resp. of P)
limited to the right; C−I (A) (resp. C−I (P)), the category of those complexes whose differential
maps are in I (resp. in I ∩ P).
In other words, for these categories we assume that for each complex there exists an integer m,
such that all its cells are 0 for indices greater than m.
6. Let J be an interval of Z:
J = ]−∞,m] := {x ∈ Z/xm},
or
J = [n,m] := {x ∈ Z/n xm},
or
J = [n,+∞[ := {x ∈ Z/n x},
or
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where n <m are numbers in Z.
With C J (P) (resp. C JI(P)) we denote the full subcategory of C(P) (resp. C(P)I ) determined by
the complexes whose cells are 0 outside of J .
7. C+(A), C−(A), Cb(A), K+(A), K−(A), Kb(A), D(A), D+(A), D−(A), and Db(A) have the usual
meanings (see [10] for these and other standard notations that we will use).
Also, we denote by K(A)I , the homotopy category of C(A)I ; and by K(P)I , the full subcategory
of K(A)I , whose complexes have cells in P .
8. If f : X · → Y · , f = ( fn)n∈Z , is a morphism of C(A), [ f ] denotes its (homotopy) class, the corre-
sponding morphism of K(A). We will say, as usual, that the fn ’s are the components of f and
also, by abuse of language, of [ f ].
9. We will keep throughout the following usual notation for a morphism f = ( f i)i∈ J from the com-
plex X• = (Xi,di)i∈ J to the complex Y • = (Y i, ∂ i)i∈ J .
· · · d
i−1
Xi
di
f i
X i+1
f i+1
· · ·
· · ·
Xi+l
di+l
f i+l
· · ·
· · · ∂
i−1
Y i
∂ i
Y i+1 · · · Y i+l ∂
i+l
· · ·
10. Given the morphism of complexes f , its square starting at the place n will be denoted Sn( f ). It
is the ordered pair of components ( fn, fn+1). (Sn( f ) ∈ C [n,n+1](P).) The short rectangle starting
at place n will be denoted Rn( f ). It is the ordered triple of components ( fn, fn+1, fn+2). (Rn( f ) ∈
C [n,n+2](P).) (See Deﬁnition 5 below.)
11. If we need to consider a factorization f = h · g , as it will often be the case, we will use the
notation Z• = (Z i, ∂˜ i)i∈ J for the middle complex, and the factorization will be described by the
following diagram.
· · · d
i−1
Xi
di
gi
X i+1
gi+1
· · ·
· · ·
Xi+l
di+l
gi+l
· · ·
· · · ∂˜
i−1
Z i
∂˜ i
hi
Z i+1
hi+1
· · ·
· · ·
Z i+l
∂˜ i+l
hi+l
· · ·
· · · ∂
i−1
Y i
∂ i
Y i+1 · · · Y i+l ∂
i+l
· · ·
12. Let A be an additive category and X an object of A. We denote P i(X)• the complex in C(A)
given by P i(X)i = P i(X)i+1 = X , P i(X) j = 0 for j = i, i + 1, di = 1X and d j = 0 for i = j.
Remark 1. In the last item of the notation, if in C(A) we consider the class E of composable mor-
phisms X• f→ Y • g→ Z• such that for all n ∈ Z, the sequence 0 → Xn f
n
→ Yn g
n
→ Zn → 0 is split exact,
then in [3, (2.2.)], it is shown that P i(X)• is E-projective and E-injective. Actually, it is known that
(C(A),E) is an exact category in the sense of [15] or equivalently [8] and C(A) is Frobenius category
(see [11]).
Deﬁnition 1. Let A be an additive category and f : X → Y a morphism of A. f is said to be split
monic (resp. split epic) if and only if there is a morphism h : Y → X such that hf = 1X (resp. f h = 1Y ).
When either one of these conditions hold, f is said to be split.
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Deﬁnition 2. If f is a non-zero morphism of an additive category, we say that f is left minimal (resp.
right minimal) if the existence of a morphism u such that u f = f (resp. f u = f ) implies that u is an
isomorphism.
Deﬁnition 3. Let A be an additive category. A right ideal of A is a family I(X, Y ) (X, Y objects of A),
satisfying the following two conditions.
• Each I(X, Y ) is a subgroup of A(X, Y );
• I(Z , Y ) · A(X, Z) ⊂ I(X, Y ), ∀X, Z , Y objects of A.
Left ideals are deﬁned dually and, as in the case of ring theory, if I is both a left and a right ideal
of A, it is called a two sided ideal or just an ideal of A.
Example 1. If A is the category of modules of an algebra, the set of all homomorphisms with image
contained in the radical of the target is an ideal of A.
Deﬁnition 4. Let A be an additive category. A morphism f of A is said to be irreducible when it is
not split but, for any factorization f = hg , either h is split epic or g is split monic.
Remark 2. This concept is especially interesting when instead of the whole category A, we restrict the
deﬁnition to a class C in A, that is a full subcategory closed under direct sums and direct summands.
In this case we will say that f is C-irreducible, or that it is irreducible relatively to C . In [6] this relative
irreducibility is explored more deeply.
As we will see later, the best results on relative irreducible morphisms are obtained when A is
a category of ﬁnitely generated modules, when C = P is the subcategory of projective modules and
when I is the ideal of the morphisms whose image is contained in the radical of the target. Hence
the reader can imagine, at least at the beginning, that A is the category of (left), ﬁnitely generated
modules over a k-algebra Λ (k a ﬁeld, usually algebraically closed), that P is the category of projective
Λ-modules and that I is the class of morphisms whose image is contained in the radical of the target.
We will say that such complexes X• are minimal projective complexes. As we stated above (2.1, No-
tation 4), in this case the class of C(A) deﬁned by the minimal projective complexes is denoted
by C(P)I .
Remark 3.
1. In Sections 2 and 3 we work with the category C JI(P). This category includes also the usual
particular cases: J = Z, C JI(P) = C(P)I and, if J = Z and P ⊂ I then C JI(P) = C(P).
2. When dealing with irreducible morphisms of complexes, we will assume always (even if that
might be unnecessary in the case considered) that at least one of the complexes is indecompos-
able (and it might be supposed that both are indecomposable, which must be explicitly indicated).
After these basic deﬁnitions, we assume that our general notations are ﬁxed for the whole article.
2.2. Basic results
Deﬁnition 5. Let X• = (Xi,di)i∈ J be any complex and let J ′ be a subinterval of J . The restriction X ′•
of X• to J ′ is the complex X ′• := X•| J ′ with X ′i = Xi for i ∈ J ′ and X ′i = 0 for i /∈ J ′ . The length of J ′
will be called also the length of the restriction X ′• . Morphisms of restrictions of length 1 are usually
called squares and we will call short rectangles the morphisms of restrictions of length 2.
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some interval, say, J ′ , if nothing is stated to the contrary, we will consider them as objects of the
category C J
′
I (A) which might be called the corresponding category of restrictions.
Deﬁnition 6. A morphism of complexes, f = ( f i)i∈ J , will be called smonic (resp. sepic) if all its com-
ponents, f i , are split monomorphisms (resp. split epimorphisms).
Proposition 1 (Standard forms). If a morphism f = ( f i)i∈ J from the complex X• = (Xi,di)i to the complex
Y • = (Y i, ∂ i)i :
· · · d
i−1
Xi
di
f i
X i+1
f i+1
· · ·
· · ·
Xi+l
di+l
f i+l
· · ·
· · · ∂
i−1
Y i
∂ i
Y i+1 · · · Y i+l ∂
i+l
· · ·
is smonic, (up to isomorphism) we can and will assume that Y i = Xi ⊕ Y ′ i , and that f i = (1,0)t , and, if it is
sepic we will write Xi = Y i ⊕ X ′ i , and f i = (1,0).
If it is split monic (resp. split epic) the differential maps ∂ i (resp. di) are of the form
∂ i =
(
di 0
0 ei
) (
resp. di =
(
∂ i 0
0 εi
))
.
In the sequel, we refer to these forms as the standard forms.
Proof. It is an easy veriﬁcation. 
Remark 5. Let f : X• → Y • be a morphism of complexes.
Then, clearly, if f is a split monomorphism (resp. a split epimorphism) then f i is a split monomor-
phism (resp. epimorphism) for all integers i ∈ J .
This remark is not true in K(A) and it is easy to ﬁnd counterexamples, as we see next.
Example 2. Let M ∈ A be an indecomposable object, and let X• be the complex deﬁned by: X0 =
X1 = M , d0 = idM and zero otherwise. Making s1 = idM and sn = 0, if n = 1 we get an homotopy
between the morphisms 1 : X• → X• and 0 : X• → X• .
· · ·0 M id
id
0
M
id
id
0 · · ·
· · ·0 M id M 0 · · ·
In this example the identity and the zero-endomorphism of X are homotopic. Therefore they are
equal in K(A). Then 0X• is a (split) monomorphism but not all its components are.
Proposition 2 (Induced factorizations). Let f =: X• → Y • be any morphism of complexes such that its re-
striction f ′ : X ′• → Y ′• to the subinterval J ′ admits a factorization f ′ = h′ · g′ . (In other words, there is a
middle complex Z ′• = (Z ′i)i∈ J ′ and morphisms g′ : X ′• → Z ′• , h′ : Z ′• → Y ′• , such that f ′ = h′ · g′ .) Then,
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and morphisms g, h, extending g′ , h′ , respectively, such that f = h · g, as shown in the following diagram:
Xn−1
dn−1
1
Xn
g′n
· · · Xm d
m
g′m
Xm+1
fm+1
· · ·
Xn−1
g′ndn−1
fn−1
Z ′n
h′n
· · · Z ′m
∂mh′m
h′m
Ym+1
1
· · ·
Yn−1
∂n−1
Yn · · · Ym ∂
m
Ym+1 · · · .
Notice that in this factorization, the ﬁrst map, g , may be described saying that, before or to the
left of the interval J ′ , its components are identity homomorphisms and, after or to the right of J ′ , they
are the same as the ones of f ; and the second map, h, may be described saying that its components
before the interval J ′ , are the ones of f , while they are identity maps after J ′ .
Proof. The proof is straightforward from the diagram above. 
Remark 6. We will say that this factorization of f is induced from the factorization f ′ = h′ · g′ .
Corollary 1. If a morphism of complexes is irreducible, then all its submorphisms are either split or irreducible.
In particular, all its components are split or (relatively) irreducible (see Remark 4).
Corollary 2. Let f be an irreducible morphism of complexes one of whose components, say fi0 , is not split
epic, then all components to the right of it (that is, with n > i0) are split monic. If f i0 is not split monic, then
all components fn to the left of it (that is, with n < i0) are split epic. If f i0 is non-split, then, clearly, both
consequences are true. Obviously, the same applies to any non-split submorphism of an irreducible morphism.
Proof. This follows easily applying Proposition 2 to the factorizations f i0 = 1 · f i0 and f i0 = f i0 · 1. 
Lemma 1. Let f = ( fn)n∈Z : X• → Y • be a morphism of complexes such that there exists i0 ∈ Z with fi0 split
monic (resp. monic) and fi0−1 an epimorphism (resp. a split epic morphism). Then, there is a factorization
f = h · g where the components of g coincide with those of f up to the place i0 and gi0 = 1, and where the
components of h are 1 up to i0 and hi0 = (1,0)t . If, furthermore, there are places n  i0 with fn not split
monic and m  i0 with fm not split epic (resp. with fn not split epic and fm not split monic), then there is a
non-trivial factorization and f is not irreducible.
Proof. We prove only the ﬁrst statement (the proof of the second is dual). We can assume f has the
following form:
· · · Xi0−1 d
i0−1
f i0−1
Xi0
(1,0)t
· · ·
· · · Y i0−1 ∂
i0−1
Xi0 ⊕ Y ′i0 · · · ,
where f i0−1 is an epimorphism. Hence, we must have
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(
∂ ′
∂ ′′
)
,
∂ ′ f i0−1 = di0−1, ∂ ′′ f i0−1 = 0,
so that, ∂ ′′ = 0. It follows that we have the factorization
· · · Xi0−1 d
i0−1
f i0−1
Xi0
1
· · ·
· · · Y i0−1 ∂
′
1
Xi0
(1,0)t
· · ·
· · · Y i0−1 ∂
i0−1
Xi0 ⊕ Y ′i0 · · · .
If fn , fm have the indicated property, neither the upper morphism can be split monic nor the lower
one can be split epic. 
2.3. Basic description of the irreducible morphisms
Proposition 3. Let f , f = ( fn)n∈ J : X• → Y • , be an irreducible morphism of complexes in the category
C JI(P). Then one of the next conditions holds:
1. fn is a split monomorphism ∀n ∈ J , that is f is smonic (monomorphism case);
2. fn is a split epimorphism ∀n ∈ J , that is f is sepic (epimorphism case);
3. there exists a place i0 ∈ J such that fi0 is not split. In this case, as we already know, fi0 is irreducible.
(Non-split case.)
Proof. If there exists an index i0 such that f i0 is not a split morphism, we are in the third case. Let us
suppose that all fn are split morphisms. If all of them are split epimorphisms, we are in the second
case. Hence, let us suppose now that there exists at least one fn which is not a split epimorphism
and let us ﬁx an index i0 such that f i0 is a split monomorphism but not a split epimorphism. By
Corollary 2, all components following it are split monic. If the same is true for all components to the
left of f i0 , we are in the ﬁrst case. Otherwise, there is a place to the left of i0 whose component is not
split monic. Hence, we can assume that i0 is the ﬁrst place such that its component is split monic but
not split epic, so that f i0−1 is split epic. But this, because of Lemma 1, leads to a contradiction. 
According to these properties, we have three possibilities: either f is smonic, or sepic or it has a
unique (relatively) irreducible component. According to Corollary 2, if f has a non-split submorphism,
say f ′ , all components to the left of it are split epic and all components to the right of it are split
monic.
Furthermore, as it easy to see, a smonic square whose left map is an isomorphism is split (resp.
a sepic square whose right map is an isomorphism is split); so, if, say, f is smonic with an irre-
ducible square at place 0, we can assume that f0 is not split epic. Also, we can apply Corollary 2
to deduce that the submorphism determined by the interval [1,+∞[ (resp., for the epic case, the
submorphism determined by the interval ]−∞,−1]) is split monic (resp. split epic). As we pointed
out after Proposition 1, we can assume that these submorphisms are in the standard form. Since ir-
reducible morphisms are almost irreducible (see Deﬁnition 11 below), this allows us to classify the
irreducible morphisms of complexes into the ﬁve canonical forms pml , pel , nsp, im, ie described in
the above mentioned deﬁnition.
Before we give the canonical forms, we will give the following deﬁnitions for a better description.
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there is a partition of Z as a union of a ﬁnite number of intervals: [−∞,n1], [n1,n2], . . . , [nt ,+∞] (where
n1 < n2 < · · · < nt−1 < nt ) such that all corresponding submorphisms are split monic (resp. split epic).
We will need also a concept obtained as a generalization of the following deﬁnition given in [1].
Deﬁnition 8. Let A be an artin algebra and C a class in mod A. A module M has a left approximation
to C (also called a covariant approximation) if there is a morphism x : M → X , with X ∈ C such that,
for each y : M → Y with Y ∈ C , there is a morphism yˆ : X → Y , such that y = yˆx.
We will apply this concept in a larger context and also with a slightly larger meaning. Instead of
considering the module class C , we consider an ideal of our category A, for example I , and a full
subcategory D of A.
Deﬁnition 9. Let I be a left ideal of A and D a full subcategory of A. A left approximation in I of an
object M ∈ A to D, is a morphism, x : M → X in I with X ∈ D, such that, for each y : M → Y in I
with Y ∈ D, there is a morphism yˆ : X → Y of D, such that y = yˆ · x.
Notice that yˆ is a morphism in D, but may not be in the ideal.
In a natural way (dually) it is deﬁned the right approximation in I from D, to an object in A:
Deﬁnition 10. Given M in A a right ideal of A, I , and a full subcategory D, a right approximation
in I from D, to M is a morphism x : X → M in I with X ∈ D, such that any morphism y : Y → M
in I with Y ∈ D, factors in the form y = x · yˆ, with yˆ in D.
Remarks 1. When D is of ﬁnite type (i.e. generated by a ﬁnite number of indecomposables, as is the
class of projective modules of an Artin algebra), right approximations always exist and can be deﬁned
easily (see [6]).
In particular, in modΛ, a projective cover, S → E , of E , is (trivially) a right approximation to E
from the class of projective modules; and, if E is the radical of a projective P , the projective cover
S → E , followed by the natural inclusion, is a right approximation (in the ideal radP) to P from the
class of the projectives. Also, again in modΛ, an injective envelope, E → I , of E is a left approximation
of E to the class of injective modules.
Deﬁnition 11 (Canonical forms). A morphism f of the category C JI(P), J = [m,n], is said to be almost
irreducible if it is isomorphic to one of the canonical forms pml , pel , im, ie, nsp described below.
1. pml (proper monic case):
(a) for all i < 0, Yn = Xn and f i = 1;
(b) ∂−1 = (d−1,0)t and ∂ i = di , ∀i −2;
(c) for all i  0, i ∈ J , Y i = Xi ⊕ Y ′i , f i = (1,0)t and accordingly
∂ i =
(
di bi
0 ei
)
;
(d) there is an integer l, 0 < l  n, such that the submorphism f[0,l] is irreducible, the submor-
phism f[l,n] is split monic and, for all i, l i  n, bi = 0;
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contained in [0, l]) are split monic;
(f) for all i, l i  n, either ei = 0 or ei is left minimal (that is if θ is an endomorphism of Y ′i+1
such that θei = ei , then θ is an automorphism);
(g) for all i, l i  n, ei is a left approximation to P of I ∩Ni (where Ni is the set of morphisms
Y ′i → Z of Y ′i to P which annihilate ei−1), which means that for every morphism e′ from Y ′i
to P which is in I and annihilates ei−1, there is a morphism u such that e′ = uei .
2. pel (proper epic case):
(a) for all i  0, i ∈ J , Xi = Y i ⊕ X ′i , f i = (1,0) and accordingly
di =
(
∂ i 0
γ i εi
)
;
(b) there is an integer l, 0 < l  n, such that the submorphism f[0,l] is irreducible, the submor-
phism f[m,−1] is split epic and, for all i, m i −1, γ i = 0;
(c) for all i > l, Xi = Y i and f i = 1;
(d) all proper submorphisms of f[0,l] (i.e. submorphisms of the form f[l1,l2] with [l1, l2] strictly
contained in [0, l]) are split epic;
(e) dl = (∂ l,0) and di = ∂ i,∀i  l + 1;
(f) for all i, m i −1, either εi = 0 or εi is right minimal (that is if θ is an endomorphism of
X ′i such that εiθ = εi , then θ is an automorphism);
(g) for all i, m  i  −1, εi is a right approximation from P to I ∩ Ni (where Ni is the set
of morphisms Z → X ′i+1 of P to X ′i+1 which are annihilated by εi+1), which means that
for every morphism e′ from P to X ′i+1 which is in I and is annihilated by εi+1, there is a
morphism u such that e′ = εi+1u.
3. nsp (non-split case):
(a) f0 is irreducible in P ;
(b) for all i > 0, i ∈ J , Y i = Xi ⊕ Y ′i , f i = (1,0)t and
∂ i =
(
di 0
0 ei
)
;
(c) for all i < 0, i ∈ J , Xi = Y i ⊕ X ′i , f i = (1,0) and
di =
(
∂ i 0
0 εi
)
;
(d) R−1( f ) is irreducible;
(e) f[m,−1] is a split epic submorphism and f[1,n] is a split monic submorphism (notice that, also,
S−1( f ) and S0( f ) are irreducible squares in this case);
(f) for all i > 0, i ∈ J , either ei = 0 or ei is left minimal;
(g) for i > 0, i ∈ J , ei is a left approximation to P of I ∩ Ni ;
(h) for all i −1, i ∈ J , either εi = 0 or εi is right minimal;
(i) for all i −1, i ∈ J , εi is a right approximation from P to I ∩ Ni .
4. im (improper monic case): f is smonic and all its ﬁnite submorphisms are split (obviously, in
this case J must be an inﬁnite interval);
5. ie (improper epic case): f is sepic and all its ﬁnite submorphisms are split (obviously, in this case
J must be an inﬁnite interval).
In the sequel, we will refer to these as the canonical forms of almost irreducible morphisms be-
tween complexes.
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1. If
• f is smonic;
• Y • is bounded on the right, i.e. there is a place, n, such that Yn = 0 and Ym = 0 for all m > n;
• there is a non-zero morphism δ in I such that
δ∂n−1 = 0 = δ f n,
then f is not irreducible.
2. If
• f is sepic;
• X• is bounded on the left, i.e. there is a place, n, such that Xn = 0 and Xm = 0 for all m < n;
• there is a non-zero morphism δ in I such that
f nδ = 0 = dnδ,
then f is not irreducible.
Proof. The proof is direct. We do it for the case (a) since the other one is dual. Let us consider a
factorization f = h · g for which the middle complex, Z• , is identical to Y • except at the place n + 1
where the module is P instead of 0, and where the differential starting at place n is δ. The morphism
g coincides with f except at the place n + 1, where gn+1 = 0 and h has all components equal to 1,
except at the place n + 1, where hn+1 = 0.
Then, g is not split, because g]−∞,n] = f]−∞,n] and h is not split epic because, otherwise, we
should have δ · 1 = 0. 
Remark 7. As a consequence of this proposition, we see that in many cases a non-split bounded,
smonic or sepic morphism of complexes can be viewed as a submorphism of one that is not irre-
ducible.
In connection to this, let us observe that, as it is easy to see, if f ∈ C JI(P), J = [m,n], is irre-
ducible in the category deﬁned by the interval [m − 2,n + 2], then it is irreducible in all categories
corresponding to intervals that contain J .
Examples. Here we give some examples of irreducible morphisms showing that all proper canonical
forms are possible for them.
In all cases we consider a hereditary Artin algebra A determined by a Dynkin quiver.
We start with an irreducible morphism M → N between indecomposable modules and then con-
sider the irreducible square determined by the minimal projective presentations:
P1 P2 M
Q 1 Q 2 N.
Next we form our morphism, f , in a category C JI(P) with [0,1] ⊂ J , by assuming that this square
is S0( f ) and that all other modules are 0. Clearly, S0( f ) is irreducible in its corresponding subcate-
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f :
· · · 0 P1 P2 0 · · ·
· · · 0 Q 1 Q 2 0 · · ·
(∗)
Our notations are the usual ones: Pi, Ii, Si for the projective (resp. injective, simple) associated to
the vertex i of the ordinary quiver.
For the ﬁrst two examples, we consider the hereditary algebra A deﬁned by the quiver
•2
•1
•3.
We observe ﬁrst of all that the projectives have the form
Pm11 ⊕ Pm22 ⊕ Pm33 ,
that there are no morphisms in I going out from P2 or P3 and that morphisms from these modules
to a projective must have all components equal to the identity map.
1. Let us call M the module TrDP1 and N the module TrDP3. Then, M = I1 and N = I2 and the
irreducible map from M to N produces (in the way described above) the following irreducible
square of the form pe.
P1 P2 ⊕ P3
P1 P2.
Assuming that S0(g) is split monic, we see that there is a morphism g′ such that g′g = 1. In
fact this is almost trivial because, since P1 is simple, g′0 is of the form (1, x) with either x = 0 or
x split epic, so that g is split monic.
On the other hand, if S0(h) is split epic we also see easily that there is h′ such that hh′ = 1. In
fact, h′1 must be of the form (1,0)t , so that h is split epic.
2. For the next example, let us consider the irreducible map from P2 to I1. It produces an irreducible
square of the form pm:
0 P2
P1 P2 ⊕ P3
and it is even easier to obtain the proof in this case.
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•1 •2 •3.
It happens again that P1 is simple and that there are no maps in I going out from P3.
In this case, P3 coincides with the injective I1, I2 = TrDP2, S2 = TrDP1 and I3 = S3 = TrDS2.
3. The irreducible map from S2 to I2 leads to an irreducible square of the form nsp with the vertical
irreducible map at the right side:
P1 P2
P1 P3.
In this case, one ﬁnds that a proof of the irreducibility of f is very similar to that given for
Example 1.
4. Finally, let us consider the morphism f obtained from the irreducible map from I2 to I3 which
leads to an irreducible square of the form nsp with the vertical irreducible map at the left side:
P1 P3
P2 P3.
Here, the proof that, if S0(g) is split monic, then g is split monic is done as in Example 1, because
P1 is simple, and the proof that, if S0(h) is split epic, then h is split epic is done as in Example 1,
because there are no maps in I starting at P3.
Next, we give an example of a non-split, non-irreducible morphism all whose squares are split
monic.
Example 3. Let us consider a quiver with just one vertex and two loops, a ﬁeld, k, of characteristic
different from 2 and the k-algebra, Λ, of radical squared 0 deﬁned by that quiver.
Let us denote with P (hence P = Λ as a module) the only indecomposable projective and let us
denote by f and g the endomorphisms deﬁned by the arrows.
Let us consider the complex morphism given by the following diagram.
· · · 0 X0 d
0
(1,0)t
X1
d1
(1,0)t
X2
1
0 · · ·
· · · 0 X0 ⊕ X ′0 ∂
0
X1 ⊕ X ′1 ∂
1
X2 0 · · ·
where all modules are equal to P and where d0 = f , d1 = g , ∂0 = ( f g) and ∂1 = (g, g).0 g
2728 H. Giraldo, H. Merklen / Journal of Algebra 321 (2009) 2716–2736The square beginning at place 0 is split monic (use the squares morphism ((1,0), (1,−1))) and
the one beginning at place 1 is also split monic (use the squares morphism ((1,1),1)).
On the other hand, the morphism is not split. If it were, there would exist endomorphisms of P ,
x and y, satisfying
g(1, y) = (g, g),
(1, y)∂0 = f (1, x)
and, writing
x = α + γ f + δg,
y = β + γ ′ f + δ′g
(with α,β,γ , δ,γ ′, δ′ ∈ k), we should have α f = 2g , which is impossible.
We show next that this morphism is not irreducible by giving a factorization for which the ﬁrst
morphism is not split monic and the last one is not split epic. We write δ for the differential maps of
the middle complex and, to facilitate the computations, we write P for all non-zero objects of it.
· · · 0 0 P
f
(1,0,0)t
P
(1,0,0)t
· · · 0 P δ
−1
P ⊕ P ⊕ P δ
0
θ0
P ⊕ P ⊕ P
θ1
· · · 0 0 P ⊕ P ∂
0
P ⊕ P
g
P
(1,0)t
0 0 · · ·
δ1
P ⊕ P δ
2
(1,0)
P 0 · · ·
∂1
P 0 0 · · ·
where
∂0 =
(
f g
0 g
)
, ∂1 = (g, g),
δ−1 = ( f ,0, f )t , δ0 =
⎛
⎝
f g − f
0 g 0
0 0 f
⎞
⎠ , δ1 =
(
g g 0
0 f f
)
,
δ2 = (0, g), θ0 =
(
1 0 −1)
and θ1 =
(
1 0 0
)
.0 1 0 0 1 0
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x′0, x′′0, x′1, x′′1, x2 such that
(
1, x′0, x′′0
)⎛⎝
f
0
f
⎞
⎠= 0, f (1, x′0, x′′0)= (1, x′1, x′′1)
⎛
⎝
f g − f
0 g 0
0 0 f
⎞
⎠ ,
g
(
1, x′1, x′′1
)= (1, x2)
(
g g 0
0 f f
)
.
But from those equations one gets that x′1 must be 1 modulo the radical and also that g + x′1g
must be equal to 0. This is not possible.
For the lower morphism to be split (epic) it is necessary that there are endomorphisms of P :
y′0, y′′0, y′1, y′′1, y2 such that
⎛
⎝
1 0
0 1
y′1 y′′1
⎞
⎠
(
f g
0 g
)
=
⎛
⎝
f g − f
0 g 0
0 0 f
⎞
⎠
⎛
⎝
1 0
0 1
y′0 y′′0
⎞
⎠ ,
(
1
y2
)
(g, g) =
(
g g 0
0 f f
)
, (0, g)
(
1
y2
)
= 0.
But from those equations one gets that y′′1 must be equal to −1 modulo the radical and also that
y′′1 must belong to the radical. This is not possible.
3. The main theorems
Theorem 1 (Characterization of irreducible morphisms). If f is an irreducible morphism in C JI(P), then f is
almost irreducible (hence it belongs to one of the canonical forms of Deﬁnition 11).
Proof. Let f be an irreducible morphism in C JI(P). By Proposition 3, either f is smonic or sepic or
it has a component irreducible in P . It is clear that if f is smonic (resp. sepic) with no irreducible
ﬁnite submorphism, then it belongs to the form im (resp. ie). Hence, we only have to show that if
f is smonic (resp. sepic) with an irreducible ﬁnite submorphism of length l, then it belongs to the
canonical form pml (resp. pel); and that if it has a relatively irreducible component, then it belongs
to the canonical form nsp.
(1) The pml case.
We assume that f is irreducible, smonic and that it has ﬁnite irreducible submorphisms. Up to
isomorphism, we can assume that f is in the pml form and that f[0,l] is minimal irreducible (i.e. that
all its submorphisms are split). We observe ﬁrst that f[0,l−1] cannot be split epic because if it were,
f[0,l] would be split monic. Hence, applying the factorization induced by f[0,l−1] ·1 (see Proposition 2)
we deduce that f[l,n] is split monic. And, similarly using the factorization f[0,l] = f[0,l] · 1, that f[m,−1]
is split epic. This proves property (a) and, thence, (b), (c) and (d) of Deﬁnition 11. Also it is clear that
(e) is true so that there remain to be proved only properties (f) and (g).
Let us prove property (f). Let us ﬁx an i  l such that ei = 0 and let us assume that θ is such that
θei = ei .
We perform the following factorization f = X• g→ Z• h→ Y •:
• The middle complex, coincides with of the lower one, except for the obvious deﬁnition for ∂˜ i+1;
• the components gn are equal to the components f n for all j;
• the components hn , for n = i + 1 are equal to the identity map;
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(
1 0
0 θ
)
.
Since the upper morphism, g , cannot be split monic, the lower one, h, must be split epic. Hence,
θ is split epic, that is θ is an automorphism.
Finally, let us prove property (g). Let us ﬁx again an i  l.
Then, let us be given an arbitrary object in P , Z , and an arbitrary map e′ : Y ′i → Z , in I ∩ Ni and
let us perform a factorization f = X• g→ Z• h→ Y • according to the following recipe:
• The objects Zn , for n = i + 1, of the middle complex coincide with those of the lower one;
• Z i+1 = Xi+1 ⊕ Y ′i+1 ⊕ Z ;
• the differential maps ∂˜n of the middle complex, for n = i, i + 1, coincide with the differential
maps of the lower complex;
• the components gn , for n = i + 1 coincide with the components
f n =
(
1
0
)
;
• the components hn , for n = i + 1 are equal to the identity map;
• gi+1 =
⎛
⎝
1
0
0
⎞
⎠ ;
• hi+1 =
(
1 0 0
0 1 0
)
;
• ∂˜ i =
⎛
⎝
di 0
0 ei
0 e′
⎞
⎠ ;
• ∂˜ i+1 =
(
di+1 0 0
0 ei+1 0
)
.
Since g cannot be split monic (because f[0,l] is irreducible), h must be split epic. This requires the
existence of a morphism u : Y ′i+1 → Z such that uei = e′. The proof is completed.
(2) The pel case.
We omit the proof since it is dual (and, hence, totally similar) to the one for the pml case.
(3) The nsp case.
We also omit the proof for this case since it is very straightforward once we have saw the previous
ones. Notice that the submorphisms f[m,l] and f[0,n] are, respectively, in cases pel and pml . 
Theorem 2. Keeping the above notations, let us be given an almost irreducible morphism f ∈ C JI(P) and let
us assume it is in the pml canonical form. In order that f be irreducible, it is necessary and suﬃcient that the
following condition is satisﬁed.
For any factorization of f , f = h · g, if the submorphism h[0,l] is not split epic, then g has the splitting
property (monic case).
Proof. Let us begin with the proof of the necessity, so that we assume f to be irreducible in the
pml form and that we have the indicated factorization. The quoted condition follows almost trivially
because if h[0,l] is not split epic, then h cannot be split epic and, therefore, g is split monic. Hence
g has the splitting property.
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f = X• g→ Z• h→ Y • . We need to show that either g is split monic or h is split epic.
Since f[0,l] is irreducible, either g[0,l] is split monic or h[0,l] is split epic. Let us consider ﬁrst
the case when h[0,l] is not split epic. Hence, by the assumed property and by the deﬁnition of this
canonical form, g is locally split and so it is split monic.
Let us consider now the case in which h[0,l] is split epic. We will show that this implies that our
morphism h is split epic (thus completing our proof). Let us observe ﬁrst that the submorphism h[m,l]
is split epic.
Up to isomorphism, we can assume that all components hi , m  i < 0, are in the standard form
(1,0) and, since h[0,l] is split epic, that all components hi , 0  i  l, are in this standard form too.
And, since f−1 = 1 and f0 = (1,0)t , ∂−1 = (d−1,0)t which allows to conclude that h[m,l] is indeed
split epic.
To prove that h is split epic, we proceed by induction in i  l showing that h[m,i] is split epic for all
i ∈ J . The ﬁrst step, i = l has been already seen. For the induction step, we assume that, for i − 1 l,
h[m,i−1] is split epic and in the standard form and we show that h[0,i] is split epic too.
The differential of the middle complex for the places i − 1, i are of the following forms:
∂˜ i−1 =
⎛
⎝
di−1 0 0
0 ei−1 0
0 0 ε˜i−1
⎞
⎠ ,
∂˜ i =
(
di 0 0
0 ε˜′i ε˜′′i
)
and, as can be assumed, hi+1 is of the form
( 1 0
0 θ
)
.
Then, it is straightforward to get that θ · ε˜′i = ei and that ε˜′i · ei−1 = 0, so that, by conditions (f)
and (g) of Deﬁnition 11, there is a morphism u such that θ · u is an automorphism. This proves that
θ is a split epic morphism and we can rewrite ∂˜ i and hi+1 in the following forms:
hi+1 =
(
1 0 0
0 1 0
)
,
∂˜ i =
⎛
⎝
di 0 0
0 ei 0
0 α ε˜i
⎞
⎠ .
Now, the only thing that remains to be proved is that, up to isomorphism, we can assume that
α = 0. But this is also easy, for, since ∂˜ i · ∂˜ i−1 = 0, we see that α · ei−1 = 0, so that there is a mor-
phism v such that α = v · ei . Then, applying the isomorphism
⎛
⎝
1 0 0
0 1 0
0 v 1
⎞
⎠ ,
we see that ∂˜ i can be assumed to have α = 0. 
Theorem 3. Keeping the above notations, let us be given an almost irreducible morphism f ∈ C JI(P) and let
us assume it is in the pel canonical form. In order that f be irreducible, it is necessary and suﬃcient that the
following condition is satisﬁed.
For any factorization of f , f = h · g, if the submorphism g[0,l] is not split monic, then h has the splitting
property (epic case).
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Theorem 4. Let us keep the above notations and let us be given an almost irreducible morphism of complexes,
f ∈ C JI(P), in the nsp canonical form (hence, in particular, f0 is irreducible in P and R−1( f ) is irreducible).
Then, in order that f be irreducible, it is necessary and suﬃcient that the following condition is satisﬁed.
For any factorization of f , f = h · g, it happens that:
1. if R−1(h) is not split epic, g has the splitting property;
2. if R−1(g) is not split monic, h has the splitting property;
3. if R−1(g) is split monic and R−1(h) is split epic, then either g or h have the splitting property.
Proof. In order to simplify the proof we state and prove the following lemma.
Lemma 2. Let f be an almost irreducible morphism of complexes in C JI(P) in the nsp canonical form and let
us have a factorization f = h · g. Then, if S0(h) (resp. S−1(g)) is split epic (resp. monic), h (resp. g) is locally
split (epic case) (resp. monic case).
Proof. We write down only the proof for the ﬁrst case since the other one consists of a dual argu-
ment. We already have that h[m,0] is split epic. If S0(h) is split epic, we can repeat the induction
argument in the proof of Theorem 2 to deduce that h[0,n] is also split epic. 
Now, let us go on with the proof of the theorem. Let us assume ﬁrst that f is irreducible, so that
either h is split epic or g is split monic. The condition is obviously satisﬁed.
Let us assume next that the condition is satisﬁed. Then, if R−1(h) is not split epic, g is locally
split (by the lemma) and hence it is split monic. Let us assume, then, that R−1(h) is split epic. If, in
addition, R−1(g) is not split monic, we can do a similar argument using the lemma again to obtain
that h is split epic. Finally, if R−1(g) is split monic and R−1(h) is split epic, both g and h are locally
split. 
4. Irreducibles of C−(P) and applications to the derived category D−(Λ) of an algebra Λ
By abuse of language, we can say that the category C−I (P) is the union of the categories C JnI (P),
Jn = [m,n],n ∈ Z and m ∈ Z or m = −∞. Now, it is very easy to see that our main theorems can be
used for the study of the irreducible morphisms in this category, C−I (P), too.
Let us see. Let f be a morphism in C JI(P), where J = [m,n] is a minimal possible interval (here
either m or n may be inﬁnite). Let us now go to the full subcategory C J
′
I (P), with J ′ = [m − 2,
n + 2] (meaning, of course, that −∞ − 2 denotes −∞ and that +∞ + 2 denotes +∞). Then, if f
is irreducible in C J
′
I (P), it is also irreducible in any other subcategory corresponding to an interval
containing J ′ .
Remark 8. All Theorems 1, 2, 3, 4 hold for morphisms of C−I (P) provided that given f ∈ C JI(P), the
interval J = [m,n] be changed to J ′ = [m − 2,n + 2].
4.1. Applications to the derived category D−(Λ)
In what follows, we work with an algebra Λ. Accordingly, A denotes the category mod-Λ, P the
full subcategory of projective Λ modules and I the ideal deﬁned by the homomorphisms whose
images are inside the radical of the target. As we stated above, C(P)I is then the set of the so-called
minimal projective complexes i.e. those complexes whose families of differential maps: dn : Pn → Pn+1
are such that, ∀n, the image of dn is contained in rad(Pn+1).
As it is well known, the derived category D−(Λ) is equivalent to K−(P). Hence, in order that
our Theorems 4, 5 and 6 can be used to characterize de irreducible morphisms of D−(Λ), we are
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which is a minimal projective complex in K−(P) and that the irreducibles of K−(P) are given by the
irreducibles of C−I (P).
Theorem 5 (Drozd). Any complex X• ∈ C(P) is isomorphic in K(P) to a minimal projective complex.
Proof. Let X• = (Xi,diX ) ∈ C(P).
(a) It is easy to see that, if X• ∈ C(P), then di /∈ I , i.e. is not a radical morphism if and only if
P i(M) (see 2.1, Remark 1) is a direct summand of X• for some M ∈ P .
(b) Let M ∈ P . If P i(M) is a direct summand of X• then M is a direct summand of Xi , so that
length(M) lengthXi . Then, given T a ﬁnite subset of Z and taking Mi with maximal possible length
with Mi ∈ P , there is a decomposition of the form
X• = X•T ⊕
⊕
i∈T
P i(Mi)
such that X•T has not direct summands of the form P i(Mi), i ∈ T .
Taking now T =: Tn = [−n,n], n = 0,1, . . . , there are decompositions:
X• = X•T (0) ⊕ P0(M0),
X•T (n+1) = X•T (n) ⊕ P−n−1(M−n−1) ⊕ Pn+1(Mn+1)
and split monomorphisms
X•T (n+1) → X•T (n) → X•T (n−1) → ·· · → X•T (0).
Taking W • =⋂n∈N X•T (n) , there is a monomorphism σn : W • → X•T (n) for any n ∈ N, such that for
all i ∈ Z, σ in is a split monomorphism. Now, if W • had a direct summand of the form P j(X), for some
X ∈ P , there would be a morphism λ : P j(X) → XT ( j) such that all its components λi would be split
monomorphisms, but then we would have an exact sequence in E ,
0 → P j(X) → XT ( j) → Z → 0.
But, since P j(X) is E-injective (see 2.1, Remark 1) it would be a direct summand of XT ( j) , a contra-
diction.
Then W • is a minimal projective complex.
Moreover:
X• = W • ⊕
⊕
j∈Z
P j(M j)
where
⊕
j∈Z P j(M j) is an E-projective object (see 2.1, Remark 1). 
Next we prove (see Theorem 5) that the irreducible morphisms of K−(P) are given precisely by
the irreducible morphisms in C−(P).
Lemma 3. Let f be a morphism between minimal projective complexes which is homotopy equivalent to the
identity. Then f is an isomorphism.
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Corollary 3. Let f be a morphism of C(P)I and let [ f ] be its homotopy class in K(P). Then, f is split monic
(resp. split epic) if and only if [ f ] is split monic (resp. split epic).
Lemma 4.
1. Let f be a smonic (resp. sepic)morphism in C(P)I and let f ′ be a morphism such that [ f ′] = [ f ] in K(P).
Then f ′ is isomorphic to f .
2. Let f be an irreducible morphism in C(P)I belonging to the canonical form nsp and let f ′ be a morphism
such that [ f ′] = [ f ] in K(P). Then f ′ is isomorphic to f .
Proof. 1. We do the proof for the smonic case since the sepic case is analogous. Let us use the already
stablished notation:
f : (X•,di)i∈Z → ((X⊕Y ′)•, ∂i)i∈Z, f i =
(
1
0
)
.
By hypothesis there is an homotopy chains map (si)i∈Z such that
f i + ∂ i−1si + si+1di = f ′i .
Let us call σi, σ ′i the components of si , so that
f ′i =
(
1+ ∂i−1σi + σi+1di
σ ′i
)
.
Since −∂i−1σi + σi+1di is nilpotent, the ﬁrst component is an automorphism, say φi . Then it is easy
to check that
(
1 0
σ ′i φ
−1
i 1
)
f iφi = f ′i .
2. Let f : X• → Y • be an irreducible morphism of the category C(P)I which is in the nsp canoni-
cal form (and let us keep the notations of Deﬁnition 11).
Since f−1 is split epic ( f−1 = (1,0)), d−1 is of the form d−1 = (d′,d′′) and, since f1 is split monic,
∂0 is of the form ∂0 = (∂ ′, ∂ ′′)t .
Let f ′ be a morphism such that [ f ′] = [ f ], so that there exists an homotopy chain, s, such that, at
each place i we have f ′i = f i + ∂ i−1si + si+1di .
To show that f ′ is isomorphic to f we reduce the proof to two particular cases. Firstly, the case
where all maps si for i > 0 are equal to 0 and secondly, assuming that, instead, all maps si for i < 0
are equal to 0.
First case: si = 0 for i > 0.
By the ﬁrst part, we see that we can assume that f ′ is equal to f for the interval to the left of 0
(and, obviously, for the interval to the right of 0).
On the other hand,
∂−1s0 = ∂−1(1,0)s0 = f0(d′,d′′)s0
so that
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1+ (d′,d′′)s0
)
,
showing that f ′0 ∼= f0. This completes the proof that, for this ﬁrst case, f ′ ∼= f .
Second case: si = 0 for i < 0.
The proof is totally analogous to that of the ﬁrst case (one uses that, if i > 0, f i = (1,0)t ).
The proof that if [ f ′] = [ f ] then f ′ ∼= f , is complete. 
Lemma 5. Let f be a morphism in C(P)I with a factorization in K(P), [ f ] = [h][g]. If f is irreducible, there
are morphisms h′, g′ such that f = h′g′ .
Proof. Again, we assume that f is in one of the ﬁrst three canonical forms and use the corresponding
notations. The proof is essentially the same for all cases: f is smonic, f is sepic or f is in the non-
split case and it envolves the fact that all the components f i (except f0 in the non-split case) are
split. We write it for this last case. Let us call f ′ the composite of h and g , [ f ′] = [ f ], so that there is
a chain map (si)i such that, for each place i, f ′i = f i + ∂ i−1si + si+1di .
Since, for i < 0, the f ′i are split epic by Corollary 3, hi is split epic too. Similarly, for i > 0, since
f ′i is split monic, gi is also split monic:
for i < 0 hi := (1,0) : Xi ⊕ Z ′i → Xi,
for i > 0 gi := (1,0)t : Xi → Xi ⊕ Z ′i .
Then, as it is easy to see, for each i  0, there is a map s′i : Xi → Xi−1 ⊕ Z ′i−1 such that si = hi−1s′i
and, for each i  0, a map s′′i+1 : Xi+1 ⊕ Z ′i+1 → Y i such that si+1 = s′′i di .
Now, let us consider the chain map sˆ deﬁned by taking s′i for places i  0 and 0 for i > 0, and the
chain map ˆˆs deﬁned by 0 for places  0 and by s′′i for places > 0. Using sˆ we obtain a morphism g′
homotopic to g and, using ˆˆs, a morphism h′ homotopic to h that satisfy f = h′g′ . 
Theorem 6. Let ϕ be a morphism of K−(P) represented by the morphism f , ϕ = [ f ], with f in C−I (P) (see
Theorem 5). Then, ϕ is irreducible in K−(P) if and only if f is irreducible in C−I (P).
Proof. Let [ f ] be irreducible. By Corollary 3, f is not split. Let us be given a factorization f = hg
in C−I (P). Then, either [g] is split monic or [h] is split epic and, again by Corollary 3, we obtain that
either g is split monic of h is split epic.
For the converse, let us assume that f is irreducible, so that, by Corollary 3 [ f ] is not split, and
let us be given a factorization [ f ] = [h][g]. By Lemma 4, f ′ = hg is also irreducible so that either h is
split epic or g is split monic, implying (by Corollary 3), respectively, that [h] is split epic or [g] is
split monic. (An alternative proof uses Lemma 5. Since f = h′g′ , either h′ is split monic or g′ is split
epic, and this implies, respectively (by Corollary 3), that [h] is split monic or [g] is split epic.) 
Acknowledgments
We are deeply thankful to the reviewer(s) for his(hers)(theirs) remarks and suggestions, particu-
larly for the proof of Theorem 5, which enabled us to greatly improve this article.
Also, we acknowledge the important collaboration of Marcelo Lanzilotta who worked with us dur-
ing the ﬁrst two years (especially the ﬁrst one) of our research.
References
[1] Maurice Auslander, Sverre Smalø, Preprojective modules in subcategories, J. Algebra 66 (1980) 61–122.
[2] Maurice Auslander, Idun Reiten, Sverre Smalø, Representation Theory of Artin Algebras, Cambridge Univ. Press, 1995.
[3] Raymundo Bautista, María José Souto Salorio, Rita Zuazua, Almost split sequences for complexes of ﬁxed size, J. Algebra 287
(2005) 140–168.
2736 H. Giraldo, H. Merklen / Journal of Algebra 321 (2009) 2716–2736[4] Viktor Bekkert, Héctor Merklen, Indecomposables in derived categories of gentle algebras, Algebr. Represent. Theory 6
(2003) 285–302.
[5] Viktor Bekkert, Eduardo Marcos, Héctor Merklen, Indecomposables in derived categories of skewed-gentle algebras, Comm.
Algebra 31 (6) (2003) 2615–2654.
[6] Gladys Chalom, Héctor Merklen, Irreducible morphisms in subcategories, in: Groups, Rings and Group Rings, in: Lect. Notes
Pure Appl. Math., vol. 248, Taylor and Francis CRC Press, 2006.
[7] Gladys Chalom, Héctor Merklen, Glueing split morphisms of complexes, in: CIMPA2006, Mar del Plata, 2006.
[8] P. Gabriel, A.V. Roiter, Representations of ﬁnite dimensional algebras, in: A.I. Kostrikin, I.V. Shafarevich (Eds.), Algebra VIII,
in: Encyclopaedia Math. Sci., vol. 73, Springer, Berlin, 1992.
[9] Pièrre-Paul Grivel, Catégories Derivées et Foncteurs Derivées, in: A. Borel (Ed.), Algebraic D-Modules, in: Perspect. Math.,
vol. 2, Academic Press, Orlando, FL, 1987, pp. 1–108.
[10] Dieter Happel, Triangulated Categories in the Representation Theory of Finite Dimensional Algebras, London Math. Soc.
Note Ser., vol. 119, Cambridge Univ. Press, 1988, ix+149 pp.
[11] B. Keller, Deriving DG categories, Ann. Sci. École Norm. Sup. (4) 27 (1994) 63–102.
[12] Bernhard Keller, Derived categories and their uses, http://www.math.jussieu.fr/~keller/publi/dcu.ps.
[13] Héctor Merklen, Hernán Giraldo, Irreducible morphisms of categories of complexes, II, in preparation.
[14] Héctor Merklen, Irreducible short-rectangles and squares, Escola de Álgebra, 2006.
[15] D. Quillen, Higher Algebraic K-Theory I, in: Lecture Notes in Math., vol. 341, Springer, Berlin, 1973, pp. 85–147.
[16] Jeremy Rickard, Equivalences of derived categories of modules, in: Notes in Mathematics, 1967.
[17] Jeremy Rickard, Morita theory for derived categories, J. London Math. Soc. (2) 39 (1989) 436–456.
[18] C.A. Weibel, An Introduction to Homological Algebra, Cambridge Stud. Adv. Math., vol. 38, Cambridge Univ. Press, 1994.
