In Part II of this paper, also in this issue, we carried out a detailed mean-square-error analysis of the performance of asynchronous adaptation and learning over networks under a fairly general model for asynchronous events including random topologies, random link failures, random data arrival times, and agents turning on and off randomly. In this Part III, we compare the performance of synchronous and asynchronous networks. We also compare the performance of decentralized adaptation against centralized stochastic-gradient (batch) solutions. Two interesting conclusions stand out. First, the results establish that the performance of adaptive networks is largely immune to the effect of asynchronous events: the mean and mean-square convergence rates and the asymptotic bias values are not degraded relative to synchronous or centralized implementations. Only the steady-state mean-square-deviation suffers a degradation in the order of , which represents the small step-size parameters used for adaptation. Second, the results show that the adaptive distributed network matches the performance of the centralized solution. These conclusions highlight another critical benefit of cooperation by networked agents: cooperation does not only enhance performance in comparison to stand-alone single-agent processing, but it also endows the network with remarkable resilience to various forms of random failure events and is able to deliver performance that is as powerful as batch solutions.
I. INTRODUCTION
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Digital Object Identifier 10.1109/TSP.2014.2385037 small step-sizes. Specifically, we derived condition (93) in Part I [2] , namely,
for all , to ensure that the steady-state individual mean-squaredeviations (MSD) satisfies (2) for all , where denotes the -th moment of the random step-size parameter are from Assumptions 2 and 3 of Part I [2] , denotes the optimal minimizer, and (3) Note that in Theorem 1 from Part I [2] , we used in (2) , where is from (95) of Part I [2] . Since by (107) from Part I [2] , we replaced with in (2) . In Part II [3] we examined the attainable mean-square-error (MSE) performance of the asynchronous network and derived expressions that reveal how close the estimates at the various agents get to the desired optimal solution that is sought by the network. In particular, we showed among other results that under a strengthened condition (19) from Part II [3] (relative to condition (1)), namely, (4) for all , it holds that (5) for all and , where is some constant that is given by (90) of Part II [3] .
In (200) and (201) from Appendix V of Part I [2] , we showed that condition (4) implies condition (1) so that both results (2) and (5) hold. Expressions (2) and (5) show that all agents are able to reach a level of agreement with each other and to get close to in steady-state. These results establish that asynchronous networks can operate in a stable manner under fairly general asynchronous events and, importantly, are able to adapt and learn well. Two important questions remain to be addressed: TABLE I COMPARISON OF SYNCHRONOUS VS. ASYNCHRONOUS AND DISTRIBUTED VS. CENTRALIZED SOLUTIONS 1) Compared with synchronous networks, does the asynchronous behavior degrade performance? 2) How close can the performance of an asynchronous network get to that of a centralized solution? In this Part III, we therefore compare the performance of synchronous and asynchronous networks. We also compare the performance of distributed solutions against centralized (batch) solutions. The results will show that the performance of adaptive networks are surprisingly immune to the effect of asynchronous uncertainties: the mean and mean-square convergence rates and the asymptotic bias values are not degraded relative to synchronous or centralized implementations. Only the steady-state MSD suffers a degradation of the order of . The results also show that an adaptive network can match the performance of a centralized solution. The main results of this part are summarized in Table I , which compares various performance metrics across different implementations. The notation in Table I will be explained in the sequel. For now, we simply remark that the results in Table I show that the distributed and centralized implementations have almost the same mean-square performance in either the synchronous or asynchronous modes of operation, i.e., the asynchronous distributed implementation approaches the asynchronous centralized implementation, and the synchronous distributed implementation approaches the synchronous centralized implementation.
We indicated in the introductory remarks of Part I [2] that studies exist in the literature that examine the performance of distributed strategies in the presence of some forms of asynchronous uncertainties [4]- [7] or changing topologies [5] - [13] , albeit for decaying step-sizes. We also explained how the general asynchronous model that we introduced in Part I [2] covers broader situations of practical interest, including adaptation and learning under constant step-sizes, and how it allows for the simultaneous occurrence of multiple random events from various sources. Still, these earlier studies do not address the two questions posed earlier on how asynchronous networks compare in performance to synchronous networks and to centralized (batch) solutions. If it can be argued that asynchronous networks are still able to deliver performance similar to synchronous implementations where no uncertainty occurs, or similar to batch solutions where all information is aggregated and available for processing in a centralized fashion, then such a conclusion would be of significant practical relevance. The same conclusion would provide a clear theoretical justification for another critical benefit of cooperation by networked agents, namely, that cooperation does not only enhance performance in comparison to stand-alone single-agent processing, as already demonstrated in prior works in the literature (see, e.g., [14] - [17] and the references therein), but it also endows the network with remarkable resilience to various forms of uncertainties and is still able to deliver performance that is as powerful as batch solutions.
For the remainder of this part, we continue to use the same symbols, notation, and assumptions from Part I [2] and Part II [3] . Moreover, we focus on presenting the main results and their interpretation in the body of the paper, while delaying the technical derivations and arguments to the Appendices.
II. CENTRALIZED BATCH SOLUTION
We first describe and examine the centralized (batch) solution. In order to allow for a fair comparison among the various implementations, we assume that the centralized solution is also running a stochastic-gradient approximation algorithm albeit one that has access to the entire set of data at each iteration. Obviously, centralized solutions can be more powerful and run more complex optimization procedures. Our purpose is to examine the various implementations under similar algorithmic structures and complexity.
A. Centralized Solution in Two Forms
We thus consider a scenario where there is a fusion center that regularly collects the data from across the network and is interested in solving the same minimization problem (1) as in Part I [2] , namely, (6) where the cost functions satisfy Assumptions 1 and 2 in Part I [2] and each has a unique minimizer at . The fusion center seeks the optimal solution of (6) by running an asynchronous stochastic gradient batch algorithm of the following form (later in (66) we consider a synchronous version of this batch solution): (7) where denotes the iterate at time , the are nonnegative convex fusion coefficients such that (8) for all , and the are the random step-sizes. We will describe later in (66) the centralized implementation for the synchronous batch solution. In that implementation, all agents transmit their data to the fusion center. In contrast, the implementation in (7) allows the transmission of data from agents to occur in an asynchronous manner. Specifically, we use random step-sizes in (66) to account for random activity by the agents, which may be caused by random data arrival times or by some power saving strategies that turn agents on and off randomly. We also use random fusion coefficients to model the random status of the communication links connecting the agents to the fusion center. This source of randomness may be caused by random fading effects over the communication channels or by random data feeding/fetching strategies. Therefore, the implementation in (7) is able to accommodate various forms of asynchronous events arising from practical scenarios, and is a useful extension of the classical batch solution in (66).
It is worth noting that the centralized (batch) algorithm (7) admits a decentralized, though not fully-distributed, implementation of the following form:
In this description, each agent uses the local gradient data to calculate the intermediate iterate and feeds its value to a fusion center; the fusion center fuses all intermediate updates according to (9b) to obtain and then forwards the results to all agents. This process repeats itself at every iteration. Implementation (9a)-(9b) is not fully distributed because, for example, all agents require knowledge of the same global iterate to perform the adaptation step (9a). Since the one-step centralized implementation (7) and the two-step equivalent (9a)-(9b) represent the same algorithm, we shall use them interchangeably to facilitate the analysis whenever necessary. One advantage of the decentralized representation (9a)-(9b) is that it can be viewed as a distributed solution over fully-connected networks [18] .
B. Gradient Noise and Asynchronous Models
We assume that the approximate gradient vector in (7) follows the same model described by (18) in Part I [2] , namely, (10) where the first term on the RHS is the true gradient and the second term models the uncertainty about the true gradient. We continue to assume that the gradient noise satisfies Assumption 1 from Part II [3] .
From Assumption 1 of Part II [3] , the conditional moments of satisfy
where a factor of 4 appeared due to the transform from (4) of Part I [2] .
To facilitate the comparison in the sequel, we further assume the following asynchronous model for the centralized batch solution (7):
1) The random step-sizes satisfy the same properties as the asynchronous model for distributed diffusion networks described in Section III-B of Part I [2] . In particular, the first and second-order moments of are constant and denoted by (13) 
for all , and , where the values of these moments are the same as those in (34) and (37) from Part I [2] .
2) The random fusion coefficients satisfy condition (8) at every iteration . Moreover, the first and second-order moments of are denoted by (15) 
for all , and .
3) The random parameters and are mutuallyindependent and independent of any other random variable. We collect the fusion coefficients into the vector:
Then, condition (8) implies that . By (15) and (16), the mean and covariance matrix of are given by (18) . . . . . . . . .
Lemma 1 (Properties of Moments of ): The first and second-order moments of defined in (15) and (16) satisfy (20) for any and .
Proof: Using (18) and (19) and the fact that is symmetric, conditions (20) require (21) The first equation in (21) is straightforward from (8) . The second condition in (21) is true because (22) where we used the fact that and . We next examine the stability and steady-state performance of the asynchronous batch algorithm (7) , and then compare its performance with that of the asynchronous distributed diffusion strategy.
III. PERFORMANCE OF THE CENTRALIZED SOLUTION
Following an argument similar to that given in Section V of Part I [2] , we can derive from (9a)-(9b) the following error recursion for the asynchronous centralized implementation:
and the mapping is from (4) in Part I [2] . Moreover,
We can merge (23a) and (23b) to find that the error dynamics of (7) evolves according to the following recursion:
where (30)
A. Mean-Square and Mean-Fourth-Order Stability
To maintain consistency with the notation used in Parts I [2] and II [3] , we shall employ the same auxiliary quantities in these parts for the centralized batch solution (7) with minor adjustments whenever necessary. For example, the error quantity used before in Parts I [2] and II [3] for the error vector at agent at time in the distributed implementation is now replaced by , with a subscript , for the error vector of the centralized solution at time . Thus, we let (31) denote the MSD for the centralized solution . Theorem 1 (Mean-Square Stability): The mean-square stability of the asynchronous centralized implementation (7) reduces to studying the convergence of the recursive inequality: (32) where the parameters are from (90), (91), and (25) in Part I [2] , respectively. The model (32) is stable if condition (33) holds for all , where the parameters are from Assumptions 2 and 3 of Part I [2] , respectively. When condition (33) holds, an upper bound on the steady-state MSD is given by (34) where is given by (3) and is a constant defined by (95) from Part I [2] .
Proof: Since the centralized solution (7), or, equivalently, (9a)-(9b), can be viewed as a distributed solution over fully-connected networks [18] , Theorem 1 from Part I [2] can be applied directly. The result then follows from the fact that by (107) in Part I [2] .
Comparing the above result to Theorem 1 in Part I [2] , we observe that the mean-square stability of the centralized solution (7) and the distributed asynchronous solution (39a)-(39b) from Part I [2] is governed by the same model (32) . Therefore, the same condition (33) guarantees the stability for both strategies and leads to the same MSD bound (34) .
holds for all , then the fourth-order moment of the error is asymptotically bounded by (36) where the parameter is given by (3), and is a constant defined by (95) of Part I [2] .
Proof: This result follows from Theorem 2 of Part I [2] because the centralized solution (7) , or, equivalently, (9a)-(9b), can be viewed as a distributed solution over fully-connected networks [18] .
An alternative method to investigate the stability conditions for the centralized solution (7) is to view it as a stochastic gradient descent iteration for a standalone agent (i.e., a singleton network with ) [14] - [17] .
B. Long Term Error Dynamics
Using an argument similar to the one in Section II-A from Part II [3] , the original The original error recursion (29) can be rewritten as (37) where (38) Then, under condition (35),
where is given by (3). is Hermitian positive semi-definite. Since we are interested in examining the asymptotic performance of the asynchronous batch solution, we can again call upon the same argument from Section II-A of Part II [3] and use result (39) to conclude that we can assess the performance of (37) by working with the following long-term model, which holds for large enough :
(43)
In model (43), we ignored the term according to (39) , and we are using to denote the estimate obtained from this long-term model. Note that the driving noise term in (43) is extraneous and imported from the original error recursion (29) .
Theorem 3 (Bounded Mean-Square Gap): Under Assumption 1, the mean-square gap from the original error recursion (29) to the long-term model (43) is asymptotically bounded by (44) where is given by (3) .
Proof: This result follows from Theorem 1 of Part II [3] since the centralized solution (7) can be viewed as a distributed solution over fully-connected networks [18] .
C. Mean Error Recursion
By taking the expectation of both sides of (43), and using the fact that , we conclude that the mean error satisfies the recursion:
The convergence of recursion (45) requires the stability of . It is easy to verify that are Hermitian. Using (20) and Jensen's inequality, we get from (46) that . As we showed in (45) from Part II [2] , if condition (33) holds, then for all . Therefore, it follows from Assumption 1 that (48) which implies that the long-term model (43) is the asymptotically centered version of the original error recursion (29) .
D. Error Covariance Recursion
Let denote the filtration that represents all information available up to iteration . Then we deduce from (43) that for large enough :
where the cross terms that involve disappear because by the gradient noise model from Assumption 1 of Part II [3] . Vectorizing both sides of (49) and taking expectation, we obtain where are from (14) Using , we can determine the value of any steady-state weighted mean-square-error metric for the long-term model (43) as follows: (60) where we used the fact that , and is an arbitrary Hermitian positive semi-definite weighting matrix. The steady-state MSD for the original error recursion (37) is defined by (61) Therefore, by setting in (60) and using Theorem 3, it is easy to verify by following an argument similar to the proof of Theorem 3 from Part II [3] that (62) Introduce (63) where are from (10) of Part II [3] . Then, using (60) and (62), we arrive the following result.
Theorem 5 (Steady-State MSD): The steady-state MSD for the asynchronous centralized (batch) solution (7) is given by (64) where is from (68) of Part II [3] . Expression (64) can be further reworked to yield (65) where the first term on the RHS is in the order of and therefore dominates the term under Assumption 1. Proof: See Appendix II.
F. Results for the Synchronous Centralized Solution
We may also consider a synchronous centralized (batch) implementation for solving the same problem (6) . It would take the following form:
where the are now deterministic nonnegative step-sizes and the are nonnegative fusion coefficients that satisfy . The synchronous batch solution can be viewed as a special case of the asynchronous batch solution (7) when the random step-sizes and fusion coefficients assume constant values. If the covariances and are set to zero, then the asynchronous solution (7) will reduce into a synchronous solution that employs the constant parameters and . The previous stability and performance results can be specialized to the synchronous batch implementation under these conditions.
It is easy to verify that the mean error recursion for the synchronous solution with parameters and is identical to (45). The mean convergence rate for the long-term model is still determined by , where is given by (46). The mean square convergence rate for the long-term model is determined by where (67) It follows that (68) The steady-state MSD is given by (69) where (70) and .
IV. COMPARISON I: DISTRIBUTED VS. CENTRALIZED STRATEGIES
In this section, we compare the mean-square performance of the distributed diffusion strategy (28a)-(28b) from Part I [2] , namely,
with the centralized (batch) solution described by (7) . We establish the important conclusion that if the combination matrix is primitive (Assumption 3 in Part II [3] ), then the asynchronous network is able to achieve almost the same meansquare performance as the centralized (batch) solution for sufficiently small step-sizes. In other words, diffusion strategies are efficient mechanisms to perform continuous adaptation and learning tasks over networks even in the presence of various sources of random failures.
A. Adjusting Relevant Parameters
First, however, we need to describe the conditions that are necessary for a fair and meaningful comparison between the distributed and centralized implementations. This is because the two implementations use different parameters. Recall that the agents in the distributed network (71a)-(71b) employ random combination coefficients to aggregate information from neighborhoods using random step-sizes . The random parameters are assumed to satisfy the model described in Section III-B from Part I [2] . On the other hand, the centralized batch solution (7) uses random combination coefficients to fuse the information from all agents in the network, and then performs updates using random step-sizes . The random parameters are assumed to satisfy the conditions specified in Section II-B of this part. In general, the two sets of random parameters, i.e., for distributed strategies and for centralized strategies, are not necessarily related. Therefore, in order to make a meaningful comparison between the distributed and centralized strategies, we need to introduce connections between these two sets of parameters. This is possible because the parameters play similar roles.
From the previous analysis in Section IV of Part II [3] , we know that the first and second-order moments of determine the mean-square performance of diffusion networks. Likewise, from the analysis in Section III of this part, we know that the first and second-order moments of determine the mean-square performance of centralized solutions. Therefore, it is sufficient to introduce connections between the first and second-order moments of these random parameters. For the random step-size parameters, we assumed in (34) and (37) from Part I [2] and in (13) and (14) from this part that their first and second-order moments are constant and that their values coincide with each other, i.e., from (34) in Part I [2] coincides with from (13) in this part, and similarly for . This requirement is obviously reasonable.
The connection that we need to enforce between the moments of the combination coefficients and , while reasonable again, is less straightforward to explain. This is because the form a random matrix of size , while the only form a random vector of size . From the result of Corollary 2 in Part II [3] though, we know that the mean-square performance of the primitive diffusion network does not directly depend on the moments of , namely, its mean and its Kronecker covariance ; instead, the performance depends on the Perron eigenvector (the unique right eigenvector corresponding to the eigenvalue at one for primitive left-stochastic matrices [19] , [20] ). If, for example, we compare expression (94) from Part II [3] for asynchronous networks with expression (54) from this part, we conclude that it is sufficient to relate the vectors defined in (75) and (76) from Part II [3] to the moments . Since is the Perron eigenvector of the mean matrix , and the are the means of , we connect them by requiring (72) for all , where the are the elements of . Likewise, since is the Perron eigenvector of the matrix , which consists of the second-order moments, and are also the second-order moments, we connect them by requiring (73) for all and , where the are the elements of defined after (78) in Part II [3] . When conditions (72) and (73) are satisfied, then the mean-square convergence rates and steady-state MSD for the distributed and centralized solutions become identical. We establish this result in the sequel. Using (18) and (19) is the symmetric matrix defined by (78) of Part II [3] . It is worth noting that, since the Perron eigenvectors and consist of positive entries, the corresponding quantities and must also consist of positive entries-we shall refer to the centralized solutions that satisfy this condition as primitive centralized solutions. Clearly, the second requirement in (74) is meaningful only if the difference results in a symmetric positive semi-definite matrix (and, hence, a covariance matrix) that also satisfies .
B. Constructing Primitive Batch Solutions
Before comparing the performance of the centralized and distributed solutions under (74), we first answer the following important inquiry. Given a distributed primitive network with parameters , is it possible to determine a batch solution with parameters satisfying (74) such that the resulting is a symmetric and positive semi-definite matrix (and, therefore, has the interpretation of a valid covariance matrix)? The answer is in the affirmative as we proceed to explain. The following are auxiliary results in this direction.
Lemma 3 (Positive Semi-Definite Property):
The matrix difference is symmetric positive semi-definite and satisfies for any and defined by (76) and (78) from Part II [3] .
Proof: See Appendix III. Therefore, starting from an asynchronous diffusion network with parameters , there exists an asynchronous batch solution with valid parameters that satisfy (74). We now explain one way by which a random variable can be constructed with the pre-specified moments . We first observe that in view of condition (17) , the random variable is actually defined on the probability simplex in ( [21] , p. 33):
If the moments obtained from (74) satisfy certain conditions, then there are several models in the literature that can be used to generate random vectors according to these moments such as using the Dirichlet distribution [22] , the Generalized Dirichlet distribution [23] - [30] , the Logistic-Normal distribution [24] , [31] , [32] , or the Generalized inverse Gaussian distribution [25] , [33] . Unfortunately, if the conditions for these models are not satisfied, no closed-form probabilistic model is available for us to generate random variables on the probability simplex with pre-specified means and covariance matrices.
Nevertheless, inspired by the Markov Chain Monte Carlo (MCMC) method [34] , we describe one procedure to construct random variables indirectly so that they are able to meet the desired moment requirements. In a manner similar to the argument used in Appendix III, we introduce a series of fictitious random combination matrices that satisfy the asynchronous model introduced in Part I [2] . We assume that the are independently, identically distributed (i.i.d.) random matrices, and they are independent of any other random variable. Then, the mean and Kronecker-covariance matrices of for any are given by and , respectively. We further introduce the random matrix is left-stochastic. Therefore, is a random variable defined on the probability simplex . By using (78) and the fact that , we have (81)
Therefore, (83) where . In this way, we have been able to construct a random variable whose support is the probability simplex and whose mean vector and covariance matrix match the specification. The random variable can then be used by the asynchronous centralized solution at time , which would then enable a meaningful comparison with the asynchronous distributed solution.
Although unnecessary for our development, it is instructive to pose the converse question: Given a primitive batch solution with parameters , is it always possible to determine a distributed solution with parameters satisfying (74) such that these parameters have the properties of Perron eigenvectors? In other words, given a primitive centralized solution, is it possible to determine a distributed solution on a partially-connected network (otherwise the problem is trivial since fully-connected networks are equivalent to centralized solutions [18] ) with equivalent performance levels? The answer to this question remains open. The challenge stems from the fact mentioned earlier that, in general, there is no systematic solution to generate distributions on the probability simplex with pre-specified first and second-order moments. The method of moments [35] , which is an iterative solution, does not generally guarantee convergence and therefore, cannot ensure that a satisfactory distribution can be generated eventually.
C. Comparing Performance
From the mean error recursion in (42) of Part II [3] , the mean convergence rate for the long-term model of the distributed diffusion strategy is determined by , where is defined by (34) of Part II [3] . From the mean error recursion (45) in this part, the mean convergence rate for the long-term model of the centralized batch solution is determined by , where is given by (46).
Lemma 4 (Matching Mean Convergence Rates):
The mean convergence rates for the asynchronous distributed strategy and the centralized batch solution are almost the same. Specifically, it holds that (84) where and are of the order of . Proof: See Appendix IV. Likewise, from Theorem 2 of Part II [3] , the mean-square convergence rate of the distributed diffusion strategy for large enough is determined by , where is from (51) of Part II [3] . From Theorem 4 of this part, the mean-square convergence rate of the centralized (batch) solution is determined by , where is from (51).
Lemma 5 (Matching Mean-Square Convergence Rates):
The mean-square convergence rates for the asynchronous distributed strategy and the centralized batch solution are almost the same. Specifically, it holds that (85) where and are of the order of . Proof: From (51) and (73), it is easy to verify that , where is from (80) of Part II [3] . Using Lemmas 4 and 5 from Part II [3] then completes the proof.
The steady-state network MSD for the distributed diffusion strategy is given by (94) of Part II [3] :
(86) for some given by (68) of Part II [3] . The steadystate MSD for the centralized batch solution is given by (65). These networks can be viewed as a special case of asynchronous networks running (71a)-(71b) when the random step-sizes and combination coefficients assume constant values. If we set the covariances and to zero, then the asynchronous network (71a)-(71b) will reduce to the synchronous network (88a)-(88b) with the parameters replaced by
. We can therefore specialize the results obtained for asynchronous networks to the synchronous case by using and and assuming and for all and . For example, it is easy to verify that the mean error recursion of the long term model for the synchronous solution with and is identical to (42) from Part II [3] for the asynchronous solution.
Under Assumption 1, the asynchronous network with the random parameters and and the synchronous network with the constant parameters and have similar mean-square convergence rates for large , but the steady-state MSD performance of the former is larger than that of the latter by a small amount. This result is established as follows. From Theorem 2 in Part II [3] , the mean-square convergence rate for the asynchronous network with large is determined by where (89) and is given by (28) of Part II [3] . We are adding the subscript "async" to quantities that are related to asynchronous networks. Correspondingly, the mean-square convergence rate for the synchronous network with the constant parameters and will be determined by where (90) and is given by (34) Likewise, assuming and for all and for the synchronous strategy, it is easy to verify from (75)-(78) of Part II [3] that . Then, we obtain the following expression for the steady-state MSD of the synchronous network with the constant parameters and :
where and are given by (82) and (68) from Part II [3] , respectively, and (98)
Since
, the first term on the RHS of (97) dominates the other term, . From (86) and (97), we observe that the network MSDs of asynchronous and synchronous networks are both in the order of .
Lemma 8 (Degradation in MSD is ):
The network MSD (86) for the asynchronous diffusion strategy is greater than the network MSD (97) for the synchronous diffusion strategy by a difference in the order of .
Proof: The difference between and is (99) where is given by (86) of Part II [3] . Since is the -th entry on the diagonal of , from Lemma 3, we know that all entries on the diagonal of are nonnegative, which implies that . Moreover, by Perron-Frobenius Theorem [19] , all entries of the Perron eigenvector must be positive, which implies that . We also know that must be positive in the asynchronous model. Therefore, we get (100) Moreover, by using (184)-(186) from Part II [3] , we have (101) Then, using the fact that the are positive semi-definite, we conclude from (99)-(101) that (102) From (82) of Part II [3] , we know that . Therefore, we get (103) and
(104) which complete the proof. We observe from the above results that when the step-sizes are sufficiently small, the mean-square convergence rate of the asynchronous network tends to be immune from the uncertainties caused by random topologies, links, agents, and data arrival time. However, there is an degradation in the steady-state MSD level for the asynchronous network-refer to Table I for a summary of the main conclusions.
VI. A CASE STUDY: MSE ESTIMATION
The previous results apply to arbitrary strongly-convex costs whose Hessian functions are locally Lipschitz continuous at . In this section we specialize the results to the case of MSE estimation over networks, where the costs become quadratic in .
A. Problem Formulation and Modeling
We now assume that each agent has access to streaming data related via the linear regression model:
where is the observation, is the regressor, is the desired parameter vector, and is additive noise.
Assumption 2 (Data Model):
1) The regressors are temporally white and spatially independent circular symmetric complex random variables with zero mean and covariance matrix .
2) The noise signals are temporally white and spatially independent circular symmetric complex random variables with zero mean and variance .
3) The random variables are mutually independent for any and and , and they are independent of any other random variable. The objective for the network is to estimate by minimizing the aggregate mean-square-error cost defined by (106) It can be verified that this problem satisfies Assumptions 1 and 2 introduced in Part I [2] .
B. Distributed Diffusion Solutions
The asynchronous diffusion solution (71a)-(71b) will then reduce to the following form:
(107a) (107b) and the synchronous network (88a)-(88b) will become (108a) (108b)
We assume that the network is under the Bernoulli model described in Part I [2] . For illustration purposes only, we assume that the parameters in (55) of Part I [2] are uniform, , and that the parameters in (56) of Part I [2] are given by . Substituting (105) into (107a) and comparing with (18) of Part I [2] , we find that the approximate gradient, , and the corresponding gradient noise, , in this case are given by (109) where (110) It can be verified that the gradient noise in (110) satisfies Assumption 1 of Part II [3] and that the covariance matrix of , where is from (4) of Part I [2] , is given by
Moreover, the complex Hessian of the cost is given by
We further note that for the Bernoulli network under study,
Therefore, the parameter in this case. If is small enough and satisfies Assumption 1, then from (86), the network MSD of the asynchronous network is given by (114) Likewise, the network MSD of the synchronous network from (97) is given by (115) Clearly, since and for all , the MSD in (114) is always greater than the MSD in (115) and the difference is in the order of .
C. Centralized Solution
The asynchronous batch solution (7) will now reduce to (116) and the synchronous batch solution (66) will become (117)
We continue to assume that the random step-size parameters satisfy the same Bernoulli model described in Part I [2] with a uniform profile . We use the procedure described in Section IV.B to generate the random fusion coeffi- cients . Specifically, we have , where denotes the -th entry of from (79).
D. Simulation Results
We consider a network consisting of agents with the connected topology shown in Fig. 1 where each link is assumed to be bidirectional. The length of the unknown parameter is set to . The regressors are assumed to be white, i.e.,
. The values of are randomly generated and shown in Fig. 2 . The step-size parameter is set to . We randomly select the values for the probabilities in (56) of Part I [2] within the range (0.4,0.8), and randomly select the values for the probabilities in (55) of Part I [2] within the set . The asynchronous distributed strategy (107a)-(107b), the synchronous distributed strategy (108a)-(108b), the asynchronous centralized solution (116), and the synchronous centralized solution (117) are all simulated over 100 trials and 6000 iterations for each trial. The random fusion coefficients are obtained by sampling from (79). The is constructed by consecutively multiplying 100 independent realizations of . The averaged learning curves (MSD) as well as the theoretical MSD results (114) for asynchronous solutions and (115) for synchronous solutions are plotted in Fig. 3 . We observe a good match between theory and simulation. We also observe that both synchronous and asynchronous solutions converge at a similar rate but that the former attains a lower MSD level at steady-state as predicted by (114) and (115).
VII. CONCLUSION
In this part, we compared the performance of distributed and centralized solutions under two modes of operation: synchronous and asynchronous implementations. We derived explicit comparisons for the mean and mean-square rates of convergence, as well as for the steady-state mean-square error performance. The main results are captured by Table I . It is seen that diffusion networks are remarkably resilient to asynchronous or random failures: the convergence continues to occur at the same rate as synchronous or centralized solutions while the MSD level suffers a degradation in the order of relative to synchronous diffusion networks. The results in the article highlight yet another benefit of cooperation: remarkable resilience to random failures and asynchronous events.
APPENDIX A PROOF OF LEMMA 2
From (41), we get (118) where step (a) is by using the independence condition from the asynchronous model; and step (b) is by using (13)- (16) . Since are all Hermitian, it is straightforward to verify that is also Hermitian. Using Jensen's inequality and the convexity of the 2-induced norm,
, we obtain from (51) that (119) where we used the identities ( [36] , p. 245) and
. Using Jensen's inequality again with respect to the convex coefficients and the fact that is also a convex function, we get from (41) where step (a) is by using (47); step (b) is by using (20) ; and step (c) is by using (185) Using the gradient noise model from Section 1 of Part II [3] , it can be verified that is zero mean and that its conditional covariance matrix is given by (143) where step (a) is by using the independence condition from the asynchronous model in Part I [2] ; and step (b) is from (19) in Part I [2], (7) in Part II [3] , and (13)- (16) . Therefore,
Note that
where step (a) is due to (7) from Part II [3] ; step (b) is by using (58) also from Part II [3] ; and step (c) is by the fact that for any . Under Assumption 1, we can get from Theorem 2 that (146) which means that, asymptotically, we can replace by from (10) of Part II [3] within an error in the order of . Therefore, it follows from (142) Since is symmetric and positive definite by (134), it is easy to verify that is also symmetric and positive definite. Therefore, is invertible. Using the matrix inversion lemma [38] , we get from (150) that (152) where we used the fact that . Substituting (152) into (64) yields:
where we used the fact from (63) that and from (68) of Part II [3] . Since the first term on the RHS of (153) is of the order of , it is the dominant term under Assumption 1. To further simplify (153), we introduce the Lyapunov equation with respect to the unknown square matrix :
where is given by (53). Vectorizing both sides and using (151), the Lyapunov equation is equivalent to the linear system of equations:
Since is invertible, the linear equation (155) has a unique solution, which is given by . From the Lyapunov (154) we get (156) where we used the fact that is Hermitian. Result (65) then follows from (153) and (156). The term in (65) is the dominant term under Assumption 1.
APPENDIX C PROOF OF LEMMA 3
From Lemma 3 of Part II [3] , we know that is symmetric and, therefore, the matrix difference is also symmetric. We also know from Lemma 3 of Part II [3] that . To establish that is positive semi-definite, we consider the following quadratic expression: 
where step (a) is by using the fact that the are mutually-independent, and step (b) is by using (159) and the Perron-Frobenius Theorem [19] . Substituting (161) which confirms that is positive semi-definite.
APPENDIX D PROOF OF LEMMA 4
We prove Lemma 3 by using a procedure similar to the one given in Appendix IX of Part II [3] . Introduce the Jordan decomposition [38] : (166) where is a sub-matrix of containing its stable eigenvalues, and are sub-matrices of and , and . Then, the Jordan decomposition of from (30) (33), (31) , and (15) of Part II [3] , respectively. Then, by (34) from Part II [3] and using the fact that is real and is Hermitian, we get (173) Using (171) and (172) above and (15) and (31) from Part II [3] , we obtain (174) where is given by (82) of Part II [3] . By (172), we get (175) Therefore, we get from (173)-(175) that (176) where (177) is Hermitian. From (181) of Part II [3] , we immediately get (178) (179) for sufficiently small under Assumption 1. Conjugating both sides of (176) and using the fact that is Hermitian, we get (180)
. . .
Since is similar to , they have the same eigenvalues [38] . Since is Hermitian, let us introduce its eigenvalue decomposition as (181) where is a unitary matrix and is a diagonal matrix. The matrix , which contains the stable eigenvalues of in (166), can be generally expressed as . . .
where are the eigenvalues of with and for all . In (182), the elements in the strictly upper triangular region are either 1 or 0, which depend on the Jordan blocks in . Using (182) and (169), we can express the (2,2) block in (180) as . . .
(183)
where the elements in the strictly lower triangular region are either 1 or 0, which depend on the elements of in (182). We now apply a similarity transformation to by multiplying (184) and its inverse on either side of (180), where . Using (180) and (183), we end up with (185), shown at the top of the page. From (185), we know that all off-diagonal entries of are at least of the order of . Therefore, using Gershgorin Theorem ( [37] , p. 320) under Assumption 1, and since and have the same eigenvalues due to similarity, we get or (186)
where denotes the eigenvalue of and . Result (186) implies that the eigenvalues of are either located in the Gershgorin circles that are centered at the eigenvalues of with radii or in the Gershgorin circles that are centered at with radii . From (179), we have (187) By Assumption 3 from Part II [3] and Perron-Frobenius Theorem [19] , we have By (189), the eigenvalues satisfying (190) are greater than those satisfying (191) in magnitude. Furthermore, when is sufficiently small, the Gershgorin circles centered at with radius will become disjoint from the other circles. Then, by using Gershgorin Theorem again, we conclude from (190) that (192) It is worth noting that from (187) 
