Let A 2 (X) be the constant introduced by Baronti, Casini and Papini. This paper discusses the constant A 2 (X) and states an estimate A 2 (X) 1 + √ J (X) − 1 in terms of the James constant. The estimate enables us to improve an inequality between the James and von Neumann-Jordan constants.
Introduction
The James and von Neumann-Jordan constants are two most widely studied constants, due to their connections with various geometric structure of Banach spaces. The relation between them was first discussed by Kato, Maligranda and Takahashi [10] , who stated an inequality: This inequality has aroused the interest of several authors. By introducing a parameter C NJ (t, X), Saejung [11] improved the right side of (1.1) as 2) but the proof there is not so convincing. Recently, Alonso, Martín and Papini [2] presented a strong improvement of (1.2) as
Following the above, we shall give a further improvement of (1.3) by considering the constant A 2 (X). This constant is not so well known in comparison with the James and von Neumann-Jordan constants. So we shall clarify the relation between A 2 (X) and some other constants. In particular, we establish an inequality between A 2 (X) and J (X), from which we can show how big the difference between them is. Finally, an inequality between J (X) and J (X * ), given in [10] , is also 
Definitions and notations
Let X be a real Banach space and denote by S X and B X the unit sphere and the unit ball, respectively. The nontrivial space will mean later on that X is a real space with dim X 2. The modulus of convexity of X is the function δ X ( ):
Obviously, the modulus of convexity is nondecreasing on [0, 2] . Moreover, the function ∈ (0, 2] → δ( )/ is also nondecreasing [6] . The following inequality
is due to Ishihara and Takahashi [9] . A Banach space X is uniformly nonsquare if and only if δ X ( ) > 0 for some 0 < < 2 (or equivalently J (X) < 2).
The following constants:
will be considered in this paper. The James constant J (X), or the nonsquare constant, was studied by several authors (see for example [4, 8] ) and the constant A 2 (X) was defined by Baronti, Casini and Papini in [3] . The von Neumann-Jordan constant C NJ (X) was first introduced by Clarkson [5] and reformulated as the above form by Kato, Maligranda and Takahashi in [10] . The last one was first introduced by Gao in [7] and used with the above notation by Alonso, Martín and Papini in [2] . Now let us collect some useful properties concerning these constants (see for example [2] [3] [4] 8] ):
, where X * is the dual of X ;
(2) For any nontrivial Banach space, 
An inequality
Now let us discuss the relation between J (X) and A 2 (X). The first inequality between them was stated by Alonso and
Llorens-Fuster [1, Theorem 26] as
which can be improved by (2.2) as 
which, together with the fact 2δ(1
This yields t 3 + 3t 2 − t + 1 2t(1 + t) and so (3.2) follows.
Note that the right side in (3.4) is less than or equal to t if and only if
To show this is true, let g(t) = (1
, we get as in Case 2 that g(t) 0, which yields (3.5) as desired. 2 Remark 1. We do not know whether the above inequality is sharp or not for the uniformly nonsquare space. There is a two-dimensional Banach space X for which the difference between A 2 (X) and 1 + √ J (X) − 1 is very small. Let X be the 2 − 1 space. It has been shown that for this space A 2 (X) = 1 + 1/ √ 2 (see [1, Example 25] ) and J (X) = √ 8/3 (see [10, Example 2] ). Thus
Applications
The aim of this section is to improve the inequality (1.3). For this aim, we need another definition of the von NeumannJordan constant [12] 
where the function γ X (t) is defined as
Theorem 4. For any nontrivial Banach space X ,
Proof. Let x, y ∈ S X and observe first that for every 0 t 1,
It follows from the inequalities (2.2) and (3.1) that 2) which implies that
for every 0 t 1.
Note that G(t) attains its maximum at t 0 ∈ [0, 1] and t 0 is a solution of the equation By considering in (4.2) that C NJ (X) A 2 (X), we can also deduce the following.
Corollary 5. For any Banach space X , C NJ (X) C NJ (X) A 2 (X).
On the other hand, also from (4.4) it follows that
This completes the proof. 2
