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DevOps (short for development and operations) is an approach based on lean and agile
principles in which the departments of development, quality assurance, and operations col-
laborate to deliver software in a continuous manner that enables the business to seize market
opportunities faster and reduce the time to include customer feedback.
Users and customers of today’s Web applications and mobile apps running in the Cloud
expect that fast feedback and features to their issues and requests respectively. Thus, it is
a critical competitive advantage to be able to respond as quickly as possible. To achieve
that, besides the necessary cultural and organizational changes, we need to use new tools
to implement automations for the software workflow. Automation is the key to efficient
collaboration and tight integration between development and operations. The DevOps com-
munity is constantly pushing new approaches, tools, and open-source artifacts to implement
such automated processes. However, as all these proprietary and heterogeneous DevOps
automation approaches differ from each other, it is hard to integrate and combine them to
deploy applications in the Cloud.
With the recognition of the importance of DevOps, an explosion of technologies that address
the subject was evident. However, a problem emerges; such diversity made it non-trivial for
software teams to evaluate the wide range of existing tools and identify the best approach
for them to practice DevOps.
In this dissertation, we thoroughly research DevOps, its concepts, and some of the most
widely used tools, and gather the most relevant information as our defined goals. Conse-
quently, we present a document with structured information regarding DevOps as well as a
reliable DevOps Knowledge Map.
Throughout this document, we show that a DevOps approach brings many benefits to a wide
range of different users and organizations, as it automates several processes while increasing
the team’s confidence and quality of life.




DevOps, junção de Development (desenvolvimento) com Operations (operações) é uma
abordagem baseada em métodos leves e ágeis em que os departamentos de desenvolvimento,
controlo de qualidade e operações colaboram para entregar software de uma forma continua
que permite o negócio de agarrar oportunidades de mercado mais rapidamente e reduzir o
tempo da inclusão do feedback do cliente.
Os utilizadores e os clientes das aplicações web e mobile de hoje em dia esperam essa rapidez
para o seu feedback e funcionalidades para os seus problemas e pedidos respetivamente. É,
portanto, uma vantagem crítica de competitividade responder a esses pedidos o mais rápido
possível. E para isso, para além da necessária mudança cultural e organizacional, precisamos
de novas ferramentas para implementar automações para o fluxo de trabalho do nosso
software. A automação é a chave para uma colaboração eficiente e uma integração mais
profunda dos departamentos de desenvolvimento e operações. A comunidade de DevOps
está constantemente a fornecer novas abordagens, ferramentas e artefactos open-source
para implementar tais processos automáticos. Contudo, como todas essas abordagens pro-
prietárias e heterogéneas de automação são diferentes de umas para as outras, torna-se
complicado para integrar e combiná-las para meter aplicações na Cloud.
Com o reconhecimento da importância de DevOps, era evidente uma explosão de tecnologias
para endereçar o assunto. Contudo, surge um problema; tanta diversidade faz com que não
seja trivial para as equipas de software avaliar a ampla variedade de ferramentas e identificar
a melhor abordagem para eles praticarem DevOps.
Nesta dissertação temos como objetivo, fazer uma pesquisa exaustiva de DevOps, os seus
conceitos e algumas das ferramentas mais usadas e reunir a informação mais relevante.
Consequentemente apresentámos um documento com informação estruturada sobre DevOps
assim como um Mapa de Conhecimento de confiança acerca de DevOps.
Ao longo deste documento, mostramos que uma abordagem DevOps traz imensos benefícios
para uma ampla variedade de utilizadores e organizações, graças à automação de diversos
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This chapter introduces the project, its context, and motivation, describe the contributions,
and the outline of this document.
1.1 Context
Consider an organization which is working towards creating software. They had a very
clear separation of responsibility between their development team (Dev), quality assurance
(QA) team and operations (Ops) team / system administrators (SysAdmin). This exercise
worked like a clock, controlled and accurate, and processes like product design, development,
and support were predictable enough that companies and their employees scheduled their
finances, vacations, surgeries, and mergers around product releases. At this point, operations
took over, and their job was to maintain the software and the infrastructure running [1].
In the past, software operators were mainly responsible for the network, storage, and se-
curity of applications. This work was usually done manually through command-line code.
Furthermore, the most proficient SysAdmin’s had a portfolio of Perl scripts with a set of
commands to automatically repair something in the system. However, these methods do
not scale when we are talking about hundreds, thousands, or tens of thousands of servers
(in the case of Google [2] and Facebook [3]). These methods are time-consuming, need
the presence or action of the SysAdmin, and are even hard to manage that many machines
manually and repeatedly.
However this separation comes with a price, and whilst the development teams strive for
change, the operations teams strive for stability [4].
With the introduction of Cloud computing, the opportunity for smaller development teams
to create competitive software was introduced, allowing them to keep their size while scaling
at a global level. DevOps played a key role at allowing them such scalability without scaling
the team size. Although there is not a concise way to describe DevOps, we believe it to
be the description of a culture in which business owners and the development, operations,
and quality assurance departments collaborate to deliver software in a continuous manner
and encourages practices to evolve to meet that culture focusing on business instead of
departmental objectives [5]. Thereby, modern applications, running in the cloud, still need
to be resilient and fault tolerant, still need monitoring, still need to adapt to massive swings
in load, etc. The teams need to become agiler, reduce problems like downtime, and time
to deliver new content. Whereas the new sysadmin will not power down a machine, replace
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a failing disk drive, reboot, and restore from backup; he’ll write software to detect a mis-
behaving server instance automatically, destroy the bad instance, spin up a new one, and
configure it, all without interrupting service.
The infrastructure does not go away — it moves into the code; and the people responsible
for the infrastructure, the system administrators, and corporate IT groups evolve so that
they can write the code that maintains the infrastructure. Rather than being isolated, they
need to cooperate and collaborate with the developers who create the applications, this is
the movement informally known as “DevOps. [6]
1.2 Motivation
DevOps involves a significant number of different topics such as Cloud, Virtualization, Mon-
itoring, Automation, Log Management, and so forth. Consequently, professionals have to
expand their areas of expertise, which can be exhilarating for some.
Since DevOps is relatively new, there is not a set of guidelines to follow and consequently
implement it. Nonetheless, it is something that could help companies and even professionals
to improve their product. Developers should be more operationally aware and build better,
fault-tolerant and scalable software.
There are significant gains in using DevOps, and our motivation is to guide software teams
to become more efficient, reach a larger amount of users with fewer resources.
1.3 Goals
We propose to thoroughly research DevOps and DevOps tools and capture a State of the art,
identifying the tools categories and their key features to aggregate them. For each category,
map features to tools that solve them, then discuss forces influencing the adoption of the
available tools for each category. Then we will elaborate a DevOps Knowledge Map.
We want to identify which key questions software development teams should ask when
starting a new project to determine the forces that will influence technological decisions.
Finally, we synthesized a set of guidelines for DevOps adoption, based on the projects
characteristics (defined by the key questions), and test the application of those on a proof
of concept project and publish our conclusions.
In summary, what body of knowledge should we collect and formalize to help software
teams to practice DevOps? Which tools categories should we consider when elaborating the
Knowledge Map? Which technologies should be adopted? How much will teams improve
while using our Knowledge Map?
1.4 Contributions
By the end of this dissertation, the following contributions are expected:
• A literature overview concerning different DevOps categories as well as their tools;
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• A Knowledge Map composed by the categories and tools studied;
• A set of guidelines on how to use the Knowledge Map.
With all of these in mind, we intend to help DevOps practitioner teams, to be able to
determine the areas of intervention, their problems and possible solutions, including which
tools should be adopted to help them achieve their goals.
While this dissertation is scoped for new software projects, we believe that the knowledge
imparted could help teams with existing projects.
1.5 Outline
This dissertation is the final iteration of an extensive research process to aggregate a large
quantity of spread information concerning different DevOps categories and their tools.
The chapter 2 starts by presenting the current state of software development, the Cloud,
and then DevOps. This serves as, respectively, an introduction to some key concepts needed
to understand this document and a base on which we based some of our studies.
The chapter 3 describes the problem, our work proposal, and the value analysis concerning
that same work.
The chapter 4 is the culmination of our research, which starts with our Knowledge Map,
which states and identifies the nine addressed DevOps categories and their tools, followed
by a detailed description concerning the same categories and tools.
The chapter 5 presents the methodology used to validate our work as well as the results of
that validation.





State of the Art
This chapter discusses existing work and research relevant to the context of the problem.
2.1 Traditional Software Development
We consider that an organization employs a traditional software development when they
clearly separate their personnel by their specialty, those people perform rudimentary pro-
cesses, and fulfill activities manually and repeatedly, and own one or a set of servers to
deploy their products.
2.1.1 Departmentalization of People
Traditional organizations consist of multiple teams which divide their workload by type of
work. Normally they consist of a Development department, an Operations department, and
sometimes a Quality Assurance department [5].
The Development department, depending on the organization, has several roles, as can be
seen bellow [7]:
• Interaction Designer, to ensure the "interaction goals" of the system are articulated
and agreed by the stakeholders, and develops user personas;
• Chief Engineer, to determine the needs that the product must meet and continually
oversees the development of the product to ensure that it is on target to meeting
those needs, and to listen to the stakeholders and then negotiates with the project
team to address their needs;
• Architect, to ensure the product or service under development achieves its perfor-
mance and other qualitative requirements, and guides the interfacing and integration
of the solution components of this project into the existing architectural landscape;
• GUI Designer, to guide look-and-feel decisions, help write and clarify user stories and
personas, elaborate user interaction guidelines and standards;
• Requirement Analysts, for solicitation and elaboration of stakeholders needs and
requirements;
• Designer, to find solutions for those requirements;
• Coder, to implement the user stories;
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Figure 2.1: Development and operations are two distinct departments. Often,
these departments act like silos because they are independent of each other
[4]
• Database Designer, to ensure that a product meets production requirements, and
plans product features to support e.g. data schema migration.
Someone in some organization might assume one or more of these roles. However, others
can be a full dedicated team, which can result in many work stoppages when the product
goes from one team to another.
The Quality Assurance department is in charge of approving the application before going
to the clients. They have one or more Quality Assurance professional with the following
responsibilities:
• Plan and create the tests for the application;
• Execute the tests, identify possible errors, and report them back to the Development
for resolution.
The Operations department has a System Administrator and may or may not have many
professionals working alongside him, and they have duties such as:
• Take the product to production and maintain it fully operational;
• Monitor and maintain the server, the network, and the database;
• This department has to be always prepared to resolve possible problems with all the
previously mentioned components.
Splitting work areas appears to benefit the management as well. In addition to the specialized
team, each department has its manager who fulfills the individual requirements needed for
this particular department. Each department defines its goals based on the division of
labor. The development department may be measured by its speed in creating new features,
whereas the operations department may be judged by server uptime and application response
time. Unfortunately. operations is considered to be successful if the metrics are stable and
unchanging, whereas development is only applauded if many things change. Because conflict
is baked into this system, intensive collaboration is unlikely. Development teams strive for
change, whereas operations teams strive for stability. The conflict between development and
operations is caused by a combination of conflicting motivations, processes, and tooling. As
a result, the departments isolation evolve.
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In a nutshell, the conflict between development and operations is as follow:
• Need for change: Development produces changes like new features, bug fixes, and
work based on change requests, and wants that their changes go into production.
• Fear of change: Once the software is delivered; the operations department wishes to
avoid making changes to the software to ensure stable conditions for the production
systems.
However, as for the development departments, this process was improving with the intro-
duction of Agile methods, which helped them to fulfill their objectives faster and better.
The Agile movement has brought together programmers, testers, and business representa-
tives. Conversely, operations teams are isolated groups that maintain stability and enhance
performance. The conflict between the two groups can only be healed and the silos bridged
by aligning the two groups’ different goals. To do so, Agile methods must be applied to
operations as well [4].
2.1.2 Infrastructure and Deployment
A while back, the usual decision to provide an application or services to clients was to buy
one or multiple servers, mount the network, and work to maintain them online the maximum
amount of time possible.
When the same application or service would be ready to be delivered, the operations team
had the responsibility to install, configure, and maintain them working. All these processes
were done manually, repeatedly, and sometimes in more than one server.
2.2 The Internet
The creation of the Internet has marked the foremost milestone towards achieving this grand
21st-century vision of ‘computer utilities’ by forming a worldwide system of computer net-
works that enables individual computers to communicate with any other computers located
elsewhere in the world. This internetworking of standalone computers reveals the promising
potential of utilizing the seemingly endless amount of distributed computing resources owned
by various owners, which empowers computer processing and scaling [8].
Applications making use of these utility-oriented computing systems emerge simply as cat-
alysts or market makers, which brings buyers and sellers together.
2.3 Cloud Computing
The cloud is not simply the latest fashionable term for the Internet. Though the Internet is
a necessary foundation for the cloud, the cloud is something more than the Internet. The
cloud is where someone goes to use technology when they need it, for as long as they need
it, and not a minute more. They do not install anything on their desktops, and they do not
pay for technology when they are not using it [9].
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The cloud can be both software and infrastructure. It can be an application someone access
through the Web or a server that they provision exactly when they need it. Whether a
service is software or hardware, the following is a simple test to determine whether that
service is a cloud service: "If someone walks into any library or Internet cafe and sit down
at any computer without preference for operating system or browser and access a service,
that service is cloud-based." [9]
Cloud computing empowers companies to consume computing resources as a utility, in the
same way that electricity and water are consumed. This possibility removes the obligation
to build and maintain a computing infrastructure in-house, which helps to maximize the
effectiveness of the shared resources [10]. Cloud resources are usually not only shared
by multiple users but are also dynamically reallocated per demand. For example, a cloud
computer facility that serves European users during European business hours with a particular
application (e.g., email) may reallocate the same resources to serve North American users
during North America’s business hours with a different application (e.g., a web server). This
approach helps maximize the use of computing power while reducing the overall cost of
resources such as using less power, air conditioning, and rack space to maintain the system
[11].
Thus, Cloud Computing, the long-held dream of computing as a utility, has the potential to
transform a large part of the IT industry, making software even more attractive as a service
and shaping the way IT hardware is designed and purchased. Developers with innovative
ideas for new Internet services no longer require the large capital outlays in hardware to
deploy their service or the human expense to operate it. They need not be concerned about
overprovisioning for a service whose popularity does not meet their predictions, thus wasting
costly resources, or underprovisioning for one that becomes wildly popular, thus missing
potential customers and revenue. Moreover, companies with large batch-oriented tasks can
get results as quickly as their programs can scale, since using 1,000 servers for one hour
costs no more than using one server for 1,000 hours [12].
Cloud Computing is associated with the following characteristics [13]:
• On-demand self-service: A client can unilaterally provision computing capabilities,
such as server time and network storage, without requiring human interaction with
each service provider.
• Broad network access: Capabilities are available over the network and accessed
through standard mechanisms that promote use by heterogeneous client platforms
(e.g., mobile phones, tablets, laptops, and workstations).
• Resource pooling: The provider’s computing resources are pooled to serve multiple
consumers using a multi-tenant model, with different physical and virtual resources
dynamically assigned and reassigned according to consumer demand. There is a sense
of location-independence in that the customer has no control or knowledge over the
exact location of the provided resources but may be able to specify location at a higher
level of abstraction (e.g., country, state or datacenter). Examples of resources include
storage, processing, memory and network bandwidth.
• Rapid elasticity: Capabilities can be elastically provisioned and released, in some cases
automatically, to scale rapidly outward and inward commensurate with demand. To
the client, the capabilities available for provisioning often appear to be unlimited and
can be appropriated in any quantity at any time.
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• Measured service: Cloud systems automatically control and optimize resource use by
leveraging a metering capability at some level of abstraction appropriate to the type of
service (e.g., storage, processing, bandwidth and active user accounts). Resource us-
age can be monitored, controlled and reported, providing transparency for the provider
and consumer.
2.3.1 Cloud Business Models
A cloud provider is a company that delivers cloud computing based services and solutions to
businesses and individuals. This service organization may provide virtual hardware, software,
infrastructure and other related services.
Cloud providers deliver cloud solutions through on-demand, pay-as-you-go systems as a
service to customers and end users. Cloud provider customers access to cloud resources
through The Internet, and are billed only for resources and services used according to a
subscribed billing method [14].
Depending on the business model, a cloud provider may provide various solutions, 2.2, such
as:
• Infrastructure as a Service (IaaS): May include virtual servers, virtual storage, and
virtual desktops/computers;
• Software as a Service (SaaS): Delivery of simple to complex software through the
Internet;
• Platform as a Service (PaaS): A combination of IaaS and SaaS delivered as a unified
service;
• A cloud provider also may be classified as a public cloud provider, private cloud provider,
hybrid cloud provider or community cloud provider.
2.4 DevOps
The term DevOps was first used when Patrick Debois had to name a conference about the
cooperation between Development and Operations. The conference took place in Belgium,
October 2009, and was called DevOpsDays. The successful conference generated a lot of
discussion in Twitter, which led to the creation of the hashtag #DevOps. Since then, the
movement is known as DevOps [15].
DevOps (short for development and operations) is an approach based on a lean and agile
principles in which business owners and the development, operations, and quality assurance
departments collaborate to deliver software in a continuous manner that enables the business
to seize more quickly market opportunities and reduce the time to include customer feedback
[5].
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Figure 2.2: Cloud Providers present different infrastructures solutions for
clients with different needs
2.4.1 DevOps in Numbers
Based on a research survey conducted by Stephen Elliot [16] during October and November
of 2014 across multiple industries and with respondents across development, testing, and
operations, he could identify critical DevOps metrics from 20+ Fortune 1000 organizations.
The results show:
• For the Fortune 1000, the average total cost of unplanned application downtime per
year is $1.25 billion to $2.5 billion.
• The average hourly cost of an infrastructure failure is $100,000 per hour.
• The average cost of a critical application failure per hour is $500,000 to $1 million.
• The average number of deployments per month is expected to double in two years.
• IT organizations that have tried to custom adjust current tools to meet DevOps
practices have a failure rate of 80%, thus making tool replacement and/or addition a
critical requirement.
• There is an expectation that DevOps-led projects will accelerate the delivery of capa-
bilities to the customer by an average of 15–20%.
• The average cost percentage (per year) of a single application’s development, testing,
deployment, and operations life cycle considered wasteful and unnecessary is 25%.
• Over the next two years, DevOps teams will increasingly bring security, compliance,
and audit teams into the project-planning cycle to embed some of these requirements
in automated processes to reduce business and security risks.
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Table 2.1 shows that 43% of the respondents are currently using DevOps practices, while
another 40% are currently evaluating DevOps as a way to extend their existing agile in-
vestments across the split departments, include business executives earlier in the cycle, and
deliver more business value. There is no doubt that this trend will continue, with more
organizations adopting DevOps practices and organizing themselves around it. The business
value is too much to ignore.
% of Respondents
Currently evaluating DevOps practices 40.0
Less than a year 10.0
12-24 months 13.3
25-48 months 13.3
More than 4 years 6.7
Don’t know 16.7
Table 2.1: DevOps Practices Timeline
Table 2.2 shows the average time to repair an infrastructure failure. Table 2.3 shows the
average amount of time to fix an application failure. Over the past five years, the average
time to repair on the infrastructure side has improved faster than on the application side.
However, we expect DevOps practices, and the associated tools, to exponentially improve












More than 12-24 hours 4
More than 1-7 days 13
Don’t know 35
Table 2.3: Average Time to Repair an Application Failure
To examine application downtime impact per year across the Fortune 1000, Stephen Elliot
conducted the following analysis: 1,000 companies multiplied by an average of 250 critical
applications per company equals 250,000 total applications. 250,000 multiplied by an aver-
age of $500 to $1 million per hour of downtime cost equals $1.25 billion to 2.5 billion of
unplanned application downtime costs per year.
Table 2.4 indicates the amount of time it takes to restore a service in production that has
failed. Table 2.5 indicates how long it takes a code change to reach the customer.
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% of Respondents
Less than an hour 19
1 to <3 hours 33
3 to <8 hours 14
8-24 hours 5
Don’t know 29
Table 2.4: Average Time to Restore a Production Failure
% of Respondents
0-60 minutes 14
61 minutes - 24 hours 10
More than 1-6 days 10
1-2 weeks 24
More than 2-4 weeks 5
More than 1-3 months 10
More than 3 months 5
Don’t know 22
Table 2.5: Timeline for Code Change Impact on Customers
2.4.2 Recognizing the Business Value of DevOps
DevOps applies agile and lean principles to the entire software supply chain. It enables a
business to maximize the speed of its delivery of a product or service, from initial idea to
production release to customer feedback to enhancements based on that feedback. Be-
cause DevOps improves the way that business delivers value to its customers, suppliers, and
partners, it is an essential business process, not just an IT capability.
DevOps provides significant return on investment in three areas:
• Enhanced customer experience: This experience builds customer loyalty and in-
creases market share. To deliver this experience, a business must continuously obtain
and respond to customer feedback, which requires mechanisms to get fast feedback
from all the stakeholders in the software application that is being delivered: customers,
lines of business, users, suppliers, partners, and so on;
• Increased capacity to innovate: Modern organizations use lean thinking approaches
to increase their ability to innovate. Their goals are to reduce waste and rework and
to shift resources to higher-value activities;
• Faster time to value: Speeding time to value involves developing a culture, practices,
and automation that allow for fast, efficient, and reliable software delivery through
to production. DevOps provides the tools and culture required to facilitate efficient
release planning, predictability, and success.
2.4.3 How DevOps Works
DevOps is not a button someone switches; it is not an application someone installs; it is
not a script that someone attaches to their application. There is not a correct or incorrect
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Figure 2.3: DevOps can create an infinite loop of release and feedback for
all your code and deployment targets.
way of practicing DevOps. DevOps describes a culture and encourages practices to evolve
to meet that culture.
The DevOps movement has produced several principles that have evolved over time and are
still evolving. Several solution providers, including IBM, have developed their variants. All
these principles, however, take a holistic approach to DevOps, and organizations of all sizes
can adopt them. These principles are [5]:
• Develop and test against production-like systems: The goal is to allow development
and quality assurance teams to develop and test against systems that behave like the
production system so that they can see how the application behaves and performs well
before it is ready for deployment;
• Deploy with repeatable, reliable processes: This principle allows development and
operations to support an agile software development process all the way through to
production. Automation is essential to create processes that are iterative, frequent,
repeatable, and reliable, so the organization must create a delivery pipeline that allows
for continuous, automated deployment and testing;
• Monitor and validate operational quality: Organizations typically are good at mon-
itoring applications and systems. However, this principle moves monitoring earlier in
the life cycle by requiring that automated testing be done early and often. Whenever
an application is deployed and tested, quality metrics should be captured and analyzed
to get early warning about operational and quality issues that may occur in production;
• Amplify feedback loops: This principle appeals organizations to create communica-
tion channels that allow all stakeholders to access and act on feedback.
– Development may act by adjusting its project plans or priorities;
– Production may act by enhancing the production environments;
– Business may act by modifying its release plans.
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2.4.4 The Adoption of DevOps
At its root, DevOps is a cultural movement; it is all about people. An organization may adopt
the most efficient processes or automated tools possible, but they are useless without the
people who eventually must execute those processes and use those tools. A DevOps culture
is characterized by a high degree of collaboration across roles, focus on business instead of
departmental objectives, trust, and high value placed on learning through experimentation
[5].
The DevOps reference architecture shown in Figure 2.3 proposes the following four sets of
adoption paths:
• Plan: This adoption path consists of one practice that focuses on establishing business
goals and adjusting them based on customer feedback: Continuous Business Planning.
DevOps help teams to set business objectives and continuously change them based on
customer feedback. By identifying and eliminating waste in the development process,
the team becomes more efficient but also addresses cost;
• Develop/Test: This adoption path involves two practices:
– Collaborative development: Developers, software architects, QA practitioners,
operations personnel, security specialists, business analysts, suppliers, partners,
and lines-of-business owners work together by providing a common set of prac-
tices and a common platform they can use to create and deliver software. This
practice also includes Continuous Integration, in which software developers con-
tinuously or frequently integrate their work with that of other members of the
development team;
– Continuous testing: This practice means testing earlier and continuously across
the life cycle, which results in reduced costs, shortened testing cycles, and
achieved continuous feedback on quality.
• Deploy: Continuous release and deployment take the concept of Continuous Integra-
tion to the next step. The practice that enables release and deploy also allows for the
creation of a delivery pipeline. The goal is to release new features to customers and
users as soon as possible;
• Operate: This Operate adoption path includes two practices that allow businesses to
monitor how released applications are performing in production and to receive feedback
from costumers:
– Continuous Monitoring: Provides data and metrics to operations, QA, develop-
ment, lines-of-business personnel, and other stakeholders.
– Continuous customer feedback and optimization: This feedback allows different
stakeholders to take appropriate actions to improve the applications and enhance
customer experience.
2.4.5 Patterns and Practices
For a team to correctly practice DevOps is not trivial. Several steps and practices are critical
to establishing successful DevOps culture in the organization; some are as follow [17]:
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• Active Stakeholder Participation: developers, operations staff, and support people
must work closely together on a regular basis;
• Automated testing: Adopt test-first approach. Automate testing so that the applica-
tion is tested as often and early as possible;
• Integrated configuration management: Development teams will need to understand,
and manage, the full range of dependencies for their product so that operations staff
can understand the potential impact of a new release;
• Integrated change management: Development teams must work closely with oper-
ations teams to understand the implications of any technology changes. Integrated
change management depends on the Active Stakeholder Participation, Integrated con-
figuration management, and Automated testing.
• Continuous Integration: Is the discipline of building and validating a project. Contin-
uous Integration enables the development of a high-quality working solution safely in
small, measured steps by providing immediate feedback on code defects;
• Integrated deployment planning: Experienced development teams will do such planning
continuously throughout construction with Active Stakeholder Participation.
• Continuous deployment: Extend the Continuous Integration till production. Continu-
ous deployment enables development teams to reduce the time between a new feature
being identified and being deployed into production;
• Production support: Development teams should ensure production fixes and regular
releases both are taken care without issues;
• Application Monitoring: Development teams need to be aware of what is happening
with the product;
• Automated dashboards: Code quality, build, and deployment dashboard should be real
time.
All this, through a collaborative working team, which is key to DevOps.
Table 2.6 shows what we would expect from an evolving trend that is impacting budget
allocations and the projects receiving funding. Automation is a key investment area across









Git Branch Builds 26.7
Log Analytics 23.3
Table 2.6: Initiatives to Implement DevOps Projects [16]. Note: Multiple
responses were allowed.
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2.4.6 Technologies
In the midst of several technologies, we took into consideration the following technologies:
• Cloud Infrastructure or Cloud Provider: the final product will be built, deployed and
managed in one of many available infrastructures;
• Cloud Infrastructure Management: abstracts CPU, memory, storage, and other
resources, enabling fault tolerant and resilient distributed systems to be effortlessly
built and run efficiently;
• Virtualization: refers to the act of creating a virtual operating system within the
Infrastructure. This way, we can run multiple operating systems on a single piece of
hardware. A Virtualized System is nothing more than a data file on a physical computer
that can be moved or copied to another computer;
• Supervision: handles starting of tasks and services, such as the deployed application
and its dependencies, during boot, stopping them during the shutdown and supervising
them while the system is running;
• Load Balancing: help when there’s a need to have more than one system running the
same application; it has the capability of equally divide work between those systems;
• Automation: Automation tools help developers and operations to deploy and config-
ure systems and applications to any physical, virtual, or cloud location, no matter the
size of the infrastructure. These tools help orchestrate the resources in the Virtual
System, or even create or destroy a similar system automatically;
• Monitoring: is primarily a type of security and surveillance software that may help
Supervision and Automation. It observes and tracks the operations and activities
of users, applications, and network services on a computer, a virtualized system or
application [18];
• Data Logging: is the process of collecting and storing data over a period of time. This
process allows development teams to, quickly, trace problems with their application to
fasten the resolution time [19];
• Scheduling: is performed using job schedulers which have the ability to run services
periodically at fixed times, dates, or intervals. This process automates system main-
tenance. However it has a general purpose making it useful for things like starting a
new Virtualized System [20];
• Service Discovery: is a network protocol which allows automatic detection of devices
and services offered by these devices on a computer network. If this service is correctly
configured, with the help of Automation, it can detect new instances of the application
running, and allows software agents to make use of one another’s services without the
need for continuous user intervention and configuration [21].
For each of these categories, there are many options with different features, requirements,
and prices, which can confuse and divide teams into choosing one or another.
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2.4.7 Technological Relations
As seen in Figure 2.4, we can observe that all the technologies are intertwined towards a
common goal; the automatic, correct, and continuous functioning of the Application. The
Cloud Infrastructure Management orchestrates the resources provided by the Cloud Provider
and configures the Scheduler, the Supervision, and the Monitor. The Scheduler performs
scheduled actions on the machine like an update or the execution of a script. The Virtual
Machine will host the Application and manage it as well as other services with Supervision.
Supervision will start the Application and any other dependencies concerning it or the system.
The Monitor will monitor the correct functioning of the Virtual Machine and its services, like
the Application. A Logging service will register the Application logs so as to help teams to
quickly find out problems in their ecosystem. The Application registers itself in the Service
Discovery so that Service Discovery knows where the Application is running. The Service
Discovery queries the Application to know if it is still online.
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The problem in question is that DevOps practices are relatively new, and we are only grasping
the full potential and depth about it. Starting companies do not have the information to
help them choose what they will need, losing valuable time and resources investigating and
experimenting until deciding which tools appeals to them.
In this chapter, the problem is identified. The research questions are raised and the formal-
ization of the proposed solution is presented. We also take a look at the value analysis of
the dissertation.
3.1 Problem
With the recognition of the importance of DevOps, an explosion of technologies that address
the subject was evident. However, a problem emerges; such diversity made it non-trivial for
software teams to evaluate the wide range of existing tools and identify the best approach
for them to practice DevOps. Since DevOps is a relatively new ideology, it is safe to assume
that the vast majority of software development teams do not grasp the full range of areas
that practicing DevOps involves. So the problem resides specifically in the need to determine
the areas of intervention, their problems, and their possible solutions.
Our challenge is the capture of such information and the creation of a Knowledge Map that
can be simply evaluated both when starting or while a software project to help teams moving
towards DevOps.
3.2 Thesis Statement and Questions
We identified four questions that we want to answer at the end of this dissertation, these
being as follow:
• What body of knowledge should we collect and formalize in order to help software
teams to practice DevOps? - We want to research on a broad set of technologies
to be able to elaborate a thorough and trustworthy Knowledge Map.
• Which tools categories should we consider when elaborating the Knowledge
Map? - We need to ascertain which requirements might influence teams in choosing
a tool over another.
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• Which technologies should be adopted? - We want to help teams choosing tech-
nologies and to understand their requirements and features.
• How much will teams improve while using our Knowledge Map? - We need to
learn and quantify how much a team improves to prove that our work is reliable.
Thesis statement
The author believes that providing the right educational content to software teams, they
can become more efficient and effective managing the entire life-cycle of the software they
produce through the adoption of DevOps.
3.3 Work Proposal
Our work proposal for the identified problem is a thorough research on the Internet and
research articles, about DevOps tools so that we could ease the adoption process by software
teams, by aggregating DevOps tools into categories and compare members of each category
considering their key features. Identify which questions should be asked when starting a new
project to identify the forces that will influence technological decisions.
Furthermore, we should be able to use the captured knowledge to elaborate a DevOps
Knowledge Map. Such would determine the areas of intervention for DevOps practitioner
teams, their problems and possible solutions to those, including how and which tools should
be adopted to help them achieve their goals.
Then we could evaluate how forces can be leveraged to achieve optimal solutions for specific
scenarios, and provide a concrete description of how to use the DevOps Knowledge Map to
provide a solution for common DevOps problems, usable both by regular operation teams or
DevOps practitioners.
Finally, we should be able to verify and validate the DevOps Knowledge Map, and provide the
work to one or more software teams and measure how it improves their operations efficiency.
3.4 Value Analysis
3.4.1 The importance of a Value Proposition
The value proposition, which is the central element of the value model and the core of
a business model helps an organization to present to people if and how its business will
profit, which partners it needs, the nature of its key operations, and how it will acquire and
retain customers. This value proposition is an overall view of the organization bundle of
products and services that together represent value for a specific customer segment, and it
describes the way an organization differentiates itself from its competitors while clarifying
why customers buy from it and not another organization [22].
These products and services are the value offered by the organization, which is key to any
business, and any business activity is about exchanging some tangible and/or intangible good
or service and having its value accepted and rewarded by customers or clients, either inside
the enterprise or collaborative network or outside. Besides, it becomes necessary to bear in
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mind the perception of cost/benefit for the organization and the client, as a factor which
influences the relation between the parts, providing a better knowledge of the customer and
the market [23].
There is also the concept of perceived value, in which different clients perceive different
value for the same product/service. Also, organizations involved in the purchasing process
can have different perceptions of customers’ value delivery. Furthermore, that value, as
perceived by the producer, means something distinct from the value perceived by the user.
In our case, we want to provide the knowledge around the DevOps processes and tools to
be used by different kinds of organizations. As it is a recent approach on how IT teams
should refactor their workflows, there are not much certainty around the concept as a whole,
and the fact that the technologies are growing at tremendous speeds, to consolidate their
markets, it is hard to find up-to-date information as well as an aggregation concerning those
tools.
3.4.2 The benefits/sacrifices of following a DevOps mindset through a lon-
gitudinal perspective
As mentioned before we aim to develop a Knowledge Map, to facilitate the adoption of
DevOps, which will be our primary focus. The main objectives for this map are to provide
software teams with the knowledge about several DevOps tools and their characteristics,
advantages, and disadvantages, as to save an enormous amount of time researching about
those tools and eventually choose one of them.
Regarding market positioning, we want to help organizations, more specifically software
development teams and operations teams, to save time and money while achieving the same
or even better results through our extensive study surrounding DevOps and its tools.
In a Longitudinal perspective of value becomes necessary to considerate the benefits and
sacrifices for those teams before acquiring our Knowledge Map, the moment when they
acquire it, the moment when the team finishes using it, and the use experience after using
it. Nowadays there are still many teams managing the infrastructure manually, which is a
tedious, error-prone, and slow task. However, when an organization thinks about adopting
DevOps to improve their product/service, through the knowledge of our Knowledge Map,
there is a pre-purchase moment in which the organization expects to save time in the future
when using DevOps techniques and tools. Nevertheless, they know that there is a cost of
learning and configuring those tools. At the point of trade, the team gets the Knowledge
Map, and they study and choose the best tool for their case scenario. After getting and
utilizing the Knowledge Map and learning and configuring the selected DevOps tools, besides
saving much time managing the infrastructure, the software team is expected to have the
capacity to update the product in a more convenient and repeatable manner. These processes
should give more confidence to the team when updating their product/service, allowing them
to reach their clients much faster. The product should become much more stable, improving
the quality of the product, as well as increase exponentially the quality of life of every
employee of the organization. Finally, it will be much easier to customize and change where
the product and service will be deployed. Finally, after adopting those techniques and tools,
the software team should realize that their product/service improved exponentially as well
as the quality of their life in relation to when they were using the old fashioned techniques.
Table 3.1 states the benefits and sacrifices before and after using our Knowledge Map.
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Benefits Sacrifices
Ex-Ante 1. Save time managing infrastructure
1. Time spent learning and
configuring tools and processes
Ex-Post
1. Save time managing infrastructure
2. Updating the product is more
convenient and repeatable
3. Teams have more confidence when
updating the product/service
4. Faster time-to-market
5. Product/Service becomes more stable
6. Quality of life of the organization’s
employees improves
7. Quality of the product/service
improves
8. It is much easier to customize
where the product/service is deployed
1. Time spent learning and
configuring tools and processes
Table 3.1: Benefits and sacrifices of adopting the Knowledge Map
3.4.3 Possible business scenarios
Regarding the business, we reach a win-win situation through an integrative negotiation,
in which both parties collaborate to reach the maximum benefits possible. In this kind of
negotiation, it is necessary to define the expectations and objectives beforehand and identify
the indisputable points of the negotiation. On the other hand, we need to foresee the
counter-offers and still be prepared for what the client expects. It is also important to be
prepared to explain the reasons behind the maximum and minimum we will get or receive.
3.4.4 The business model Canvas
We developed a business model Canvas to give better insight about our project, which can be
observed below. In this case, we believe that our Key Activities are the research of DevOps
categories as well as the research and setup of some market leader tools. These activities aim
to facilitate the adoption of DevOps processes and tools for Startup companies as well as for
well-established IT companies and even companies that rely a lot on IT, which would be our
Key Partners. As for the Value Propositions, we intend to provide a Knowledge Map with
different concepts and tools for various scenarios for organizations to use, which then will
significantly improve their performance, and consequently, will reduce their time-to-market.
We would like to freely provide our Knowledge Map at different startup fairs and conventions
as well as through the internet, believing that our project is purely academic and open-source
giving up any possible Revenue Streams. However, given the open-source approach, we
expect to have a relationship with our costumers through an open-source type community
to exchange information.




































In this chapter, the problem to be tackled in the next semester was formalized.
First, the problem itself and its scope were described and delimited. Then a possible approach




DevOps Technologies for Tomorrow
Having discussed the evolution of how we handle the delivery of applications and the value
of delivering faster and automatically in chapter 2, in this chapter, we will present the
technologies and tools studied and present a conclusion about them.
Fortunately or unfortunately the DevOps field is too valuable to pass on, and as such there
are dozens of alternatives for each category, which we had to pass on, opting for the market
leaders. Also, during the conception of this document, the technologies are continuously
evolving and presenting more and better features for their ever demanding clients, which
may cause some lack of accuracy in some statements.
4.1 Knowledge Map
The main focus of our project is presented through a Knowledge Map, which can be observed
in Figure 4.1. All of its nodes present DevOps categories and their tools, which are addressed
throughout this thesis, and in every single one of them is given a technological overview
to guide software teams to take the most appropriate decision depending on the project
Requirements when choosing to adopt one or more DevOps oriented technologies.
4.2 Infrastructure
When an organization prepares to release an application, one of the first and most important
decisions is where that application will be deployed. A few years ago the decision was “easy”
and involved the purchase of machines and hiring people to operate them, but nowadays
cloud computing became accessible and a viable option.
4.2.1 In-House Solution
The decision to opt for an in-house solution would mean to a great investment right from
the get-go, involving the hardware to run the application and the people to operate it.
However, some organizations already have the means, but even though the decision is not
that straightforward. The application might need better hardware or the possibility to scale
easily, thanks to market demands [24].
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Figure 4.1: Knowledge Map with DevOps Tools
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Organizations choosing the In-House option must have in mind the investment in hardware,
the people to operate it, the future investment in hardware improvement, the network in-
volving the infrastructure, the replication of the data, the security of the data, and much
more [25].
4.2.1.1 Xen
Xen was first developed at University of Cambridge Computer Laboratory, in 2003, and is
now maintained by The Linux Foundation. Xen is intended for an enterprise utilization, and
companies like Amazon and Linode are using it to provide cloud services and virtual machines
for their clients [26].
Xen is available as a special Linux distribution called XenServer. However, it can be installed
from other Linux distributions like centOS, Fedora, openSUSE, and Ubuntu. One of its
features is its ability to host all the main operating systems like Linux, Windows, and Solaris.
Xen is also capable of simulate x86, x64, and ARM architectures and, like other hypervisors,
is capable of Full Virtualization, Paravirtualization, and Live Migration [27].
Since Xen is an open source project it does not provide a customer support service. However,
Citrix, who developed XenServer, provides those services [28].
Full virtualization
With Full Virtualization the guest Operating System is unaware that it is in a virtualized en-
vironment. Therefore hardware is virtualized by the host Operating System so that the guest
can issue commands to what it thinks is actual hardware but are just simulated hardware
devices created by the host [29].
Full Virtualization is the only option that requires no hardware assist or Operating System
assist in virtualizing sensitive and privileged instructions. With this kind of virtualization,
we get the best isolation and security for virtual machines and simplifies migration and
portability. However, there is a cost in performance and efficiency for the guest Operating
System [30].
Paravirtualization
Paravirtualization is an enhancement of virtualization technology in which a guest Operating
System is modified, prior to installation inside a virtual machine. With this modifications, the
guest Operating system is aware that it is a guest and accordingly has drivers that, instead of
issuing hardware commands, simply issue commands directly to the host Operating System.
This virtualization method offers an increase in Performance and efficiency for the guest
Operating System. A potential downside of this approach is that such modified Operating
Systems cannot ever be migrated back to run on physical hardware.
VMware has employed this concept by making available VMware Tools, a package with
enhanced device drivers that increase the efficiency of guest Operating Systems [31, 30, 32].
Live Migration
Live migration is the movement of a virtual machine from a physical host to another without
turning it down, without any noticeable effect from the point of view of the end user.
The most significant advantage of live migration is the fact that it facilitates proactive
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maintenance, e.g. if an imminent failure is suspected, the potential problem can be resolved
before the disruption of service occurs [33].
Conclusion
Xen is one of the most mature Hypervisors, but as an open source project it will force a
team to lose lots of time learning it and setting it up, or the organization has to hire some
consultant to help them setting it up.
Xen specializes in easily creating and destroying Virtual Machines in a cluster, and if a
capability like that is what an organization needs, then Xen is a cheapest alternative to
VMware [25].
4.2.1.2 VMware
VMware started in 1998 and claimed to be the first to successfully virtualize the x86 archi-
tecture commercially [34]. VMware provides two kinds of virtualization, one called VMware
Workstation, which can be installed on top of Windows, Linux, and Mac OS to virtualize
all different types of Operating Systems, whilst the other is called VMware ESX and can be
run directly on server hardware without an underlying Operating System [25].
VMware, as other virtualization software, is capable of Live Migration, Full Virtualization,
and Paravirtualization on the ESXi Hypervisor version, moreover, VMware vSphere ESXi is
capable of working as a Hypervisor. However, unlike XenServer, VMware does not virtualize
the ARM architecture alongside the x86 and x64 [25].
VMware vSphere Hypervisor is a free product with a built-in management tool to create and
provision virtual machines, and an advanced memory management. It requires a minimum
of a single socket with two core CPU, 4GiB of RAM, and a single 1GiB network adapter.
Nevertheless, VMware provides a simple vSphere and vSphere with Operations Management
Edition as its paid versions. These versions offer pool computing and storages across multiple
physical hosts, a centralized management of multiple hosts, perform the live migration of
virtual machines, and many other premium features [35].
Conclusion
VMware vSphere is an all around product, full of features, but expensive. However, that
can be what a large company is looking for. It is easier to manage and administrate than
XenServer and has a much wider user base [36, 25]. VMware is growing at a very rapid pace
thanks to its support and applications from third-party vendors.
4.2.1.3 KVM
KVM, or Kernel-based Virtual Machine, is a virtualization infrastructure for the Linux kernel,
which was merged into the Linux kernel in 2007, empowering the Operating System to turn
itself into a hypervisor [37].
KVM supported x86 architectures from the get-go but later gained x64 and ARM sup-
port. However, KVM requires a processor with hardware virtualization extensions, making it
unfeasible to use old and new CPUs without it [25].
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Since KVM is based on Linux kernel, our host Operating System has to be Linux, but it can
virtualize many versions of Linux, Solaris, Windows, Mac OS X, and even Android. With
the backing of VirtIO, KVM can provide Paravirtualization for different Operating Systems
[38].
Recently, Red Hat Enterprise Linux (RHEL) 5.4 included KVM support and is dropping Xen,
employing much of the talent behind KVM, and introducing friction to companies that have
cloned RHEL and invested heavily in Xen [39, 40].
Conclusion
Even though KVM is capable and efficient; it does not have a technical advantage over any
of the others virtualization tools out there who are around much longer. One of the only
benefits for KVM is that it is already built-in the recent Linux releases [25].
If an organization chooses to use RHEL, then KVM might be a valid option, but they need
to keep in mind that setting up KVM can be difficult.
4.2.1.4 In-House Solution Conclusion
When opting for an in-house solution for an application, the market provides us tools like
Xen, VMware, or even KVM, each of these with different strengths. VMware and Xen are
the most capable and mature technologies, being around for more than a decade. While
VMware has some free tools to use, its main advantages come from the premium version,
whereas Xen is an open-source project with all the inherent benefits and sacrifices with tools
like that. Finally, KVM does not have any technical advantage on the technologies above,
however, it is a very efficient tool that is built-in in the recent Linux releases [25].
Xen KVM VMware
x86 3 3 3
x86_64 3 3 3
ARM 3 3 7
Table 4.1: Architectural comparison between different infrastructure man-
agement software
Xen KVM VMware
Linux 3 3 3
Windows 3 3 3
Full Virtualization 3 3 3
Paravirtualization 3 3 3(ESXi Hypervisor)
Live Migration 3 3 3
Built-in 7 3(recent linux) 7
Table 4.2: Feature comparison between different infrastructure management
software
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4.2.2 Cloud-based Solution
When opting to deploy our application in the cloud, it will save us from a massive investment
in server hardware and people to operate it. Organizations can consume computing resources
as a utility, and pay it like the water or electrical bill. Cloud computing allows organizations
to scale applications easily depending on the market demands. However, even though an
organization might save a lot in personnel and equipment, it may have to invest in people
who knows how to operate in the cloud, or give some training to their current employees.
The whole Infrastructure as a Service (IaaS) is an invaluable service. The ease of deploy-
ment, maintenance, scalability, and pay-as-you-go model make Cloud Computing a wonderful
choice for an organization’s application [41, 42, 43, 44].
4.2.2.1 Amazon Web Services
Amazon Web Services (AWS) alongside Microsft’s Azure are the leading public cloud plat-
forms providing worldwide coverage [42, 43]. Both services offer cloud computing as a utility
and let organizations create virtual machines depending on their necessity.
Among all the services provided by AWS, the most central and best-known include Amazon
Elastic Compute Cloud (Amazon EC2) and Amazon Simple Storage Service (Amazon S3)
[45].
AWS provides their services to companies like Pinterest, Netflix, adobe, Zynga, and many
others [46].
Locations
Regarding geographic locations, AWS is positioned in Europe (Ireland and Frankfurt), North
America (North Virginia, North California, and Oregon), South America (São Paulo), and
Asia Pacific (Tokyo, Seoul, Singapore, Mumbai, and Sydney) [47]. Providing all these
options an organization is sure to reach every possible client efficiently.
Virtual Machines
Amazon provides Virtual Machines through Amazon EC2 and has many different options
regarding computer specifications. EC2 ranges from 1 to 128 Virtual CPUs, 0.5GiB to
1952GiB of RAM, and then varies regarding storage and network performance. The pricing
of these machines varies depending the chosen specifications and Operating System [48].
Regarding Operating Systems, Amazon provides Ubuntu Server 14.04 LTS, SUSE Linux
Enterprise Server 12 SP1, Red Hat Enterprise Linux 7.2, and Microsoft Windows Server
2012.
Databases
With Amazon EC2 it is possible to create a virtual machine and then use it as a database, but
Amazon has services which provide the same behavior but much easier to set up, operate,
and scale. These services are called Amazon Relational Database Service (Amazon RDS)
for relational databases, and Amazon DynamoDB for nonrelational databases [49].
Amazon RDS has available in their catalog MySQL, PostgreSQL, Oracle Database, and
Microsoft SQL Server. As for Amazon DynamoDB, the only option available is to create
4.2. Infrastructure 31
a table with a primary key to inject data. Each of these services provides backup plans for
every need.
Object Storage
One of the popular services provided by Amazon is Amazon S3 which lets an organization
store all kinds of files to be accessed by an application. These files can range in size from one
byte to five terabytes, but the quantity is unlimited. The price for this service is calculated
from how much space is utilized, starting at $0.03 per GiB calculated monthly [50].
Other Services
Amazon has other interesting services, and we would like to highlight the EC2 Load Balancer
to share traffic between different machines, and EC2 Container Service to run and manage
Docker containers.
Free Tier
Regarding a free tier plan, Amazon offers the best experience. In the first twelve months,
an account can have a virtual machine for 750 hours per month, which can be divided into
multiple machines if the sum between them is equal or less than that time. These machines
are called “t2.micro”, with one vCPU and one gigabyte of RAM, a not so powerful machine,
but good enough for some testing. An account also has access to five gigabytes of storage
from Amazon S3, 500 megabytes per month of storage from Amazon EC2 Container Reg-
istry (store and retrieve Docker images), 25 gigabytes of storage from Amazon DynamoDB
(NoSQL), and more from other services [51].
Conclusion
Amazon presents a service that at least equals to their sales one. Solid, efficient, reliable,
scalable, and even low-cost are some of the adjectives that Amazon Web Services deserves.
Amazon can help an organization start as a free tier account paying nothing and then go up
as much as it needs with a corresponding price.
As shown in Figure 4.2, a downside of AWS is its web platform that can be a bit overwhelming
and confuse for beginners, presenting many services and even more options for each. Their
documentation is good and quite extensive, sometimes perhaps even too extensive.
4.2.2.2 Microsoft Azure
Microsoft’s Azure, like Amazon Web Services, is a cloud computing platform for build-
ing, deploying, and managing applications and services. Even tough Azure is a product
by Microsoft, the producer of Microsoft Windows; it provides not only Linux but also the
Linux-based container, Docker. Azure uses a specialized Operating System called Microsoft
Azure to create and run its virtual machines [52].
Azure provides their services to companies like BMW, Toyota, EasyJet, NBC Sports, Heineken,
and many others [53].
Locations
Azure wins regarding geographic areas, being positioned in North America (Toronto, Quebec,
Iowa, Illinois, Virginia, Texas, West Central US, and California), South America (São Paulo),
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Figure 4.2: Example of Elastic Compute Cloud Dashboard
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Europe (Ireland and Netherlands), Asia (Hong Kong, Singapore, Pune, Chennai, Mumbai,
Shangai, Beijing, Tokyo and Osaka), and Oceania (New South Wales and Victoria) [54].
Virtual Machines
Azure provides several predefined virtual machines to teams as well as clean machines with
different Operating Systems. As for clean machines, Azure provides CentOS, Ubuntu Server,
Red Hat Enterprise Linux, openSUSE, Windows Server, Windows 10, and Windows 7. Then,
Azure provides machines with preconfigured SQL Server, Oracle Database, MongoDB, JDK,
Cassandra, LAMP, Visual Studio, WordPress, and much more [55].
Regarding the specifications of the virtual machines provided by Azure, they start at a quarter
CPU core and 0.75 gigabytes of RAM and go to sixteen CPU cores and 112 gigabytes of
RAM. These specifications are capped to much in comparison with AWS top tier machines.
However, Azure will release machines with 32 CPU cores and 448 gigabytes of RAM [55].
Databases
As for databases, Azure provides a service to create an SQL Database and choose the
Database Transaction Units (DTUs), which describe the relative capacity of the performance
level, the maximum storage, ranging from two gigabytes to one terabyte. This service
provides geo-replication for all plans and point-in-time restore from 7 to 35 days [56].
A smaller service grants the possibility to create MySQL Databases. These databases range
capacity from 0.02 gigabytes to 10 gigabytes of space and from 4 to 40 total connections.
However, only the top tier plans grant backups and geo-distribution.
Object Storage
The direct competitor to Amazon S3 is Azure’s service Storage Accounts, to store and
manage all kinds of files. The main difference is that Azure gives options regarding the
replication type, providing zone-redundant storage (ZRS), locally-redundant storage (LRS),
geo-redundant storage (GRS), and read-access geo-redundant storage (RA-GRS), and the
access tier, Cool to store less frequently accessed data, and Hot for frequently accessed
data. The chosen options will influence the paid price per gigabyte, ranging from $0.01 for
LRS Cool to $0.061 for RA-GRS Hot [57].
Other Services
Like AWS, Azure also offers the possibility to create load balancers and define if the machines
are at Azure’s servers or in a different place.
Free Tier
Regarding the free tier plan, Microsoft offers $200 in Azure budget to try their service, in
any way a user sees fit to meet its needs. Besides that, Azure offers some free services, like
App Service, to quickly build and host web and mobile apps, Azure IoT Hub, which lets us
exchange up to 3,000 messages and control up to 10 Internet of Things devices, and much
more [58].
Conclusion
Microsoft’s presents worthy concurrent to Amazon Web Services in the form of Azure. As
seen in Figure 4.3, its web platform is much more user-friendly to those who are used to
Microsoft Windows and has a proper documentation to support it. However, even though
its user friendliness, Azure may be trickier and hard to find and change some important
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Figure 4.3: Example of Virtual Machines Dashboard
configurations. Another downside is its performance, which falls a little short to AWS while
their prices are a bit higher.
4.2.2.3 Google Cloud Platform
Google Cloud Platform (Google CP), is a cloud computing platform much like AWS and
Azure. Google CP provides its hosting on the same infrastructure in which Google provides
end-user products like Google Search and YouTube. Google CP is a part of a suite of
enterprise solutions from Google for Work and provides a set of modular cloud-based services
like hosting and computing, cloud storage, data storage, translation APIs and prediction APIs
[59].




Regarding geographic locations, Google CP is positioned in North America (Iowa, South
Carolina, and Oregon), Europe (Belgium), and Asia (Taiwan) [61].
Virtual Machines
Google’s rival to Amazon EC2 is called Google Compute Engine which provides virtual
machine instances. Google CPs specifications are ranging from a shared virtual CPU with
0.6 gigabytes of RAM, to 32 core CPU with 208 gigabytes of RAM. Regarding the available
Operating Systems, Google CPs provides Debian, CentOS, FreeBSD, openSUSE, SUSE,
Red Hat Enterprise Linux, and Windows Server [62].
Google provides a billing by the minute which is different from the usual hourly rates offered
by AWS and Azure [63].
Databases
On the topic of relational databases, Google provides Cloud SQL, a fully managed database
service on top of MySQL. This service released its second generation, which Google states,
is seven times faster and will scale up to twenty times of its capacity. The pricing for this
service is calculated in how many instances are running per hour ($0.015 - $4.024 depending
on the RAM), and per gigabyte ($0.17) [64].
As for the non-relational counterpart, Google offers Cloud Bigtable and Cloud Datastore.
Regarding Cloud Bigtable, Google’s Big Data database service is the same database that
powers services like Search, Analytics, Maps, and Gmail. It is designed to handle massive
workloads at consistent low latency and high throughput, being an excellent choice for both
operational and analytical applications like Internet of Things, user analytics, and financial
data analysis [65]. While Cloud Datastore, is a highly scalable NoSQL database for appli-
cations. Cloud Datastore automatically handles sharding and replication, depending on the
application load [66, 67].
Object Storage
Regarding Object Storage, Google CP provides a service called Cloud Storage to allow
organizations to store data. Cloud Storage tags its price at $0.026 per gigabyte per month
[68].
Google does not inform about maximum storage an account can get. However, they allow
going up until petabytes, which is more than all the other cloud providers.
Other Services
Google gave in to Docker success and included services like Container Engine, which is a
type of Google Compute Engine but is meant to run a Docker container, and Container
Registry to store and manage Docker images on Google CP [69].
Google also provides a service called Cloud Load Balancing, which can load balance between
all Google’s data centers, and App Engine to build and scale web applications and mobile
backends.
Conclusion
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Google looks a bit behind in relation to AWS and Azure, and their prices are not top notch,
even though having pay per minute for Google Compute Engine, which can be a great plus
for certain organizations [42, 43].
Regarding the provided services, Google loses in quantity and, in a significant portion, quality.
However, Google Big Data services are particularly strong, thanks to Google proficiency in
that field. Another strong aspect is Google’s Network which is quite fast and powerful [70].
In sum, Google excels at Big Data operations and their price plans might work with some
projects, other than that, services like AWS and Azure are much more complete.
4.2.2.4 DigitalOcean
DigitalOcean, founded on 2011 in New York, provides virtual servers and cloud storage.
DigitalOcean focus is different than cloud platforms like AWS and Azure, in a way that their
main motivation is the developers’ needs, instead of an everything-to-all-people approach
[71].
DigitalOcean provides their services to companies like HP, Docker, Atlassian, jQuery, Red
Hat, and many others [72].
Locations
Unlike other cloud platforms, DigitalOcean worldwide presence is not their strong suit, but
nonetheless, they are located in North America (San Francisco, New York, and Toronto),
Europe (London, Amsterdam, Frankfurt), and Asia (Bangalore and Singapore) [73].
Virtual Machines
DigitalOcean names their virtual machines Droplets, and these Droplets have specifications
ranging from one core CPU, half a gigabyte of RAM, and 20 gigabytes of SSD storage,
going to 20 core CPU, 64 gigabytes of RAM, and 640 gigabytes of SSD storage. Regarding
the Operating Systems, DigitalOcean provides several version of Ubuntu, FreeBSD, Fedora,
Debian, CoreOS, and CentOS.
Furthermore, DigitalOcean has Droplets with the installed dependencies for applications like
Cassandra, Django, ELK, GitLab, LAMP, MongoDB, Node.js, Ruby on Rails, and WordPress
[74].
Object Storage
Recently, DigitalOcean presented Block Storage, which when creating a Droplet, provides
an option to attach SSD space ranging from one gigabyte to sixteen terabytes, increasing
the monthly price in $0.10 per gigabyte. DigitalOcean provides live resize for the Block
Storage if there is a need to adjust space and there is even the possibility to move these
Blocks between Droplets [75].
Conclusion
DigitalOcean is not an all-around product but is outstanding at what it does. Since network
speed is one gigabyte per second and SSD storage is the default for DigitalOcean, their
Droplets tend to outstand the ones that AWS provides with the same price. DigitalOcean
also provides a pretty straightforward and fixed price plan [71].
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A possible downside when opting for DigitalOcean is that it is missing services like load
balancing and hosted databases. Since DigitalOcean only offers UNIX based Operating
Systems, the user must be capable of managing and configuring it.
4.2.2.5 Cloud-based Solution Conclusion
When opting for a cloud-based solution for an application, we can choose from Amazon Web
Services, Microsoft Azure, Google Cloud Platform, or even DigitalOcean, each of these with
different strengths and purposes. While AWS, Azure, and Google CP are the leading cloud
providers [43, 42] with the most variety of Use Cases, services, server locations, and prices,
DigitalOcean tries to differentiate itself with its user-friendly interface while aiming for a
more packaged solution for small applications [71].
4.2.3 Preconditions identified
We identified a set of requirements to be met when adopting each infrastructure solution.
Regarding an in-house solution, we identified that some prior knowledge about infrastructure
management would greatly increase the adopting of the referred technologies. Whereas for
a cloud-based solution, we found that knowing and testing an application would help to
define the machine specifications to prevent oversubscriptions.
AWS Azure Google CP DigitalOcean
Europe 3* 2 3* 2 3 3* 3
Asia 3* 4 3* 9 3 3* 2
North America 3* 3 3* 8 3* 4 3* 3
South America 3 3 7 7
Africa 7 7 7 7
Oceania 3 3* 2 7 7
Table 4.3: Geographic comparison between different cloud providers
AWS Azure Google CP DigitalOcean
PostgreSQL 3 7 7 7
SQL Server 3 3 7 7
NoSQL Service DynamoDB 3 Cloud BigTable 7
Container Service 3 3 3 7
Function as a Service (FaaS) 3 3 3 7
Load Balancing Service 3 3 3 7
Table 4.4: Service comparison between different cloud providers
4.3 Automation
In the nineteenth century appeared new manufacturing processes such as the replacement
of hand production methods to machines, which radically improved efficiency, consistency,
and productivity. This was called Industrial Revolution.
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AWS Azure Google CP DigitalOcean
Free VM 1 year 60 minutes daily 7 7
Base Linux VM $10.08 $14.40 $4.03 $10.80
Base Windows VM $13.68 $12.96 $18.43 7
Object Storage $0.03 per GiB $0.08 per GiB $0.04 per GiB 7
Table 4.5: Price comparison between different cloud providers
Nowadays, a new revolution is happening, and it is called DevOps, which consists mainly in
the Automation of processes. This evolution is not really about technology but more about
trust and collaboration. We need to trust that a computer can perform functions otherwise
done by humans, and collaborate better and faster with each other, so that we can achieve
the same improvements that we got after the so-called Industrial Revolution [76, 77].
Deployment Automation
Continuous Delivery embraces automated deployments in various stages of the software
delivery process and identifies manual deployments as one of the common release anti-
Patterns. This practice makes use of computers strength to make releasing software a
repeatable and reliable push-button activity [78].
Since time-to-market is important if not vital, a combination of Agile development practices,
a sound suite of automated tests, and deployment automation allows the time minimization
to deliver new features [78].
Quoting Jez Humble and Dave Farley’s book “Continuous Delivery”: “A deployment pipeline
is, in essence, an automated implementation of your application’s build, deploy, test, and
release process.”. This pipeline concept is an analogy to Lean Manufacturing, where a pro-
duction line stops whenever the process detects a defect along its way, and the team takes
corrective measures. The typical deployment pipeline initiates whenever a developer commits
code to a software repository inside the version control system such as Git or Subversion.
When the build automation server observes a change in the repository, it triggers a sequence
of stages which exercise a build from different angles via automated testing. During these
stages, the application is compiled, built, executed, and tested through Unit Tests, Integra-
tion Tests, End-to-End Tests, Capacity and Load Tests. After having successfully passed all
these phases, the production environment is updated with the new version of the application
[79].
Employing an Automated Deployment lets organizations change their applications’ environ-
ments through script configuration, meaning that if arises the need to switch to a different
infrastructure provider, the overhead of deploying to that target is minimal. The Deploy-
ment becomes much less error-prone since manual deployment involves human interaction
and quoting Murphy’s Law “If anything can go wrong, it will go wrong.”. This process will
also accelerate deployments through repeatability and reliability. Furthermore, the knowledge
of how to release the application is captured in the system instead of an individual’s brain.
Ultimately, teams will have more time to develop software, and consequently, applications
can be upgraded and released more frequently [80].
By enforcing an automated deployment process and treating infrastructure as code organi-
zations make sure to end up with deployable code and working environments at the end of
each iteration [78].
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From a business perspective, deployment automation allows organizations to get changes,
whether planned or unplanned, into production reliably and quickly. This process allows them
to gather valuable user feedback as early as possible and develop and maintain software that
is lean, and that offers features that their users like to use, thereby avoiding software bloat
[78].
Continuous Integration
Continuous Integration is a software development practice where members of a team inte-
grate their work frequently, usually each person integrates at least daily - leading to multiple
integrations per day. Each integration is verified by an automated build, which includes
testing the software to detect integration errors as quickly as possible. Many teams find
that this approach leads to significantly reduced integration problems and allows a team to
develop cohesive software more rapidly [81].
4.3.1 Chef
Chef, a configuration management tool, was released in 2009 by a company with the same
name [82]. It was designed with a DevOps culture in mind, and in addition to automating
the provisioning of server infrastructure, Chef can automate the provisioning of runtime
environments, applications, and containers. With the release of Chef 11, the product was
completely rewritten using Erlang programming language, which took the team to rename
the core server API to Erchef. The team also replaced CouchDB for PostgresSQL. These
changes resulted in a memory consumption reduced by a factor of 10 and thus allowed Chef
to manage easily 10,000 clients, something like four times what Chef 10 could handle [83].
Even though Chef is written in Erlang, the configuration files are coded in Ruby. These
configuration files are called recipes, which can belong to a cookbook with many recipes
[84].
Chef provides their services to companies like Facebook, Nordstrom, Standard Bank, and
many others [85, 86].
Operating Systems
Initially, Chef was designed to support Linux, but support for Windows has increased dra-
matically in recent years and is now supporting PowerShell DSC, IIS, and SQL Server. Chef
even supports 64-bit Windows, meaning that Chef will be able to manage the upcoming
Windows Nano Server [83].
Cloud Service Support
Chef integrates with major cloud providers such as Amazon Web Services, Microsoft Azure,
Google Cloud Platform, and others [87].
Chef DK
When acquiring Chef, we get Chef DK from the get-go, which is a toolkit that contains some
tools developed by the Chef community, including built-in testing tools like RuboCop and
Foodcritic, the unit testing framework known as ChefSpec, and Test Kitchen, an integration
tool for testing coded infrastructure. This software gives new users a streamlined workflow
[88].
Chef Server and Chef Client
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Chef uses the server-client model, which means the Chef Server works with the Chef Client
to apply configurations to managed nodes. This process can be configured in a way that
Chef Server sends a set of instructions (recipe) to a load balancer while a web server or a
database server receive different sets of instructions. This process happens when the Chef
Client runs, as it queries the server for the latest set of recipes, which are executed orderly
so that consistent and repeatable results are seen. This process, by default, happens every
30 minutes, meaning it is a pull method, one not as good as a direct push method [89].
The Chef Client packs a tool called Ohai, which detects platform details, network usage,
memory usage, kernel data, CPU data, and much more, giving Chef the capability to search
and report on node configurations across the network.
Chef Supermarket
Chef provides an open source community site allowing users to browse, download, and share
cookbooks [90].
Setup
To start using Chef, one must first deploy a Chef Server on Ubuntu 12.04, Ubuntu 14.04,
or Red Hat Enterprise Linux from version 5 through version 7. Then we need to install
the Chef Client in the desired nodes, which can have Debian, FreeBSD, Mac OS, Red Hat
Enterprise Linux, Ubuntu, or Windows as their Operating System.
Free Plan and Pricing
Chef is an open source, meaning that it is available for free, but still has some premium
plans for bigger projects which require more automation and support.
The free version of Chef comes with an easy to install Chef Server to manage more than
10,000 nodes, free support for eight hours during the work days for a month, and access to
Chef Supermarket. This plan offers features like Chef Backend, to ensure Chef service is
uninterrupted, Reporting, to capture and visualize the state of the nodes running the Chef
Client, Management Console, a Web-based management console, and Analytics Platform,
to get visibility into Chef Server and verify its compliance. These features are only available
for systems with 25 nodes or less.
Regarding premium plans, Chef offers Hosted Chef, for a minimum of twenty nodes at an
annual price of $72 per each node, offering a hosted Chef Server and high availability. The
other available plan is called Chef Automate and comes with an annual price of $137 per
each node, offering tools for workflow, compliance, visibility, and high availability, as well as
a 24x7 support window [91].
Conclusion
Chef is highly mature and works at massive scale due to its adoption by Facebook, who
also has contributed [86]. It resonates best for those who are familiar with version control
tools, and unit and integration tests. The way that cookbooks and recipes can leverage the
powerfulness of Ruby is a major advantage.
Even though Chef is a robust tool, the lacking of a proper push command, forcing a team to
wait for the automatic pull is a significant disadvantage. The learning curve for Chef is also




In 2005 Puppet Labs released Puppet, a configuration management tool written in Ruby
[92]. Puppet, like Chef, is another declarative tool, but instead of cookbooks and recipes, the
configuration files are called Puppet Manifest. These can be written in Puppet’s Declarative
Language or Ruby DSL (domain-specific language) [84].
Puppet has enjoyed significant first-mover advantages about Chef, and though both have
been market leaders since the early days of IT Automation, Puppet has a longer commercial
track record and a larger install base [93].
Puppet provides their services to companies like Google, Intel, NASA, Twitter, Uber, Sony,
and many others [94].
Service Support
Like Chef, Puppet is a renowned product, and as such it integrates smoothly with Ama-
zon Web Services, Google Cloud Platform, Microsoft Azure, and even with private cloud
software Open Stack. Furthermore, Puppet also mingles with Docker, to install, configure
and manage containers, Atlassian, to collaborate in real time, Cisco, to apply automation
practices to Cisco networks, Jenkins, to continuously deliver better software, and Splunk, to
gain real-time infrastructure visibility and insights. All of these come in the form of Puppet
modules. The Puppet Forge is a repository for these modules, which are written by the
Puppet team and by the Puppet user community. These modules solve a wide variety of
problems, and using them is encouraged as it can save a lot of time and effort [95].
Facter
Puppet discovers the system information through an intrinsic utility called Facter and com-
piles the Puppet manifests into a system-specific Catalog containing resources and resource
dependencies, which are applied to the target systems. Any actions taken by Puppet are
then reported [96].
Hiera
Puppet also comes with Hiera, a convenient hierarchical key/value store. This store allows
users to override and set site-specific settings to Puppet modules without having to fork or
modify them [97].
Marionette Collective
The Marionette Collective, also known as MCollective, is a Framework for building server
orchestration or parallel job execution systems, allowing users to execute administrative tasks
on clusters of servers programmatically [98].
Code Manager
The recent addition to Puppet, called Code Manager, uses r10k and the file sync service to
stage, commit, and sync code, automatically managing the environment and modules. Code
Manager starts by creating a control repository with branches for each environment, such
as production, development, or testing. Then Puppetfiles are written for each environment,
specifying which modules to install in each environment. Finally, when code is pushed to the
control repository, Puppet syncs the code to the masters, so that all servers start running
the new code at the same time, without interrupting agent runs [99].
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Setup
Regarding the setup process of Puppet, one must first choose the Puppet Enterprise Master
to manage the Agents. These can be Red Hat Enterprise Linux (RHEL), CentOS, Ubuntu,
or SUSE Linux Enterprise Server (SLES). About Puppet Enterprise Agents, the offer is much
wider going from RHEL, CentOS, Fedora, Windows, Ubuntu, Debian, SLES, Solaris, Mac
OS, and many others [100].
Master/Agent
Puppet runs in an agent/master (client/server) architecture, where a Puppet master con-
trols configuration information and managed agent nodes request only their configuration
Catalogs. The Puppet agent runs as a background service and periodically sends facts to
the Puppet master and requests a Catalog. Once received, the agent applies it by checking
each resource the Catalog describes. If it finds any resources that are not in their desired
state, it makes any changes necessary to correct them. After applying the Catalog, the
agent submits a report to the Puppet master [101].
Puppet can make use of push commands through modules like MCollective, but it is not
how Puppet was designed to operate [102].
Free Plan and Pricing
Puppet provides a free plan to install Puppet Enterprise on ten nodes. This plan includes
access to all product updates and almost every module available.
Apart from that, Puppet offers a standard package for a starting price of $120 per node,
which includes support for bug fixing, a private knowledge base, and more. Finally, Puppet
also offers a Premium support package with 24-7 and phone support for priority issues and
free training. These two plans can only be purchased through contacting the company with
some information about an organization means and requirements, and the final price will be
presented accordingly [103, 104].
Conclusion
Chef and Puppet are continuously growing and expanding their automation platforms in
response to the needs of the DevOps community. Puppet Code Manager is a feature that
represents that demand, which helps streamline the continuous integration/delivery pipeline
[93].
Like Chef, Puppet has a robust community that continuously supports it through feedback
and modules, which are available for everyone. MCollective is the major difference to Chef
if an organization values push commands [84, 105].
Nevertheless, like Chef, a team needs to know or learn Ruby in addition to Puppet DSL [84].
Regarding price comparisons with Chef, Puppet limits their free usage with ten nodes but
full features for all. Whereas Chef does not restrict the number of nodes, however, most
features only hold out for 25 nodes. Another note is that although Chef paid edition starts
at $72 per node, it requires a minimum of 20 nodes [104, 91].
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4.3.3 Ansible
Ansible is a free-software platform, developed by Michael DeHann in 2012, for configuring
and managing computers which combines multi-nodes software deployment, ad-hoc task ex-
ecution, and configuration management [106]. Ansible is written in Python, but its modules
can be written in any programming language, however, to express descriptions of systems,
Ansible uses YAML [84].
Ansible’s configuration, deployment, and orchestration are done through Playbooks. They
can be used to manage configurations of and deployments to remote machines, and besides
that, they can sequence multi-tier rollouts involving rolling updates, and can delegate ac-
tions to other hosts, interacting with monitoring servers and load balancers along the way.
Playbooks are designed to be human-readable and are developed in YAML [107].
Ansible grants the safety of repeatable runs of tasks through its idempotency [108]. It uses
“Facts”, which is system and environment information it gathers, as “context,” before running
Tasks. Ansible uses these facts to check state and see if it needs to change anything to get
the desired outcome, which makes it safe to run Ansible Tasks against a server over and
over again [109].
Setup
Since Ansible is a Python project, the best way to get it is via pip, the Python package
manager. However, it is also available in Ubuntu through APT, and in CentOS and Red Hat
Enterprise Linux through Yum. Finally, Ansible can even be downloaded and compiled from
its Git repository.
Ansible offers a minimal management service, using SSH to manage Unix nodes and Pow-
erShell to work with Windows servers, without an agent installed on nodes. The only
requirement for Ansible to administer a UNIX node is that it must have Python 2.4 installed,
whereas to manage a Windows node it requires PowerShell 3.0 or later [110].
Interaction
Like Chef or Puppet, Ansible distinguishes two types of systems, a controller machine, and
its nodes. The controller machine is where orchestration begins, as it controls the nodes
over SSH. This machine must have an inventory file with IPs or domains of its nodes and
an Ansible Playbook describing the state of a server or service. The Playbook will deploy
Ansible modules that handle configuration to servers and remove them once the service is
running [111].
With this type of interaction, when Ansible is not managing nodes, it does not consume
resources because no agents or programs are executing Ansible in the background, decreasing
the dependencies of a server.
Cloud Support
Since Ansible connects to nodes through SSH, it can act on any in-house solution or any
cloud platform like Amazon Web Services, DigitalOcean, Google Cloud Platform, Microsoft
Azure, and much more [112].
Ansible Tower
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Ansible Tower is a web-based solution designed to be the hub for all Ansible automation
tasks. Tower allows us to control access to who can access what and provides a graphical
inventory to manage or sync with a wide variety of cloud sources [113, 114].
Free Plan and Pricing
Ansible is a free product available on GitHub for anyone to use it. However, Ansible Tower,
the Web-UI version is provided in three different versions: Self-Support, which includes
maintenance and upgrades but no support whatsoever, Standard, which includes support
eight hours during weekdays, and Premium, with 24-7 support. The Self-Support version
has an option for less than 100 nodes and costs $5,000 a year and another choice for less
than 250 nodes costing $10,000 a year, more than that are only available in Standard and
Premium. Standard costs $10,000 a year for less than 100 nodes, whereas the Premium
version is tagged at $14,000 a year for less than 100 nodes. To get the pricing for more
than 100 nodes for Standard and Premium, one must reach Ansible to negotiate [115].
Conclusion
The big drawback when using Ansible is its feedback. Ansible does not guarantee the
successful running of a playbook in one or more nodes, and it does not provide a detailed
report of what happened in the nodes. With this, a team might not be sure if everything went
as planned in all machines, and if not, which machines got problems and why [116, 117].
Nevertheless, Ansible is still a powerful and lightweight tool making it perfect for running
simple repetitive tasks such as restarting services, copying files, or running simple shell com-
mands. As it does not need an agent on nodes, modules can be written in any programming
language and the simplicity concerning its usage [116].
If the intended purpose of an organization is to manage a project with a just a few machines
and wants to optimize the machines’ performance, then Ansible might be a better option
than more robust ones like Chef or Puppet.
Since Ansible is a somewhat recent project and thanks to its lack of feedback it has not
groped some big projects, however, its powerfulness is more than sufficient to captivate the
interest of several teams with several small projects.
4.3.4 Atlas
After releasing open-source tools like Vagrant, HashiCorp by Mitchell Hashimoto, has re-
leased a commercial platform to unite some of these tools called Atlas. Atlas integrates
HashiCorp’s Vagrant, Packer, Terraform, and Consul to create a version control system for
infrastructure management, believing that it provides benefits like transparency, auditability,
and collaboration in the same way as application code version control [118, 119].
HashiCorp describes Atlas as “a unified dashboard and workflow for developing, deploying,
and maintaining applications on any public, private, or hybrid infrastructure” promoting
automation, audit, and collaboration on infrastructure changes across the modern datacenter
[119].
Even though Atlas is a HashiCorp product that integrates some of their tools, it can even
handle software like Chef, Jenkins, and Docker [119].
Vagrant
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As stated before, Vagrant provides virtual machine box builds for the creation of lightweight,
reproducible, and portable development environments. The Atlas integration allows the
creation, hosting, and distribution of Vagrant boxes throughout a team [120].
Packer
Packer, as an open-source tool, creates machine images or containers for platforms like
Amazon EC2, DigitalOcean, Google CP, VirtualBox, VMWare, and Docker from a single
source configuration. Packer can be run on Atlas to create and store versioned machine
images to be used on those platforms [121].
Terraform
Through a common configuration, Terraform automates infrastructure provisioning and
management across several cloud providers. The Atlas integration with Terraform allows
the state to be stored in a single remote location, provisioning to be audited, and enables
collaborative review and application of changes [122].
Consul
Consul provides service discovery, configuration via a highly available key/value store, and
a set of orchestration primitives. Atlas integration enables cluster state visualization, node
monitoring, and alerting on applications and associated infrastructure [123].
Interaction
The major difference between Atlas and runtime configuration management tools like Chef,
Ansible, and Puppet is that Atlas embraces immutable infrastructure and build-time config-
uration. This way Atlas builds a deployable artifact such as an Amazon Machine Image, a
Google Cloud Engine image, a Docker container and only then provisions a host using this
fully configured artifact. With other tools functioning with runtime configuration, a host is
provisioned, started, and then configured. The build-time configuration embraced by Atlas
leads to faster deploys, identical configurations, and a more scalable design [124].
Organizations can use the complete HashiCorp toolset to deploy immutable infrastructure
continuously. The workflow starts when a developer, who is working locally in a Vagrant en-
vironment, pushes the updated application code to a source control system such as GitHub.
From here, Atlas starts a process in which Packer ingests the application code and merges it
with its required dependencies stated directly in the Packer file, or some provisioning script
from Puppet, Chef, Ansible, or even Shell, to create a deployable artifact. The Packer-built
artifact is stored in Atlas’ artifact registry, which Terraform references and deploys an in-
stance using this artifact. An operator is notified of a pending change, which shows the
difference in the artifact version for a deployed instance. The operator then reviews and
confirms this infrastructure change which triggers Terraform to apply it. If a Consul agent
was configured in the Packer build stage, it connects with Atlas and adds the instance to the
Consul service registry. This agent will check the health of these nodes, and if something
bad happens, it triggers alerts through email or applications such as Slack or PagerDuty
[125].
Pricing
Atlas pricing is not disclosed, and the only way to know is through contact with HashiCorp
giving some information about the project in hands. Nevertheless, Atlas provides a Standard
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and a Private option which differs only with phone support and private installation options
for the Private choice.
Conclusion
Atlas tries to solve the inherent problem of operations, which is moving an application from
code in development to running in production through a safe, repeatable, and auditable
process. It is not a tool, but nevertheless can compete with tools such as Chef, Ansible, or
Puppet, or even work alongside them [124].
Atlas is one of the most immature tools regarding configuration management, so it does
not have a very broad user base to support it. The decision to not disclose the pricing for
the service and the lack of a free plan might hinder the interest of some teams.
Nevertheless, Atlas includes some great tools like Vagrant, Packer, and Terraform that
are known, used, and contributed by the community. The way that Atlas uses Packer
to implement Immutable Infrastructure is a big advantage comparing to other projects.
However, all of these helpful tools can be integrated with other configuration management
tools, and even those tools can be used without Atlas, being the dashboard with shared
information the sovereign feature around Atlas.
4.3.5 Deployment Automation Conclusion
Quoting Jez Humble and Dave Farley’s book “Continuous Delivery”: “A deployment pipeline
is, in essence, an automated implementation of your application’s build, deploy, test, and
release process.” [79]. With that process in mind, the market provides us tools like Chef,
Puppet, Ansible, and Atlas to manage it. While Puppet is the most mature tool, Chef has
been growing exponentially due to its adoption by Facebook. Both of these technologies have
a robust community which supports and contributes to its sustained growth. Whereas Ansible
is a much more lightweight tool that supports scripting in the most variety of programming
languages [84]. Finally, Atlas, which, although immature, is the only tool that encourages
and supports from the get-go an immutable infrastructure.
4.3.6 Preconditions identified
We concluded that the knowledge about testing and testing tools is strongly advised since
an effective deployment depends on a battery of successful tests, and a team should be
acquainted with agile development processes since these tools use a very similar approach.
Fulfilling these requirements would greatly increase the adoption process of a Deployment
Automation tool.
4.4 Virtualization and Provisioning
The practice called Virtualization is especially useful in complex environments, like when an
organization wants to have similar environments for Development, Quality Assurance, and
Production. Whereas the practice called Provisioning is about making a server ready for
service through activities like selecting an image to install (physical server) or an image to
run (virtual server), installing and configuring middleware and applications, and configuring
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Chef Puppet Ansible Atlas
AWS, Azure,
Google CP





Linux 3 3 3 3
Windows 3 3 3(PS 3.0) 7
Node Agent 3 3 7 7
Middleman Server 3 3 7 3
Push Commands 3(not natively) 3(MCollective) 3 3
Immutable
Infrastructure





Limited to 10 nodes 3 7
Basic Plan
$72 per node






Table 4.6: Base comparison between different configuration management
tools
the network. This process is something that may need to be frequently done, so automating
it will pay off over the long haul [126].
In sum, Virtualization will help setting up and testing anything in advance before running
applications in productions, while Provisioning will configure a suitable environment with
every requirement met to run an application [127, 126].
4.4.1 Docker
Docker, released in 2013 as an open-source project, aims to automate the deployment of
applications inside containers. Quoting the Docker web pages: “Docker containers wrap a
piece of software in a complete filesystem that contains everything needed to run: code,
runtime, system tools, system libraries – anything that can be installed on a server. This
guarantees that the software will always run the same, regardless of its environment.” [128,
129].
Docker shares the same kernel as the Operating System, allowing the containers to start
instantly and use less RAM. However, since Docker uses the kernel, when ran on Windows
and Mac OS it needs a tool like boot2docker to simulate this kernel. Although, since
Windows 10 Hyper-V, Docker can just start without any assistance [130, 129].
The main difference between a provisioned virtual machine and a provisioned container is
that the virtual machine includes an entire guest operating system, which will consume more
storage space and RAM, while containers share the same kernel. In addition to that, Docker
is also safer and easier to deploy and use. Besides, it allows anyone to work on the same
project with the same settings, regardless of the local host environment [131].
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Figure 4.4: There should not be any differences between development and
production environments
The main cloud providers, like AWS and Azure, already recognized Docker’s value and provide
services to store, run, and manage Docker images [131, 132].
Conclusion
Besides Docker being a truly lightweight way to run several layered applications on a single
server, one of its benefits is the possibility to provision a server configuration and give a team
the opportunity to develop and test on top of it. On top of that, Docker popularity reached
the top contenders for DevOps automation like Chef, Puppet, Ansible, and many others, in
addition to several cloud providers who are already prepared to host Dockered applications
[131, 133].
Unfortunately, Docker is not perfect, and has its downsides, like it can not run Windows
applications and sharing the kernel with the Operating System leaves the possibility to broke
the host system.
4.4.2 Vagrant
Vagrant purpose is to create and configure virtual development environments. This means
that Vagrant works on a higher-level wrapper for software such as VirtualBox, VMware,
KVM and Linux Containers (Docker). Quoting Vagrant web pages “With an easy-to-use
workflow and focus on automation, Vagrant lowers development environment setup time,
increases development/production parity, and makes the "works on my machine" excuse a
relic of the past.” [120].
Vagrant is not a provisioning tool, but can work as such, since it is capable of launching a
virtual machine or a container and run commands and scripts on them. Vagrant abstracts
advanced configuration like networking and syncing folders no matter if VirtualBox, VMware
or another tool was chosen [134, 135].
About host environment, Vagrant can be installed on Linux, Windows, and Mac OS, and in
all cases, the workflow is the same. However, unlike Docker, Vagrant can start Operating
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Figure 4.5: Architecture for Virtual Machines and Docker Containers [129]
Systems like Windows, which might be a plus for some projects. These systems come in
the form of a "box", which can be used by anyone on any platform. The easiest way to use
a box is to add it from the Vagrant catalog. Nevertheless, Hashicorp offers a tool called
Packer to create machine and container images [135, 120].
Docker
Since Vagrant is not a direct Docker competitor, it recently added the possibility of spinning
up containers and provides a good workflow for developing Dockerfiles. Vagrant also has the
capacity to launch a Linux Virtual Machine on Windows and Mac OS to provide its kernel,
or skip this part on a Linux host machine [136].
VirtualBox/VMware
Regarding VirtualBox is an open-source hypervisor developed by Oracle Corporation and
released in 2007. VirtualBox is available for Linux, Mac OS, Windows, and Solaris, and can
virtualize any version of Windows, Linux, BSD, Solaris, and limited virtualization of Mac
OS. This product allows a machine to run multiple Operating Systems on a single machine,
at the same time, facilitating the processes of testing, developing, demonstration, and then
the deployment. When complemented with Vagrant, we can automate all processes through
scripting, and use the straightforward abstract commands to help setting up configurations
like network and synced folders [137, 138].
VMware provides Workstation Player to be used on Windows and Linux, and Fusion to be
used on Mac OS. Both can virtualize any version of Windows and Linux, and allows a machine
to run multiple Operating Systems, much like VirtualBox. When VMware is complemented
with Vagrant it inherits the same benefits as VirtualBox [139].
Automation Tools
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Vagrant becomes a great addition to automation tools like Chef, Puppet, and Ansible thanks
to the possibility to create a development environment identical to the product environment,
allowing operations to work with a faster feedback loop, reducing inconsistencies between
development and production [135, 140].
Conclusion
Vagrant is a proficient tool for provisioning, even though it is not its primary focus. It is
also not a rival to Docker but efficiently works alongside it. Vagrant is more abstract and
general than Docker, and in the future, if a Docker competitor arises, Vagrant will run it as
well [141].
In short, if an organization only develops and deploys on Linux, Docker will handle provi-
sion, test, and deploy of applications through containers. If an organization requires some
abstraction, but even though knows the power behind containerization, Vagrant can handle
Docker containers with almost none overhead. And finally, if an organization is not prepared
for containers or needs a different Operating System than Linux, Vagrant is the most viable
choice.
4.4.3 Provisioning and Virtualization Conclusion
Even though VirtualBox and VMware are widely used for virtualization, a software team
should at least use a tool like Vagrant to handle the creation of those machines because it
allows us to use it in different operating systems and through various virtualization technolo-
gies. As for Docker, it is a different and lightweight approach that, due to its high popularity,
is already available in the major cloud providers as a service [131, 132]. Both these tools are
capable of provision a server and provide development teams to work on a production-like
system.
4.4.4 Preconditions identified
We found that a prior knowledge of the application and its requirements would significantly
accelerate the process of creating a machine with the correct configurations for provisioning.
4.5 Testing
Software testing involves the execution of a software component to evaluate if it meets the
requirements that guided its design and development, if it responds correctly to all kinds of
inputs, and if it performs its functions within an acceptable time. The number of tests that
one can create for an application might be infinite, and as a result, one must select tests
that are feasible for the available time and resources [142].
Software Testing executes an application with the intent of finding problems and can be an
iterative process as when one bug is fixed, others might surface. This process can provide




The objective of Test Automation is to simplify as much of the testing effort as possible,
through the automation of some repetitive but necessary tasks, or performing additional
testing that would be difficult to do manually. When using a manual approach one might
not always be effective in finding certain classes of defects, whereas an automatic approach
can be run quickly and repeatedly, which can be cost-effective [143, 144].
Test Automation is a critical process for Continuous Delivery and Continuous Testing [145].
4.5.1 Unit Testing
The goal of Unit Testing is to isolate each part of the application and test if the individual
parts are working correctly. These parts, or units, are small testable pieces of code like
functions, classes, procedures, and interfaces. A method is created for each of these units
and is tested to determine if code meets its design. Specifically, it means that when a set of
inputs are given, it should return the proper values, and when invalid inputs are given, the
application should handle failures gracefully [146, 147].
Unit Testing should be done as early as possible during the development phase, as it brings
benefits like finding bugs at an early stage, helping in maintaining and changing the code,
and simplifying the debug process [146].
4.5.1.1 JUnit
JUnit first appeared in 2000 by Kent Beck and Erich Gama, while the Agile movement was
in its early stages and Test Driven Development (TDD) was unknown. JUnit is an open
source unit testing framework to write and run repeatable tests for Java [148].
During all of its life cycle, JUnit evolved and since its fourth release, besides the usual test
ending with an assertion, it provides notations to different actions like BeforeClass, Before,
After, and AfterClass. BeforeClass runs before the first method, Before runs before each
test, After runs after each test, and AfterClass runs after the last test [149].
JUnit has been ported to languages like C (CUnit), C# (NUnit), C++ (CPPUnit), JavaScript
(JSUnit), Microsoft .NET (NUnit), PHP (PHPUnit), Python (PyUnit), and many others.
Conclusion
A research survey in 2013 took 10,000 Java projects hosted on GitHub and found that it
was present in 30.7% of them [150]. These numbers show the importance of Unit Testing
and JUnit for Java projects.
4.5.1.2 TestNG
TestNG, a testing framework for Java, was created by Cédric Beust, which was inspired by
JUnit. It was designed to cover a wider range of test categories like functional, end-to-end,
and integration, in addition to Unit Testing [151].
The best feature about TestNG is its annotations, which was later included in JUnit. This
feature allows us to define things like how many times a test will run, how many threads will
run this test, and which method will provide data to test. The Before and After annotations
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are also well-though and more comprehensive since it covers suite, class, group, and method.
Another feature is the ability to create groups of tests to only test one or some needed
groups, and dependencies between tests [152, 149].
TestNG is also getting more updates, maintaining their code much often, and improving due
to enormous feedback [149].
Conclusion
Since TestNG is more than just Unit Testing, some organizations are moving from JUnit
when they need to write integration and end-to-end tests [149]. Like other testing tools,
TestNG runs tests with Maven, Ant, Gradle, and more. It can be executed from Eclipse,
IntelliJ IDEA, and some others IDE’s. It is also easily integrated with other software tools
like Jenkins, Sonar, and Mockito [151, 149].
A possible disadvantage is that TestNG does not create test classes before every test,
meaning that we need to enclose creation of objects within some method [149].
Finally, TestNG seems more advanced in parameterize testing, dependency testing, and suite
testing. It is meant for high-level testing and complex integration test and covers the entire
core of JUnit functionality [153].
4.5.2 E2E Testing
End-to-end testing is a methodology used to test whether the flow of an application is
performing as designed from the start to finish. The purpose of carrying out end-to-end
tests is to identify system dependencies and to ensure that the right information is passed
between various systems and system components. The entire application is tested in a
real-world scenario such as communicating with the database, network, hardware, and other
applications [154].
A simplified end-to-end testing of an email application might involve logging in to the appli-
cation, accessing the inbox, composing an email, checking the sent items, and logging out
of the application [154].
4.5.2.1 Protractor
AngularJS is becoming immensely popular, and as such, Protractor appeared as an end-
to-end test framework, since testing should be a mandatory process of any development
workflow. Protractor provides a solid testing ground to cover the front-end of applications
and can be written down as instructions for a human interacting with the application, as it
is intended to run tests from a user’s point of view [155].
Protractor allows testing Angular-specific elements without efforts like adding waits and
sleeps to tests, as it can automatically execute the next step of a test the moment the web
page finishes pending tasks [156].
Setup
Protractor needs Node.js to run and both can be installed through the npm packet manager.
Protractor uses Jasmine test framework for its testing interface, requires Selenium Server
to control browsers which requires Java Development Kit (JDK) [157].
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Interaction
Protractor can send keyboard strokes to elements through their ng-model tag, click elements
by their id, and assert model data and browser URL to ascertain the correct behavior of the
application. Protractor is also capable of running the same tests one multiple browsers at
the same time [158].
Conclusion
Protractor is a formidable testing tool for AngularJS capable of going through a complete
application and find all kinds of errors. However, it might get a little tricky to setup, interact
with third-party applications such as select2, datetimepicker, and modals.
4.5.2.2 Nightwatch
Nightwatch is a Node.js automated end-to-end framework for web-based applications and
websites. It uses selenium’s web driver to perform commands, assertions on DOM elements,
and can run on several browsers [159].
Nightwatch has a built-in command-line test runner which can run the tests either sequen-
tially or in parallel. Nightwatch, like TestNG, can define groups and tags to run some par-
ticular tests. Unlike Protractor, Nightwatch supports cloud testing providers like SauceLabs
and BrowserStack [159].
Setup
Like Protractor, Nightwatch depends on Node.js, npm, and Selenium Server, which depends
on Java Development Kit (JDK). Moreover, Nightwatch requires a configuration file with
information like the tests source folder, output folder for reports, Selenium and browser
information [160].
Interaction
Nightwatch is much different from Protractor in the way we write code. A test starts
with a provided variable, connects actions with dots, and must be closed with the “.end()”
call. Other than that, it has similar features as Protractor to set values, click buttons, assert
content in the page, and functions like “before”, “after”, “beforeEach”, and “afterWach” [161].
Conclusion
Since Protractor is attached to AngularJS, Nightwatch provides a way to test applications
and web pages with plain JavaScript. The support for cloud testing providers and continuous
integration tools like Jenkins are a great plus for a DevOps workflow.
4.5.3 Testing Conclusion
Since Testing software is an almost mandatory, repeatable, and time spending job, it is
okay to think about ways to automate this process [143, 142]. The market presents us
with several tools for different programming languages, and we opted to research about
JUnit, TestNG, Protractor, and Nightwatch. While JUnit and TestNG are the unit testing
framework for the Java programming language, which helps in finding bugs and simplifies
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the debug process, Protractor and Nightwatch focuses on testing the client side, looking for
compatibility and user interface problems.
4.5.4 Preconditions identified
Besides knowing the necessary about the programming language that we choose for our
application, we do not think that one must know much else since this should be a team’s
top priority.
4.6 Scheduling
Scheduling is performed using job schedulers, which have the ability to run services in back-
ground periodically at fixed times, dates, or intervals. With this process, we can automate
system updates, system maintenance, or even run any script we desire. We may even start
or stop a virtualized machine at any predefined moment [162].
4.6.1 Cron
Cron is a time-based job scheduler for Unix systems and is most suitable for scheduling
repetitive tasks to run periodically at fixed times, dates, or intervals. Typically automates
system maintenance and administration [163, 164].
Setup
Setting up Cron is pretty straightforward process in which we need to put a script at
/etc/crond.d or /etc/crontab with the desired configuration and the command or script
to be executed [164].
Conclusion
There are not many alternatives to run scheduled jobs as smoothly as Cron, which is a part
of the Unix operating system. As it is not a very demanding job, the simplicity of Cron is
very useful and powerful to look for alternatives [165, 163].
4.6.2 Chronos
Chronos is intended to be a replacement for Cron as a distributed and fault-tolerant scheduler
to run on top of Apache Mesos. It can be used to interact with systems such as Hadoop,
developed by Apache, and can even schedule jobs that run inside Docker containers [166].
Setup
To setup Chronos, primarily we need to install dependencies like Apache Mesos, Apache
ZooKeeper, and the Java Development Kit. Then we just need to download the package
and install it on major Linux distributions or OS X [167].
Conclusion
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Chronos has some advantages over Cron, like having more flexibility in job scheduling, and
supporting the definition of jobs triggered by the completion of other jobs [168].
The downside of using Chronos are its dependencies, which can cause unneeded overhead
to our machines. If we do not require a succession of jobs and can put everything we need
in a script, then the best is to stick with Cron [169].
4.6.3 Scheduling Conclusion
Scheduling repeatable tasks is another way to ease the work of an operations team which
handles hundreds, thousands, or even just one server. A truly lightweight tool like Cron or
Chronos can be configured to run periodically to run any script, which helps any maintenance
and system administration.
4.6.4 Preconditions identified
We believe that the use of a Scheduling tool only requires that we know and plan the
scheduled actions to execute on the most appropriate moments.
4.7 Monitoring
Releasing an application is just the first step towards customer satisfaction. To extend or
improve that satisfaction an organization needs to know as soon as possible if any component
is behaving unexpectedly. These components range from system, network, and application,
which we need to observe and get notified if any of these stopped functioning [170].
4.7.1 Server Monitoring
Cloud-based applications and microservices architectures are becoming the new normal.
These highly dynamic application environments require a new approach to monitoring such
as to learn in real-time how an organization’s servers are holding out [171]. Information
about CPU, RAM, and Disk usage might come in handy to prevent future crashes or even
to plan an environment scaling up and down, depending on an organization’s necessity.
A service like this allows all members of a software team to look at the same data in the
same web interface, diminishing the debate over where the problem might be. Some of these
services are prepared to send an email or even an SMS to warn a one or more members of
the team when the server is not working properly [172].
A problem which may surface is the overhead these tools might add, but that is a business
decision [173, 174].
4.7.2 Application Monitoring
Another service that aims to diminish the time a software team is looking for what is wrong
within the application is an application monitoring tool. A tool like this will record the
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performance of critical transactions of the application, evaluate the performance of specific
code segments down to SQL statements, and identify the most significant transactions. All
that information will help to spot when things like response times, call counts or error rates
perform poorly [175, 176].
Application monitoring will also help a team to ascertain if it is the application, the server
CPU, or even the database that is bottlenecking its performance, and will efficiently decrease
a team’s debugging and resolution processes [175, 176].
Like the Server monitoring, this tool will also lead to some performance overhead, but we
can choose to apply this type of monitoring to just some nodes/servers as to save overall
performance [174].
4.7.3 Real User Monitoring
In addition to the knowledge that we can obtain from monitoring our servers and the ap-
plication itself; we may need to know what our users are ‘feeling’ from the application.
Information like the page load time by Geolocation will help us decide if we require investing
in servers near our target countries. We also get information about our user’s movement
throughout the application, helping us to understand if the application is as we intended,
from its simplicity to the load time of each asset, giving us an insight on what transactions
are the most important. Furthermore, we even get JavaScript errors and what is triggering
them [177].
With a tool like this, there is no need to wait for a customer to call and report a problem.
The team will know right away what is happening, and if the application is underperforming
and where.
4.7.4 New Relic
New Relic is one of the most known and complete Software as a Service in the monitoring
category [178]. It is one of the few services that can help an organization to monitor all
aspects of its environment as is the case of Server Monitoring, Application Monitoring, and
Real User Monitoring.
With New Relic we can watch and analyze the real utilization we are getting at all times so
that we can adjust our service to our necessities. With this process a company like Miniclip,
who had oversubscribed at Amazon Web Services, could learn their actual utilization and
scale their deployment appropriately, saving nearly $500,000 in one year [179].
The company’s mantra is “Life’s too short for bad software.”, since a service like this is
intended to help an organization to know what is wrong, and even what may be a mistake,
reducing resolution times and preventing downtimes from happening.
Server Monitoring
As for server monitoring, New Relic provides an easy to setup agent to keep track of our
servers. The setup process is as simple as to log into the New Relic platform and choose
the Operating System of the target machine. If we deploy to Red Hat, Ubuntu, Debian,
or CentOS we need to copy a set of links and paste them directly on the machine or add
them in some setup script to run when bootstrapping the machine. If the target is Windows
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Server, we get an executable file to install the agent, and then insert the given license key
[180, 181].
Through the New Relic platform we have access to the CPU and RAM usage, the Disk
capacity and I/O utilization, Processes running, and Network traffic. We can then establish
a set of rules to alert someone if any of these values are reaching alarming numbers.
Application Monitoring
New Relic Application Monitoring (APM) is ready to be included in a project if we are
using some of the most popular languages like Ruby, PHP, Java, Microsoft.NET, Python,
or Node.js. Each one is a little bit different to include in the project, but it will have a
great impact in the future. We can identify key transactions in our application and follow
its performance. We can learn which transactions are most time-consuming. We will know
how much time is being spent on Database calls and track the exact SQL statements that
are slowing the application [182].
Real User Monitoring
New Relic Real User Monitoring, also known as Browser, gives us information about every
loaded asset, Ajax request, user interaction, JavaScript events and errors, and works in the
majority of frameworks like AngularJs, React, EmberJS, and BackBoneJS. It also informs us
on specific browser performance and divides them by versions. Besides, with the premium
version, New Relic tells us the performance of our application by Geography [183].
There are two ways to install this tool, one by inserting a piece of JavaScript code into
our application, and the other to use the Application Monitoring (APM) for the available
platforms.
HTTP Health Check
New Relic provides a way to check if our machines are online (Synthetics) providing health
checks from North and South America, Europe, Asia and Australia with intervals ranging
from 1 minute to 1 day [184].
For the premium version we get API testing and even Chrome-based Selenium scripts to
check if everything is work appropriately.
Mobile Monitoring
New Relic Mobile Monitoring is the most mature tool for mobile applications. It tells us all
the reasons why our apps crashed and give us the insight to solve them quickly and easily.
It will even include an automatic trail of the user’s interactions leading up to the crash.
In New Relic platform we have access to HTTP response times and error rates, the average
memory consumed, view count, and average interaction time with our application [185].
Free Account
New Relic APM free account called Lite, gives us access to Response Times and Error
Rates, External Services Metrics and Database Metrics and SQL Traces. The Mobile Lite
gives us access to Mobile Summary and Performance Metrics. The Real User Monitoring
Lite provides the Browser page views and page load times. While, Synthetics Lite gives us
our health checks worldwide-coverage. All of this information will be available daily, which
prevents us to look back on our history [186].
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Conclusion
New Relic is probably the most famous and complete monitoring tool available on the market
[178, 187]. It is ideal for an established product with significant demands for availability and
performance, while the Lite account could help small startups to improve their product
gradually and become something better in the foreseeable future.
The team behind New Relic chose wisely to separate each kind of monitoring, but made no
efforts to do multiple price plans to each kind expect for APM, making it difficult to go from
Lite to Pro.
4.7.5 Ruxit
Ruxit, as well as New Relic, is another Software as a Service full of different features to help
with the monitoring of our environment.
The big difference between Ruxit and New Relic is that the former provides application
monitoring with zero configuration. Ruxit OneAgent automatically learns about our envi-
ronment’s normal performance through artificial intelligence. If our application breaks, Ruxit
tells us where and why and shows us the chain of events that led up to the problem while
identifying the cause [188].
Companies like, YAHOO!, Cisco, and LinkedIn choose Dynatrace’s Ruxit as their all-around
monitoring service [189].
Server and Application Monitoring
Ruxit’s Server Monitoring Agent can be deployed to any Windows machine and installed from
a provided executable file, or to any Linux machine through the execution of two commands
provided at Ruxit’s platform [190].
At Ruxit’s platform, we can analyze CPU and RAM usage, the Network traffic, and all
the information about the disk. We also get information about running Processes and how
much CPU, RAM was used, and how much traffic they generated per second. The artificial
intelligence powered agent will tell us the average duration of the actions performed by the
user and how much those actions happen per minute. Ruxit also provides information about
what kind of device are being used to access our application and even the browser at each
type of device.
Real User Monitoring
As others Real User Monitoring features, we need to add a JavaScript snippet to our code.
Then, through Ruxit’s platform, we see the average time of active sessions and the average
of how many actions we get per session. Another great information we get is the percentage
of returning users and new users, the percentage of real users, synthetics and robots going
through our application, and the Geolocation of our users [191].
HTTP Health Check
Ruxit’s HTTP Health Check feature just needs the URL of our site. However, we can
customize the device, the screen size, the network type, and the name of the user agent.
It is possible to check an application from North America, Europe, South America (São
Paulo), Asia (Singapore), and Oceania (Sydney), repeating each 5, 10, or 15 minutes.
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Mobile Monitoring
Mobile Monitoring at Ruxit is still in its Beta phase but is already available for Android and
iOS. For Android, we need to add Ruxit to our Gradle script while on iOS, we need to modify
our Podfile and our Info.plist file [192].
In the platform, we can see information regarding the number of users, new users, sessions,
and their Geolocation. We also get information about the number of crashes.
Free Account and Pricing
Ruxit does not have a Free Account type, providing only a free trial period of 30 days.
Ruxit’s pricing is scalable depending on the application needs. For Server and Application
Monitoring we pay for each node, for Real User Monitoring, we pay for each 500 user
sessions, and for HTTP Health Check we pay for each 100 web checks. Ruxit also offers
a startup plan including monitoring for ten nodes, 2 million user sessions, 30 thousand web
checks paying around $30,000 for 12 months [193].
Conclusion
Ruxit provides a well-polished interface resembling Windows eight tile screen, being com-
pletely customizable. Its artificial intelligence powered agent is an asset for users who do
not want to spend much time configuring two or three different tools.
The lack of a free account type may be a negative factor to those who want or need a cheap
solution.
4.7.6 Pingdom
Pingdom is around since 2007 and has earned the trust of companies like Spotify, Facebook,
Twitter, and thousands of others. Pingdom does not try to be a jack of all trades, and
instead focuses on the web performance of products while reducing false alerts through
multiple probes around North America, Europe, and Asia Pacific [194].
HTTP Health Check
Depending on the chosen plan, an organization will get from 10 to 250 checks per minute
from any location that they see fit.
To setup Pingdom’s HTTP Health Check we need to add our application address at Ping-
dom’s platform.
Real User Monitoring
Pingdom’s Real User Monitoring goes from 100 thousand page views at one site to 5 million
page views at 50 sites. It also gives us information about the loading performance of our
assets and a possibility to filter by the browser, platform, and country.
To setup Pingdom’s R.U.M. we need to retrieve a JavaScript snippet provided at Pingdom’s
platform and add it to our application.
Free Account
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Pingdom abandoned its free account plan early in 2016, providing only a free trial period of
14 days. Previously created accounts moved to a free account plan with lots of limitations.
This plan is not available for new accounts [195, 196].
Conclusion
If an organization only needs to check the performance and availability of an application,
Pingdom is a pretty solid choice. It offers a great variety of price plans and has the possibility
to change it at any time depending on the requirements.
One of the strong points about Pingdom regarding their competition is their SMS alerting
option which is significantly better than to receive just an email.
4.7.7 StatusCake
StatusCake, like Pingdom, is most focused to check the availability and performance of an
application [197].
Companies like Microsoft, Netflix, TomTom, and many others use and trust StatusCake in
one or more of their services [198].
HTTP Health Check
Like all other services like this, StatusCake only requires that we go into their platform and
add the URL of our domain, the time to notify us that our application is offline (0 minutes
is a possible choice, but more time might prevent false alerts), the amount of servers to
confirm the application downtime, how much time between checks, and the Geolocation of
these checks [199].
Along HTTP Health Checks, StatusCake offers TCP, DNS, SMTP, SSH, PING, and PUSH
checks for different kinds of services.
Real User Monitoring
Since mid-2016, StatusCake removed their option to monitor real usage of applications.
Free Account
StatusCake is one of the few to offer a Free Account plan with unlimited monitors and
alerts, a minimum of 5 minutes between checks, and the location of those checks are made
at random.
Other plans offer 1-minute check rate with eight selectable test locations, and constant
second check rate with more than 60 selectable test locations. All these come with virus
checking, SSL Monitoring, Domain Expiration Monitoring, Page Speed Monitoring and Real
Browser Testing [199].
Conclusion
StatusCake is the only service to provide Health Checks from all continents with several
available locations at each [200].
In contrast with Pingdom, StatusCake offers a free account type which for small projects
might just be the necessary. Besides, another great asset is the possibility to send SMS to
a predefined contact group, alerting that the application is not responding.
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4.7.8 Monitoring Conclusion
After deploying an application our first worry is, or should be, if it is running, its performance,
how are the servers handling it, and even how our clients are navigating through it. With all
these in mind, the market provides us with full-scale options like New Relic and Ruxit, and
some much more specific like Pingdom and StatusCake. While New Relic and Ruxit handle
server, application, and user monitoring, tools like Pingdom and StatusCake specialize in
checking if the server is operational.
4.7.9 Preconditions identified
We believe that most of the Monitoring tools are easy to setup and do not require any
previous knowledge. However, we need to ascertain what is imperative to monitor in our
application’s ecosystem and know how to use that information to help us improve.
New Relic Ruxit Pingdom StatusCake
North America 3 3 3 3
South America 3 3 3 3
Europe 3 3 3 3
Africa 3 3 3 3
Asia 3 3 3 3
Oceania 3 3 3 3
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Table 4.8: Feature comparison between different monitoring tools
4.8 Supervision
The purpose of a Supervision tool is to hand over some important responsibilities usually
done by the operations team to the computer. These tools handle the start of tasks, services,
processes, and other dependencies for the proper functioning of an application. Supervision
tools in addition to starting these processes, they can even keep watch over them and even
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restart them if they stop. In the probable situation in which a computer needs to be turned
off, these tools will attempt to stop the application and those processes gracefully to prevent
the corruption of data [201].
4.8.1 Upstart
Upstart is the default supervisor tool for Ubuntu and was developed by Canonical. It was
designed to bring the machine to a normal running state after power-on, or gracefully shutting
down services before shutdown. As a result, the design is strictly synchronous [202].
Its use is simple, requiring only the writing of scripts with minor configurations using normal
shell scripting. Even though normal supervision is easy to setup, if we need to add any log
rotation we need to configure logrotate together with copytruncate option [203, 201].
4.8.2 Systemd
Released in 2010 by Red Hat’s software engineers Lennart Poettering and Kay Sievers,
systemd became the default supervisor tool for Red Hat and Fedora UNIX systems [202, 204].
Unlike upstart, it can handle its own log rotation. However, it uses the same configuration
with shell scripting to customize the system boot and shutdown, as well as to ensure that
an application is running, and if not, restart it [201].
4.8.3 Supervisor
Supervisor is a client/server system that allows its users to monitor and control some pro-
cesses on UNIX-like operating systems. It does not replace supervision tools like Upstart or
Systemd, but works alongside them to control processes related to a project, and starts like
any other program at boot time. One of the things that differs Supervisor from the default
supervision tools is its ability to start several instances of a program [201].
Supervisor has its own type of configuration for their scripts, these being written in Python
programming language, unlike the shell scripted Upstart and Systemd [201].
4.8.4 Circus
Circus was developed by Mozilla to monitor and control processes and sockets. Like other
supervision tools, it can be programmed via command-line, but as seen in Figure 4.6 it has
a web interface to help manage the machine processes and even a way to manage them
programmatically through its Python API. Circus can handle its own log rotation, and as
Supervisor, it can start several instances of a program. However, like Supervisor, it cannot
act as UNIX init [201].
As it is, Circus is an optimal choice if a project uses WSGI, like the Django framework [201].
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Figure 4.6: Example of Circus Dashboard [205]
4.8.5 Supervision Conclusion
Even if we are monitoring all aspects of our ecosystem, it will not resolve anything without
human interaction, and for this reason, Supervision tools, in addition to handling the start
and stop of applications and services, help us watch and restart them in the case of failure.
Systems like Linux has tools like Upstart and Systemd already built-in. However, there are
tools like Supervisor and Circus that are easy to configure and help keeping track of our
application and its dependencies.
4.8.6 Preconditions identified
We concluded that a profound knowledge of the dependencies of our system and our appli-
cation is crucial to help us setting up the Supervision tool for it to handle all those processes
and tasks.
4.9 Logging
Logging or Log management, if done correctly, might bring significant benefits to an organi-
zation. Logging includes Log collection, in which a computer records everything happening
with an application and system. Furthermore also includes Centralized Log aggregation,
to facilitate teams reaching those logs, and Log rotation, to divide logs in multiple fields,
generally daily or weekly files, facilitating the search for a specific log. Finally, it embraces
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Table 4.9: Base comparison between different supervision tools
Log analysis and reporting, to check for compliance, system troubleshooting, security, and
understanding user behavior [206, 207].
With all information of what’s happening on a server, a team can parse it, analyze it, and
take actions accordingly to improve several aspects of their product ecosystem.
4.9.1 Splunk
Splunk specializes in searching, monitoring, and analyzing machine-generated big data. It
captures, indexes and correlates real-time data in a searchable repository from which it can
generate graphs, reports, alerts, dashboards, and visualizations [208].
Splunk self-asserts itself as a leader in Operational Intelligence and claims to look closely
to Machine Data to give insights that can help a company to become more productive,
profitable, competitive, and secure [209].
Splunk motto transcribes as “You see servers and devices, apps and logs, traffic and clouds.
We see data – everywhere.”
Machine Data
Everything since logs, configurations, data from APIs, message queues, change events,
the output of diagnostic commands, and much more are considered Machine Data. From
Application Logs we get information about user activity, fraud detection, and application
performance. Configuration Files tells us how an infrastructure has been set up, debugging
failures, backdoor attacks, and time bombs [209].
Operational Intelligence
Operational Intelligence aims to turn machine data into valuable insights, giving a real-time
understanding of what’s happening across our environment, which will help us make informed
decisions [210].
Setup
Splunk can be installed to Windows from an MSI executable file to Linux from a deb, rpm,
or tgz file, to Solaris from a pkg.Z, tar.Z, or p5p file, and to Mac OS from a dmg, or tgz
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file. After installation, Splunk will be available through port 8000, and we are able to upload
log files, monitor files and ports, and even forward data from Splunk forwarder [211].
Splunk is prepared to analyze files from Tomcat’s catalina, log4j, log4net_xml, log4php,
ruby_on_rails, mysql_d, json, csv, apache, and many others.
Logs Repository
Splunk offer organizations the possibility to save their logs locally or in the cloud. If we choose
to use local storage, we need to have the means to manage and secure them. However, if
we opt for cloud storage it will be pricey and we have to be careful to what information we
send, but then we do not have to worry about managing that information [212].
Free Account and Pricing
Splunk provides a free account type which gives us an indexing volume of 500MiB per day,
universal real-time indexing of machine data, ad-hoc search and reports across real-time and
historical data, highly customizable and interactive dashboards and much more.
Paid plans range from an indexing volume of 1GiB per day to more than 100GiB per day for
the enterprise edition, while the cloud edition ranges from 5GiB per day to more than 20GiB
per day. Both these plans will give us monitoring and alerts for individual and correlated
real-time events, automatic discovery of patterns in our data, and much more that the free
plan will not [213].
Conclusion
Splunk will provide the most complete and easy to use way to analyze an organization’s
logs. The free account type is a superb way to start, which then we can evolve to a startup
account type, and if the organization wants even more advanced options, Splunk offers an
enterprise account type.
4.9.2 Loggly
Through a cloud-based service, Loggly will mine tons of log data in real-time to reveal what
matters to an organization, giving the insight to produce better code and deliver a better
user experience [214, 215, 216, 217].
Setup
Loggly opts to use existing open standards like Syslog and HTTP instead of forcing the
installation of an agent. It is capable of analyzing any text-based log like Ruby, Java,
Python, JavaScript, PHP, Apache, Nginx, IIS, Tomcat, MySQL, and many others [218].
Loggly provides a way to go through our log data using regex statements.
Logs Repository
Loggly only offers a cloud-based repository. This option makes it hard for Loggly to persuade
some companies to subscribe to their services, since leaving any information outside of their
facilities might be a risk that those companies are not ready to cross [216].
Free Account and Pricing
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Loggly has a free account type which will retain 200MiB of logs per day, during seven days.
However, with Pro Plan, Loggly provides flexible overage protection, so that our logs can
be available even if we occasionally exceed our subscription [219].
Conclusion
Loggly specializes in the field of finding operation problems for us to fix. It will not give
us much insight on what we could do to improve something, but that may not be what we
need. It is far lighter than other solutions and will give us what a Logger analyzer should
give and nothing more.
4.9.3 Elastic Stack (ELK Stack)
The open source project ELK stack is composed by Elasticsearch for searching and analyzing
data, Logstash which collects data, and Kibana to visualize and interact with the data [220].
Together, these three different open source products are commonly used in log analysis,
business intelligence, security and compliance, and web analytics [221].
Elasticsearch
As stated before, Elasticsearch will search and analyze data in real time through a RESTful
API which can be distributed, scalable, and highly available [222].
Elasticsearch is based on the Lucene search engine and uses JSON document-oriented to
store complex real world entities.
Logstash
Logstash will collect, enrich, and transport our data from various schemas and formats. We
can easily add plugins for custom data sources [223].
Kibana
The last piece of the stack, Kibana, was architected to work with Elasticsearch and lets us
explore and visualize our data through a web platform [224].
Logs Repository
Being an open source project, we can choose where to store our logs, either locally or in the
cloud.
DIY or Outsourcing
As the typical open source project, we have the possibility to assemble it ourselves, losing
some time to learn it, mount it, and making it an asset.
Although, there are companies, like logit.io, which use the ELK stack and provide it to other
companies as a service. Logit.io is customizable regarding their prices, letting us choose
from 0.5GiB per day to 50GiB per day in 0.5GiB installments, and data retention from 1 to
30 days [225].
Conclusion
If we have the time or have a big team of developers we may try the ELK stack as our
logger service, or if we are familiar with the ecosystem but do not have the time to mount it,
solutions like logit.io, which host ELK as a service, might be a good bet [226, 227, 228, 229].
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4.9.4 Logging Conclusion
Through monitoring our ecosystem, we can act quickly when something unexpected happens.
However, thanks to logging we can improve our knowledge concerning the same ecosystem,
boosting the application performance, and finding some problems otherwise undetectable,
which might prevent backdoor attacks and time bombs.
The market provides us all different type of choices, beginning with the most enterprise one
being Splunk, the ideal choice to save, analyze, and receive insight about an ecosystem logs.
A fairly lighter option would be Loggly, a cloud-based solution for teams who only wants to
keep track over their logs in a centralized location. Finally, we can opt for an open-source
solution called Elastic Stack, composed of ElasticSearch, Logstash, and Kibana to store,
analyze, and visualize our logs.
4.9.5 Preconditions identified
We found that a prior knowledge of the whereabouts of the system and application logs that
we want to keep and analyze is essential to fasten the adoption and avail its benefits.
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Table 4.10: Base comparison between different logging tools
4.10 Service Discovery
Service Discovery helps to keep track of all the services in a distributed system so that they
can be found by other services as well as people operating those services. These systems are
complex and need features like storing metadata about a service, health monitoring, varying
query capabilities, real-time updates, and much more. At the bottom of it is a coordination
mechanism for services to announce themselves and find others without configuration.
The main benefit is the "zero configuration" which replaces the hardcoded addresses by a
service name. This technique becomes useful thanks to modern architectures in which nodes
are created and destroyed frequently [230] [231].
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4.10.1 ZooKeeper
ZooKeeper intends to assist distributed application with a centralized service for maintain-
ing configuration information, naming, providing distributed synchronization, and providing
group services [232].
ZooKeeper nodes store their data in a hierarchical name space, much like a file system or
a tree data structure. Clients can read from and write to the nodes and in this way have a
shared configuration service [233].
Setup
To setup a ZooKeeper server we need to download the JAR file. Then write a configuration
file with tickTime, which is the basic time unit in milliseconds used by ZooKeeper, dataDir,
which is the location to store the in-memory database snapshots, and finally the clientPort,
which is the port to listen for client connections [231].
Client-side
From a client perspective, we need to connect to the server through its IP and port that
we chose in the configuration file. We can do this with JAVA or C, which is lighter for our
nodes [231].
Node Health Check
The server confirms that our nodes are working through ping commands [231].
Conclusion
ZooKeeper was a sub-project of Hadoop, later becoming a top-level project in its own right.
It is probably the most capable service discovery tool, but it is not that straightforward to
configure and manage it. The clients must be programmed to withstand most adversities
that are difficult to write and often result in debugging challenges [231].
4.10.2 etcd
etcd is a distributed, consistent key-value store for shared configuration and service discovery,
with a focus on being simple, secure, fast, and reliable, and written in Go [234].
Setup
We can setup etcd in several operating systems like Linux, Mac OS, and Windows. etcd
also provides a Docker image with the latest release.
To start etcd just run the binary file provided and the port 2379 will be open for client
communication and port 2380 for server-to-server communication. Finally, we need to set
a key and share it between our nodes [231].
Combining with Registrator and confg
Registrator is a tool that automatically registers and deregisters services by inspecting con-
tainers as they are brought online or stopped.
confd act as a configuration management tool, which keeps configuration files up-to-date,
and can even reload applications when configuration files change [231].
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Conclusion
etcd was first provided by CoreOS but then expanded to multiple systems. It is easy to
deploy, setup and use, the encryption and authentication by private keys are very safe, and
the documentation is good. If combined with the right tools, it will solve most of our service
discovery needs [234, 231].
4.10.3 Consul
Consul has multiple components, but as a whole, it is a tool for discovering and configuring
services in our infrastructure. It provides features such as service discovery, health checking,
key/value store and multi-datacenter.
Consul bases on running an agent which is responsible for health checking the services on
the node as well as the node itself. These agents talk to one or several Consul servers that
store and replicate the data. These servers elect a leader by themselves.
When some service, application, or node needs to discover something they can query the
Consul servers or any of the Consul agents, which will forward queries to the servers auto-
matically.
Gossip Protocol
Consul uses a gossip protocol, more precisely two different gossip pools, to manage and
broadcast messages to the cluster. One pool for all members of a datacenter communicates,
and other for servers to perform cross datacenter requests [231].
Node Health Check
Consul can check if a node is healthy through ping commands and even from HTTP requests
to check for availability [231].
Embedded Service Discovery System
With Consul there is no need to build or use a third-party service discovery system since it
is already a feature, unlike ZooKeeper and etcd [231].
Conclusion
Free, easy to setup, and powerful. Consul is in many cases better than etcd and ZooKeeper,
as it was designed with services architecture and discovery in mind.
What distinguishes Consul from the rest it is the support for multiple data centers a health
checking without added third-party tools which may cause unnecessary overhead to our
ecosystem. Moreover, of course, the way Consul propagates knowledge about the cluster
using gossip makes it easier to set up than the competition [231, 235].
4.10.4 Service Discovery Conclusion
In a big and complex ecosystem, it might be too tricky and chaotic to handle it manually,
and for that, we use Service Discovery tools to automatically store metadata about our
servers and helping those to find their service pool. We have some options in the market,
ranging from mature, complete and complex like ZooKeeper, easier to manage and capable
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of working in multiple Operating Systems like etcd, and even a new, powerful, and using
modern communication protocols like Consul.
4.10.5 Preconditions identified
Regarding a System Discovery tool, we believe that a strong knowledge of the ecosystem
and network is imperative to implement it correctly. This kind of tool requires that we have
the knowledge to do the actions manually and only then test the tool extensively before
using it in production.
4.11 Thesis Questions Discussion
The contents of this chapter allowed us to answer the following three out of four questions
for our thesis.
4.11.1 What body of knowledge should we collect and formalize in order to
help software teams to practice DevOps?
As seen throughout this chapter, we presented all aspects which constitute a DevOps work
cycle, and several tools concerning each one. The decision regarding the choice of the
researched tools lies in the fact that majorly they are the market leaders, as of the others
we believe that they depict a different approach on how those leader’s tools work.
Moreover, we believe that teams have the necessity to automate some aspects of their jobs
in which Automation, Scheduling, and Service Discovery can prove themselves useful. We
also found that through Virtualization and Provisioning we can prevent the usual mistake of
"it worked on my machine," the lack of knowledge concerning the production environment
by the developers, and allows us to create or expand an environment easily. Finally, they
need to guarantee that their application is always working, and for that, they can use Testing
to check the application correctness, Monitoring to be aware in real-time of the application
ecosystem, and Supervision to handle possible failure of the application. In the possible case
of failure, teams can use a Monitoring or Logging solution to know what went wrong with
the application or the ecosystem, which helps the team to restore those quickly.
4.11.2 Which tools categories should we consider when elaborating the Knowl-
edge Map?
When developing the Knowledge Map and researching about the categories and respective
tools, we found some aspects which are influencing the market to adopt one tool or another.
Like everything in business, we concluded that the price is a major concern when choosing the
Infrastructure, the Automation, the Monitoring, and the Logging tools. Another concern
is the learning curve for some In-house Infrastructure solutions, for the Automation and
the Testing tools. The other concern is some specificity about the category, such as the
type of virtualization we want when deciding about the Virtualization and Provisioning tool,
the aspect we want to test when choosing a Testing tool, the aspect we want to monitor
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when selecting a Monitoring tool. Finally, we found that teams only change the built-in
Supervision tool for some cases, and only adopt Service Discovery when the application
architecture demands it. For Scheduling, we did not found any concern in particular to
change the built-in solutions.
4.11.3 Which technologies should be adopted?
Each case is different. Therefore there is not a single solution. To answer our question, we
identified the forces that influence the choice of one tool over another as to help teams to





Any scientific work must be validated to guarantee that it was executed impartially and is
replicable. In this chapter, we describe the planned strategy for our validation.
5.1 Methodology
The methodology we chose to validate our thesis is a quasi-experiment. This type of val-
idation uses naturally pre-existing groups, which in our case can be a team composed of
developers and operators in an organization.
The process used to validate our Knowledge Map had four main steps. The first step was
to find multiple organizations that were not using any DevOps process and were willing to
change their way of work. Then we would interview them, while identifying some metrics,
about the current state of how they were delivering their applications, and how much time
they were taking in some specific steps of that process. After that, we would provide these
organizations with our Knowledge Map and give them none to minimal support to choose
and adopt some of the tools present in the Map. Finally, we would interview the organization
again to gather the same indicators. If those indicators improved, then we would be able to
validate the gain of using our Knowledge Map.
With this work, we consider that the time and customer satisfaction our main focus, and
will try to improve both of them.
5.2 INESC TEC
We choose to do our validation at INESC TEC. INESC TEC is a research and development
institute founded in 1985 and located on the campus of the Faculty of Engineering of the
University of Porto, which brings together more than 650 researchers, of which more than
270 have PhDs. INESC TEC was created to act as an interface between the academic world,
the world of industry and services and the public administration in Information Technologies,
Telecommunications and Electronics (ITT&E).
At INESC TEC, projects have different durations, ranging from a couple of months to a
few years, different team sizes, ranging from one or two people to a big and international
team. These teams are self-organizing and do not follow any particular set of rules when
developing a project.
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Most often, the infrastructure used is allocated on their buildings, and managed by the
system administrators or the developers. Lately, they started to embrace some cloud services
like Azure and Microsoft 365.
5.2.1 The team
The team we were able to enroll in the experiment, provide the Knowledge Map and support
was composed of two people. One was a recently master graduated student from Med-
ical Informatics, while the other has about ten years experience in software development,
including some experience working with Microsoft’s Kinect at INESC TEC. Both had some
experience in web front-end development, especially in JavaScript, but no prior knowledge
of agile development, the Java programming language, and unit testing.
5.3 Objectives and Metrics
Since INESC TEC is different from a traditional organization with established objectives and
demands, they want to provide their researchers with the latest trends in the market, to
attract students and recent graduates in evolving a few steps further before hitting the job
market. The goal was to set some guidelines for one team, and if the results were satisfactory,
then pass those to the upcoming projects at INESC TEC to improve and standardize the
infrastructure management processes.
The main objectives concerning the development process that we intended to reach were:
• Ensure that the development environment is as identical as possible to the production
environment;
• Reduce the time that someone is spending testing the product through automation of
this process.
Regarding the production process we identified the following objectives:
• Reduce the time for a project to go from development to deployed through the provi-
sioning and virtualization of its infrastructure;
• Reduce the time spent and error making when deploying the product through automa-
tion and repeatability;
• Reduce or completely remove downtime when the product is updated through load
balancing;
• Drastically increase the deploys done through a controlled and continuous integration
process.
Finally, for the maintenance process we identified the following objectives:
• Reduce the time to notice and find an error through the integration of application,
server, and real user monitoring tools;
• Ensure that in the event of an application failure, a supervision tool will try and restart
it, resuming normal service.
With these objectives in mind, the following metrics were collected:
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• Time that someone is testing the product after an iteration;
• Time between having the updated source code to a build of the project;
• Time to prepare the infrastructure and update the application;
• Downtime required to upgrade versions;
• Number of deploys within a month;
• How does the team notice errors;
Even though the main interests behind adopting DevOps might be purely financial and
technical, there are some other benefits for the team such as:
• The sense of evolution through the learning of new processes and tools;
• Increase the trust level through a trustworthy and reliable lifecycle;
• Reduce the time and concern of manually monitoring the servers thanks to email and
SMS notifications when something is misbehaving.
These objectives bring different kinds of metrics, such as:
• Motivation to adopt DevOps processes and tools;
• Difficulty to learn those processes and tools;
• Quantitative estimate of the stress when updating the project;
• Quantitative estimate of the concern for the well-being of the servers.
5.4 Initial State
Before the implementation, the team was interviewed, which helped us gather the following
initial values for each metric, noting that we conducted some quantitative questions marked
with an asterisk and assumed that 1 was the worst value and 5 was the best value:
Metric Observed Value
Parity between the development environment
and the production environment *
4
Time for the team to test the product 90 minutes
Time waiting to build the project 10 minutes
Time that someone provisions the infrastructure 5 minutes
Downtime required to upgrade versions 5 minutes
Quantity of deploys within a month Uncertain
Qualitatively, how do they notice errors User feedback and manual testing
How to handle an application or service failure Tomcat handles application failure
Time to notice an application error Depends on User Feedback
Trust level when updating the project * 4
Concern for the well-being of the servers * 3
Motivation to learn DevOps * 1
Difficulty presumed to learn DevOps * 2
Table 5.1: Initial metrics identified
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5.5 Quasi-Experiment
This quasi-experiment was done in a period of four weeks in one of the projects being
developed at INESC TEC. Every couple of weeks we gathered, Skyped, or exchanged emails
to define the goals for the next week and review what happened during the prior week, in
an attempt to evaluate their evolution.
The project was composed of a backend API alongside a frontend website. The backend API
was developed using Spring Framework which was connected to a PostgreSQL database,
whereas the frontend was developed using AngularJS Framework.
The application, was a simple contact management platform with a login page and pages
to create, list, edit, and remove contacts.
Backend Service (Spring)
The team started by developing the backend service with Play Framework using Scala as the
programming language. However, they did not adapt well to the language and the available
libraries. Therefore they opted to change and use Spring Framework as their backend
service.
The Spring framework is an open source application framework for the Java Platform. This
framework requires Maven on the development computer, and Java Development Kit, Tom-
cat, and Apache to be installed on both the development and production computers.
Frontend Service (AngularJS)
We opted to use the first version of AngularJS because of its huge amount of support
and libraries available all-around. AngularJS is a JavaScript open source web application
framework developed by Google.
We opted to use AngularJS generator provided by Yeoman to handle the injection of de-
pendencies like Jquery and organize the code for production with uglify, minify, and many
others.
Infrastructure
Regarding the infrastructure, INESC TEC provided the team with five virtual machines
hosted in-house, where they could deploy their ecosystem.
We decided to use two machines for database replication, two machines for the application,
and finally, the last machine would be responsible for the load balancing of the user traffic.
Provisioning and Virtualization
To reproduce the production system with dependencies and configurations on the develop-
ment environment, we opted to use Vagrant. It would install and start the dependencies to
run the Spring server, as well as the server itself, and provide the pages with the AngularJS
code to the users.
Unit Testing
The team was not familiar with unit testing, as such, we opted for an easy approach of
JUnit. The main objective was for them to learn the basics and realize the benefits of TDD
development.
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JUnit is the unit testing framework for the Java programming language used by the Spring
framework. We chose it instead of TestNG because their coordinator had major background
and documentation about it.
E2E Testing
The team was not familiar with end-to-end testing as well, however, since they opted for
AngularJS, the only available option was Protractor.
Protractor depends on several libraries like nodeJS, jasmine, and selenium, however, the
most recent versions are capable of installing all those dependencies.
The tests consisted of trying to:
• An incorrect login;
• A successful login;
• Creating a contact;
• Checking the existence of that contact;
• Editing that contact;
• Checking if the contact was edited;
• Removing that contact;
• Checking if the contact was removed;
• Logging out.
Deployment
Since the project was small, we opted to use Ansible, a simpler Deployment solution, to
connect to the different servers through SSH, and update them to the desired version of
our project or even to update one or several dependencies. The team developed different
scripts for the servers with the service and the machines with the databases.
5.6 Discussion
We were not able to validate the full DevOps adoption by the team. Even though we
approach them earlier, they had some unfinished projects at INESC TEC which prevented
them to commit to our project’s needs completely. The fact that they had almost no
knowledge of agile development, unit testing, and Java programming language did not help
because we had to spend a lot of time training them in the basics.
After conducting and analyzing the initial interview, we took some conclusions. Their mo-
tivation to learn DevOps was awfully low which might suggest a similar commitment to
the project. Another aspect that worried us was the team trust level when updating the
project, which we believe was very high for someone with little background in operations
and testing knowledge. Regarding the question about the parity between the development
and the production environment, we believe that they were not aware of its implication since
their answer was a four, although they were using Windows 10 to develop and Linux for
production. Finally, their concern for the well-being of the servers was somewhat low, since
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they did not have a monitoring solution in mind and their only way of finding out that an
error was occurring was user feedback and the ability of Tomcat to handle the application.
Even so, since we did not have many options we proceeded. However, we encountered
the first problem when we advised the team to use Play Framework with the programming
language Scala because of its easiness to build and deploy an application package. However,
the team was not ready for such complexity and took the initiative to adopt the Spring
Framework with the programming language Java. The team was able to learn and adopt
AngularJS easily though they were creating and managing everything manually, even though
we had advised them about tools to automate several processes.
Then, the team learned Vagrant and created a virtual machine able to run their application.
After that, the team had to learn the basics of testing, and as such, they focused on JUnit
to test the backend of their application, and protractor to test the frontend counterpart.
Finally, the team was able to configure virtual machines hosted on their development envi-
ronment through Ansible. However, they did not have the time to test their configurations
aginst the infrastructure provided by INESC TEC.
We intended to include a New Relic agent to monitor the application as well as the servers.
A supervisor to guarantee that Tomcat was always online as well as the application and
databases. And we wanted to integrate the application with Loggly to handle the applica-
tion’s and system’s logs.
5.6.1 Lessons Learned
The validation did not went as planned and did not provided the results needed. However,
it provided valuable information so that we were able to identify some base competencies
and preconditions that we believe mandatory for a successful DevOps adoption by another
team. This preconditions were added to chapter 4 sections and are a major contribution of
this thesis.
In this specific case, we believe that the team members should know about the programming
language that they were going to use, and since they were using a framework, they should
have tried it and deploy it manually with ease before attempting DevOps. They should
have a large experience in automated testing because all DevOps processes depend on the
correctness of the tests on the application and infrastructure. Lastly, we think that a strong





This chapter presents our findings and future work. A quick overview of this document is
presented. Considerations are made, and future work is discussed.
6.1 Contributions
This dissertation main contribution focuses on the Knowledge Map and the extensive re-
search conducted concerning DevOps categories and some of its tools. Through this study,
we want to facilitate and accelerate the adoption of those tools by software teams with a
document with updated and structured information regarding a set of DevOps tools. This
work can also be seen as a comparing point between new and updated tools for further
investigation.
6.2 Considerations
Throughout this dissertation, we were able to answer three out of four questions of this
thesis. We were not able to fully validate our findings. However, we were able to define
a minimum set of requirements to be met by a software team for a successful DevOps
adoption.
We respond briefly to our thesis questions as follows:
What body of knowledge should we collect and formalize in order to help software
teams to practice DevOps?
As stated and expanded in chapter 4, we presented all aspects which constitute a DevOps
work cycle, and several tools concerning each one. The decision regarding the choice of the
researched tools lies in the fact that majorly they are the market leaders, as of the others
we believe that they depict a different approach on how those leader’s tools work.
Which tools categories should we consider when elaborating the Knowledge Map?
We found that the most common aspects that organizations have in mind when choosing a
tool over another is its price, its learning curve, and its features.
Which technologies should be adopted?
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Figure 6.1: Gantt diagram representing the work done over the time
We concluded that every case is special and has different requirements, and organizations
have distinct possibilities. As such, we believe that there is no right answer for any scenario,
but there is a good fit for different situations.
How much will teams improve while using our Knowledge Map?
Unfortunately, as stated in chapter 5, we were not able to learn and quantify a team’s
improvements throughout the conception of this dissertation.
6.3 Work Schedule
After deciding that our research would focus on DevOps categories and their tools, in Novem-
ber 2015 we started by researching what DevOps was. First, we gathered some significant
bibliography; we study it, and then drafted a state of the art document until mid-February
2016. Within that time a little after that we defined a work plan to follow in the following
months. As such, we started to gather the market leader DevOps tools and some other
interesting ones. We analyzed them, researched about them, set them up, and tried some
basic functioning. Due to the quantity and complexity of categories and tools, this process
lasted from March to August. However, we started to write the final document of this
dissertation around June, which lasted until October 2016.
While we were doing both the research on the tools and writing the dissertation, we also
developed the Knowledge Map with DevOps concepts and tools and approached INESC TEC
regarding the collaboration. There were some talks about it in mid-May, and we established
a partnership around June. However, the team was finished some unfinished projects and
had a long vacation during August, which only allowed them to start on our project around
15 September. As explained in chapter 5, this prevented them to fully adopt DevOps and
us from gathering the needed metrics for our validation. However, it allowed us to realize
that there are a couple of conditions and basic knowledge to be met before diving in the
DevOps ocean.
The schedule can be observed in the Gantt diagram in Figure 6.1.
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6.4 Future Work
6.4.1 Research update
As stated at the beginning of chapter 4, DevOps and tools are continuously evolving and
providing more and better features. Therefore, we believe that in the near future, some of
the information presented in this dissertation concerning those tools will be outdated, and
as such, a possible work for the future would be to revisit all of those.
6.4.2 Validation
In the future, we should validate this thesis using the methodology described in chapter 5,
as to guarantee that this work was executed impartially and replicable.
6.4.3 Take the study to a wider population
The extensive research about DevOps and it practices indicates us the great benefits of
adopting some of its processes and tools. In this dissertation, we were not able to completely
validate a single case, which led us to research about the requirements on which a team
should master before attempting to adopt a process or tool. As such, in the future, we
would like to take this study and validation to a wider, able, and willing population to
actually validate the benefits brought by the adoption of DevOps.
6.5 Conclusion
Several market leaders’ organizations have noticed the enormous benefits of adopting De-
vOps processes and tools. This becomes apparent on small organizations as well as it allows
them to work and deliver faster and better.
This document is the culmination of tremendous efforts to thoroughly research on several
different tools to pave the way for organizations interested in adopting those and want more
centralized knowledge.
The absence of validation for this dissertation is our greatest sorrow, which, unfortunately,
was difficult right from the start when we did not find many companies who were not using
DevOps and had an interest in adopting it, mostly thanks to the fear of changing their
current processes. The team that we found to try and adopt DevOps were not able to do
it during the conception of this document, which enlightened us with some conditions that
a team must met to fasten their adoption process.
Nonetheless, we are happy with our research and the final state of this dissertation and
all the gathered information about a new approach to developing software which is quickly




Agile Agile software development refers to a collection of development methodologies based
on iterative development, where requirements and solutions evolve through collabora-
tion between self-organizing cross-functional teams.
Analytics Google Analytics is a freemium web analytics service offered by Google that tracks
and reports website traffic.
Apache Apache is a web server software.
API Acronym for Application Programming Interface.
APT The Advanced Package Tool is a free software which handles the installation and
removal of software on the Debian-based distributions.
AWS Acronym for Amazon Web Services.
Built-in Computer programs that are built into an operating system and are available au-
tomatically when it is installed on a machine.
Cassandra Apache Cassandra is a free and open-source distributed database management
system designed to handle large amounts of data across many commodity servers,
providing high availability with no single point of failure.
centOS CentOS is a Linux distribution that attempts to provide a free, enterprise-class,
community-supported computing platform which aims to be functionally compatible
with its upstream source, Red Hat Enterprise Linux.
CoreOS CoreOS is an open-source lightweight operating system based on the Linux kernel
and designed for providing infrastructure to clustered deployments, while focusing on
automation, ease of application deployment, security, reliability and scalability.
CouchDB Apache CouchDB is open source database software that focuses on ease of use
and having an architecture that "completely embraces the Web".
CPU Acronym for Central Processing Unit.
Debian Debian is a Linux computer operating system distribution.
Dev Development.
DOM Acronym for Document Object Model.
DSL Acronym for Domain Specific Language.
FaaS Acronym for Function as a Service.
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Fedora Fedora is an operating system based on the Linux kernel, developed by the community-
supported Fedora Project and sponsored by Red Hat.
Framework In Object-Oriented Programming, frameworks are reusable designs of all or
part of a software system described by a set of abstract artifacts and the way they
collaborate.
FreeBSD FreeBSD is a free Unix-like operating system descended from Research Unix via
the Berkeley Software Distribution.
Git Git is a version control system that is used for software development and other version
control tasks.
GUI Acronym for Graphical User Interface.
IaaS Acronym for Infrastructure as a Service.
IDE Acronym for Integrated Development Environment.
IIS Acronym for Internet Information Services.
JDK Acronym for Java Development Kit.
LAMP Acronym for Linux, Apache, Mysql, and PHP.
Linode Linode, LLC is an American privately owned virtual private server provider company
based in New Jersey, United States.
Linux Foundation The Linux Foundation is a non-profit technology trade association char-
tered to promote, protect and advance Linux and collaborative development.
Mac OS Mac OS is the current series of Unix-based graphical operating systems developed
and marketed by Apple Inc. designed to run on Macintosh computers.
Microsoft SQL Server Microsoft SQL Server is a relational database management system
developed by Microsoft.
MongoDB MongoDB is a free and open-source cross-platform document-oriented database
program.
MySQL MySQL is an open-source relational database management system.
Node.js Node.js is an open-source, cross-platform JavaScript runtime environment for de-
veloping a diverse variety of tools and applications.
NoSQL A NoSQL database provides a mechanism for storage and retrieval of data which
is modeled in means other than the tabular relations used in relational databases.
openSUSE openSUSE, formerly SUSE Linux and SuSE Linux Professional, is a Linux-based
project and distribution sponsored by SUSE Linux GmbH and other companies.
Ops Operations.
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Oracle Database Oracle Database is an object-relational database management system
produced and marketed by Oracle Corporation.
PaaS Acronym for Platform as a Service.
Pattern In software, it is a recurrent, recognized good solution for a recurrent architectural,
design or implementation problem.
Performance General measure that may mean short response time, high throughput, low
utilization of computing resources, etc.
PHP PHP is a server-side scripting language designed primarily for web development but is
also used as a general-purpose programming language.
pip pip is a package management system used to install and manage software packages
written in Python.
PostgreSQL PostgreSQL is an object-relational database with an emphasis on extensibility
and standards-compliance.
PowerShell PowerShell is a task automation and configuration management framework
from Microsoft, consisting of a command-line shell and associated scripting language
built on the .NET Framework.
QA Quality Assurance.
RAM Acronym for Random Access Memory.
Requirement It is a statement that identifies a necessary attribute, capability, characteris-
tic, or quality of a system in order for it to have value and utility to a user.
RHEL Red Hat Enterprise Linux is a Linux distribution developed by Red Hat and targeted
toward the commercial market.
SaaS Acronym for Software as a Service.
Solaris Solaris is a Unix operating system originally developed by Sun Microsystems which
was later acquired by Oracle.
SSD Acronym for Solid State Drive.
SSH Acronym for Secure SHell.
Use Case In software engineering, it is a description of an intended system’s behavior as
the respond to an outside request or interaction.
vCPU Acronym for virutal Central Processing Unit.
VM Acronym for Virtual Machine.
Windows Windows is a metafamily of graphical operating systems developed, marketed,
and sold by Microsoft.
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WordPress WordPress is a free and open-source content management system based on
PHP and MySQL.
YAML YAML is a human-readable data serialization language that takes concepts from
other programming languages.
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