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1.1 Contexte de la Thèse
Les systèmes électriques et électroniques ont aujourd’hui une place indéniable au sein de la
vie moderne : dans notre société actuelle, nous vivons l’ère du “tout électrique”. Les systèmes
sont de plus en plus automatisés, et des sous-parties de systèmes complexes (comme une
voiture ou un avion) qui étaient classiquement mécaniques, deviennent aujourd’hui électriques.
Dans un avion commercial comme le Boeing 787, on trouve non moins de 100 km de câbles
électriques. L’Airbus 380 présente plus de 500 km !
Le but principal des travaux doctoraux ici présentés est de commander la tension de sortie
de réseaux électriques embarqués. C’est le cas dans des voitures, bateaux, navires et avions.
Dans ce manuscrit nous nous intéressons particulièrement aux réseaux navals. Dans ce type
de réseau la puissance est souvent limitée face aux différentes charges électriques présentes.
Un bon exemple sont les phares d’une voiture qui s’affaiblissent lorsqu’on essaye de démarrer
le moteur. Le but est de maintenir le bon fonctionnement de ces réseaux compte tenu de
toutes les variations de topologie.
Dans ce type de système dynamique, les charges peuvent varier énormément en fonction
de l’environnement auquel est soumis le système, ou en fonction de son utilisation à un instant
donné. Dans un navire par exemple, il y a des moteurs, des stabilisateurs, des restaurants,
des lumières, etc. Les moteurs et les stabilisateurs peuvent être plus ou moins sollicités en
fonction de l’état de mer, les lumières seront plus sollicitées la nuit que le jour, etc. Il est donc
facile de voir que ce système évolue au cours du temps et que sa topologie change.
Une approche simple pour ce problème serait de linéariser le système autour d’un point de
fonctionnement, et considérer les variations de paramètres comme des incertitudes. En faisant
cela on pourrait peut-être parvenir à un régulateur robuste. Cependant, cela présente deux
inconvénients : d’abord le modèle représenterait de façon tellement grossière le système réel
que les incertitudes seraient très importantes pour couvrir toute la plage de fonctionnement.
D’autre part, si on arrivait à synthétiser un régulateur, il serait tellement conservateur que
ses performances ne seraient probablement pas satisfaisantes.
Une approche beaucoup plus adaptée serait de considérer le problème non-linéaire et
le résoudre à l’aide d’outils non-linéaires. Cette approche a cependant l’inconvénient d’être
complexe.
Un bon compromis est alors d’utiliser les commandes à Gains Programmés, ou Gain Sche-
duling. Comme on l’expliquera par la suite, cette approche emploie des outils linéaires pour
traiter des problèmes non-linéaires, en considérant par exemple une succession de systèmes lo-
calement linéaires. C’est le cas notamment pour la représentation sous la forme d’un système
Linéaire à Paramètres Variants, ou LPV. Les modèles utilisés pour les réseaux électriques
seront écrits sous cette forme, et des régulateurs à Gains Programmés en seront déduits.
1.2 Projet MILES
Cette thèse s’inscrit dans l’axe WP5 du Projet MILES soutenu par la région des Pays de
la Loire. Cet axe du projet a pour thème la recherche de nouvelles techniques de commande
pour des réseaux électriques embarqués. La figure 1.1 illustre l’architecture adoptée pour le
projet.
Des techniques à Gains Programmés sont combinées à des méthodes de supervision in-
telligentes. Comme montré dans la figure, des régulateurs à Gains Programmés sont utilisés
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Figure 1.1 – Architecture du Système
à la place de régulateurs PID traditionnels. De cette façon des régulateurs qui évoluent avec
le système peuvent être conçus pour des situations variées. Il est donc possible d’assurer
une meilleure performance lors des transitoires et des régimes permanents. Dans le cadre de
cette thèse nous nous intéressons juste à la synthèse de régulateurs. Nos travaux sont donc
représentés par la case “Régulateurs à Gains Programmés” du schéma de la figure 1.1.
Pour pouvoir automatiser les changements des régulateurs, un mécanisme est nécessaire
pour détecter le changement des charges. Ce mécanisme sera responsable de la création d’un
signal qui “informe” le régulateur à propos de la situation du réseau. C’est le bloc “Supervision
Intelligente” de la figure 1.1. Un chercheur post-doctorant à l’IRCCyN, M. Gang Yao, s’est
occupé de cette partie du projet pendant un an et demi, et j’ai pu collaborer à ses recherches
dans le cadre de ce projet.
1.3 Plan du Travail
Ce manuscrit est organisé en deux parties : d’abord une analyse complète des réseaux
électriques embarqués est présentée. Les réseaux considérés dans ce manuscrit peuvent être
écrits naturellement sous la forme de systèmes Linéaires à Paramètres Variants, ou LPV. Le
chapitre 2 présente des résultats théoriques pour l’obtention et l’analyse de ces systèmes.
Ensuite, au chapitre 3, les modèles mathématiques des systèmes considérés dans nos tra-
vaux sont présentés. Un réseau électrique embarqué peut être modélisé par un générateur
couplé à des charges : c’est une représentation simplifiée d’un réseau électrique naval. Dans
un premier temps, les charges sont décrites par des circuits équivalent RL, déduits à partir
des puissances actives et réactives consommées. Dans un deuxième temps, un modèle plus
adapté, qui prend en compte les effets capacitifs du réseau, est présenté. Cela aboutit à un
système dynamique du 9eme ordre : c’est un bon compromis entre représentation réaliste et
complexité. Les simulateurs qui ont été développés dans le cadre de la thèse sont également
discutés à la fin de ce chapitre.
Au chapitre 4 une discussion détaillée à propos des caractéristiques intrinsèques des sys-
tèmes est présentée. Les charges peuvent être classifiées en fonction de leurs comportements
dynamiques. De cette façon, il est envisageable de faire la synthèse de lois de commande pour
des groupes de charges plutôt que pour des valeurs précises. Deux analyses des commutations
de charges sont présentées. D’abord une analyse qualitative, avec la Distance de Charge. En-
suite, une analyse quantitative : une fonction d’estimation de la variation de la tension de
sortie après une commutation est proposée.
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La deuxième partie de ce manuscrit aborde la problématique de la commande des réseaux
électriques embarqués. Le chapitre 5 présente un rapide tour d’horizon à propos des techniques
utilisées pour ce type de réseau. Ce chapitre se termine par une mise en perspective de la
commande présentée dans le chapitre suivant.
Le chapitre 6 propose une technique de commande anticipative à Gains Programmés.
Classiquement, pour traiter les commutations de charge une approche basée sur le rejet de
perturbation est utilisée : le système est en régime permanent, et une commutation se produit.
La tension de sortie va dévier de sa valeur nominale, et le régulateur doit donc ramener la
tension à nouveau à sa valeur nominale.
Notre approche est différente : la commutation sera anticipée. Dans un système naval, la
plupart du temps, pour les charges très consommatrices, une commutation de charge peut
être prévue. L’interrupteur qui connecte (ou déconnecte) la charge peut également transmettre
cette information à un régulateur. Le but est de “préparer” le système, pour qu’il soit dans
un état plus favorable au changement de charge. Quand la commutation se produit, plutôt
que le régime permanent du système avant celle-ci, le régulateur trouvera le système dans un
état plus adapté à la commutation. De cette façon il sera plus facile de ramener la tension
de sortie du système à sa valeur nominale. La stabilité du régulateur sur toute la période
transitoire est prouvée, et dans le chapitre 7 des exemples pour différentes situations mettent
en évidence son intérêt.
Le chapitre 8 conclut ce manuscrit, et des perspectives y sont également dressées.
1.4 Production Scientifique
Cette thèse a donné directement lieu aux publications suivantes :
– [Kvieska et al., 2008] : Kvieska, P. N., Lebret, G et Aït-Ahmed, M. - Gain Sche-
duled LPV Systems : Global Vision and Stability Results - 23rd IAR Workshop on
Advanced Control and Diagnosis - IAR-ACD 09 - Coventry, Royaume-Uni, Novembre
2008
– [Kvieska et al., 2009a] : Kvieska, P. N., Aït-Ahmed, M. et Lebret, G - LPV
Systems : Theoretical Results for Gain Scheduling - European Control Conference 2009
- ECC 09 - Budapest, Hongrie - Août 2009
– [Kvieska et al., 2009c] : Kvieska, P. N., Aït-Ahmed, M., Lebret, G, et Yao, G
- Output Voltage Control of Marine On-board Electrical Network - European Control
Conference 2009 - ECC 09 - Budapest, Hongrie - Août 2009
– [Kvieska et al., 2009b] : Kvieska, P. N., Aït-Ahmed, M., Lebret, G, et Yao, G.
- Modeling and Simulation of Marine On-board Electrical Network - 13th European
Conference on Power Electronics and Applications - EPE 09 - Barcelone, Espagne -
Septembre 2009
– [Kvieska et al., 2010] - Kvieska, P. N., Aït-Ahmed, M. et Lebret, G. - An An-
ticipative Control Application for Marine On-Board Electrical Network - 15th IEEE
Mediterranean Electrotechnical Conference - MELECON 10 - Valletta, Malte- Avril
2010
Un rapport technique a été produit à l’Institut de Recherche en Communications en
Cybernétique de Nantes :
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– [Kvieska, 2007] : Kvieska, P. N. - Gain Scheduling : Vision Générale et Résultats de
Stabilité - IRCCyN - Nantes, France - Novembre 2007
J’ai également participé à la Journée des Doctorants en 2009 (JDOC 09), animée par
l’Ecole Doctorale STIM, avec la publication :
– [Kvieska, 2009] : Kvieska, P. N. - Commande Anticipative à Gains Programmés :
Application aux réseaux électriques embarqués - Journée des Doctorants de l’ED STIM
2009 - JDOC 09 - Nantes, France - Mai 2009
Finalement, dans le cadre du projet MILES, j’ai collaboré avec M. Gang YAO, lors de son
stage post-doctoral à l’IRCCyN. Les publications suivantes sont le fruit de cette collaboration :
– [Yao et al., 2009b] : Yao, G, Lebret, G, Aït-Ahmed, M, Kvieska, P. N. et Tang,
T. - An Onboard Electrical Network Platform - Modeling and Simulation - American
Control Conference 2009 - ACC09 - St. Louis, Missouri, USA - Juin 2009
– [Yao et al., 2009a] : Yao, G, Lebret, G, Aït-Ahmed, M, Kvieska, P. N. et Tang,
T - A Neural Network Based Alternator Power Angle Estimation Method For Ma-
rine Electrical Network Control - 13th European Conference on Power Electronics and
Applications - EPE 09 - Barcelone, Espagne - Septembre 2009
Première partie
L’analyse des Réseaux Électriques
7

Chapitre 2
Modélisation LPV : Résultats
Théoriques
Les modèles électriques utilisés au long de ce manuscrit s’écrivent naturellement sous la
forme d’un modèle Linéaire à Paramètres Variants (LPV), qui varie en fonction de la charge
électrique. Ce chapitre aborde donc ces systèmes : un tour d’horizon des résultats liés aux
systèmes LPV est présenté.
La modélisation LPV est en effet un très puissant outil pour le traitement de problèmes
de commande non-linéaires avec des techniques linéaires. En plus de cela, les modèles LPV
aboutissent, souvent, à des problèmes d’optimisation convexe sous contrainte LMI, très inté-
ressants du point de vue de la résolution numérique. Des résultats de stabilité liés à la théorie
de Lyapunov seront présentés : ils seront utiles au chapitre 6, où une stratégie de commande
est proposée.
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2.1 Modèle Linéaire à Paramètres Variants
Un modèle Linéaire à Paramètres Variants, ou LPV, est le point de départ de plusieurs
méthodes structurées de synthèse de lois de commande. D’un point de vue commande, étant
donné un système LPV, le but est de construire un régulateur qui utilise non seulement la
sortie mesurée, mais aussi un paramètre supplémentaire. Ce paramètre représente les valeurs
mesurées en temps réel de variables externes, ou même des états. C’est la Scheduling Variable.
De cette façon le système peut être mieux stabilisé et peut également présenter de meilleures
performances.
En plus, des nombreux résultats de la théorie des systèmes linéaires peuvent être généra-
lisés pour les systèmes LPV. Une des plus importantes contributions d’extension de résultats
des systèmes LTI pour les LPV a été proposée par Carsten Scherer en 1996 [Scherer, 1996].
Dans la littérature des très nombreuses références existent dans ce sens, un certain nombre
présenté par la suite de ce chapitre.
Cette modélisation est intéressante parce qu’elle est très complète. Elle peut représenter
plusieurs familles de systèmes :
– Des systèmes qui évoluent au cours du temps : c’est une classe plus générale que celle
des systèmes Linéaires à Temps Variant (LTV).
– Des systèmes non-linéaires comme une famille de modèles linéaires : ce sont les modèles
quasi-LPV où des non-linéarités sont écrites comme des paramètres.
– Des familles de systèmes linéaires qui évoluent en fonction de paramètres extérieurs :
pression de l’air, température, caractéristiques d’un réseau électrique, etc.
– . . .
Les systèmes utilisés dans ce manuscrit, décrits dans le chapitre 3, s’écrivent naturellement
sous la troisième forme. Comme l’on verra, en fonction de la charge électrique qui est connectée
à un générateur, le modèle du système changera.
Un système LPV standard a la structure suivante [Scherer and Weiland, 2005] :
 x˙zp
y
 =
 A(δ(t)) Bp(δ(t)) B(δ(t))Cp(δ(t)) Dp(δ(t)) E(δ(t))
C(δ(t)) F (δ(t)) 0

 xwp
u
 (2.1)
Les signaux ont la définition usuelle : u est l’entrée de commande, y la sortie mesurée et
wp → zp est une chaîne de performance entre les signaux de perturbation wp et l’erreur zp.
Pour chaque valeur figée de δ(t) le système est linéaire, même si l’évolution des paramètres
ne l’est pas forcément. D’où l’intérêt de ce modèle, et d’où le nom : Linéaire à Paramètres
Variants.
L’idée de ce modèle est que le paramètre δ(t) n’est pas connu a priori, mais qu’il peut
être obtenu en temps réel. Soit par une mesure, soit par une estimation. Il peut aussi être
une fonction de l’état du système dans le cas des quasi-LPV [Casella and Lovera, 2008]. Le
modèle présenté dans l’équation (2.1) est suffisant pour l’étude menée dans ce manuscrit.
Néanmoins, une approche très formelle pour la présentation des systèmes LPV se trouve dans
[Toth et al., 2009].
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2.1.1 Obtention d’un Modèle LPV
Comme décrit dans le paragraphe précédent, un modèle LPV est le point de départ de plu-
sieurs techniques de synthèse de commande. La pertinence de ce modèle est donc primordiale
pour que des preuves de stabilité et de performance puissent être représentatives du système
réel. Pour certains systèmes (comme par exemple ceux traités au chapitre 3) l’écriture peut
être naturelle après la construction du modèle, en fonction des paramètres. Dans ce cas il
n’y a donc pas d’approximation pour la phase d’obtention du modèle LPV. Dans le cas des
systèmes quasi-LPV, la représentation peut être exacte aussi, si la structure du modèle n’est
pas changée.
Cependant, l’identification d’un système dynamique comme un modèle LPV n’est pas
directe. Les trajectoires possibles des paramètres doivent être prises en compte, et si tel
n’est pas le cas, le modèle n’est pas représentatif du système réel. Une synthèse récente à ce
propos est présentée dans [Casella and Lovera, 2008]. Basés sur cet article, on peut diviser
les méthodes d’obtention des systèmes LPV en “analytiques” et “expérimentales”, discutées
par la suite.
2.1.1.1 Méthodes Analytiques
Pour les méthodes analytiques, le modèle LPV est écrit à partir des équations non-linéaires
du système. On suppose donc que l’on connaît :
x˙ = f(x, u) (2.2)
y = g(x, u) (2.3)
pour lequel la famille d’équilibre (x¯, u¯) est connue et peut être paramétrée.
Différentes méthodes peuvent être utilisées [Casella and Lovera, 2008] :
– Linéarisation Jacobienne
La linéarisation jacobienne est l’approche la plus simple et la plus classique pour l’obten-
tion des modèles LPV. C’est une approche qui peut être utilisée pour n’importe quel système
non-linéaire qui présente une famille de points d’équilibre. L’idée est d’obtenir le modèle global
à partir de cette famille d’équilibre, qui est représentative des différents points de fonctionne-
ment. Finalement, une méthode d’interpolation qui préserve les caractéristiques du système
complète la modélisation.
– Transformations d’États
Cette approche consiste à réécrire les équations d’état du système pour éliminer toute
non-linéarité qui n’est pas liée au vecteurs des paramètres δ(t). Cette écriture aboutira le plus
souvent aux modèles quasi-LPV, où le vecteur δ(t) dépend des états du système.
– Substitution de Fonctions
Une autre approche qui peut être utilisée est celle de la substitution de fonctions. Une
“fonction de décomposition” est définie à partir des non-linéarités du système. Un modèle
2.1. MODÈLE LINÉAIRE À PARAMÈTRES VARIANTS 13
quasi-LPV peut être obtenu comme étant la solution de plusieurs problèmes d’optimisation.
Des détails sont présentés dans [Casella and Lovera, 2008].
Également pour les méthodes analytiques, l’article [Bruzelius et al., 2004] propose des
stratégies pour que le modèle LPV obtenu soit le plus proche possible du modèle non-linéaire
d’origine. Ces méthodes sont brièvement discutées par la suite.
– L’approche de la Déviation - Deviation Approach
Le modèle LPV décrit un système global non-linéaire. Logiquement, toute trajectoire du
système réel sera aussi une trajectoire du système LPV. Cependant le contraire n’est pas
forcement vrai : le système LPV décrit en général des comportements plus larges que ceux
du système réel. Considérons un point de l’espace d’état Rn, comme montré à la figure 2.1,
extraite de [Bruzelius et al., 2004].
Figure 2.1 – Variation du modèle LPV A(δ)x
La description LPV représente une infinité de vecteurs (région foncée) avec le vecteur f(x)
comme une possibilité. La pire déviation peut donc être vue comme une mesure de la qualité
de la modélisation LPV. Plus cette déviation est petite, plus le modèle LPV est proche du
système non-linéaire de base. Cette déviation peut donc être exprimée comme la plage la plus
grande possible couverte par les vecteurs définis par le modèle LPV :
max
ψ,φ∈Ω ‖A(ψ)x−A(φ)x‖ (2.4)
où ‖.‖ est la norme euclidienne [Cellier, 2008] et Ω le domaine de variation du paramètres
δ(t). L’idée de la méthode est de minimiser cette norme, ce qui implique que le modèle LPV
se rapproche du système non-linéaire original.
– L’approche de la Sensibilité - Sensitivity Approach
La deuxième approche proposée dans [Bruzelius et al., 2004] est de minimiser l’influence
de la variation des paramètres de δ(t) dans le comportement du système. On cherche donc à
minimiser :
∂A(δ)
∂δi
x (2.5)
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Cela revient à réduire la sensibilité du modèle aux variations des paramètres. Il est même
intuitif de penser qu’un modèle moins sensible à la variation des paramètres présentera des
meilleures marges de stabilité face à leurs variations.
Tous les systèmes LPV considérés dans ce manuscrit sont continus. Néanmoins, des sys-
tèmes discrets peuvent également être décrits. Des résultats théoriques pour la synthèse de
ces modèles sont donnés dans l’article [Wingerden and Verhaegen, 2008].
2.1.1.2 Méthodes Expérimentales
Les algorithmes d’identification LPV expérimentaux peuvent être divisés en deux catégo-
ries [Casella and Lovera, 2008].
La première est celle des approches globales, où des données d’entrée/sortie sont collectées
lors d’une seule manipulation où le paramètre δ(t) varie. Cela amène à une représentation
LPV globale. Ces méthodes peuvent être compliquées, et présentent l’inconvénient du choix
adéquat du paramètre δ(t).
La deuxième catégorie est celle des méthodes locales. Contrairement aux globales, ces
méthodes sont basées sur plusieurs manipulations. Chacune de ces manipulations est faite
pour une valeur constante du paramètre δ(t), et le résultat est un ensemble de plusieurs
systèmes LTI. L’approche locale de synthèse LPV expérimentale peut être ainsi résumée
[Casella and Lovera, 2008] :
– Plusieurs modèles linéaires sont obtenus pour différentes valeurs du paramètre δ(t).
– Les modèles obtenus sont équilibrés.
– Le modèle global en fonction de δ(t) est obtenu par une interpolation directe des ma-
trices de l’espace d’état des modèles locaux. Cela est possible grâce aux propriétés des
réalisations équilibrées.
Alors que les méthodes globales présentent une meilleure fiabilité, elles sont considérable-
ment plus complexes. Les méthodes locales ont l’avantage d’être simples à mettre en oeuvre,
et d’avoir un cahier des charges très intuitif. Un exemple d’application pour un pendule in-
versé se trouve dans [Boonto and Werner, 2008], et une méthodologie intéressante pour des
applications industrielles est présentée dans [Zhu and Xu, 2008].
2.1.2 La Formulation de Problèmes de Commande comme un problème
d’Optimisation sous Contraintes LMI
Un avantage indéniable des modèles LPV est celui de pouvoir formuler des problèmes de
commande non-linéaires comme des problèmes d’optimisation LMI. Les Inégalités Matricielles
Linéaires (Linear Matrix Inequalities - LMI ) représentent un domaine de plus en plus crois-
sant de recherche, avec des résultats publiés très intéressants. Originellement définies dans le
domaine de la commande, elles ont permis le développement du champ de la recherche en
optimisation dans le domaine connu sous le nom de programmation semidéfinie positive. Dans
l’autre sens l’amélioration des outils numériques ainsi que des théories de résolution de ce
problème d’optimisation ont permis le traitement de nombreux problèmes dans le domaine
de la commande [Arzelier, 2004].
Dans ce paragraphe un très rapide rappel du domaine de l’optimisation convexe et de la
formulation LMI est présenté. Pour une définition précise des concepts présents dans l’optimi-
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sation convexe, l’ouvrage de Boyd [Boyd and Vandenberghe, 2004] est un des plus complets
trouvés dans la littérature. Plus particulièrement pour notre domaine, le traitement des LMI
dans la commande est abordé dans l’ouvrage [Boyd et al., 1994]. Un travail récent et très
complet se trouve dans [Scherer and Weiland, 2005]. Le travail [Scorletti, 1997] traite aussi
explicitement le problème de reformulation des problèmes de commande sous la forme LMI,
thème aujourd’hui très courant.
2.1.2.1 Optimisation Convexe
Un problème de commande écrit sous la forme LMI est un problème d’optimisation
convexe. Formuler un problème sous cette forme présente plusieurs avantages, les principaux
étant :
– Absence de minima (maxima) locaux : dans l’optimisation convexe tous les minima
(maxima) locaux sont aussi globaux. C’est la raison principale du “succès” que connaît
cette optimisation.
– Les bornes supérieures d’une fonction convexe peuvent être vérifiées dans un sous en-
semble de son domaine.
– Il est possible dans des cas bien définis de traiter un problème dual plutôt que le pro-
blème primal. Ce problème dual peut avoir l’intérêt d’être plus simple et, après avoir
posé quelques hypothèses nécessaires, solvable.
Une Linear Matrix Inequality, ou LMI, est une expression de la forme :
F (x) := F0 + x1F1 + ...+ xnFn ≺ 0 (2.6)
où Fi ∈ S, avec S l’ensemble des matrices symétriques, et le vecteur x est le vecteur des
variables de décision.
Il existe deux types de problèmes liés aux LMI [Scherer and Weiland, 2005] :
– Faisabilité : le but est de savoir s’il existe un x tel que F (x) ≺ 0.
– Optimisation : étant donnée une fonction objective f(x) le but est de minimiser (ou
maximiser) cette fonction en respectant les contraintes F (x) ≺ 0. D’une façon plus
rigoureuse :
Soit f : S → R où S = {x | F (x) ≺ 0} le problème de déterminer
Vopt = inf
x∈S
f(x) (2.7)
est un problème d’optimisation sous contraintes LMI.
La contrainte du problème F (x) ≺ 0 est convexe. Ce type de solution est très intéressant
parce que dans le domaine de la commande plusieurs problèmes peuvent être formulés (ou
reformulés) sous la forme de LMIs. Les résultats présentés dans ce chapitre pour la stabilité
des systèmes LPV seront sous cette forme.
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2.2 Analyse de Stabilité des Systèmes LPV : Théorie de Lya-
punov
Dans cette section la stabilité des systèmes LPV est discutée. Comme les principaux
résultats de stabilité trouvés dans la littérature pour ces systèmes sont formulés grâce à la
théorie de Lyapunov, cette section se concentrera sur ces résultats. D’autres résultats sont
présentés dans l’annexe A. Les références des résultats de stabilité sont nombreuses : le travail
de Scherer et Weiland [Scherer and Weiland, 2005] est très complet dans ce sens. Une référence
de la stabilité selon Lyapunov est le livre de L. Praly [Praly, 2002].
Comme motivation pour l’étude de l’analyse globale de la stabilité des systèmes LPV,
un exemple est présenté. Cet exemple montre que les techniques LTI locales, même si bien
guidées par l’intuition, ne sont pas toujours adaptées au problème.
Exemple 2.2.1. Stabilité des Systèmes Locaux × Stabilité Globale
Pour un système LPV, le fait que les systèmes locaux soient stables n’implique pas la
stabilité du système global, ce qui n’est pas intuitif. L’exemple ci-dessous illustre cette situation
[Rugh and Shamma, 2000]. Soit le système de la figure 2.2 :
Figure 2.2 – Système Masse-Ressort avec une raideur qui varie au cours du temps
Les dynamiques sont décrites simplement par la matrice :
x˙ =
(
0 1
−(1 + σ(t)/2) −0.2
)
x (2.8)
Pour tout σ(t) tel que −1 ≤ σ(t) ≤ 1 les valeurs propres sont toutes dans le demi-plan
gauche, ce qui implique la stabilité de tous les systèmes locaux. Cependant, si σ(t) = cos 2t des
simulations montrent que la dynamique est instable pour des conditions initiales non nulles.
Une explication physique intuitive de cette instabilité est la suivante : la raideur du ressort
augmente lorsqu’il se contracte et diminue lorsqu’il se relaxe. De cette façon les oscillations
vont toujours augmenter. La figure (2.3) montre ces oscillations.
Les résultats de stabilité pour les systèmes LPV selon Lyapunov seront présentés graduel-
lement. Soit un système non-linéaire :
x˙ = f(x, t) (2.9)
avec l’espace d’état X et avec f : X × T → X .
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Figure 2.3 – Position de la masse en fonction du temps pour σ(t) = cos(2t) et condition
initiale non nulle
L’élément x∗ est un point fixe ou un point d’équilibre du système non-linéaire (2.9) si
f(x∗, t) = 0 pour tout t ∈ T . La définition de la stabilité au sens de Lyapunov est la suivante
[Scherer and Weiland, 2005] :
Définition 2.2.1. (Stabilité selon Lyapunov) Soit φ : T × T × X un flux qui définit un
système autonome, dans le sens où l’évolution de ce flux est complètement déterminée par son
état initial et non pas par des entrées. Un exemple typique de flux est la solution de l’équation
différentielle 2.9. On suppose ici que T = R et X est un espace vectoriel normé. Le point fixe
x∗ est dit :
(a) Stable (selon Lyapunov) si étant donné ε > 0 et t0 ∈ T il existe δ = δ(ε, t0) > 0 (qui ne
dépend pas de t) tel que :
‖x0 − x∗‖ ≤ δ =⇒ ‖φ(t, t0, x0)− x∗‖ ≤ ε
pour tout t ≥ t0
(b) Attractif si pour tout t0 ∈ T il existe δ = δ(t0) > 0 avec la propriété :
‖x0 − x∗‖ ≤ δ =⇒ lim
t→+∞ ‖φ(t, t0, x0)− x
∗‖ = 0
(c) Stable exponentiellement si pour tout t0 ∈ T il existe δ = δ(t0), α = α(t0) > 0 et
β = β(t0) > 0 tels que :
‖x0 − x∗‖ ≤ δ =⇒ ‖φ(t, t0, x0)− x∗‖ ≤ β ‖x0 − x∗‖ e−α(t−t0)
pour tout t ≥ t0
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(d) Stable Asymptotiquement (selon Lyapunov) s’il est stable (selon Lyapunov) et attractif.
(e) Instable s’il n’est pas stable (selon Lyapunov).
(f) Uniformément Stable (selon Lyapunov) si étant donné un ε > 0 existe δ = δ(ε) > 0 (qui
ne dépend pas de t0) tel que (a) soit vrai pour tout t0 ∈ T .
(g) Uniformément Attractif s’il existe δ > 0 (qui ne dépend pas de t0) tel que (b) soit vrai
pour tout t0 ∈ T .
(h) Uniformément Exponentiellement Stable s’il existe δ > 0 (qui ne dépend pas de t0) tel
que (c) soit vrai pour tout t0 ∈ T .
(i) Uniformément Asymptotiquement Stable (selon Lyapunov) s’il est uniformément stable
(selon Lyapunov) et uniformément attractif.
Une traduction simple de la notion de stabilité selon Lyapunov pourrait être celle-ci :
un système est stable selon Lyapunov si partant d’un point initial assez proche d’un point
d’équilibre (ou point fixe), il restera toujours à une distance finie donnée de ce point (il ne
partira pas vers l’infini). Cette définition est assez générale, et on voit que la stabilité la
plus “forte” est la stabilité exponentielle. Un travail très complet à propos des différentes
définitions de la stabilité est le document de E. Moulay [Moulay, 2006].
Avant d’arriver au théorème de Lyapunov, on formalise les nomenclatures utilisées par la
suite [Moulay, 2006] :
Définition 2.2.2. Une fonction continue v : I × U → R (U est un ouvert non vide de Rn
contenant 0 et I un intervalle non vide de R, non borné à droite) est dite semi-définie
positive (respectivement négative) s’il existe un voisinage V de 0 tel que :
1. ∀t ∈ I, v(t, 0) = 0
2. ∀t ∈ I, ∀y ∈ V, v(t, y) ≥ 0 (respectivement v(t, y) ≤ 0)
Elle est dite définie positive (respectivement négative) s’il existe un voisinage Vt0 de
t0 ∈ I et une fonction continue strictement croissante ϕ : R+ → R+ telle que ϕ(0) = 0 telles
que :
1. ∀t ∈ I, v(t, 0) = 0
2. ∀(t, y) ∈ Vt0 , v(t, y) ≥ ϕ(‖y‖) (respectivement v(t, y) ≤ −ϕ(‖y‖))
Avec ces définitions, le théorème de Lyapunov [Scherer and Weiland, 2005] peut être enfin
énoncé :
Théorème 2.2.1. Théorème de Lyapunov Soit l’équation différentielle : x˙(t) = f(x(t), t)
et soit x∗ ∈ X un point d’équilibre qui appartient à l’intérieur d’un ensemble S.
(a) S’il existe une fonction définie positive et différentiable de façon continue V : S×T → R
avec V (x∗, t) = 0 et V˙ semi-définie négative, alors x∗ est stable. Si, en plus, V est
décroissante, alors x∗ est Uniformément Stable.
(b) S’il existe une fonction définie positive décroissante et différentiable de façon continue
V : S × T → R avec V (x∗, t) = 0 et V˙ définie négative, alors x∗ est Uniformément
Asymptotiquement Stable.
A partir de ce théorème différents systèmes dynamiques peuvent être analysés. Les résul-
tats seront présentés graduellement, à partir des systèmes LTI.
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2.2.1 Systèmes LTI
Les résultats de la théorie de Lyapunov pour les systèmes LTI sont très bien connus. Pour
les systèmes LTI, on peut les énoncer au travers du théorème suivant :
Théorème 2.2.2. Stabilité selon Lyapunov des Systèmes LTI
Un système LTI est stable selon Lyapunov si et seulement s’il existe une matrice symétrique
définie positive P telle que, pour le système classique x˙ = Ax :
ATP + PA ≺ 0 (2.10)
et la fonction
V (x) = xTPx (2.11)
est une fonction de Lyapunov. Cette condition est nécessaire et suffisante.
Dans le paragraphe suivant ces résultats sont généralisés pour les systèmes LPV.
2.2.2 Systèmes LPV - Fonction à Paramètre Fixe
Un théorème très similaire à celui qui vient d’être énoncé pour les systèmes LTI peut être
présenté pour les systèmes LPV. C’est une extension naturelle de ce dernier, et il s’applique
également à des systèmes incertains [Scherer and Weiland, 2005] :
Théorème 2.2.3. Stabilité selon Lyapunov des Systèmes LPV
Un système LPV ou incertain est stable selon Lyapunov s’il existe une matrice symétrique
définie positive P telle que, pour le système décrit par l’équation (2.1) :
A(δ(t))TP + PA(δ(t)) ≺ 0 (2.12)
avec la fonction V (x) = xTPx comme définie précédemment.
On doit remarquer que maintenant cette condition n’est que suffisante. Cela est dû au fait
que maintenant ce n’est plus un système LTI nominal qui est pris en considération, mais un
système LPV (ou incertain) qui peut varier dans le temps. Comme on verra par la suite, une
borne sur la dérivée du paramètre peut être utile pour diminuer le conservatisme de l’analyse.
2.2.3 Systèmes LPV - Fonction Dépendante de Paramètre
Le fait de ne pas trouver une fonction constante pour assurer la stabilité ne veut pas
dire que le système soit instable, la condition n’étant que suffisante. Cette condition est,
pour certains systèmes, très conservative : si on arrive à vérifier la condition (2.12) donnée
auparavant, on assure la stabilité d’une classe de systèmes très large. Et ce conservatisme
peut être responsable de l’impossibilité de trouver une matrice P pour la satisfaire.
La dérivée du paramètre n’a pas été prise en compte. Cela peut être nécessaire dans
certains cas, mais dans d’autres, on connaît une borne supérieure pour cette dérivée. Il y a
des systèmes physiques pour lesquels les paramètres ne peuvent pas avoir de grandes variations
(par exemple la vitesse d’un navire) et pour lesquels une condition sur cette valeur n’est pas
gênante.
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Une approche moins conservative est alors ce qu’on appelle une Fonction de Lyapunov
Dépendante de Paramètre. Un des premiers travaux dans ce sens pour les systèmes LPV est
la thèse de Wu [Wu, 1995].
La condition de Lyapunov dévient :
A(δ(t))TP (δ(t)) + P (δ(t))A(δ(t)) + dP
dt
≺ 0 (2.13)
qui est équivalente à :
A(δ(t))TP (δ(t)) + P (δ(t))A(δ(t)) + δ˙ dP
dδ
≺ 0 (2.14)
Cette condition est encore une fois suffisante. Ce résultat est le plus important concernant
la stabilité pour les systèmes LPV et peut être établi de façon rigoureuse avec le théorème
suivant [Scherer and Weiland, 2005] :
Théorème 2.2.4. Supposons que la fonction P : ∆→ S est continûment différentiable dans
un ensemble compact ∆ et satisfait :
P (δ)  0 ∀δ ∈ ∆ (2.15)
∂δP (δ)λ+A(δ)TP (δ) + P (δ)A(δ) ≺ 0 ∀δ ∈ ∆ et λ ∈ Λ (2.16)
Alors l’origine du système x˙ = A(δ(t))x(t) est exponentiellement stable pour une variation
de δ : R→ Rp qui satisfait, pour les sous ensembles ∆ et Λ de R :
δ(t) ∈ ∆ et λ ∈ Λ ∀t ∈ R (2.17)
Dans ce cas la fonction V (x, δ) := xTP (δ)x est une Fonction de Lyapunov Quadratique
Dépendante de Paramètre pour le système.
Dans ce théorème, ∂δP (δ) est la dérivée partielle de la matrice P par rapport à δ, et λ
est la valeur maximale de la dérivée du paramètre δ(t) : on peut donc “tester” jusqu’à quelle
valeur de variation le système est stable. Un inconvénient de ce théorème est que, comme les
domaines sont continus, il y a une infinité de LMI à traiter. Cela est évidemment impossible,
et deux solutions sont donc envisageables.
La première consiste à faire une hypothèse à propos de la structure du système (domaines
polytopiques, structure LFT, . . ..). L’hypothèse la plus classique est celle des domaines po-
lytopiques, qui sont des ensembles convexes. Dans certaines applications les domaines sont
déjà naturellement convexes, et dans d’autres cette hypothèse est peu conservative. L’article
[Chereau et al., 2005] aborde cette problématique pour une application navale. Dans ce cas,
la variable δ(t) dépend de la vitesse du navire et de l’angle entre ce dernier et le courant. Ces
deux variables forment un rectangle, qui est un domaine polytopique, et donc convexe.
Si ce type d’hypothèse n’est pas possible (le système réel n’y serait plus correctement
représenté), la deuxième solution est de faire un maillage des domaines ∆ et Λ. Ce résultat
sera de plus en plus fiable lorsqu’on augmente la finesse de la maille. Cependant, même si ces
résultats sont des indicateurs importants de la stabilité du système, cela n’est pas une preuve
analytique.
Dans un cadre un peu différent des travaux présentés dans ce manuscrit, la thèse de
Dimitri Peaucelle [Peaucelle, 2000] est aussi une excellente référence en ce qui concerne les
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fonctions de Lyapunov Dépendantes de Paramètres. C’est une approchée ciblée sur la com-
mande robuste plutôt que sur les commandes à Gains Programmés, et donc un peu différente
de celles présentées ici.
Une approche intéressante pour l’analyse et l’obtention des systèmes LPV à dépendance
polynomiale se trouve dans [Wu and Prajna, 2004] et [Wu and Prajna, 2005]. Cette approche
est basée sur la décomposition SOS (Sum of Squares). Un polynôme f(x) est SOS s’il existe
des polynômes f1(x), ..., fn(x) tels que f(x) =
∑n
i=1 f
2
i (x). Cela implique directement que
f(x) ≥ 0 pour tout x ∈ Rn. La décomposition SOS donne une condition suffisante pour la
non négativité du polynôme multivariable, et est équivalente à l’existence d’une matrice semi-
définie positive Q et un vecteur bien choisi de monômes Z(x) tel que f(x) = Z ′(x)QZ(x).
Cette décomposition peut donc aider à donner une méthodologie cohérente de synthèse d’une
fonction de Lyapunov pour des systèmes non-linéaires.
2.3 Analyse de Performance des Systèmes LPV
Dans cette courte section, des résultats théoriques pour l’analyse de performance sont
présentés. Ces résultats ont une moins grande importance que ceux de stabilité : pour la
performance, des simulations sont des “preuves” beaucoup plus acceptables, notamment si
l’on connaît a priori la plage d’opération d’un système.
Les résultats de performance basés sur des normes trouvent des extensions pour les sys-
tèmes LPV. Ces extensions, des résultats classiques, peuvent être trouvées par exemple dans
[Biannic, 1996] ou [Rugh and Shamma, 2000]. Le problème de la performance pour les sys-
tèmes LPV est également abordé dans [Bett and Lemmon, 1999], qui a une approche centrée
sur les Switched Systems.
Des résultats intéressants sont présentés dans [Mehendale and Grigoriadis, 2006], spéci-
fiques aux systèmes LPV. Ces résultats sont brièvement exposés dans le paragraphe suivant.
2.3.1 Performance Mesurée par des Normes
Le problème de synthèse d’un régulateur LPV résulte de l’obtention d’une boucle fermée
qui doit être stable. Mais cette boucle doit également respecter une borne supérieure γ pour
le gain Lq → Lp entre les signaux de perturbation wp et l’erreur zp décrits par le modèle (2.1)
[Mehendale and Grigoriadis, 2006] :
sup
δ∈admissible
sup
w∈Lq
‖zp‖p
‖wp‖q
< γ (2.18)
pour toute évolution admissible δ(.) et des conditions initiales nulles.
Pour la mesure basée sur une norme, γ est l’amplification maximale Lq → Lp de la
boucle fermée pour toute évolution admissible. Pour p = q = 2, ainsi que pour p = q = ∞
les normes classiques sont obtenues. L’article [Mehendale and Grigoriadis, 2006] propose une
analyse a posteriori de la performance du système à Gains Programmés. C’est une approche
intéressante, avec laquelle la méthodologie employée dans ce manuscrit est cohérente.
2.3.2 Analyse de Stabilité et de Performance
Jusqu’ici on a présenté, pour les modèles LPV, les analyses de stabilité et de performance
comme étant séparées. Il est vrai qu’il peut être plus simple de voir de cette manière la
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problématique, et de faire par exemple une évaluation rigoureuse de la stabilité du modèle
LPV et des analyses locales pour évaluer la performance.
Cependant, il est possible d’évaluer globalement la performance et la stabilité des modèles
LPV. Un traitement intéressant est donné au problème de l’interpolation de régulateurs qui
préservent encore la performance H∞ dans [Yu et al., 2004].
Soit le système en boucle fermée LPV suivant, qui découle de (2.1) :{
x˙(t) = A(δ(t))x(t) +B(δ(t))w(t)
z(t) = C(δ(t))x(t) (2.19)
Une condition suffisante pour que cette boucle fermée soit stable et qu’elle présente une
performance H∞ égale à γ est donnée par la définition suivante [Yu et al., 2004] :
Définition 2.3.1. Soit le système en boucle fermée (2.19), avec δ ∈ ∆ ⊂ Rl. S’il existe une
fonction matricielle continue symétrique définie-positive P (δ) qui satisfait :
AT (δ)P (δ) + P (δ)A(δ) + d
dt
P (δ) + γ−2CT (δ)C(δ) + P (δ)B(δ)BT (δ)P (δ) ≺ 0 (2.20)
alors le système en boucle fermée a une performance H∞ égale à γ.
Cette définition présente une inégalité très “rassurante” : elle assure la stabilité du système
et un niveau minimal de performance. Si cette condition est vérifiée, il est possible de simuler
le système pour connaître sa performance pour des situations normales de fonctionnement.
Et même si une situation imprévue se présente, la pire performance possible est bornée par
γ.
2.4 Considérations Finales
Ce chapitre a présenté un tour d’horizon des résultats théoriques concernant les systèmes
LPV. Comme l’on verra par la suite, le modèle du réseau électrique utilisé dans ce manuscrit
peut s’écrire naturellement sous cette forme. Il est donc possible d’utiliser les résultats de
cette section pour prouver leur stabilité.
Des résultats supplémentaires de stabilité pour les systèmes LPV sont présentés dans
l’annexe A. Ces résultats peuvent être également utilisés pour les systèmes décrits ici, même
si leur application n’est pas directe. Cela reste une perspective pour des futures recherches.
Le chapitre suivant introduit la problématique concrète de cette thèse, en décrivant le
modèle du système dynamique utilisé.
Chapitre 3
Modèle Mathématique des Réseaux
Électriques
Dans ce chapitre les modèles mathématiques utilisés pour décrire les réseaux électriques
étudiés sont présentés. Ce sont des modèles très classiques trouvés dans la littérature. Néan-
moins, comme discuté par la suite, le modèle utilisé dans cette thèse est plus raffiné que ceux
utilisés classiquement pour la synthèse de la commande des réseaux électriques. Le système
électrique global s’écrit sous la forme d’un modèle LPV. Comme les modèles ici présentés
sont déjà bien connus, nous ne rentrerons pas dans les détails techniques qui amènent à leur
obtention. De nombreuses références sont données pour de plus amples informations.
La simulation est un problème récurrent pour l’étude des réseaux électriques. Elles peuvent
être lentes, et les modèles ne sont pas toujours adaptés à la simulation d’une commutation
de charge. Aussi, il est intéressant d’avoir les expressions analytiques “préparées” pour la
synthèse de lois de commandes.
Le réseau considéré est composé d’un alternateur qui génère de la puissance connecté à
des charges triphasées. Classiquement les charges qui composent les systèmes sont simplifiées
et ramenées à des circuits équivalents RL, basés sur les puissances active et réactive (voir
par exemple dans [Abdeljalil et al., 2005]). Ce modèle sera le point de départ, et ensuite il
évoluera avec l’ajout d’une composante capacitive.
La représentation complète du réseau englobe également une équation mécanique, qui
modélise la variation de la fréquence de rotation ω de l’axe de l’alternateur. Cependant,
comme les constantes de temps électriques et mécaniques sont très différentes (la constante
de temps mécanique est beaucoup plus grande), les problèmes de commande de la tension et
fréquence sont classiquement séparés. Pour la synthèse de lois de commande de la tension il
est donc raisonnable de considérer que la fréquence est constante. Pour cette raison, le modèle
mécanique ne sera pas décrit dans ce manuscrit.
Finalement, les simulateurs développés dans le cadre de la thèse sont brièvement exposés.
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3.1 Générateur Électrique : L’Alternateur
Le modèle utilisé dans cette thèse, ainsi que toutes les hypothèses posées pour son obten-
tion, sont détaillés dans [Abdeljalil, 2006], qui base ses développements sur ceux décrits dans
[Adkins and Harley, 1978]. Des discussions à propos des caractéristiques et de la physique des
alternateurs peuvent être trouvées dans [Krause et al., 2002]. Les équations de l’alternateur
dans le repère de Park [Lesenne et al., 1994] conduisent à un système du 5eme ordre, décrit
par les équations suivantes :
−Vd = RsId + LddId
dt
+Mfd
dIf
dt
+MdD
dID
dt
− ωLqIq − ωMqQIQ (3.1)
−Vq = RsIq + Lq dIq
dt
+MqQ
dIQ
dt
+ ωLdId + ωMfdIf + ωMdDID (3.2)
Vf = RfIf + Lf
dIf
dt
+Mfd
dId
dt
+MfD
dID
dt
(3.3)
VD = 0 = RDID + LD
dID
dt
+MdD
dId
dt
+MfD
dIf
dt
(3.4)
VQ = 0 = RQIQ + LQ
dIQ
dt
+MqQ
dIq
dt
(3.5)
L’ensemble des amortisseurs est représenté par deux enroulements fermés en court-circuit
sur eux-mêmes, raison pour laquelle l’égalité est nulle pour les équations (3.4) et (3.5). Le
vecteur d’état est composé de :
Id and Iq Projections du courant statorique dans le repère dq
If Courant d’excitation rotorique
ID and IQ Projections des courants des amortisseurs dans le repère dq
Vd et Vq sont les projections de la tension de sortie de l’alternateur dans le repère dq. C’est
la tension aux bornes des charges. Pour toutes les simulations numériques entreprises dans ce
manuscrit, les paramètres de la machine électrique seront ceux définis dans [Abdeljalil, 2006].
Ces paramètres correspondent aux caractéristiques nominales suivantes :
– Puissance Nominale : 2.4 MW
– Fréquence Nominale : 50 Hz
– Tension de sortie Nominale : 880 V (entre deux lignes)
– Tension de Phase Nominale = 880√3 = 508V
– Courant de sortie Nominal : 1875 A
Rs = 3.56mΩ Résistance statorique
Rf = 0.155Ω Résitance d’excitation
Ld = 2.24mH Inductance selon l’axe d
Lq = 1.23mH Inductance selon l’axe q
Lf = 457.9mH Inductance d’excitation
Mfd = 29.48mH Inductance mutuelle entre l’excitatrice et l’axe d
MdD = 1.9mH Inductance mutuelle entre les amortisseurs et l’axe d
MqQ = 0.97mH Inductance mutuelle entre les amortisseurs et l’axe q
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MfD = 25.27mH Inductance mutuelle entre l’excitatrice et les amortisseurs
LD = 1.9mH Inductance des amortisseurs selon l’axe d
LQ = 0.97mH Inductance des amortisseurs selon l’axe d
RD = 31.78mΩ Résistance des amortisseurs selon l’axe d
RQ = 46.19mΩ Résistance des amortisseurs selon l’axe q
La tension d’excitation est représentée par le signal Vf . C’est l’entrée de commande de
ce système. Dans la suite les deux systèmes globaux qui peuvent être construits à partir de
ce modèle d’alternateur sont présentés. Dans le premier les charges sont considérées comme
étant des circuits RL, dans le second comme des circuits RLC. Pour la suite de ce manuscrit,
c’est le second modèle qui sera utilisé.
3.2 Système Global : Alternateur Couplé à des Charges RL
Dans ce manuscrit nous adoptons l’approche système des réseaux électriques. Comme
décrit précédemment, un alternateur est couplé à des charges triphasées. Pour ce premier
modèle, la figure 3.1 illustre cette topologie.
Figure 3.1 – L’alternateur couplé à des charges RL
Les grandeurs représentées sur la figure 3.1 sont dans le repère triphasé. Dans ce manuscrit
les équations finales, dans le repère de Park sont décrites directement, la transformation étant
très classique. Les tensions VA, VB et VC sont représentées par Vd et Vq, et les courants IA, IB
et IC par Id et Iq. Le système étant supposé équilibré, il n’y a pas la troisième composante,
dite homopolaire, dans la transformation de Park.
Les charges peuvent être caractérisées par leurs puissances active et réactive, ce qui est une
hypothèse très classique. Dans le repère dq, la charge RL peut être décrite par les équations :
Vd = RchargeId − ωLchargeiq + LchargedId
dt
(3.6)
Vq = RchargeIq + ωLchargeid + Lcharge
dIq
dt
(3.7)
Avec les équations (3.1) à (3.5), le système global peut être écrit comme un système
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descripteur 1 du 5eme ordre. Si l’on suppose, pour la synthèse de lois de commande, que les
paramètres électriques et magnétiques sont constants dans les plages de fonctionnement, le
système peut être écrit comme :
Esys(ω,Rcharge, Lcharge) x˙ = Asys(ω,Rcharge, Lcharge) x +Bsys u (3.8)
où u est la tension d’excitation Vf .
Comme la matrice E est non singulière pour les systèmes considérés, on peut réécrire
l’équation (3.8) sous la forme LPV classique :
x˙ = Esys(ω,Rcharge, Lcharge)−1 Asys(ω,Rcharge, Lcharge) x+Esys(ω,Rcharge, Lcharge)−1 Bsys u
(3.9)
La tension de sortie est composée par ses projections Vd et Vq dans le repère dq :
Vsortie =
√
V 2d + V 2q
3 (3.10)
Donc, ce système a des dynamiques linéaires (liées à l’équation d’état) et une équation de
sortie non-linéaire.
3.2.1 Limitations du Modèle
Le système global décrit comme un alternateur couplé à des charges RL s’est avéré insuf-
fisant pour l’étude que nous voulions mener. En effet, pour le régime permanent ce modèle
est exact : toute charge inductive (le cas des réseaux électriques embarqués) peut être écrite
à partir de ses puissances active et réactive comme un circuit RL. Cependant, pour les com-
mutations de charge étudiées dans ce manuscrit ce modèle n’est pas assez fin, comme décrit
dans la suite.
3.2.1.1 Modes Dynamiques : Systèmes du Premier Ordre
Pour étudier les systèmes obtenus avec cette modélisation, un grand nombre de charges
(environ 13.000) a été considéré. L’espace 2-D RL a été maillé, et les charges résultantes ont
été calculées pour une fréquence nominale constante de ω = 314rad/s.
Tous les systèmes globaux obtenus avec ces charges ont un mode dominant beaucoup plus
lent que les autres. Même lors d’un changement de charge, les modes rapides sont très amortis.
Ces systèmes peuvent donc, pour la synthèse de lois de commande, être considérés comme
des systèmes du premier ordre. L’exemple suivant met en évidence ce comportement.
Exemple 3.2.1. Commutation de charges symétrique pour le système global avec
charge RL
Dans cet exemple un système en boucle ouverte est considéré. Il est simulé avec une entrée
de commande et fréquence constantes pendant 60 secondes. Les conditions initiales sont nulles.
Deux commutations de charges symétriques, à t = 20 et t = 40 sont simulées, pour les charges :
– Pour 0 ≤ t < 20 : 50% de la puissance active nominale, avec FP 2 = 0.8
1. Un système descripteur s’écrit sous la forme Ex˙ = Ax+Bu. Il est également appelé système généralisé
implicite si det(E) 6= 0.
2. Facteur de Puissance
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– Pour 20 ≤ t < 40 : 100% de la puissance active nominale, avec FP = 0.8
– For 40 ≤ t < 60 : 50% de la puissance active nominale, avec FP = 0.8
Le résultat de cette simulation est montré à la figure 3.2.
Figure 3.2 – Simulation du système RL pour une entrée constante
L’analyse de cette courbe montre qu’une dynamique beaucoup plus lente que les autres
existe. Pour ces systèmes, des lois de commande très simples (comme des PI) peuvent être
mises en place : la complexité du système ne justifie pas des outils plus performants. J’ai eu
l’occasion de co-encadrer, pendant ma deuxième année de thèse, les travaux de Master de M.
Eddy Boisrobert [Boisrobert, 2008]. Il s’est focalisé sur le modèle du réseau avec des charges
RL, et dans son mémoire on arrive à cette conclusion.
Le modèle du système avec la charge RL, du 5eme ordre, n’est donc pas en mesure de
représenter des dynamiques plus complexes, présentes dans un réseau réel. Cette première
“faiblesse” de ce modèle n’est cependant pas la seule raison pour laquelle nous avons fait
évoluer nos modèles d’étude, comme discuté dans le paragraphe suivant.
3.2.1.2 Discontinuité de la Tension de Sortie
Une incohérence entre ce modèle et le réseau réel, qui justifie un modèle plus raffiné, est
le fait que la tension de sortie ne soit pas continue lors d’une commutation de charge. Ce
phénomène est montré à la figure 3.3, un zoom de l’exemple 3.2.1.
Il est important de prendre en compte que ce pic de très courte durée, n’est pas, comme
souvent considéré, une erreur numérique. Il peut être expliqué avec les équations du système.
Pour ces raisons une composante capacitive a été rajoutée au modèle, comme décrit dans
la prochaine section.
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Figure 3.3 – Discontinuité pour une commutation de charge à t = 20s - Modèle RL
3.3 Système Global : Alternateur Couplé à des Charges RLC
Des charges différentes consomment des puissances différentes, et il est possible de modé-
liser plusieurs situations pertinentes à l’aide des charges RL. Cependant, le réseau entier ne
peut pas être simplifié de cette manière, les dynamiques étant plus simples que les réelles. En
plus, comme décrit dans la section précédente, lors des commutations il y a une discontinuité
dans la tension de sortie, montrée à la figure 3.3. Ces comportements ne décrivent pas de
façon réaliste un réseau électrique embarqué. Des effets capacitifs existent dans ce type de
réseau, et la modélisation RL ne sera donc pas en mesure de les représenter. Pour améliorer
ce modèle, des capacités peuvent donc être rajoutées.
Les charges RLC seront considérées comme un circuit de deux branches parallèles. Une
première branche représente la composante active de la charge et la composante réactive
inductive comme un circuit RL. La seconde, avec une capacité, est équivalente à la partie
négative de la puissance réactive de la charge. Même si ce modèle est encore une simplification
de la réalité, des dynamiques plus raffinées et réalistes sont constatées lors des commutations
de charge. Pour la synthèse de lois de commande, c’est un bon compromis entre complexité
et réalisme : le modèle global ainsi obtenu est du 9eme ordre. Un ordre plus élevé rendrait la
synthèse de lois de commande encore plus complexe. La figure 3.4 illustre cette topologie.
Comme dans la section 3.2, les tensions VA, VB et VC sont représentées par Vd et Vq. Les
courants sont maintenant divisés en deux branches, et IA1, IB1 et IC1 sont représentés par
Id1 et Iq1 (et de même pour Id2 et Iq2). Le système étant supposé équilibré, il n’y a pas la
troisième composante, dite homopolaire, dans la transformation de Park.
En appliquant le principe de la superposition, on peut écrire les courants dans chacune
des branches, le courant total étant égal à leur somme 3. La tension de la capacité dans le
3. Cela revient tout simplement à l’application de la loi de Kirchhoff.
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Figure 3.4 – L’alternateur couplé à des charges RLC
repère dq est représentée par les composantes Ud et Uq. Les équations sont donc :
3.3.1 Charge RL
Vd = RchargeId1 − ωLchargeIq1 + LchargedId1
dt
(3.11)
Vq = RchargeIq1 + ωLchargeId1 + Lcharge
dIq1
dt
(3.12)
3.3.2 Charge C
0 = −Id2 − ωCchargeUq + CchargeU˙d (3.13)
0 = −Iq2 + ωCchargeUd + CchargeU˙q (3.14)
Finalement, la topologie du système impose que :
Ud = Vd (3.15)
Uq = Vq (3.16)
Id = Id1 + Id2 (3.17)
Iq = Iq1 + Iq2 (3.18)
3.3.3 Modèle Complet
Si l’on considère les équations de l’alternateur (3.1) à (3.5), les équations de charge (3.11) à
(3.14) ainsi que les équations de couplage (3.15) à (3.18), le système est complètement décrit.
Il peut naturellement s’écrire comme un système descripteur du 9eme ordre, où l’entrée de
commande u est la tension d’excitation Vf :
Esys(ω,Rcharge, Lcharge, Ccharge) x˙ = Asys(ω,Rcharge, Lcharge, Ccharge)x+Bsys u (3.19)
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
−Ld −Ld 0 0 −Mfd −MdD 0 0 0
0 0 −Lq −Lq 0 0 −MqQ 0 0
−Mfd −Mfd 0 0 −Lf −MfD 0 0 0
−MdD −MdD 0 0 −MfD −LD 0 0 0
0 0 −MqQ −MqQ 0 0 −LQ 0 0
−Lcharge 0 0 0 0 0 0 0 0
0 0 −Lcharge 0 0 0 0 0 0
0 0 0 0 0 0 0 −Ccharge 0
0 0 0 0 0 0 0 0 −Ccharge

˙
Id1
Id2
Iq1
Iq2
If
ID
IQ
Ud
Uq

=

Rs Rs −ωLq −ωLq 0 0 −ωMqQ 1 0
ωLd ωLd Rs Rs ωMfd ωMdD 0 0 1
0 0 0 0 Rf 0 0 0 0
0 0 0 0 0 RD 0 0 0
0 0 0 0 0 0 RQ 0 0
Rcharge 0 −ωLcharge 0 0 0 0 −1 0
ωLcharge 0 Rcharge 0 0 0 0 0 −1
0 −1 0 0 0 0 0 0 −ωCcharge
0 0 0 −1 0 0 0 ωCcharge 0


Id1
Id2
Iq1
Iq2
If
ID
IQ
Ud
Uq

+

0
0
−1
0
0
0
0
0
0

Vf
(3.20)
La matrice E étant non-singulière, comme dans le premier cas (équation (3.8)), si les
paramètres de la machine sont considérés constants dans les plages de fonctionnement, le
système descripteur peut être réécrit sous une forme LPV classique :
x˙ = Esys(ω,Rcharge, Lcharge, Ccharge)−1 Asys(ω,Rcharge, Lcharge, Ccharge) x+
Esys(ω,Rcharge, Lcharge, Ccharge)−1 Bsys u (3.21)
L’équation de sortie (3.10), ici rappelée, complète le modèle global du réseau.
Vsortie =
√
V 2d + V 2q
3
Comme maintenant la sortie est une combinaison des états, la commutation se produit
de façon moins abrupte, les états évoluant de façon continue. Cela est bien sûr attendu d’un
circuit avec des composants capacitifs, ce qui est le cas d’un réseau électrique réel.
3.3.4 Comparaison avec le Modèle RL
Une analyse complète de la réponse dynamique de ce modèle sera présentée au chapitre 4.
Mais avant cette discussion plus approfondie, une rapide comparaison entre les deux modèles
de ce chapitre est présentée, au travers d’un exemple de commutation de charge.
Exemple 3.3.1. Commutation de charges symétrique pour le système global avec
charge RLC
Dans cet exemple, comme pour l’exemple 3.2.1, un système en boucle ouverte est considéré.
Il est également simulé avec une entrée de commande et fréquence constantes pendant 60
secondes. Les conditions initiales sont nulles. Deux commutations de charges symétriques, à
t = 20 et t = 40 sont simulées, pour les charges :
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– Pour 0 ≤ t < 20 : 50% de la puissance active nominale, 150 kVAr en capacités
– Pour 20 ≤ t < 40 : 100% de la puissance active nominale, 150 kVAr en capacités
– For 40 ≤ t < 60 : 50% de la puissance active nominale, 150 kVAr en capacités
Dans toutes les situations le FP = 0.8. Le résultat de cette simulation est montré sur la
figure 3.5.
Figure 3.5 – Simulation du système RLC pour une entrée constante
Vue “de loin”, cette nouvelle courbe (figure 3.5) ressemble beaucoup à la courbe obtenue
pour le modèle RL (figure 3.2). Cela est cohérent avec le fait que pour le régime permanent,
le modèle RL est satisfaisant. Cependant, il est possible de voir que le transitoire n’est plus
du tout le même qu’avant. Un zoom de la commutation à 20 s est présenté à la figure 3.6.
Les composants de la tension de sortie Vd et Vq sont maintenant les états Ud et Uq (eqs.
(3.15) et (3.16)). De cette façon, la continuité est assurée pendant la commutation, les états
étant tous continus. En plus, il est possible de voir des oscillations et dynamiques qui n’étaient
pas présentes pour le modèle RL. Ce modèle est donc beaucoup plus adapté aux travaux de
recherche qui sont présentés dans ce manuscrit.
Pour finir ce chapitre, des simulateurs qui ont été développés dans le cadre de cette étude
sont brièvement présentés.
3.4 Simulateurs
Tout au long de la thèse, la simulation des réseaux électriques que nous étudions a été d’une
importance primordiale. Divers outils de simulation pour ce type de réseaux sont disponibles,
comme par exemple la toolbox SimPower de Simulink. Cependant, aucun de ces outils n’a
un code ouvert. De ce fait, nous n’avions pas la possibilité de vérifier si les résultats que nous
obtenions étaient corrects, et si certains phénomènes étaient des erreurs numériques ou des
comportements du système.
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Figure 3.6 – Zoom de la commutation de charge à t = 20s
Nous avons donc développé deux simulateurs distincts sous Matlab/Simulink pour chacun
des modèles décrits dans ce chapitre : l’alternateur couplé à des charges RL et l’alternateur
couplé à des charges RLC. De cette façon les conditions des commutations de charges consi-
dérées sont parfaitement connues et maîtrisées.
Deux conditions doivent être respectées par ces simulateurs :
– Les états doivent être continus pendant les changements de charge.
– La structure des modèles dynamiques (3.9) ou (3.21) doit rester inchangée à chaque
instant de la simulation, y compris pendant la commutation.
La première condition implique que les états avant et après la commutation ont le même
sens physique. Donc, la base des matrices utilisées pour représenter les états du système avant
doit être la même qu’après. La seconde condition implique qu’aucun état ne peut être rajouté
ou supprimé pendant une commutation de charge. Cela est nécessaire pour le simulateur tel
que nous l’avons construit : il doit travailler avec un système de même dimension tout au long
de la simulation.
Les deux simulateurs seront brièvement présentés. Ces travaux ont donné lieu à la publi-
cation [Kvieska et al., 2009b].
3.4.1 Simulateur pour l’Alternateur Couplé à des Charges RL
Un simulateur a été développé sous Matlab/Simulink spécifiquement pour le réseau avec
un alternateur couplé à des charges RL. Plus que les caractéristiques de la charge, tous les
paramètres de la machine électrique (résistances internes, inductances mutuelles, etc) peuvent
être paramétrés. Il est par contre intéressant de considérer que ces paramètres sont constants
pour la synthèse de lois de commande : si tel est le cas, l’equation (3.9) sera linéaire pour une
charge et fréquence données. La figure 3.7 montre l’interface de ce simulateur.
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Figure 3.7 – Interface du Simulateur RL
Ce simulateur présente plusieurs caractéristiques intéressantes pour l’étude menée. Pre-
mièrement, les valeurs des paramètres de la charge sont des entrées. Donc, les changements de
charge peuvent être simulés dans n’importe quelle forme désirée. Par exemple, pour simuler
la connexion d’une charge, les évolutions de R et L peuvent être représentées comme des
échelons à un instant donné, avec les charges équivalentes avant et après la commutation.
La représentation d’un modèle mécanique est également prévue, découplée du modèle
électrique. Ceci est intéressant pour la synthèse de lois de commande, où, étant données les
constantes de temps très différentes, les problèmes de la commande de la tension et de la
fréquence sont classiquement séparés. Nous avons tout au long de cette thèse considéré que
la fréquence était constante pour la synthèse de nos commandes. Donc dans nos simulations
ce bloc était tout simplement une constante.
L’intérieur du simulateur a une taille trop importante, et ne sera pas présenté ici. Il
est construit avec des blocs élémentaires de l’environnement Simulink. Pour cette raison, ce
simulateur est dédié à cette topologie : l’alternateur couplé à des charges RL. L’avantage
majeur de ce simulateur est que toutes les boucles algébriques présentes à l’équation (3.8)
ont été éliminées. De ce fait, les simulations sont extrêmement rapides, les calculs étant tous
directs.
Pour une idée du temps de simulation, considérons l’exemple 3.2.1. Les figures 3.2 et 3.3
présentées ont été obtenues avec ce simulateur. Avec le solveur numérique ode15s du type
stiff [Shampine, 1994], avec une tolérance relative de 10−5, une tolérance absolue de 10−6 et
tous les autres paramètres en mode automatique, il a fallu moins d’une demie seconde à un
ordinateur de bureau pour simuler les 60 secondes ! Un temps moyen d’environ 0.42 secondes
dans un Intel Pentium IV 3.2GHz avec 3Go de mémoire vive.
La contre partie de cette très bonne performance est le fait que le simulateur est dédié à
cette topologie. Cette très bonne performance a donc un prix : on ne peut pas le faire évoluer
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simplement vers une topologie plus complexe : il ne peut pas être utilisé pour le cas RLC.
3.4.2 Simulateur pour l’Alternateur Couplé à des Charges RLC
Un autre simulateur a été développé pour l’alternateur couplé à des charges RLC. Comme
ce modèle est considérablement plus complexe que le modèle RL (un système du 9eme plutôt
que du 5eme ordre), les équations n’ont pas été “ouvertes” sous la forme de blocs élémentaires
de l’environnement Simulink. Donc, il y a encore des boucles algébriques, et le temps de
simulation n’est pas aussi satisfaisant que celui du simulateur précédent.
L’interface de ce simulateur est, à première vue, très proche de celle du simulateur RL,
montrée à la figure 3.7. Par contre, son noyau est fondamentalement différent. On adopte une
stratégie intéressante : une m-fonction de Matlab [Mathworks, 2008] calcule les équations
(3.10) et (3.21). Pour chaque pas de calcul ces valeurs seront donc utilisées pour l’intégration
de x˙. La figure 3.8 montre cette topologie. De cette façon lors d’une commutation de charge,
tout aspect de la simulation est connu, et des vérifications peuvent être effectuées pour la
cohérence de la simulation.
Figure 3.8 – Boucle d’intégration pour le simulateur RLC - Intérieur de l’interface
L’intérêt de cette topologie réside dans le fait que tous les calculs sont effectués à l’intérieur
de la m-fonction. De cette façon, il est très simple de manipuler les conditions de la simulation.
Il est possible de modifier les équations, d’ajouter des nouvelles entrées ou sorties, et de
changer les paramètres du réseau. Le “prix” à payer pour une telle souplesse est une moins
bonne performance temporelle lors de son exécution : le temps de simulation est plus long.
Pour chaque pas de simulation Matlab fait appel à une fonction, ce qui est une tâche très
lourde pour la CPU au cours d’une simulation entière.
Pour avoir une idée du temps de simulation, considérons maintenant l’exemple 3.3.1. Les
figures 3.5 et 3.6 présentées ont été obtenues avec ce simulateur. Avec les mêmes configurations
de la section précédente pour le solveur numérique, il a fallu au même système informatique
une dizaine de minutes pour simuler les 60 secondes.
Certes, des outils sous Matlab, comme la SimPower Toolbox, existent pour simuler ce
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type de système. Cependant, la souplesse de ce simulateur est très attirante pour mettre au
point des simulations “inhabituelles”. Ces situations englobent par exemple un changement
de charge graduel dans une forme particulière, le changement de certaines des équations du
modèle, entre autres 4.
3.5 Considérations Finales
Dans ce chapitre les bases de l’étude qui sera développée au long de ce manuscrit ont
été posées. Deux modèles dynamiques pour les réseaux ont été présentés, et ils sont décrits
comme des systèmes LPV. De cette façon, stabilité et performance peuvent être étudiées à
l’aide des résultats présentés au chapitre 2. Le premier modèle est celui avec les charges RL,
classiquement utilisé. Comme l’on a pu voir, il n’est pas en mesure de répondre aux besoins
de notre étude.
Le modèle qui sera utilisé par la suite de ce manuscrit sera donc le modèle d’un alternateur
couplé à des charges RLC. Comme on a brièvement discuté, ce modèle présente des dyna-
miques très riches, et la synthèse de lois de commande n’est donc pas toujours évidente. Avant
de pouvoir passer à cette phase, une parfaite compréhension de ce modèle est nécessaire, et
cela est beaucoup moins évident qu’il n’y paraît.
Le chapitre suivant fera donc une analyse des systèmes dynamiques obtenus avec ce mo-
dèle. C’est à partir de cette analyse, qui ne s’intéresse qu’aux caractéristiques intrinsèques du
système, qu’il est possible de développer la stratégie de commande présentée dans la deuxième
partie de ce manuscrit.
4. Dans le cadre de notre projet, décrit à la section 1.2, une étude a également été menée pour la mise en
place d’une plate-forme de simulation avec la SimPower Toolbox de Simulink/Matlab. Les résultats de cette
étude n’ont pas été utilisés directement dans ce manuscrit, mais ils ont permis de mieux cadrer notre recherche.
Les détails sont disponibles dans [Yao et al., 2009b].
Chapitre 4
Analyse Dynamique du Système
Le modèle global du réseau électrique avec des charges RLC (une famille de systèmes du
9eme ordre), décrit à la section 3.3, présente de très riches dynamiques. En fonction de la
charge qui est couplée à l’alternateur, ces dynamiques varieront énormément. Leur parfaite
compréhension lors des commutations de charge est fondamentale pour la synthèse de lois de
commande.
Si pour des systèmes linéaires “habituels” la synthèse de lois de commande ne pose pas
de difficultés particulières, ceux traités ici présentent des modes très oscillants, parfois peu
commandables. Comme l’on verra dans ce chapitre, si ces caractéristiques ne sont pas prises
en compte, il peut être impossible de faire la synthèse d’une loi de commande adaptée. Ce
chapitre présentera les raisons pour lesquelles il est tellement difficile (ou parfois impossible)
de les commander.
L’étude complète de ces différents systèmes est présentée. Un ensemble d’environ 54.000
charges a été considéré, et une classification basée sur leurs réponses dynamiques est proposée.
Cette classification ouvre l’intéressante possibilité de commandes à Gains Programmés basées
non pas sur la charge, mais sur un groupe de comportement.
Deux analyses de la commutation de charge seront présentées : une qualitative et une
autre quantitative. Le concept de Distance de Charge, l’analyse qualitative, est proposé. Cette
définition nous permet de prévoir si une commutation se déroulera bien ou pas. Basée sur
cette définition, une fonction d’estimation de la tension de sortie après une commutation est
proposée à la fin de ce chapitre. C’est l’analyse quantitative de la commutation.
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4.1 Classification des Charges
Une classification des charges en fonction des caractéristiques dynamiques est proposée
dans cette section. D’abord les charges utilisées seront présentées, ensuite, la méthode utilisée
pour cette classification, et finalement les différents groupes obtenus.
4.1.1 Charges Considérées pour l’Étude
Pour pouvoir étudier les différents comportements possibles du réseau électrique, diffé-
rentes situations doivent être représentées à l’aide des modèles du chapitre 3. Si l’on veut
étudier une situation précise, la stratégie est simple : calculer les paramètres Rcharge, Lcharge
et Ccharge correspondants. C’est la procédure classique lorsqu’un problème bien précis nous
est posé.
Par contre, pour une étude plus étendue des différentes commutations possibles, un cadre
plus large est nécessaire. Une solution intéressante serait donc de faire un maillage de l’espace
3-D défini par Rcharge, Lcharge et Ccharge et étudier ainsi les comportements dynamiques pour
chacune d’elles.
Cette stratégie a cependant deux inconvénients. Le premier est que, pour un maillage fin,
le nombre de charges obtenues serait trop grand, et donc difficile à traiter. Si cet inconvénient
n’est pas très important, il y en a par contre un autre plus sérieux : le facteur de puissance
(FP). Les installations électriques ont des facteurs de puissance minimum bien définis. Une
charge à faible facteur de puissance ne sera donc pas réaliste.
La démarche adoptée repose donc sur un maillage de l’espace 2-D défini par Rcharge et
Lcharge. En fonction de ces deux variables, la valeur de la composante capacitive nécessaire
pour ramener le système à un facteur de puissance de 0.8 est calculée. Cela est fait très
simplement en tenant compte du diagramme des puissances active et réactive du système
[Krause et al., 2002]. Comme la composante capacitive est en parallèle (cf. figure 3.4), elle est
définie par l’équation suivante :
Ccharge =
1
ω2Lcharge
(
1− tan(acos(Facteur de Puissance Desire))tan(acos(Facteur de Puissance Initial))
) (4.1)
Cette composante capacitive ne sera ajoutée que pour les charges ayant un FP inférieur à
0.8. Donc, une partie des charges obtenues avec cette méthodologie se compose de systèmes
RL, du 5eme ordre. Le maillage utilisé pour l’obtention des systèmes correspond à environ
54.000 points différents, et donc au même nombre de systèmes dynamiques. Parmi ces sys-
tèmes, environ 14.000 sont équivalents à des charges RL (systèmes du 5eme ordre) et 40.000
sont des équivalents à des charges RLC (systèmes du 9eme ordre). La résistance varie de 1mΩ à
20.000Ω, alors que l’inductance entre 0.2mH à 1H 1. Pour des faibles valeurs des paramètres,
de grandes variations de puissance et de comportement dynamique peuvent être remarquées.
Pour cela, le maillage est beaucoup plus fin dans cette zone.
Plusieurs informations peuvent être extraites de chacune de ces charges. Par exemple
les matrices d’état A et B, qui sont calculées sur la base des modèles du chapitre 3. Des
linéarisations obtenues avec la fonction linmod [Mathworks, 2008] sont également effectuées
autour des points de fonctionnement, pour le calcul de la matrice C du modèle d’état. De
1. Les bornes supérieures des valeurs représentent des circuits ouverts.
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cette façon il est également possible de calculer les zéros du système, ainsi que des fonctions
de transferts pour des éventuelles synthèses de lois de commande 2.
4.1.2 Distribution des Charges
Pour classifier les charges en fonction de leur comportement, les matrices d’état seront
prises en compte. Plus spécifiquement, les matrices A et B pour chacun des systèmes calculés
précédemment seront considérées. En fonction des modes dynamiques, définis par les pôles,
chaque charge sera considérée comme étant dans un groupe particulier.
Cinq “groupes de comportement” ont été définis pour les charges. Ils ne sont pas disjoints,
et certains sont des sous ensemble d’un autre, comme montrée à la figure 4.1 :
1. Charges Instables
2. Charges avec des Dynamiques Dominantes
3. Charges avec des Dynamiques du Premier Ordre (Sous-ensemble du groupe 2)
4. Charges avec des Modes Peu Amortis
5. Charges avec des Modes Peu Amortis Peu Commandables. (Sous-ensemble du groupe
4)
Chacun de ces groupes sera détaillé par la suite. Évidemment, il est possible d’affiner
cette classification, mais qualitativement, cinq groupes arrivent à bien mettre en évidence les
différents comportements. Dans cette section la méthodologie utilisée pour la classification,
ainsi que le traitement nécessaire pour chacun des systèmes est décrit.
Avec les définitions des groupes une analyse de chacune des charges est entreprise, et le
résultat est présenté à la figure 4.1, au travers d’une représentation visuelle. Cette distribution
met en évidence quantitativement la proportion des charges qui fait partie de chacun des
groupes. En fonction du groupe de charge, la nature, et la priorité de la stratégie de commande
seront différentes.
4.1.2.1 Charges Instables
Méthodologie La définition des charges de ce groupe est très directe, et se fait en fonction
des pôles du système. Elles correspondent à 0.23 % des charges considérées.
Stratégie Nécessaire Les charges instables représentent une minorité des systèmes, et
un régulateur stabilisant est nécessaire. Ces charges sont très compliquées à commander :
en fonction de la commutation qui est entreprise, il est possible que le signal de commande
nécessaire pour stabiliser le système prenne des valeurs trop importantes. La saturation de ce
signal peut donc conduire à un système instable. La définition de la Distance de Charge à la
section 4.2 donnera une idée qualitative de quand cette situation peut se présenter.
4.1.2.2 Charges avec des Dynamiques Dominantes et Charges avec des Dyna-
miques du Premier Ordre
Méthodologie Au travers des simulations on a pu remarquer qu’une partie des systèmes
présentaient une dynamique plus lente que les autres. Pour ces systèmes, il serait légitime
pour la synthèse de lois de commande de ne prendre en compte que cette dynamique lente.
2. Les techniques de commande qui seront développées dans le chapitre 6 ne prendront en compte que les
matrices calculées A et B, sans besoin de linéarisation.
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L’analyse des charges qui font partie de ce groupe repose également sur les pôles du
système. La méthode est très simple : d’abord, on ne considère que les parties réelles des
pôles. On repère de cette façon le pôle le plus lent. Si tous les autres pôles ont une partie
réelle au moins 10 fois plus élevée, ce système sera considéré comme étant dans le groupe des
Charges à Dynamiques Dominantes. Les charges dans ce groupe correspondent à 85.34 % de
celles considérées.
De la même façon, après repérage du pôle le plus lent, si tous les autres pôles ont une
partie réelle au moins 50 (à la place de 10) fois plus élevée, ce système sera considéré comme
étant dans le groupe des Charges avec des Dynamiques du Premier Ordre. Ces systèmes
correspondent à 67.97 % des charges considérées.
Stratégie Nécessaire Ces charges à Dynamiques Dominantes sont les plus faciles à com-
mander, vu qu’une dynamique est beaucoup plus lente que les autres. Une remarque très
importante : entre les 54.000 charges considérées, environ 14.000 sont des systèmes RL, du
5eme ordre. L’intégralité de ces 14.000 systèmes est classée dans le groupe “Premier Ordre”.
Cela confirme les comportements constatés à l’exemple 3.2.1, et montre que la modélisation
RL n’est pas en mesure de représenter des situations complexes. Pour ce groupe de charges
la synthèse de régulateurs très simples est suffisante. Lors des commutations, les dynamiques
rapides seront très rapidement amorties, et au pire des pics de tension seront remarqués.
4.1.2.3 Charges avec des Modes Peu Amortis et Charges avec des Modes Peu
Amortis et Peu Commandables
Méthodologie D’abord, on définit le groupe des Charges avec des Modes Peu Amortis.
Ce groupe est défini à partir de l’analyse des pôles complexes du système. Des modes très
oscillants sont présents pour une partie des charges. Ils peuvent être plus ou moins amortis.
Le critère défini pour ce groupe est donc simple : il se base sur le coefficient d’amortissement
ξ. Tous les systèmes qui présentent des pôles avec un ξ inférieur à 0.01 sont considérés comme
peu amortis 3.
Pour les systèmes que nous avons étudiés, ces modes correspondent à des pôles très oscil-
lants avec des faibles parties réelles (en valeur absolue). Ces systèmes correspondent à 71.55
% des charges considérées.
Ensuite, le groupe des Charges avec des Modes Peu Amortis et Peu Commandables est un
sous-ensemble de ce premier groupe. Les systèmes linéaires peuvent présenter des modes fai-
blement commandables. Ces modes peuvent être commandés à condition d’y mettre beaucoup
d’énergie. S’ils sont amortis, même si la commande n’essaie pas de les diriger, ils ne poseront
pas de problèmes. Par contre, dans le cas où ces modes sont peu amortis, ils peuvent vraiment
poser des problèmes. Comme l’on verra par la suite de ce chapitre (notamment à la section
4.2.2), ces charges “à risque” nécessitent un traitement spécial lors d’une commutation.
L’influence de l’entrée de commande u(t) sur le i-ème mode du système est quantifiée par
wTi Bu(t), où wi est le vecteur propre à gauche associé à ce mode [Lebret, 2007a]. Pour un
mode qui n’est pas commandable, le produit wTi B est nul. S’il est très faible, le mode est
donc peu commandable. Le même critère qu’avant a été utilisé : si ce produit est inférieur à
0.01 pour au moins un des pôles peu amortis du système, il sera considéré comme étant dans
ce groupe. Ces systèmes correspondent à 12.78 % des charges considérées.
3. Ce coefficient est défini simplement comme le cosinus de l’angle entre la droite reliant le pôle à l’origine
et l’axe réel. Donc, s’il est petit, l’angle est proche de 90◦, et le pôle est peu amorti.
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Stratégie Nécessaire Le groupe des Charges avec des Modes peu Amortis présente des
intersections avec tous les groupes décrits précédemment.
– Tout d’abord, les charges qui ont des modes peu amortis, mais qui présentent également
une dynamique beaucoup plus lente que les autres (21.829 charges exactement). Même
si la partie imaginaire est très importante (parfois de l’ordre de 10.000), la partie réelle
n’est tout de même pas négligeable, et ces systèmes peuvent être commandés sans grande
difficulté.
– Ensuite, les charges qui sont classées comme ayant juste des modes peu amortis (1.015
charges). Dans ces cas, un régulateur qui prend en compte toutes les dynamiques est
nécessaire. Notre stratégie dans cette thèse est de faire de la commande optimale par
retour d’état, comme détaillé au chapitre 6.
– Les charges à Dynamiques Dominantes et modes peu amortis (9037 charges), se trouvent
“entre” ces deux ensembles qui viennent d’être décrits : il y a une dynamique dominante,
mais les modes peu amortis ne peuvent tout de même pas être négligés.
– Finalement, le groupe des charges qui ont des modes peu amortis et peu commandables
(6935 charges), qui est le groupe des charges “à risque”. Ces charges ont des modes peu
amortis qui doivent donc être pris en compte par le régulateur. Par contre, ces modes
sont peu commandables : cela veut dire qu’il faut beaucoup d’énergie pour les contrôler.
Il n’est parfois même pas possible de commander ces charges : il faut donc faire attention
aux commutations de charges qui ont comme “point final” une charge de ce groupe. La
section 4.2.2.2 mettra en évidence une de ces situations, et une discussion plus détaillée
y sera présentée.
Cette classification de charges est, à notre connaissance, originale en ce qui concerne la
commande des réseaux électriques. Cet apport a été publié dans [Kvieska et al., 2009c].
4.1.3 Perspective : Commandes Intelligentes
A la section 1.2 de l’introduction de ce manuscrit, l’idée générale du projet dans lequel
cette thèse s’inscrit est présentée. Les lois de commande que nous développons dans cette
thèse considèrent que la situation du système est connue. Les régulateurs sont donc conçus
pour les charges précises qui modélisent le système pour un point de fonctionnement donné.
Mais, comme l’on vient de le décrire, les charges peuvent être groupées en fonction de leur
comportement dynamique.
Une perspective très intéressante pour cette partie de nos travaux repose sur ce fait. Plu-
tôt que commander chaque charge particulière, un système intelligent de supervision (comme
présenté à la figure 1.1) pourrait indiquer à un régulateur à quel groupe particulier la charge
appartient. De cette façon les régulateurs seraient conçus pour les groupes, et non pas pour
les charges. L’intérêt d’une telle commande serait de “faciliter” la tâche du système de super-
vision : il est plus simple de définir le groupe d’une charge que ses valeurs précises de R, L et
C.
Dans le cadre de notre projet, des études ont été menées pour la commande intelligente des
réseaux électriques. Une publication a été réalisée, une partie des résultats étant disponibles
dans [Yao et al., 2009a].
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4.2 Analyse Qualitative de la Commutation : Distance de
Charge
Cette section présente la définition de Distance de Charge, une analyse qualitative de la
commutation de charge. Ce concept a évolué dans nos recherches, et dans la section 4.3 une
analyse quantitative sera présentée.
Dans cette thèse les changements de charges sont modélisés comme des commutations,
cela étant le changement le plus abrupt. Donc, si le système est stable avant et après la
commutation (naturellement, où stabilisé par un régulateur), on peut supposer qu’il ira d’un
régime permanent vers un autre. Cependant, la façon dont se déroulera la commutation variera
en fonction des charges considérées.
Une commutation de charge peut être divisée en deux parties : la première, avant la com-
mutation, et une deuxième, après la commutation. C’est un point clé dans cette étude : le
système après la commutation, pour une charge donnée, a des dynamiques linéaires et des
conditions initiales non-nulles, qui sont les conditions finales du système avant la commuta-
tion.
Après la commutation, la réponse de la partie linéaire du système dynamique est la somme
de deux réponses. D’une part la réponse forcée liée à l’entrée du système, et d’autre part une
réponse libre liée aux conditions initiales. Les valeurs de ces conditions initiales seront égales
aux valeurs de régime permanent du système avant la commutation, si l’on suppose qu’il est
en régime permanent à l’instant de la commutation 4.
L’analyse de la partie linéaire du système revient à une simple réponse temporelle de
l’équation (3.20). Les états du système évolueront comme suit :
xapres =
(
sI − E−1apresAapres
)−1
E−1apresBapresu+
(
sI − E−1apresAapres
)−1
x0apres (4.2)
On s’intéresse dans cette section à l’influence des conditions initiales dans la réponse
temporelle du système.
4.2.1 Distance de Charge
Comme on peut très facilement le vérifier, des conditions initiales arbitraires peuvent
influencer énormément le comportement d’un système RLC. Cela est lié au fait que des
conditions initiales (qui représentent des tensions et des courants) “incohérentes” 5 entraînent
de très fortes valeurs pour les dérivées des états. Et cela aura, évidemment, un impact sur les
valeurs des états.
On peut facilement remarquer que si les conditions initiales du système après la commu-
tation étaient égales aux états en régime permanent, il n’y aurait aucun transitoire. Cela est
très intuitif : si à t = 0 le système se trouve à son équilibre, avec une entrée de commande né-
cessaire pour y rester, aucune fluctuation ne sera vérifiée. Par contre, si les conditions initiales
sont trop “éloignées” de ces valeurs, le système présentera un transitoire avec des comporte-
ments potentiellement indésirables. A partir de ce raisonnement, le concept de Distance de
Charge est présenté :
4. Cette hypothèse sera relaxée pour la stratégie de commande proposée au chapitre 6.
5. Par conditions initiales “incohérentes” on entend des valeurs qui sont éloignées de l’équilibre du système.
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Définition 4.2.1. Définition de la Distance de Charge
Soit XRP les valeurs de régime permanent des états. La distance entre deux charges 1 et 2
sera définie comme :
D21 = ‖XRP2 −XRP1‖2 (4.3)
où ‖.‖2 est la norme euclidienne du vecteur.
Comme cette norme prend en compte des courants et des tensions, elle n’a pas d’unité.
Mais sa valeur relative peut être utilisée pour l’étude de différentes commutations de charge.
Ce concept, allié à la distribution des charges, nous permet de prédire si une commutation se
passera bien ou pas, avant de l’entreprendre, comme décrit par la suite.
4.2.2 Exemples de Commutations de Charge
Dans ce paragraphe l’application du concept de Distance de Charge est mise en évidence.
On prendra comme exemple deux commutations. Pour chacune, la charge après la commuta-
tion est définie dans le groupe des “Modes Peu Amortis et Peu Commandables” de la figure
4.1, décrit à la section 4.1.2. C’est pour ce groupe que la définition de Distance de Charge est
la mieux appliquée.
Soit ChargeApres la charge qui, selon le modèle de la section 3.3, est caractérisée par :
– Rcharge = 0.3Ω
– Lcharge = 0.99H
– Ccharge = 10.22µF
Cette charge consomme 0.0001 % de la puissance active nominale. C’est donc la représen-
tation d’un circuit ouvert, ou un circuit avec seulement des petites charges connectées. Les
modes dynamiques sont caractérisés par les valeurs propres de E−1A :
– -35.38 ± 22517.61i
– -93.73 ± 19298.40i
– -0.32 ± 314.30i
– -63.81
– -47.62
– -0.33
Deux charges sont considérées pour la période avant la commutation.
4.2.2.1 Premier Cas : Analyse d’une Commutation de Charge “Proche”
Pour illustrer une commutation où la tension de sortie dévie peu de la valeur nominale,
une charge “proche” de ChargeApres est choisie. Soit ChargeAvant1 la charge caractérisée par :
– Rcharge = 3.6Ω
– Lcharge = 9mH
– Ccharge = 76.266µF
Cette charge consomme 5.5% de la puissance active nominale. La distance entre les deux
charges, d’après la définition 4.2.1 est de 199. Comme l’on verra dans la suite, c’est une faible
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valeur. La figure 4.2 montre la commutation quand l’entrée de commande (en boucle-ouverte)
est simplement la valeur nécessaire pour que la tension soit à 508V 6. Cette constante est
calculée simplement par le produit de la tension désirée par l’inverse du gain statique du
système.
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99.99 100 100.01 100.02 100.03 100.04 100.05
14
15
16
17
18
Excitation Voltage == Control Input (V)
Figure 4.2 – Commutation entre deux charges proches à t = 100s
Les variations sont petites : le régime permanent étant à 508V , la valeur maximale est à
526V et la minimale à 505V . Plus que cela, le signal ne quitte même pas la zone de tolérance de
±5%, avec une entrée de commande constante ! Cependant, des oscillations existent pendant
une bonne période de temps, ce qui est cohérent avec les modes de ChargeApres.
4.2.2.2 Deuxième Cas : Analyse d’une Commutation de Charge “Éloignée”
Une deuxième charge “éloignée” de ChargeApres a été choisie. Soit ChargeAvant2 :
– Rcharge = 0.01Ω
– Lcharge = 0.2mH
– Ccharge = 44.33mF
Cette charge consomme 79.7% de la puissance active nominale. La distance pour ce couple
de charges est de 18480. La figure 4.3 montre les résultats de cette simulation. La tension de
6. La valeur de 508 V est égale à 880√3 , comme défini à l’équation 3.10.
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sortie oscille entre 0 et environ 32k Volts, et le temps de réponse à ±5% est d’environ 10
secondes.
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Figure 4.3 – Commutation entre deux charges éloignées à t = 100s
Les figures 4.2 et 4.3 montrent les réponses simulées pour la même charge après la com-
mutation : Chargeapres. La différence vient des caractéristiques des charges avant la commu-
tation. Dans le premier cas, la Chargeavant1 est proche de Chargeapres. Les modes oscillants
de Chargeapres sont donc peu excités. Dans le deuxième cas, la Chargeavant2 est éloignée de
Chargeapres. Les modes oscillants sont donc très excités.
Cet exemple met en avant la capacité d’analyser a priori une commutation d’une charge
à l’autre pour les charges du groupe “Modes Peu Amortis et Peu Commandables”. Pour
les charges à Dynamiques Dominantes, même si la distance de charge est importante, à la
commutation la tension ne s’éloignera pas beaucoup de la valeur de régime permanent.
Avant de passer à la section suivante, une étude plus approfondie de cette charge sera pré-
sentée. On y montre que pour des commutations éloignées il n’est pas possible de commander
ce type de charge.
La Commande des Charges avec des Modes Très Peu Commandables
Cette charge présente d’énormes difficultés pour la synthèse de lois de commande. Des
régulateurs simples (par exemple un PID) n’ont pas assez de degrés de liberté pour prendre
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en compte tous ses modes dynamiques. Des lois de commande issues de l’approche d’état 7
aboutissent systématiquement à des commandes à très fortes amplitudes. Et même avec ces
fortes amplitudes, la réponse temporelle du système n’est pas satisfaisante : les valeurs de la
tension de sortie sont trop élevées.
Si l’on continue l’analyse de Chargeapres, on montrera qu’il n’est pas possible, pour cer-
taines situations, de la commander. Une première analyse révèle que tous les modes sont
commandables : le Grammien de commandabilité est défini positif [Lebret, 2007a]. Comme
défini dans [Moore, 1981], il est possible de calculer les “modes du second-ordre” du système
et d’étudier l’existence de sous-systèmes dominants. Avec la fonction balreal de Matlab on
peut calculer les valeurs singulières de Hankel pour la Chargeapres :
– 17.29
– 0.29
– 0.13
– 0.13
– 0.04
– 1.73e-006
– 1.73e-006
– 2.61e-007
Ces valeurs décrivent les “modes du second-ordre” du système, et sont utilisées pour
calculer une représentation équilibrée du système [Laub et al., 1987] 8. Il y a une énorme
différence entre les valeurs singulières pour les modes de ce système dynamique. Ces valeurs
sont calculées à partir des Grammiens de commandabilité et d’observabilité : cela implique
donc une grande différence de commandabilité/observabilité entre les différents modes.
Pour détecter quels modes sont peu commandables, comme décrit à la section 4.1.2, on
peut calculer wTi B pour chacun des modes (ce serait zéro pour un mode qui n’est pas comman-
dable), où wi est le vecteur propre à gauche associé au i-ème mode. On arrive à la conclusion
que les modes les moins commandables sont liés aux pôles très oscillants −0.32± 314.30j.
Donc, s’ils sont très excités à la commutation (une distance importante entre les charges)
l’effet des modes peu amortis sera important. Et ces effets seront tellement importants qu’il
ne sera pas possible de les commander, et cela avec n’importe quelle stratégie de commande.
Cette situation est mise en évidence sur la figure 4.3. Il faudrait une très grande énergie pour
attenuer ces modes, et cette énergie n’est pas disponible.
Plus que cela : même si une telle énergie était disponible, comme l’on a un système mono-
entrée, il serait toujours impossible de les commander. Parce que si l’on met l’énergie nécessaire
pour commander les modes peu commandables, les autres modes seraient trop excités. Leur
influence sur la tension de sortie résulterait en oscillations de grandes amplitudes : exactement
ce que la commande à forte amplitude était censée contrer.
Les techniciens et ingénieurs qui travaillent sur des applications pratiques se voient con-
frontés à cette situation dans leur travail. Ils savent qu’il y a des commutations qui doivent
être évitées pour maintenir la stabilité du réseau. Pour atteindre une charge “éloignée”, des
commutations intermédiaires sont effectuées. C’est le cas lorsqu’une mise en marche progres-
sive est entreprise pour un nouvel équipement sur le réseau.
7. Des commandes du type observateur/retour d’état comme par exemple le Loop-Transfer Recovery (LTR)
[Lebret, 2007b]
8. Ces valeurs peuvent ensuite être utilisées pour une réduction de modèle
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4.3 Analyse Quantitative de la Commutation : Estimation de
la Variation de la Tension après la Commutation
La section précédente a proposé une analyse qualitative de la commutation, au travers de
la définition de la Distance de Charge. Elle permet de définir rapidement, dans le cas d’une
charge “à risque”, si la commutation se déroulera bien ou pas. Par contre, cette définition
présente deux points faibles :
– Elle n’a pas d’unité. Donc, sa valeur absolue n’a pas de sens, même si la valeur relative
peut être un indicateur très important.
– Elle suppose que le système avant la commutation a atteint son régime permanent.
Donc, si les états au moment de la commutation ne sont pas aux valeurs de régime
permanent, la Distance de Charge n’a pas le sens décrit précédemment.
Cette section est motivée particulièrement par le deuxième point. Au chapitre 6, une
stratégie est proposée pour anticiper la commutation, et le système ne sera pas en régime
permanent à l’instant de commutation. Dans ce cas la Distance de Charge aura une autre
interprétation : de mesurer s’il est possible d’anticiper efficacement un changement de charge.
On relâchera donc l’hypothèse que le système est en régime permanent à l’instant de
commutation. On développera une fonction d’estimation qui, pour une valeur donnée des
états xd, à l’instant de commutation, mesure l’influence de ces valeurs sur le système après
commutation.
Cette fonction sera nommée F∆V sortie(xd).
Elle sera très utile à la méthode présentée au chapitre 6 : c’est la fonction qui permet de
quantifier si un état est plus adéquat au moment de la commutation qu’un autre. Son résultat
est donné en Volts : elle calcule la valeur maximale de l’enveloppe de la variation de la tension
de sortie après la commutation.
Cette fonction peut être résumée comme suit. L’évolution des états pour une entrée
constante est analysée, à partir des dynamiques du système. La réponse sera décomposée
pour les différentes contributions de ces dynamiques. La variation de la tension après la com-
mutation sera la somme des réponses de chacun des différents modes dynamiques. Comme
le signal de sortie oscille très rapidement, l’enveloppe du signal sera calculée, basée sur les
enveloppes des réponses des différents modes.
Aucune simulation n’est nécessaire : la fonction résultante calcule directement la variation
de la tension de sortie pour une valeur initiale donnée des états 9. Cela est intéressant si
l’on veut intégrer cette fonction dans une méthode itérative, qui testera plusieurs valeurs
différentes. Dans ce cas, simuler le système pour chaque nouveau test aurait un coût de calcul
très élevé. Comme l’on verra au chapitre 6, cela est primordial pour la méthode que nous
proposons.
9. On doit remarquer, encore une fois, que dans notre problématique la valeur initiale des états du système
après la commutation est égale à la valeur finale des états avant celle-ci.
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4.3.1 Évolution des États du Système
Pour un système linéaire, l’évolution des états, si l’on considère t0 = 0, est donnée par
[De Larminat, 1996] :
x(t) = eAtx0 +
∫ t
0
eA(t−τ)Bu(τ)dτ (4.4)
On fait l’hypothèse dans cette section que le système est stable : soit naturellement, soit
grâce à un régulateur stabilisant. Soient xRP et uRP respectivement les valeurs des états et de
la commande en régime permanent pour un point de fonctionnement donné. Si l’on considère
que :
x0 = xRP (4.5)
u = uRP (4.6)
A condition que la matrice A soit inversible, le vecteur d’état sera égal à :
xRP = −A−1BuRP (4.7)
Cela veut dire que uRP est la valeur de commande qui maintient le système à l’état
d’équilibre xRP . Dans ce cas, le système part de l’équilibre à t = 0, avec l’entrée de commande
nécessaire pour y rester. Cela veut dire qu’aucune variation des états ne sera constatée. Donc,
d’après 4.4 :
x(t) = eAtxRP +
∫ t
0
eA(t−τ)BuRPdτ = xRP ∀t (4.8)
L’intégrale est égale à : ∫ t
0
eA(t−τ)BuRPdτ = xRP − eAtxRP (4.9)
Donc, si l’on suppose que u(t) = uRP pour tout t, il est possible de réécrire l’équation
(4.4) dans l’équation qui suit. Elle sera toujours vérifiée, et cela pour tout x0 :
x(t) = eAtx0 + xRP − eAtxRP
x(t) = eAt(x0 − xRP ) + xRP (4.10)
Si l’on considère que x0 = xRP +∆xRP , ce qui représente n’importe quel point de l’espace
d’état :
x(t) = eAt∆xRP + xRP (4.11)
Finalement, si l’on s’intéresse à la fluctuation autour de la position d’équilibre xRP :
xautour(t) = eAt∆xRP (4.12)
Cette fluctuation est créée par les conditions initiales du système, et non pas l’entrée,
constante et égale à uRP . Cette équation isole donc la composante de variation qui est liée aux
conditions initiales. Et, comme décrit dans l’introduction de cette section, celles-ci peuvent
être quelconques.
4.3. ANALYSE QUANTITATIVE : ESTIMATION DE LA SORTIE 51
4.3.2 Fluctuation Autour de la Position d’Équilibre
Dans ce paragraphe l’équation (4.12) est étudiée. C’est l’équation clé de la fonction d’es-
timation présentée dans cette section. On suppose que la matrice A du système est de rang
plein et diagonalisable 10. A partir de cette matrice, soient V le vecteur propre à droite et
D une matrice carrée avec les valeurs propres (pi, i = 1, . . . , n) du système en diagonale.
L’exponentielle matricielle peut s’écrire comme [Moler and Van Loan, 1978] :
eA = V

ep1
ep2
. . .
epn
V −1 (4.13)
Donc, pour l’exponentielle matricielle de At, les vecteurs propres seront les mêmes alors
que les valeurs propres seront multipliées par t. Soit W = V −1 :
eAt = V

ep1t
ep2t
. . .
epnt
W (4.14)
Les matrices V et W peuvent, bien évidemment, être écrites en fonction des composantes
des vecteurs propres :
eAt =

v11 · · · · · · v1n
v21
. . . ...
... . . .
...
vn1 · · · · · · vnn


ep1t
ep2t
. . .
epnt


w11 · · · · · · w1n
w21
. . . ...
... . . .
...
wn1 · · · · · · wnn
 (4.15)
Chaque terme k × j de la matrice résultante sera défini par :
[eAt]k,j =
n∑
i=1
vkiwije
pit (4.16)
Cette équation sera explorée à la section 4.3.4 pour estimer la variation des états. Avant,
le principe de séparation qui amène à cette estimation est décrit.
4.3.3 La Somme des Réponses des Différents Modes Dynamiques
Pour estimer la variation de la tension de sortie, l’influence de chacun des modes pour un
vecteur de perturbation ∆xRP donné est prise en compte. En revenant à l’équation (4.15),
on peut la décomposer de la façon suivante :
10. Le cas pour les 54 000 systèmes étudiés dans ce manuscrit
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eAt = V

ep1t
ep2t
ep3t
. . .
epnt
W
(4.17)
eAt = V


ep1t
0
0
. . .
0
+

0
ep2t
ep3t
. . .
0
+

0
0
0
. . .
epnt

W
(4.18)
eAt = V

ep1t
0
0
. . .
0
W
︸ ︷︷ ︸
Matrice Partielle 1
+V

0
ep2t
ep3t
. . .
0
W
︸ ︷︷ ︸
Matrice Partielle 2
+ . . .
(4.19)
On peut donc décomposer la matrice exp(diag(D)) dans la somme de ses différents modes.
Les matrices partielles seront composées seulement d’un élément non nul pour les pôles réels
(Matrice 1), et de deux éléments non-nuls pour les modes complexes conjugués (Matrice 2).
De cette façon il sera possible d’estimer de façon très précise la variation de la tension de
sortie en fonction des conditions initiales.
4.3.4 Analyse des Modes
Le système dynamique (générateur couplé à des charges RLC) présente systématiquement
des modes très oscillants, qui sont pour certaines charges naturellement amortis (voir section
4.1.2). Des oscillations très rapides qui sont très amorties représentent des pics de tensions
en simulation. Le but de la fonction d’estimation est de mesurer la variation de la tension de
sortie, mais sans prendre en compte ce type de phénomène.
Un calcul très simple et direct est donc utilisé pour négliger ce qui se passe dans les tout
premiers instants après une commutation. On va négliger ce qui se passe entre t = 0 et t = tosc,
où cet instant t = tosc est ainsi défini :
– Le pôle le plus lent est repéré.
– Tous les autres pôles avec une partie réelle au moins 10 fois plus élevée (en valeur
absolue) seront considérés comme des “pôles rapides”.
– Dans le groupe des “pôles rapides” le moins rapide (pmoinsrapide) est choisi
– tosc est défini pour que e−real(pmoinsrapide)∗tosc = 0.01. Cela implique un amortissement
de 99 % des modes “rapides”. Ce critère peut évidemment être changé pour d’autres
valeurs d’amortissement. Donc, pour l’estimation de la sortie, uniquement la réponse
après t = tosc sera prise en compte.
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Dans tous les systèmes etudiés au long de ces travaux de thèse, il n’y a que deux types de
pôles : réels ou complexes avec une composante imaginaire importante 11. Ces deux classes
seront abordées par la suite.
4.3.4.1 Pôles Réels
L’influence d’un pôle réel stable dans la réponse est strictement décroissante. Il est donc
simple de la mesurer, la valeur la plus élevée étant celle à t = tosc. Donc, l’influence de ces
pôles est calculée comme la somme des différents termes liés aux modes réels à l’équation
(4.19), multipliés par ∆xRP (cf. équation 4.12).
Un exemple sera donné à la section 4.3.5 pour clarifier cette idée.
4.3.4.2 Pôles Complexes avec une Partie Imaginaire Élevée
Le but de la fonction d’estimation décrite dans cette section 4.3 est de prévoir l’amplitude
de la tension de sortie après la commutation. Pour des très rapides oscillations, l’influence
sur la tension de sortie peut être considérée comme vers les valeurs positives et négatives. Les
valeurs maximales et minimales seront les limites de l’oscillation, l’enveloppe du signal. Et
c’est cette enveloppe qui sera prise en compte par la fonction d’estimation F∆V sortie(xd).
D’après l’équation (4.19), il est possible de faire la somme de chaque terme lié à des valeurs
propres qui composent la sortie. Pour les modes oscillants, chaque paire de pôles complexes
conjugués sera considérée ensemble. Inspirés par l’équation (4.16), il est possible de redéfinir
chaque terme des matrices partielles. Si juste deux termes de cette matrice sont non-nuls (la
paire de pôles complexes), les termes de la matrice résultante seront :
[eAtpartiel]k,j =
i+1∑
l=i
vklwlje
plt (4.20)
[eAtpartiel]k,j = vkiwijepit + vk(i+1)w(i+1)jep(i+1)t (4.21)
Les modes oscillants sont les i-ème et (i+1)-ème pôles complexes conjugués du système.
Une inspection de cette dernière équation révèle que les grandeurs suivantes sont complexes
conjuguées :
– vki et vk(i+1), composantes du vecteur propre
– wij et w(i+1)j , composantes du vecteur propre
– epit et ep(i+1)t, les pôles, où pi = αi + jβi et pi+1 = αi − jβi
Les deux termes de l’équation (4.21) seront complexes conjugués : pour deux nombre
complexes, p× q = p× q. Donc, pour la paire de pôles complexe i et (i+ 1), soient 12 :
vkiwij = akj + jbkj (4.22)
vk i+1wi+1 j = akj − jbkj (4.23)
11. Les pôles complexes ont une partie imaginaire avec un ordre de grandeur au moins deux fois plus élevé
que celui des parties réelles.
12. Même si j est utilisé pour un indice et pour l’opérateur complexe, le contexte identifie clairement chacune
de ces représentations.
54 CHAPITRE 4. ANALYSE DYNAMIQUE DU SYSTÈME
Le terme [k, j] de la matrice partielle eAtpartielle de l’équation (4.21) sera égal à :
[eAtpartiel]k,j = (akj + jbkj)(e(αi+jβi)t) + (akj − jbkj)(e(αi−jβi)t) (4.24)
[eAtpartiel]k,j = 2eαit (akjcos(βit)− bkjsin(βit)) (4.25)
Ce qui peut être réécrit, après des transformations trigonométriques, comme :
2eαit
(
akjcos(βit) + bkjcos(βit+
pi
2 )
)
= 2eαit
√
a2kj + b2kj cos(βit+ φ) (4.26)
où φ = atan( bkjakj ).
Donc, chaque terme de la matrice eAtpartiel aura une amplitude maximale et une phase
différentes. Si l’on considère l’équation (4.12), le vecteur xautour(t) est le produit de cette
matrice par le vecteur ∆xRP . Et chaque terme de ce vecteur xautour(t) est le produit de la
ligne correspondante de la matrice par le vecteur ∆xRP .
Soit l’équation de sortie (3.10), ici rappelée :
Vsortie =
√
V 2d + V 2q
3 (4.27)
Deux composantes de xautour présentent un intérêt, les 8eme et 9eme états, Vd et Vq,
projections de la tension de sortie dans le repère dq. Pour le 8eme terme (c’est la même
procédure pour le 9eme), en utilisant la partie gauche de l’équation (4.26) on obtient 13 :
x8 autour(t) =
9∑
j=1
((
2eαit
(
a8j cos(βit) + b8j cos(βit+
pi
2 )
))
x∆j
)
(4.28)
x8 autour(t) = 2eαit


aT︷ ︸︸ ︷
9∑
j=1
a8jx∆j cos(βit)
+

bT︷ ︸︸ ︷
9∑
j=1
b8jx∆j cos(βit+
pi
2 )

 (4.29)
Ce qui est le cas déjà décrit par la partie gauche de l’équation (4.26) :
2eαit
(
aT cos(βit) + bT cos(βit+
pi
2 )
)
= 2eαit
√
a2T + b2T cos(βit+ φ) (4.30)
où, comme avant, φ = atan( bTaT ). Même si seulement l’amplitude nous intéresse.
Comme décrit précédemment : l’idée principale de cette analyse est de pouvoir estimer
l’influence de chacune des paires de pôles complexes sur la tension de sortie à l’instant t = tosc.
Comme les oscillations considérées sont très rapides 14, l’influence autour de cet instant se
produit vers les valeurs négatives et positives autour de la valeur d’équilibre : c’est l’enveloppe
du signal. L’exemple de la section suivante clarifiera cette idée.
Finalement, comme le système est stable et nous avons choisi de ne pas prendre en compte
les variations entre t = 0 et t = tosc 15, l’influence à l’instant t = tosc est la plus importante
après la commutation.
13. Ce calcul sera fait pour chacun des modes complexes présents dans le système
14. Toujours le cas pour les systèmes considérés
15. Comme discuté dans cette section, pendant les tout premiers instants des dynamiques très amorties sont
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4.3.5 Exemple d’Application de la Fonction d’Estimation
Cet exemple illustre la procédure décrite dans cette section. C’est un exemple académique,
et les valeurs ne correspondent pas à une situation réelle : le but est de mieux illustrer la
procédure. Considérons une commutation de charge où les valeurs de régime permanent pour
le système après la commutation sont 16 :
x8RP = Vd RP = −200V (4.31)
x9RP = Vq RP = −860V (4.32)
Tous les modes liés aux 9 pôles seront pris en compte par la procédure à t = tosc. Par
contre, par simplicité, dans cet exemple, on considère juste que 3 modes ont une influence sur
la sortie après t = tosc : 1 pôle réel et 2 paires de pôles complexes, et que à t = tosc l’influence
des autres 4 pôles peut être négligée.
Avec la procédure décrite, à partir de l’équation (4.19), considérons les valeurs calculées à
l’aide de t = tosc, décrit au début de la section 4.3.4, et son voisinage pour les pôles complexes
conjugués :
4.3.5.1 Pôle Réel
L’influence des pôles réels est bien définie, et c’est une fonction strictement décroissante
avec le temps. Donc, la valeur calculée pour l’influence est celle à t = tosc. Par exemple,
prenons :
x8 autour pr(t) = +50 (4.33)
x9 autour pr(t) = −100 (4.34)
4.3.5.2 Paire de Pôles Complexes 1
Comme les pôles complexes oscillent avec une haute fréquence, on s’intéresse à l’enveloppe
du signal, les oscillations étant très rapides (on le voit par exemple sur les figures 4.2 et 4.3).
Prenons, pour cet exemple, les valeurs suivantes pour l’influence de ces paire de pôles autour
des valeurs d’équilibre :
x8 autour pc1(t) = ±30 (4.35)
x9 autour pc1(t) = ±200 (4.36)
4.3.5.3 Paire de Pôles Complexes 2
Pour cette deuxième paire de pôles, prenons les valeurs suivantes pour l’influence autour
des valeurs d’équilibre :
présentes. Elles peuvent créer des pics locaux de tension, et nous ne voulons pas prendre en compte ces pics
lors de l’estimation.
16. Les valeurs ont été arrondies par simplicité, normalement
√
V 2d + V 2q = 880
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x8 autour pc2(t) = ±80 (4.37)
x9 autour pc2(t) = ±50 (4.38)
4.3.5.4 Variation Globale Autour des États d’Équilibre
La variation globale est simplement la somme des valeurs précédentes :
x8 autour(t) = +50± 30± 80 = +50± 110 (4.39)
x9 autour(t) = −100± 200± 50 = −100± 250 (4.40)
Donc, x8 autour(t) oscillera entre -60 et + 160 Volts, et x9 autour(t) oscillera entre -350 et
+150 Volts autour de la position d’équilibre.
4.3.5.5 Variation de la Tension de Sortie
La valeur des états est égale au régime permanent plus la valeur “autour” (équation (4.12)).
Il est donc simple de déduire que :
x8(t) = −200 + x8 autour(t) = −150± 110 (4.41)
x9(t) = −860 + x9 autour(t) = −960± 250 (4.42)
Donc, x8(t) oscillera entre -260 et -40 Volts, et x9(t) entre -1210 et -710 Volts. L’équation
de sortie 3.10 étant :
Vsortie =
√
V 2d + V 2q
3
il est donc possible de connaître très précisément les bornes de variation pour la tension. On
considère les cas extrêmes :
Vout haut =
√
12102 + 2602
3 = 714.53 V (4.43)
Vout bas =
√
7102 + 402
3 = 410.56 V (4.44)
La figure 4.4 illustre le calcul effectué par la fonction d’estimation pour cet exemple,
où la ligne rouge représente l’instant tosc. Comme décrit précédemment, les oscillations très
rapidement amorties présentes dans cette figure ne sont pas prises en compte pour le calcul
du résultat.
Finalement : la sortie fluctuera entre -98 V et + 206 V autour de la valeur nominale de
508 V. Le résultat de la fonction d’estimation F∆V sortie(xd) pour une valeur initiale donnée
xd sera la plus grande valeur absolue de la variation, dans ce cas, 206 V.
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Figure 4.4 – La tension de sortie pour une entrée de commande constante et des conditions
initiales données
4.3.5.6 Précision de l’Estimation
Aucune approximation n’est faite pour le développement de cette fonction : son résultat
est donc absolument fiable. Par contre, il représente une borne, qui ne sera peut être pas
vérifiée pour les systèmes lors des simulations. Vd et Vq oscilleront à une très haute fréquence,
mais leurs valeurs maximales et minimales peuvent ne pas être en phase. Dans cette situation,
le résultat de la fonction sera plus large que les valeurs mesurées en simulation.
Quoiqu’il en soit, l’expérience montre que cette fonction est très précise, et cela même
pour les cas où plusieurs modes influent sur la sortie.
4.4 Considérations Finales
Dans ce chapitre une analyse complète des modèles dynamiques utilisés a été présentée.
Les charges sont classifiées, et la perspective d’une commande intelligente basée sur ce principe
est discutée.
Deux stratégies pour prédire le comportement du système lors d’une commutation ont
été présentées. La première, qualitative, permet de dire si un changement de charge se pas-
sera bien ou pas. C’est une mesure très utile pour une analyse rapide de la commutation.
La deuxième mesure l’influence des conditions finales avant la commutation sur le système
d’après. L’hypothèse que le système est en régime permanent à l’instant de la commutation
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est relaxée.
Jusqu’à ce point, aucune commande n’a été mise en place pour le système. Les analyses se
font purement sur des caractéristiques intrinsèques au système, et toujours en boucle ouverte.
C’est avec ces outils que l’on sera en mesure de proposer une commande adaptée aux réseaux
électriques embarqués. C’est le sujet de la suite de ce manuscrit.
Deuxième partie
La Commande des Réseaux
Électriques
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Chapitre 5
Tour d’Horizon sur la Commande
des Réseaux Électriques
Ce chapitre introduit la problématique de la commande des réseaux électriques embar-
qués. C’est un chapitre préalable à la présentation de l’apport de cette thèse à ce domaine :
un rapide tour d’horizon des techniques existantes est présenté.
D’un point de vue structurel, la régulation de la tension de sortie d’un système électrique
est souvent organisée dans une hiérarchie à trois niveaux [Rebours et al., 2007] : commande
primaire, secondaire et tertiaire. La commande primaire est un système local qui régule la ten-
sion d’un bus, ou celle au niveau du stator dans le cas d’une unité génératrice. Les régulateurs
automatiques de tension, ou Automatic Voltage Regulators (AVR) sont responsables de cette
tâche pour les génératrices. D’autres composants, comme des compensateurs de tension sta-
tiques peuvent également faire partie de la commande primaire. La commande secondaire est
un système centralisé automatique qui s’occupe de la coordination des régulateurs locaux. La
commande tertiaire est l’optimisation manuelle des flux de puissance réactive dans le système
électrique.
Dans ce manuscrit des techniques pour la commande primaire sont développées : les régu-
lateurs commandent la tension d’une installation locale. Les systèmes embarqués ne sont pas
connectés à des réseaux, donc les commandes secondaires et tertiaires n’existent même pas.
Cependant, cette classification est importante d’un point de vue bibliographique : les tech-
niques utilisées pour la commande primaire dans un système électrique de grande puissance
peuvent également être utiles pour les systèmes embarqués.
Ce chapitre explore des techniques employées dans la littérature, et des références sont
données pour une vision globale de la problématique. Quatre stratégies de commande diffé-
rentes sont discutées, et une mise en perspective de la commande proposée au chapitre 6 par
rapport à celles existantes est présentée à la section 5.5.
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5.1. COMMANDE LINÉAIRE 63
5.1 Commande Linéaire
Des techniques linéaires classiques sont souvent utilisées pour la commande des réseaux
électriques. Le récent papier [Mouni et al., 2009] décrit une application de la commande H∞
pour un alternateur couplé à des charges, dans le cadre d’une application navale. Le but de ce
papier, la base de cette section, est de proposer une alternative aux résultats des commandes
classiques, obtenus avec les régulateurs PID.
Le modèle utilisé dans [Mouni et al., 2009] pour l’alternateur est celui décrit au chapitre
3 de ce manuscrit. En outre, l’hypothèse d’une fréquence électrique constante est également
adoptée pour la synthèse de lois de commande. La charge est représentée comme un circuit
RL, et une charge interne inductive est également considérée. Cela amène le modèle global à
un système du 7eme ordre. C’est une modélisation intermédiaire entre celles du 5eme et 9eme
ordre présentées aux sections 3.2 et 3.3.
5.1.1 Technique Utilisée
Le problème de la commande H∞, basée sur la minimisation d’une norme, est déjà clas-
sique et bien établi depuis les années quatre-vingt (voir l’article [Zames, 1981]). Soit le pro-
blème standard classique, décrit sur la figure 5.1, extraite de [Mouni et al., 2009].
Figure 5.1 – Le problème standard H∞
Dans ce schéma w est un vecteur d’entrées exogènes, composé de références et de pertur-
bations, K(s) est le régulateur, z est la sortie commandée, y la sortie mesurée du système
et u l’entrée de commande. Le système P (s) est supposé linéaire et invariant dans le temps
(un LTI). D’après ces signaux, le modèle en boucle ouverte du système peut être décrit par
[Mouni et al., 2009] : [
z
y
]
=
[
P11 P12
P21 P22
] [
w
u
]
(5.1)
On peut donc écrire le transfert entre z et les entrées exogènes w. Comme u = Ky, à
partir de (5.1), on a :
z = P11w + P12Ky (5.2)
Comme :
y = P21w + P22u = P21w + P22Ky (5.3)
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donc :
y = (I − P22K)−1 P21w (5.4)
et enfin, le transfert est donné par :
Tzw = P11 + P12K (I − P22K)−1 P21 (5.5)
C’est à partir de ce transfert que se développe la résolution du problème.
5.1.2 Résolution
Le problème d’optimisation H∞ est donc défini comme suit [Mouni et al., 2009] : trouver
un régulateur stabilisant K(s) tel que la boucle fermée de w à z ait une norme H∞ inférieure
à une borne pré-définie γ :
‖Tzw(s)‖∞ ≺ γ (5.6)
Par la suite, considérons la représentation d’état générale du système, définie comme : x˙z
y
 =
 A Bw BuCz Dzw Dz
Cy Dw Dyu

 xw
u
 (5.7)
Pour la résolution du problème de commande H∞ on suppose, d’abord, que le système est
stabilisable et détectable. La solution adoptée dans [Mouni et al., 2009] utilise des équations
de Riccati, et on suppose également que :
– nz ≥ nu : le nombre de sorties commandées est au moins égal au nombre d’entrées de
commande
– La matrice : [
A− jωIn Bu
Cz Dyu
]
(5.8)
est de rang plein pour tout ω ∈ R. Cela assure que la fonction de transfert entre le
vecteur d’entrées de commande et la sortie commandée du système ne présente pas de
zéros sur l’axe imaginaire.
– La matrice : [
A− jωIn Bw
Cy Dyw
]
(5.9)
est de rang plein pour tout ω ∈ R. C’est une hypothèse semblable à la précédente :
le transfert entre le vecteur d’entrée exogènes et les sorties n’a pas de zéros sur l’axe
imaginaire.
Le régulateur est alors obtenu à partir du théorème suivant [Doyle et al., 1989] :
Théorème 5.1.1. Synthèse d’un Régulateur H∞
Il existe un régulateur H∞ tel que ‖Tzw(s)‖∞ ≺ γ si les conditions suivantes sont vérifiées :
1. Il existe une matrice semi-définie positive X∞ telle que :
X∞A+ATX∞ +X∞
(
γ−2BwBTw −BuBTu
)
X∞ + CTz Cz = 0 (5.10)
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2. Il existe une matrice semi-définie positive Y∞ telle que :
Y∞AT +AY∞ + Y∞
(
γ−2CTz Cz − CTy Cy
)
Y∞ +BwBTw = 0 (5.11)
3. ρ (X∞, Y∞) ≺ γ2 où ρ(.) représente le rayon spectral.
Si ces conditions sont vérifiées, le régulateur est donné par :
K :=
[
Aˆ∞ −Z∞L∞
F∞ 0
]
(5.12)
où
Aˆ∞ = A+ γ−2BwBTwX∞ +BuF∞ + Z∞L∞Cy (5.13)
F∞ = −BTuX∞ (5.14)
L∞ = Y∞CTy (5.15)
Z∞ =
(
In − γ−2X∞Y∞
)−1
(5.16)
Pour le calcul du régulateur, des fonctions de pondération sont utilisées pour améliorer
les performances obtenues. Le régulateur final est enfin obtenu avec une réduction de modèle.
C’est une façon de faciliter l’implantation de cette stratégie, pour que le régulateur obtenu
ait un ordre inférieur à celui du modèle et des pondérations combinés.
5.1.3 Résultats
Le but de cette section est de décrire la procédure de commande employée. On ne discutera
donc pas les détails des résultats. Des courbes obtenues pour un benchmark expérimental
sont présentées dans [Mouni et al., 2009]. En effet, l’asservissement pour des commutations
de charge est plus satisfaisant que celui obtenu avec des PID, classiquement utilisés. L’intérêt
de la discussion de ce papier repose sur ce fait : il y a encore de la place pour le développement
de commandes intelligentes pour les réseaux électriques embarqués.
Une autre application de techniques “classiques” pour les réseaux électriques, décrite par
les mêmes auteurs, se trouve dans [Mouni et al., 2007]. Dans cet article la présentation du
problème est très proche de celle qui vient d’être décrite. Cependant, plutôt que des résultats
de la commande H∞, des régulateurs à Modes Glissants [Utkin, 1993] sont utilisés.
5.2 Commande Prédictive
La commande prédictive est une approche très utilisée pour les réseaux électriques, et une
définition très pertinente se trouve dans [Attia et al., 2006]. Les schémas de commande pré-
dictives calculent pour chaque période d’échantillonnage une séquence de commande optimale
en boucle ouverte (dans le sens d’une fonction de coût). La commande optimale ainsi calcu-
lée est appliquée jusqu’à l’instant d’échantillonnage suivant. A l’instant suivant, le problème
entier est reconsidéré dans un horizon qui évolue et cette procédure est répétée indéfiniment.
De nombreuses applications de la commande prédictive existent dans la littérature, comme
par exemple dans [Attia et al., 2006] et [Duran et al., 2009]. Pour illustrer l’application de ce
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concept pour les réseaux électriques, un article récent, proposé par Hu et al. [Hu et al., 2009],
sera brièvement détaillé. Cela est utile pour qu’une mise en perspective de la commande
décrite au chapitre 6 soit possible.
5.2.1 Commande Prédictive pour une Génératrice Éolienne Autonome
Les systèmes à turbines à vent, ou éoliennes, sont de plus en plus populaires de nos jours.
Les génératrices autonomes, où Stand-Alone Turbines, sont une alternative très intéressante
pour amener de l’énergie à des zones éloignées, où un système de grande puissance n’est pas
disponible. Asservir la tension de ce type de réseau local est une problématique proche de celle
traitée dans ce manuscrit. Dans cette sous-section, on ne rentrera pas dans tous les détails
techniques, mais une vision globale de la problématique décrite dans [Hu et al., 2009] sera
donnée.
Une turbine éolienne doit faire face à une énergie primaire variable, qui dépend, bien évi-
demment, de l’intensité du vent. Classiquement, une turbine à vent se compose de générateurs,
générateurs d’urgence, batteries, charges de lissage et de convertisseurs. Les générateurs d’ur-
gence peuvent être négligés si les bancs de batteries peuvent fournir assez d’énergie pendant
des périodes où les générateurs ne fonctionnent pas. La figure 5.2, extraite de [Hu et al., 2009],
illustre cette topologie.
Figure 5.2 – Schéma d’une turbine éolienne autonome
Dans ce système les batteries accumulent de l’énergie si la demande est inférieure à la
production, et en fournissent dans le cas contraire. Le but de l’article [Hu et al., 2009] est
d’asservir l’amplitude de la tension de sortie. Pour cela, une technique à modulation de largeur
d’impulsion (Pulse Width Modulation ou PWM) est utilisée.
La figure 5.3, extraite de [Hu et al., 2009] montre le schéma de commande proposé pour
ce système. La commande mise en place est un simple PI, dont la sortie sera exprimée par :
u(t) = Kpe(t) +Ki
∫ t
t0
e(τ)dτ + u(t0) (5.17)
qui n’est autre que la formule classique d’un PI à laquelle on ajoute la sortie du compensateur
en feedforward, le terme u(t0). Cette expression doit être adaptée pour l’utilisation d’un
régulateur numérique. La transformation discrète sera donnée par [Hu et al., 2009] :
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Figure 5.3 – Schéma de commande proposé : un régulateur PI avec de la commande prédic-
tive, et un compensateur de tension
u(k) = Kpe(k) +KiT
n∑
j=0
e(j) + u0 (5.18)
où T est la période d’échantillonnage.
L’idée de la commande prédictive est la suivante : pour chaque période, la tension de
sortie du convertisseur v0 est mesurée. Une prédiction de tension v′0 est donc calculée pour la
prochaine période de la PWM. L’erreur entre v′0 et la tension de référence sera traitée par un
régulateur PI. Cette valeur de commande, ajoutée à la sortie u0 d’un compensateur de tension
en feedforward est la valeur nécessaire pour la période suivante. L’apport de la commande
prédictive est donc dans l’estimation de l’erreur de tension.
Des courbes obtenues à partir de simulations et d’un benchmark expérimental sont présen-
tées dans [Hu et al., 2009]. En effet, le régulateur proposé dans ce papier présente un apport
par rapport à un régulateur PI classique : comme l’implantation du régulateur est discrète, la
prévision de la valeur de la tension de sortie pour l’instant d’échantillonnage suivant améliore
les performances.
Une discussion plus approfondie sera présentée à la section 5.5 : le but de ce paragraphe
était de décrire la méthodologie pour qu’une mise en perspective soit effectuée par rapport à
celle proposé au chapitre 6.
5.3 Commande Anticipative
Dans cette thèse, comme décrit au chapitre 6, nous proposons une stratégie de commande
anticipative. Telle que nous la présentons, cela nous semble original par rapport à ce qui se
fait actuellement. Cependant, des stratégies semblables existent dans la littérature pour les
réseaux électriques.
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Dans le cadre de ce manuscrit, le mot anticipation est utilisé pour signifier une commande
qui “prévoit” des événements que peut subir le système. Et avec cette prévision, la commande
fait en sorte d’éviter des problèmes ou de préparer le système pour ces événements. Cette idée
sera clarifiée au chapitre 6. Les exemples de commande donnés par la suite s’approchent de
cette définition.
Ce type de commande anticipative se trouve dans la littérature notamment dans ce qui
concerne le concept de Under Voltage Load Shedding - UVLS, ou déconnexion de charges
à basse tension. Cette stratégie peut être utilisée pour éviter des black-outs dans un réseau
électrique. Elle peut également être employée pour aider un système à revenir à la tension
nominale lorsque cette récupération est considérée trop lente.
– L’article [Halpin et al., 2008] propose une stratégie pour un réseau électrique de grande
puissance. Dans cet article l’amplitude de la tension et sa dérivée sont mesurées en temps
réel. Ces grandeurs sont utilisées pour prévoir le temps de récupération nécessaire, dans
le cas d’une défaillance, pour que la tension revienne à sa valeur nominale. Cette estima-
tion peut être effectuée simplement avec une approximation linéaire, comme montré à
la figure 5.4, extraite de [Halpin et al., 2008]. Un temps de récupération trop long peut
créér des problèmes dans les réseaux, tels que pertes de génération, ou des black-outs.
Figure 5.4 – Évaluation du temps de récupération de la tension de sortie après un incident
Si ce temps est jugé trop long, des charges seront déconnectées du système, en différentes
étapes. L’idée est simple : avec moins de charges, le système aura plus de facilité à revenir
à la valeur nominale de tension. Il y a donc l’idée de commande par anticipation :
lorsqu’un événement est prévu, la commande fait en sorte de faciliter l’asservissement.
– L’article [Garcia-Valle et al., 2009] adopte une stratégie proche de celle qui vient d’être
décrite. Pour améliorer la performance d’un réseau électrique de grande puissance, une
stratégie de commande locale et distribuée est proposée. Cet article vise à améliorer la
performance de la commande sur des courtes périodes de temps (juste après un incident
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par exemple).
Une des propositions concerne des charges thermiques, comme les réfrigérateurs, les
blocs frigorifiques, les chauffe eau, etc. Ces charges peuvent en effet accumuler de l’éner-
gie. Cette énergie a une grande inertie (des minutes, voir des heures). Cette observation
peut donc être utilisée pour faciliter la commande du système : pendant de courtes pé-
riodes de temps ces charges peuvent être déconnectées. La commande est facilitée avec
moins de charges, et comme ce n’est que pendant quelques minutes, les fonctions des
appareils concernés ne seront pas altérées.
– Enfin, une autre approche qui peut être aussi considérée comme “anticipative” est pré-
sentée dans [Plavsic and Kuzle, 2009]. Cet article aborde le problème de la commande
des réseaux de grande puissance, et du choix optimal des régulateurs. Dans cette appli-
cation, des données statistiques sont utilisées pour définir le comportement du système
avec un jour (ou quelques heures) d’avance. Le but est de minimiser les coûts de géné-
ration d’énergie et de minimiser les pertes de transmission.
5.4 Commande à Gains Programmés
Depuis le début des années 90, on remarque un intérêt croissant pour les techniques à
Gains Programmés (ou Gain Scheduling) au sein de la communauté scientifique. Des pre-
miers travaux de Shamma [Shamma and Athan, 1990] à nos jours, un très grand nombre de
papiers aborde cette thématique. Ces techniques sont particulièrement appréciées dans des
applications industrielles non-linéaires, surtout grâce à la facilité d’implantation.
La principale synthèse sur les commandes à Gains Programmés est celle proposée par
Rugh et Shamma [Rugh and Shamma, 2000]. Un point de vue alternatif pour le sujet est
trouvé dans les travaux de Leith et Leithead [Leith and Leithead, 2000]. Comme ces papiers
datent de l’an 2000, dans ce paragraphe des références plus récentes sont également traitées.
L’idée générale des commandes à Gains Programmés est très simple. Elle consiste à synthé-
tiser un régulateur qui évolue en fonction du modèle du système qui varie au cours du temps.
Le régulateur à Gains Programmés a une entrée de plus que les régulateurs “classiques” : un
paramètre, mono ou multidimensionnel, qui décrit des phases d’évolution du système. Il peut
représenter la vitesse du vent sur un avion, l’état de mer pour un navire, etc 1.
Les commandes à Gains Programmés exploitent le fait que les trajectoires des paramètres
considérées pour l’évolution du modèle ne sont pas connues a priori (cas LTV 2), mais mesu-
rables à tout instant. Elles peuvent alors être utilisées pour modifier le régulateur en temps
réel.
Les principaux avantages de cette technique sont [Rugh and Shamma, 2000] :
– L’utilisation d’outils linéaires pour des problèmes non-linéaires.
– Le peu de conditions imposées aux modèles. Elle peut même être utilisée en cas d’ab-
sence complète d’un modèle analytique, avec seulement des données relevées sur le
comportement du système. Dans ce cas il n’y aura pas de preuve de stabilité et des
simulations seront nécessaires.
– La synthèse garde l’intuition linéaire.
1. Dans nos travaux ce vecteur sera composé par les caractéristiques des charges du réseau électrique,
comme décrit au chapitre 3.
2. Linear Time Varying
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– La complexité numérique est souvent moins importante que celle du cas non-linéaire
Cependant un des inconvénients est le fait de ne pas toujours avoir des preuves de stabilité
et de performance, et souvent des simulations sont nécessaires pour l’évaluation de la stabilité.
Cependant, cela n’est pas le cas pour des situations particulières, comme une “variation lente”
des paramètres, un changement unique de ces paramètres, etc.
Un exemple de méthodologie pour la synthèse d’un régulateur à Gains Programmés se
trouve dans [Rugh and Shamma, 2000] : elle peut être réduite à quatre étapes. C’est une
des visions de la procédure de synthèse d’un régulateur à Gains Programmés, qui est assez
explicative. Ces quatre étapes sont :
– La première est l’obtention d’un modèle Linéaire à Paramètre Variant (LPV). On peut
l’obtenir avec une Linéarisation Jacobienne autour d’une famille de points d’équilibres
par exemple. Une discussion à ce propos est présentée à la section 2.1.
– La deuxième consiste à utiliser des méthodes linéaires pour la synthèse de régulateurs
pour les systèmes “gelés” issus du modèle LPV.
– La troisième est le Gain Scheduling proprement dit : le calcul d’un régulateur global.
Celui-ci utilise une stratégie donnée pour lier les régulateurs locaux.
– La dernière étape est l’analyse des systèmes locaux en boucle fermée et des simulations
pour le système global. Des analyses pour le système global fondées sur des critères de
Lyapunov et performance H2 ou H∞, ou encore d’autres, sont également possibles.
Comme l’article date de l’an 2000, il y a évidemment eu des avancées, surtout sur le dernier
point. Il est aujourd’hui possible de faire une analyse globale de performance et stabilité de
façon formelle, même si cela peut s’avérer complexe.
On peut remarquer que, “vues de loin”, les trois dernières étapes peuvent être regroupées
dans une seule, dans le cas d’une synthèse qui prend déjà en compte les critères de stabilité et
de performance. Dans ces cas, la procédure se réduit alors à deux étapes : trouver le modèle
LPV et faire la synthèse directement.
La définition de ce qu’est le Gain Scheduling, ou les commandes à Gains Programmés,
est tout de même un peu floue : un technicien qui change les réglages d’un régulateur en
opération utilise le concept des Gains Programmés. On tient à remarquer qu’il existe d’autres
approches en plus de celle présentée dans cette section. Par exemple il y a des techniques
complètement Ad Hoc pour lesquelles il n’y a pas de modèle LPV. Il y a tout simplement des
régulateurs qui sont commutés en fonction des points de fonctionnement. Cela ne correspond
pas aux étapes décrites ci-avant, mais reste du Gain Scheduling.
Des discussions plus approfondies à ces sujets ont été publiées dans [Kvieska et al., 2008]
et [Kvieska et al., 2009a].
5.4.1 Applications des Commandes à Gains Programmés
De très nombreuses applications pratiques des commandes à Gains Programmés sont
trouvées dans la littérature. Des premières contributions (comme [Ibrahim et al., 1989]) à
nos jours, des grandes avancées ont été effectuées. Dans ce paragraphe quelques exemples
d’application des commandes à Gains Programmés sont donnés. Comme l’on peut remarquer,
des domaines complètement différents sont couverts par ces techniques. Cela montre l’intérêt
pratique de nos recherches, et montre également la “puissance” de ce type de méthode, qui
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est très répandue dans le monde industriel.
L’article [Wu and Dong, 2006] donne un exemple d’application pour la commande de di-
rection d’un navire. Un exemple très intéressant d’un bras robotique (“Direct Drive Manipu-
lator”) est trouvé dans [Yu et al., 2004]. Ce bras doit être commandé pour suivre le contour
du pare-brise (windshield) d’une voiture. Ce papier est très complet, dans le sens où des com-
paraisons précises entre les régulateurs proposés et ceux disponibles dans la littérature sont
présentées.
Le problème de surge and stall pour les compresseurs est abordé dans [Giarre et al., 2006].
La modélisation LPV est discutée, ainsi que la synthèse d’une loi de commande à Gains Pro-
grammés adaptée au problème. L’article [Poussot-Vassal et al., 2008] décrit également la mo-
délisation LPV et la synthèse de régulateurs à Gains Programmés. Il aborde la problématique
du réglage automatique de suspensions automobiles.
L’article [Clement et al., 2005] aborde le problème de la synthèse d’un pilote automatique
pour un véhicule de lancement aérospatiale. L’approche est un peu différente de celles classi-
quement utilisées pour les commandes à Gains Programmés, étant donné que pour ce système
les trajectoires des paramètres sont connues a priori (on parle alors de LTV plutôt que LPV).
De toute façon, des techniques à Gains Programmés sont employées, notamment en ce qui
concerne la synthèse de plusieurs régulateurs et l’obtention d’un régulateur unique global par
interpolation.
Dans [Yeom, 2009] est présentée une commande à Gains Programmés basée sur des régu-
lateurs à avance / retard de phase. Le régulateur global est obtenu par la simple interpolation
des régulateurs locaux obtenus. Une preuve de stabilité basée sur les systèmes incertains est
présentée, et les résultats de performance sont très satisfaisants.
Finalement, l’article [Segura et al., 2009] présente une application des commandes à Gains
Programmés pour des systèmes électriques hybrides. C’est un problème très appliqué, où des
systèmes avec des piles à combustible et des bancs de batteries sont considérés. Des régulateurs
qui évoluent en fonction du point de fonctionnement sont utilisés pour la commande. Des
preuves théoriques ne sont pas présentées, mais un banc d’essai montre que les résultats
sont satisfaisants. Ce papier illustre parfaitement la problématique actuelle des commandes à
Gains Programmés : des applications très performantes et utilisées en industrie qui n’ont pas
forcément de justification théorique.
Après cette petite liste non exhaustive d’applications, deux approches récentes de la com-
mande de réseaux électriques navals sont présentées plus en détail.
5.4.2 Variation des Gains d’un Régulateur PID
L’article [Lee et al., 2007] est détaillé dans cette section : il présente une stratégie de
commande à Gains Programmés pour un alternateur à courant alternatif d’un navire. C’est
une problématique qui est donc très proche de celle traitée dans cette thèse. Ce papier propose
un régulateur PID à Gains Programmés. Même si des méthodes de commandes différentes
sont étudiées pour le système d’excitation, les régulateurs PID restent les plus populaires dans
les applications industrielles.
Un choix pertinent des gains de ce type de régulateur est très difficile pour toute la plage
de fonctionnement d’un système de génération électrique. Les gains élevés sont adaptés aux
réponses rapides, mais des oscillations peuvent se présenter. Dans l’autre sens, des gains
faibles sont intéressants pour le régime permanent, où il n’y a pas de variation brusque, mais
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la réponse dynamique lors d’une commutation n’est pas adaptée.
Une solution intéressante, consiste à faire varier les gains utilisés. Le régulateur exposé
dans cette section présente des gains qui évoluent en fonction de la tension de sortie et des
courants des charges.
La figure 5.5, extraite de [Lee et al., 2007], montre la topologie utilisée dans ce papier pour
la commande d’un générateur électrique naval. Elle se décompose en trois blocs principaux :
– Un régulateur de tension, l’Automatic Voltage Regulator - AVR.
– La sortie du régulateur est connectée à l’enroulement du système d’excitation.
– La sortie du système d’excitation est connectée au générateur AC.
La tension terminale du système global est donc commandée par le courant d’excitation,
qui est la sortie de l’AVR 3. Les dynamiques des systèmes d’excitation automatiques, les AVR,
sont étudiées dans [Kwon et al., 1999].
Figure 5.5 – Générateur AC en boucle avec un régulateur PID
C’est le système de régulation de tension, l’AVR qui commandera le courant d’excita-
tion. Ses performances dépendront, bien évidemment, des gains du régulateur. La fonction
de transfert de ce régulateur n’est que le simple transfert d’un régulateur PID, avec les gains
proportionnel, intégral et dérivé :
G(s) = Kp +
Ki
s
+ Kd1 + sTd
s (5.19)
La figure 5.6, extraite de [Lee et al., 2007], montre le schéma proposée pour la variation des
gains du régulateur. La structure est la même que celle d’un régulateur PID conventionnel :
de cette façon l’implantation de la technique est facilitée.
Le gain Kd de la partie dérivée du régulateur est fixe, dû à la difficulté de ce réglage
ainsi que de son influence sur la stabilité du système. Les gains des parties proportionnelle
et intégrale du régulateur seront compris entre Kp1, Kp2 et Ki1, Ki2, définis par l’utilisateur.
3. En termes du modèle présenté au chapitre 3, ce courant correspond à If . Mais à la place de ce courant,
dans ce manuscrit c’est la tension d’excitation Vf l’entrée de commande. Ce n’est qu’une autre façon de
commander la tension de sortie, la grandeur d’intérêt. De toute façon, le modèle décrit dans ce papier n’est
pas le même que celui utilisé dans ce manuscrit.
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Figure 5.6 – Schéma de la variation des gains du régulateur à Gains Programmés
Les valeurs RMS des grandeurs mesurées (tension et courant) sont normalisées, et ensuite
les paramètres sont choisis. Les gains sont une fonction linéaire des valeurs normalisées : 0
correspond à la borne inférieure et 1 correspond à la borne supérieure. Le coefficient wf règle
les influences pondérées de chacune de ces grandeurs.
Un régulateur numérique est utilisé (Digital Automatic Voltage Regulator), et pour chaque
période d’échantillonage les gains sont ajustés. Une table de ces gains est calculée hors-ligne
et sera consultée par le régulateur en opération. Cette table est définie pour que les gains
élevés soient choisis pour des faibles charges et des grands écarts de tension. Les gains des
régulateurs sont donc simplement donnés par [Lee et al., 2007] :
kf = wf · norm(VRMS) + (1− wf ) · norm(IRMS) (5.20)
Kp(k) = func(Kp2,Kp1, kf ) (5.21)
Ki(k) = func(Ki2,Ki2, kf ) (5.22)
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où les fonctions “func” sont des simples interpolations linéaires, comme décrit à la figure 5.6.
Des résultats expérimentaux sont également présentés dans [Lee et al., 2007], et la perfor-
mance est, en effet, assez satisfaisante.
La technique décrite dans cette stratégie a l’avantage évident de la simplicité d’implan-
tation. En plus de cela, en utilisant un régulateur PID, l’intuition linéaire est gardée : un
technicien peut le régler facilement. Cependant, elle n’explore pas assez le potentiel des com-
mandes à Gains Programmés. Les gains sont définis comme une simple interpolation linéaire,
alors qu’ils pourraient être définis pour chaque situation particulière sur la base d’un critère.
Le fait que le gain Kd de la partie dérivée ne change pas est également un degré de liberté
non exploité.
Ce papier illustre d’une façon très claire l’utilisation des commandes à Gains Programmés
pour les réseaux électriques. La performance peut être améliorée, mais pour des raisons de
simplicité, les régulateurs PID sont encore employés de façon prioritaire. Et cela même si
d’autres techniques de commande peuvent présenter de meilleurs résultats.
5.4.3 Régulateur RST à Gains Programmés
Dans le cadre de notre projet, décrit à la section 1.2, des travaux à propos de la com-
mande à Gains Programmés pour les réseaux électriques ont déjà été effectués. Cette première
approche, développée dans la thèse de L. Abdeljalil [Abdeljalil, 2006], est détaillée dans ce
paragraphe.
Dans ces travaux les réseaux électriques sont commandés par des régulateurs RST à Gains
Programmés. Des régulateurs RST mettent en place une stratégie de placement de pôles
robuste [De Larminat, 1996], qui s’apparente à une commande modale par retour d’état. Les
trois polynômes, R, S et T sont calculés pour obtenir les spécifications de commande désirées.
Comme décrit dans [De Larminat, 1996], au travers de deux paramètres, l’horizon de filtrage
et l’horizon de commande, il est possible de fixer les dynamiques de l’observateur et du retour
d’état. La figure 5.7 illustre une topologie de commande RST classique.
Figure 5.7 – Schéma de Commande RST
Cette topologie est utilisée pour commander le réseau électrique embarqué, représenté dans
la figure 5.7 par le bloc “Système”. Le modèle utilisé pour le réseau électrique est celui décrit
dans ce manuscrit à la section 3.2 : un alternateur couplé à des charges RL. Comme discuté
à la section 4.1.2, toutes ces charges font partie du groupe “Charges avec des Dynamiques du
Premier Ordre ”. Des régulateurs simples sont donc suffisants pour les commander.
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Les valeurs des paramètres Rcharge et Lcharge sont déduites en fonction du point de fonc-
tionnement où se trouve le système. Ce dernier est obtenu à partir des paramètres mesurés
en temps-réel : la tension de sortie V0, la fréquence de rotation ω0, ainsi que les puissances
actives et réactives P et Q.
Pour diminuer le temps de calcul des régulateurs utilisés en temps-réel, la variation des
paramètres des régulateurs est étudiée. De cette façon, il est possible de créer des tables
hors-ligne avant la simulation des systèmes, et les consulter lorsque ces derniers sont en
fonctionnement. L’organigramme de la figure 5.8, extrait de [Abdeljalil, 2006], illustre cette
idée.
Figure 5.8 – Organigramme de variation des coefficients d’un régulateur RST
L’étude menée dans ce manuscrit est plus générale que celle précédemment entreprise.
Cela est dû principalement à deux hypothèses adoptées dans [Abdeljalil, 2006] :
1. Les changements de charges sont modélisés comme des rampes, plutôt qu’au travers
d’échelons (cf. chapitre 6), qui représenteraient des commutations.
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2. Le modèle dynamique utilisé (l’alternateur couplé à une charge RL) représente un
spectre moins important de charges que celui utilisé dans ce manuscrit.
La première condition mène naturellement le réseau à des changements de charges plus
“doux”. Comme l’on a pu voir à la section 4.2, à propos de la Distance de Charge, la ré-
ponse dynamique du système après la commutation dépendra de l’éloignement des régimes
permanents des deux charges. Une solution pour que les variations de tension soient plus
faibles consiste à faire des changements de charge intermédiaires. En faisant un changement
de charge graduel continu, la tension de sortie aura donc une variation qui sera beaucoup plus
faible que celle vérifiée pour une commutation. Dans ce manuscrit nous traitons un cas qui
est donc plus abrupt, et donc plus difficile à commander.
La deuxième raison, à propos du modèle du réseau électrique, a déjà été discutée aux
chapitres 3 et 4. Au chapitre 3 nous avons pu montrer que le modèle d’un alternateur couplé
à des charges RL ne peut pas représenter tous les comportements du réseau électrique. Un
modèle pour des configurations plus larges est donc utilisé dans ce manuscrit. Au chapitre 4
nous avons également montré que tous les systèmes obtenus avec des charge RL font partie
du groupe “Charges avec des Dynamiques du Premier Ordre” de la Distribution des Charges
montrée à la figure 4.1. Pour ce groupe de charges un régulateur à Gains Programmés n’est
en effet pas nécessaire, ce qui corrobore la conclusion trouvée dans [Abdeljalil, 2006].
Dans la section suivante une discussion compare les différentes approches présentées dans
ce chapitre à celle qui est proposée dans la suite de ce manuscrit.
5.5 Considérations Finales : Mise en Perspective de la Com-
mande Présentée au Chapitre 6
Le chapitre 6 propose une commande anticipative à gains programmés. L’idée de cette
commande est de préparer le système avant une commutation de charge. Au moment de la
commutation le système est dans une situation plus favorable, d’où la dénomination antici-
pative. De cette façon, la tâche de ramener la tension du système à la valeur nominale est
facilitée. Et comme le modèle du réseau électrique évolue après une commutation de charge,
des régulateurs différents sont calculés pour chaque charge. Par rapport aux commandes dis-
cutées dans ce chapitre, plusieurs remarques doivent être faites.
D’abord, la section 5.1 met en évidence que les stratégies de commande utilisées ac-
tuellement pour des réseaux électriques utilisent, souvent, des régulateurs PID. Même des
commandes pourtant bien établies, comme le H∞, sont peu utilisées. Il y a donc beaucoup de
place pour l’amélioration des régulateurs dans ce sens : des techniques plus évoluées peuvent
être utilisées. La commande proposée dans ce manuscrit utilise des résultats de commande
optimale adaptés au problème précis étudié. C’est une commande qui a beaucoup plus de
degrés de liberté qu’un “simple” régulateur PID.
Il est important de noter que la commande proposée dans ce manuscrit ne rentre pas
dans la catégorie des commandes prédictives. Comme discuté dans la section 5.2, les schémas
de commande prédictives s’appliquent à des régulateurs numériques. Pour chaque période
d’échantillonnage une séquence de commande optimale en boucle ouverte (dans le sens d’une
fonction de coût) est calculée. La commande optimale ainsi calculée est appliquée jusqu’à
l’instant d’échantillonnage suivant. A l’instant suivant, le problème entier est reconsidéré
dans un horizon qui évolue et cette procédure est répétée indéfiniment.
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L’approche proposée dans ce manuscrit n’est pas prédictive, mais anticipative. La subtilité
repose dans le fait que la commande prédictive se sert de la sortie du système pour prédire
où il sera dans un certain intervalle de temps. La commande anticipative ici proposée repose
sur des informations supplémentaires pour anticiper un événement que peut subir le système.
Des commandes qui utilisent une approche similaire sont discutées dans la section 5.3.
Dans cette section 5.3 l’idée de l’anticipation est utilisée. Prévoir que le système ne re-
tournera pas à temps à son régime permanent, et ensuite utiliser cette information pour
déconnecter des charges s’approche de cette idée. Avec moins de charges, il sera plus facile
pour le régulateur de ramener le système à cette valeur. Un exemple similaire est proposé
pour des charges thermiques.
L’exemple le plus proche de notre idée est celui de prévoir avec un jour d’avance l’évolution
d’un système électrique. A partir de données statistiques, il est possible de connaître d’une
façon assez précise l’évolution de la consommation électrique à grande échelle avec un jour
d’avance. De cette façon, des régulateurs adaptés à chaque situation particulière peuvent
être utilisés pour chaque plage horaire. Si la prévision statistique est correcte, cela peut se
faire indépendamment de la sortie mesurée. En pratique une boucle fermée est présente pour
corriger des erreurs de prévision, tout de même assez petites.
En ce qui concerne les commandes à Gains Programmés, les régulateurs actuellement
disponibles, à notre connaissance, n’ont pas un caractère anticipatif. Prenons initialement
l’exemple de la section 5.4.2. D’abord, comme mentionné dans le paragraphe précédent, le
régulateur utilisé est un PID. Ensuite, l’approche utilisée se sert “uniquement” de la sortie du
système pour régler les paramètres du régulateur. Même si cela paraît logique, dans plusieurs
applications des informations supplémentaires concernant l’évolution du système sont dispo-
nibles. Par exemple, l’imminence de la connexion ou déconnexion d’une charge, ou même des
données statistiques sur l’évolution de la consommation électrique au cours d’une journée.
Par rapport à l’étude déjà menée dans le cadre de notre projet, la section 5.4.3 met
en évidence l’évolution de la ligne de recherche. Premièrement, des changements de charges
abrupts sont considérés. C’est une situation plus difficile à commander : un changement en
rampe n’excitera pas forcément les modes oscillants des charges.
Deuxièmement, dans ce manuscrit une modélisation plus complexe est utilisée. Les charges
représentées par des circuits RL, comme dans [Abdeljalil, 2006], peuvent modéliser différentes
situations. Pour ces situations des régulateurs simples, du type PI, peuvent être utilisés. Ce-
pendant ce modèle connaît des limites, comme discuté à la section 3.2.1. Il y a des commuta-
tions de charge qui ne peuvent pas être modélisées. Cela est notamment le cas des changements
de charge qui présentent des difficultés pour la synthèse de lois de commande. Avec un mo-
dèle plus complexe il est donc possible, pour ces situations “problématiques”, d’avoir une
représentation plus large et plus complète du réseau électrique.
La stratégie de commande proposée dans le chapitre 6 présente donc plusieurs apports
aux techniques actuellement utilisées. D’abord, des résultats de commande optimale sont
utilisés pour commander des réseaux classiquement commandés par des régulateurs PID. Une
topologie de commande à deux degrés de liberté est également proposée, ce qui permet de
commander le système de façon anticipative.
L’originalité de la commande proposée réside dans le fait de l’anticipation : le système sera
préparé pour la commutation. Avant la connexion (ou déconnexion) d’une nouvelle charge, il
sera mis dans une situation plus favorable pour celle-ci.
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Chapitre 6
Commande Anticipative à Gains
Programmés
Ce chapitre propose une stratégie de commande anticipative pour les réseaux électriques.
La base de cette idée est simple : dans un système naval, souvent une commutation de charge
peut être anticipée. La plupart du temps (des défaillance ne sont pas couvertes par cela), la
connexion d’une nouvelle machine ou d’un nouvel appareil vient d’un interrupteur qui peut
aussi transmettre cette information à un régulateur.
Cette stratégie emploie des techniques de commande à Gains Programmés, qui seront
fonction de la charge alimentée. C’est un régulateur à temps variant construit à partir de
résultats provenant de la commande optimale. Deux régulateurs seront calculés pour chaque
commutation de charge : un premier qui commandera le système avant la commutation et un
autre qui le commandera après.
Ce chapitre s’organise ainsi : d’abord, l’idée de la commande anticipative sera discutée.
On peut mettre le système dans une situation plus favorable à la commutation avant celle-ci.
Ensuite, la topologie de la commande utilisée sera présentée. C’est une commande à deux
degrés de liberté, où l’action prépondérante ne prendra pas en compte l’équation non-linéaire
de sortie du système. Enfin, la commande optimale adoptée sera présentée. Pour régler cette
commande plusieurs paramètres doivent être définis, pour la période avant et pour la période
après la commutation. Ces choix seront discutés à la fin de ce chapitre.
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6.1. COMMANDE ANTICIPATIVE : DIVISER LE PROBLÈME 81
6.1 Commande Anticipative : Diviser le Problème
Dans un réseau électrique embarqué, la tension de sortie doit rester entre ±5% de sa
valeur nominale en fonctionnement normal. Lors d’une commutation de charge, pendant deux
secondes, la tension de sortie peut fluctuer entre ±20% de sa valeur nominale (plus de détails
sont donnés à la section 6.2.2). Classiquement, pour traiter les commutations de charge une
approche basée sur le rejet de perturbation est utilisée : le système est en régime permanent,
et une commutation se produit. La tension de sortie va dévier de sa valeur nominale, et le
régulateur aura donc 2 secondes pour répondre et ramener la tension à nouveau à la bonne
valeur.
Notre approche est différente : la commutation sera anticipée. Comme décrit à l’intro-
duction de ce chapitre, dans un système naval, la plupart du temps, pour les charges très
consommatrices 1, une commutation de charge peut être prévue. L’interrupteur qui connecte
(ou déconnecte) la charge peut également transmettre cette information à un régulateur.
Le but est de “préparer” le système, pour qu’il soit dans un état plus favorable au chan-
gement de charge. Quand la commutation se produit, plutôt que le régime permanent du
système avant celle-ci, le régulateur trouvera le système dans un état plus adapté à celle-ci.
De cette façon il sera plus facile de ramener le système à la valeur nominale de tension. Le
problème de commande peut donc être divisé en deux parties, avant et après la commutation.
La figure 6.1 illustre cette idée :
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Figure 6.1 – Tension de sortie pour une commutation à t = 1 seconde
– Les tolérances sont représentées par les lignes noires
1. Par exemple la propulsion, les moteurs d’étrave, etc.
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– La tension de phase nominale est de 508 V (cf. chapitre 3)
– Le transitoire va de t = 0s à t = 2s
– La commutation de charge se produit à t = 1s
Donc, il y a deux périodes clairement définies :
– De t = 0s à t = 1s : le système est dans la phase avant la commutation. La stratégie
ici présentée, décrite par la suite, mènera l’état du système à une valeur qui facilitera
la commutation. Une commande à temps fini est nécessaire pour cela : le régulateur a
exactement 1 seconde pour amener le système à un état intermédiaire. L’idée de cette
première moitié de la transition est de “préparer” le système à la commutation.
– De t = 1s à t = 2s : le système est dans la phase après la commutation. Pour cette
période une stratégie classique de commande à temps fini peut être employée. Le but
est de ramener la tension de sortie à la valeur nominale.
Chacune de ces périodes aura son propre régulateur. Leur structure sera identique, mais
les réglages seront différents. Tout au long de ce chapitre, on fait l’hypothèse que le régime
permanent du système a été atteint au début de la période transitoire du changement de
charge 2. En d’autres termes, à t = 0 (voir la figure 6.1), le système est en régime permanent :
il n’y a pas de chevauchement entre les transitoires de deux commutations distinctes.
6.2 Le Régulateur
6.2.1 Topologie de la Commande
La topologie de commande que nous utilisons est montrée à la figure 6.2. Elle se base sur
le fait qu’il y ait un modèle du réseau pour chaque charge possible. Il est donc possible de
concevoir un signal de commande en boucle fermée sur le modèle, ou encore mieux, sur les
équations linéaires d’état (voir équation (3.20)). Ces équations linéaires sont simulées avec
un régulateur en boucle fermée, et ce signal est injecté comme une commande boucle-ouverte
“feedforward” sur le système réel. C’est la première partie de la commande, représentée par
le bloc “Feedforward” sur la figure 6.2.
Ensuite, une boucle fermée, nécessaire pour la stabilité, la régulation et la robustesse est
ajoutée. C’est la deuxième partie de la commande représentée par le bloc “Bloc Feedback”
sur la figure 6.2. Ce régulateur en boucle fermée peut être un simple PI.
L’action essentielle de cette topologie vient du bloc feedforward. Il est montré à la figure
6.3. Ce bloc simule le système, donc les états sont connus. Comme l’équation de sortie (3.10)
n’est pas prise en compte pour commander les états, pour chaque configuration donnée, le
système est linéaire. La commande obtenue dans cette situation idéale sera donc injectée dans
le système réel. Si le modèle de synthèse est parfaitement égal au modèle du système réel, les
résultats de simulation seront aussi vérifiés sur ce dernier. Comme cela ne sera évidemment
pas le cas, la boucle fermée (le bloc ‘Feedback”) corrigera la différence.
Ce chapitre s’intéresse à la synthèse et au comportement de ce bloc “feedforward”, qui
seront détaillés par la suite. Mais avant cela, un rapide rappel des spécifications de commande
est fait dans le paragraphe suivant.
2. Ne pas confondre cette hypothèse avec celle faite précédemment pour la Distance de Charge. Dans ce
chapitre les états peuvent avoir n’importe quelle valeur à l’instant de commutation. C’est au début de la
période transitoire que le système doit être en régime permanent.
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Figure 6.2 – Schema de Commande
Figure 6.3 – Bloc “Feedforward” : c’est une boucle fermée sur les états du modèle
6.2.2 Spécifications de la Commande
Il y a des limites physiques qui doivent être respectées pour définir les spécifications de
commande. On remarque qu’il est extrêmement difficile de trouver des documents qui les
précisent. Un des rares documents que nous avons trouvés est [NATO, 1994], d’où viennent
les spécifications utilisées dans ce manuscrit. D’autres spécifications peuvent également être
trouvées dans [China Classification Society, 2006]. Les spécifications sont :
– La tension d’excitation (l’entrée de commande) ne doit pas dépasser 10 fois sa valeur
nominale lors d’un changement de charge.
– La tension de sortie ne doit pas aller au-delà de 1.20 ou en dessous de 0.80 fois sa valeur
nominale lors d’un changement de charge.
– La tension de sortie ne doit pas aller au-delà de 5 fois (∼= 2500V ) sa valeur nominale
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pendant une “très courte” période, définie comme inférieure à 1 ms.
– La tension de sortie ne doit pas aller au-delà de 1.05 ou en dessous de 0.95 sa valeur
nominale en fonctionnement normal.
– Aucun des courants ne doit dépasser 10 fois sa valeur nominale
Une fois les spécifications de commande définies, l’étape suivante est de définir les outils
qui seront utilisés. Le paragraphe suivant présente les caractéristiques du régulateur.
6.2.3 Commande Optimale
Comme le système à commander a un ordre élevé, une approche d’état est très adaptée
pour la synthèse d’un régulateur. De plus, une stratégie basée purement sur les états permet
de ne pas prendre en compte l’équation non-linéaire de sortie 3.
Plusieurs stratégies sont possibles. Dans cette thèse nous avons utilisé des techniques de
commande optimale. Les conditions décrites dans cette section sont inspirées par celles décrites
dans [Lewis, 1986], mais elles ont été généralisées pour s’adapter au problème précis traité ici.
Des travaux similaires existent dans la littérature (par exemple dans [Mercère, 2008]), mais
nous n’avons pas trouvé dans la littérature le problème avec les conditions exactes qui sont
les nôtres.
Pour le régulateur considéré ici, il y a un critère à minimiser :
J = φ(x(T ), T ) +
∫ T
0
L(x, u, t)dt (6.1)
avec :
φ(x(T ), T ) = 12 (x(T )− xd)
T S(T ) (x(T )− xd) (6.2)
où
– x(T ) est l’état du système à t = T
– xd est la valeur désirée pour l’état du système à t = T
– S(T ) est une matrice de pondération symétrique définie positive
et
L(x, u, t) = 12 (x(t)− xc)
T Q (x(t)− xc) + (u(t)− uc)T R (u(t)− uc) (6.3)
où
– x(t) est l’état du système
– xc est une valeur de consigne choisie pour l’état
– Q est une matrice de pondération symétrique semi-définie positive
– u(t) est l’entrée de commande du système, qui est donc la sortie du régulateur
– uc est une valeur de consigne choisie pour la commande
– R est une matrice de pondération symétrique définie positive
3. Le bloc “Feedforward” simule le système, et donc les états sont accessibles et connus. C’est pour cette
raison que l’on n’a pas besoin de l’équation de sortie.
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Tous les termes, à l’exception évidemment de x(t) et u(t), sont définis par l’utilisateur.
Une discussion sur ces choix est présentée à la section 6.2.5.
L’addition des termes xd, xc et uc permet à l’ingénieur de mieux maîtriser la synthèse des
régulateurs. En apportant des degrés de liberté, on peut mieux contraindre la solution. Par
contre, la résolution des équations différentielles devient plus complexe.
On peut énoncer ce résultat sous la forme du théorème suivant :
Théorème 6.2.1. La commande optimale qui minimise le critère :
J = 12 (x(T )− xd)
T S(T ) (x(T )− xd) +
1
2
∫ T
0
(
(x(t)− xc)T Q (x(t)− xc) + (u(t)− uc)T R (u(t)− uc)
)
dt (6.4)
pour un jeu de paramètres S(T ), Q,R, xd, xc et uc donné, est décrite par :
u(t) = −R−1BTS(t)︸ ︷︷ ︸
gain variable
x(t)
︸ ︷︷ ︸
retour d′etat
+R−1BTS(t)xd −R−1BTK(t) + uc︸ ︷︷ ︸
calcul hors−ligne
(6.5)
où S(t) et K(t) sont des matrices à temps variant, solutions des équations différentielles :
− S˙ = SA+ATS − SBR−1BTS +Q (6.6)
K˙ = −SAxd −Qxd +Qxc − SBuc −ATK + SBR−1BTK (6.7)
La preuve de ce théorème se trouve à l’annexe B. Ce résultat est une réécriture du problème
classique de poursuite de trajectoire (Tracking Problem) en terme de régulation.
6.2.4 Stabilité des Régulateurs Utilisés pour les deux Périodes
Deux régulateurs seront calculés, un pour la période avant la commutation et un autre
pour la période après celle-ci. Les deux auront la même structure, et la stabilité sur toute la
période transitoire est démontrée dans le théorème suivant :
Théorème 6.2.2. Stabilité de la Boucle Fermée
Si l’on suppose que :
1. Le système dynamique est à l’équilibre au début de la période transitoire (t = 0 à la
figure 6.1)
2. Une seule commutation de charge se produit par période transitoire.
3. Le système reste avec la même charge tant que l’équilibre n’est pas atteint
La boucle fermée du système dynamique par la commande proposée est stable.
Démonstration. Cette preuve se divise en deux parties : d’abord on prouve la stabilité pour
chacune des périodes, avant et après la commutation à l’aide du théorème 2.2.4. Ensuite la
stabilité globale est démontrée.
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– La Preuve de Stabilité pour chaque Période
Pour chacune des périodes, avant et après, la commande en boucle fermée est donnée par
l’équation 6.5, ici rappelée :
u(t) = −R−1BTS(t)x(t) +R−1BTS(t)xd −R−1BTK(t) + uc (6.8)
Si l’on écrit l’équation du système en boucle fermée :
x˙(t) = Ax(t) +Bu(t) (6.9)
= Ax(t)−BR−1BTS(t)x(t) +BR−1BTS(t)xd −BR−1BTK(t) +Buc (6.10)
On arrive à :
˙x(t) =
(
A−BR−1BTS(t)
)
︸ ︷︷ ︸
Af (t)
x(t) + g(t) (6.11)
où g(t) est une fonction bornée indépendante de l’évolution des états. La stabilité ne dépend
pas de cette fonction, et le système défini par Af doit être étudié.
On peut considérer que le système décrit par l’équation 6.11 est un système LPV, où le
vecteur δ(t) = t. Pour prouver la stabilité pour une période donnée (avant ou après), on doit
prouver la stabilité de ce système LPV.
D’après le théorème 2.2.4, il suffit de trouver une matrice P (t) telle que :
P (t)  0 (6.12)
ATf (t)P (t) + P (t)Af (t) +
dP
dt
≺ 0 (6.13)
Si l’on considère que P (t) = S(t), où la matrice S(t) est la solution de l’équation différen-
tielle de Riccati B.28, ici rappelée :
− S˙ = SA+ATS − SBR−1BTS +Q (6.14)
Comme l’on a supposé que :
– Q est une matrice de pondération symétrique semi-définie positive
– R est une matrice de pondération symétrique définie positive
– S(T ) est une matrice de pondération symétrique définie positive
La matrice S(t) est définie positive pour tout instant t. Cette preuve se trouve en dif-
férentes références, comme [Gajic et al., 2005] ou [Wilde and Kokotovic, 1972] par exemple.
Pour la deuxième condition (équation 6.13) :
ATf (t(t))S(t(t)) + S(t(t))Af (t(t)) +
dS
dt
≺ 0 (6.15)
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(
A−BR−1BTS(t)
)T
S(t) + S(t)
(
A−BR−1BTS(t)
)
− S(t)A−ATS(t) + S(t)BR−1BTS(t)−Q ≺ 0 (6.16)
− S(t)BR−1BTS(t)−Q ≺ 0 (6.17)
Cela est forcément vérifiée. D’abord :
– S(t) est définie positive
– R est définie positive, et donc BTR−1B est définie positive (B étant ici de rang plein)
– La matrice résultante −S(t)BTR−1BS(t) est donc définie négative
et comme Q est semi-définie positive, −Q est semi-définie négative.
Donc, le régulateur est stable pour une période donnée : avant ou après.
– La Stabilité du Régulateur Global
Dans le théorème 6.2.2 on a supposé que le système était en équilibre au début de la
période transitoire (t = 0 à la figure 6.1). On a également supposé qu’aucune commutation
supplémentaire ne se produit jusqu’à l’arrivée de ce système à l’équilibre après la commutation.
Si la commutation de la charge et du régulateur sont synchronisées, comme le régulateur de
chaque période est stable, cela implique donc la stabilité globale :
– Entre le début de la période transitoire et la commutation, le système ne change pas.
Et dans la section précédente on a prouvé que le régulateur est stable.
– La commutation est modélisée comme étant instantanée. Après celle-ci, le modèle dy-
namique peut être représenté comme un nouveau système, soumis à des conditions
initiales non-nulles (voir chapitre 4). Par hypothèse, ce système ne changera pas avant
que l’équilibre ne soit atteint. Dans la section précédente on a prouvé que ce système
est stable indépendamment des conditions initiales.
– Donc, comme le système est stable avant la commutation, stable après la commutation,
et celle-ci est considérée instantannée, on peut affirmer que le système est stable pour
tout instant t considéré.
Le choix des paramètres est discuté dans la prochaine section.
6.2.5 Stratégie de la Commande : la Construction des deux Régulateurs
Comme décrit précédemment, deux régulateurs seront calculés, un pour la période avant
la commutation et un autre pour la période après celle-ci. Par simplicité, on considère que
pour chacune de ces périodes, montrées à la figure 6.1, la variable de temps t du régulateur
sera tregulateur = 0 pour le début de la période et tregulateur = T pour sa fin. De cette façon
t0 = 0 dans les deux périodes, et les résultats de la section précédente peuvent être utilisés
de la même façon.
Il y a trois termes “principaux” dans la fonction objectif (6.4), rappelée ici :
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J = 12 (x(T )− xd)
T S(T ) (x(T )− xd) +
1
2
∫ T
0
(
(x(t)− xc)T Q (x(t)− xc) + (u(t)− uc)T R (u(t)− uc)
)
dt (6.18)
– Le premier est lié à la valeur finale de l’état à t = T que l’on souhaite aussi proche que
possible de xd.
– Le deuxième est lié à l’énergie de la variation des états autour de xc.
– Le troisième est lié à l’énergie de la variation de la sortie du régulateur autour de uc.
Au total, pour les deux périodes, 12 paramètres doivent être choisis. Les 6 paramètres de
l’équation (6.4), décrits à la section 6.2.3 : S(T ), Q, R, xc, xd, uc pour le régulateur qui sera
utilisé avant la commutation, et les mêmes 6 paramètres pour le régulateur qui sera utilisé
après la commutation.
Dans cette section les choix de ces paramètres seront discutés en détail. On remarque
que la synthèse du régulateur est faite avec les matrices d’état du système. Donc, même si
des paramètres identiques sont choisis pour les périodes avant et après la commutation, les
régulateurs seront différents. En effet, les matrices d’état pour deux charges différentes ne
sont pas les mêmes.
Une discussion à ce propos est présentée dans cette section. Cette discussion sera l’intro-
duction du problème présenté à la section 6.3.
6.2.5.1 Le Choix des Paramètres Après la Commutation
Même si cela ne paraît pas logique, la discussion pour le régulateur utilisé après la com-
mutation est plus simple, et donc présentée en premier. Parmi les six paramètres, il y a trois
matrices de pondération (S(T ), Q, R) et trois variables physiques (xc, xd, uc) :
– S(T ), Q, R : le choix de ces trois coefficients est un problème classique pour la synthèse
de régulateurs. Les trois sont liés à des aspects physiques du système, ce qui permet à
l’ingénieur de régler rapidement et simplement le régulateur.
– xc and uc : Les valeurs de consigne (les références) pour l’état et le signal de commande.
La différence entre ces valeurs et celles présentées par le système en opération seront
intégrées entre t = 0 et t = T . Étant donné que le but est de ramener le système à son
régime permanent, le choix ici est très simple : xc et uc sont respectivement la valeur
de régime permanent de l’état et de la commande pour le système après commutation.
– xd : L’état désiré à t = T . Comme le but est de ramener le système à son régime
permanent, comme décrit précédemment, ce choix est très simple. Il doit être l’état de
régime permanent pour le système après la commutation. Donc, xd = xc = xRP
6.2.5.2 Le Choix des Paramètres Avant la Commutation
Le choix des paramètres avant la commutation est une tâche beaucoup plus délicate :
– S(T ), Q, R : les commentaires du paragraphe précédent s’appliquent ici.
– uc : le choix de uc n’est pas très difficile. Si l’on veut que la commande soit la plus faible
possible, uc = 0 est le choix logique. Si l’entrée de commande ne doit pas s’éloigner des
valeurs de régime permanent (d’avant ou d’après la commutation), choisir une de ces
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valeurs est aussi possible. Nous choisissons habituellement la valeur de la commande
en régime permanent avant la commutation pour uc. L’expérience nous montre que ce
choix évite que le système oscille, même s’il ne contribue pas à préparer le système pour
la commutation.
– xc : le choix de xc est plus délicat, ce paramètre ayant une grande influence sur le com-
portement du système. Si avant la commutation on ne veut pas beaucoup de déviation
des valeurs de régime permanent, on doit choisir xc = xRP . C’est le choix que nous
faisons habituellement. Même si cela ne contribue pas à préparer le système pour la
commutation, ce choix assure que le système oscillera le moins possible avant d’aller à
l’état xd à t = T . Un mauvais choix pour ce coefficient serait de prendre des états qui
ne sont pas des états d’équilibre. L’entrée de commande essayerait de garder le système
le plus proche possible de ces valeurs. Cependant, cela n’est pas possible d’une façon
permanente et le système oscillerait, ce qui n’est pas un comportement désiré.
Le dernier paramètre qui doit être choisi est xd. Ce choix est beaucoup plus dur qu’il n’y
paraît, et c’est le sujet de la prochaine section.
6.3 Le Choix de l’État Final Désiré Avant la Commutation
Le choix le plus dur pour la synthèse des régulateurs proposés est celui de xd, l’état désiré
à t = T , pour la période avant la commutation. Ce choix est fondamentalement différent de
celui de xc. Comme le terme de l’équation (6.4) lié à xc est à l’intérieur de l’intégrale, il doit
être un état d’équilibre. Cela est logique : le système ne peut pas rester à un état qui n’est
pas à l’équilibre sans oscillation. Par contre, le terme lié à xd est l’état final à t = T , et peut
donc avoir n’importe quelle valeur dans l’espace d’état, y compris des états qui ne sont pas à
l’équilibre : xd est un état de transition.
Un premier choix intuitif pour xd serait le régime permanent des états après la com-
mutation. Cependant, l’expérience montre qu’il crée des commandes très oscillantes à fortes
amplitudes (cf. exemple 6.3.1). Cela est lié au fait que ce choix aboutit à une commande qui
excite des modes très oscillants du système. Dans l’espace d’état de dimension neuf il est très
difficile de chercher un bon candidat pour xd sans une méthodologie bien définie.
La méthodologie proposée ici consistera, dans un premier temps, à rechercher une com-
mande en boucle ouverte issue d’une optimisation visant à atteindre un état xd tel que :
1. La commande nécessaire pour l’atteindre soit d’amplitude minimale.
2. La variation de tension de sortie après la commutation qui résultera de ce choix de
valeurs initiales pour la phase après commutation soit minimum.
Dans un deuxième temps, on cherchera à réaliser en boucle fermée cette commande is-
sue d’une étude en boucle ouverte. Cette dernière nous donnera des indices à propos de la
commande en boucle fermée qui sera appliquée au système à la fin de la procédure de synthèse.
6.3.1 La Commande Optimale en Boucle-Ouverte
Le problème du choix de xd avant la commutation peut être ainsi défini : compte tenu des
restrictions sur le signal de commande, quel est le “meilleur” état final avant la commutation ?
L’idée de cette section est simple : étudier l’influence du choix de l’état final désiré xd sur
la commande calculée pour le système avant la commutation. Il est donc nécessaire d’être en
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mesure d’étudier cette influence de façon indépendante des autres paramètres de l’équation
critère (6.4) de la commande optimale.
La commande en boucle-ouverte à énergie minimale qui amène un système de x0 à t = 0
à xd à t = T , définie dans [Lewis, 1986] sera utilisée pour cette étude :
Proposition 6.3.1. Étude de la Boucle Ouverte à Énergie Minimale pour le Choix de xd
L’influence du choix de xd dans le comportement de la commande en boucle fermée définie
par l’équation (6.5) peut être isolée. Pour connaître l’amplitude et l’allure dynamique induites
dans la boucle fermée par ce choix, il suffit de simuler la commande à énergie minimale en
boucle ouverte :
u∗(t, x0, xd) = R−1BT eA
T (T−t)W−1c (T )
[
xd − eATx0
]
(6.19)
pour t0 = 0, avec le Grammien partiel de commandabilité défini comme :
Wc(T ) =
∫ T
0
eA(T−τ)BR−1BT eA
T (T−τ)dτ (6.20)
Démonstration. Nous voulons prouver que la boucle-ouverte donne des informations à propos
de la boucle fermée. Cette preuve est très simple. Si l’on part de l’équation (6.4), ici rappelée :
J = 12 (x(T )− xd)
T S(T ) (x(T )− xd) +
1
2
∫ T
0
(
(x(t)− xc)T Q (x(t)− xc) + (u(t)− uc)T R (u(t)− uc)
)
dt
Il y a deux façons de démontrer cette proposition : la première est de montrer formellement
que l’équation (6.5) tend vers l’équation (6.19) si S(T ) → ∞. Mais il est plus simple de
redéfinir le problème en reformulant le critère à minimiser.
Si S(T ) est très grand, x(T ) sera très proche de xd : la méthode minimise ce terme du
critère, pour qu’il reste borné. A la limite, x(T ) = xd. Donc, si l’on sait que x(T ) = xd, on a
le problème de commande optimale pour un état final fixé 4.
Si le problème est à état final fixé, il est redondant d’écrire le premier terme, ici rappelé :
1
2 (x(T )− xd)
T S(T ) (x(T )− xd) (6.21)
dans le critère. Ensuite, si l’on suppose que Q → 0, xc = 0 et uc = 0, l’influence de ces
paramètres n’est pas prise en compte. Le critère se réduit donc à :
J(0) = 12
∫ T
0
u(t)TRu(t)dt (6.22)
Et ce critère est celui qui aboutit à une commande en boucle ouverte à énergie minimale
pour une valeur fixée de l’état final. C’est l’expression (6.19) présentée dans cette proposition,
et cette commande, pour un x0 donné, ne dépendra que de xd.
Cette commande en boucle ouverte nous donne des indices sur le comportement de la
boucle fermée qui sera utilisée. Cela est logique : cette commande n’est autre que la limite de
4. Dans ce cas, l’équation B.13, en annexe, est automatiquement satisfaite : dT = dx(T ) = 0, et la résolution
pour trouver la commande est beaucoup plus simple.
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la commande en boucle fermée lorsqu’on force l’état final à être exactement xd et qu’on ne
minimise que l’énergie de la commande.
Comme cette commande est basée sur le Grammien de commandabilité, elle existe pour
x0 et xd arbitraires si et seulement si |Wc(T )| 6= 0. Cela implique que le système (A,B) est
commandable [Lewis, 1986], ce qui est le cas de tous les systèmes étudiés.
On doit noter que cette commande en boucle ouverte n’est pas une commande cible désirée
pour le système en boucle fermée. Comme déjà discuté, son objectif est de quantifier l’influence
du choix de xd dans la boucle fermée finale.
Pour illustrer la difficulté du choix de xd, l’exemple suivant met en avant le comportement
du système pour un choix intuitif de ce paramètre.
Exemple 6.3.1. Le choix intuitif de xd
Dans cet exemple on présente une commutation de charge inspirée d’une situation décrite
par un partenaire industriel (DCNS). Le changement entre les charges A et B modélise un
problème de commande pour lequel des difficultés sont rencontrées. Avant la commutation, le
but est de préparer le système pour la transition. Un choix intuitif pour la valeur de xd avant
la commutation est le régime permanent de la charge B, la charge après la commutation. En
effet si le système est déjà à son régime permanent à l’instant de commutation, il n’y a aucune
fluctuation autour de la tension nominale.
La charge A est définie, basée sur le modèle de la section 3.3 par :
– Rcharge = 0.3Ω, Lcharge = 0.8mH, Ccharge = 1.2mF
– Puissance Active = 63.18 %
– Facteur de Puissance = 0.84
Le vecteur d’état pour le régime permanent de la charge A est :
XARP =

−2064.30
296.22
−890.64
−149.03
219.61
0
0
−395.45
−786.01

(6.23)
La charge B est définie par :
– Rcharge = 0.018Ω, Lcharge = 0.3mH, Ccharge = 1.2mF
– Puissance Active = 63.18 %
– Facteur de Puissance = 0.20
Cette charge consomme la même puissance active, mais le facteur de puissance est beau-
coup plus faible. Cette commutation de charge modélise la connexion d’une charge très induc-
tive.
Le vecteur d’état pour le régime permanent de la charge B est :
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XBRP =

−8933.76
327.76
−374.04
−50.24
747.98
0
0
−133.31
−869.72

(6.24)
Donc, comme décrit au début de cet exemple, un choix intuitif pour xd, l’état final avant
la commutation, est xd = XBRP . La figure 6.4 montre la tension de sortie et la commande du
système.
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Figure 6.4 – Tension de sortie et entrée de commande pour la période avant la commutation
La tension de sortie nominale est de 508V 5. Le système commence à sa valeur nominale,
et avant d’arriver à la valeur désirée (où il arrive parfaitement), il oscille avec des très fortes
amplitudes. La figure 6.5 montre un zoom de la courbe précédente.
La tension de sortie prend des valeurs maximales de l’ordre de 12kV , alors que l’entrée de
commande monte à plus d’un demi mega Volts. Inutile de dire que ces valeurs sont absolument
inacceptables.
Cet exemple montre que le choix intuitif du paramètre xd ne convient pas. Une méthode
est donc nécessaire pour qu’il soit fait de façon adéquate.
5. C’est la tension de phase nominale, 508 = 880√3 cf. section 3.1.
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Figure 6.5 – Zoom des courbes de tension et de commande pour atteindre xd
6.3.2 Optimisation
La recherche d’un xd optimal est le noyau principal de la procédure utilisée. Dans un
espace d’état de dimension neuf il est très difficile de chercher un candidat pour une valeur
adéquate de xd. Étant donné la complexité du système, une méthode exhaustive n’est pas
non plus envisageable. Une façon intéressante est donc de formuler ce problème sous la forme
d’un problème d’optimisation, pour lequel des outils fiables et performants existent.
Avant de nous lancer dans les détails de la formulation, une précision est nécessaire. Dans
le cadre de cette thèse l’optimisation n’est qu’un outil : nous n’avons développé ni de nouvelles
fonctions, ni amélioré celles déjà existantes. Une étude bibliographique à propos de ce très
riche domaine mériterait à elle seule un chapitre, ce qui échappe au cadre de ce manuscrit.
Néanmoins, un ouvrage de référence est [Nocedal and Wrigth, 2006], et l’Optimization Toolbox
de Matlab [Mathworks, 2008] est en mesure de proposer un assez large nombre de fonctions.
6.3.2.1 La Fonction Objectif
Plusieurs comportements sont considérés comme indésirables pour la tension d’excitation,
qui est l’entrée de commande. La contrainte la plus importante est sans doute celle liée aux
limites des valeurs de commande. En d’autres mots, cela veut dire que la commande ne
doit pas dépasser une certaine amplitude. C’est sur cette base que sera défini le problème
d’optimisation utilisé dans cette stratégie.
L’équation (6.19) présente la commande à énergie minimale qui amène le système de x0
à xd. Cette commande est intrinsèquement liée à l’influence du choix de xd dans la boucle
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fermée finale qui commandera le système. Donc, pour cette boucle ouverte, on propose de
rechercher la valeur de xd qui, pour un x0 donné, minimise la fonction objective :
f(xd) = sup
xd∈R9
(|u∗(t, x0, xd)|) =
sup
xd∈R9
(∣∣∣R−1BT eAT (T−t)W−1c (T ) [xd − eATx0]∣∣∣) ∀t ∈ [0, T ] (6.25)
Sans aucune contrainte, la réponse optimale est tout simplement x∗d = eATx0, ce qui amène
la fonction f(xd) à 0. Cela correspond à la réponse homogène du système, ce qui est cohérent
avec une entrée de commande nulle. Dans le paragraphe suivant une discussion à propos de
la contrainte est présentée.
6.3.2.2 Contrainte de l’Optimisation
Après la commutation, la réponse de la partie linéaire du système dynamique est la somme
de deux réponses. D’une part la réponse forcée liée à l’entrée du système, et d’autre une
réponse libre liée aux conditions initiales. Les valeurs de ces conditions initiales seront égales
aux valeurs finales de l’état avant la commutation. Ces valeurs finales avant la commutation
ont donc une influence sur le système d’après. Dans ce paragraphe cette influence sera étudiée,
à l’aide de la fonction F∆V sortie(xd), développée à la section 4.3.
L’interprétation de la fonction F∆V sortie(xd) est très directe : pour une valeur donnée
de xd la fonction calcule la variation de la tension de sortie, pour une entrée constante de
commande pour le système après la commutation. L’entrée de commande constante étant
la valeur nécessaire pour que le système atteigne, à l’infini, les valeurs nominales de régime
permanent des états. Il est évident que cette commande ne sera pas performante, mais le
but ici est simplement de quantifier si un état est plus adéquat qu’un autre, et non pas de
commander le système.
Pour quantifier si un état est plus favorable qu’un autre pour le choix de xd avant la
commutation, cette fonction est parfaitement adaptée. Elle étudie uniquement le régime libre
du système après la commutation. Si une valeur donnée de xd crée une plus faible déviation
de la valeur nominale qu’une autre, elle est plus adaptée pour le système à l’instant de la
commutation.
6.3.2.3 Le Problème d’Optimisation
La méthode utilisée pour le choix de xd est résumée dans la proposition suivante, où il est
formulé comme un problème d’optimisation :
Proposition 6.3.2. Le Choix de xd pour la Boucle Fermée
Le meilleur choix pour xd avant la commutation :
1. Tel que l’amplitude maximale de la commande en boucle fermée (6.5) avant la commu-
tation soit minimisée, et ce pour tout choix des paramètres S(T ), Q,R, xc et uc ;
2. Tel que, après commutation, si l’état du système est égal à xd, il y ait la garantie d’une
déviation de la tension de sortie inférieure à une valeur choisie par rapport à la valeur
nominale (dans le sens de la fonction de la section 4.3)
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est la solution du problème d’optimisation suivant :
min
xd∈R9
(f(xd)) = min
xd∈R9
(
sup
(∣∣∣R−1BT eAT (T−t)W−1c (T ) [xd − eATx0]∣∣∣)) (6.26)
Soumis à la contrainte :
F∆V sortie(xd) < Amplitudedesiree (6.27)
Cette procédure d’optimisation fournit la valeur de xd qui sera utilisée pour la synthèse
de la boucle fermée décrite à la section 6.2.3.
6.4 Considérations Finales
Le régulateur final sera la boucle fermée définie par l’équation (6.5) :
u(t) = −R−1BTS(t)︸ ︷︷ ︸
gain variable
x(t)
︸ ︷︷ ︸
retour d′etat
+R−1BTS(t)xd −R−1BTK(t) + uc︸ ︷︷ ︸
calcul hors−ligne
(6.28)
La valeur de xd est donnée par la procédure qui vient d’être décrite, et les autres para-
mètres sont choisis par l’utilisateur. Une discussion à ce propos a été présentée à la section
6.2.5.
La boucle fermée offre la possibilité de corriger des comportements indésirables de la boucle
ouverte. Une remarque finale concerne l’amplitude de la tension utilisée pour la procédure
d’optimisation à l’équation (6.27) : elle n’est qu’un indicateur, vu qu’elle est calculée pour
une entrée de commande constante. Asservie par la boucle fermée, la déviation de la tension
de sortie sera certainement inférieure à cette valeur.
Des exemples d’application de cette stratégie sont proposés dans le chapitre suivant.
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Chapitre 7
Application de la Stratégie de
Commande : Exemples
Pour illustrer la stratégie décrite dans le chapitre 6, trois exemples sont proposés pour dif-
férentes commutations de charge. L’idée de ces exemples est de mettre en évidence différents
comportements qui peuvent se présenter. Ces situations sont représentatives des systèmes
considérés, et elles démontrent comment la stratégie peut améliorer la performance des régu-
lateurs. Une discussion à propos de ces trois exemples est présentée à la fin du chapitre.
Les trois exemples s’organisent de la même façon : d’abord, une description des charges
est présentée. Ensuite, les choix des paramètres sont discutés. Finalement, les résultats sont
montrés, suivis par une rapide discussion à propos de la robustesse de la commande par
rapport à l’anticipation de la commutation.
Les contraintes de commande sont celles de la section 6.2.2. Pour chacun des exemples
donnés dans ce chapitre, deux situations seront considérées : dans la première, aucune an-
ticipation n’est utilisée, et dans la seconde, la stratégie du chapitre 6 est utilisé. Les deux
situations auront la même topologie de commande et, bien évidemment, la même commuta-
tion de charge.
Sommaire
7.1 Exemple 1 : Déconnexion d’une Partie du Réseau . . . . . . . . . 99
7.2 Exemple 2 : Connexion d’une Charge Inductive . . . . . . . . . . 106
7.3 Exemple 3 : Connexion d’une Partie du Réseau . . . . . . . . . . 113
7.4 Considérations Finales . . . . . . . . . . . . . . . . . . . . . . . . . 120
97

7.1. EXEMPLE 1 : DÉCONNEXION D’UNE PARTIE DU RÉSEAU 99
7.1 Exemple 1 : Déconnexion d’une Partie du Réseau
7.1.1 Les charges
La charge avant la commutation est décrite, basée sur le modèle de la section 3.3, par :
– Rcharge avant = 0.2 Ω
– Lcharge avant = 1 mH
– Ccharge avant = 4.24 mF
Cela représente une charge qui consomme 46.5% de la puissance active nominale, avec un
facteur de puissance de 0.84. La charge après la commutation est décrite par :
– Rcharge apres = 0.04 Ω
– Lcharge apres = 5 mH
– Ccharge apres = 1.99 mF
Cette charge consomme 0.5% de la puissance active nominale, aussi avec un facteur de
puissance de 0.84. Cette commutation modélise la déconnexion d’une partie du réseau élec-
trique.
7.1.2 Les Paramètres du Régulateur
Les choix des paramètres pour les deux situations sont discutés dans ce paragraphe. Les
spécifications de commande considérées pour régler les paramètres sont celles de la section
6.2.2. Comme la tension nominale d’excitation pour cette machine électrique est Vf ∼= 45V ,
les paramètres ont été réglés pour que la tension d’excitation ne dépasse pas environ 450V en
valeur absolue.
7.1.2.1 Situation 1 : la Commutation sans la Commande Anticipative
Pour cette première situation, comme il n’y a pas d’anticipation, juste le régulateur de
la deuxième période, après la commutation, doit être réglé. Donc, 6 paramètres doivent être
définis : S(T ), Q, R, xd, xc et uc. Ce réglage pour après la commutation est assez simple, et
les valeurs suivantes ont été choisies :
– xd apres 1 = xRP apres, xc apres 1 = xRP apres, uc apres 1 = uRP apres
– S(T)apres 1 = 1× I9×9, Qapres 1 = 100× I9×9, Rapres 1 = 250
Le choix des 3 premiers paramètres est très direct : les valeurs de régime permanent du
système. Les choix de S(T ) et Q sont également simples : comme le système retournera à la
valeur nominale, ces coefficients ont peu d’influence sur le comportement final. Le seul choix
plus délicat est celui de R. Il a été fait avec une méthode essai-erreurs, de telle façon que la
commande ne dépasse pas environ 450V .
7.1.2.2 Situation 2 : la Commutation avec la Commande Anticipative
Pour cette situation les 12 paramètres doivent être choisis. Le choix pour le régulateur
avant la commutation a été fait ainsi :
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– xd avant 2 = xprocedure optimisation, xc avant 2 = xRP avant, uc avant 2 = uRP avant
– S(T)avant 2 = 100× I9×9, Qavant 2 = 15× I9×9, Ravant 2 = 6
Plusieurs remarques doivent être faites. D’abord, xd est le résultat de la procédure d’opti-
misation décrite à la section 6.3. Pour cette procédure, l’amplitude désirée pour la contrainte
(équation (6.27)) a été fixée à 40 V (cette déviation est calculée après t = tosc, cf. section
4.3), et la fonction fminimax [Mathworks, 2008] disponible sous Matlab a été utilisée. Cette
fonction utilise un algorithme de Programmation Séquentielle Quadratique (SQP en anglais)
[Brayton et al., 1979]. La solution peut également être obtenue avec la fonction fmincon de
Matlab. Cette dernière utilise par défaut l’algorithme d’optimisation à région de confiance,
basé sur la méthode de Newton réflective intérieure, décrite dans [Coleman and Li, 1994] et
[Coleman and Li, 1996].
Les paramètres xc et uc ont été choisis comme les valeurs de régime permanent du système
avant la commutation. Cela ne contribue pas à préparer le système pour la commutation, mais
aide à éviter des oscillations et des comportements indésirables.
Les autres paramètres, comme dans le cas précédent, ont été choisis par une méthode
essai-erreur, de telle façon que la commande ne dépasse pas environ 450V . Il y a pour la
période avant une contrainte supplémentaire : la tension de sortie ne doit pas quitter les
valeurs de tolérance de ±20%. Il est important de ne pas amener volontairement le système
en dehors de celles-ci pour le préparer au changement de charge.
Finalement, la discussion des paramètres choisis pour après la commutation. Ils ont été
choisis ainsi :
– xd apres 2 = xRP apres, xc apres 2 = xRP apres, uc apres 2 = uRP apres
– S(T)apres 2 = 1× I9×9, Qapres 2 = 100× I9×9, Rapres 2 = 160
Les mêmes remarques du paragraphe précédent s’appliquent pour ce cas. Les paramètres
de la phase après la commutation sont presque les mêmes, la seule différence étant R, un peu
plus faible.
7.1.3 Résultats de Simulation
Les deux situations (avec et sans la stratégie) sont simulées, et les résultats sont montrés
à la figure 7.1. Les lignes noires sont les tolérances de la tension, et la commutation se produit
à t = 1s. La figure 7.2 montre un zoom de la commutation. On peut voir que la tension de
sortie aux courbes à droite respecte beaucoup mieux les tolérances que la tension aux courbes
à gauche.
Des remarques importantes peuvent être faites. D’abord, sans la commande anticipative, il
y a un pic de tension qui dure 5 ms et qui atteint 830V . De plus, le système ne respecte pas les
spécifications, étant donné que la tension sort des tolérances. Avec la commande anticipative
les spécifications sont pratiquement respectées. Le pic de tension dure 2 ms, alors qu’il ne
devrait pas être plus long que 1 ms. Mais avec l’anticipation, il est à environ 710V . A part ce
pic, la tension ne sort plus des gabarits.
Donc, le pic a été réduit d’environ 120V et avec la stratégie, à part cela, la tension respecte
les tolérances. Une dernière comparaison est montrée sur la figure 7.3, où les deux courbes
sont dessinées dans le même axe.
Une hypothèse a été faite au chapitre 6 pour la partie “FeedForward” : l’instant de commu-
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Figure 7.1 – Exemple 1 : A gauche la réponse du système sans la stratégie anticipative, et
à droite, avec la stratégie
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Figure 7.2 – Exemple 1 : Zoom de la figure précédente
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Figure 7.3 – Exemple 1 : Comparaison des résultats dans le même axe
tation est connu avec précision. Cela implique qu’un système intelligent doit synchroniser la
connexion (ou déconnexion) des charges avec le changement du régulateur. La robustesse du
régulateur face à des éventuels décalages entre le changement de charge et celui du régulateur
est discutée dans le paragraphe suivant.
7.1.4 Analyse de Robustesse : l’Anticipation de la Commutation
Comme décrit dans l’introduction de ce chapitre, dans un système naval les commutations
de charge peuvent être anticipées. La plupart du temps la connexion d’une nouvelle machine ou
d’un nouvel appareil vient d’un simple interrupteur qui peut aussi envoyer cette information
à un régulateur. Cependant, même si ce n’est pas un opérateur humain qui a la tâche de
synchroniser la connexion d’une charge et le changement des régulateurs, il est très optimiste
de supposer que ces actions sont parfaitement synchronisées.
Donc, dans ce paragraphe une étude de la robustesse du régulateur face à ce problème
est présentée. Pour cette étude la commande est celle calculée pour l’exemple traité dans
cette section, montrée sur les figures 7.1 et 7.2. On considère encore qu’il n’y a que le bloc
“Feedforward” de la figure 6.2, et le système est donc commandé en boucle ouverte. L’étude
de la topologie complète n’aurait un sens que si le modèle réel du système était représenté,
par exemple, sur un banc d’essai. Comme cela n’est pas encore le cas, elle n’est pas entreprise
dans ce manuscrit.
Comme c’est un système automatique qui réalise la synchronisation, il est raisonnable de
supposer que le décalage ne sera pas très important. Les décalages considérés vont donc de
0.01 à 0.05 secondes, dans les deux directions : décalages positifs et négatifs. L’exemple discuté
dans cette section avec l’anticipation en place est étudié dans cette analyse. Les résultats sont
montrés sur les figures 7.4 et 7.5, et seront discutés par la suite.
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7.1.4.1 Décalage Positif
Dans cette première analyse on considère que la commutation de charge a une avance par
rapport à l’entrée de commande. La figure 7.4 montre la tension de sortie pour un décalage
qui va de 0s (la synchronisation parfaite) à 0.05s.
Le décalage n’a pas d’influence majeure sur la réponse pour les valeurs considérées. Le
pic de tension devient de plus en plus grand, et les spécifications ne sont plus strictement
respectées pour le décalage de 0.05s. La performance globale est encore satisfaisante, même
s’il est possible de voir que l’influence de l’anticipation disparaît avec le décalage.
Si pour des petits décalages il n’y a pas de changement majeur, pour des plus grandes
valeurs le système peut être amené en dehors des tolérances de tension. C’est pour cela qu’il
est important qu’un système automatisé, et non pas un opérateur humain, soit en charge de
la synchronisation entre le changement du régulateur et le changement de charge.
7.1.4.2 Décalage Négatif
On considère maintenant que la commutation de charge a un retard par rapport à l’en-
trée de commande. Comme précédemment, la figure 7.5 montre la tension de sortie pour un
décalage qui va de 0s (la synchronisation parfaite) à 0.05s.
A l’inverse du dernier cas, la commande est très robuste pour des décalages négatifs, et la
performance après la commutation de charge est presque inchangée. Cela est dû à deux faits :
– La valeur de xd issue de la procédure d’optimisation de la section 6.3, est une valeur
d’équilibre du système.
– Cette valeur est à l’intérieur des tolérances de tension de ±20%
Le fait que xd soit un état d’équilibre permet au système de rester dans cette position sans
oscillation. Comme cette valeur n’est pas en dehors des tolérances de tension, le système peut
“attendre” dans cette position, et la commutation se produira près de la valeur désirée pour
les petits décalages. Par contre, pour des plus amples valeurs, cela peut, bien évidemment, ne
pas se passer. Pour quelques systèmes, comme pour l’exemple suivant, la commande calculée
pour le système après la commutation peut l’amener en dehors des tolérances de tension.
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Figure 7.4 – Exemple 1 : Décalages positifs : avance de la commutation par rapport à l’entrée
de commande
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Figure 7.5 – Exemple 1 : Décalages négatifs : retard de la commutation par rapport à l’entrée
de commande
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7.2 Exemple 2 : Connexion d’une Charge Inductive
Dans cette section un deuxième exemple est donné. Une nouvelle contrainte sera rajoutée
aux spécifications du signal de commande : il doit être non-négatif. Cela peut être le cas
pour certains systèmes d’excitation. Comme dans l’exemple précédent, deux situations seront
considérées : dans la première il n’y a pas d’anticipation, et dans la seconde, la stratégie
présentée au chapitre 6 est utilisé.
7.2.1 Les charges
La charge avant la commutation est décrite, basée sur le modèle de la section 3.3, par :
– Rcharge avant = 0.3 Ω
– Lcharge avant = 0.8 mH
– Ccharge avant = 1.2 mF
Cela représente une charge qui consomme 63% de la puissance active nominale, avec un
facteur de puissance de 0.84. La charge après la commutation est décrite par :
– Rcharge apres = 0.0712 Ω
– Lcharge apres = 0.56 mH
– Ccharge apres = 1.2 mF
Cette charge consomme la même puissance active, mais avec un facteur de puissance de
0.4. Cette commutation de charge modélise la connexion d’une charge très inductive.
7.2.2 Les Paramètres du Régulateur
Les régulateurs ont été réglés, comme précédemment, pour respecter une tension d’exci-
tation inférieure à environ 450V en valeur absolue. A posteriori, un bloc de saturation a été
rajouté pour assurer que cette tension soit non-négative. Comme elle était déjà positive pour
la majorité de la période, cela n’a pas changé de façon considérable le comportement de la
tension de sortie du système.
7.2.2.1 Situation 1 : la Commutation sans la Commande Anticipative
Comme dans la section 7.1.2.1, il y a 6 paramètres pour la première situation :
– xd apres 1 = xRP apres, xc apres 1 = xRP apres, uc apres 1 = uRP apres
– S(T)apres 1 = 1× I9×9, Qapres 1 = 1× I9×9, Rapres 1 = 11
Les remarques faites pour l’exemple précédent sont valables ici.
7.2.2.2 Situation 2 : la Commutation avec la Commande Anticipative
Pour cette situation les 12 paramètres doivent être choisis. Le choix pour les paramètres
avant la commutation est celui-ci :
– xd avant 2 = xprocedure optimisation, xc avant 2 = xRP avant, uc avant 2 = uRP avant
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– S(T)avant 2 = 10× I9×9, Qavant 2 = 50× I9×9, Ravant 2 = 50
Les remarques de l’exemple précédent sont valables ici. L’amplitude désirée pour la con-
trainte, équation (6.27), a été fixée à 50V . Les paramètres de la phase après la commutation
ont été choisis comme :
– xd apres 2 = xRP apres, xc apres 2 = xRP apres, uc apres 2 = uRP apres
– S(T)apres 2 = 1× I9×9, Qapres 2 = 1× I9×9, Rapres 2 = 5
Dans le paragraphe suivant les résultats sont présentés.
7.2.3 Résultats de Simulation
Les deux situations (sans et avec la stratégie) sont simulées, et les résultats sont présentés
à la figure 7.6. La figure 7.7 montre un zoom de cette commutation. Sur les courbes à gauche
la tension ne respecte pas les tolérances, alors que sur les courbes à droite, avec l’utilisation
de la stratégie, elle les respecte.
Comme pour l’exemple précédent, une dernière comparaison est montrée à la figure 7.8,
où les deux courbes sont dessinées sur le même axe. Dans cette figure on voit clairement que
le système revient à la tolérance de fonctionnement normal de ±5% beaucoup plus vite avec
la stratégie en place.
La robustesse du régulateur face à des éventuels décalages entre le changement de charge
et celui du régulateur est discutée dans le paragraphe suivant.
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Figure 7.6 – Exemple 2 : A gauche la réponse du système sans la stratégie anticipative, et
à droite, avec la stratégie
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Figure 7.7 – Exemple 2 : Zoom de la figure précédente
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Figure 7.8 – Exemple 2 : Comparaison des résultats dans le même axe
7.2.4 Analyse de Robustesse : l’Anticipation de la Commutation
Cette section adopte la procédure de la section 7.1.4, où des décalages positifs et négatifs
de 0 à 0.05 secondes sont considérés. Les résultats sont montrés sur les figures 7.9 et 7.10, et
ils sont discutés par la suite.
7.2.4.1 Décalage Positif
Dans cette première analyse on considère que la commutation de charge a une avance par
rapport à l’entrée de commande. La figure 7.9 montre la tension de sortie pour un décalage
qui va de 0s (la synchronisation parfaite) à 0.05s.
Le décalage n’a pas d’influence majeure sur la réponse pour les valeurs considérées. Plus
que cela, par rapport aux résultats obtenus sans l’anticipation, même avec le décalage la
performance est toujours améliorée lorsque la stratégie est utilisée.
7.2.4.2 Décalage Négatif
On considère maintenant que la commutation de charge a un retard par rapport à l’entrée
de commande. Comme précédemment, la figure 7.10 montre la tension de sortie pour un
décalage qui va de 0s (la synchronisation parfaite) à 0.05s.
Les courbes montrées sur la figure 7.10 ont une interprétation très intéressante. On peut
voir que le système est moins robuste face aux décalages que celui de l’exemple précédent.
Pour des petites valeurs de décalage (jusqu’à 0.02 secondes), la performance est toujours
acceptable. Par contre, pour des valeurs plus importantes, le système est amené en dehors
des tolérances. Cela est dû au fait que l’excitation continuera à faire monter la tension, et la
valeur désirée de xd avant la commutation était très proche de la tolérance de tension.
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Donc, il y a ici un compromis à faire : si le système de synchronisation est fiable et peut
répondre en moins de 0.02 secondes, la valeur optimale, proche de la tolérance, peut être
choisie. Si ce système n’est pas fiable, il est prudent de choisir les paramètres du régulateur
pour faire en sorte qu’il y ait une marge entre la valeur finale avant la commutation et la
tolérance de tension.
Une discussion plus approfondie sera présentée à la section 7.4.
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Figure 7.9 – Exemple 2 : Décalages positifs : avance de la commutation par rapport à l’entrée
de commande
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Figure 7.10 – Exemple 2 : Décalages négatifs : retard de la commutation par rapport à
l’entrée de commande
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7.3 Exemple 3 : Connexion d’une Partie du Réseau
Dans cette section un troisième et dernier exemple est donné. Les spécifications de com-
mande sont celles décrites à la section 6.2.2. Comme dans les deux exemples précédents, deux
situations seront considérées : dans la première il n’y a pas d’anticipation, et dans la seconde,
la stratégie présentée au chapitre 6 est utilisée.
7.3.1 Les Charges
La charge avant la commutation est décrite, basée sur le modèle de la section 3.3, par :
– Rcharge avant = 0.03 Ω
– Lcharge avant = 0.6 mH
– Ccharge avant = 14.77 mF
Cela représente une charge qui consomme 26% de la puissance active nominale, avec un
facteur de puissance de 0.84. La charge après la commutation est décrite par :
– Rcharge apres = 0.03 Ω
– Lcharge apres = 0.3 mH
– Ccharge apres = 24.36 mF
Cette charge consomme 99% de la puissance active nominale, aussi avec un facteur de puis-
sance de 0.84. Cette commutation modélise la connexion d’une nouvelle charge très consom-
matrice en puissance au système.
7.3.2 Les Paramètres du Régulateur
Les régulateurs ont été réglés, comme précédemment, pour que la tension d’excitation ne
dépasse pas environ 450V en valeur absolue.
7.3.2.1 Situation 1 : la Commutation sans la Commande Anticipative
Comme décrit à la section 7.1.2.1, il y a 6 paramètres pour la première situation :
– xd apres 1 = xRP apres, xc apres 1 = xRP apres, uc apres 1 = uRP apres
– S(T)apres 1 = 1× I9×9, Qapres 1 = 1× I9×9, Rapres 1 = 23
Les remarques de l’exemple précédent sont valables ici.
7.3.2.2 Situation 2 : la Commutation avec la Commande Anticipative
Pour cette situation les 12 paramètres doivent être choisis. Pour le régulateur avant la
commutation, le choix a été fait comme suit :
– xd avant 2 = xprocedure optimisation, xc avant 2 = xRP avant, uc avant 2 = uRP avant
– S(T)avant 2 = 5× I9×9, Qavant 2 = 50× I9×9, Ravant 2 = 200
Les remarques de l’exemple précédent sont également valables ici. L’amplitude désirée
pour la contrainte, équation (6.27), a été fixée à 0.75V . Comme ce système est très amorti,
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des petites valeurs peuvent être choisies. Les paramètres choisis pour après la commutation
sont :
– xd apres 2 = xRP apres, xc apres 2 = xRP apres, uc apres 2 = uRP apres
– S(T)apres 2 = 1× I9×9, Qapres 2 = 1× I9×9,Rapres 2 = 25
Dans le paragraphe suivant les résultats sont présentés.
7.3.3 Résultats de Simulation
Les deux situations (sans et avec la stratégie) sont simulées, et les résultats sont montrés
sur la figure 7.11. La figure 7.12 montre un zoom de cette commutation. Comme pour le
deuxième exemple, sur les courbes à gauche la tension ne respecte pas les tolérances, et
lorsqu’on utilise la stratégie, sur les courbes à droite, elle les respecte.
Une dernière comparaison est montrée sur la figure 7.13, où les deux courbes sont dessinées
dans le même axe. Comme ce système est très amorti, la tension retourne rapidement à la
valeur nominale. Par contre, la commande assure que pendant la période transitoire le système
respecte les bornes de tension.
La robustesse du régulateur face à des éventuels décalages entre le changement de charge
et celui du régulateur est discutée dans le paragraphe suivant.
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Figure 7.11 – Exemple 3 : A gauche la réponse du système sans la stratégie anticipative, et
à droite, avec la stratégie
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Figure 7.12 – Exemple 3 : Zoom de la figure précédente
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Figure 7.13 – Exemple 3 : Comparaison des résultats dans le même axe
7.3.4 Analyse de Robustesse : l’Anticipation de la Commutation
Cette section adopte la même méthodologie des sections 7.1.4 et 7.2.4, où des décalages
positifs et négatifs de 0 à 0.05 secondes sont considérés. Les résultats sont montrés sur les
figures 7.14 et 7.15, et discutés par la suite.
7.3.4.1 Décalage Positif
Dans cette première analyse on considère que la commutation de charge a une avance par
rapport à l’entrée de commande. La figure 7.14 montre la tension de sortie pour un décalage
qui va de 0s (la synchronisation parfaite) 0.05s.
Comme dans l’exemple précédent, le décalage n’a pas d’influence majeure sur la réponse
pour les valeurs considérées. De plus, par rapport aux résultats obtenus sans l’anticipation, la
performance est toujours améliorée avec la stratégie en place. Par contre, en particulier pour
le décalage de 0.01s, il y a un dépassement qui ne se reproduit pas pour des décalages plus
importants. Cela est lié au fait que, pour cet exemple particulier, la valeur finale xd avant la
commutation n’était pas un état d’équilibre. Une discussion à ce propos sera entreprise à la
section 7.4.
Pour cette raison, la commande nécessaire pour mener le système à xd présente des dy-
namiques rapides. Si la commutation est en avance, il y aura un pic, résultat de l’oscillation
du nouveau système en réponse à cette commande. Pour les autres valeurs de décalage les
dynamiques du système ne seront pas en phase avec la commande, ou déjà amorties, et le pic
sera donc moins important. De toute façon, le système peut être considéré robuste pour des
décalages positifs.
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7.3.4.2 Décalage Négatif
On considère maintenant que la commutation de charge a un retard par rapport à l’entrée
de commande. Comme précédemment, la figure 7.15 montre la tension de sortie pour un
décalage qui va de 0s (la synchronisation parfaite) à 0.05s.
Cet exemple final met en évidence encore une autre situation qui peut se présenter avant
la commutation : l’état xd n’est pas un état d’équilibre. Donc, le système ne peut pas rester
sur cet état sans oscillation, ce qui est très évident pour des décalages plus importants que
0.02s.
Pour conclure, cet exemple montre également un compromis entre performance et robus-
tesse. Si les décalages sont petits, la performance est excellente : les tolérances sont parfai-
tement respectées. Mais lorsqu’ils augmentent, l’entrée de commande fera le système osciller
de plus en plus. Comme le système est stable, et l’entrée bornée, même si ce comportement
n’est pas désiré, le système ne sera pas instable.
Une discussion finale à propos des trois exemples et les situations recontrées sera présentée
dans la prochaine section.
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Figure 7.14 – Exemple 3 : Décalages positifs : avance de la commutation par rapport à
l’entrée de commande
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Figure 7.15 – Exemple 3 : Décalages négatifs : retard de la commutation par rapport à
l’entrée de commande
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7.4 Considérations Finales
Ces trois exemples ont pu illustrer que la performance est largement améliorée lorsque
la stratégie décrite au chapitre 6 est utilisée. Le point faible de cette stratégie étant, bien
évidemment, la synchronisation entre le changement de charge et le changement du régulateur.
Les exemples ont mis en évidence que, pour des petits décalages, la performance de la
commande se dégrade peu. Et que par rapport aux résultats obtenus sans l’anticipation, la
performance du régulateur est toujours améliorée lorsque la stratégie est utilisée. Comme la
synchronisation sera assurée par un système automatisé, la stratégie globale de commande
peut être considérée robuste. Cela se justifie par le fait que le décalage sera, a priori, toujours
petit. En ce qui concerne ce problème, trois différentes situations ont été présentées.
7.4.1 Exemple 1
Dans le premier exemple la commande est robuste pour toutes les valeurs de décalage
considérées. La valeur de xd avant la commutation est un état d’équilibre, à l’intérieur des
tolérances. Comme la commande avant et après la commutation ont des amplitudes compa-
rables (voir figure 7.7), les décalages ne sont pas en mesure d’amener le système en dehors de
ces tolérances. Pour cette situation, la plus favorable, la stratégie est très robuste.
A ce stade une question est donc très légitime : pourquoi xd est un état d’équilibre du
système ? Aucune hypothèse n’a été faite pour les valeurs de xd : c’est simplement la solution
de la procédure d’optimisation décrite au chapitre 6. Par contre, l’expérience montre que très
souvent (même si ce n’est pas toujours le cas), la solution de la procédure est proportionnelle
aux valeurs de régime permanent du système, qui sont des états d’équilibre.
A ce jour, cette question reste ouverte.
7.4.2 Exemple 2
La stratégie est robuste pour des décalages inférieurs à 0.02s. La valeur de xd avant la
commutation est également une valeur d’équilibre. Par contre, au voisinage de l’instant de
commutation, l’entrée de commande n’a pas les mêmes amplitudes (voir figure 7.7). Donc, en
fonction du décalage le système peut être surexcité : dans ce cas il sera amené en dehors des
tolérances.
Pour améliorer la robustesse, le compromis est simple : choisir les paramètres des régula-
teurs afin que la valeur finale des états avant la commutation garde une marge par rapport
aux tolérances. De cette façon, même si le système est surexcité, il ne quittera pas les bornes
autorisées.
7.4.3 Exemple 3
La stratégie respecte les tolérances juste pour des petits décalages. Cela est le pire des cas,
et l’explication est très simple : la valeur de xd avant la commutation n’est pas une valeur
d’équilibre. De cette façon, le système ne peut pas “attendre” dans cette position, comme
c’est le cas pour d’autres situations (voir l’exemple 1). Cet exemple est celui qui présente
la plus grande amélioration de performance entre les trois présentés (voir figure 7.12). Et,
comme on aurait pu s’y attendre, c’est celui qui présente la commande la moins robuste des
trois exemples.
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Si le système de synchronisation peut fournir une anticipation fiable de la commutation,
cela n’est pas un problème. Par contre, si cela n’est pas le cas, une façon d’améliorer la
robustesse pour cet exemple est de forcer l’état xd à être un état d’équilibre. Cela peut être
facilement mis comme contrainte pour la méthode d’optimisation. Plutôt que chercher dans
l’espace des 9 états, elle doit chercher seulement sur droite des états proportionnels au régime
permanent du système.
Le prochain chapitre conclut ce manuscrit, et des perspectives y sont dressées.
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Troisième partie
Conclusion et Perspectives
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Chapitre 8
Conclusion et Perspectives
Dans cette thèse nous avons proposé, dans un premier temps, des techniques d’analyse
pour les réseaux électriques embarqués, et dans un deuxième temps, une stratégie de com-
mande anticipative à Gains Programmés. Ce chapitre conclut ce manuscrit : un bilan des
deux parties est présenté, et des perspectives sont dressées.
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8.1 Première Partie : Analyse des Réseaux Électriques Em-
barqués
Dans la première partie de ce manuscrit une analyse complète des réseaux électriques
embarqués est entreprise. Nous avons pu voir que les modèles utilisés pour représenter ces
réseaux s’écrivent naturellement sous la forme Linéaire à Paramètres Variants, ou LPV. Nous
avons aussi constaté que de très riches dynamiques sont présentes, et la synthèse de lois de
commande peut s’avérer complexe.
Dans cette première partie, tout d’abord un tour d’horizon des résultats théoriques à pro-
pos des systèmes Linéaires à Paramètres Variants (LPV) est présenté au chapitre 2. Comme
on a pu le voir, la modélisation LPV est un très puissant outil pour le traitement de problèmes
de commande non-linéaires avec des techniques linéaires. Les réseaux électriques étudiés au
long de ce manuscrit ont un modèle qui évolue en fonction de la charge utilisée : la repré-
sentation LPV est donc adaptée. En plus de cela, des résultats bien établis concernant la
stabilité existent pour les systèmes LPV. Dans la deuxième partie de cette thèse la stabilité
du régulateur développé est prouvée à l’aide de ces résultats.
Au chapitre 3, nous avons attaqué la problématique concrète traitée au long du manuscrit.
Le modèle utilisé, trouvé dans la littérature du domaine, est présenté. Certes, ce modèle n’est
pas original, mais dans nos travaux nous avons utilisé une représentation plus raffinée que
celle classiquement employée. Nous avons montré que, pour l’étude que nous avons menée, la
représentation du réseau comme un alternateur couplé à des charges RL connaît des limites.
Nous avons donc rajouté une capacité à ce modèle. Même si ce modèle est encore une sim-
plification de la réalité, des dynamiques plus raffinées et réalistes sont mises en évidence lors
des commutations de charge. Pour la synthèse de lois de commande, c’est un bon compromis
entre complexité et réalisme : le modèle global ainsi obtenu est du 9eme ordre. Un ordre plus
élevé rendrait la synthèse de lois de commande encore plus complexe.
Au chapitre 4 une analyse complète des systèmes dynamiques obtenus est entreprise. Si
pour des systèmes linéaires “habituels” la synthèse de lois de commande ne pose pas de
difficultés particulières, les systèmes traités dans ce manuscrit présentent des modes très
oscillants, parfois peu commandables. Nous avons montré que si ces caractéristiques ne sont
pas prises en compte, il peut être impossible de faire la synthèse d’une loi de commande
adaptée.
Nous avons proposé dans ce chapitre une Distribution des Charges en fonction de leur com-
portement dynamique. Les systèmes présentent des dynamiques qui peuvent être “groupées”
selon des comportements bien définis. En fonction du groupe auquel appartient un système
donné, la stratégie de commande doit être choisie de façon adéquate. Cette classification a
permis de mettre en évidence les cas où des régulateurs “simples” (du type PI) sont suffisants,
ainsi que les cas où une commande plus évoluée est nécessaire.
Pour analyser les commutations de charge, deux techniques sont également proposées
dans ce chapitre : la première, qualitative, est la Distance de Charge. C’est une façon rapide
de prévoir, a priori, si une commutation se passera bien ou pas. La deuxième technique,
quantitative, est une fonction d’estimation qui calcule, de façon assez précise, la variation
de la tension de sortie après une commutation. Cette fonction est utilisée pour la stratégie
proposée au chapitre 6 dans la deuxième partie de ce manuscrit.
Avec les modèles et les outils proposés dans cette première partie, nous étions en mesure
de proposer des lois de commande pour les réseaux électriques embarqués. C’est le sujet de
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la deuxième partie de ce manuscrit.
8.2 Deuxième Partie : Commande des Réseaux Électriques
Embarqués
La deuxième partie de ce manuscrit commence, dans le chapitre 5, avec un tour d’horizon
à propos des techniques de commande actuellement employées pour les réseaux électriques
embarqués. Quatre stratégies différentes sont présentées, et le chapitre se termine par une
mise en perspective de la commande que nous proposons au chapitre 6 : une Commande
Anticipative à Gains Programmés.
Tout d’abord nous avons pu voir que des techniques “simples”, telles que les régulateurs PI,
sont encore largement utilisées pour la commande des réseaux électriques embarqués. Si pour
plusieurs situations ces régulateurs sont satisfaisants, pour d’autres ils s’avèrent insuffisants.
Nous utilisons dans le chapitre 6 des techniques de commande optimale : un régulateur avec
plus de degrés de liberté peut donc être obtenu.
Classiquement, une approche basée sur le “rejet de perturbation” est utilisée : le système
subit l’impact de charge, et le régulateur de tension doit ramener cette grandeur à sa valeur
nominale. Notre stratégie est différente : avant que l’impact ne se produise, le système est
amené à un état plus favorable à celui-ci. C’est ce que désignent le terme Commande Anti-
cipative. La commande a pour but d’anticiper un événement que peut subir le système, et
donc de mieux le préparer à cet événement. Dans notre cas, nous utilisons l’information qui
concerne l’imminence d’un impact de charge.
Notre commande est également à Gains Programmés : pour toute commutation de charge,
deux régulateurs sont calculés. Le premier commandera le système avant la commutation, et
le deuxième le système après celle-ci. Chacun de ces régulateurs est obtenu avec les matrices
d’état des systèmes respectifs : leurs gains sont donc différents.
Les résultats classiques de commande optimale ont été étendus pour s’adapter à notre
problème précis. Choisir les paramètres de la fonction à minimiser dépend de plusieurs fac-
teurs, et une discussion est entreprise au chapitre 6. Pour un de ces paramètres, l’état final du
système avant la commutation, ce choix est fait sous la forme d’un problème d’optimisation.
Le chapitre 7 présente des exemples de la stratégie de commande développée. Nous avons
pu voir que la performance lors de la commutation est toujours améliorée. Cependant, le
point faible de cette commande est la synchronisation entre le changement du régulateur et la
commutation de charge. Augmenter la robustesse de la commande face à cette synchronisation
est une des perspectives directes de ces travaux, comme discuté par la suite.
8.3 Perspectives
Des nombreuses perspectives s’ouvrent à l’issue de ces travaux. Nous proposons dans la
suite quelques suggestions à propos de futures recherches qui peuvent être entreprises.
8.3.1 Analyse de Stabilité et Performance des Systèmes LPV avec d’autres
Outils
Au long des travaux présentés, la stabilité des régulateurs obtenus s’appuie sur la théorie
de Lyapunov. D’autres résultats, comme par exemple ceux présentés dans l’annexe A peuvent
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être utilisés. Étudier si ces résultats seront moins conservatifs est une perspective intéressante.
Pour étudier la performance de systèmes, dans nos travaux nous avons utilisé surtout des
simulations. Une preuve formelle alliant les résultats présentés dans le chapitre 2 et l’annexe
A est également une perspective.
8.3.2 Commande des Charges Instables
Comme nous avons pu voir au chapitre 4, il existe une classe, relativement petite, de
systèmes instables. Commander ces systèmes est très difficile : compte-tenu des saturations
de la commande, cela n’est pas toujours possible. Étudier davantage ces situations est une
perspective intéressante.
8.3.3 Commande Intelligente Basée sur la Classification des Charges
Les lois de commande que nous développons dans cette thèse considèrent que la situation
du système est connue. Les régulateurs sont donc conçus pour les charges précises qui modé-
lisent le système pour un point de fonctionnement donné. Mais, comme discuté au chapitre
4, les charges peuvent être distribuées dans des groupes en fonction de leur comportement
dynamique.
Une perspective très intéressante pour cette partie de nos travaux repose sur ce fait. Plu-
tôt que commander chaque charge particulière, un système intelligent de supervision (comme
présenté à la figure 1.1) pourrait indiquer à un régulateur à quel groupe particulier la charge
appartient. De cette façon les régulateurs seraient conçus pour les groupes, et non pas pour
les charges. L’intérêt d’une telle commande serait de “faciliter” la tâche du système de super-
vision : il est plus simple de définir le groupe d’une charge que ses valeurs précises de R, L et
C.
8.3.4 Prise en Compte de Toutes les Contraintes lors de la Synthèse des
Régulateurs
Au chapitre 6 nous avons développée une stratégie de commande anticipative. Le choix des
paramètres est fait, pour l’état final désiré avant la commutation, au travers d’un problème
d’optimisation. Ce problème prend en compte l’amplitude de la tension de sortie, mais les
courants internes ne sont pas considérés. Intégrer cette contrainte à la méthode serait une
perspective intéressante.
Il serait également intéressant d’intégrer les saturations de la commande à la méthode de
synthèse. Actuellement cela se fait avec une méthode d’essai-erreur, et des blocs de saturation
sont utilisés.
8.3.5 Simplification du Réglages des Régulateurs
Le régulateur proposé au chapitre 6 repose sur le choix de 12 paramètres différents, ainsi
qu’une amplitude maximale de déviation pour le problème d’optimisation. Ces 13 paramètres
ont des effets qui ne sont pas indépendants les uns des autres. Une étude plus approfondie
pour diminuer le nombre de paramètres à régler serait donc souhaitable.
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8.3.6 Robustesse de la Commande
La robustesse de la stratégie de commande face à la synchronisation entre le changement
des régulateurs et des charges doit être étudiée en plus grande profondeur. Cela est la princi-
pale “faiblesse” de la stratégie telle que nous la proposons. Prendre ce phénomène en compte
lors de la synthèse est une voie possible pour augmenter la robustesse du régulateur.
8.3.7 Banc d’Essai
La perspective la plus directe et la plus intéressante est certainement le montage d’un
banc d’essai expérimental. La topologie de commande développée au chapitre 6 présente
deux degrés de liberté : sur un banc il sera possible d’entreprendre une analyse complète de
la stratégie proposée en tenant compte de la topologie complète.
Dans un premier temps, un système électrique simple, composé d’un alternateur et de
charges linéaires pourrait être mis en place. Cela permettrait de valider les lois de commande
développées dans cette thèse. Ensuite, pour représenter des situations plus réelles, ainsi que
pour tester la robustesse des lois de commandes, des charges non-linéaires peuvent être utili-
sées. Sur un banc, ces charges peuvent être, par exemple, des machines asynchrones.
Quatrième partie
Annexes
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Annexe A
Résultats de Stabilité pour les
Systèmes LPV
Dans cette annexe des résultats de stabilité supplémentaires pour les systèmes LPV sont
présentés. Ce sont des alternatives à l’approche de Lyapunov présentée au chapitre 2. L’uti-
lisation d’une (ou plus) de ces stratégies aux problèmes exposés dans cette thèse est une des
perspectives à nos travaux. A priori les techniques de Lyapunov semblent plus adaptées, mais
au cours des trois ans de thèse nous n’avons pas répondu de façon définitive à cette question.
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A.1. MULTI-MODÈLES - SYSTÈMES INTERPOLÉS 135
A.1 Multi-Modèles - Systèmes Interpolés
La première approche présentée est celle des Multi-Modèles, qui est en fait une géné-
ralisation des systèmes interpolés. Les travaux de base pour cette section sont ceux de M.
Chadli [Chadli, 2002] et [Chadli et al., 2000]. L’intérêt majeur de cette approche est dans le
fait qu’elle s’applique à une classe très générale de systèmes, comme on verra par la suite.
Cette technique peut donc être utilisée pour prouver la stabilité des systèmes LPV. Cela n’est
cependant pas la seule application des multi-modèles, nombreuses dans la littérature. Des ap-
plications dans la commande adaptative sont trouvées par exemple dans [Zhang et al., 2008].
On peut également trouver dans [Orjuela et al., 2008] l’utilisation des multi-modèles pour
l’estimation des états et de l’entrée d’un système non-linéaire.
Initialement, on définit un multi-modèle obtenu par linéarisation (il y a d’autres formes
de l’obtenir). Soit le système non-linéaire suivant :
x˙(t) = f(x(t), u(t)) (A.1)
avec f(.) continûment dérivable. La linéarisation de ce système autour d’un point de fonc-
tionnement arbitraire (xi, ui) ∈ Rp × Rm est :
x˙(t) = Ai(x(t)− xi) +Bi(u(t)− ui) + f(xi, ui) (A.2)
Elle peut encore être écrite comme :
x˙(t) = Aix(t) +Biu(t) + di (A.3)
avec
Ai = ∂f(x,u)∂x x=xiu=ui Bi =
∂f(x,u)
∂u x=xiu=ui
di = f(xi, ui)−Aixi −Biui (A.4)
En supposant que tous les modèles locaux sont issus d’une linéarisation comme on vient
de décrire, autour de n points de fonctionnement (xi, ui), la formulation multi-modèle sera
alors :
x˙(t) =
n∑
i=1
µi(z(t))(Aix(t) +Biu(t) + di) (A.5)
où µi(z(t)), i ∈ In sont les fonctions d’activation et z(t) est le vecteur des variables de décision
dépendant des variables d’état mesurables et éventuellement aussi de la commande u(t). Le
nombre de modèles locaux n dépend de la précision souhaitée, de la complexité du système
non-linéaire et du choix de la structure des fonctions d’activation.
Hypothèse A.1.1. Les fonctions d’activation µi(x(t)) sont continûment dérivables.
On a aussi concernant les fonctions d’activation la définition, qui sera très utile pour la
suite :
Définition A.1.1. Les fonctions d’activation ont les propriétés suivantes :
µi(z(t)) ≥ 0 (A.6)
n∑
i=1
µi(z(t)) = 1 (A.7)
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Cela nous amène au résultat suivant :
Théorème A.1.1. Compte tenu de la définition (A.1.1) on peut énoncer que les inégalités
suivantes sont vérifiées ∀r ∈ {2, ..., n} :
n∑
i 6=j:1
µi(z)µj(z) ≤ 1− 1
r
(A.8)
n∑
i=1
µ2i (z)µj(z) ≥
1
r
(A.9)
Par simplicité, par la suite seront considérés les multi-modèles qui ne prennent pas en
compte le terme di. Cela nous amène à :
x˙(t) =
n∑
i=1
µi(z(t))(Aix(t) +Biu(t)) (A.10)
En effet, il y a d’autres méthodes d’identification des multi-modèles qui aboutissent di-
rectement à cette représentation qui sont décrits dans [Chadli, 2002].
Plusieurs résultats intermédiaires sont donnés dans l’ouvrage (lois de commande stabili-
santes, synthèse de multi-observateurs, . . .), mais on essayera ici d’aller aux principaux concer-
nant la stabilité.
La stabilité des systèmes multi-modèles peut être prouvée en démontrant l’existence d’une
fonction candidate de Lyapunov polyquadratique, qui ne dépend que de l’état du système, et
qui a la forme :
V (x(t)) = x(t)TP (x(t))x(t) (A.11)
avec
P (x(t)) =
n∑
i=1
µi(x(t))Pi, Pi > 0 (A.12)
Cette fonction, comme décrit dans [Chadli, 2002] respecte les conditions nécessaires pour
être candidate à une fonction de Lyapunov.
En calculant la dérivée par rapport au temps de la fonction candidate de Lyapunov (A.11)
on arrive à :
V˙ (x(t)) = x˙(t)TP (x(t))x(t) + x(t)TP (x(t))x˙(t) + x(t)T P˙ (x(t))x(t) (A.13)
et le dernier terme x(t)T P˙ (x(t))x(t) peut être majoré comme suit :
x(t)T P˙ (x(t))x(t) = x(t)T ∑ni=1 〈∂µi(x(t))∂x(t) , ∂x(t)∂t 〉Pix(t)
≤ x(t)T ∑ni=1 ∣∣∣(∂µi(x(t))∂x(t) ) x˙(t)∣∣∣Pix(t) (A.14)
Dans le cas où on peut majorer le terme
∣∣∣(∂µi(x(t))∂x(t) ) x˙(t)∣∣∣ indépendamment de l’état (ou
de sa variation), on aura l’hypothèse suivante :
Hypothèse A.1.2. il existe un scalaire υ > 0 tel que
∣∣∣(∂µi(x(t))∂x(t) ) x˙(t)∣∣∣ ≤ υ, ∀x(t) ∈ Rp, i ∈ In.
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Et il est donc possible d’écrire :
x(t)T P˙ (x(t))x(t) ≤ x(t)Tυ
n∑
i=1
Pix(t) (A.15)
et dans ces conditions la dérivée de la fonction de Lyapunov (A.13) peut être formulée comme :
V˙ (x(t)) ≤ x˙(t)TP (x(t))x(t) + x(t)TP (x(t))x˙(t) + x(t)Tυ
n∑
i=1
Pix(t) (A.16)
Si l’hypothèse (A.1.2) est vérifiée, les conditions de stabilité obtenues sont globales. Si cela
n’est pas le cas, elles ne seront que locales.
On peut enfin présenter le résultat concernant la stabilité du système global en boucle
fermée [Chadli, 2002] :
Théorème A.1.2. S’il existe des matrices symétriques définies positives Q et Pi, i ∈ In et
des matrices symétriques U et V qui vérifient les LMI suivantes :
Pi > Pj+r, i ∈ In, j ∈ In−r (A.17)
ATi Pi + PiAi ≤ U,∀i ∈ In (A.18)
ATi Pj + PjAi +ATj Pi + PiAj ≤ 2V,∀(i, j) ∈ I2n, i < j (A.19)
U − V ≤ 0 (A.20)
V + r−1(U − V ) + υ
r∑
i=1
Pi < −Q (A.21)
avec µi(z(t))µj(z(t)) 6= 0, r le nombre maximal de modèles locaux activés à chaque instant et
υ une borne sur la variation d’état préalablement évaluée (hypothèse (A.1.2)). Alors le point
d’équilibre du multi-modèle (A.10) est globalement exponentiellement stable.
D’autres résultats concernant la stabilité des systèmes multi-modèles sont donnés dans
ce travail, ainsi que des exemples d’application. En effet, le nombre d’inégalités à vérifier est
élevé, ce qui est un inconvénient. Néanmoins, il est tout de même très remarquable de prouver
de façon analytique la stabilité de systèmes qui peuvent être, à la base, des interpolations de
modèles locaux.
A.2 Stabilité Entrée/Sortie : Théorie du Faible Gain
La théorie du faible gain est très utilisée dans le cadre des systèmes incertains, et peut
aussi être utilisée pour les systèmes LPV. Pour sa définition et application dans le cadre de
la synthèse fréquentielle H∞ robuste où elle est très répondue, une référence très complète se
trouve dans [Scorletti and Fromion, 2004].
La théorie du faible gain prouve la stabilité des systèmes dans le sens entrée/sortie. Comme
l’analyse se fait d’un point de vue externe, il n’y a absolument aucune contrainte sur les
opérateurs. Ceux-ci peuvent être linéaires ou non-linéaires, non stationnaires, avec ou sans
mémoire. Cela peut être spécialement intéressant pour prouver la stabilité de systèmes en
cascade, comme par exemple dans [Jiang and Marcels, 1997] et [Lin and Gong, 2003].
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Dans cette section, basée principalement sur les travaux de Biannic [Biannic, 1996], des
résultats de stabilité pour les systèmes LPV seront brièvement présentés. Avant d’arriver au
théorème de stabilité, quelques concepts doivent être préalablement définis :
Définition A.2.1. Espace E Soit l’espace E l’espace des fonctions définies sur R+, à valeurs
dans R, mesurables au sens de Lebesgue. Par extension En est l’espace des fonctions f(.) =
[f1(.), ..., fn(.)]T telles que chaque composante fi appartienne à E.
Définition A.2.2. Espace Lq On note Lq l’espace des fonctions f(.) de E telles que :{ ∫∞
0 |f(t)|qdt <∞ si q <∞
f(.) est essentiellement bornee si q →∞ (A.22)
Définition A.2.3. Espace Lq,e On note Lq,e l’extension de Lq à l’espace des fonctions f(.)
de E telles que :
∀T > 0, fT (.) ∈ Lq (A.23)
où fT (.) est la troncature de fT (t) :{
fT (t) = f(t) si t ≤ T
fT (t) = 0 si t > T
(A.24)
Avec ces définitions il est enfin possible de définir la stabilité Lq, qui sera la base du
théorème du faible gain :
Définition A.2.4. Stabilité Lq L’opérateur Hx0 (ou le système associé) est dit Lq-stable
si : {
∀u ∈ Lmq,e, H(u) ∈ Lmq,e
∃(γ, β)/∀u ∈ Lmq,e,∀T > 0, ‖(H(u))T ‖q ≤ γ ‖uT ‖q + β
(A.25)
S’il existe une valeur de γ qui vérifie (A.25), alors toutes les valeurs supérieures vont
aussi la vérifier. On s’intéresse donc à la plus petite des valeurs, que l’on appellera le Gain
Lq de l’opérateur. Quant au terme résiduel β, il est nul dans l’absence de conditions initiales,
comme détaillé dans [Biannic, 1996].
Avec ce bagage assez étendu de définitions, la forme générale du théorème du faible gain
peut enfin être énoncée [Biannic, 1996] :
Théorème A.2.1. Théorème du Faible Gain
Étant donnés deux opérateurs H1 et H2(cf. figure (A.1), extraite de [Biannic, 1996]), Lq
stables, de gains respectifs γ1 et γ2 tels que :
γ1γ2 < 1
et ∀u1 ∈ Lm1q,e , ∀u2 ∈ Lm2q,e ,∀T > 0
‖(e1)T ‖q ≤ 11−γ1γ2 (‖(u1)T ‖q + γ2 ‖(u2)T ‖q + β2 + γ2β1)
‖(e2)T ‖q ≤ 11−γ1γ2 (‖(u2)T ‖q + γ1 ‖(u1)T ‖q + β1 + γ2β2)
(A.26)
Alors le système en boucle fermée est Lq stable, des entrées (u1, u2) vers les sorties (y1, y2).
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Figure A.1 – Interconnection des systèmes
Figure A.2 – Schéma Simplifié par l’absence du signal u2
Dans le cas où u2 est nul (absence de bruits de mesure) le schéma se simplifie, comme
montré sur la figure (A.2), extraite de [Biannic, 1996].
Et les mêmes hypothèses sur les opérateurs H1 et H2 conduisent à :
‖y1|q ≤
γ1
1− γ1γ2 ‖u1‖ (A.27)
ce qui implique la Lq,e stabilité des systèmes rebouclés dont le gain est borné par :
γ = γ11− γ1γ2 (A.28)
On retrouve donc la la forme “classique” du théorème du faible gain :
Théorème A.2.2. Forme Classique du théorème du Faible Gain
Si l’opérateur H1 est Lq stable et le produit H1H2 est Lq stable de gain strictement borné
par 1, alors le système en boucle fermée (cf. figure (A.2)) est Lq stable de l’entrée u vers la
sortie y.
Comme déjà souligné à l’introduction de cette section, ce théorème assure la stabilité d’un
système en boucle fermée à partir d’informations du type entrée/sortie sur des éléments de
la boucle ouverte. Comme l’analyse se fait d’un point de vue externe, il n’y a absolument
aucune contrainte sur les opérateurs.
A.2.1 Liens entre stabilité selon Lyapunov et la Stabilité Entrée/Sortie
Il existe des liens entre la stabilité selon Lyapunov et la stabilité entrée/sortie. Ces liens
présentent un réel intérêt, dans le sens où l’on peut, par exemple, établir la stabilité L2 d’un
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système à partir d’une fonction de Lyapunov. De cette façon, on peut prouver la stabilité
selon Lyapunov et avoir un gain L2 borné par une valeur γ qui évalue la performance. Le
problème précis posé est celui de trouver des conditions suffisantes pour que la stabilité
asymptotique uniforme entraîne la stabilité entrée/sortie. La solution ici proposée est assez
générale [Biannic, 1996] :
Théorème A.2.3. Lien entre Stabilité selon Lyapunov et la Stabilité Entrée/Sortie
Soit le système : 
x˙(t) = f(x, u, t)
y(t) = h(x, u, t)
x(0) = x0
(A.29)
où f est continûment différentiable, et h continue. En outre, la trajectoire x ≡ 0 est une
trajectoire d’équilibre pour le système non excité (f(0, 0, t) = 0).
Si on vérifie les conditions suivantes :
– x ≡ 0 est globalement exponentiellement stable
– ∂f∂x et
∂h
∂x sont globalement bornées
– ∃k1, k2, k3 ≥ 0/ ‖h(x, u, t)‖ ≤ k1 ‖x‖+ k2 ‖u‖+ k3
alors ∃γ > 0 / ∀ ‖x0‖ ≤ δ, ∀β ≥ 0,
‖y‖∞ ≤ γ ‖u‖∞ + β (A.30)
Ce théorème met en place des hypothèses peu restrictives. Cependant, s’il prouve la sta-
bilité entrée/sortie (au sens de L∞) il ne donne pas d’informations quant au gain L2 obtenu.
En plus, sous les hypothèses d’observabilité et de détectabilité uniforme, la réciproque peut
être établie, mais à condition d’avoir une stabilité asymptotique plutôt que exponentielle
[Biannic, 1996] :
Théorème A.2.4. Une réalisation uniformément observable et uniformément atteignable
d’un système stable au sens de la stabilité entrée/sortie, est globalement asymptotiquement
stable au sens de Lyapunov.
Donc, comme montré dans cette section, des liens entre la stabilité au sens de Lyapunov et
la théorie du faible gain existent. Davantage de détails peuvent être trouvés dans la littérature
du domaine, les références ici citées étant un bon point de départ.
A.3 Résultats de Stabilité pour les Systèmes LPV Descrip-
teurs
Dans cette section les récents résultats décrits dans [Bouali et al., 2008] seront brièvement
présentés. Cet article aborde le problème de la synthèse de régulateurs à Gains Programmés
avec des observateurs pour des systèmes LPV descripteurs. La stabilité est prouvée, et les
résultats sont plutôt encourageants. L’inconvénient majeur (comme discuté par la suite) est
que la complexité de ces techniques croît avec l’ordre du système. Pour cette raison, ces
résultats ne sont pas applicables directement au problème de ce manuscrit, mais cela reste
une perspective intéressante.
Soit le modèle LPV de l’équation (2.1), ici rappelé :
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 x˙zp
y
 =
 A(δ(t)) Bp(δ(t)) B(δ(t))Cp(δ(t)) Dp(δ(t)) E(δ(t))
C(δ(t)) F (δ(t)) 0

 xwp
u
 (A.31)
Des résultats intéressants se dérivent lorsqu’on suppose que les matrices A(δ(t)), B(δ(t))
et C(δ(t)) de ce modèle sont des fonctions rationnelles de δ. Ce modèle peut, dans ce cas,
toujours s’écrire sous la forme d’un système descripteur avec des fonctions affines ou constantes
en δ(t) [Masubuchi et al., 2003] :
E ˙ˆx(t) = A(δ(t))xˆ(t) +B1w(t) +B2u(t)
z(t) = C1x(t)
y(t) = C2x(t)
(A.32)
où xˆ est composé par les éléments de x(t) et par des variables qui vérifient des équations
algebriques avec x(t). La matrice des coefficients A(δ(t)) est affine, et les matrices E, B et C
sont constantes.
La base de la théorie ici décrite est dans la définition de l’admissibilité. Pour des sys-
tèmes LPV descripteurs, la définition donnée dans [Masubuchi et al., 2003] est considérée.
Soit n1 la dimension du système LPV (A.31) et n celle du système descripteurs étendu de la
représentation (A.32). Un premier théorème peut être énoncé [Bouali et al., 2008] :
Théorème A.3.1. Le système descripteur Ex˙ = A(δ)x est admissible s’il existe des fonctions
continûment différentiables P : θ → Rn×n, S : θ → R(n−n1)×(n−n1) et une matrice W ∈ Rn×n
telles que pour tout δ(.) dans les trajectoire possibles :
P (δ) = P (δ)T > 0 and S(δ) = S(δ)T > 0 (A.33)

−(W +W T ) W TAT (δ) + Φ(δ) W T
• −Φ(δ) +
(
dP (δ)
dt 0
0 0
)
0
• • −Φ(δ)
 ≺ 0 (A.34)
où Φ(δ) =
(
P (δ) 0
0 S(δ)
)
Le but principal est de développer un régulateur de type observateur/retour d’état qui a
une dépendance rationnelle dans le paramètre δ(t) [Bouali et al., 2008] :
(Kr) :

˙ˆx1 = Ar(δ)xˆ1 +Br(δ)u+ Lr(δ)(yˆ − y)
yˆ = Cr(δ)xˆ1 +Dr(δ)u
u = Fr(δ)xˆ1 +Gr(δ)(yˆ − y)
(A.35)
où Lr(δ) et Fr(δ) sont respectivement les observateurs et retour d’état qui varient dans le
temps. La dépendance paramétrique est rationnelle pour les deux gains. Comme montré dans
[Bouali et al., 2006], si la représentation (A.31) est rationnelle, elle peut toujours être réécrite
sous la forme d’un système descripteur :
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
(
In1 0
0 0
)(
x˙1
x˙2
)
=
(
A1(δ) A2(δ)
A3(δ) A4(δ)
)(
x1
x2
)
+
(
B1
B2
)
w
y(t) =
(
C1 C2
)( x1
x2
) (A.36)
où
(
x1 x2
)T ∈ Rn
Le régulateur est calculé sur cette réalisation descripteur affine équivalente. Il est donc
écrit comme : 
E ˙ˆx = A(δ)xˆ+Bu+ L(δ)(yˆ − y)
yˆ = Cxˆ
u = F (δ)xˆ
(A.37)
Les matrices E, A, B et C, ainsi que le vecteur d’état généralisé xˆ sont définis en (A.36).
De plus :
L(δ) =
(
L1(δ)
L2(δ)
)
F (δ) =
(
F1(δ) F2(δ)
)
(A.38)
Avec ces définitions il est possible d’énoncer deux théorèmes distincts pour la synthèse d’un
retour d’état LPV ainsi que d’un gain d’observateur. Ces deux gains auront une dépendance
rationnelle avec le paramètre δ(t). Cependant, dans cette section on se tiendra au résultat
principal de [Bouali et al., 2008] :
Théorème A.3.2. Il existe un régulateur observateur/retour d’état rationnel qui stabilise le
système LPV rationnel donné par (A.31) s’il existe un régulateur observateur/retour d’état
descripteur donné par (A.37) qui stabilisé le système LPV descripteur (A.36). Les gains du
retour d’état et de l’observateur sont des fonctions rationnelles données par :
Fr(δ) = (I − F2(δ)(A4(δ) +B2F2(δ))−1B2)FR(δ) (A.39)
Lr(δ) = L1(δ)−A2(δ)A4(δ)−1L2(δ) (A.40)
avec
FR(δ) = F1(δ)− F2(δ)A4(δ)−1A3(δ) (A.41)
et la matrice Gr(δ) est donnée par :
Gr(δ) = −F2(δ)(A4(δ) +B2F2(δ))−1L2(δ) (A.42)
Comme décrit à l’introduction de cette section, le principal inconvénient de cette technique
réside dans la complexité à évaluer ce théorème pour un système d’ordre élevé. De toute façon,
il est remarquable d’avoir des résultats généraux de stabilité pour des systèmes LPV, avec
la seule hypothèse de la dépendance rationnelle. Une discussion à propos de la résolution
numérique des LMI, utile pour cette problématique, se trouve dans [Masubuchi et al., 2003].
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A.4 Considérations Finales
Dans cette annexe sont cités les résultats les plus importants concernant la stabilité des
systèmes LPV. Cependant, cette liste n’est évidemment pas exhaustive. Le résultat le plus
important pour les systèmes LPV étant sans doute celui de Lyapunov, il est intégré dans le
corps du manuscrit, mais ces derniers ont aussi leur place.
Une dernière approche qui pourrait être mentionnée est l’Analyse de Contraction. Une
synthèse est donnée par Lohmiller [Lohmiller and Slotine, 1998], et plusieurs travaux ont été
faits par Jouffroy [Jouffroy, 2002], [Jouffroy, 2003]. D’après les auteurs, cette approche est plus
générale que celle de Lyapunov : la convergence vers une trajectoire d’équilibre est étudiée,
plutôt que celle autour d’un point.
Toutes les preuves présentées dans cette annexe peuvent être utilisées pour prouver la
stabilité des réseaux électriques décrits dans ce manuscrit. Ce lien n’étant pas encore claire à
ce jour, on a choisi de présenter ces résultats en annexe. C’est une perspective de recherche
pour la suite des travaux.
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Annexe B
Commande Optimale
Cette annexe décrit en détails la mise en équations qui aboutit à la commande optimale
présentée à l’équation 6.5 du théorème 6.2.1. La procédure utilisée pour la résolution sera
également détaillée. Les conditions de la commande optimale sont très bien définies. Par
contre, la solution des équations différentielles dépend directement du choix de la fonction
objective (équation (6.4)). Cette démonstration s’inspire de celle présentée dans [Lewis, 1986].
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B.1 Les Équations
Le système (3.21) a des dynamiques linéaires. Pour que la démonstration soit plus claire,
le système sera décrit comme :
x˙ = Esys(ω,Rcharge, Lcharge, Ccharge)−1 Asys(ω,Rcharge, Lcharge, Ccharge) x+
Esys(ω,Rcharge, Lcharge, Ccharge)−1 Bsys u = Ax +Bu (B.1)
ce qui veut dire que pour ω, Rcharge, Lcharge et Ccharge donnés :
A = Esys(ω,Rcharge, Lcharge, Ccharge)−1 Asys(ω,Rcharge, Lcharge, Ccharge) (B.2)
B = Esys(ω,Rcharge, Lcharge, Ccharge)−1 Bsys (B.3)
Pour définir le problème de la commande optimale, tout d’abord, soit H(x, u, t) l’Hamil-
tonien :
H(x, u, t) = L(x, u, t) + λT f(x, u, t) (B.4)
où L(x, u, t) est défini à l’équation (6.3), λ sont les Multiplicateurs de Lagrange (qui ont l’ordre
du système) et f(x, u, t) = Ax + Bu est l’équation dynamique du système. Cette expression
est donc égale à :
H(x, u, t) = 12
(
(x(t)− xc)T Q (x(t)− xc) + (u(t)− uc)T R (u(t)− uc)
)
+ λT (Ax+Bu)
(B.5)
L’équation du coétat est défini à partir du Hamiltonien comme étant :
− λ˙ = ∂H
∂x
=
(
∂f
∂x
)T
λ+ ∂L
∂x
(B.6)
Le dernier terme est égal à :
∂L
∂x
= ∂
∂x
1
2
(
(x(t)− xc)T Q (x(t)− xc)
)
(B.7)
Comme la matrice Q est symétrique :
∂L
∂x
= Q (x(t)− xc) (B.8)
ce qui définit l’équation du coétat :
− λ˙ = Q (x(t)− xc) +ATλ (B.9)
La condition stationnaire est définie comme :
0 = ∂H
∂u
= ∂L
∂u
+ ∂f
∂u
T
λ (B.10)
ce qui revient à :
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0 = ∂H
∂u
= R (u(t)− uc) +BTλ (B.11)
Donc, la commande optimale en fonction des multiplicateurs λ est égale à :
u(t) = −R−1BTλ(t) + uc (B.12)
Enfin, la dernière équation qui doit être prise en compte est celle des conditions aux
limites :
(φx − λ)T
∣∣∣
T
dx(T ) + (φt +H)|T dT = 0 (B.13)
Comme la commande est à horizon fini, dT = 0. Si l’état final était fixé, dx(T ) serait
également nul, et l’équation serait automatiquement vérifié. Cependant, cela n’est pas le cas,
et l’équation s’écrit donc comme :
λ(T ) = ∂φ
∂x
∣∣∣∣
t=T
(B.14)
La partie droite étant égale à :
∂φ
∂x
= ∂
∂x
1
2
(
(x(t)− xd)T S(T ) (x(t)− xd)
)
(B.15)
Comme la matrice S est symétrique :
∂φ
∂x
∣∣∣∣
t=T
= λ(T ) = S(T ) (x(T )− xd) (B.16)
Cette équation doit être vérifiée à t = T . Si l’on suppose que :
λ(t) = S(t) (x(t)− xd) +K(t) (B.17)
avec K(T ) = 0, l’équation est vérifiée.
Si l’on dérive cette équation :
λ˙ = S˙ (x(t)− xd) + Sx˙+ K˙ (B.18)
Avec l’équation du coétat (B.1) :
λ˙ = S˙ (x(t)− xd) + S (Ax+Bu) + K˙ (B.19)
La condition stationnaire a défini la commande optimale à l’équation (B.12). Si on rem-
place u par cette expression :
λ˙ = S˙ (x(t)− xd) + S
(
Ax+B
(
−R−1BTλ(t) + uc
))
+ K˙ (B.20)
ce qui revient à :
λ˙ = S˙ (x(t)− xd) + S
(
Ax−BR−1BTλ(t)
)
+ K˙ + SBuc (B.21)
Si l’on combine avec l’équation du coétat (B.9) :
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−Q (x(t)− xc)−ATλ = S˙ (x(t)− xd) + S
(
Ax−BR−1BTλ(t)
)
+ SBuc + K˙ (B.22)
Finalement, avec l’équation de λ (B.17) :
−Q (x(t)− xc)−ATS (x(t)− xd)−ATK =
S˙ (x(t)− xd) + S
(
Ax−BR−1BTS(x(t)− xd)−BR−1BTK
)
+ K˙ + SBuc (B.23)
Si l’on fait la somme de deux termes nuls, il est possible d’écrire une équation en (x(t)−xd) :
−Q (x(t)− xc)−ATS (x(t)− xd)−ATK = S˙ (x(t)− xd) +
S
(
Ax−BR−1BTS(x(t)− xd)−BR−1BTK
)
+ K˙ + SBuc +Qxd −Qxd︸ ︷︷ ︸
=0
+SAxd − SAxd︸ ︷︷ ︸
=0
(B.24)
L’équation finale sera donc :
− S˙(x(t)− xd) =
(
SA+ATS − SBR−1BTS +Q
)
(x(t)− xd)
−Qxc +ATK − SBR−1BTK + SBuc + SAxd +Qxd + K˙ (B.25)
Comme on détaillera par la suite, cette (plutôt longue) équation différentielle sera décom-
posée en deux équations différentielles en K(t) et S(t).
B.2 Résolution des Équations de la Commande Optimale
Telle qu’elle est présentée, l’équation (B.25) ne peut pas être traitée, vu qu’elle viole
la causalité. L’état est connu seulement à t = 0, alors que les matrices S(t) et K(t) sont
seulement connues à t = T . Une solution intéressante serait d’être capable de découpler les
équations différentielles en S(t) et K(t) de l’état x(t).
Donc, si l’on suppose que :
−Qxc +ATK − SBR−1BTK + SBuc + SAxd +Qxd + K˙ = 0 (B.26)
la denière partie de l’équation (B.25) sera nulle, et elle peut être réécrite comme :
− S˙(x(t)− xd) =
(
SA+ATS − SBR−1BTS +Q
)
(x(t)− xd) (B.27)
Cette équation sera vérifiée si S(t) est la solution de l’équation différentielle de Riccati
[Boyce and DiPrima, 1996] :
− S˙ = SA+ATS − SBR−1BTS +Q (B.28)
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où S(T ) est la valeur choisie pour le premier terme de la fonction objective (6.4). Comme
le solveur de l’équation différentielle avance dans le temps 1, un changement de variables est
effectué :
τ = T − t (B.29)
Sb(τ) = S(t) (B.30)
Maintenant S(T ) = Sb(0) et l’équation peut être intégrée vers l’avant. Comme dτ = −dt,
l’équation dévient :
S˙b = SbA+ATSb − SbBR−1BTSb +Q (B.31)
Une fois que la solution de S(t) est obtenue, l’étape suivante est la résolution de l’autre
équation différentielle définie par l’hypothèse initiale (B.26) :
K˙ = −SAxd −Qxd +Qxc − SBuc −ATK + SBR−1BTK (B.32)
avec K(T ) = 0 pour vérifier l’équation (B.17).
Comme avant, soient τ = T − t et Kb(τ) = K(t). Ce qui implique dτ = −dt. Donc :
K˙b = +SbAxd +Qxd −Qxc + SbBuc +ATKb − SbBR−1BTKb (B.33)
Et cela nous amène à la fin de la résolution. D’après l’équation (B.12), la commande
optimale est :
u(t) = −R−1BTλ(t) + uc
Donc :
u(t) = −R−1BTS(t) (x(t)− xd)−R−1BTK(t) + uc
ce qui peut être écrit comme :
u(t) = −R−1BTS(t)︸ ︷︷ ︸
gain variable
x(t)
︸ ︷︷ ︸
retour d′etat
+R−1BTS(t)xd −R−1BTK(t) + uc︸ ︷︷ ︸
calcul hors−ligne
qui est l’équation 6.5.
1. La fonction ode45 [Mathworks, 2008] de Matlab
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Contribution à la commande des réseaux électriques embarqués par des techniques à
Gains Programmés
Le but principal des nos travaux est de commander la tension de sortie de réseaux électriques
embarqués. La première partie de ce manuscrit étudie en détail la modélisation et le comportement
de ces systèmes. Sous certaines conditions de fonctionnement, ils peuvent être représentés comme
des modèles Linéaires à Paramètres Variants (LPV). Il est ainsi possible de prouver la stabilité et la
performance des systèmes avec des outils théoriques bien établis.
Ces systèmes présentent des dynamiques très riches, et il est, dans certaines situations, très difficile
de les commander. Une analyse dynamique est présentée, et une classification des systèmes en fonction
des charges connectées est proposée. A partir de cette classification, il est possible de décider quelle
stratégie de commande doit être utilisée pour les piloter.
La deuxième partie de ce manuscrit apporte une contribution à la commande des réseaux électriques
embarqués. Classiquement, une approche basée sur le “rejet de perturbation” est utilisée : le système
subit l’impact de charge et le régulateur de tension doit ramener cette grandeur à sa valeur nominale.
Notre stratégie est différente : avant que l’impact ne se produise, le système est amené à un état plus
favorable à celui-ci. De cette façon la commande utilisée au moment de l’impact permet alors de mieux
l’atténuer.
Comme le modèle du système varie pour chaque charge différente, les gains des régulateurs que
nous avons développés s’adaptent à cette variation. De cette façon, pour toute charge, un régulateur
optimal est utilisé pour commander le système. D’où la dénomination de “Commande Anticipative à
Gains Programmés”.
Mots-clés : Réseaux Électriques Embarqués, Gains Programmés, Linéaire à Paramètres Variants
(LPV), Commande Optimale, Commande Anticipative
Contribution to electrical embedded network control using Gain Scheduling techniques
The main goal of our research is to control the output voltage of electrical embedded networks.
The first part of this manuscript presents a detailed description of the model and behaviour of these
systems. Under some working conditions, they can be written as Linear Parameter Varying (LPV)
models. It is then possible to prove stability and performance with well established theoretical tools.
These systems present very rich dynamics, and, in some situations, it is very hard to control them.
A dynamical analysis is presented, and a classification of the systems based on the connected loads
is proposed. From this classification it is possible to decide which control strategy should be used to
control them.
The second part of this manuscript proposes a technique for controlling electrical embedded net-
works. Usually, to deal with load commutations, a noise-rejection approach is used : the system is in its
steady-state working status, and a commutation happens. As output voltage deviates from its nominal
value, the controller has to bring it back. Our approach is different : before commutation happens, the
system is led to a more suited stated for it. This way the control signal used during the load impact
allows us to better attenuate it.
As the system’s model varies for each different load, the controller’s gains will adapt to this varia-
tion. This way, for each load an optimal controller is used to drive the system. Hence the denomination :
“Anticipative Gain-Scheduling Control”.
Keywords : Electrical Embedded Networks, Gain Scheduling, Linear Parameter Varying (LPV), Op-
timal Control, Anticipative Control
Discipline : Sciences pour l’ingénieur
