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A FRAMEWORK TO MONITOR A FAILURE PREDICTIVE
MACHINE LEARNING MODELS PERFORMANCE WITH
NON‐FAILURE DATA
Abstract
We built a new framework to evaluate a production failure predictive model performance using a
set of healthy non failure data. This framework gives us the capability to quickly access the model
performance as soon as we deploy it into production. In the past, in order to access a failure
predictive model performance, ones need to have some number of failures to happened in the field
and then looking back in time if prediction was ever made for those failures. If the true positive
windows is 60 days then you have to wait more than 60 days to be able to access a field model
performance. We can shorten that waiting period by leveraging healthy data that we collected from
the field.
Keywords : Failure predictive model ; Model evaluation ; Performance

Problem Statements
A failure predictive machine learning model must give accurate predictions to create real value.
We must have confidence the model is working as expected and trust the resulting predictions.
Could the model perform well enough with unseen data? These issues can be handled by evaluating
the performance of that model, such as precision and recall values. In order to do that, having field
failure data is crucial. What if we don’t have enough failure data? Can we leverage non-failure
data to understand the performance of the model? Apparently, we can.

Our Solutions
A failure predictive model will predict a printer/device part failure within a predefined time
window, such as 30 days, 60 days, etc. If failure data is available, we can use precision and recall
evaluating the performance of a failure predictive model, as explained below. Precision (P)
measures how well the model predicts a failure and Recall (R) measures how many failures the
model gets correct. Mathematically, Precision is defined as a ratio of number True Positives (TP)
to the sum of True Positives (TP) plus False Positives (FP) [1]:
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Mathematically, Recall is defined as a ratio of True Positives (TP) to the sum of True Positives
(TP) and False Negatives (FN) [1]:
𝑅
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For example, a hypothetical model predefines TP windows as 30 days and makes a prediction for
device “X001”. If a failure occurs on device “X001” within 30 days from then prediction, then the
prediction is counted as TP. If the failure occurs after 30 days, then it is counted as FP. And finally,
if the failure occurs before the prediction, then it is counted as FN. This approach strongly relies
on the presence of failure data. If there is no failure data, these metrics cannot be calculated.
Our approach allows us to calculate the confidence level of a precision measure using non-failure
data. Logically speaking, when the predictive failure model is exercised on a set of healthy (nonfailure) data, the model should return no failure predictions, meaning we should not predict failures
in healthy data. If the model returns a failure prediction, then it is counted as FP, because the model
predicts a failure, but we know the data is healthy. For example, if we exercise a predictive failure
model using data from 10 healthy devices and the model predicts failures in two devices, we have
two counts of FP.
Another crucial thing that we need to do when we built the step in prediction training model
training is to run a bootstrapping cross validation technique [2], [3]. Meaning that in addition to
calculating the Precision (P) and Recall (R) during training, we also calculate the confidence
interval (ΔP "or" ΔR).
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Where Po and Ro are the mean precision and recall.
In our approach, we are assuming the model has high precision, which mean that the value of False
Positive (FP) is small, hence the ratio of FP TP is much smaller compare to unity. Using Taylor
expansion [4], [5], we can loosely show that ΔP ~ FP;
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𝑥; and 𝐹𝑃 ≪ 𝑇𝑃, then we can use Taylor expansion here:
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Multiplying both side with 𝑇𝑃, we will end up with
𝑇𝑃 ∗ 𝑃
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Hence if we compare Eq. 5 and Eq. 9, we can loosely assume that 𝐹𝑃
Δ𝑃 . Using these
relationships, we can safely claim that if the number of 𝐹𝑃 in the healthy data predictions results
is equal or smaller than Δ𝑃 from the training result, then we can claim that the model performance
is about the same or better than training model performance.

Advantages
This approach will help us realize quickly how the model in production perform. We don’t have
to wait for failure data to be able to know the performance of the model. We can analyze the
performance of a model on production before failure data is available.
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