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Abstract
Following a number of recent studies of resolvent and spectral convergence of non-uniformly
elliptic families of differential operators describing the behaviour of periodic composite media
with high contrast, we study the corresponding one-dimensional version that includes a “defect”:
an inclusion of fixed size with a given set of material parameters. It is known that the spectrum
of the purely periodic case without the defect and its limit, as the period ε goes to zero, has a
band-gap structure. We consider a sequence of eigenvalues λε that are induced by the defect
and converge to a point λ0 located in a gap of the limit spectrum for the periodic case. We
show that the corresponding eigenfunctions are “extremely” localised to the defect, in the sense
that the localisation exponent behaves as exp(−ν/ε), ν > 0, which has not been observed in
the existing literature. As a consequence, we argue that λ0 is an eigenvalue of a certain limit
operator defined on the defect only. In two- and three-dimensional configurations, whose one-
dimensional cross-sections are described by the setting considered, this implies the existence of
propagating waves that are localised to the defect. We also show that the unperturbed operators
are norm-resolvent close to a degenerate operator on the real axis, which is described explicitly.
Keywords High-contrast homogenisation · Wave localisation · Spectrum · Decay estimates
1 Introduction
The question of whether a macroscopic perturbation of material properties in a periodic medium
or structure (periodic composite) induces the existence of a localised solution (bound state) to
the time-harmonic version of the equations of motion is of special importance from the physics,
engineering and mathematical points of view. Depending on the application context, such a solution
can have either an advantageous or undesirable effect on the behaviour of systems containing the
related composite medium as a component. For example, in the context of photonic (phononic)
crystal fibres, perturbations of this kind have been exploited for the transport of electromagnetic
(elastic) energy over large distances with little loss into the surrounding space, see e.g [13, 17]. In
the mathematics literature, proofs of the existence or non-existence of such a localised solution have
been carried out using the tools of the classical asymptotic analysis of the governing equations and
spectral analysis of operators generated by the governing equations in various “natural” function
spaces. The choice of the concrete class of equations and functions under study is usually motivated
by the applications in mind, and several works that have marked the development of the related
analytical techniques cover a wide range of operators and their relatively compact perturbations,
e.g. [21], [3], [2], [9].
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The present work is a study of localisation properties for a class of composite media that has
been the subject of increasing interest in the mathematics and physics literature recently, in view of
it relation to the so-called metamaterials, e.g. manufactured composites possessing negative refrac-
tion properties. It has been shown in [8] that the spectrum of a stratified high-contrast composite,
represented mathematically by a one-dimensional periodic second-order differential equation, has an
infinitely increasing number of gaps (lacunae) opening in the spectrum, in the limit of the small
ratio ε between the period and the overall size of the composite. This analytical feature, analogous
to the spectral property of multi-dimensional high-contrast periodic composites shown in [19], pro-
vides a mathematical recipe for the use of such materials in physics context or technologies where
the presence of localised modes (generated by defects in the medium) has important practical im-
plications. In the physical context of photonic crystal fibres and within the mathematical setup
of multi-dimensional high-contrast media, this link has been studied in [12], [5], [6]. In the paper
[12], a two-scale asymptotics for eigenfunctions of a high-contrast second-order elliptic differential
operator with a finite-size perturbation (defect) was derived. It was shown that for eigenvalues λ in
gaps of the spectrum of the (two-scale) operator representing the leading-order term of this asymp-
totics, there are sequences of eigenvalues of the finite-period problems that converge to λ as ε→ 0.
The subsequent works [5], [6] developed a multiscale version of Agmon’s approach [1] and proved
that the corresponding eigenfunctions of the limit operator decay exponentially fast away from the
defect. An important technical assumption in all these works is that the low-modulus inclusions in
the composite have a positive distance to the boundary of the period cell, which is not possible to
satisfy in one dimension.
In the more recent paper [8], a family of non-uniformly elliptic periodic one-dimensional problems
with high contrast was studied, which in practically relevant situations corresponds to a stratified
composite with alternating layers of homogeneous media with highly contrasting material properties.
It was shown that the spectra of the corresponding operators converge, as ε → 0, to the band-gap
spectrum of a two-scale operator described explicitly in terms of the original material parameters.
Introducing a finite-size defect D into the setup of [8], one is led to consider the operator
−(aεDu′)′, aεD > 0,
where aεd takes values of order one on D and ε-periodic (ε > 0) in R \D with alternating values of
order one and ε2. As was mentioned in [8, Section 5.1], a formal analysis suggests that the rate of
decay of eigenfunctions localised in the vicinity of the perturbation D is “accelerated exponential”,
rather than just exponential as in [6], in the sense that the decay exponent increases in absolute value
as ε → 0. The goal of the present work is to provide a rigorous proof of this property, formulated
below as Theorem 2.4. In view of the above discussion, this new localisation property can be seen as
a consequence of two features of the underlying periodic composite: loss of uniform ellipticity (via
the presence of soft inclusions in the moderately stiff matrix material) and the geometric condition
of the matrix material components being separated by the inclusions.
In addition to our main result, we formulate (Section 3) a new characterisation of the limit
spectrum for the unperturbed family of problems in the whole space discussed in [8] and strengthen
(Section 7) the result of [8] by proving an order-sharp norm-resolvent convergence estimate for
this family (Theorem 2.2). In particular, this new estimate implies order-sharp uniform convergence
estimates, as ε→ 0, for the related family of parabolic problems, via the norm-resolvent convergence
of the corresponding operator semigroups.
2 Problem formulation and main results
For ε, h ∈ (0, 1), we introduce the sets
Ωε0 :=
⋃
z∈Z
(εz, εz + εh), and Ωε1 :=
⋃
z∈Z
(εz + εh, εz + ε) = R \ Ωε0,
2
and denote Y0 := (0, h), Y1 := (h, 1), Y := (0, 1). We define the ε-periodic functions
aε(x) :=
{
ε2a0(
x
ε ), x ∈ Ωε0,
a1(
x
ε ), x ∈ Ωε1,
ρε(x) = ρ(xε ), ρ(y) :=
{
ρ0(y), y ∈ Y0,
ρ1(y), y ∈ Y1,
(2.1)
for aj , a
−1
j , ρj , ρ
−1
j ∈ L∞(Yj), j = 1, 2, periodic with period 1. It is convenient to set a0 ≡ 0 on Y1
and a1 ≡ 0 and Y0, thus we can write, for example, aε(x) = ε2a0(x/ε) + a1(x/ε).
For a positive Lebesgue-measurable function w on a Borel set B ⊂ R, such that w,w−1 ∈ L∞(B),
we employ the notation L2w(B) to indicate that the space L
2(B) is equipped with the inner product
(·, ·)
w
:=
∫
B
w| · |2.
For a bilinear form β : H1(R)×H1(R)→ R, the (self-adjoint) operator A associated to β is densely
defined in L2w(R) by the action Au = f, where for a given u ∈ H1(R), the function f ∈ L2(R) is the
solution to the integral identity
β(u, v) =
∫
R
wfv ∀v ∈ H1(R).
For the bilinear form
βε(u, v) :=
∫
R
aεu′v′, u, v ∈ H1(R),
we consider Aε, the operator defined in L2ρε(R) and associated to β
ε. The spectrum σ(Aε) of Aε is
absolutely continuous and, by introducing the rescaled Floquet-Bloch transform Uε, see (7.69), we
note that σ(Aε) admits the representation
σ(Aε) =
⋃
θ∈[0,2pi)
σ(Aεθ),
where σ(Aεθ) is the spectrum of the L
2
ρ(Y ) densely-defined self-adjoint operator A
ε
θ associated to the
form
βεθ(u, v) :=
∫
Y
(
a0 + ε
−2a1
)
u′v′,
acting in the space H1θ (Y ) of functions u ∈ H1(Y ) that are θ-quasiperiodic, i.e. such that u(y) =
exp(iθy)v(y), y ∈ Y, for some 1-periodic function v ∈ H1(Y ). For each ε, θ, the operator Aεθ has
compact resolvent and consequently its spectrum σ(Aεθ) is discrete.
Consider the space
Vθ :=
{
u ∈ H1θ (Y ) : u′ = 0 on Y1
}
and its closure in L2ρ(Y ), which we denote by Vθ. We introduce the densely defined operators Aθ :
Vθ → L2ρ(Y ) given by Aθu = f for u, f such that∫
Y0
a0u
′v′ =
∫
Y
ρfv ∀v ∈ Vθ. (2.2)
For each θ, the operator Aθ has compact resolvent and so σ(Aθ) is discrete. In a recent work [8],
see Section 7, the spectrum σ(Aε) was shown to converge in the Hausdorff sense to the union of the
spectra of the operators Aθ, i.e.
lim
ε→0
σ(Aε) =
⋃
θ∈[0,2pi)
σ(Aθ). (2.3)
Remark 2.1.
⋃
θ∈[0,2pi) σ(Aθ) can be seen as the spectrum of a certain operator A
0 unitary equivalent
to the direct integral of operators
∫
θ
Aθ, see Appendix A for the details.
3
In Section 7, we construct infinite-order asymptotics (as ε→ 0) for the resolvents of Aεθ, uniform
in θ, with respect to the H1 norm and, in particular, prove the following refinement of the result
established in [8]:
Theorem 2.2. The operator Aεθ norm-resolvent converges to Aθ, uniformly in θ, at the rate ε
2.
More precisely, there exists a constant C > 0 such that∥∥(Aεθ + 1)−1f − (Aθ + 1)−1f∥∥L2ρ(Y ) ≤ Cε2||f ||L2ρ(Y ) ∀θ ∈ [0, 2π).
Consequently, since the spectra σ(Aεθ) and σ(Aθ) are discrete, we have the following result: for
each n ∈ N there exists a constant cn > 0 such that∣∣λεn(θ) − λn(θ)∣∣ ≤ cnε2 ∀θ ∈ [0, 2π), ε ∈ (0, 1).
Here, {λεn(θ)}n∈N, {λn(θ)}n∈N are the eigenvalue sequences of Aεθ, Aθ, respectively, labelled in the
increasing order1. From this theorem it follows that for sufficiently small ε, the spectrum σ(Aε) has
gaps if the set
⋃
θ σ(Aθ) contains gaps. In Section 3 we demonstrate that this set contains infinitely
many gaps. Furthermore, we demonstrate that λ ∈ ⋃θ σ(Aθ) if and only if the inequality∣∣∣v1(h) + (a0v′2)(h)− λv2(h)
∫
Y1
ρ1
∣∣∣ ≤ 2
holds. Here v1 and v2 are the (λ-dependent) solutions of
−(a0v′j)′ = λρ0vj on Y0, j = 1, 2,
subject to the conditions (
v1(0) v2(0)
(a0v
′
1)(0) (a0v
′
2)(0)
)
=
(
1 0
0 1
)
.
Remark 2.3. Note that any solution u of −(a0u′)′ = λρ0u is absolutely continuous and so is its
co-derivative a0u
′. Hence, their value at any point y is well defined (unlike the value of a0 or u′ in
general). This explains the use of notation (a0v
′
j)(y), which we will hold to throughout the paper.
Next, we introduce d−, d+ ∈ R and on the set D = (d−, d+) replace the coefficients (2.1) by some
uniformly positive and bounded functions aD, ρD, namely we consider
aεD(x) :=


aD(x), x ∈ D,
a1(
x
ε ), x ∈ Ωε1\D,
ε2a0(
x
ε ), x ∈ Ωε0\D,
ρεD(x) :=


ρD(x), x ∈ D,
ρ1(
x
ε ), x ∈ Ωε1\D,
ρ0(
x
ε ), x ∈ Ωε0\D.
We shall study the spectrum of the operator AεD defined in L
2
ρεD
(R) and associated to the form
βεD(u, v) :=
∫
R
aεDu
′v′, u, v ∈ H1(R). (2.4)
As this operator arises from a compact perturbation of the coefficients of Aε, it is well-known, see
e.g. [9], that the essential spectra of AεD and A
ε coincide. For eigenvalues situated, for small values
of ε, in the gaps of the essential spectrum of AεD (equivalently, in the gaps of the essential spectrum
of σ(Aε)), we expect the eigenfunctions to be localised around the defect, and therefore we are
interested in the analysis of eigenfunctions of AεD corresponding to eigenvalues that are located in
the gaps of the limit spectrum
⋃
θ σ(Aθ). We show that for the sequence of point spectra σp(A
ε
D) of
the operators AεD, the set of accumulation points as ε→ 0 that are located in the gaps of the limit
1Notice that all the eigenvalues are simple due to the 1-dimensional nature of the corresponding problem.
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spectrum limε→0 σ(Aε) is given by the intersection of the set R\
⋃
θ σ(Aθ) with the spectrum of the
operator AN,D defined in L
2
ρ
D
(D) and associated to the form
βN,D(u, v) :=
∫
D
aDu
′v′, u, v ∈ H1(D). (2.5)
The functions from the domain of AN,D satisfy the Neumann condition on the boundary of D.
Conversely, if we choose the defect D so that the spectrum σ(AN,D) has a non-empty intersection
with R\⋃θ σ(Aθ), then for sufficiently small ε the operator AεD has non-empty point spectrum. No-
tice that we can always choose aD, ρD, d− and d+ such that this is true. Moreover, we demonstrate
that for eigenvalue sequences that converge to a point in R\⋃θ σ(Aθ) the corresponding eigenfunc-
tions are localised to a small neighbourhood of the defect. Namely, the eigenfunctions uε exhibit ac-
celerated exponential decay outside the defect in the sense that the function exp
(
dist(x,D)ν/ε
)
uε(x),
x ∈ R, is an element of L2(R\D) for sufficiently small ε, where the value ν is determined by the
distance of the limit point of λε to the set
⋃
θ σ(Aθ). These results are collated in the following
theorem, which we prove in Sections 4, 5, 6.
Theorem 2.4.
1. For every λ0 ∈ σ(AN,D)\
(⋃
θ σ(Aθ)
)
(which is always simple) there exist a unique2 sequence
of simple eigenvalues λε of A
ε
D converging to λ0 and constants C1, C2 > 0 such that
|λε − λ0| ≤ C1ε,
‖uε − u0‖L2(D) ≤ C1ε1/2,
‖uε‖L2(R\D) ≤ C2ε1/2,
(2.6)
where u0 and uε are the eigenfunctions of λ0 and λε respectively.
2. Conversely, for any sequence λε ∈ σp(AεD) such that λε → λ0 /∈ limε→0 σ(A
ε) =
⋃
θ σ(Aθ), one
has λ0 ∈ σ(AN,D).
3. Furthermore, the L2(R)-normalised eigenfunctions uε of A
ε
D corresponding to the eigenvalues
λε are localised to the defect in the following sense: for ν > 0, let gν/ε denote the exponentially
growing function
gν/ε(x) :=
{
1, x ∈ D,
exp
(
ν
ε dist(x,D)
)
, x ∈ R \D, (2.7)
and take µ1 to be the smallest by the absolute value root of the quadratic function
q(µ) := µ2 −
(
v1(h) + (a0v
′
2)(h)− λ0v2(h)
∫
Y1
ρ1
)
µ+ 1. (2.8)
Then, for sufficiently small values of ε the function gν/ε uε is an element of L
2(R) for all
ν < | ln |µ1||.
3 The limit spectrum of the unperturbed operator
Here we quantitatively characterise the spectrum (cf. (2.3))⋃
θ∈[0,2pi)
σ(Aθ)
2By this we mean asymptotically unique, i.e. if there are two sequences λε and λ
′
ε
converging to λ0 then necessary
λε = λ
′
ε
for small enough ε.
5
and establish criteria for the existence of spectral gaps. To this end we consider the eigenvalue
problem: find λ ∈ [0,∞) and u ∈ Vθ =
{
v ∈ H1θ (Y ) : v′ ≡ 0 on Y1
}
such that
h∫
0
a0u
′v′ = λ
1∫
0
ρuv ∀v ∈ Vθ. (3.9)
By taking test functions v ∈ C∞0 (Y0) we deduce that u|Y0 is a weak solution to the equation
− (a0u′)′ = λρ0u (3.10)
on Y0. For L
∞-functions a0 and ρ the equation (3.10) holds pointwise almost everywhere and by
integrating by parts in (3.9) we deduce that
(a0u
′)(h−) v(h)− (a0u′)(0+) v(0) = λ
∫
Y1
ρ1uv ∀v ∈ Vθ.
Here f(z+) := lim
xցz
f(x), and f(z−) := lim
xրz
f(x) for a function f, whenever the corresponding limit
exists. Since any element v ∈ Vθ satisfies v(y) = eiθv(0), y ∈ Y1, the above observations imply that
u satisfies (3.9) if, and only if, w = u|Y0 ∈ H1(Y0) is a weak solution of the problem

− (a0u′)′ = λρ0u in Y0,
u(h) = eiθu(0),
e−iθ(a0u′)(h−)− (a0u′)(0+) = λu(0)
∫
Y1
ρ1.
(3.11)
We now describe the solutions to (3.11), equivalently (3.9).
3.1 Representation via a fundamental system
Due to the existence and uniqueness theorem for linear first order systems with locally integrable
coefficients, see e.g. [18], there exist a fundamental system of solutions v1 and v2 to the equation
−(a0u′)′ = λρ0u such that (
v1(0) v2(0)
(a0v
′
1)(0) (a0v
′
2)(0)
)
=
(
1 0
0 1
)
, (3.12)
cf. Remark 2.3. The Wronskian of the system is constant:
v1(y)(a0v
′
2)(y)− v2(y)(a0v′1)(y) = 1, y ∈ Y0, (3.13)
and any solution u to (3.11) is of the form u = c1v1 + c2v2 for some c1, c2 ∈ C.
The substitution of the above representation for u in terms of v1, v2 into the second and third
equations of (3.11) leads to the system(
v1(h)− eiθ v2(h)
(a0v
′
1)(h) − eiθλ
∫
Y1
ρ1 (a0v
′
2)(h)− eiθ
)(
c1
c2
)
=
(
0
0
)
. (3.14)
For the existence of a non-trivial solution (c1, c2) to (3.14), and therefore non-trivial u in (3.11), the
value λ must necessarily solve the equation
2 cos(θ) = v1(h) + (a0v
′
2)(h)− λv2(h)
∫
Y1
ρ1.
Hence, the set (cf. (2.3)) ⋃
θ∈[0,2pi)
σ(Aθ)
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consists of all non-negative λ such that the following inequality holds:∣∣∣∣v1(h) + (a0v′2)(h)− λv2(h)
∫
Y1
ρ1
∣∣∣∣ ≤ 2. (3.15)
As noted above, the functions v1, v2 depend on the spectral parameter λ. We demonstrate the
implications of this dependence for the structure of the limit spectrum through the following simple
example. Assume that a0, ρ0 and ρ1 are equal to unity on their support, then v1 = cos(
√
λy),
v2 =
1√
λ
sin(
√
λy), and the limit spectrum is given by
∣∣∣∣2 cos(√λh)−√λ sin(√λh)(1− h)
∣∣∣∣ ≤ 2.
In particular we see that the bands of the limit spectrum become very narrow as λ→∞.
3.2 Representation via a spectral decomposition
Consider the operator A˜θ defined on L
2
ρ0(Y0) and associated to the form
β˜θ(u, v) :=
∫
Y0
a0u
′v′, u, v ∈ H1θ (Y0),
in the sense of procedure described in Section 2. By virtue of the fact that the operator A˜θ has
compact resolvent, its L2ρ0(Y0)-orthonormal sequence of eigenfunctions {Φ
(n)
θ }n∈N is complete in the
space L2ρ0(Y ). We denote by µn(θ), n ∈ N, the eigenvalues of Φ
(n)
θ ∈ H1θ (Y0):∫
Y0
a0
(
Φ
(n)
θ
)′
v′ = µn(θ)
∫
Y0
ρ0Φ
(n)
θ v ∀v ∈ H1θ (Y0). (3.16)
Multiplying the first equation in (3.11) by Φ
(n)
θ and integrating by parts we have
λ
∫
Y0
ρ0uΦ
(n)
θ = −
∫
Y0
(a0u
′)′Φ(n)θ = −
(
(a0u
′)(h−)Φ(n)θ (h)− (a0u′)(0+)Φ(n)θ (0)
)
+
∫
Y0
a0u
′ (Φ(n)θ )′
= − (e−iθ(a0u′)(h−)− (a0u′)(0+))Φ(n)θ (0) + µn(θ)
∫
Y0
ρ0uΦ
(n)
θ .
The third equation in (3.11) implies
(
µn(θ)− λ
) ∫
Y0
ρ0uΦ
(n)
θ = λu(0)Φ
(n)
θ (0)
∫
Y1
ρ1
Therefore, upon performing a spectral decomposition of u in terms of Φ
(n)
θ , i.e. setting
u =
∑
n∈N
ζnΦ
(n)
θ , ζn =
∫
Y0
ρ0uΦ
(n)
θ ,
we see that
ζn =
λ
µn(θ) − λu(0)Φ
(n)
θ (0)
∫
Y1
ρ1, n ∈ N.
In particular, one has u(0) =
∑
n∈N ζnΦ
(n)
θ (0). Thus we arrive at the following alternative description
of the limit spectrum: λ ∈ ⋃θ σ(Aθ) if and only if there exist θ ∈ [0, 2π) such that
∑
n∈N
λ
µn(θ)− λ
∣∣Φ(n)θ (0)∣∣2 =
(∫
Y1
ρ1
)−1
.
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4 Asymptotics of the defect eigenvalue problem
Suppose λε, uε is an eigenvalue-eigenfunction pair for the defect problem, that is
−(aεDu′ε)′ = λερεDuε on R, (4.17)
where uε is continuous, subject to the interface conditions
aDu
′
ε
∣∣
D
= aεDu
′
ε
∣∣
R\D on {d−, d+}. (4.18)
and
a1u
′
ε
∣∣
Ωε1\D
= ε2a0u
′
ε
∣∣
Ωε0\D
on
{
x ∈ R\D : x = ε(z + h) or x = εz for some z ∈ Z}. (4.19)
In this section we study the behaviour with respect to ε of the eigenvalues λε and eigenfunctions
uε, using asymptotic expansions. We show that, up to the leading order, the values of λε are
described by an eigenvalue of the weighted Neumann-Laplacian on the defect D, see (4.22) below.
More precisely, we show that for each eigenvalue λ0 of (4.22) in a gap of
⋃
θ σ(Aθ), there exists a
sequence of eigenvalues λε of (4.17) converging to λ0. However, it remains unclear whether every
accumulation point of λε inside a gap of
⋃
θ σ(Aθ) belongs to the spectrum of (4.22). We address
this question in Section 5, where we argue that the eigenmodes uε are asymptotically localised to
the defect. The latter observation implies compactness of the sequences of eigenmodes uε, thus
establishing asymptotic one to one correspondence between the eigenvalues of (4.17) and (4.22) in
the gaps of
⋃
θ σ(Aθ).
We seek asymptotic expansions for the eigenvalues λε and eigenfunctions uε of (4.17)–(4.19) in
the form
λε = λ0 + ελ1 + ε
2λ2 . . . , (4.20)
with
uε(x) =
{
u0(x) + εu1(x) + ε
2u2(x) + . . . , x ∈ (d−, d+),
w0(
x
ε ) + ε
2w2(
x
ε ) + . . . , x ∈ (−∞, d−) ∪ (d+,∞).
(4.21)
We assume that functions w2i, ui, i = 0, 1, 2, . . ., are continuous. Substituting (4.20), (4.21) into
(4.17) and (4.18) and equating the ε0-coefficient on the defect gives{−(aDu′0)′ = λ0ρDu0 on (d−, d+),
aDu
′
0|D = 0 on {d−, d+},
(4.22)
that is, λ0 is an eigenvalue of the weighted Neumann-Laplace operator AN,D on the defect, cf.
(2.5). Note that this is true regardless of whether d−, d+ belong to Ωε1 or Ω
ε
0. We fix u0 by setting
‖u0‖L2ρD (D) = 1.
For c ∈ R, let ⌊c⌋ε and ⌈c⌉ε denote the largest integer z such that εz ≤ c and the smallest integer
z such that c ≤ εz, respectively. Substituting (4.20), (4.21) into (4.17), (4.19) and comparing the
coefficients for different powers of ε in the resulting expression yields{ −(a1w′0)′ = 0, on Y1 + z,
a1w
′
0
∣∣
Y1+z
= 0, on {z + h, z + 1},
(4.23)
and 

−(a0w′0)′ = λ0ρ0w0, on Y0 + z,
−(a1w′2)′ = λ0ρ1w0, on Y1 + z,
a1w
′
2
∣∣
Y1+z
= a0w
′
0
∣∣
Y0+z
, on {z + h, z + 1},
(4.24)
for all
z ∈ Iε :=
{
z ∈ Z : z ≥ ⌈d+⌉ε or z ≤ ⌊d−⌋ε − 1
}
. (4.25)
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The assertion (4.23) implies that a1w
′
0 ≡ 0 on Y1 + z and therefore w0 is constant on each such
interval. By the second equation of (4.24), and the fact w0 is constant on each interval Y1 + z, the
function a1w
′
2 has the form
(a1w
′
2)(y) = (a1w
′
2)(z + h)− λ0w0(z + h)
y∫
z+h
ρ1, y ∈ Y1 + z. (4.26)
Combining (4.26), the fact w0 is constant on Y1+ z and the first and last equations of (4.24) implies
that for all z ∈ Iε one has

−(a0w′0)′ = λ0ρ0w0, on Y0 + z,
w0 ≡ w0(z + h) = w0(z + 1), on Y1 + z,
(a0w
′
0)
(
(z + 1)+
)− (a0w′0)((z + h)−) = −λ0w0(z + h) ∫
Y1
ρ1.
(4.27)
The problem (4.27) fully governs the behaviour of w0 in R\(⌊d−⌋ε − 1, ⌈d+⌉ε). We can utilise the
fundamental system (v1, v2) from Section 3.1 to quantitatively characterise w0. Indeed, since in each
cell Y + z any solution to the first equation in (4.27) is a linear combination of v1 and v2, one has
w0(y) =
{
lzv1(y − z) +mzv2(y − z), y ∈ Y0 + z,
lzv1(h) +mzv2(h), y ∈ Y1 + z,
(4.28)
for constants lz,mz, z ∈ Iε, where the expression on Y1 + z follows from the second condition in
(4.26). Using the continuity of w0 and the jump of the co-derivative condition from (4.27) it is not
difficult to derive the following recurrence relation:
(
lz+1
mz+1
)
=
(
v1(h) v2(h)
(a0v
′
1)(h)− λ0v1(h)
∫
Y1
ρ1 (a0v
′
2)(h)− λ0v2(h)
∫
Y1
ρ1
)(
lz
mz
)
. (4.29)
Now, recalling the Wronskian property (3.13), we find that the characteristic polynomial q of the
matrix in (4.29) is (cf. (2.8))
q(µ) = µ2 −
(
v1(h) + (a0v
′
2)(h)− λ0v2(h)
∫
Y1
ρ1
)
µ+ 1.
The roots µ1, µ2 of q satisfy the identity µ1µ2 = 1 and the nature of w0 as it varies from one period
to the next is determined by the quantity v1(h) + (a0v
′
2)(h)− λ0v2(h)
∫
Y1
ρ1. Namely, if (cf. (3.15))∣∣∣∣v1(h) + (a0v′2)(h) − λ0v2(h)
∫
Y1
ρ1
∣∣∣∣ ≤ 2,
then the roots µ1, µ2 are complex conjugate with |µ1| = |µ2| = 1 and solutions w0 are described by
the linear span of two quasi-periodic functions with phase difference π. In Section 3 we demonstrated
that λ0 satisfies this constraint if and only if λ0 belongs to the limit spectrum
lim
ε
σ(Aε) =
⋃
θ
σ(Aθ).
For λ0 in the gaps of this limit spectrum, i.e. when λ0 satisfies the inequality∣∣∣∣v1(h) + (a0v′2)(h) − λ0v2(h)
∫
Y1
ρ1
∣∣∣∣ > 2,
the roots µ1, µ2 satisfy |µ1| < 1 and |µ2| > 1. For such λ0, we can construct “unstable” solutions, one
of which decays and the other grows. Indeed, denoting by κ1 and κ2 the eigenvectors corresponding
9
to µ1 and µ2 respectively, we find in the interval [⌈d+⌉ε,∞) that w0 given by (4.28), (4.29) satisfies
w0(y+1) = µjw0(y) if (l⌈d+⌉ε ,m⌈d+⌉ε) = κj , j = 1, 2. Similarly, in the interval (−∞, ⌊d−⌋ε], one has
w0(y) = µ
−1
j w0(y− 1) if (l⌊d−⌋ε−1,m⌊d−⌋ε−1) = κj , j = 1, 2. For w0 to decay to the left and right of
the defect, we set (l⌈d+⌉ε ,m⌈d+⌉ε) = κ1 and (l⌊d−⌋ε−1,m⌊d−⌋ε−1) = κ2. In this way we ensure that
w0(y + 1) = µ1w0(y) for y ∈ [⌈d+⌉ε,∞),
w0(y − 1) = µ−12 w0(y) = µ1w0(y) for y ∈ (−∞, ⌊d−⌋ε].
(4.30)
We extend w0 into the cells as follows:
w0(y) = µ
−1
1 w0(y + 1) for y ∈ Ir := (d+ε , ⌈d+⌉ε
)
,
w0(y) = µ
−1
1 w0(y − 1) for y ∈ Il := (⌊d−⌋ε, d−ε ).
We choose κ1 and κ2 so that the constructed w0 matches the value of u0 at the ends of D:
w0(d+/ε) = u0(d+), w0(d−/ε) = u0(d−).
Note that the normalisation factor for κ1, κ2 depends on ε in general, but it is nevertheless bounded
uniformly in ε.
The second equation and third equations of (4.24) determine w2 in the stiff component up to an
arbitrary additive constant in each interval Y1 + z, z ∈ Iε, and in the stiff intervals (Il ∪ Ir)∩ ε−1Ωε1
adjacent to D. In the intervals Y1 + z, z ∈ Iε, we choose this constant so that
w2(h+ z) = 0 if ε(h+ z) ≥ d+,
w2(1 + z) = 0 if ε(h+ z) ≤ d−.
(4.31)
In the intervals (Il ∪ Ir) ∩ ε−1Ωε1 we choose the value of the constant so that
w2(d−/ε) = w2(d+/ε) = 0. (4.32)
In the soft component Y0+ z, z ∈ Iε we do not require w2 to satisfy any equation. Instead we make
a specific choice of w2 as follows. Let f ∈ C∞0 (Y0) be a positive function, then we define
w2(z + y) := w2(z) + cz
∫ y
0
f
a0
, y ∈ Y0, z ∈ Iε,
where the coefficients cz are chosen so that w2 is continuous on R \D. Thus, we have
(a0w
′
2)(z
+) = (a0w
′
2)((z + h)
−) = 0, z ∈ Iε.
Finally, conditions (4.31), (4.32) imply that we can extend w2 by zero into the soft intervals in the
cells adjacent to D :
w2 ≡ 0 in
[(⌊d−⌋ε, ⌊d−⌋ε + h) ∪ (⌊d+⌋ε, ⌊d+⌋ε + h)] \ ε−1D.
It remains to define u1 on D so that it vanishes on the boundary of D and so that its co-derivative
matches the co-derivative of w0(x/ε) + ε
2w2(x/ε). We require
(aDu
′
1)
(
(d+)
−) = J1 :=
{
(a0w
′
0)
(
(d+/ε)
+
)
, if d+/ε ∈
[⌊d+⌋ε, ⌊d+⌋ε + h),
(a1w
′
2)
(
(d+/ε)
+
)
, if d+/ε ∈
[⌊d+⌋ε + h, ⌈d+⌉ε),
(aDu
′
1)
(
(d−)+
)
= J2 :=
{
(a0w
′
0)
(
(d−/ε)−
)
, if d−/ε ∈
[⌊d−⌋ε, ⌊d−⌋ε + h),
(a1w
′
2)
(
(d−/ε)−
)
, if d−/ε ∈
[⌊d−⌋ε + h, ⌈d−⌉ε).
In order to fulfil the above conditions we take a smooth cut-off function χ such that χ(x) = 0, x ≤
d− + δ, χ(x) = 1, x ≥ d+ − δ, for a sufficiently small δ > 0, and define
u1(x) := J1χ(x)
∫ x
d+
a−1D + J2(1 − χ(x))
∫ x
d−
a−1D , x ∈ R.
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Suppose now that λ0 ∈ σ
(
AN,D
)\(⋃θ σ(Aθ)). The construction described above guarantees that
the function
uε,ap(x) :=
{
u0(x) + εu1(x), x ∈ D,
w0(x/ε) + ε
2w2(x/ε), x ∈ R \D,
(4.33)
is continuous and has a continuous co-derivative aεDu
′
ε,ap, implying that uε,ap belongs to the domain
of the operator AεD. Moreover, it is not difficult to see that
‖w0(·/ε)‖L2
ρε
D
(R\D) ≤ ε1/2||w0||L2ρ(R\ε−1D),
‖(a0w′2)′(·/ε)‖L2
ρε
D
(R\D) + ‖w2(·/ε)‖L2
ρε
D
(R\D) ≤ C‖w0(·/ε)‖L2
ρε
D
(R\D),
‖(aDu′1)′‖L2
ρε
D
(D) + ‖u1‖L2
ρε
D
(D) ≤ C,
(4.34)
for some constant C > 0.
It follows from the spectral theorem for self-adjoint operators (see e.g. [4]) that for all functions
f ∈ dom(AεD) ⊂ L2ρεD(R) such that ‖f‖L2ρε
D
(R) = 1, one has
dist
(
λ0, σ (A
ε
D)
) ≤ ∥∥(AεD − λ0)f∥∥L2
ρε
D
(R)
.
Straightforward calculations show that
(AεD − λ0)uε,ap =


− ε(aDu′1)′(x)− ελ0ρDu1(x), x ∈ D,
− ε2(a0w′2)′(x/ε)− ε2λ0ρ0w2(x/ε), x ∈ Ωε0 \D,
− ε2λ0ρ1w2(x/ε), x ∈ Ωε1 \D.
Then (4.34) readily implies there exists C > 0 such that∥∥(AεD − λ0)uε,ap∥∥L2
ρε
D
(R)
≤ Cε. (4.35)
We establish the following result, which implies Claim 1 of Theorem 2.4. In particular, the second
estimate in (2.6) follows from (4.33), (4.34) and (4.36) below.
Theorem 4.1. Suppose that λ0 ∈ σ
(
AN,D
)\(⋃θ σ(Aθ)).
1. There exists C1 > 0, independent of ε, such that
dist
(
λ0, σ(A
ε
D)
) ≤ C1ε.
2. For sufficiently small ε there exist (simple) eigenvalues λε of A
ε
D such that |λε − λ0| ≤ C1ε.
3. For sufficiently small ε the function uε,ap is an approximate eigenfunction of A
ε
D : there exists a
constant C2 > 0 independent of ε such that∥∥uε,ap − uε∥∥L2
ρε
D
(R)
≤ C2ε, (4.36)
where uε is the eigenfunction of AεD corresponding to the eigenvalue λ
ε.
Proof. Claim 1 of the theorem follows from (4.35) and the fact that ‖uε,ap‖L2
ρε
D
(R) → ‖u0‖L2ρD (D) = 1
as ε→ 0, due to (4.34). Claim 2 follows by noting that the essential spectra of AεD and Aε coincide,
and that σ(Aε) = σess(A
ε) converges to
⋃
θ σ(Aθ), as ε→ 0, to which λ0 does not belong. To prove
claim 3, one can argue as in [20], or [11, Section 11.1]. Namely, it follows from (4.35) and a spectral
decomposition of uε,ap with respect to the operator A
ε
D that there exists an ε-independent constant
C2 > 0 and c
ε
j ∈ R such that ∥∥∥uε,ap − ∑
j∈Jε
cεjuε,j
∥∥∥
L2
ρε
D
(R)
≤ C2ε,
where for each ε, Jε := {j : |λε,j − λ0| ≤ C2ε} is a finite set of indices and uε,j are L2ρεD (R)-normalised
eigenfunctions of AεD with eigenvalue λε,j . Next, the compactness property demonstrated in Theorem
5.1, see next section, implies that there is exactly one sequence of simple eigenvalues λε converging
to λ0, hence (4.36) holds.
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5 Spectral completeness of defect eigenvalues and localisa-
tion of eigenmodes
The method of asymptotic expansions allows us to show that for any eigenvalue λ0 of AN,D, cf. (2.5),
in a gap of
⋃
θ σ(Aθ) there exists a sequence of eigenvalues of A
ε
D converging to λ0. The converse
statement requires a compactness argument for a corresponding sequence of eigenfunctions of AεD.
In this section we use functional analytic techniques, which, unlike Section 6, do not rely on the one-
dimensional nature of the problem, to show a decay of the eigenfunctions of AεD outside the defect
sufficient to imply the compactness of sequences of eigenfunctions with eigenvalues accumulating in
the gaps of
⋃
θ σ(Aθ).
Theorem 5.1. Let λε be an eigenvalue sequence of A
ε
D, uε be a corresponding sequence of L
2(R)-
normalised eigenfunctions, and suppose that λε → λ0 ∈ R\
⋃
θ σ(Aθ) as ε → 0. Then λ0 is an
eigenvalue of AN,D and up to a subsequence
uε → u0 strongly in L2(R), uε ⇀ u0 weakly in H1(D),
where u0 is an eigenfunction corresponding to λ0, extended by zero outside the defect D.
Proof. The main ingredient of the proof is demonstrating that the eigenfunction sequences uε localise
to the defect in the sense that
lim
ε→0
||χε,αuε||L2(R) = 0 ∀α ∈ (0, 1), (5.37)
where χε,α : C
∞(R)→ [0, 1], ε > 0, is any smooth cut-off function such that
χε,α =
{
0 in D,
1 in (−∞, d− − εα] ∪ [d+ + εα,∞).
Additionally, χε,α is constant on each connected component of Ω
1
ε and satisfies the bound sup
ε
εα‖χ′ε,α‖L∞(R) <
∞. The assertion (5.37) is an immediate consequence of the following lemma, that we demonstrate
below.
Lemma 5.2. Consider a sequence λε ∈ [0,∞), uε ∈ L2(R), ||uε||L2(R) = 1, such that AεDuε =
λερ
ε
Duε. If the convergence λε → λ0 ∈ R\
⋃
θ σ(Aθ) holds as ε → 0, then there exist sequences vε,
wε ∈ H1(R) such that uε = vε + wε with the following properties:
1) One has v′ε ≡ 0 on Ωε1\D;
2) The sequence vε is localised to defect in the sense of (5.37);
3) There exists a constant C > 0 such that
‖wε‖L2(R) ≤ Cε2, ‖w′ε‖L2(R) ≤ Cε. (5.38)
Let us prove that λ0 ∈ σ(AN,D) under the assumption that Lemma 5.2 holds. By substituting
ϕ = uε in the eigenvalue problem for the operator A
ε
D (cf. (2.4))∫
D
aεDu
′
εϕ
′ = λε
∫
R
ρεDuεϕ ∀ϕ ∈ H1(R),
and utilising the boundedness of λε, the uniform positivity and boundedness of aj , ρj , j = 1, 2, aD
and ρD, we establish the estimates
sup
ε
||uε||H1(D) <∞, sup
ε
‖u′ε‖L2(Ωε1\D) <∞, sup
ε
‖εu′ε‖L2(Ωε0\D) <∞. (5.39)
By (5.39), it is clear that a subsequence of uε converges weakly in H
1(D). Now, by Lemma 5.2 and
the identity uε = χε,αvε + (1− χε,α)vε +wε we find that uε strongly converges to zero in L2(R\D).
Therefore, there exists u0 ∈ L2(R), u0 ≡ 0 in R\D, such that up to a subsequence
uε → u0 strongly in L2(R), uε ⇀ u0 weakly in H1(D).
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Moreover, Lemma 5.2 implies that
a1(
·
ε )u
′
ε → 0 strongly in L2(Ωε1\D).
Therefore, for fixed ϕ ∈ H1(R), we can pass to the limit in (2.4), recalling the identity∫
R
aεDu
′
εϕ
′ =
∫
D
aDu
′
εϕ
′ +
∫
Ωε1\D
a1(
x
ε )u
′
εϕ
′ +
∫
Ωε0\D
ε2a0(
x
ε )u
′
εϕ
′ (5.40)
to find that ∫
D
aDu
′
0ϕ
′ = λ0
∫
D
ρDu0ϕ. (5.41)
Finally, by the arbitrariness of ϕ deduce that λ0 ∈ σ(AN,D) and u0 is the corresponding eigenfunc-
tion.
Corollary 5.3. Claim 2 of Theorem 2.4 holds.
We now prove Lemma 5.2.
Proof of Lemma 5.2. We start by constructing the representation uε as the sum of vε and wε as
follows. On the defect D = (d−, d+), we set vε = uε. On each connected component of Ωε1, except
for the intervals adjacent to the defect, we define vε as
vε(x) :=
1
ε(1− h)
∫
ε(Y1+z)
uε, x ∈ ε(Y1 + z), z ∈ Iε, (5.42)
where Iε is defined by (4.25). If necessary, we extend vε continuously by constant from D into
the stiff region adjacent to the defect, i.e. Ωε1 ∩
((
min
{
d−, ε(⌊d−⌋ε + h)
}
, d−
] ∪ [max{ε(⌊d+⌋ε +
h), d+
}
, ⌈d+⌉ε
))
. Thus vε is defined everywhere except the soft component Ω
ε
0\D, and is piecewise
constant on the stiff component Ωε1\D. To define vε on Ωε0\D we ensure that the difference wε :=
uε − vε, x ∈ Ωε1\D, is extended into the soft component Ωε0\D so that wε ∈ H1(R) and satisfies(
a0(
·
ε )w
′
ε
)′
= 0, on Ωε0\D. (5.43)
Thus we have uε = vε + wε, where vε, wε ∈ H1(R) with v′ ≡ 0 on Ωε1\D and wε ≡ 0 in D.
We first prove (5.38). By construction, for each z ∈ Iε, the function wε has zero mean value on
the interval ε(Y1 + z) and it is clear, for example by an application of the fundamental theorem of
calculus, that for each z ∈ Iε one has
∣∣wε(x)∣∣2 ≤ ε(1− h)
∫
ε(Y1+z)
|w′ε|2, x ∈ ε(Y1 + z). (5.44)
A version of the same argument implies that since wε ≡ 0 on (d−, d+), on Iε := (ε⌊d−⌋ε, ε⌈d+⌉ε) we
have ∣∣wε(x)∣∣2 ≤ ε
∫
Iε\D
|w′ε|2, x ∈ Iε. (5.45)
Moreover, if the soft component touches the defect on the right, i.e. if d+ < ε(⌊d+⌋ε + h) then
|wε(x)| ≤ (ε⌊d+⌋ε + εh− d+)−1
∫
(d+,ε⌊d+⌋ε+εh)
|w′ε|2, x ∈ (d+, ε⌊d+⌋ε + εh) (5.46)
and if the soft component touches the defect on the left, i.e. d− ≤ ε(⌊d−⌋ε + h), then
|wε(x)| ≤ (d− − ε⌊d−⌋ε)−1
∫
(ε⌊d−⌋ε,d−)
|w′ε|2, x ∈ (ε⌊d−⌋ε, d−). (5.47)
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On the soft component Ωε0\Iε =
⋃
z∈Iε ε(Y0+z), we note that since wε solves (5.43), the maximum
principle implies
sup
(εz,ε(z+h))
|wε| = max
{∣∣wε(εz)∣∣, ∣∣wε(ε(z + h))∣∣} ∀z ∈ Iε.
This fact, along with inequalities (5.44) and (5.45), implies that
‖wε‖L2(ε(Y0+z)) ≤ ε max
{‖w′ε‖L2(ε(Y1+z)), ‖w′ε‖L2(ε(Y1+z−1))}.
Putting the above inequalities together, it follows that
‖wε‖2L2(R) =
∫
Iε
|wε|2 +
∑
z∈Iε
∫
ε(Y0+z)
|wε|2 +
∑
z∈Iε
∫
ε(Y1+z)
|wε|2 ≤ 2ε2‖w′ε‖2L2(Ωε1\D). (5.48)
Straightforward calculations show that due to (5.43) we have on the soft component
sup
ε(Y0+z)
|w′ε| ≤ (εh)−1||a0||L∞(Y0)||a−10 ||L∞(Y0)
(∣∣wε(εz)∣∣+ ∣∣wε(εz + εh)∣∣).
Similarly, if the soft component touches the defect on the right, i.e. if d+ < ε(⌊d+⌋ε + h) then
sup
(d+,ε⌊d+⌋ε+εh)
|w′ε| ≤ (ε⌊d+⌋ε + εh− d+)−1||a0||L∞(Y0)||a−10 ||L∞(Y0)
∣∣wε(ε⌊d+⌋ε + εh)∣∣,
and if the soft component touches the defect on the left, i.e. d− ≤ ε(⌊d−⌋ε + h), then
sup
(ε⌊d−⌋ε,d−)
|w′ε| ≤ (d− − ε⌊d−⌋ε)−1||a0||L∞(Y0)||a−10 ||L∞(Y0)
∣∣wε(ε⌊d−⌋ε)∣∣.
Consequently, from (5.44)–(5.47) and the above assertions, we obtain
‖w′ε‖L2(Ωε0\D) ≤ C‖w′ε‖L2(Ωε1\D). (5.49)
It remains to bound w′ε on the stiff component Ω
ε
1\D, which in combination with (5.48) and
(5.49) yields the estimates (5.38). To this end, note that by setting ϕ = wε in (2.4), using the
identity uε = vε + wε and the facts that v
′
ε = 0 in Ω
ε
1\D and wε ≡ 0 in D, we have∫
Ωε0\D
ε2a0(
·
ε )u
′
εw
′
ε +
∫
Ωε1\D
a1(
·
ε )|w′ε|2dx = λε
∫
Ωε0\D
ρ0(
·
ε )uεwε + λε
∫
Ωε1\D
ρ1(
·
ε )uεwε.
Hence, by the Ho¨lder inequality we deduce that
||w′ε||2L2(Ωε1\D) ≤ ε||εu
′
ε||L2(Ωε0\D)||w′ε||L2(Ωε0\D) + C
(||uε||L2(R)||wε||L2(R))
for some C > 0, and utilising (5.39), (5.48), (5.49) yields
‖w′ε‖L2(Ωε1\D) ≤ Cε. (5.50)
Hence, by (5.48), (5.49), (5.50) and the fact w ≡ 0 in D, it follows that (5.38) holds.
We now prove Claim 2. For a fixed ϕ ∈ H1(R) we take a test function χε,αϕ in (2.4), use the
identity u′ε(χε,αϕ)
′ = (uεχε,α)′ϕ′−uεχ′ε,αϕ′+u′εχ′ε,αϕ and the decomposition uε = vε+wε to arrive
at the equation∫
R
(
aεD(χε,αvε)
′ϕ′ − λερεDχε,αvεϕ
)
=
∫
R
(
λερ
ε
Dwεχε,αϕ− aεD(wεχε,α)′ϕ′ + aεDχ′ε,α(uεϕ′ − u′εϕ)
)
.
By inequalities (5.38), (5.39), the fact that χ′ε,α ≡ 0 on Ωε1, and sup
ε
εα|χ′ε,α| < ∞ we can estimate
the right-hand side as follows:∣∣∣∣
∫
R
(
λερ
ε
Dwεχε,αϕ− aεD(wεχε,α)′ϕ′ + aεDχ′ε,α(uεϕ′ − u′εϕ)
)∣∣∣∣ ≤ Cε1−α||ϕ||H1(R).
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Therefore, one has
lim
ε→0
sup
ϕ∈H1(R)
||ϕ||H1(R)=1
∣∣∣∣
∫
R
(
aεD(χε,αvε)
′ϕ′ − λερεDχε,αvεϕ
)∣∣∣∣ = 0,
Notice that (χε,αvε)
′ ≡ 0 on Ωε1 and D, and therefore∫
R
(
aεD(χε,αvε)
′ϕ′ − λερεDχε,αvεϕ
)
=
∑
z∈Z
∫ z+h
z
a0
(Rε(χε,αvε))′(Rε(ϕ))′ − λε
∫
R
ρRε(χε,αvε)Rε(ϕ),
where Rε : L2ρε(R)→ L2ρ(R) is the unitary transformation Rε(f)(y) = ε1/2f(εy). It follows that for
zε := Rε(χε,αvε) one has
lim
ε→0
sup
ϕ∈H1(R)
||ϕ||H1(R)=1
∣∣∣∣
∫
Ω0
a0z
′
εϕ
′ − λε
∫
R
ρzεϕ
∣∣∣∣ = 0, (5.51)
where Ω0 :=
⋃
z∈Z
(Y0 + z).
We now argue as in the demonstration of a Weyl’s criterion for quadratic forms, see [14, Ap-
pendix], to show the above condition implies that zε necessarily converges strongly to zero in L
2(R).
Taking test functions in (5.51) from H+ = {v ∈ H1(R) : v′ ≡ 0 on R \Ω0}, we see that the mapping
Fε : H
+ → R given by
Fε(v) :=
∫
Ω0
a0z
′
εv
′ − λε
∫
R
ρzεv, v ∈ H+, (5.52)
is linear and continuous, i.e. Fε belongs to H
−, the space of bounded linear functionals on H+,
with
lim
ε→0
||Fε||H− = 0. (5.53)
In Appendix B below, we use standard arguments to demonstrate that there is a unitary map Ψ ◦ U
and an element fε of the space
h− :=
{
f : (0, 2π)→ ℓ2 measurable : (λn(θ) + 1)−1/2f(θ, n) ∈ L2(0, 2π; ℓ2)}, (5.54)
such that
H−〈Fε, v〉H+ =
∑
n∈N
∫ 2pi
0
fε(θ, n)(ΨU)v(θ, n) dθ ∀v ∈ H+,
||Fε||H− =
√√√√∑
n∈N
∫ 2pi
0
∣∣fε(θ, n)∣∣2
λn(θ) + 1
dθ.
(5.55)
(We recall that λn(θ) are the eigenvalues of the operator Aθ, see Section 2). Now, by applying the
transform ΨU to (5.52), we find that
H−〈Fε, v〉H+ =
∑
n∈N
∫ 2pi
0
(
λn(θ) − λε
)
(ΨU)zε(θ, n)(ΨU)v(θ, n) dθ.
This equality, the formulae (5.55) and the fact that ΨU unitarily maps H− to h− implies that
fε(θ, n) = (λn(θ) − λε)(ΨU)zε(θ, n)
almost everywhere in θ, and
||Fε||2H−1 =
∑
n∈N
∫ 2pi
0
(
λn(θ)− λε
)2
λn(θ) + 1
∣∣(ΨU)zε(θ, n)∣∣2 dθ.
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By assumption, one has λε → λ0 /∈
⋃
θ
σ(Aθ) =
∑
n∈N
[
min
θ
λn(θ),max
θ
λn(θ)
]
, and therefore there exists
a constant c > 0 such that for sufficiently small ε the inequality
∣∣λn(θ)− λε∣∣ > c holds for all n ∈ N
and all θ ∈ [0, 2π). Hence, the above equality and (5.53) imply that
lim
ε→0
∑
n∈N
∫ 2pi
0
∣∣(ΨU)zε(θ, n)∣∣2 dθ ≤ c lim
ε→0
||Fε||2H−1 = 0.
Finally, since (ΨU)zε = (ΨURε)(χε,αvε), and ΨURε is unitary, it follows that Claim 2 holds.
6 Extreme localisation of defect eigenfunctions
In Section 5 we demonstrate that for eigenvalue sequences converging to a point in a gap in the limit
spectrum
⋃
θ σ(Aθ), the corresponding eigenfunctions uε converge to zero in L
2 outside the defect
D, as ε → 0 for α ∈ (0, 1). In this section, using the fact that one-dimensional problems admit an
explicit form of solutions in terms of the fundamental system and employing standard techniques
from the theory of ordinary differential equations, we provide a stronger statement on the rate
of decay outside the defect. Namely, we show that the eigenfunctions uε decay at an accelerated
exponential rate outside of the defect, which is Theorem 2.4, Claim 3.
As in Section 5, we assume a sequence of eigenvalues λε of A
ε
D converges to λ0 ∈ R\
⋃
θ σ(Aθ) as
ε→ 0, and consider the corresponding sequence uε of L2(R)-normalised eigenfunctions, i.e.∫
R
aεDu
′
εϕ
′ = λε
∫
R
ρεDuεϕ, ∀ϕ ∈ H1(R).
Recalling the unitary operator Rε : L2ρε(R) → L2ρ(R) given by Rε(f)(y) = ε1/2f(εy), we note
that for all z ∈ Iε (see (4.25)), the function u˜ε := Ruε solves
−(a0u˜′ε)′ = λερ0u˜ε on Y0 + z, (6.56)
−ε−2(a1u˜′ε)′ = λερ1u˜ε on Y1 + z, (6.57)
and satisfies the interface conditions
u˜ε|Y0+z(z + h) = u˜ε|Y1+z(z + h), (a0u˜′ε)
(
(z + h)−
)
= ε−2(a1u˜′ε)
(
(z + h)+
)
,
u˜ε|Y0+z+1(z + 1) = u˜ε|Y1+z(z + 1), (a0u˜′ε)
(
(z + 1)+
)
= ε−2(a1u˜′ε)
(
(z + 1)−
)
.
(6.58)
There exist solutions vε1, v
ε
2 to the equation −(a0u′)′ = λερ0u, on Y0, and solutions wε1, wε2 to the
equation −ε−2(a1u′)′ = λερ1u, on Y1, such that(
vε1 v
ε
2
a0v
ε
1
′ a0 vε2
′
)∣∣∣∣
y=0
=
(
1 0
0 1
)
,
(
wε1 w
ε
2
a1w
ε
1
′ a1 wε2
′
)∣∣∣∣
y=h
=
(
1 0
0 1
)
.
The solution u˜ε to (6.56), (6.57), z ∈ Iε, admits the representation
u˜ε(y) =
{
aεzv
ε
1(y − z) + bεzvε2(y − z), y ∈ Y0 + z,
cεzw
ε
1(y − z) + dεzwε2(y − z), y ∈ Y1 + z.
(6.59)
For all ε, the coefficients aεz, b
ε
z c
ε
z and d
ε
z, z ∈ Iε, are related to each other by the conditions (6.58),
as follows:
cεz = a
ε
zv
ε
1(h) + b
ε
zv
ε
2(h), ε
−2dεz = a
ε
z(a0v
ε
1
′)(h) + bεz(a0v
ε
2
′)(h),
aεz+1 = c
ε
zw
ε
1(1) + d
ε
zw
ε
2(1), ε
2bεz+1 = c
ε
z(a1w
ε
1
′)(1) + dεz(a1w
ε
2
′)(1).
Eliminating cεz and d
ε
z gives the iterative system(
aεz+1
bεz+1
)
=Mε
(
aεz
bεz
)
, (6.60)
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where the matrix Mε is given by
Mε =
(
vε1(h)w
ε
1(1) + ε
2(a0v
ε
1
′)(h)wε2(1) v
ε
2(h)w
ε
1(1) + ε
2(a0v
ε
2
′)(h)wε2(1)
ε−2vε1(h)(a1w
ε
1
′)(1) + (a0vε1
′)(h)(a1wε2
′)(1) ε−2vε2(h)(a1w
ε
1
′)(1) + (a0vε2
′)(h)(a1wε2
′)(1)
)
.
(6.61)
It follows from the property that the modified Wronskian is constant,
det
(
vε1 v
ε
2
a0v
ε
1
′ a0 vε2
′
)
≡ 1, det
(
wε1 w
ε
2
a1w
ε
1
′ a1 wε2
′
)
≡ 1,
that the characteristic polynomial of Mε is given by
det(Mε − µI) = µ2 − µhε + 1,
hε = v
ε
1(h)w
ε
1(1) + ε
2(a0v
ε
1
′)(h)wε2(1)+ε
−2vε2(h)(a1w
ε
1
′)(1) + (a0vε2
′)(h)(a1wε2
′)(1).
(6.62)
Recalling, from Section 3.1, the fundamental solutions v1, v2 of (cf. (3.9), (3.11))
−(a0u′)′ = λ0ρ0u in Y0,
satisfying (
v1(0) v2(0)
(a0v
′
1)(0) (a0v
′
2)(0)
)
=
(
1 0
0 1
)
,
we shall prove in the second half of this section the following property.
Lemma 6.1. The following convergence holds:
lim
ε→0
hε = v1(h) + (a0v
′
2)(h)− λ0v2(h)
∫
Y1
ρ1. (6.63)
Assuming that (6.63) holds, since λ0 ∈ R\
⋃
θ σ(Aθ), or equivalently (see Section 3.1) λ0 is such
that (cf. (3.15)) ∣∣∣∣v1(h) + (a0v′2)(h) − λ0v2(h)
∫
Y1
ρ1
∣∣∣∣ > 2,
for sufficiently small ε we find that |hε| > 2.
As per the discussion in Section 4, the roots µε1, µ
ε
2 of the matrixMε satisfy the identity µ
ε
1µ
ε
2 = 1
and the nature of u˜ε away from the defect is determined by the coefficient hε. In particular, if |hε| > 2
then the roots µε1, µ
ε
2 are such that |µε1| < 1 and |µε2| > 1 and there exist linearly independent
functions vg, vd on R\
(−⌊d−⌋ε, ⌈d+⌉ε) that grow and decay respectively. In this case, for uε be an
element of L2(R) it is necessary that uε is proportional to the decaying solution vd, which takes the
form
vd(x) =


exp
(
ln |µε1|
ε dist(x,D)
)
pε1(x/ε), x ∈ [d+,∞),
exp
(
ln |µε1|
ε dist(x,D)
)
pε2(x/ε), x ∈ (−∞, d−],
for some periodic (respectively, anti-periodic) functions pε1, p
ε
2, when hε > 2 (respectively, when
hε < 2). Therefore, for any ν satisfying ν < − ln |µε1| =
∣∣ ln |µε1|∣∣ the product gν/εuε is in L2(Ω),
where gν/ε is defined by (2.7). Then the third claim of Theorem 2.4 follows by noticing that by
(6.63) µε1 converges to µ1, the smallest root of µ
2 − hµ+ 1, where
h := v1(h) + (a0v
′
2)(h)− λ0v2(h)
∫
Y1
ρ1,
as ε→ 0.
It remains to prove the convergence (6.63).
Proof of Lemma 6.1.
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The vector field
ηεj :=
(
vεj − vj
a0v
ε
j
′ − a0vj ′
)
, j = 1, 2, (6.64)
solves the initial-value problem
ηεj
′ = Φεηεj +Ψ
ε
j in Y0, η
ε
j (0) = 0, j = 1, 2, (6.65)
for the matrix Φε and vector Ψεj , j = 1, 2, given by
Φε =
(
0 a−10
−λερ0 0
)
, Ψεj =
(
0
(λ0 − λε)ρ0vj
)
, j = 1, 2.
Since λε → λ0 the solutions to (6.65) converge uniformly on Y0 to the trivial solution of
η′ = Φη in Y0, η(0) = 0,
where Φ is the limit of Φε, as ε→ 0 (see e.g. [18, Theorem 1.6.1]). Namely, we have∣∣ηεj (y)∣∣ = |ηεj (y)− η(y)| ≤ C |λε − λ0| , j = 1, 2,
for some constant C independent of ε. In particular, recalling (6.64), it follows that
lim
ε→0
vεj (h) = vj(h), lim
ε→0
(a0v
ε
j
′)(h) = (a0v′j)(h), j = 1, 2. (6.66)
Similarly, it is easy to see that wεj and a1w
ε
j
′ converge uniformly on Y1 to wj and a1w′j , where
wj , j = 1, 2 are the solutions of (a1w
′)′ = 0 satisfying(
w1(h) w2(h)
(a1w
′
1)(h) (a1w
′
2)(h)
)
=
(
1 0
0 1
)
.
Since w1 ≡ 1 and a1w′2 ≡ 1 on Y1 we see that(
wε1 w
ε
2
(a1w
ε
1
′) (a1wε2)
′
)
→
(
1
∫ y
h a
−1
1
0 1
)
uniformly on Y1 as ε→ 0. (6.67)
Furthermore, by the fundamental theorem of calculus and the fact −ε−2(a1wε1′)′ = λερ1wε1, we
have
ε−2(a1wε1)
′(1)− ε−2(a1wε1)′(h) = −λε
∫ 1
h
ρ1w
ε
1,
and since ∫ 1
h
ρ1w
ε
1 − wε1(h)
∫ 1
h
ρ1 =
∫ 1
h
ρ1
(
wε1 − wε1(h)
)
=
∫
Y1
ρ1(y)
(∫ y
h
wε1
′
)
dy,
it follows that∣∣∣∣ε−2(a1wε1 ′)(1−)− ε−2(a1wε1′)(h+) + λεwε1(h)
∫ 1
h
ρ1
∣∣∣∣ =
∣∣∣∣λε
∫
Y1
ρ1(y)
(∫ y
h
wε1
′
)
dy
∣∣∣∣
≤ |λε|||ρ1||L∞ ||wε1′||L∞ ,
which together with (6.67) implies
lim
ε→0
∣∣∣∣ε−2(a1wε1′)(1)− ε−2(a1wε1 ′)(h) + wε1(h)λε
∫ 1
h
ρ1
∣∣∣∣ = 0.
Therefore
lim
ε→0
ε−2
(
a1w
ε
1
′)(1) = −λ0
∫
Y1
ρ1. (6.68)
Finally, assertions (6.66), (6.67) and (6.68) imply (6.63), as required.
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7 Resolvent estimates for the problem without defect
In this section we study the behaviour of the unperturbed periodic operator Aε in the operator
norm as ε → 0. In particular, we construct a full asymptotic expansions for the resolvent of Aε
using a version of the asymptotic framework developed in [7], see Theorem 7.2 below. This directly
implies the order-sharp operator norm resolvent convergence estimate, uniform in θ, formulated in
Theorem 2.2. The latter, in turn, implies the uniform in θ convergence, as ε → 0, of the spectral
band functions λεn(θ) to λn(θ), n ∈ N, which is also order-sharp.
Recall the operator Aε in L2ρε(R) associated with the bilinear form
βε(u, v) =
∫
Ωε1
a1(
·
ε )u
′v′ +
∫
Ωε0
ε2a0(
·
ε )u
′v′, u, v ∈ H1(R).
By a scaled version of the Floquet-Bloch transform3 which is given as the continuous extension of
the following action on e.g. continuous functions with compact support
(Uεf)(θ, y) =
√
ε
2π
∑
z∈Z
f
(
ε(y − z))eiθz, y ∈ Y, θ ∈ [0, 2π), (7.69)
we see that Uε unitarily maps L2ρε(R) to the Bochner space L2
(
0, 2π;L2ρ(Y )
)
and UεAεf(θ, ·) =
AεθUεf(θ, ·). Here, Aεθ is the operator defined in L2ρ(Y ) and associated with the form
βε1(u, v) :=
∫
Y0
a0u
′v′ + ε−2
∫
Y1
a1u
′v′, u, v ∈ H1θ (Y ).
We recall that H1θ (Y ) is the complex Hilbert space of H
1(Y )-functions that are θ-quasiperiodic. We
equip the space H1θ (Y ) with the graph norm
|||u||| :=
√∫
Y0
a0|u′|2 +
∫
Y1
a1|u′|2 +
∫
Y
ρ|u|2, (7.70)
and consider the subspace
Vθ :=
{
v ∈ H1θ (Y ) : v′ ≡ 0 in Y1
}
and its orthogonal complement V ⊥θ in H
1
θ with respect to the inner product associated with ||| · |||.
The following result, established in [8], is of fundamental importance in studying the asymptotics of
Aε, equivalently Aεθ.
Lemma 7.1. There exists a constant CP > 0, independent of θ, such that
|||P⊥θ u||| ≤ CP ||
√
a1u
′||L2(Y1), ∀u ∈ H1θ (Y ), (7.71)
where P⊥θ is the orthogonal projection of H
1
θ (Y ) onto V
⊥
θ .
For θ ∈ [0, 2π) and all f ∈ L2ρ(Y ), we consider the resolvent problem
−((ε−2a1 + a0)uεθ ′)′ + ρuεθ = ρf on (0, 1). (7.72)
We look for an asymptotic expansion of uεθ in the form
uεθ =
∞∑
n=0
ε2nu
(2n)
θ , u
(2n)
θ ∈ H1θ (Y ) ∀n ∈ N. (7.73)
The following result holds.
3See Appendix A below for further information on the Floquet-Bloch transform.
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Theorem 7.2. For each θ ∈ [0, 2π) and f ∈ L2ρ(Y ), consider the unique solution u(0)θ ∈ Vθ to the
problem ∫
Y0
a0(u
(0)
θ )
′ϕ′ +
∫
Y
ρu
(0)
θ ϕ =
∫
Y
ρfϕ ∀ϕ ∈ Vθ,
and for all n ∈ N consider the unique solution u(2n)θ ∈ V ⊥θ to
−
(
a1
(
u
(2n)
θ
)′)′
=
(
a0
(
u
(2(n−1))
θ
)′)′ − ρu(2(n−1))θ + δ1nρf,
where δ1n is the Kronecker delta function. Then, for each N ∈ N the sum
U
(N)
θ :=
N∑
n=0
ε2nu
(2n)
θ
approximates the solution uεθ to (7.72) in the following sense:
|||uεθ − U (N)θ ||| ≤ C2(N+1)P ε2(N+1)
∥∥f∥∥
L2ρ(Y )
.
Remark 7.3. By an application of the min-max principle, Theorem 7.2 implies that the n-th eigen-
value λεn(θ) of the operator A
ε
θ is ε
2-close, uniformly in θ, to the n-th eigenvalue λn(θ) of Aθ, i.e.
for each n ∈ N there exists a constant cn > 0 such that∣∣λεn(θ) − λn(θ)∣∣ ≤ cnε2 ∀θ ∈ [0, 2π).
In particular, this indirectly implies, since λn is the uniform limit of continuous functions, that λn
is continuous in θ. A direct proof of this fact can be arrived at by the definition of the operators Aθ
and the continuity properties (in the Hausdorff sense) of their domains D(Aθ), see [8, Appendix B].
Proof. Substituting (7.73) into (7.72) and equating powers of ε yields a system of recurrence relations
for the functions u
(2n)
θ , n ∈ N. The first equation in this system, which corresponds to ε−2, is
−
(
a1
(
u
(0)
θ
)′)′
= 0 on (0, 1), (7.74)
which implies that u
(0)
θ ∈ Vθ =
{
v ∈ H1θ (Y ) : v′ ≡ 0 on Y1
}
(recall that a1 ≡ 0 on Y0). The
remaining equations, obtained by considering the terms of order ε2j , j = 0, 1, 2, ... are
−
(
a1
(
u
(2n)
θ
)′)′
=
(
a0
(
u
(2(n−1))
θ
)′)′ − ρu(2(n−1))θ + δ1nρf, on (0, 1), n ∈ N, (7.75)
where, as before, δin denotes the Kronecker delta function. The existence of solutions to differential
equations with degenerate coefficients such as (7.75) was first studied in [10] for the case θ = 0, and
it was shown therein that existence is guaranteed by inequalities of the type (7.71). By following
this general framework, and it can be readily shown that (7.71) implies the following result.
Lemma 7.4. For a given F ∈ H−1θ (Y ), the dual space of H1θ (Y ), there exist (infinitely many)
solutions u to the problem∫
Y1
a1u
′ϕ′ =H−1
θ
(Y ) 〈F, ϕ〉H1θ (Y ) ∀ϕ ∈ H
1
θ (Y ),
if and only if F satisfies the condition
H−1
θ
(Y )〈F, v〉H1θ (Y ) = 0 ∀v ∈ Vθ.
Such solutions are unique in V ⊥θ , i.e. for any two solutions u1, u2 one has u1 − u2 ∈ Vθ.
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Consequently, the system (7.75) is solvable if and only if the conditions∫
Y0
(a0u
(2n)
θ )
′ϕ′ +
∫
Y
ρu
(2n)
θ ϕ = δ0n
∫
Y
ρfϕ ∀ϕ ∈ Vθ, n ∈ N, (7.76)
hold. The equation for n = 0 uniquely determines u
(0)
θ and for n ≥ 1, due to the choice (7.70) of
the norm on H1θ (Y ), demonstrates that u
(2n)
θ ∈ V ⊥θ . Substituting ϕ = u(0)θ into the identity (7.76)
for n = 0, recalling (7.70), the fact that a1(u
(0)
θ )
′ ≡ 0 and using the Cauchy-Schwarz inequality, we
obtain
|||u(0)θ |||2 ≤ ‖f‖L2ρ(Y )
∥∥u(0)θ ∥∥L2ρ(Y ).
Hence, u
(0)
θ satisfies the bound
|||u(0)θ ||| ≤ ‖f‖L2ρ(Y ) ∀θ ∈ [0, 2π). (7.77)
By Lemmas 7.1 and 7.4, the solution u
(2n)
θ ∈ V ⊥θ to (7.75) is unique and
|||u(2n)θ ||| ≤ CP
∥∥√a1u(2n)θ ∥∥L2(Y1). (7.78)
Equations (7.75) and the orthogonality of Vθ and V
⊥
θ with respect to the norm (7.70), in particular,
the orthogonality of u
(0)
θ and u
(2)
θ , imply that∫
Y1
a1
∣∣∣(u(2n)θ )′∣∣∣2 = δ1n
∫
Y
ρfu
(2n)
θ −(1−δ1n)
(∫
Y0
a0
(
u
(2(n−1))
θ
)′(
u
(2n)
θ
)′
+
∫
Y
ρu
(2(n−1))
θ u
(2n)
θ
)
, n ≥ 1,
and (7.78) yields
|||u(2)θ ||| ≤ C2P
∥∥f∥∥
L2ρ(Y1)
, |||u(2n)θ ||| ≤ C2P |||u(2(n−1))|||, n ≥ 2.
By iterating the above inequalities we establish that
|||u(2n)θ ||| ≤ C2nP
∥∥f∥∥
L2ρ(Y1)
, n ≥ 1. (7.79)
Having identified each term in the expansion, for each n ∈ N we define the remainder Rεθ (drop-
ping the index N for brevity), according to the formula
uεθ =
N∑
n=0
ε2nu
(2n)
θ + ε
2NRεθ, (7.80)
and find, via (7.74) and (7.75), that Rεθ ∈ H1θ (Y ) solves the problem
−((ε−2a1 + a0)(Rεθ)′)′ + ρRεθ = δ0Nρf + (a0(u(2N)θ )′ )′ − ρu(2N)θ on (0, 1),
that is∫
Y1
ε−2a1(Rεθ)
′v′ +
∫
Y0
a0(R
ε
θ)
′v′ +
∫
Y
ρRεθv = δ0N
∫
Y
ρfv −
∫
Y0
a0(u
(2N)
θ )
′ v′ −
∫
Y
ρu
(2N)
θ v,
∀v ∈ H1θ (Y ).
Setting v ∈ Vθ, recalling the norm (7.70) and (7.76), demonstrates that Rεθ ∈ V ⊥θ . Additionally,
setting v = Rεθ above implies that
ε−2
∫
Y1
a1
∣∣(Rεθ)′∣∣2 ≤ δ0N
∫
Y
ρfRεθ −
∫
Y0
a0(u
(2N)
θ )
′ (Rεθ)′ −
∫
Y
ρu
(2N)
θ R
ε
θ,
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and inequalities (7.71), (7.79), along with another application of the Cauchy-Schwarz inequality
yields
|||Rεθ||| ≤ C2(N+1)P ε2‖f‖L2ρ(Y ).
Finally, by combining this inequality with (7.80) we deduce that
|||uεθ −
N∑
n=0
ε2nu
(2n)
θ ||| ≤ C2(N+1)P ε2(N+1)‖f‖L2ρ(Y ),
as required.
A Appendix: Norm-resolvent convergence of Aε and the limit
operator A0
We consider the space H to be the closure in L2ρ(R) of (cf. the end of Section 5)
H+ =
{
v ∈ H1(R) : v′ ≡ 0 on Ω1 :=
⋃
z∈Z
(Y1 + z)
}
.
Both H and H+ are Hilbert spaces when equipped with the inner products inherited from L2ρ(R)
and H1(R) respectively, and clearly H+ is densely defined in H with continuous embedding (recall ρ
is taken to be uniformly positive and bounded). The norm of H+, which is the standard H1-norm,
is equivalent to the graph norm
|| · ||H+ :=
(
|| · ||2L2ρ(R) + β
0(·, ·)
)1/2
, (1.81)
where β0 is the bilinear form
β0(u, v) :=
∫
Ω0
a0u
′v′, u, v ∈ H+.
We shall henceforth consider H+ to be equipped with the graph norm (1.81), and denote by H−
the dual space consisting of bounded linear functionals on H+. As β0 is a non-negative closed
symmetric quadratic form it generates a densely defined non-negative self-adjoint linear operator
A0. The domain D(A0) is the dense subset of H+ consisting of the solutions to the problem: for
each f ∈ H we consider u ∈ H+ the unique solution to the problem
β0(u, v) +
∫
R
ρuv =
∫
R
ρfv ∀v ∈ H+,
and set A0u = f − u for u ∈ D(A0). The operator A0 is unitarily equivalent to the fibre integral
operator
∫
θ
Aθ, cf. Remark 2.1, and the unitary map is given by the continuous extension of the
Floquet-Bloch transform U , cf. [15, Section 2.2] which acts on smooth functions f with compact
support as
Uf(θ, y) := 1√
2π
∑
z∈Z
f(y − z)eiθz, θ ∈ [0, 2π), y ∈ Y .
Indeed, U is well-known to be a unitary operator between L2ρ(R) and the Bochner space L2
(
0, 2π;L2ρ(Y )
)
and it is straightforward to see that
UA0f(θ; ·) = Aθ Uf(θ; ·), ∀f ∈ L2ρ(R), θ ∈ [0, 2π).
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Furthermore, it is clear that U unitarily maps H+ to the space L2(0, 2π;Vθ) (we recall that Vθ ={
v ∈ H1θ (Y ) : v′ ≡ 0 on Y1
}
). It is easy to verify that the spectrum of A0 coincides with the union
of the spectra of Aθ over all θ ∈ [0, 2π), i.e.
σ(A0) =
⋃
θ
σ(Aθ) =
⋃
n∈N
[
min
θ
λn(θ),max
θ
λn(θ)
]
.
Theorem 2.2 implies in particular that Aε converges at the rate ε2 in the norm-resolvent sense to
A0, i.e. there exists a constant C > 0 such that∥∥Rε(Aε + 1)−1R−1ε − (A0 + 1)−1∥∥L2ρ(R)→L2ρ(R) ≤ Cε2.
for all ε ∈ (0, 1). As before, Rε : L2ρε(R) → L2ρ(R) is the unitary transformation Rε(f)(y) =
ε1/2f(εy).
B Appendix: Spectral decomposition of A0
As the operator A0 is self-adjoint, it has a spectral decomposition and we shall now characterise
the space H+ and its dual H− in terms of a realisation of this spectral decomposition. For each θ,
the self-adjoint operator Aθ has compact resolvent and for each of its eigenvalues λn(θ), n ∈ N, we
denote by ψn(θ; .) the corresponding L
2
ρ(Y )-normalised eigenfunction. Then the mapping Ψ given
by
Ψf(θ; ·) = {cn(θ)}n∈N, cn(θ) :=
∫
Y
ρ(y)f(θ, y)ψn(θ; y) dy,
unitarily maps L2
(
0, 2π;L2ρ(Y )
)
to h := L2(0, 2π; ℓ2) so that
Ψ
(UA0f)(θ, n) = λn(θ)Ψ(Uf)(θ, n),
where for u ∈ h, we denote by u(θ, n) is the n-th element of the sequence u(θ). It is easy to verify
that Ψ ◦ U unitarily maps H+ to
h+ :=
{
u(θ, n) ∈ h : (λn(θ) + 1)1/2u(θ, n) ∈ h}.
By standard duality arguments, see for example [16, Chapter 1, Section 6.2], we show that Ψ ◦ U
unitarily maps H−, the dual space of bounded linear functionals on H+, to (cf. (5.54))
h− :=
{
f : (0, 2π)→ ℓ2 measurable : (λn(θ) + 1)−1/2f(θ, n) ∈ h},
in the sense that F ∈ H− if and only if there exists f ∈ h− such that (cf. (5.55))
H−〈F, v〉H+ =
∑
n∈N
∫ 2pi
0
f(θ, n)
(
ΨU)v(θ, n) dθ ∀v ∈ H+,
and we have
||F ||H−1 =
√√√√∑
n∈N
∫ 2pi
0
∣∣f(θ, n)∣∣2
λn(θ) + 1
dθ.
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