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Resumen—Debido a la creciente demanda de comunicacio´n entre
procesadores y dispositivos de memoria en Sistemas en Chip (SoCs),
recientemente se ha propuesto el nuevo paradigma de Redes en Chip
(NoCs) para SoCs. Con objeto de lograr que las NoCs sean una
opcio´n factible para la industria, es necesario disen˜ar NoCs a me-
dida para cada tipo de aplicacio´n que se desea ejecutar en los SoCs.
En este artı´culo presentamos una nueva metodologı´a de disen˜o para
NoCs a medida, que tiene en consideracio´n la informacio´n de ru-
tado fı´sico de los enlaces de la NoC y el emplazamiento en el sistema
final de los componentes del SoC a la hora de definir la topologı´a de
NoC adecuada. Esto permite detectar y eliminar a las violaciones de
tiempo y realizar correctas estimaciones de disipacio´n de potencia
en el sistema de interconexionado. Este nuevo flujo de disen˜o define
e instancia de manera comple´tamente automa´tica el co´digo HDL
sintetizable para NoCs a medida, incorporando ası´ mismo mecan-
ismos para evitar los problemas de interbloqueos (deadlocks) en el
enrutado. Nuestros resultados con varios sistemas SoC complejos
demuestran que el disen˜o fı´sico final de la topologı´a NoC que se
debe utilizar puede realizarse en menos de 4 horas, en vez de se-
manas. Adema´s, con esta metodologı´a se obtienen mejoras medias
en el consumo cercanas a 3× y del rendimiento de 2× (alcanzando
frecuencias cercanas a 900 MHz) con respecto a las posibles alterna-
tivas de disen˜o manual basadas en NoCs ma´s regulares tipo malla,
Clos, etc.
Palabras clave— Redes en chip, sistemas en Chip, automati-
zacio´n, topologı´a, disen˜o a medida.
I. INTRODUCCIO´N
Para vencer los problemas de escalabilidad y com-
plejidad de los nuevos Sistemas en Chip (SoCs) for-
mados por gran cantidad de componentes predisen˜ados,
en los u´ltimos an˜os se esta´ proponiendo una promete-
dora tecnologı´a de interconexio´n denominada Network-
On-Chip (NoC) que parece capaz de reemplazar con
garantı´as tanto a los grandes buses como a las largas in-
terconexiones dedicadas presentes en los futuros SoC [3].
Esta tecnologı´a extrapola algunos de los conceptos pre-
sentes en una red de computadores a la interconexio´n de
mu´ltiples IP-cores difundidos sobre un substrato comu´n.
Algunas de las fases ma´s importantes del disen˜o de
NoCs es la eleccio´n de la topologı´a o estructura de la
red y varios para´metros de disen˜o, tales como la fre-
cuencia o el ancho de banda entre cada interconexio´n.
En relacio´n a las topologı´as que se pueden utilizar, se
ha comprobado que las topologı´as regulares de multi-
procesadores (malla, Clos, torus, etc.) aplicadas a SoCs
producen NoCs con mayor consumo de energı´a y peor
rendimiento que las topologı´as NoC a medida [4][8].
Esto se debe a que dichas topologı´as regulares so´lo son
interesantes cuando las caracterı´sticas del tra´fico que va
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a existir en el sistema final no se pueden determinar en
tiempo de disen˜o. Sin embargo, en SoCs las aplicaciones
que podra´n ser ejecutadas son conocidas en tiempo de
disen˜o para la mayor parte de las arquitecturas SoC de
u´ltima generacio´n, tales como, Philips Nexperia [1], ST
Nomadik [2], etc. Adema´s, los disen˜os NoCs basados en
topologı´as regulares (como las mallas) no tienes porque
producir disen˜os fı´sicos finales ma´s regulares y predeci-
bles en sus interconexiones, ya que en SoCs los compo-
nentes (procesadores, memorias) no tienen porque´ tener
taman˜os uniformes [4].
En este artı´culo proponemos una metodologı´a com-
pleta y automa´tica de disen˜o de NoCs a medida, libres de
interbloqueos en el enrutado de paquetes, para cada tipo
de aplicacio´n (o conjunto de aplicaciones) que se van a
ejecutar en un cierto disen˜o de SoC. Nuestra metodologı´a
permite optimizar la topologı´a NoC disen˜ada finalmente
de acuerdo a dos me´tricas objetivo (o una combinacio´n
lineal de ambas): minimizar la disipacio´n total de poten-
cia del sistema y/o la latencia global de los paquetes de
informacio´n dentro de la NoC. Adema´s, el flujo de disen˜o
propuesto permite indicar a los disen˜adores de sistemas
las ligaduras de disen˜o ma´s habituales en el disen˜o de
NoCs, tales como el a´rea total o la longitud ma´xima de las
interconexiones. Nuestros resultados con varios sistemas
SoC reales (entre 8 y 42 componentes) demuestran que
los disen˜os de NoCs obtenidos automa´ticamente mejoran
significativamente los disen˜os de NoCs obtenidos man-
ualmente para estas aplicaciones, por ejemplo, en media
3.8× menos disipacio´n de potencia, 1.55× menos laten-
cia y 1.28× menos longitud de las interconexiones, com-
parados con disen˜os basados en mallas (Secciones 5 y 6).
Ma´s au´n, los disen˜os SoC finales con las topologı´as NoC
generadas automa´ticamente pueden ser disen˜adas en unas
pocas horas, mientras que los disen˜os manuales requiren
varias semanas.
II. TRABAJO PREVIO
Extenso trabajo de investigacio´n ha sido realizado en
el estudio de mecanismos eficientes de disen˜o y sı´ntesis
de SoCs basados en buses [7]. Aunque algunos proble-
mas de disen˜o existentes en NoCs son similares a los de
los buses (ancho de banda,et.), otros nuevos han surgido
con las NoCs, como definicio´n del taman˜o de los conmu-
tadores, definicio´n de tablas de rutado, etc. Me´todos para
recopilar estadı´sticas y analizar patrones de tra´fico en las
NoC y en los buses han sido desarrolados para poder es-
tudiar estos nuevos problemas [6].
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Particion de los subconjuntos de modo que a cada uno
Variar frecuencia de operacion de NoC
Para cada enlace de la NoC
Comenzar con un enlace fisico por canal del enlace
es asignado un canal unico y la carga es uniforme
Si la carga del canal excede su ancho de banda, repetir 
paso anterior incrementando en 1 el numero de canales.
Calcular tamaños de conmutadores y su consumo
Elegir el diseño NoC con menor disipacion de energia
Fig. 1. Flujo de disen˜o de NoC propuesto
El problema de la seleccio´n de topologı´as y ubicacio´n
de componentes en sistemas basados en NoCs utilizando
topologı´as regulares (mallas, torus, etc.) han sido ya ex-
plorados [8]. Adema´s, [9] propone una herramienta para
realizar el disen˜o de dichas topologı´as y obtener estima-
ciones del a´rea y la longitud de cada interconexio´n in-
terna de la NoC. Contrariamente a nuestra propuesta en
este artı´culo, estos trabajos so´lo permiten la seleccio´n de
una topologı´a entre un conjunto de topologı´as esta´ndar
definidas en una cierta librerı´a.
Recientemente se ha estudiado el mismo problema de
la generacio´n de topologı´as en redes de sistemas mul-
tiprocesador [10]. En este caso, como los patrones de
tra´fico no son fa´ciles de predecir, la mayorı´a de los tra-
bajos en dicho a´rea utilizan un sistema basado en a´rboles
(similar a los a´rboles de Steiner) y so´lo aseguran la conec-
tividad con ligaduras de disen˜o (energı´a, rendimiento,
etc.) a nivel de nodos o interconexiones individuales [10].
Por ello, este tipo de te´cnicas no es directamente aplica-
ble al contexto del disen˜o y sı´ntesis de NoCs a medida.
Dicho concepto de NoCs a medida ha sido estudiado an-
teriormente en [11], pero en este caso no se utiliza la in-
formacio´n del enrutado fı´sico del sistema final. Adema´s,
el nu´mero y taman˜o de las particiones en la NoC para
realizar las optimizaciones debe ser introducido manual-
mente por el disen˜ador.
Finalmente, trabajos previos han afrontado el complejo
problema de generar automa´ticamente co´digo simulable
y sintetizable de las NoCs a nivel de transferencia de reg-
istros (Register Transfer Level o (RTL)) [12]. Tambie´n,
la definicio´n de modelos de estimacio´n de energı´a y a´rea
para NoCs han sido estudiados [13]. Estas propuestas son
complementaria al trabajo presentado en este artı´culo, ya
que necesitan una primera topologı´a NoC que simular y
que puede ser suministrada mediante la metodologı´a au-
toma´tica que se indica en este artı´culo.
III. FLUJO DE DISEN˜O
El flujo de disen˜o de NoCs propuesto se muestra en la
Figura 1. Como entrada al sistema, el usuario debe es-
pecificar los objetivos y ligaduras de disen˜o que la NoC
final debe satisfacer. Asimismo, las caracterı´sticas del
tra´fico, taman˜o de los componentes NoC y sus mode-
los de area y consumo de energı´a son aceptados como
para´metros (Seccio´n 4).
Durante este flujo, la arquitectura NoC que optimiza
Variar nr. de conmutadores de 1−nr. de componentes
Variar ancho de interconexion en rango
Variar frecuencia NoC en rango
Sintetizar la mejor topologia para esa frecuencia,
ancho de banda y nr. de conmutadores
Realizar enrutado de topologia sintetizada, calcular
satisface todas las ligaduras de diseño
Elegir topologia que miniza la metrica seleccionada y 
potencia en interconexion, detectar violaciones tiempo 
Fig. 2. Sı´ntesis de la arquitectura NoC (fase 2 del flujo de disen˜o)
los objetivos indicados por el disen˜ador y que satisface
las ligaduras de disen˜o es sintetizada automa´ticamente.
Las diferentes fases de este proceso se muestran en la
Figura 2 y se explican en detalle en la Seccio´n 5. Como
para´metros arquitecto´nicos ma´s importantes, este flujo
de disen˜o explora, respetando las restricciones de disen˜o
(rendimiento, potencia, etc.), principalmente la frecuen-
cia de operacio´n deseada para la NoC final, el taman˜o
de las interconexiones entre conumtadores. El ancho de
banda de las interconexiones de la NoC es el producto
de la frecuencia de la NoC y el ancho de las interconex-
iones, y la sı´ntesis de la topologı´a final asegura que el
tra´fico de cada enlace es menor o igual que el ancho de
banda disponible.
La sı´ntesis se realiza para cada posible conjunto de
valores de los para´metro arquitecto´nicos, variando el
nu´mero de conmutadores usado en la NoC. El algoritmo
comienza con todos los componentes (procesadores,
memorias, etc.) conectados al mismo conmutador y varı´a
iterativamente la topologı´a NoC hasta llegar a explorar la
ubicacio´n de un componente por conmutador. Durante
el proceso de sı´ntesis de cada topologı´a NoC se define
el taman˜o de los conmutadores y la conectividad de los
componentes de tal manera que no haya interbloqueos
en el enrutado para los distintos flujos de datos entre los
componentes existentes en la NoC. Durante este proceso,
para obtener estimaciones exactas del a´rea y taman˜o de
las interconexiones en el disen˜o final, el proceso com-
pleto de disen˜o fı´sico se realiza automa´ticamente, encon-
trando la posicio´n en el plano de cada componente del
disen˜o SoC y los elementos internos de la NoC. Para ello
utilizamos la herramienta de enrutado PARQUET [16]. De
este modo se obtienen las violaciones de tiempos en las
interconexiones y disipacio´n de energı´a para cada disen˜o
NoC concreto, lo que permite seleccionar la ma´s ido´nea
segu´n las ligaduras de disen˜o impuestas por el disen˜ador.
En la u´ltima fase del flujo de disen˜o (fase 3 en la Figura
1), el co´digo RTL (en SystemC) de los conmutadores, in-
terfaces de red e interconexiones para la topologı´a elegida
son generados automa´ticamente. Para ello utilizamos
Xpipes[5], una librerı´a de macros de componentes NoC
soft y la herramienta asociada XpipesCompiler [12] para
interconectar todo el SoC. Tambie´n se obtiene co´digo
RTL sintetizable que se puede usar para verificar la NoC
con ayuda de una FPGA. Por u´ltimo, el emplazamiento
fı´sico de los componentes y el rutado de las interconex-
iones NoC se realiza automa´ticamente con Cadence SoC
Encounter [17].































Fig. 4. Gra´fico con flujos de
tra´fico crı´ticos y mantenidos
IV. MODELOS DE ENTRADA
Los anchos de banda requeridos entre los distintos
componentes y la NoC se obtiene a partir de los val-
ores ma´ximos, mı´nimos y ligaduras en las latencias de
cada uno de los elementos internos del SoC considerado,
de manera ana´loga a [8] y [9]. Adema´s, las prioridades
de los distintos flujos de informacio´n entre cada par de
componentes tiene un valor de criticalidad que el usuario
puede definir. A partir de estos valores, se construye un
grafo de componentes para cada aplicacio´n ejecutada en
el SoC conectado por la NoC del siguiente modo:
Definicio´n 1: El grafo de componentes SoC es un
grafo dirigido, G(V,E) donde cada ve´rtice vi ∈ V rep-
resenta un componente y la arista dirigida (vi, vj), que
denota como ei,j ∈ E, representa la comunicacio´n en-
tre los componentes vi y vj . El peso de cada arista ei,j ,
denotado por commi,j , representa el radio de ancho de
banda de vi a vj , normalizado segu´n la criticalidad de la
comunicacio´n. El conjunto F representa el conjunto de
todos los flujos de tra´ficos, con valor para cada uno de el-
los fk, ∀k ∈ 1 · · · |F |, que representa el ancho de banda
sostenido entre los ve´rtices fuente (sk) y destino (dk) de
dicho flujo.
En la Figura 4 se muestra un ejemplo de grafo de
componentes para una aplicacio´n de filtrado simple (ver
Figura 3). Los ve´rtices del grafo de componentes se ano-
tan con el ancho de banda requerido (segu´n [17]).
Para poder optimizar y evaluar nuestros disen˜os NoC
a medida, hemos construido modelos analı´ticos de disi-
pacio´n de potencia y a´rea de los componentes NoC para
la arquitectura propuesta en Xpipes [5]. De este modo, las
estimaciones de potencia para los componentes, y las ca-
pacitancias y resistencias de las interconexiones internas
de la NoC se han validado utilizando Cadence SoC En-
counter usando una librerı´a tecnolo´gica de 0.13µm. La
actividad de los componentes y lı´neas de comunicacio´n
se han obtenido mediante mo´dulos de tra´fico funcional
de las aplicaciones utilizadas. Utilizando la informacio´n
obtenida anteriormente de capacitancia, resistencia y ac-
tividad de conmutacio´n se procede a la estimacio´n de
la disipacio´n de consumo y energı´a utilizando Synop-
sys PrimePower [18]. Dada la modularidad y simetrı´a
intrı´nseca de los componentes NoC, hemos podido ver-
ificar que nuestros modelos analı´ticos son muy precisos
(con errores ma´ximo y medio de menos del 7% y 5 %,
respectivamente).
V. ALGORITMOS DE DISEN˜O DE TOPOLOGI´AS NOC
El algoritmo ba´sico se muestra en el Algoritmo 1. En
la versio´n actual, el mecanismo de sı´ntesis puede mini-
mizar la frecuencia de operacio´n (freqθ) o el ancho de
banda (lwθ). El disen˜ador determina por tanto los rangos
interesantes para dichos para´metros y se explora un con-
junto discreto de puntos de disen˜o (φ) de manera ana´loga
a [7]. En nuestros experimentos soportamos 8 valores de
frecuencia y 4 anchos de banda, suministrando 32 puntos
del conjunto φ. El resto de pasos (3-15 en el algoritmo 1)
se repiten para cada punto de φ.
Como la sı´ntesis de una topologı´a y la asignacio´n de
recursos es un problema NP-completo [11], hemos de-
sarrollado heurı´sticas para su implementacio´n, cubriendo
para cada punto del espacio de disen˜o θ topologı´as con
un nu´mero de conmutadores que oscilan entre un u´nico
conmutador para todos los componentes a uno por cada
uno. Adema´s, en cada uno de estos pasos (i), el grafo
de entrada de componente se particiona en i particiones
disjuntas (paso 3) de tal manera que las aristas entre los
elementos de una misma particio´n son mayores que las
de distintas particiones. (Figure 5(a)), y el nu´mero de
ve´rtices en cada particio´n es aproximadamente el mismo.
De este modo, los flujos con mayores requerimientos de
ancho de banda se ubicaran en el mismo conmutador,
minimizando de este modo la disipacio´n de energı´a en
los flujos de datos y sus interconexiones.
Tras resolver el tra´fico dentro de una particio´n, en los
pasos 5-9 se establecen las conexiones entre particiones
de manera que soportan el ancho de banda requerido.
Con este fin, en el paso 5 se genera el Grafo de Coste
de Conmutacio´n (Switch Cost Graph o SCG). SCG es
un grafo conectado con i vertices, donde i es el nu´mero
de particiones (o conmutadores) en la topologı´a actual.
SCG representa la informacio´n de conectividad lo´gica
entre conmutadores. No obstante, SCG no implica que
dos conmutadores tengan que estar unidos fı´sicamente, la
conectividad final entre conmutadores se determina segu´n
SCG en el procedimiento PATH COMPUTE, que se ex-
plica a continuacio´n.
En las NoCs habitualmente se utiliza control de flujo
tipo agujero de gusano (wormhole) para reducir la la-
tencia de comunicacio´n y los requerimientos de alma-
cenamiento intermedio en los conmutadores [4]. Este
tipo de enrutado puede provocar interbloqueos en el en-
rutado de paquetes debido a dependencias cı´clicas de
recursos [19]. En nuestra metodologı´a preprocesamos
el grafo SCG y eliminamos ciertos giros usando el al-
goritmo propuesto en [15] para eliminar dichas depen-
dencias cı´clicas, construyendo el conjunto de giros pro-
hibidos (Prohibited Turn Set (PTS)). Dicho conjunto PTS
se utiliza junto con SCG y como resultado, logramos evi-
tar dichas dependencias con una complejidad polino´mica
y eliminando como ma´ximo 1/3 del nu´mero total de giros.
Un ejemplo de su aplicacio´n se muestra en la Figura 5. Se
definen 3 particiones (Figura 5(b)) para el grafo de com-
ponentes del ejemplo del filtro (Figura 3). Tras aplicar
el algoritmo de prohibicio´n de giros se construye SCG
(Figura 5(b)). En este caso, los giros prohibidos se indi-
can mediante arcos circulares, es decir, los giros alrede-
dor del ve´rtice P3 esta´n prohibidos y no es posible incluir
ningu´n camino que utiliza el conmutador P3 como con-
mutador intermedio.
Las conexiones fı´sicas entre los conmutadores se fi-
































Fig. 5. Ejemplos del algoritmo usado
Algorithm 1 Algoritmo de disen˜o de topologı´as
1: Elegir punto de disen˜o θ de φ: freqθ , lwθ
2: for i = 1 to |V | do
3: Encontrar i particiones disjuntas del grafo de componentes
4: Establecer un conmutador con Nj entradas y salidas para cada particio´n,
∀j ∈ 1 · · · i. Nj es el nu´mero de ve´rtices (cores) en particio´n i. Com-
probar violaciones de ligaduras de ancho de banda.
5: Construir SCG con pesos en las aristas inicializados a 0
6: Construir PTS a partir del grafo SCG para eliminar interbloques de en-
rutado
7: Inicializar ρ a 0
8: Encontrar los caminos para los flujos de datos entre los conmutadores
usando la funcio´n PATH COMPUTE(i, SCG, ρ, PTS, θ)
9: Evaluar la disipacio´n de potencia de cada conmutador y latencia segu´n
los caminos elegidos
10: Repetir los pasos 8 y 9 incrementando ρ en pasos sucesivos hasta que las
restricciones de latencia sean satisfechas o hasta que ρ alcanza ρthresh
11: Si ρthresh es alcanzado y las restricciones de latencia no han sido sat-
isfechas, ir al paso 2 y evaluar el siguiente valor de i
12: Calcular el disen˜o fı´sico actual. Obtener a´rea, longitud de interconex-
iones. Comprobar violaciones de tiempo en las interconexiones y evaluar
la disipacio´n de energı´a en cada interconexio´n.
13: Si la frecuencia alcanza o supera freqtheta , ya la solucio´n actual
mejora el disen˜o anterior, cumpliendo todas las ligaduras, anotar el punto
de disen˜o y las topologı´a
14: end for
15: Repetir los pasos 2-14 para cada punto del espacio de disen˜o definido en θ
16: Para la mejor topologı´a y punto del espacio de disen˜o segu´n los objetivos del
usuario, generar la informacio´n para instanciar el co´digo HDL de Xpipes y
sintetizar con Cadence SoC Encounter
jan en el paso 8 del Algoritmo 1 mediante el proced-
imiento PATH COMPUTE, que estima el coste del es-
tablecimiento de enlaces fı´sicos y la bu´squeda de caminos
para los flujos de tra´ficos. En este caso presentamos su
funciomiento si se desea minimizar la me´trica de disi-
pacio´n de energı´a, en el caso de la latencia es similar.
Un ejemplo ilustrando el funcionamiento de
PATH COMPUTE se muestra en Ejemplo V. En
dicho procedimiento, los flujos se ordenan en orden
decreciente de sus requerimientos de comunicacio´n, de
tal modo que los flujos con mayores radios de trans-
ferencia se deciden primero. Esta heurı´stica es la que
ha producido los mejores resultados (de minimizacio´n
de ancho de banda y disipacio´n de energı´a) en nuestros
experimentos y en otros trabajos previos [9]. A contin-
uacio´n, para cada flujo se evalu´a la cantidad de potencia
consumida en cada conmutador, si el tra´fico que genera
pasa por el mismo. El valor de disipacio´n de potencia en
cada conmutador depende de su taman˜o y de la cantidad
de tra´fico que ya ha sido enrutado a trave´s de e´l. Tambie´n
depende de la cantidad de canales fı´sicos existentes ya
que cada nuevo canal abierto afecta a todos los flujos de
informacio´n que circulan a trave´s de dicho conmutador,
y deben ser recalculados cada vez que se abre uno
nuevo. En este caso, se comprueba igualmente que el
taman˜o actual de dicho conmutador sigue respetando la
frecuencia de operacio´n impuesta.
Una vez el coste de atravesar un flujo cada posible
conmutador ha sido calculado, se procede a seleccionar
un camino para dicho flujo. Para realizar este proceso
se aplica un algoritmo similar al de la bu´squeda del
camino ma´s corto segu´n un origen y un destino, o Al-
goritmo de Dijkstra [20], en el paso 15 del procedimiento
PATH COMPUTE. Cuando se elige dicho camino, so´lo
los caminos que nos incluyen ningu´n giro dentro del con-
junto PTS construido anteriormente son considerados.
Este proceso se itera para el resto de flujos de datos exis-
tentes en el SoC bajo consideracio´n.
En el caso del grafo SCG de la Figura V, vamos a con-
siderar a modo de ejemplo el caso del flujo existente en-
tre los ve´rtices v1 y v2 (de valor 100), entre la Particio´n
1 (p1) y la Particio´n 2 (p2). Inicialmente suponemos que
no existe ningu´n camino fı´sico entre ningu´n conmutador.
De este modo, si enrutamos el flujo a traves de una inter-
conexio´n entre dos conmutadores, primero hay que crear
el canal. El coste de dicho enrutado entre dos conmuta-
dores cualesquiera, se obtiene en el paso 11 del proced-
imiento PATH COMPUTE. El grafo SCG con las aristas
anotadas se muestra en la Figura 5(c). Se comprueba que
el coste de las aristas que comienzan en p2 son diferentes
del resto debido a la diferencia en el valor inicial de ac-
tividad de conmutacio´n en p2, en relacio´n a los dema´s
conmutadores. Esto se debe a que el conmutador p2 tiene
que soportar los flujos entre los ve´rtices v2 y v3 dentro
de la particio´n considerada actualmente. En este caso,
el camino menos costoso para este flujo, el cual es en-
tre los conmutadores p1 y p2, es seleccionado. De este
modo, hemos definido el camino fı´sico entre los dos con-
mutadores, y sera´ considerado para el resto de flujos exis-
tentes. Adema´s, el taman˜o y la actividad de conmutacio´n
han variado para ambos conmutadores, lo cual se anota
para futura iteraciones del algoritmo.
Algorithm 2 PATH COMPUTE(i, SCG, ρ, PTS, θ)
1: Inicializar el conjunto PHY (i1, j1) a falso y Bw avail(i1, j1) a
freqθ × lwθ, ∀ i1, j1 ∈ 1 · · · i
2: Inicializar switch size in(j) y switch size out(j) a Nj , ∀ j ∈
1 · · · i. Encontrar switching activity(j) para cada conmutador, segu´n
el flujo de tra´fico existente dentro de la particio´n.
3: for cada flujo fk , k ∈ 1 · · · |F | en orden decreciente de coste de cada
flujo fc do
4: for i1 de 1 a i y j1 de 1 a i do
5: {Encontrar el coste marginal de usar la interconexio´n i1, j1}
6: {Si el enlace fı´sico existe & tiene un ancho de banda que soporta el
flujo}
7: if PHY (i1, j1) y Bw avail(i1, j1) ≥ fc then
8: Encontrar cost(i1, j1), el valor marginal de disipacio´n de energı´a
que permite reusar la interconexio´n ya existente
9: else
10: {Tenemos que abrir un nuevo enlace fı´sico entre i1 y j1}
11: Asignar cost(i1, j1), la disipacio´n de potencia marginal para abrir




14: Asignar cost(i1, j1) a la arista W (i1, j1) en SCG
15: Encontrar el camino de menor coste entre las particiones que tienen los
flujos con fuente (sk) y como destino (dk), y estando presente en el
SCG. Elegir solamente entre aquellos caminos que no tienen ningu´n giro
prohibido almacenado en PTS
16: Actualizar PHY , Bw avail, switch size in, switch size out
y switching activity para las interconexiones y conmutadores in-
cluidos en el camino seleccionado
17: end for
18: Devolver los caminos elegidos, los nuevos taman˜os de los conmutadores y
la nueva conectividad entre los conmutadores.
El procedimiento PATH COMPUTE devuelve los
taman˜os de los conmutadores, la conectividad entre con-
mutadores y componentes y los caminos utilizados para
cada flujo de tra´fico. El objectivo para definir dichos
caminos es la minimizacio´n de la disipacio´n de poten-







































































Fig. 6. (a), (b) Topologia disen˜ada a mano y su disen˜o final. M: procesadores ARM7, T: generadores de trafico, P, S: memorias privadas y
compartidas (c), (d) Topologı´a sintetizada automa´ticamente y su disen˜o final. En Figura (c), las interconexiones bidireccionales se indican con
lı´neas negras y las unidireccionales con lı´neas de puntos.
cia en los conmutadores. De este modo, una vez que
los caminos han sido establecidos, si las restriciones in-
dicadas para la latencia no se cumplen, el algoritmo
modifica la latencia de manera iterativa, utilizando el
para´metro ρ (en los pasos 7, 10 y 11 del Algoritmo 1).
El lı´mite inferior para ρ, indicado como ρthresh, se fija
al valor de disipacio´n de energı´a del flujo de major ra-
dio de transferencia cuando cruza el conmutador mayour
en el SCG. Para este valor de ρ, para todos los tra´ficos,
es mejor el seleccionar el camino con el menor nu´mero
de conmutadores que el camino con menor disipacio´n de
energı´a. El valor de ρ se varı´a en varios pasos incremen-
tales hasta que la latencia de todos los caminos han sido
satisfechas o alcanzan el valor ρthresh.
En el paso final se optimiza de maneral conjunta el a´rea
y la longitud de las interconexiones, dando igual priori-
dad a ambas, y se elige ası´ la mejor topologı´a de todas la
exploradas, segu´n los criterios del disen˜ador. A contin-
uacio´n, se realiza la instanciacio´n de la topologı´a usando
los componentes de la NoC de Xpipes y se emplea Ca-
dence SoC Encounter para disen˜ar el circuito fı´sico final.
Finalmente, en resumen, el proceso completo de
sı´ntesis de las NoC a medida propuesto escala de manera
polino´mica con respecto al nu´mero de cores utilizado en
el disen˜o y el nu´mero de topologı´as exploradas tambie´n.
Por ello, esta metodologı´a permite un tiempo de disen˜o de
NoCs muy ra´pido, incluso para SoCs con 30 o 40 com-
ponentes (Seccio´n 6).
VI. EXPERIMENTOS Y CASOS DE ESTUDIO
En esta seccio´n presentamos los resultados obtenidos
con la metodologı´a propuesta en comparacio´n con los
mecanismos de estado del arte en el disen˜o de NoCs con
topologı´as regulares. Para el primer grupo de experimen-
tos realizado hemos utilizado una arquitectura NoC para
un cierto disen˜o SoC que ejecuta varias aplicaciones mul-
timedia [14]. El disen˜o consta de 30 elementos: 10 proce-
sadores ARM7 con sus respectivas caches, 10 memorias
privadas (una por procesador), 5 generadores de tra´fico
a medida, 5 memorias compartidas y dispositivos para
dar soporta a la comunicacio´n entre los procesadores. La
NoC disen˜ada a mano consta de 15 conmutadores conec-
tados en una red tipo malla 5x3 (Figura 6(a)). El disen˜o
fı´sico (Figura 6(b)) se realizo´ utilizando la herramienta
TABLA I
COMPARACIONES CON TOPOLOGI´AS ESTA´NDAR
Appl Topol. Potencia Avg. Area Tiempo
(mW) Saltos mm2 (mins)
custom 79.64 1.67 47.68 68.45
VPROC malla 301.8 2.58 51.0
opt-malla 136.1 2.58 50.51
custom 27.24 1.5 13.49 4.04
MPEG4 malla 96.82 2.17 15
opt-malla 60.97 2.17 15.01
custom 30.0 1.33 23.56 4.47
VOPD malla 95.94 2.0 23.85
opt-malla 46.48 2.0 23.79
custom 20.53 1.15 15 3.21
MWD malla 90.17 2.0 13.6
opt-malla 38.60 2.0 13.8
custom 11.71 1 8.95 2.07
PIP malla 59.87 2.0 9.6
opt-malla 24.53 2.0 9.3
custom 52.13 1.44 29.66 31.52
IMP malla 198.9 2.11 29.4
opt-malla 80.15 2.11 29.4
CADENCE SOC ENCOUNTER y se mantuvo la estructura
de malla en el enrutado. Cada elemento tiene un area de 1
mm2 [14]. El proceso completo, desde la especificacio´n
de la topologı´a hasta la generacio´n del disen˜o fı´sico final,
tardo´ varias semanas. La frecuencia final obtenida fue de
885 MHz, determinada por el camino crı´tico en las etapas
mu´ltiples de la lo´gica de los conmutadores, y su consumo
fue de 368.08 mW.
A continuacio´n se utilizo´ la metodologı´a propuesta
para disen˜ar automa´ticamente la NoC. En este caso se fijo´
la frecuencia de operacio´n al mismo valor que la alcan-
zada manualmente (885 MHz) y se intento´ minimizar el
consumo de energı´a. Los resultados obtenidos con SoC
Encounter se muestran en las Figuras 6(c) y 6(d). La
NoC final preserva la frecuencia de trabajo de 885 MHz,
pero so´lo incluye 8 switches. Asimismo, dicho disen˜o au-
toma´tico logra reducir significativamente la potencia disi-
pada (277.08 mW), es decir, una mejora de 1.33× con re-
specto al disen˜o manual. Esta reducio´n se logra principal-
mente mediante una distribucio´n eficiente de las memo-
rias compartidas entre los procesadores ARM, lo que se
realizo´ de manera manual en el otro disen˜o. El a´rea del
disen˜o fı´sico final, aunque realizado automa´ticamente, es
muy cercano al obtenido manualmente (apenas un incre-
mento del 4.3% en relacio´n al disen˜o manual). Final-
mente, el tiempo de ejecucio´n obtenido mejora al del
disen˜o manual en un 10% y la latencia media de paquetes
se reduce igualmente en un 11.3%.
En el segundo grupo de experimentos se utilizaron
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Fig. 7. Disen˜o final de VOPD con NoC a medida, y su grafo de componentes
















Fig. 8. Comparacio´n de rendimiento entre
topologı´as NoC
6 casos de estudio multimedia [4]: un procesador de
video (VPROC) de 42 componentes, un decodificador
MPEG4 (MPEG4) de 12 componentes, un decodificador
de planos de objetos de video (Video Object Plane De-
coder o VOPD) con 12 componentes, una aplicacio´n de
video multivista (Multi-Window Display o MWD) de 12
cores, una aplicacio´n de Foto-en-Foto (Picture-in-Picture
o PIP) con 8 componentes y una aplicacio´n de procesado
de imagen escalable (IMage Processing o IMP) con 23
componentes.
Hemos generado en todos los casos topologı´as NoC
basadas en mallas, considerando un solo componente por
conmutador, y todos los conmutadores con 5 puertos de
entrada y salida. Adema´s, hemos generado tambie´n una
variante optimizada de las mallas para cada uno de es-
tos disen˜os (OPT-MESH), donde los puertos y enlaces no
utilizados en los flujos de tra´fico han sido eliminados. El
disen˜o fı´sico final (incluyendo rutado de la NoC) para uno
de los casos de estudio (VOPD) se muestra en la Figura
7, los resultados para el resto de casos fueron muy simi-
lares. Asimismo, los resultados que indican la disipacio´n
de potencia de la NoC (en conmutadores e interonex-
iones), latencia media de los paquetes y a´rea se mues-
tran en la Tabla I, y verifican que la latencia media de las
topologı´as de malla y opt-mesh es la misma. Adema´s, la
topologı´a disen˜ada con la metodologı´a automa´tica prop-
uesta reduce significativamente los resultados manuales
en cuanto a disipacio´n de potencia (2.78× en media) y en
latencia media (1.59× en media).
Finalemente, en el u´ltimo grupo de experimentos
hemos comparado topologı´as automa´ticamente gener-
adas con topologı´as esta´ndar (hipercubo, Clos, etc.) gen-
eradas usando la herramienta Sunmap[9], y tratando de
maximizar el rendimiento. La aplicacio´n utilizada en este
caso es un sistema de procesado de sen˜al con 25 compo-
nentes. Los resultados obtenidos se muestran en la Figura
8, y verifican que la metodologı´a automa´tica propuesta
mejora significativamente el rendimiento final del sistema
(1.73× de media) en relacio´n a las topologı´as esta´ndar.
VII. CONCLUSIONES
En este artı´culo hemos presentado una metodologı´a
automa´tica de generacio´n de topologı´as NoC a medida
que es capaz de satisfacer las restricciones de disen˜o
(rendimiento, disipacio´n de potencia, energı´a) de un vari-
ado conjunto de aplicaciones de SoC. Con objeto de
obtener resultados ma´s fiables y un menor nu´mero de
iteraciones en el disen˜o final, la metodologı´a propuesta
hace uso de la informacio´n del disen˜o fı´sico y enrutado
de las NoCs en la fase de disen˜o de la topologı´a NoC y
ubicacio´n de componentes de procesamiento y de memo-
ria. Nuestros resultados experimentales en varios sis-
temas SoC demuestran que las topologı´as NoC sinteti-
zadas automa´ticamente mejoran la disipacio´n de energı´a
(2.78× en media) y reducen la latencia (1.59× en me-
dia) de otras posibles soluciones basadas en topologı´as
esta´ndar (malla, torus, hipercubo, Clos y mariposa) opti-
mizadas manualmente.
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