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Abstract
The purpose of this research is to investigate properties of diffusion processes
in porous media. Porous media are modelled by random Sierpinski carpets,
each carpet is constructed by mixing two different generators with the sa-
me linear size. Diffusion on porous media is studied by performing random
walks on random Sierpinski carpets and is characterized by the random walk
dimension dw.
In the first part of this work we study dw as a function of the ratio of consti-
tuents in a mixture. The simulation results show that the resulting dw can
be the same as, higher or lower than dw of carpets made by a single constitu-
ent generator. In the second part, we discuss the influence of static external
fields on the behavior of diffusion. The biased random walk is used to mo-
del these phenomena and we report on many simulations with different field
strengths and field directions. The results show that one structural feature
of Sierpinski carpets called traps can have a strong influence on the observed
diffusion properties. In the third part, we investigate the effect of diffusion
under the influence of external fields which change direction back and forth
after a certain duration. The results show a strong dependence on the period
of oscillation, the field strength and structural properties of the carpet.
Keywords
Statistical Physics, Complex Systems, Sierpinski Carpet, Stochastic Fractals,
Monte Carlo Methods, Random Walk, Anomalous Diffusion.
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Chapter 1
Introduction
Diffusion in porous media has been an interesting topic for many decades.
The study of diffusion in porous media is scattered throughout many fields
of science and technology ranging from mathematics to applications in geol-
ogy, hydrology. In recent years, a large number of books and comprehensive
reviews have discussed diffusion in porous media. Many works have been con-
ducted in this field and knowledge of that phenomenon has been acquired.
Most research on disordered systems was done by simulation whereas dis-
ordered media are usually modeled by percolation or fractal structure and
diffusion is studied through performing random walks on those systems. By
this technique, the diffusion constant and the conductivity of the system
can be determined [1]. The key characteristic of the diffusion in amorphous
materials is that it exhibits anomalous behavior [2] [3]. The characteristic
of anomalous diffusion is that the mean squared displacement of diffusive
particles varies as a power law with time:
〈r2〉 ∝ t 2dw (1.1)
where dw is called the random walk dimension. In case dw = 2, equation 1.1
is reducted to a simple proportionality with time step t, which characterizes
normal diffusion: 〈
r2
〉 ∝ t (1.2)
The anomalous diffusion is refered to as “enhanced” when dw < 2 and “sub-
diffusive” when dw > 2.
Subdiffusive phenomena are seen frequently when diffusion is performed on
disordered systems such as a metal foam, cement or sedimentary rock since
the disorder slows down the movement of diffusive particles [4]. There are
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various models to describe amorphous materials such as random barriers [5]
or percolations [6, 7, 8].
For simplified cases, diffusion is studied in isolated systems where all exter-
nal contributions such as gravity or electromagnetic field are neglected. In
some cases, the external environment influences the diffusion and must be
modelled. In order to simulate the diffusion under the influence of an exter-
nal field, one popular method is performing biased random walks. In simple
random walks, every direction is chosen with the same probability but in
biased random walks, walkers prefer directions along the field. Many works
have been done in this area, most of them have considered biased random
walks on a particular system, such as percolation [9], self avoiding walk [10],
Sierpinski gasket [11] and random barriers [12, 13, 14, 15].
In this thesis, amorphous systems are modelled by random Sierpinski car-
pets and anomalous diffusion is simulated by performing random walks on
these stuctures. The random Sierpinski carpet is constructed by mixing two
generators in pairs with various ratios up to a certain level of iteration. We
also study the diffusion under the influence of external fields such as elec-
tromagnetic field. The field can be static or dynamic. The static field is
characterized by two parameters: intensity and direction. The field direction
and the field strength of a static field are kept constant during simulations.
The dynamic field changes its direction after some time and we employ only
oscillating fields where direction changes to the opposite after some period
of time.
We study the effect of static and dynamic fields separately. With static fields,
we investigate the effects of the direction and the intensity of the field to the
diffusion. With dynamic fields, the effect of the period of the oscillation of
the field and intensity of the field is investigated. In these investigations,
the mean squared displacement 〈r2〉 of walkers is plotted against time in
log-log scale. From these plots, the effective random walk dimension dw is
determined through the slope of the fitted line.
Usually, mixtures of two different materials, with varying proportion are
generally expected to follow Vegard’s law [16], that is suppose a property X
has different values for components A and B, the effective X for a mixture
is given by:
Xeffective = xXA + (1− x)XB (1.3)
Here the effective random walk dimension dw is predicted to obey Vegard’s
law, but our simulation results show that it strongly depends on the geomet-
rical structures. Without the field, diffusion on different structures exhibits
different behavior and different dw are observed. The dw can be greater or
9smaller than dw of the pure constituents, expressing that the diffusion on
mixtures might be faster or slower than diffusion on original carpets. When
a static field is applied, the dw exhibit a complicated behavior which depends
strongly on the structure of the carpet, the field direction and the field in-
tensity. When an oscillating field is applied, the period of the oscillation of
the field is also a factor which contributes to the behavior of the dw.
This work is divided into five chapters. We begin with chapter 2 which
explains how the diffusion process is modelled by random walks: the normal
diffusion is simulated by the simple random walk and the diffusion influenced
by external fields is simulated by biased random walk. In chapter 3, the
modelling of disordered media is studied. The fractal structure is introduced
and then the random Sierpinski carpet is focused. The rest of this chapter
shows some structural properties of Sierpinski carpets such as connecting
points or traps. We also introduce an algorithm to determine traps on given
carpets. In chapter 4, results of our diffusion simulations are shown and
discussed. The results show that complicated behavior is observed, strongly
dependent on the structure of the fractal and parameters of the walks. At
the end, conclusions are drawn in chapter 5.
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Chapter 2
Diffusion and random walks
Diffusion is a transport phenomenon that freely spreads matter or heat across
space. Diffusion plays an important role in many branches of science, tech-
nology as well as in many activities of life on Earth. Lots of people in the
world have the common habit to begin the day with a cup of coffee, but not
everyone drinks his or her coffee in the same way: some people prefer pure
black coffee while others like it with sugar, milk or whitener. Assuming that
the weight of sugar molecules is very small so that it can be neglected, then
the movement of sugar molecules inside the cup filled with coffee is a typical
example of normal diffusion.
In the surface structure analysis by electron beam microscopes such as SEM
or TEM, the samples are investigated in vacuum [17]. The vacuum pressure
can be made by using series of vacuum pumps, including diffusion pumps,
which utilize diffusion processes to make high vacuum [18]. In solids, based on
the knowledge of diffusion, people can understand some kinetic phenomena
such as phase transition, homogenization and spheroidization [19, 20, 21].
In general, diffusion processes can be modeled in two distinct forms. In
the first form, the diffusion is considered as a flux of particles induced by
presence of a density gradient or external forces. The form is considered as a
continuum description of diffusion and determined by Fick’s equations [22].
The first equation relates the gradient of density c to the diffusion flux ~j by:
~j = D∇c (2.1)
where ∇ denotes the gradient operator and time is considered steady. D is
the diffusion coefficient. In experiments, D can be measured by tracer or
permeation methods [20, 21, 23, 24, 25].
11
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When we consider c = c(r, t), the second Fick’s equation is given by:
∂
∂t
c(r, t) = D∇2c(r, t) (2.2)
The second form considers diffusion as collective phenomena of individual
particles and is usually referred to as atomistic description of diffusion.
The atomistic description of diffusion considers the movement of individual
particles, in which mechanisms of diffusion in crystalline solids such as the
interstitial mechanism or the vacancy mechanism are well explained [26].
This description is modelled by random walks.
2.1 Normal diffusion
2.1.1 Random walk
The random walk is one of the most fundamental processes in probability
science. It is widely used to model the Brownian motion of particles in
fluids or the fluctuation of price in the stock market [27, 28, 29]. It can be
illustrated by the movement of a random ant on a grid paper. A square grid
paper is placed on a desk and an ant is released in the middle of the paper.
It starts to move and arbitrarily changes its direction while moving across
squares. The observer considers the distance that the ant has travelled after
a certain time.
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Figure 2.1: Ant models: (a) On lattice, four directions are treated equally.
(b) A blind ant in a labyrinth. (c) A myopic ant in a labyrinth.
In general, the lattice can not be infinitely large and the ant must face some
kind of boundary. The behavior of the ant at the boundary can be described
by one of two algorithms: a “blind” ant or a “myopic” ant.
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In both algorithms, time is discrete and at each time step the ants have
a choice to stay or to move to one of the nearest neighbor sites which is
choosen at random with a certain probability. In the blind ant algorithm,
the ant can not see and it selects all directions with equal probability. If
there is an available position on the selected direction, the ant will move
there, otherwise it will stay at the current position before attempting the
next move (fig. 2.1-b).
In the myopic ant algorithm, the ant can oversee a short range and knows
how many neighbors there are and selects one among those neighboring sites
to move to. At each time step, the myopic ant moves to one of its nearest
neighbors, which is selected at random (fig. 2.1-c).
In the simplest description of a random walk simulation a walker is located
at time t0 = 0 at site ~r(0) of a d dimensional lattice. Time is considered
discrete with a time step of ∆t = 1. At each time step, the walker moves to
one of its nearest neighbour sites, which is chosen at random according to
one of two algorithms that are discussed above. The problem is to determine
the probability to find the walker at a certain position after some time t.
-20 0 20 40 60
x
-40
-20
0
20
y
position at t=0
position at t=5000
Figure 2.2: A random walker on 2d Euclidean lattice.
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Figure 2.2 depicts an example realization of a random walk on a two dimen-
sional lattice. The walker has moved t = 5000 steps and the arrow indicates
the displacement at the last step, which is given by:
~r(t) =
t∑
i=1
∆~ri (2.3)
where ∆~ri are individual jumps of particles and given by:
∆~ri = ~r(i)− ~r(i− 1) (2.4)
The mean squared displacement of walkers is an important characteristic of
the walk. It qualitatively describes the average distance from the starting
point that walkers travel in a given time t. It can be obtained by taking the
square of both sides of equation 2.3
[
~r(t)
]2
=
t∑
i=1
∆~ri
2 +
t∑
i=1
t∑
j=1,j 6=i
∆~ri∆~rj
and averaging over a large number of walkers:
〈
[~r(t)]2
〉
=
t∑
i=1
〈
∆~ri
2
〉
+
∑
i6=j
〈
∆~ri∆~rj
〉
(2.5)
Assuming walks on Euclidean lattices, walkers always move every time step
and they select four directions with the same probability at each time step.
When the number of walkers is large, with every pair of ∆~ri∆~rj one can
always find a couple ∆ ~rm∆~rn with the same value but in the opposite direc-
tion. Hence two products cancel each other [21]. Thus the second term of
the right hand side of equation 2.5 can be neglected.
〈
[~r(t)]2
〉
=
t∑
i=1
〈
∆~ri
2
〉
Consider each jump is of unit length |∆~ri| = 1, we have:
〈
[~r(t)]2
〉
= t (2.6)
In simulation, we consider the position (xt, yt) of the walker at some time
t and the position (x0, y0) of the starting point. In general, one simulation
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contains a huge number of walkers N , hence the mean deviation along two
axes can be calculated as:
〈
∆xt
〉
=
N∑
1
xt − x0
N
and
〈
∆yt
〉
=
N∑
1
yt − y0
N
The mean squared displacement of the walkers is calculated at each time
step: 〈
[~r(t)]2
〉
=
〈
∆x2t +∆y
2
t
〉− 〈∆xt〉2 − 〈∆yt〉2
102 103 104 105 106
t
101
102
103
104
105
106
〈r2〉
Figure 2.3: Log-log plot of 〈r2〉 over time step. 2× 104 walkers, each walker
makes up to 106 steps on a 2d-Euclidean lattice.
Figure 2.3 shows a log-log plot of
〈
[~r(t)]2
〉
versus time step of a simulation
of random walk process in two dimensional space. Here the random walk
is performed with 20000 walkers and each walker has moved 106 steps. We
observe that the relation between the mean squared displacement
〈
[~r(t)]2
〉
and the time step t is a straight line, implying a linear relation in log-log
scale:
log
(〈
[~r(t)]2
〉)
= A× log(t) +B (2.7)
where A and B are two fitting parameters and can easily be determined. The
random walk dimension is then obtained by:
dw =
2
A
(2.8)
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The random walk dimension of the two dimensional Euclidean lattice is dw =
2.0, i.e A = 1 and we can rewrite 2.7 as:
log
(〈
r2t
〉)
= log(t) + logC (2.9)
where C = exp(B) or 〈
[~r(t)]2
〉
= Ct (2.10)
Equation 2.10 shows a linear relation between the
〈
[~r(t)]2
〉
and the time step
and such a diffusion with dw = 2.0 is considered as normal diffusion.
2.1.2 Diffusion equations
The probability to find a walker on a given place changes due to walkers
leaving to and arriving from other sites. Let P (~r, t) be the probability to
find a walker in position ~r at time t, W (i, j) is the transition rate of the
walker from site i to site j. Then P (~r, t+∆t) can be determined by:
P (~r, t+∆t) = P (~r, t)+∑
i∈{~r,∆~r}
P (~r + i, t)W (~r + i, ~r)−
∑
i∈{~r,∆~r}
P (~r, t)W (~r, ~r + i), (2.11)
where
∑
i∈{~r,∆~r} denotes the sum over all neighbors in the distance |∆~r| of
site ~r. In an Euclidean lattice, transition probabilities are the same for every
node, at every time.
W (~r, ~r +∆~r) = W (~r, ~r −∆~r) =W (~r −∆~r, ~r) = W (~r +∆~r, ~r) = ω0 = 1
2d
,
where d is the dimension of the system. Hence equation 2.11 is written as:
P (~r, t+∆t) = P (~r, t) + ω0
∑
i∈{~r,∆~r}
P (~r + i, t)− 2ω0P (~r, t) (2.12)
with some rearrangements, we have:
P (~r, t+∆t)− P (~r, t) = ω0
[
P (~r +∆~r, t)− 2P (~r, t) + P (~r −∆~r, t)
]
(2.13)
If both sides of equation 2.13 are divided by ∆t and the right hand side is
multiplied and divided by ∆r2, we will have:
P (~r, t+∆t)− P (~r, t)
∆t
=
ω0∆~r
2
∆t
P (~r +∆~r, t)− 2P (~r, t) + P (~r −∆~r, t)
∆~r2
(2.14)
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If we consider a very small time step ∆t and a very small distance |∆~r|:
lim
∆t,|∆~r|→0
P (~r, t+∆t)− P (~r, t)
∆t
=
lim
∆t,|∆~r|→0
ω0∆~r
2
∆t
P (~r +∆~r, t)− 2P (~r, t) + P (~r −∆~r, t)
∆~r2
(2.15)
Then the left hand side of equation 2.15 becomes the first derivative of P with
respect to t and the right hand side is in the form of the second derivative
with respect to r. Thus we have:
∂
∂t
P (~r, t) = D ∂
2
∂r2
P (~r, t), (2.16)
where D is the diffusion coefficient.
2.2 Diffusion with drift
The diffusion with drift is diffusion under the influence of external factors
such as gravity or electromagnetic field. For example, when the system is
placed between two magnetic poles, the magnetic field created by two poles
will contribute to the diffusion of charged particles in the system. In this
work, these phenomena are modelled by biased random walks.
2.2.1 Modelling the external field
The bias is classified into two major types: topological bias which acts along
the chemical route [30] and Pythagorean bias, which acts along the spatial
space [31, 32].
DA
B C
E F
G H
Figure 2.4: Left: Topological bias; Right: Pythagorean bias. Arrows
indicate field direction.
Figure 2.4 shows the difference between the two biases. On the left, the
topological bias is shown and point A is assummed to be the “source” of the
field. For example, when a tube is burnt at a point, the temperature of the fire
18 CHAPTER 2. DIFFUSION AND RANDOM WALKS
will create a gradient of the chemical potential inside the tube. Walkers are
likely to move along arrows so that B and C are treated equally. Pythagorean
bias is shown on the right and walkers prefer H to G. The Pythagorean bias
is more suitable in modeling external fields than the topological. In order
to describe an external field, two parameters of the field are specified: field
direction and field intensity.
On 2-d systems, we consider 4 different field directions. We introduce a frame
of reference with two axes x and y. The direction of increasing x is indicated
by an arrow head to the right, or the → direction. Similarly, we have 3
other directions: the ↑ direction, the ← direction and the ↓ direction in
correspondence to the direction of increasing y, decreasing x and decreasing
y respectively.
In an implementation, each direction is selected by a certain probability Pb
where the direction along the field is selected with the highest probability.
Other directions will be selected with different probabilities depending on an
algorithm that will be discussed later in subsection 2.2.2.
The strength of the field is accounted by the probability of selecting direc-
tions: the higher the probability, the stronger the intensity. There are two
critial values of the field strength. The first is equivalent to the case of
normal diffusion or “biased without a field” on an Euclidean lattice. This
intensity is considered as zero value Eb = 0 and the direction along the field
will be choosen with a probability of Pb = 0.25. After the intensity attains
the second critical value, walkers can not move against the field. We say
that the field is saturated and suppose that Eb = 1.0. In that case, the
direction against the field will be choosen with a probability of Pb = 0.0 and
the direction along the field will be choosen with a probability of Pb = 0.5
or Pb = 1.0, depending on the algorihtm. Between these two critical values,
the relation between the intensity of the field Eb and the probability Pb to
choose the direction in the next time step is given by:
Pb = 0.25× (1± Eb) (2.17)
The “plus” sign in the right hand side of equation 2.17 indicates that the
selected direction is along the field whereas the “minus” sign indicates the
opposite direction.
In principle, bias strength is a probability related quantity, hence any neg-
ative quantity is not acceptable. In this thesis, when the bias is assigned
with a “minus” sign, for example −a(a > 0) we assume that the field has
the opposite direction with the assumed direction and the strength of | − a|.
For example, when talking about the field along the → direction, the term
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“Eb = −0.5” implies a field along the ← direction with intensity Eb = 0.5.
2.2.2 A biased ant in a labyrinth
To describe behaviors of walkers under the influence of a Pythagorean bias
field, we can use the model of a biased ant in a labyrinth. Similar to the model
of an ant in a labyrinth, blind and myopic biased ants can be regarded but
here the probability transition is modified due to the field. The biased ant
likes to move along the field direction and hates to move along the opposite
direction hence the probability to move along the field is increased while the
probability to move against the field is decreased.
In the case of the biased myopic ant, when it faces a boundary in the direction
of the field, the probability to move along the field is 0 but the probability to
move against the field is reduced. Hence the total of transition probabilities
will be smaller than 1 (see figure 2.5-a). For this reason, the myopic ant is
not so good in order to model the Pythagorean bias.
1
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Figure 2.5: (a):myopic ant; (b): regular blind ant; (c): persistent blind ant.
The field direction is indicated by the arrow. a, b, c are values of probabilities
that reduced due to the field.
In case of the biased blind ant, we don‘t have this problem and there are
two types of biased blind ant: the regular biased blind ant and the persistent
biased blind ant. In the regular form, two directions that are perpendicular
to the field are not affected by the field and equally selected by the ant. Only
the probability of moving along the field and against the field is increased
and decreased by the same amount b respectively (see figure 2.5-b).
In the persistent form, all directions are affected by the field, but the ant
prefers only the direction that is along the field and treat three other di-
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rections equally. Figure 2.5-c demonstrates the transition probabilities of a
persistent blind ant. Here the probability of moving along the field is in-
creased by an amount of 3c while in three other directions, the probability is
decreased by an amount of value c in each direction. To prevent encountering
negative probabilities, we assume that 0 ≤ b, c ≤ 1
4
.
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-40
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Figure 2.6: Trajectories of random walks on an Euclidean lattice. Dots: cre-
ated by a simple random walk. Triangles: created by a regular Pythagorean
biased random walk. The biased random walk is affected by the external
field that along the → direction.
Figure 2.6 shows two trajectories of two random walkers on an Euclidean
lattice. The trajectory marked by dots was created by a simple random
walk and the trajectory marked by triangles was created by a regular biased
random walk. In both cases, walkers start from the origin (0, 0) and make
1500 steps. The biased random walk is affected by the external field along the
→ direction. Intuitively, in the same time the biased walker travels further
than the other. In this thesis, the regular Pythagorean bias is used.
Chapter 3
Modelling porous media
Since the technique of fractal modeling was introduced by Mandelbrot, it has
been used widely for describing many objects that appear in irregular and
fragmented shape [1, 33, 34]. The form of clouds, snowflakes and the shape
of the cauliflower are popular examples of fractal geometry observed around
us. Applications of the fractal geometry can be found in designing antenna
elements that are suitable for multi-band operation [35], algorithms for image
compression [36, 37] and in many different applications in technology and
science [34, 38, 39, 40].
Porous media such as metal foams, cement, sedimentary rock and silica aero-
gels exhibit a fractal structure at a certain range of length scales [41, 42, 43,
44]. In this work, this type of media is modelled by one special class of
fractal: the Sierpinski carpet.
Though Sierpinski carpets can model the self-similarity of porous media, they
do not capture the randomness of the real structures, this can be overcome
by a structure that is called a random Sierpinski carpet.
3.1 Fractals
Fractals can be defined by the relation between two properties: the Hausdorff
Besicovitch dimension df and the topological dimension dT . A fractal is a set
for which the Hausdorff Besicovitch dimension strictly exceeds the topological
dimension df > dT [1, 45, 46].
The topological dimension of an object is equal to the spatial dimension of its
composed elements. If an object is composed of a set of points, its topological
21
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dimension is dT = 0 and if it is composed of line elements, dT = 1 and so on.
Simple objects such as point, line or area, have their topological dimension
equal 0, 1 and 2 respectively. Closed objects that are embedded in two
dimensional Euclidean space, such as circles or polygons, have a topological
dimension of 1 [47, 48, 49].
The Hausdorff Besicovitch dimension is defined by the mass vs. characteristic
length scaling of self-similar objects. Consider a self-similar object of mass
M and some characteristic length l. These two quantities are related to each
other by the dimension d: if the length of the object scales by a factor of a,
from l to a× l, the mass of the object will scale by a factor of ad to ad ×M
because
M ∼ ld
If Mi,Mj and li, lj denote masses and lengths of an object at different scales
respectively, the Hausdorff Besicovitch dimension, or fractal dimension can
be calculated as:
df =
log Mi
Mj
log li
lj
(3.1)
Fractals can be classified into two main branches: deterministic and random.
They are distinguished from each other by their self-similarity. When we
cut a part from a deterministic fractal in a certain way and expand it up,
the shape of the original object is always observed. Random fractals do
not exhibit the self-similarity in individual cases. If we cut a part from a
stochastic fractal and expand it to the original size, we may not obtain the
original fractal, but with little differences which can not be predicted.
Figure 3.1 displays a deterministic fractal: the Sierpinski gasket at different
scales. The shape at all scales are the same as one triangle with an other
triangle in the middle. The topological dimension of the Sierpinski gasket
equals 1. The length of the gasket scales by a factor of 2 and its area scales by
a factor of 3 at each level of iteration. We can easily determine the Hausdorff
Besicovitch dimension df of the gasket:
df =
log 3
log 2
= 1.5849
The ramification Ra is the smallest number of connections which must be
cut to isolate a part of the fractal to the rest. A fractal is finitely ramified if
Ra is finite and a fractal is infinitely ramified if Ra is infinite. Ramification
plays an important role in the transport properties of fractals.
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Figure 3.1: First row: the generator of the Sierpinski gasket and the gener-
ator of the Koch curve. Last row: one Sierpinski gasket at level 4 and one
Koch curve at level 5.
3.2 Sierpinski carpets
Sierpinski carpets belong to one special class of deterministic fractals em-
bedded in two dimensional Euclidean space. The original Sierpinski carpet
is constructed by the repetition of a particular generator, which is a square,
divided by 3 × 3 congruent sub-squares and the sub-square in the middle
removed. In the next step, this procedure is repeated on each remaining sub-
square ad infinitum or up to a certain level. Figure 3.2 shows the construction
of the original Sierpinski carpet up to the fourth level of iteration.
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Figure 3.2: The iteration of the original Sierpinski carpet
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In a more general definition, a Sierpinski carpet is constructed by iterating
one generator. The generator is also a square, divided into n× n congruent
sub-squares, m of it are black and n2−m are white. At each level of iteration,
white sub-squares are removed while black sub-squares remain. The black
sub-squares are then replaced by the shape of the generator. Hence the mass
scales by a factor of m and the length scales by a factor n. The fractal
dimension of a Sierpinski carpet is determined by:
df =
logm
logn
In a numerical implementation of fractal creation, a Sierpinski carpet can be
created by repeating the generator on itself by one of two ways. The first
way is the simulation of a process of growth: we start with one object as a
seed, then other objects with the same shape will be added to the seed and
arranged to the formation of the pattern of the generator. In the next stage,
the created object is considered as a seed, and added to itself again to form a
pattern of the generator at higher scale. In the other way, we will start with
a geometrical object, a square for example. The pattern of the generator is
applied on the square, shows a construction with black and white smaller
squares. Black squares will be replaced by the pattern of the generator while
white ones are removed. In our work, the second way of fractal generation is
used.
Figure 3.3 illustrates an example of the two ways of creating a Sierpinski
carpet. The top of the picture depicts the first type and the second type is
shown at the bottom. In implementation, the first type expands the fractal
in the memory while the second type prepares a place holder for the fractal.
The ramification of the Sierpinski carpets can be determined from the gener-
ator. If the first and last edge of the generator coincide in exactly one black
sub-square then the carpet will be finitely ramified, otherwise the carpet will
be infinitely ramified.
The random walk dimension of Sierpinski carpets can be determined in var-
ious ways such as random walks [50], renormalization [30] and resistance
scaling [51].
3.3 Random Sierpinski carpets
A random Sierpinski carpet is constructed from a list of at least two different
generators, instead of only one as in deterministic cases. To prevent some
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Figure 3.3: Two ways of making a Sierpinski carpet;Top: growing model;
Bottom: division model.
parts of the carpet to be separated from the whole fractal, all generators in
the list must have the same linear size and be at least finitely ramified.
However, the ramification still does not guarantee that there is at least one
path that connects between any two sites of the carpet. To solve that prob-
lem, only generators that have at least one black square in the first line (row)
coinciding with one black square in the last line (row) of all other generators
in the list are selected.
In the process of generating a random fractal, we select one generator from
the list at random and the first level of the carpet is now divided into n× n
congruent subsquares which are black or white like the selected generator.
Black subsquares remain, whereas white ones are removed. In the next iter-
ation stage, each black subsquare is divided into n× n equal sub-subsquares
by one generator, chosen at random from the given list. This construction
procedure repeats ad infinitum or to a finite stage in order to generate a
random Sierpinski carpet.
Figure 3.4 illustrates the generator of the original Sierpinski carpet. Here
the square is divided into 3 × 3 makes 9 equal subsquares (left-top), where
the subsquare with number 5 is removed, the result is a single generator
(left-bottom).
We can make 9 different generators by removing different subsquares, instead
of the 5th. On the right part of this figure, the 9 different generators are
shown which are obtained when different subsquares are removed. These
generators can be combined to make random Sierpinski carpets. A resulting
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Figure 3.4: Left: Order of subsquares and the classic Sierpinski generator,
right: Different generators, each with another removed subsquare.
random Sierpinski carpet at the third level of iteration is shown in the right
side of figure 3.5. The resulting carpet is similar to the structure constructed
by Ben-Avraham and Havlin [52].
Figure 3.5: Carpets at the third level. left: Classic Sierpinski carpet, right:
Related random Sierpinski carpet.
3.4 Structural properties of carpets
Figure 3.6 shows a sequence of three iterations for a random Sierpinski carpet
from two generators G1 and G2, which are depicted on the left hand side.
At each level of iteration, the carpet can be considered as an arrangement of
numerous sub-iterators of lower levels.
From right to left, the carpet at level 3 can be regarded as 7 second-level-
iterators or 49 first-level-iterators. The 2nd level carpet in the middle can be
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l=1 l=2 l=3
G1
G2
Figure 3.6: Iterators at different levels of a random Sierpinski carpet. At
level 2 and level 3, sub-iterators are separated by dashed lines.
regarded as 7 first-level-iterators. Those iterators are linked at the boudaries
between sub-iterators by connecting points.
3.4.1 Connecting points
Connecting points of an iterator are its sub-iterators that have at least one
adjacent sub-iterator on different iterators. The regarded neighbor is also
a connecting point of its iterator. When considering the iterator at the
generator level, connecting points are black squares that have one or more
neighbors on a different generator.
Connecting points may be single or double. If it has only one neighbor
in another iterator then it is a single connecting point. Single connecting
points can be found on boudaries of the iterator. Double connecting points
are connected with two different connecting points of two different iterators
and can be found at corners of the iterator.
Figure 3.7 shows an iterator at level 2 with many connecting points at the
generator level. Connecting points are connected in pairs and these con-
nections are marked by two heads arrows. We can see that, there are 7
connections between 14 different single connecting points and 1 connection
between a double connecting point and 2 other single connecting points on
neighbor generators.
Walkers travel across the carpet from sub-iterators to sub-iterators through
their connecting points. If an iterator has merely one connecting point then
walkers enter and go out this iterator through the same connecting point. In
case the linear size of the iterator is small then movement of random walkers
inside this part of the carpet does not change the 〈R2〉 much, which slows
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Figure 3.7: Random Sierpinski carpet at 2nd level in fig 3.6 with connections
marked with two heads arrows. Sub-iterators are separated by dashed lines.
down the diffusion. The more connecting points an iterator has, the higher
is the probability of walkers to move across it. We define Cp as the total
number of connections from an iterator to its neighbors.
3.4.2 Shortest passing route
The shortest passing route (SPR) is the shortest chemical path through an
iterator which connects between two distant connecting points. Connecting
points on the same site of the iterator do not help the walkers travel further,
hence do not have meaning in the context.
The SPR of an iterator relates to its pore structure. If an iterator has a hole
inside and the SPR of this iterator goes around the hole border, this SPR is
longer than any straight SPR in the same iterator.
Figure 3.8 shows two SPRs for two different iterators. The dotted SPR of
the iterator marked by an α symbol passed through 4 sub-iterators while
the dashed SPR of the iterator marked by a β symbol passes only through 3
sub-iterators. In the α iterator, the direct route is blocked by a hole, hence
the SPR is longer than the direct SPR in the β iterator.
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β
α
Figure 3.8: Random Sierpinski carpet at 2nd level in fig 3.6 with SPR are
marked by dashed line and dotted line. Sub-iterators are separated by solid
lines.
3.4.3 Trap
When we consider a carpet under the influence of an external field, some
parts of the carpet become special: walkers in these parts must go against
the field to get out. These parts are called “traps”.
Trap can either be a single black square or be a set of black squares. Figure
3.9 shows three carpets, where traps are marked by white dots. Some black
squares like the one marked by “z” are not trap because it connects with
repeated iterators. We consider the total number of isolated black squares
marked with white dots as the “volume” and the junction the “surface” of a
trap. The number of black squares on the “surface” is the surface’s area, or
simply “area”.
Traps play an important role in biased diffusion on a fractal. Volume and
area of all traps in the fractal strongly affect the diffusion properties. Because
walkers are deployed on the fractal randomly, the probability of a trap to
have a walker ab initio is proportional to its volume. And when the time is
developing, the probability of a trap to absorb a walker which is moving on
adjacent sites is increasing with its area.
A trap can appear at a certain level of iteration. In general, traps appear at
the generator level, but in some carpets, traps are first seen from the first
or the second level of iteration. Figure 3.10 shows the iteration process of
a carpet up to level 3. Traps only appearred from the 2nd level in the →
direction. In the three other directions ↑, ← and ↓, no traps can be found
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a
c
Field direction
b
z
Figure 3.9: Two Sierpinski carpets (a,b) and one of their mixture (c). Re-
peated iterators are seperated by dashed lines. Traps are marked with white
dots. The black square marked with “z” and similar black squares in bound-
ries are not considered as traps because they are connected with repeated
iterators.
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(b)
(c)
(d)
(a)
Field direction
α
α
α
α
α
Figure 3.10: Trap in the → direction of the same carpet in different levels.
On first two levels (a,b), no traps are present. In three other directions, no
traps are available at any level of iteration. Black squares marked by α are
not traps because they are connected to cloned iterators
at any level of iteration. All black squares marked by the α symbol are not
considered as trap because these black squares are connected with a different
iterator.
If an iterator is a trap at the nth level, every iterator at the (n + 1)th level
which belongs to this iterator will be a trap, too. For the deterministic
Sierpinski carpet, traps can be predicted by looking at the generator, but for
stochastic models, traps may be created when two different generators are
placed side by side.
If a trap iterator is placed next to a non-trap iterator and two iterators have
at least a connection, the walkers are no longer stuck in the trap. They can
travel from the first iterator to the second iterator and vice versa through that
connection, hence the trap becomes a normal iterator. If two trap iterators
are connected, they will be united and become one larger trap.
Figure 3.11 shows traps on the same carpet but in different directions. We
can see that a certain part of the carpet becomes a trap with respect to a
particular direction.
In the case of biased diffusion and once an external field is present, the
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Figure 3.11: Traps on the same carpet with respect to different directions.
In each iterator, the direction is indicated by an arrow.
probability of walkers to move against the field is always smaller than their
probability to move along that. Because particles can not jump over white
squares, once particles have entered the trap, irrespective how, there is only
one way to escape: by moving against the field with low probability. However,
this probability will be reduced to zero in the case of a saturated field (and
consequently, particles can not move against the field). Expressed in another
way, when the field is very strong, walkers can not escape out of the trap
once they are inside. If all walkers are stuck, the mean squared displacement
〈r2(t)〉 will be constant with time.
When considering the travelling of walkers from site A to site B, the number
of walkers reaching site B will be reduced as the area of traps laid along the
chemical route that connects two sites increases.
Trap counting
In this part, an algorithm to search traps on a particular random Sierpinski
carpet is discussed. The carpet is considered as a set of black squares, each
has coordinates (i, j) where i is the index number of its column and j is the
index number of its row. The carpet will be scanned line by line against the
field direction. Each scan line is perpendicular to the direction of the field.
For convenience, we assume that the field direction is along the → direction
so that we scan the carpet by columns in direction of decreasing i. The first
step of the algorithm is searching the carpet for single traps. A single trap
can have one neighbor or two. If it has one neighbor, the neighbor should
be in the opposite direction of the field. If it has two neighbors, they must
be placed in two opposite directions in respect with the trap: along and
against the field. Firstly, we scan the carpet for single trap that has only
one neighbor. The considered trap is a black square at site (i, j) that fulfils
following conditions:
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1. Site (i, j − 1) is not a black square
2. Site (i, j + 1) is not a black square
3. Site (i− 1, j) is not a black square
After that we scan the carpet for single trap which has two neighbors. The
trap is a black square at site (i, j) that fulfils following conditions:
1. Site (i, j − 1) is not a black square
2. Site (i, j + 1) is not a black square
3. Site (i− 1, j) is a trap
Field direction
λ1 λ2
ω2
ω1
ω3
Figure 3.12: Traps are marked by white dots. The field direction is indicated
by the arrow. ω1, ω2, ω3, λ1, λ2 are single traps.
Figure 3.12 shows several black squares with traps marked with white dots.
Black squares marked with ω1, ω3 and λ2 are single traps, each trap has a
neighbor in the opposite direction to the field. Both neighbors of ω3 and
λ2 are traps and the neighbor of ω1 is a normal black square. Both ω2 and
λ1 are single traps with two neighbors: with trap ω2, neighbors are trap λ1
is against the field and trap λ2 is in the field. With trap λ1, the neighbor
against the field is a normal black square and the other neighbor in the field
direction is a trap: ω2.
When a trap in a row contains several consecutive black squares we can call
it a “chain trap”. A chain trap contains at least two black squares, we call
them a “head”, where the chain begins and a “tail”, where the chain ends.
If a chain contains more than two black squares, all black squares between
the head and the tail are called “body”. A chain is terminated if the tail
of a chain was not found but an extractor is found. In this case, all black
squares between the head of chain and the extractor will be set to “normal”.
An extractor is a black square (i, j) that fulfils the conditions
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1. The “on chain” flag is on
2. Site (i, j − 1) is a black square
3. Site (i, j + 1) is a black square
4. Site (i− 1, j) is a black square and is not a trap
A head of a chain is a black square (i, j) that fulfils the conditions
1. Site (i, j − 1) is not a black square
2. Site (i, j + 1) is a black square
3. Site (i− 1, j) is not a black square or is a trap
When a head of chain is found, a flag named “on chain” is turned on.
A body of a chain is a black square site (i, j) that fulfils the conditions
1. The “on chain” flag is on
2. Site (i, j − 1) is a black square
3. Site (i, j + 1) is a black square
4. Site (i− 1, j) is not a black square or is a trap
A tail of a chain is a black square (i, j) that fulfils the conditions
1. The “on chain” flag is on
2. Site (i, j − 1) is a black square
3. Site (i, j + 1) is not a black square
4. Site (i− 1, j) is not a black square or is a trap
When a tail of chain is found, the “on chain” flag is turned off and all black
squares on that chain are marked being part of a trap.
Looking at figure 3.13, we can see a long chain, that contains 6 black squares
on the iterator in the left hand side. The head is marked by β1 and the
tail is marked by β2 symbol. We can also find a chain that contains only
2 black squares: one marked by ω1 and the other marked by ω2. A chain
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β2
β1
ω2
ω1
λ2 λ1
α1
α2
Scanning direction
Fi
el
d
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Figure 3.13: Traps are marked by white dots. Field direction is indicated by
the solid arrow. α1, β1 and ω1 are heads of chains; α2, β2 and ω2 are tails of
chains; λ1 is a head but latter marked as normal. λ2 is an extractor.
that contains 3 black squares with the head is marked by α1 and the tail is
marked by α2 can also be observed on the right hand side of the figure.
In the right hand side of figure 3.13, we can observe that a head of chain is
found at the black square that marked by the λ1 symbol. The “on chain”
flag is turned on until the λ2 black square is found. This black square has
a neighbor at site (i − 1, j) which is marked by the δ symbol. The δ black
square is not a trap hence according to the last rule, the λ2 is an extractor,
the flag is turned off and all black squares between λ1 and λ2 can not be
marked by white dots.
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Chapter 4
Results and discussions
This chapter is divided into 3 separate sections, each section studies a dif-
ferent type of random walk on random Sierpinski carpets. The first section
studies the simple random walks, the second section investigates the biased
random walks and the last section discusses the oscillating biased random
walks.
Figure 4.1 shows 8 generators named A, B,. . . , H. Generators A, B and C
are of size 5× 5 and the rest are 3× 3. Generator G is obtained by rotating
D by 90 degrees clockwise, generator E is the result of a 180 degree rotation
of D and generator H is obtained by rotating generator F counterclockwise
by 90 degrees. They are mixed in pairs in order to create random Sierpinski
carpets.
From two 5×5 generators A and C, we constructed 11 combinations AuC100−u.
The two generators A and C are called elementary generators. In the cre-
ation of each combination, generator A was selected with a probability of
u
100
and generator C was choosen with a probability of 100−u
100
. Similarly, 11
combinations BuC100−u were created by mixing generator B with generator C
in a ratio of u
100
: 100−u
100
. With 3× 3 generators D, E, F, G and H, we created
11 combinations for each pair, that gives DuE100−u, DuG100−u, FuD100−u and
FuH100−u with u = {0, 10, 20, . . . , 100}. We iterated 5× 5 carpets up to level
l = 6 and 3 × 3 carpets up to level l = 8. Then we combine carpets with
identical copies of itself in all space directions in order to get homogeneous
structures for large length scales.
To obtain a good average for
〈
dw
〉
of the random walk simulation we created
ν = 100 different realizations for each combination.
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df = 1.63 df = 1.63 df = 1.63 df = 1.77 df = 1.77
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Figure 4.1: The generators A. . . H used for constructing carpets.
4.1 No field
In this section, we examine 6 random carpets: AuC100−u, BuC100−u, DuE100−u,
FuD100−u, FuH100−u and DuG100−u. The diffusion is investigated by perform-
ing random walks on these carpets using the blind ant algorithm. At each
time step ti, the j
th walker chooses one random direction out of four (the
←, the →, the ↑ and the → direction) with equal probability (25%). If the
neighbor square in the selected direction is allowed, the walker will move to
that site, otherwise it will stay and wait for an opportunity to move in the
next time step. For some time step ti we determine the squared distance
from its initial site (end to end vector) in order to obtain the mean value〈
r2(ti)
〉
over N walkers as a function of time
〈
r2(ti)
〉
=
1
N
N∑
j=1
r2j (ti)−
[
1
N
N∑
j=1
rj(ti)
]2
(4.1)
We choose to sample at time ti =
(
8
√
2
)i
, i = 56 . . . 144 with tmax =(
8
√
2
)144
= 262144. Using this data we get 〈r2〉max < 10000 and thus r
with a typical order of r ≈ 100. This value of r guarantees that walkers still
walk within the first iterator after tmax time steps, and thus the 〈r2〉 has not
been seriously affected by boundaries.
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Some results are illustrated in figure 4.2 which shows straight lines in the
double logarithmic plot showing a power law between 〈r2〉 and time.
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Figure 4.2: Log-log plots of 〈r2〉 versus t when random walks on mixtures
AuC100−u.
4.1.1 Diffusion decreases when mixing generators
Table 4.1: Simulation results for the mixtures AuC100−u and FuD100−u.
u dw u dw
AuC100−u FuD100−u AuC100−u FuD100−u
0 2.370180 2.541347 22 2.446839 2.600957
10 2.413639 2.578367 24 2.448649 2.601136
20 2.443633 2.597414 26 2.451049 2.601783
30 2.456525 2.601529 28 2.454077 2.601740
40 2.450712 2.592068 30 2.456525 2.601529
50 2.430566 2.565014 32 2.454541 2.600591
60 2.391684 2.524204 34 2.454489 2.599686
70 2.334419 2.465063 36 2.452853 2.595916
80 2.271119 2.383253 38 2.452963 2.594276
90 2.201776 2.277535
100 2.135509 2.139521
Table 4.1 shows the resulting dw as a function of the percentage u of gener-
ator A in combinations AuC100−u and percentage u of generator F in combi-
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Figure 4.3: Results for mixtures A-C and F-D, Top: dw(u), Middle: Origi-
nal carpets, Bottom: Mixtures with changed connecting points (marked by
arrows).
nations FuD100−u. The dw reaches a peak which can clearly be seen in the
top of fig. 4.3. To locate the maximum to a higher degree of precision, we
additionally analyzed the fractions u shown in the right half of table 4.1.
First, we consider the combinations of AuC100−u. Starting at u = 0 we can
observe an increase of dw from 2.3702 to 2.4565 at u = 30, followed by a
decrease to 2.1356. This behavior can be understood as follows:
When u = 0, all parts of the carpet are labeled according to generator C,
which is a regular Sierpinski carpet (SC) created by generator C with the
number of connecting points Cp = 4 for each generator. While u is increasing,
some parts of the carpet, which were occupied by generator C are replaced
by generator A. If a generator A is put among 4 generators C, its Cp still
equals 4, but the number of active sites increases from 9 to 21. In this range
of u, the number of generators A surrounded by generators C is much larger
than the number of generators C surrounded by generators A. Consequently
the walkers have to walk more often inside an iterator before they can escape
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through one connecting point. Therefore, the velocity of the diffusion drops
to the slowest value at u ≈ 30. But, as u continues to rise to 100, the Cp of one
generator also increases from 4 to 12. Thus a walker has more opportunities
to escape from one iterator to another. So, the diffusion velocity increases
and dw decreases.
We obtained a similar curve for the combinations FuD100−u in the right part
of fig. 4.3. When u = 0, all iterators of the carpet are selected as genera-
tor D. Each generator has Cp = 4 and 6 allowed squares. As u increases,
some generators F replace generators D and they are surrounded by a num-
ber of generators D. If a generator F is put among 4 generators D, we can
observe that Cp = 5 and we have 7 black squares in the iterator. Here Cp
increases, but due to the shape of generator F, the shortest path through
the iterator also increases from 3 to 4, if walkers travel along the horizontal
or vertical direction. The randomness also creates a “dead-end” site, which
is marked by a dot in fig. 4.3-h. Longer shortest paths, “dead-end” sites
and a larger number of active sites are reasons for the increase of dw from
2.5413 to 2.6018, while u reaches 26. As u continues to go up, more and more
generators F appear. In other words, we have a higher probability to find a
generator D amid 4 generators F. Here Cp still equals 5, but the “dead-end”
site disappears. The shortest path to travel along the horizontal direction is
still 4, but the shortest path travelling along the vertical direction falls to 3,
hence dw decreases. When u rises to 100, we can find only generators F, the
shortest path along each direction drops to 3 and Cp raises to 10. Therefore
dw decreases, i.e. the diffusion velocity increases.
4.1.2 Diffusion enhanced
Table 4.2: Simulation results for the mixtures FuH100−u and DuG100−u.
u dw u dw
FuH100−u DuG100−u FuH100−u DuG100−u
0 2.139345 2.541081 40 2.290930 2.508936
10 2.201471 2.528773 42 2.292812 2.507315
20 2.244527 2.518822 44 2.294020 2.507591
30 2.274242 2.512547 46 2.294986 2.507018
40 2.290930 2.508936 48 2.295349 2.507021
50 2.295841 2.506715 50 2.295841 2.506715
60 2.289660 2.507847 52 2.295802 2.507078
70 2.274382 2.513084 54 2.295030 2.507173
80 2.245373 2.520011 56 2.293531 2.507129
90 2.202372 2.529458 58 2.292342 2.507570
100 2.139616 2.540945 60 2.289660 2.507847
Table 4.2 and fig. 4.4 show the resulting average dw as a function of the
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Figure 4.4: Results for mixtures F-H and D-G, Top: dw(u) Middle: Origi-
nal carpets, Bottom: Mixtures with changed connecting points (marked by
arrows) and shortest paths (dashed lines).
percentage u of generator F in combinations FuH100−u and the corresponding
function of the percentage u of the generators D in combinations DuG100−u.
These two cases are quite different in comparison to the simulations in the
previous section. We can see that both curves are symmetric according to
u ≈ 50, where the curves reach their extremum. But in contrast to all other
cases the combinations of DuG100−u exhibit a minimum, which implies that
diffusion in this mixture is faster than it is on the pure SCs.
The symmetry of the two curves results from the choice of the pairs of gen-
erators. As we mentioned before, generator H is generator F rotated by 90
degrees. The same holds for generator G, which is the 90 degree rotated gen-
erator D. In other words, when we rotate the whole SC based on generator F
(or D), we will get the SC based on generator H (or G). Therefore FuH100−u
and F100−uHu with 0 ≤ u ≤ 100 are equivalent to each other.
Analyzing dw of the mixture of generators F and H we found that Cp of
each generator is statistically 10 and the shortest path to cross an iterator
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is always 3. In order to explain the changes of dw for different mixing ratios
we have to investigate the number of shortest paths. This must be done not
only in the smallest iterator (last iteration level), but also for the iterators
according to a higher level of iteration (illustrated by fig. 4.4-(a-b)). At u = 0,
generator H occupies all iterators of the fractal. Figure 4.4-a illustrates a part
of such a carpet, which coincides with one generator H. Dashed lines exhibit
all possible shortest paths that walkers could use to travel across the iterator.
We can observe 4 vertical lines and 1 horizontal one, which leads to 5 lines
in total. As u increases, some generators of H will be replaced by generators
F. This creates defects in the self-similarity structure and breaks one or two
shortest paths. For higher values of u, more generators H are replaced, so
more defects appear and less dashed lines can be observed. Hence the number
of total shortest paths decreases from 5 to 4 (fig. 4.4-d) to 3 (fig. 4.4-c). For
this reason it takes more time for the walkers to travel through an iterator,
thus the velocity of the diffusion also decreases. When u = 50, generator F
and generator H are evenly distributed and iterators like in fig. 4.4-a can be
observed rarely. In most of the cases, we can find iterators with only 3 dashed
lines and therefore the diffusion reaches the lowest value. If u continues to go
up, F-generators occur more and more and the number of dashed lines can
increase. So dw decreases, i.e. the diffusion gets faster. When u = 100, only
generator F occupies all iterators in the carpet and again we find 5 dashed
lines (fig. 4.4-b).
A completely different behavior is shown in the third and sixth column of the
table 4.2 and in the upper-right of fig. 4.4. Here the mixtures of generator D
and G are presented. dw exhibits a minimum at u = 50. The very surprising
result is that diffusion is enhanced rather than slowed down by increasing
disorder. Again, the above reasoning helps to understand this behavior. In
the cases of the pure SCs, each iterator has Cp = 4. But this number will
change if some generators G are replaced by generators D and one of the
new generators is put “above” one generator G. In fig. 4.4-g and fig. 4.4-h,
we can observe 5 instead of 4 connections. At u = 50, generator D and
generator G are distributed uniformly. The probability to find a generator D
or a generator G are equal and further on the probability to find a generator
D placed above generator G reaches its maximum, therefore Cp is maximal in
the whole carpet. Consequently the walkers have more possibilities to escape
out of an iterator and so they travel faster. Therefore dw decreases and thus
the diffusion will be enhanced.
In three of the four mentioned cases (A-C, F-D, F-H) Cp of each combination
is always equal or less than the Cp of the original SCs, whereas in the case of
D-G the Cp of the combinations is always larger than that of the pure ones.
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So in general we find that decreasing Cp induces an increase of dw with a
maximum at a certain mixing ratio, and increasing Cp leads to a decrease of
dw and a minimum will appear.
It may be noted that if the basic generator is anisotropic, such non-linear
effects are more likely to show up, e.g. in the combinations of F-H in fig. 4.4,
the difference between dw for the pure systems (2.14), from the 50%mixture is
0.15, which is quite significant. The pair D-G on the other hand, is relatively
more isotropic, here the difference (in this case negative) is of magnitude
0.04, much smaller compared to 2.54, for the pure systems.
4.1.3 No peak
Table 4.3: Simulation results for the mixtures BuC100−u and DuE100−u.
u dw
BuC100−u DuE100−u
0 2.370363 2.540817
10 2.385102 2.539910
20 2.399458 2.539766
30 2.410993 2.538337
40 2.419952 2.539296
50 2.429398 2.538529
60 2.438875 2.538803
70 2.444701 2.538664
80 2.448729 2.539696
90 2.454084 2.540625
100 2.456737 2.540893
In contrast to the previous cases, we show two more simulations by mixing
the generators B and C as well as D and E respectively, which exhibit a quite
different behavior. Table 4.3 and fig. 4.5 show the resulting average dw as a
function of the percentage u of generator B in combinations BuC100−u and
combinations DuE100−u. These functions dw are different from any previous
cases. In fig. 4.5, we can see the curve for the combinations BuC100−u starting
for u = 0 with dw = 2.3703 and increasing to 2.4567 for u = 100 without
observing any extremum. This behavior can be understood by the following
explanation. While mixing B and C, in all cases only 4 single connecting
points appear and the length of the shortest paths is always 5. So the increase
of the number of active sites from 9 to 13 is the only reason for the shift of
dw between the two original dw.
In the last case, where we mix generator D and E no significant curvature
for dw occur. In fact, a horizontal line within the statistical fluctuation
appears. There is neither a maximal nor a minimal value. That is due to the
chosen generators. Both patterns have the same dw and df . The number of
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Figure 4.5: Results for mixtures B-C and D-E, Top: dw(u). Bottom: Mix-
tures with connecting points (marked by arrows).
connection points (Cp = 4), the length of the shortest path and the number
of active sites are equal for both generators. That is also the case if we mix
these generators, all values remain constant. So nothing changes inside the
random fractal and we get the horizontal line for dw.
4.2 Static external fields
In this section, we employ only 3× 3 generators and the following mixtures
are considered: DuE100−u, DuG100−u and FuH100−u. Random walks with
Pythagorean bias and various field strengths Eb and field directions were
performed on each structure with N = 20.000 walkers, each walker walks
262144 steps and 〈r2〉 is calculated at some time step ti. This procedure
is repeated over 100 realizations and the resulting 〈r2〉 is averaged over all
realizations.
Figure 4.6 shows typically observed behaviors when performing biased ran-
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Figure 4.6: Log-log plots of 〈r2〉 versus time of different carpets under the
influence of external fields. Field directions are indicated by arrows. Curves
start to bend at critical time ti(i = 1, . . . , 4). Dashed lines express 〈r2〉 when
the field is absent.
dom walks on random Sierpinski carpets. Each curve depicts the result for a
different value of field strength. When the field is absent (Eb = 0.0) dashed
straight lines are observed, which implies a power law relation. This relation
is no longer valid when an external field is applied and usually a curve is
observed. When the field is weak, that is 0.0 < Eb ≤ 0.10, the curve starts
from t = 1, goes straight until some critical point t = t1 where it bends
up until it meets another critical point t = t2 where the curve starts to go
straight again. When the field is stronger 0.1 < Eb ≤ 0.8, the resulting data
shows more than two ciritical points. Between them, the curve can be bent or
straight. When the field is saturated (Eb = 1.0), two different behaviors are
observed. With no trap along the field direction, the curve goes straight with
a high slope between critical points. With traps along the field direction, the
curve shows only two critical points tC and after t > t2, the curve becomes a
horizontal line. The horizontal line of Eb = 1.0 shows that walkers achieve a
certain value of 〈r2〉 and this value will not be changed. This implies walkers
are stuck in traps by the saturated field and can not go against it. Detailed
discussions of the individual cases are given in following subsections.
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4.2.1 Weak fields
Mixture FuH100−u - one carpet, two behaviors
Generator F is equal to generator H but rotated by an angle of 90o. Hence an
iterator FuH100−u becomes an iterator F100−uHu if it is rotated by 90
o. Thus
only two opposite directions instead of four are studied: they are the ← and
the → direction. The biased diffusion along the ↑ direction is identical with
the biased diffusion along the→ direction and the biased diffusion along the
↓ direction is identical with the biased diffusion along the ← direction.
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Eb=0.1
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F60H40 F80H20 F100H0
t1 t2
Figure 4.7: Log-log plots of 〈r2〉 of walkers over time step on carpets
FuH100−u under weak fields. The field is directed along the → direction.
Figure 4.7 shows some log-log plots of 〈r2〉 versus time step of simulations
of diffusion on random Sierpinski carpets with weak external fields. Here the
field is parallel to the → direction in which traps are present on the carpet.
Each curve represents an individual data set and shows two critical points
t1 and t2. Before the first point and after the second point, the curve seems
straight and can be fitted to a straight line. From the slope of this line, the
resulting dw is determined. However, the regime before the first critical point
dominates and we do not determine the dw for the regime t > t2.
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In the case of the field being absent, the plot of the resulting dw against the
percentage u in the mixture FuH100−u is a symmetric curve with respect to
the u = 50 with a maximum. When an external field is applied, it shows
very different behavior, depending on the direction of the external field.
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Figure 4.8: Resulting dw of biased random walks on carpets FuH100−u
(u = 0, 20, . . . , 100). Sample iterators from carpets with corresponding
u = 0, 20, . . . , 100 at level 3 are shown below the u axis. The field is di-
rected along the → direction.
Figure 4.8 shows the resulting dw as a function of the percentage u of genera-
tor F in combinations FuH100−u. With the same value of Eb, when u increases,
we can observe dw to increase until it reaches a maximum at u = umax then
the dw goes down. The umax goes in the opposite direction with the Eb: the
greater the Eb is, the smaller the umax is. With the same value of u, we can
observe that the dw decreases when Eb increases i.e. particles are “guided”
by the field and hence go faster.
When u is increasing, some generators H are replaced by generators F which
increases the disorder of the system hence dw increases and the maximum can
be observed. However, there are “channels” which are formed by sequences
of straight shortest paths of adjacent generators on the carpet. In this case
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the field is directed along the→ direction and in this direction, the generator
F has two “channels” while generator H has only one. When u continues to
increase, after u > umax, the generator F will dominate and the number of
“channels” increases. Particles will be propelled by the bias field along these
“channels” resulting in faster diffusion.
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Figure 4.9: Various log-log plots of 〈r2〉 over time step on carpets FuH100−u
under various fields Eb = (0.25, . . . , 0.1). The field is directed along the ←
direction.
Figure 4.9 shows several log-log plots of 〈r2〉 as a function of time step t
when biased random walks are performed on combinations FuH100−u. The
field is directed along the← direction which has not any traps on the carpet.
In comparison with figure 4.7, curves in both figures are similar in shape with
two critical points. However, in this figure the t1 is closer to 0 than curves
in figure 4.7 and after t > t2 lines have higher slope, which implies the faster
diffusion. These two regimes are treated equally as two straight lines and we
determine the dw in two regimes separately.
Figure 4.10 and 4.11 show the resulting dw as functions of the percentage
u of generator F in combinations FuH100−u under several weak fields Eb =
0.025, . . . , 0.1 with different fitting regimes.
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Figure 4.10: Resulting dw of biased random walks on carpets FuH100−u (u =
0, 20, . . . , 100). Sample iterators at level 3 are shown below the u axis. The
field is directed along the ← direction.
Figure 4.10 shows the resulting dw when we consider the regime t < t1. Here
we have t1 ∼ 3000. The figure is similar to figure 4.8 in shape with a reflection
in respect to the line u = 50. In addition, the resulting dw of this case is
lower than resulting dw of the case the field parallel to the → direction.
Figure 4.11 shows the dw when we consider the long time regime t2 < t. In
fitting, we choose t2 ∼ 8000. The figure expresses that most of the resulting
dw are lower than 2, indicating enhanced diffusion. The stronger the field
is, the lower the resulting dw is. In this case, after a long time, walkers are
pushed by the field along “channels” made by many SPRs, resulting in the
enhanced diffusion observed.
Mixture DuE100−u - the horizontal line
Figure 4.12 shows the resulting dw as a function of percentage u of generator
D in combinations DuE100−u when the field is directed along two opposite
directions. We observe that with the same value of u, an increment of Eb
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Figure 4.11: Resulting dw of biased random walks on carpets FuH100−u (u =
0, 20, . . . , 100). Sample iterators at level 3 are shown below the u axis. The
field is directed along the ← direction.
leads to a decrement of dw. However, dw does not reduce by the same amount
in every combination and biased “lines” are obtained, instead of a horizontal
line in the case of Eb = 0. For example, when the field is directed along
the → direction and Eb = 0.025, the dw of u = 0 is greater than the dw of
u = 20, . . . , 100, but when Eb = 0.075 the dw of u = 0 is the smallest. This
means diffusion on this direction of the combination is sensitive to the field
when u is low.
In the bottom of figure 4.12, some mean trajectories of walkers are shown.
Each trajectory is combined of the mean deviations of walkers from their
starting points on two axes
〈
x
〉
and
〈
y
〉
. As u is increasing, we observe that
the relative angles between trajectories on the same carpet are changing.
In the first two frames, which correspond to mixture D0E100 and mixture
D20E80 respectively, dotted curves and dashed curves are below solid curves.
In the next two frames where u = 40 and 60, these curves can not be easily
distinguished. And in the last two frames, for which u = (80, 100) the dotted
curves now are above the solid curves.
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Figure 4.12: Top: resulting dw of biased random walks on carpets DuE100−u.
The field is directed along the→ and the← direction and the corresponding
dw are depicted by solid and outline symbols respectively. Details of the
numerical simulation results are given in table B.1 - B.4 in the appendix
section. Middle: sample iterators of level 3 from carpets DuE100−u with
u = (0, 20, . . . , 100). Bottom: mean trajectories of walkers on corresponding
carpets which are combined from mean values of positions.
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Figure 4.13: Mean trajectories of walkers on various carpets DuE100−u.
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Figure 4.14: Sample carpets D0E100 and D100E0 at level 4 of iteration. Traps
on the → direction are marked with white dots. Dashed arrows indicate
SPRs. Black squares α and β are two connecting points; Dashed circles γ1
and γ2 indicate areas that walkers drift into under weak fields Eb = 0.025
after some time. Circles σ1 and σ2 indicate areas that walkers drift into under
stronger fields Eb = 0.1 after some time.
Figure 4.13 shows several mean trajectories of walkers on different carpets
with the same field strength. Here two values of Eb are shown. In the case
of Eb = 0.025, all trajectories on the left hand side of the figure seem to
be converged while in the case of Eb = 0.075, the trajectories on the right
54 CHAPTER 4. RESULTS AND DISCUSSIONS
hand side are clearly separated. We observe that, in both cases, walkers do
not drift too much along the y axis. However, they drift strongly along the
x axis due to even a weak field Eb = 0.025. With a stronger field such as
Eb = 0.075, the drift is even stronger in the regime of small percentages of x
of generator D in combinations DuE100−u.
We can understand these behaviors by considering the trap structures in
the DuE100−u iterator. Figure 4.14 displays two iterators with u = 0 and
u = 100 respectively. Assume that at a certain time t, walkers enter the
iterator D0E100 from connection point α and enter the iterator D100E0 from
connection point β. In cases of Eb = 0.025 and Eb = 0.05, walkers in
the carpets that generators E dominate will move to the slow zone (γ1) in
which more traps are visible than in the carpets that generators D dominate
(γ2). The SPRs are indicated by the dashed arrow. Hence interators in
which generators E dominate will exhibit slower diffusion than iterators that
generators D dominate with weak fields and this explains the decreament of
dw when u increasing in figure 4.12 with two cases of Eb = 0.025 or Eb = 0.05.
When Eb = 0.1, walkers in the first iterator will be propelled further than
previous cases, to a turbo zone (σ1). Turbo zone is a channel and walkers
are pushed along this. Walkers in the second iterator are slowed down by
the trap in the slow zone (σ2). Two SPRs are indicated by the solid arrow.
That results in the increment of dw when u increasing in figure 4.12.
Extremum with mixture DuG100−u
Without the field, the resulting dw plotted over percentage u of generator D
in combinations DuG100−u shows a minimum at u = 50. This indicates that
diffusion on the resulting carpets is faster than that on deterministic carpets
that are generated from one elementary generator.
Figure 4.15 shows the resulting dw as a function of percentage u of generator
D in combinations DuG100−u when weak external fields are applied. Here
two opposite directions are investigated, they are the ← direction and the
→ direction. Similar to the previous section, with the same value of u, an
increment of Eb leads to a decrement of dw. In addition, each curve shows a
symmetry in shape with an extremum at u = 50. In fact, a generator D is
an image of the reflection of a generator G with respect to the x axis. Hence
two iterators DuG100−u and D100−uGu are the same and the symmetry can be
observed. However, there are two types of extrema, depending on the field
strength.
For the two cases Eb = 0.025 and Eb = 0.050: curves start from u = 0,
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Figure 4.15: Resulting dw of biased random walks on carpets DuG100−u. De-
tails of numerical simulation results are displayed in table B.5 and B.6 in the
appendix section (page 97). Sample iterators at level 3 from coressponding
carpets are shown below the u axis. The field is directed along the → di-
rection and the ← direction are displayed with black solid symbols and grey
outline symbols respectively.
go down to attain a minimum at u = 50 and then go up until u = 100.
This means, diffusion on mixtures is faster than diffusion on elementary
carpets with these strengths. The maximum can be observed in the case
of Eb = 0.100, with the field along the ← direction. This means in this
particular case, the resulting dw of the mixture is higher than the resulting
dw of the elements, implying a slower diffusion.
Similar to the previous subsection, this behavior can be explained by looking
to both mean trajectories of walkers and the structure of carpets.
Figure 4.16 shows several mean trajectories of random walkers as combina-
tions of
〈
y
〉
and
〈
x
〉
on carpets DuG100−u when the field is directed along
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Figure 4.16: Mean trajectories of walkers on various carpets DuG100−u. Ar-
rows indicate field directions.
two opposite directions. It is clearly shown walkers drift along the field: solid
symbols are distributed on the right side of the x = 0 axis and outline sym-
bols are distributed on the left side of the x = 0 axis. When the drift along
the x axis is huge, the drift along the y axis is not very much.
When the field is directed along the ← direction, we consider iterators that
are shown in the left hand side of figure 4.17. Assuming that at a certain
time t, walkers enter an iterator through a connecting point that are marked
by αj symbols (j = 1, 2, 3). When the field is weak such as Eb = 0.025 or
0.050, looking at figure 4.16 we can see that walkers on elementary carpet
D0G100 drift to the point δ1, and walkers on elementary carpet D100G0 drift
to the point δ3, where traps are present, resulting in the slow diffusion. On
other mixtures, walkers drift to the zone δ2, where no traps are present, hence
diffusion on mixtures is faster than diffusion on deterministic carpets with
these two values of field strength.
When the field is directed along the → direction, we consider iterators that
are shown on the right hand side of figure 4.17. Similar to the previous
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Figure 4.17: Sample iterators DuG100−u at level 4 with traps on different
directions. Traps are marked with white dots. αi and βi are connecting
points, where walkers enter these iterators. δi, θi, σi and λi are area that
walkers drift to under different fiend strengths and field directions.
paragraph, walkers enter an iterator through a connecting point βj (j =
1, 2, 3). With elementary carpets, walkers drift to zones σ1 and σ3, where
traps are present, resulting in a slow diffusion. With mixtures, walkers drift
to the zone σ2, which is very close to a channel, resulting a faster diffusion.
Figure 4.15 showing that with the same value of field strength, the solid curve
is higher than the dashed curve implying that the resulting dw in the case
of the field in the ← direction is higher than in the case where the field is
directed along the opposite direction. This means diffusion is faster on the
→ direction with these values of field strength. This can be explained by the
difference of the number of traps in two directions. Along the → direction,
both generators have less traps than along the ← direction, hence diffusion
in this direction is faster than the opposite direction.
With the case Eb = 0.1 and the field in the ← direction, walkers on iterator
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D0G100 drift to the zone θ1 and walkers on iterator D100G0 drift to the zone
θ3 where traps are present, resulting in slower diffusion while walkers on
mixtures drift along the channel to the zone θ2, resulting in faster diffusion.
When the field is in the → direction, the curve becomes a flat horizontal
line, implying that the diffusion in this direction are the same with every
mixture. The reason is that along this direction walkers are pushed to an
area λi, i = 1, 2, 3 where traps are equally distributed.
When Eb = 0.075, two horizontal lines are observed. In the case of the →
direction we have the line dw = 2.3622 ± 0.006 and in the case of the ←
direction we have the line dw = 2.3636 ± 0.008. The reason is very similar
to the previous case. Here walkers drift to the center of the iterator where
traps are equally distributed, hence diffusion on every mixture exhibits the
same behavior.
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Figure 4.18: Several log-log plots of 〈r2〉 against the time step, the fitted
line and their corresponding dw. The field is directed along the ← direction
with Eb = 0.6.
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4.2.2 Strong and saturated fields - no traps
In this section, we investigate the combination FuH100−u when a strong field
is applied along the ← direction. In this direction, no traps are present and
numerous values of field strength are examined: Eb = (0.2, 0.4, . . . , 1.0)
Figure 4.18 consists of some frames, each frame displays a log-log plot of
〈r2〉 over t for one combination FuH100−u which is fitted to a straight line.
The resulting dw is determined and shown for each frame. More results for
different Eb can be found in figure B.1, B.2 and B.3 in the appendix. All the
resulting dw are smaller than 2.0, implying enhanced diffusion.
Figure 4.19 shows the resulting dw as a function of the percentage u of gen-
erator F in combinations FuH100−u for different Eb. In contrast to the weak
field behavior, strong fields do not show the decrement of dw when Eb is
increasing. One reason for this behavior is that the resulting 〈r2〉 does not
really show a power law with time. The curves are straight in different in-
tervals of time for different combinations. Another reason is that when the
field is strong, walkers are pushed out of the first iterator quickly: the 108
is observed on the 〈r2〉 axis of all frames but the linear size of the carpet is
much smaller: 38 = 6561.
0 20 40 60 80 100
u
1
1.1
1.2
1.3
d
w
Eb=0.4
Eb=0.5
Eb=0.6
Eb=0.8
Eb=0.9
Eb=1.0
Figure 4.19: Resulting dw of biased random walks on combination FuH100−u
with various field strengths Eb
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4.2.3 Trapping under saturated fields
In this section, we study the behavior of diffusion with a saturated field and
traps present in the field direction. There are mixture DuE100−u, FuH100−u
and DuG100−u. We studying mixture FuH100−u with the field in the → di-
rection, where traps are present. Mixture DuE100−u and mixture DuG100−u
exhibit traps in every direction hence they are studied with different field
directions.
Mixture DuE100−u
Figure 4.20 shows log-log plots of 〈r2〉 versus t when biased random walks
with saturated fields are performed in several random Sierpinski carpets
DuE100−u. We observe that all curves have a common shape: they begin
at t = 10 then bend smoothly to horizontal lines after some time. That
implies the 〈r2〉 of walkers is constant or walkers are stuck inside traps after
some steps.
Figure 4.21 shows the 〈r2〉 after walkers are stuck as a function of the
percentage u of generator D in combinations DuE100−u. The height of the line
corresponds to the distance travelled by walkers when they become trapped.
As can be seen from the relative position of the dotted and the solid curve,
there is a crossover at u = 50. In the combination D0E100, the dotted curve is
above the solid curve, which means walkers travel further on the→ direction
than travelling on the ← direction before being stuck. In the combination
D20E80 and D40E60, the difference becomes smaller as u increases and when
u > 50, we can observe the dotted below the solid curves.
We can understand this behavior by looking at iterators of DuE100−u (figure
4.22) and the mean trajectories of walkers on those iterators (figure 4.23).
In the case of the field in the ← direction, assuming that walkers enter the
iterator by across α1 and α2. With u < 50, we can see more generators E and
walkers will drift to the area marked by β1, where many traps are present and
be stuck there. With u > 50, we can see more generator D and walkers drift
along the channels and stuck in β2 trap. The channel of iterator D makes
a longer trajectory than in iterator E which due to the traps. That makes
〈r2〉 of walkers, when they are trapped, reduces if u in the mixture DuE100−u
increases.
In the case of the field in the → direction, everything is understood similar
to the previous case. We assume that walkers enter the iterator throught α3
and α4. With u < 50, walkers drift along the channel, make a long trajectory,
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and are then trapped in β3, resulting in a high 〈r2〉 . With u > 50, walkers
drift to the zone circled and marked by β4 and get stuck there, resulting in
a smaller 〈r2〉 .
The symmetry of the curve 〈r2〉 vs. u is understood from the fact that the
generator D and generator E are an image of each other through a rotation
by an angle of 180o.
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Figure 4.20: Log-log plots of 〈r2〉 versus time of carpets DuE100−u under a
saturated field Eb = 1.0 along the ← direction (solid) and the → direction
(dots).
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Figure 4.21: The 〈r2〉 when walkers are stuck on iterators DuE100−u.
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Figure 4.22: Mean trajectories of walkers on mixtures DuE100−u.
Field direction
Field direction
D100E0D0E100
α4
β3
β2
β1 α1
α2
β4
α3
Figure 4.23: Some iterators DuE100−u with traps marked by white dots. αi
(i = 1, . . . , 4) indicate connecting points, where walkers enter these iterators.
βi (i = 1, . . . , 4) indicate areas that walkers drift into after some time.
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Figure 4.24: Log-log plots of 〈r2〉 versus time of carpets FuH100−u under a
saturated field Eb = 1.0 along the → direction.
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Figure 4.25: The critical time step and the 〈r2〉 when walkers are trapped
on various carpets FuH100−u.
64 CHAPTER 4. RESULTS AND DISCUSSIONS
In this part, we only consider saturated fields (Eb = 1.0) along the → di-
rection. Figure 4.24 shows some log-log plots of 〈r2〉 versus t when biased
random walks are performed on different mixtures FuH100−u. Only the com-
bination F0H100 does not have any traps on the → direction hence except
for u = 0 that exhibits the enhanced diffusion with dw = 1.0769, all other
combinations with u > 0 show trapping after some time.
Figure 4.25 shows 〈r2〉 when the walkers are stuck as a function of the
percentage u of generator F in the mixture. We can observe that 〈r2〉
decreases when u < 50 and then increase after u > 50. When u = 100
walkers travelling further on the combination and trapping happens. This
behavior can be understood by looking at the carpet structure and mean
trajectories of walkers.
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Figure 4.26: Mean trajectories of walkers on carpets FuH100−u under a satu-
rated field Eb = 1.0 along the → direction.
Figure 4.26 shows some mean trajectories of walkers on various mixtures
FuH100−u. We observe that when u = 100, walkers drift not too much along
the 〈y〉 axis while they strongly drift along the→ direction. When u < 100,
walkers drift along both the ↓ direction and the → direction.
Figure 4.27 shows three iterators F80H20 on the left and two iterators F100H0
on the right. Assuming that walkers enter iterator F80H20-II from iterator
F80H20-I through connections in the area α1, they will be pushed to the
area α2 of iterator F80H20-III where many traps are present. Walkers will
be trapped there, that will make a short trajectory, resulting a short 〈r2〉 .
Assuming that walkers enter iterator F100H0-II from iterator F100H0-I through
connecting points in two areas that are circled and marked by β1 and β2.
Figure 4.26 shows that, on this mixture, walkers drift straight along the 〈x〉
axis, hence it has a small probability to be trapped inside β3 area. That
results in a longer trajectory.
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Figure 4.27: Some iterators FuH100−u at level 4 are separated by dashed lines.
The field in the→ direction. α1, β1 and β2 are areas that contain connecting
points. α2 and β3 are areas that walkers drift into after some time.
66 CHAPTER 4. RESULTS AND DISCUSSIONS
Mixture DuG100−u
0 20 40 60 80 100
u
100
200
300
〈r2〉
→ direction
↓ direction
← direction
↑ direction
Figure 4.28: 〈r2〉 of trapped walkers with sturated field on mixtures DuG100−u
with different field directions.
Figure 4.28 shows some plots of 〈r2〉 after walkers have stopped as a function
of the percentage u of generator D in combinations DuG100−u when the sat-
urated field is directed along a different direction. We observe that 3 curves
go from u = 0 to u = 100 without passing any extremum and the other has a
maximum. When the field is along the→ direction, we have a horizontal line
with all 〈r2〉 having the same value. When the field is along the← direction,
we have a curve with a maximum at u ∼ 50. In two other cases we have two
monotone curves. When the field is along the ↑ direction 〈r2〉 is increased
with u and when the field is along the ↓ direction, 〈r2〉 is decreased with u.
Figure 4.29 shows some mean trajectories of random walks on combination
DuG100−u. We observe that both 〈x〉 and 〈y〉 are small, that implies mean
positions of walkers deviate not too much from their starting points. How-
ever, when the field is along the→ direction, walkers drift further on the 〈y〉
axis than in the case of the field in the ← direction.
Figure 4.30 shows some iterators DuG100−u at level 3 with traps on the ←
direction. We suppose that walkers enter these iterators though connecting
points marked by αi (i = 1, . . . , 4). We observe that in elementary iterators
there are some traps near the connecting point like β3 in iterator D0G100
and β4 in iterator D100G0. These traps can be present in mixtures like β4 in
iterator D40G60 or absent like β3 in iterator D60G40. At the end, if walkers
can cross these iterators to the← direction, at exit points, there are traps in
elements λ3,4 but in mixtures, there may be a trap (λ2) or may be not (λ1).
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Figure 4.29: Mean trajectories of biased random walks on carpet DuG100−u
with saturated fields Eb = 1.0 along the → direction.
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Figure 4.30: Several iterators DuG100−u at level 3 with different u. Black
squares αi, (i = 1, . . . , 4) are connecting points. Dashed circles βi and λi, (i =
1, . . . , 4) indicate areas that walkers drift into after some time.
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Figure 4.31: Some iterators DuG100−u at level 3 with traps on the→ direction
Black squares αi, (i = 1, . . . , 3) are connecting points. Dashed circles indicate
areas that walkers drift into after some time.
These traps will be present when one generator dominates the other, i.e.
u 6= 50. In the case u = 50, generator D and generator G are found with the
same probability and the trap will be absent with the highest probability.
In this case, walkers will have the highest probability to travel across the
iterator without trapping, resulting in the maxium in 〈r2〉 .
In the case of the field along the → direction, the combination of two gen-
erators does not change the trap. Looking at mean trajectories (figure 4.29)
and structure of iterators (figure 4.31), we observe that walkers are driven
by the field from entry points αi (i = 1, . . . , 3) to circled areas where traps
are the same for every combination. That means walkers are trapped after
travelling the same distance resulting the horizontal line in figure 4.28.
Generator D and generator G are inverted with respect to the x axis, hence
an iterator DuG100−u on the ↓ direction and an iterator D100−uGu on the ↑
direction are identical. So the decreasing of the curve 〈r2〉 when the field
directs along the ↓ direction and the increasing of the curve 〈r2〉 when the
field directs along the ↑ direction have the same reason.
When the field is in the ↓ direction, we observe that 〈r2〉 decreases when u
increases. This behavior can also be understood by looking at the structure
of the carpet and the mean trajectory of walkers on this carpet. Figure 4.32
shows some iterators DuG100−u with traps on the ↓ direction and figure 4.33
shows mean trajectories of walkers on those carpets. We observe that when
generator D dominates, more traps can be seen in the upper half part of the
iterators, where walkers are driven into by the field. The larger trap means
the higher the probability to be trapped and then resulting the smaller 〈r2〉
.
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Figure 4.32: Some iterators DuG100−u at level 3 with traps on the ↓ direction
Black squares αi, (i = 1, . . . , 3) are connecting points. Dashed circles indicate
areas that walkers drift into after some time.
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Figure 4.33: Mean trajectories of biased random walks on carpet DuG100−u
with saturated fields Eb = 1.0 along the ↓ direction.
4.3 Dynamic external fields
In this section, the 5 generators D, E, G, F, H are employed to create 3 combi-
nations DuE100−u, DuG100−u and FuH100−u. We simulate a dynamic external
field by performing oscillating biased random walks where walkers change the
preferred direction to the opposite direction after some time. The duration
between two consecutive inversions to one identical direction is called the
period T and the field direction is inverted every T
2
steps. In this thesis, we
investigate several periods T = 2k (k = 5, 6, . . . , 12) and with a particular
period many different field strengths Eb = (0.025, . . . , 1) are studied. The
field direction is kept constant during each simulation. The mean squared
displacement 〈r2〉 to the starting point of each walker is calculated at each
step and then averaged over many realizations in accordance to equation 4.1.
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Results of simulations show a strong dependence of 〈r2〉 on the field strength
and on the period T .
4.3.1 Mixture FuH100−u
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Figure 4.34: Log-log plots of 〈r2〉 of walkers over time on carpets FuH100−u
under oscillating fields with T = 32.
Figure 4.34 shows many log-log plots of 〈r2〉 versus time of oscillating biased
random walks with a short period on various mixtures FuH100−u. The period
is T = 32 hence the field switches between the ← direction and the →
direction every T
2
= 16 steps. We observe two different behaviors depending
on the field strength.
With weak fields, starting from t = 1 all curves go straight until reaching
a critical time t = t1 where they bend up to make a different slope. In the
regime 1 ≤ t ≤ t1 these curves go straight and 〈r2〉 varies as a power function
of time and the random walk dimension dw can be determined. This case
will be discussed in detail later.
With strong fields and saturated fields, we observe the curve attains the
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critical time earlier at t = t2 resulting in a higher slope. The critical time
t2 decreases with the increase of the field strength Eb. However, when those
curves are plotted in linear scale we observe that not every curve fits the
power law.
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Figure 4.35: Plots of 〈r2〉 of walkers over time on mixtures F20H80 under
oscillating fields with T = 32.
Figure 4.35 shows some plots of 〈r2〉 over time t in high resolution when
oscillating biased random walks with T = 32 steps are performed on mixtures
F20H80.
With weak fields we observe smooth curves, implying 〈r2〉 varies as a power
law of time.
With strong and saturated fields, many periodic serrations are observed.
Periods of these serrations are equal to the period T . In a period, a serration
starts with t1, increasing with time until t2 = t1+
T
2
where the curve changes
its direction. The curve continues to increase with t until t3 = t2+
T
2
, however
with a slower rate in comparison with the previous regime.
This behavior can also be observed with longer periods. Figure 4.36 shows
many plots of 〈r2〉 over time step t when oscillating biased random walks
with T = 2048 steps are performed on the same mixtures. In this figure, a
serrated curve can be observed even with an weak field Eb = 0.1.
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Figure 4.36: Plots of 〈r2〉 of walkers over time on carpets F20H80 under
oscillating fields with T = 2048.
Figure 4.37 shows many plots of 〈r2〉 over time step t when oscillating biased
random walks with T = 2048 steps are performed on mixtures FuH100−u. The
field is saturated Eb = 1.0 and we can observe serrations in all mixtures.
Each serration has two regimes of time. In the first half of the period when
t1 ≤ t ≤ t2, 〈r2〉 quickly increases with time. In the other half, when
t2 ≤ t ≤ t3, 〈r2〉 slowly increases with time. Similarly to the case of T = 32,
whe have ti = ti−1 +
T
2
This behavior can be understood by looking at the carpet structure and mean
trajectories of walkers. Figure 4.38 shows some mean trajectories of walkers
under the influence of oscillating biased random walks on mixtures FuH100−u
with T = 2048. We observe that walkers drift along the → direction for a
while then switch their direction and drift along the ← direction a little bit.
This process is repeated during simulations.
Figure 4.39 shows two sample iterators of mixtures FuH100−u with some sub-
iterators from neighbor iterators. We suppose when walkers enter an iterator
through connecting points in sub-iterators αi(i = 1, 2), the field directs along
the → direction. Supported by the saturated field, walkers drift along many
channels to areas βi(i = 1, 2), resulting in the quick raise of 〈r2〉 with time in
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Figure 4.37: Plots of 〈r2〉 of walkers over time on mixtures FuH100−u under
oscillating saturated fields with T = 2048.
the first half of the period. When walkers reach into area βi, the field inverts
its direction to the opposite direction, then walkers drift along the field into
area γi(i = 1, 2). These areas contain several walls made by edges of many
iterators which are marked by two head arrows along their length. At level
8 the length of the longest wall is 2× 37 black squares and the length of the
shortest wall is 2 × 36 black squares. When iterators H dominate, we have
more long walls and when iterators F dominate, we have more short walls.
Walkers can not move against a saturated field, they can not move though
the wall either. Hence they only move beside these walls, along the ↑ and
the ↓ direction. Thus, resulting in an increment of 〈r2〉 to the time in the
second half of the period.
When the field is weak, we observe the oscillation of the field affects the
movement of walkers not too much. Since the movement of walkers along
the field is blocked by the wall, they keep moving against the field with low
probability, resulting in an increment of 〈r2〉 with time without the presence
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Figure 4.38: Mean trajectories of walkers on mixtures FuH100−u under oscil-
lating saturated fields with T = 2048.
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Figure 4.39: Several iterators FuH100−u at different levels. Black squares α1
and α2 are connecting points. Dashed circles β1, β2, γ1 and γ2 indicate areas
that walkers drift into after some time. Two heads arrows indicate lengths
of “wall”.
of any serrations.
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Figure 4.40: dw of oscillating biased random walks on mixtures FuH100−u
under weak fields Eb = 0.025 . . .0.100. Top: curves are grouped by period.
Bottom: curves are grouped by field strength
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Figure 4.40 shows several plots of dw as functions of percentage u of generator
F in combination FuH100−u when the field is weak Eb = 0.025, . . . , 0.1. From
the top to the bottom, those curves are grouped by period of the oscillation
of the field and by the field strength respectively. We observe that, with one
period, stronger fields correspond to lower dw and dw decreases faster with
higher u. With one value of field strength we observe the dw decreases with
increasing u and increasing T implies that diffusion is faster when generators
H dominate and the field changes.
4.3.2 Mixture DuE100−u
0
5×104
1×105
2×105
0 1×105 2×105
0
1×104
2×104
0 1×105 2×105 0 1×105 2×105 3×105
D0E100
D20E80 D40E60
D100E0
D80E20
D60E40
〈r2〉
t
t1
t1
t1
t1
t1
Figure 4.41: Plots of 〈r2〉 of walkers over time on carpets DuE100−u under
saturated oscillating fields with T = 32. Curves become straight after a
critical time t1.
Figure 4.41 shows several log-log plots of 〈r2〉 versus time when oscillating
saturated fields with T = 32 are applied on mixtures DuE100−u. With high
percentage u such as 40, . . . , 100, horizontal “lines” are observed after a crit-
ical time t1. However, when these “lines” are shown in higher resolutions like
in figure 4.42, we observe that those “lines” are not straight. This means
〈r2〉 does not become constant but fluctuates in a short range.
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Figure 4.42: Plots of 〈r2〉 of walkers over time on carpets D20E80 under
oscillating external fields Eb = 0.025 . . . 1.00 with T = 32.
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Figure 4.43: Plots of 〈r2〉 of walkers over time on carpets D20E80 under
oscillating fields Eb = 0.025 . . . 1.00 with T = 2048.
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Figure 4.44: Plots of dw of over percentage u on carpets DuE100−u under
oscillating external fields Eb = 0.025 . . . 1.00 with several T = 32 . . . 2048.
α1
β1
γ1
σ1
α2
σ2 σ3
γ2β3
β2
Figure 4.45: Two iterators DuE100−u with traps marked by white dots or
indicated by dashed circles αi, βi, γi and σi.
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Figure 4.42 and figure 4.43 show several plots of 〈r2〉 versus time when
oscillating biased random walks are performed on mixtures D20E80 with T =
32 and T = 2048 respectively. We observe different behaviors, depends on
the field strength and the period of the oscillation of the field.
With weak fields, we observe 〈r2〉 to increase with time, and not to depend
on the period of the oscillation. In both cases of the short period and the
long period, smooth curves are observed, implying 〈r2〉 can be expressed as
a monotone function of time. Hence, 〈r2〉 can be plotted over time in double
logarithmic scale and the dw can be determined. Figure 4.44 shows dw as
a function of percentage u of generator D in combinations DuG100−u with
different T and Eb. We observe that, all curves have a similar form which is
similar to the case of the field is absent. The curve starts with u = 0, goes
down to attain a minimum at 40 < u < 60 then goes up until u = 100. With
the same T , the higher the field Eb strength is, the lower dw is obtained. This
behavior is similar to the case of mixture FuH100−u and can be understood
in a similar way.
With strong fields, two different behaviors are observed, depends on the
period of the oscillation. In cases of the short period T = 32, there is no
serration observed. In fact, one straight line is shown when Eb = 0.4 and
one noise-like curve is shown when Eb = 0.8. The straight line indicates 〈r2〉
is a monotone function with the time and the noise-like curve means 〈r2〉
arbitrarily varies with time. In cases of the long period T = 2048, serrations
are observed in both cases of field strengths. The serration means 〈r2〉 is
proportional to the time in two halves of the period, with a different ratio in
each half.
With saturated fields Eb = 1.0, two different behaviors are observed. In the
case of the short period T = 32 we observe that 〈r2〉 arbitrarily varies with
time and in the case of the long period T = 2048 a serrated curve is observed.
Starting at the time t = t1 and ending at the time t = t4, the serration length
is equal to one period of the oscillation t4 = t1 + T . In each serration, two
critical times t2, t3 are shown. Starting at t1 the curve goes up very fast
until reaches t2 where it starts to go straight and parallel to the time axis;
implying that the 〈r2〉 is unchanged with time. At t3 the curve changes its
direction and goes straight until t4, which means the 〈r2〉 is proportional
with time.
These behaviors can be understood as follows: when the field inverts its
direction, the trap structure of mixtures DuE100−u changes. Walkers are
pushed into traps along the → direction then pushed back into traps along
the→ direction. Figure 4.45 shows two sample iterators of mixture DuE100−u
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at level 3 with traps marked by dashed circles or white dots. When the field
is in the → direction, walkers are trapped inside zones indicated by α1, β1,
γ1 and σ1. When the field inverts its directions, walkers drift to traps in the
opposite direction, here indicated by dashed circles α2, (β2, β3), γ2 and σ3
respectively. We observe that, at level 3, the maximum SPR from one black
square in trapped zones to the surface is 4 black squares. In fact, carpets are
iterated up to level 8 and the SPR of a black square in trapped zones might
reach a large value such as 46. However, there are many traps at various
levels in these zones, hence when walkers move from traps in one direction
to traps in the opposite direction (eg. from α1 to α2 and vice versa).
In the cases of short periods, walkers have only 16 steps between two times
of field direction invertion. This duration is not long enough for walkers
to escape out of traps. Hence the 〈r2〉 becomes a horizontal “line” after
some time as seen in figure 4.42. However, because of the invertion of the
field direction, walkers do not only move perpendicular to the field but also
moving back and forth. That allows understanding of the random movement
of the 〈r2〉 versus time in these cases.
In the cases of long periods, walkers have more time between two times of
field direction invertion which means they can walk further. With strong
fields, walkers are assisted by the field results in a faster diffusion. Because
of trap structures change when the direction changes, the rate of the incre-
ment of 〈r2〉 to time changes. With saturated fields, walkers are trapped
in one direction results in the unchanged of 〈r2〉 in a certain regime. From
the bottom of these traps, walkers are pushed by the field when it inverts
the direction, makes an increment of 〈r2〉 . This allows understanding the
serrated curves with strong and saturated field in figure 4.43.
Chapter 5
Conclusions
The random Sierpinski carpets are stochastic fractals made by mixing dif-
ferent generators with the same linear size. In this work, we use random
Sierpinski carpets to model the disordered material and diffusion is studied
by random walks on that system.
The research showed how diffusion can be affected by geometrical structures
of random Sierpinski carpets such as traps or connecting points. The diffu-
sion of particles might be enhanced or suppressed in mixtures and can be
understood due to changes of the structural properties in the mixture.
When the environment conditions are neglected, 〈r2〉 versus time plots show
straight lines in double logarithmic scale which implies an power law relation.
When mixing two different generators with the same fractal dimension df ,
the resulting structure can have a different random walk dimension dw from
the original ones. The effective dw might be equal, smaller, or even greater
than the original dw of the element Sierpinski carpets, so the diffusion might
be unaffected, enhanced or slowed. With the same df , there are different
numbers of connecting points Cp and shortest paths to travel over a cell Tp,
which can make the diffusion faster when Cp is greater and Tp is smaller.
There are traps, which slow down the diffusion. The effect of traps strongly
exhibits when the diffusion occurrs under the influence of external fields.
The response of diffusion on random Sierpinski carpets to external fields is not
only strongly dependent on geometrical structure of the resulting carpets, but
also on features of the field which are the field direction and the field strength.
The direction of the field affects the geometrical structure parameters mainly
the shape, size and occurence of traps. If there are no traps on a certain
direction, the diffusion on that direction is assisted by the field, the mean
squared displacement is increased and diffusion is faster. If there is a trap on
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the fractal along the direction of the field, the behavior of diffusion depends
on the other parameter: the strength of the field.
The field makes walkers drift to different zones in the same carpet with
different field strength. This area might consist of traps which leads to slower
diffusion or channels which results in faster diffusion.
Especially, when the field is saturated, all diffusive particles will be stuck
inside traps and diffusion is stopped so the mean squared displacement be-
comes constant after some time step tc. The stop time step tc varies with
different carpets because of the difference in distribution of traps on each
carpet.
When an oscillating field is applied, the response of diffusion depends on
the oscillation period, the field intensity and the structural characteristics of
the carpet. The most common behavior occurs with weak fields which 〈r2〉
varies as a power law relation with time. Out of this range, the 〈r2〉 can
randomly fluctuate with time or shows serrated curves.
These results are also shown and discussed in some publications [53] [54] [55].
Furthermore, the reseach can be continued in various directions as follows:
In our researches, the itensity of the external field is a constant number and
the field switches between two opposite directions. Instead of inverting back
and forth, the external field can be varied as a harmonic function of time,
for example a sinus function.
In [56], Franz et. al. investigated the pore structure of deterministic Sier-
pinski carpets by showing a hole-counting polynomial. The research can go
further by doing similar investigations on random Sierpinski carpets.
The Sierpinski carpets are studied in two dimensional space, but in fact, real
materials are 3 dimensional objects. To simulate thin objects, we can place
one different random carpet on one other with a distance of 1 black square.
Two layers might be created by more than 4 different generators. Walkers
randomly jump from one layer to the other.
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Appendix A
Implementation
A.1 Random number and field direction
Under the influence of an external field, the walker selects one direction to
move by using an algorithm that is similar to the “a blind ant in a labyrinth”
algorithm. Firstly, the interval between 0 and 1 is divided into 4 sub intervals,
now is the difference: these sub intervals are no longer equal. There is no
change for the directions which are perpendicular to the field while two sub
intervals which indicate two opposite directions along and against the field
are adjusted with the same value: one will be larger and the other will be
smaller. For example if we suppose that the external field goes from left to
right, a number x is randomly generated between 0 and 1. Hence, the interval
relating to “moving right” will be added an amount b whilst the interval
relating to “moving left” is substracted the same value b. The probabilities
for walkers to move at each time step can be seen in table A.1.
Moving direction ↑ ↓ ← →
Simple random walk 0.25 0.25 0.25 0.25
Biased → 0.25 0.25 0.25− b 0.25 + b
Biased ← 0.25 0.25 0.25 + b 0.25− b
Biased ↑ 0.25 + b 0.25− b 0.25 0.25
Biased ↓ 0.25− b 0.25 + b 0.25 0.25
Table A.1: Probabilities to choose the direction to move to in normal and
Pythagorean biased random walks
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A.2 Disordered structures
Implementing random walks on Sierpinski carpets, there are several algo-
rithms as well as data structures. But in general, there are two major ways
to organize the carpet in the memory. One genius way, developed by Das-
gupta et al. [57] does not store the carpet, but only the generator. At each
time step, the next position of walkers is calculated and it has to be deter-
mined if it belongs to the fractal or not. The other way is to iterate the carpet
up to a certain level and store it in the computer’s memory as a lookup table
(LUT). The walkers look up on the LUT at every time step to decide on the
move to the next position.
Both ways have their advantages and drawbacks. The Dasgupta algorithm
does not need big memory, the walker can travel as long as its wants but a
huge number of instructions is required. In constrast, the LUT method uses
only one instruction to locate the position of the walker in the memory, hence
it is faster, but the size of the carpet is limited by the memory capacity.
Because of the randomness, there are no deterministic rules to conclude if the
color of a certain square is black or white hence the Dasgupta’s algorithm [57]
can not be used for random fractals. Instead of storing only the generator
and expanding the carpet as large as walkers may go, we must keep all
information about the fractal. Therefore the size of the carpet is limited by
the available memory. For example, if one square of the carpet is illustrated
by one bit, then with 4GB of memory, we can store a carpet of linear size
185363, which is equivalent to a 3× 3 generator up to level 11.
...
...... ...
...
...... ...
...
root# mpirun −np 1024 −s n0 fractal input.par root# mpirun −np 1024 −s n0 fractal input.parroot# mpirun −np 1024 −s n0 fractal input.parroot# mpirun −np 1024 −s n0 fractal input.par
root# mpirun −np 1024 −s n0 fractal input.par
Adding nodes ... Done
Generating Random Sierpinski carpet
Level #1 ... Done
Level #2 ... Done
Level #3 ... Done
Level #4 ...
root# mpirun −np 1024 −s n0 fractal input.par root# mpirun −np 1024 −s n0 fractal input.parroot# mpirun −np 1024 −s n0 fractal input.parroot# mpirun −np 1024 −s n0 fractal input.par
root# mpirun −np 1024 −s n0 fractal input.par
Adding nodes ... Done
Generating Random Sierpinski carpet
Level #1 ... Done
Level #2 ... Done
Level #3 ... Done
Level #4 ...
Figure A.1: Parallelization strategies: Left: the carpet is divided into small
parts, each part is stored in one node of the cluster and one “master” node
stores the “map”. Right: Each cluster node stores the identical carpet.
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This problem can be solved by using several computers together in order to
make a cluster, in which each computer is a node. Each node stores a part
of the carpet and we can expand the carpet as new nodes are added into the
cluster (fig. A.1).
The first algorithm can deal with large Sierpinski carpets, here the carpet is
divided into many small parts, depending on the number of slaves that the
cluster has. Each slave stores a piece of the carpet, whereas the master stores
a “map” to locate the node that stores the respective part of the carpet.
In this algorithm, walkers should consider if they will still stay in the desired
part that is contained in the local node or should move to the other part of
the fractal that is not stored in the local memory. In the latter case, the
master node will determine where the walker is put on the next move, then
delete this walker on the old node and grow a new walker on the new node
with the respective position.
Using this algorithm, the simulation can run a long time before boundary
effects are observed but the number of instructions in each time step is higher
and network connections are also required during the walk.
Figure A.2: Arrows indicate walkers. Left: walkers traveling forth and back
between parts of carpet, that are stored in different machines. Right: walkers
gather in one part of the carpet.
A drawback may occur in this algorithm if a big number of walkers are
gathered at a certain part of the fractal, the node which contains this part
might be busy due to dealing with those walkers while other nodes might run
in “sleeping” mode because of no walkers being there. The situation can be
found when the biased diffusion is simulated as is discussed.. Another bad
situation can be observed when walkers travel forth and back from part to
part, as this will require information transfer over the network (figure A.2).
This can be observed in simulations of diffusion under the influence of an
external dynamic field.
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In our simulations, for the best performance and to prevent all drawbacks
discussed, we choose the method which can handle carpets where each node
stores the identical fractal. The creation of the carpets can be parallelized
and we require a cluster with a number of nodes greater than the number of
black squares in the corresponding level. For example, to generate a random
Sierpinski carpet which at the second level has 20 black squares, we need
a cluster with at least 20 nodes. Since then, each node will iterate to the
desired level and send the local part to the master node. After all, the master
node gathers all parts to one identical carpet and then broadcasts it to other
nodes on the cluster.
This algorithm has the disadvantage of limitation of physical memory in
each local computer, but its advantage is the short duration of random walk
simulation. The slaves transfer information with the master only three times:
The first time when parts of the fractal which are created on slaves are sent to
the master node where parts are arranged into one carpet. The second time
when the slaves receive the carpet from the master node. Finally when slaves
send their result of random walk simulation to the master node. During the
walk, no connectivity is required, hence this algorithm is appropriate if the
number of walkers is big and the size of the fractal is not to large.
Each parallelized simulation duration τSimu is combined of carpet generating
duration τGene, communication duration τComm and random walk duration
τWalk. τGene does not depend on Ns because each node generates its own
part when Ns is greater than the number of black squares at the generator
level Ns > n × n. The more nodes, the longer τComm but the more nodes,
the shorter τWalk. The number of nodes Ns must be chosen for a minimal
τS = τGene + τComm + τWalk and Ns > n× n.
Appendix B
Simulation results
B.1 Mixture DuE100−u
Eb
u 0.25 0.50 0.75 0.100
0 2.5338 2.4300 2.3633 2.0848
20 2.5270 2.4247 2.3643 2.1122
40 2.5186 2.4192 2.3644 2.1372
60 2.5123 2.4188 2.3659 2.1702
80 2.5093 2.4171 2.3696 2.2001
100 2.5046 2.4130 2.3683 2.2180
Table B.1: dw of biased random walks on carpets DuE100−u. The field is
directed along the → direction.
Eb
u 0.25 0.50 0.75 0.100
0 2.5002 2.4363 2.3596 2.2808
20 2.5061 2.4447 2.3622 2.2743
40 2.5112 2.4493 2.3616 2.2635
60 2.5174 2.4583 2.3641 2.2556
80 2.5281 2.4719 2.3706 2.2512
100 2.5379 2.4809 2.3726 2.2402
Table B.2: dw of biased random walks on carpets DuE100−u. The field is
directed along the ← direction.
95
96 APPENDIX B. SIMULATION RESULTS
Eb
u 0.25 0.50 0.75 0.100
0 2.5022 2.4411 2.3663 2.2872
20 2.5088 2.4500 2.3698 2.2831
40 2.5157 2.4584 2.3721 2.2764
60 2.5223 2.4666 2.3743 2.2662
80 2.5299 2.4730 2.3736 2.2534
100 2.5405 2.4816 2.3720 2.2370
Table B.3: dw of biased random walks on carpets DuE100−u. The field is
directed along the ↑ direction.
Eb
u 0.25 0.50 0.75 0.100
0 2.5332 2.4733 2.3630 2.2278
20 2.5244 2.4643 2.3614 2.2392
40 2.5150 2.4543 2.3585 2.2494
60 2.5092 2.4459 2.3612 2.2584
80 2.5049 2.4398 2.3578 2.2678
100 2.5010 2.4349 2.3569 2.2774
Table B.4: dw of biased random walks on carpets DuE100−u. The field is
directed along the ↓ direction.
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B.2 Mixture DuG100−u
Eb
u 25 50 75 100
0 2.5010 2.4368 2.3605 2.2808
20 2.4861 2.4304 2.3588 2.2825
40 2.4804 2.4263 2.3587 2.2846
60 2.4799 2.4284 2.3622 2.2887
80 2.4893 2.4340 2.3648 2.2911
100 2.5046 2.4429 2.3683 2.2904
Table B.5: dw of biased random walks on carpets DuG100−u. The field is
directed along the → direction.
Eb
u 25 50 75 100
0 2.5360 2.4776 2.3645 2.2298
20 2.5118 2.4592 2.3599 2.2398
40 2.4999 2.4478 2.3567 2.2428
60 2.4995 2.4509 2.3605 2.2477
80 2.5144 2.4631 2.3677 2.2489
100 2.5379 2.4809 2.3726 2.2402
Table B.6: dw of biased random walks on carpets DuG100−u. The field is
directed along the ← direction.
B.3 Mixture FuH100−u
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Eb
t < t1 t2 < t
u 25 50 75 100 25 50 75 100
0 2.1517 2.1431 2.1283 2.1084 2.1100 1.9560 1.7868 1.6475
20 2.2314 2.2053 2.1697 2.1290 2.0871 1.8544 1.6705 1.5403
40 2.2616 2.2221 2.1732 2.1181 2.0250 1.7531 1.5801 1.4722
60 2.2561 2.2091 2.1489 2.0799 1.9353 1.6380 1.4783 1.3875
80 2.2186 2.1701 2.1038 2.0244 1.8204 1.5207 1.3768 1.3002
100 2.1340 2.0910 2.0299 1.9545 1.7372 1.4795 1.3560 1.2908
Table B.7: dw of biased random walks on carpets FuH100−u. The field is
directed along the ← direction.
Eb
u 25 50 75 100
0 2.1446 2.1210 2.0839 2.0351
20 2.2494 2.2186 2.1588 2.0808
40 2.2860 2.2317 2.1351 2.0218
60 2.2723 2.1852 2.0506 1.9076
80 2.2145 2.0968 1.9320 1.7703
100 2.1066 1.9926 1.8316 1.6670
Table B.8: dw of biased random walks on carpets FuH100−u. The field is
directed along the → direction.
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Figure B.1: Several log-log plots of 〈r2〉 to the time step, their fitted line
and their corresponding dw. The field is directed along the ← direction.
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Figure B.2: Several log-log plots of 〈r2〉 to the time step, their fitted line
and their corresponding dw. The field is directed along the ← direction.
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Figure B.3: Several log-log plots of 〈r2〉 to the time step, their fitted line
and their corresponding dw. The field is directed along the ← direction.
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versita¨t Chemnitz erkenne ich an.
Chemnitz, den November 16, 2009
Do Hoang Ngoc Anh
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