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0 Einleitung 
 
Die vorliegende Dissertation beschäftigt sich mit Mehrsprachigkeit. Forschungserkenntnisse 
in diesem Bereich sollen zum besseren Verständnis des Zweitspracherwerbsprozesses führen 
und gleichzeitig zur Konzeption eines effizienteren Sprachenunterrichts beitragen.  
Der Schwerpunkt der Arbeit liegt in der Auseinandersetzung mit der Mehrsprachigkeit, 
insbesondere aus neurolinguistischer Sicht. Nach der Vorstellung des aktuellen 
Forschungsstandes wird dieser im zweiten Teil der Arbeit durch die Ergebnisse einer  f-MRT-
Untersuchung empirisch untermauert. Die Wahl ist deswegen auf die neurolinguistische 
Perspektive gefallen, da man mit den jüngsten Instrumenten der Gehirnforschung jene 
Hypothesen im Bereich der Zweitsprachenerwerbsforschung, die sich im Laufe der Zeit aus 
der Unterrichtspraxis ergeben haben, verifizieren bzw. falsifizieren kann. Praktische 
Anleitungen zum Erwerben einer zweiten (oder weiteren) Sprache, vor allem im schulischen 
Umfeld, sollten die entsprechenden Vorgänge im Gehirn weitestgehend berücksichtigen, um 
wirklich erfolgreich zu sein.  
Die Dissertation ist in vier Teile gegliedert: Im ersten Teil wird ein allgemeiner Überblick 
über den bisherigen Diskussionsstand der Zweitspracherwerbsforschung versucht, wobei 
insbesondere auf die Erkenntnisse der einschlägigen f-MRT-Studien eingegangen wird. Der 
zweite Teil beschreibt eine f-MRT-Studie, die an einer ladinischen Probandengruppe 
durchgeführt wurde. Im dritten Teil folgen die sich daraus ergebenden Schlussfolgerungen. Im 
vierten Teil wird ein Ausblick auf mögliche didaktische Konsequenzen gegeben.   
Diese Arbeit ist nur durch das Zusammenwirken vieler Kräfte möglich geworden. Deshalb 
möchte ich mich herzlich bei all denen bedanken, die mich im Laufe der letzten drei Jahren 
bei diesem Forschungsunterfangen begleitet haben, das nicht immer leicht gewesen ist. Ein 
besonderer Dank geht dabei an meinen Betreuer Prof. Werner Wiater (Universität Augsburg / 
Freie Universität Bozen), der diese Studie überhaupt ermöglicht und immer unterstützt hat, an 
Prof. Markus Kiefer (Leiter der Sektion für Kognitive Elektrophysiologie des 
Universitätsklinikum Ulm) als wissenschaftlichen Leiter der f-MRT-Untersuchung, an Prof. 
Manfred Spitzer (Ärztlicher Direktor der Klinik für Psychiatrie und Psychotherapie III und des 
Transferzentrums für Neurowissenschaften und Lernen an der Universität Ulm) und seinen 
Mitarbeitern (insbesondere Dr. Bärbel Herrnberger für die Auswertung mit SPM, Dr. Edgar 
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Schilly für die Programmierung des Experimentes, Dr. Jo Grothe und Dr. Klaus Hoenig), an 
Prof. Rita Franceschini, Martina Irsara und Doris Kofler (alle: FU Bozen), an Daniela 
Perathoner, Mirko Pfattner, Günther Obexer, Sofia Zingerle, an alle Probanden, die an der f-
MRT Untersuchung (Silvia Call, Max Castlunger, Elisabeth Clara, Ida Clara, Lorenz Clara, 
Martina Clara, Franz Comploi, Bernhard Ellecosta, Simon Frenes, Barbara Irsara, Martina 
Irsara, Werner Maneschg, Angelika Pedevilla, Patrizia Pedevilla, Katja Pescollderungg, Marco 
Pezzedi, Maddalena Trebo, Emanuel Valentin, Paul Videsott, Priska Willeit) und an der 
Standardisierung des Stimulusmaterials teilgenommen haben, an die Mitarbeiter der 
Universitätsbibliothek und insbesondere an meinen Bruder Paul. 
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1 Die Zweitspracherwerbsforschung 
 
Studien zur Mehrsprachigkeit werden im wissenschaftlichen Diskurs oft als Second Language 
Acquisition Research zitiert, wobei „Zweitsprache“ als Sammelbegriff aller Sprachen dient, 
die nach der Erstsprache erworben worden sind. Dieser Begriff hat sich in der Wissenschaft 
mittlerweile so weit gefestigt, dass auch schon internationale SLA-Associations gegründet 
wurden. 
Im ersten Teil dieser Arbeit wird ein kurzer Überblick über die Zweitspracherwerbsforschung 
in ihrer Gesamtheit gegeben.1 Der Zweitspracherwerb kann aus verschiedenen Perspektiven 
betrachtet werden und findet auch in nicht sprachwissenschaftlichen Disziplinen, wie z.B. 
Pädagogik, Ethnologie, Entwicklungpsychologie usw. seine Anwendung. 
Ein wichtiger Aspekt des Zweitspracherwerbes ist das neuronale Netzwerk, das diesem 
Prozess zu Grunde liegt. Deshalb befasst sich der zweite Teil dieser Arbeit mit 
Neurolinguistik, wobei die Ergebnisse einer empirischen Untersuchung an mehrsprachigen 
Probanden vorgestellt werden.    
 
 
1.1 Klärung des Begriffes Zweitsprache 
 
Unter „Zweitsprache“ versteht man in den meisten Fällen alle Sprachen, die nach dem Erwerb 
der Muttersprache erworben worden sind. In der Spracherwerbsforschung wird die 
Muttersprache auch mit dem Begriff „Erstsprache“ gleichgesetzt, wobei der temporäre Aspekt 
besonders hervorgehoben wird. „Zweitsprache“ sind demnach alle Sprachen, die danach 
erlernt werden. In manchen Fällen wird noch weiter zwischen Dritt-, Viertsprache usw. 
unterschieden (cf. De Angelis 2006). Wenn jemand die Erstsprache im Laufe seines Lebens 
zugunsten einer Zweitsprache verlernt, wie es z.B. der Fall bei MigrantInnen sein kann, 
spricht man von Attrition. Wird die Sprache nicht auf einem sog. Native-speaker Niveau 
erlernt, sondern stabilisiert sich der Erwerbsprozess auf einem Stadium der Interlanguage, das 
                                                 
1 Dieses einleitende Teil basiert auf allgemeiner Literatur und verschiedenen Basislexika; im Speziellen aber 
dienten die Einführungswerke „Second Language Learning and Language Teaching“ (1996) von Vivian Cook, 
„Second Language Acquisition“ (1997) von Rod Ellis, „Second language learning theories“ (1998) von 
Rosamond Mitchell und Florence Myles und „La seconda lingua“ (1998) von Gabriele Pallotti als Vorlage.  
 8
noch nicht der Target-Sprache entspricht, bezeichnet man dies als Fossilisierung (oder 
Pidginisierung, wenn fehlende Akkulturation der Grund dafür ist, cf. Schuhmann 1978). 
Andere Forscher hingegen reservieren den Begriff „Muttersprache“ für jene Sprache, mit der 
sich jemand identifiziert, und diese muss nicht immer die erste erlernte Sprache sein, sondern 
kann sich auch im Laufe des Lebens verändern (cf. Romaine 1989). Eine weitere 
Unterscheidung wird oft auch zwischen „Zweitsprache“ und „Fremdsprache“ gemacht, wobei 
in dieser terminologischen Gegenüberstellung sich der Ausdruck Zweitsprache auf eine 
weitere Sprache bezieht, die im Lebensumfeld eines Menschen auch effektiv von einer 
größeren Gruppe gesprochen wird, wie es z.B. in Südtirol mit dem Sprachenpaar Deutsch-
Italienisch der Fall ist. Als Fremdsprache wird eine Sprache bezeichnet, deren Erlernung sich 
nicht aus dem direkten Lebenskontext ergibt, sondern vielmehr das Ergebnis von Instruktion 
und Motivation ist. 
Diese kurzen Definitionen sind im wesentlichen der bestehenden Literatur entnommen, wobei 
man jedoch anmerken muss, dass es an einer einheitlichen und präzisen Definition fehlt. Jeder 
stellt sich unter dem Begriff „Sprache“ etwas vor.2 Sprache ist Interaktion, sei es zum Anderen 
(sowohl Menschen als auch Umwelt) sei es zu sich selbst, und ist deshalb in jedem 
Individuum in irgendeiner Form vorhanden. Schon die reine Wahrnehmung der Gegenstände 
führt dazu, dass ein Teil des Kontinuums, das uns umgibt (etwa die Umwelt) der 
Verständlichkeit wegen eingegrenzt werden muss, damit überhaupt etwas wahrgenommen 
werden kann. Dieser Ausschnitt wird als Begrifflichkeit gespeichert und dabei in irgendeiner 
Form von „Sprache“ erfasst. „Sprache“ kann folglich sehr weitläufig verstanden werden, und 
darunter würden dann auch die Formen der Musik und der Kunst fallen. Andererseits kann der 
Begriff „Sprache“ sehr präzise angewandt werden, indem nur das verbale Sprechen nach 
vorgegebenen Regeln als „Sprache“ verstanden wird. In der Spannbreite zwischen diesen zwei 
Extremen liegen weitere Auffassungen, wie z.B. die Unterscheidung zwischen humaner 
Sprache vs. „Tiersprache“ usw.  
In der Interaktion ist Sprache auch Konvention. Sprache ist eine Form von Kommunikation. 
Bei der Kommunikation bedarf es eines Emittenten, eines Empfängers und eines Kodex. 
Informationen können auch unwillkürlich ausgesendet werden, wie z.B. die Spuren im 
                                                 
2 Vgl. den einleitenden Satz in Steven Pinkers Buch (2000, XIII), „I have never met a person who is not 
interested in language“. 
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Schnee, die dem Jäger mitteilen, welches Tier in welche Richtung gelaufen ist, ohne dass dies 
die Absicht des Fliehenden gewesen ist. Erfolgt die Kommunikation aber aufgrund von 
Intentionalität und Konvention, spricht man gewöhnlich von Sprache. Dabei liegt die 
Konvention in der Verbindung zwischen Signifikat (z.B. das Konzept eines Hundes) und 
Signifikant (der Wortlaut „H-u-n-d“). Je mehr Teilnehmer diese Konvention teilen, umso 
größer ist die Kommunikation. 
Ob evolutionsgeschichtlich die Sprache als Wahrnehmungsmechanismus entstanden ist oder, 
wie oft angenommen wird, der Kommunikation wegen, wird hier offen gelassen. Aus 
neurokognitiver Sicht wird angenommen, dass die neuronalen Korrelate, die der 
Sprachfähigkeit unterliegen, aus einem Netzwerk entstanden sind, das früher für 
Gedächtnisprozesse zuständig war (cf. Aboitz 1995; Aboitz & García 1997) und folglich als 
komplexere Wahrnehmugsform verstanden werden können. Da sich aber der Sprachprozess 
auch archaischer Gehirnstrukturen bedient, wie z.B. des Thalamus, kann es wohl weiter auch 
auf eine basilare menschliche Funktion zurückgeführt werden, wie etwa das reine Ausdrücken 
von Emotionen.  
Bei der Geburt schreit das Kind. Sein phonatorischer Apparat ist bereits vorhanden; und es 
kann sein, dass das Kind nur deswegen schreit, weil der erste Kontakt mit der Außenwelt seine 
Lungen geöffnet hat und folglich einen Laut hervorbringt. Der Schrei könnte aber auch schon 
der Ausdruck einer emotionalen Empfindung sein, die sich im Mutterleib bereits ausgebildet 
hat und als solcher auf der Bewusstheitsskala des Neugeborenen höher einzustufen wäre, als 
der mechanische Schrei, der sich aufgrund des Kontaktes zur Außenwelt bildet.  
Ein Argument, das für die Entwicklung von Sprache als Wahrnehmungsmechanismus spricht, 
ist die Tatsache, dass Kinder zunächst einzelne Wörter aussprechen, wie „Mama“, „Ball“, 
usw. und erst später Funktionswörter (wie z.B. Konjunktionen, Artikel) verwenden. Genau das 
muss im Fall von Zweitspracherwerb nicht unbedingt so sein, wie man z.B. bei 
Migrantenkindern in der Schule beobachtet hat, wo Sprache vor allem eine 
Sozialisierungsfunktion hat und wo im Fall des Mädchens Fatma (cf. Pallotti 1998, S. 23-25) 
zuerst vor allem Ausdrücke gelernt wurden, die es zur sozialen Integration in der Klasse 
braucht, wie Grußformeln oder Fragewörter, und nicht so sehr Lexeme, die Fatma schon in 
ihrer Muttersprache kannte (und deswegen der reine Wahrnehmungsprozess damit schon 
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sprachlich „abgedeckt“ war). Anders wiederum ist die Situation etwa für einen Schüler im 
Lateinunterricht, dessen Aufgabe in erster Linie das Memorisieren von Vokabeln ist. 
Es stellt sich nun eine wichtige Frage: Welcher ist denn der ausschlaggebende Faktor, der die 
Erstsprache von der Zweitsprache unterscheidet? Um die Schwierigkeit dieser für viele noch 
als „selbstverständlich“ und als „einfach“ abgestempelten Antwort zu verdeutlichen, wählen 
wir das Beispiel eines Kindes, das mit der Mutter eine Sprache spricht, mit dem Vater aber 
eine andere. Die meisten bezeichnen dieses Kindes als „von Geburt an zweisprachig“, andere 
würden sagen, dass seine Muttersprache „gemischtsprachig“ ist. Die Angehörigen einer 
linguistischen Minderheit, deren Idiom den politisch-sozialen Status einer „Sprache“ erlangt 
hat, werden meistens als „early bilinguals“ verstanden, da sie seit frühester Kindheit mit zwei 
oder mehreren Sprachen konfrontiert werden. Sprecher eines Idiomes hingegen, das als 
Dialekt einer Standardsprache klassifiziert wird, wie z.B. das Sizilianische in Bezug auf das 
Standarditalienische, werden normalerweise nicht als „bilingual“ bezeichnet, obwohl die zwei 
Sprachsysteme aus linguistischer Sicht mehr Unterschiede zwischen ihren sprachlichen 
Strukturen aufweisen, als z.B. zwischen der spanischen und portugiesischen „Sprache“ zu 
finden sind. Nach einer sehr relativistischen Auffassung (z.B. Chomsky) liegt der Unterschied 
zwischen einer Sprache und einem Dialekt allein in extralinguistischen Faktoren, die in der 
Regel im Bonmot zusammengefasst werden, wonach eine Sprache eine Fahne und eine Armee 
hat und ein Dialekt eben nicht. Weitere Fragen, die sich in diesem Zusammenhang spontan 
stellen, sind: Sind Personen, die zwei verwandte Sprachen beherrschen, wie z.B. Englisch und 
Deutsch, weniger „mehrsprachig“ als jene, die zwei typologisch völlig verschiedenen 
Sprachen sprechen, wie z.B. Englisch und Koreanisch? Ist ein monolingualer Italiener, der die 
italienische Sprache von allen Facetten in Dante’s Divina Commedia bis zu den jüngsten 
Neologismen in allen wissenschaftlichen Disziplinen beherrscht, weniger „mehrsprachig“ als 
ein Gastarbeiter, der sich in der Zweitsprache nur in einfacher Weise ausdrücken kann und 
sich in dieser nur zur unmittelbaren Verständigung auszudrücken weiß? Ist ein Tourist, der 
nach seinem Urlaubsaufenthalt in der Landessprache grüßen und sich das Essen aus der 
Speisekarte bestellen kann, auch „mehrsprachig“? Oder ist ein Wissenschaftler, der durch 
seine Arbeit mit englischer wissenschaftlicher Literatur konfrontiert ist und deren Inhalte 
versteht, jedoch nie eine Besprechung auf Englisch gehalten hat, als zweisprachig zu 
bezeichnen?  
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Es stellt sich in weiterer Folge auch die Frage, auf welchem Kompetenzniveau die einzelnen 
Sprachen beherrscht werden müssen, damit jemand als zweit- bzw. mehrsprachig bezeichnet 
wird. In seltenen Fällen spricht man von „equilingual“, wobei man den Idealfall voraussetzt, 
dass die zwei Sprachen auf gleichem Niveau beherrscht werden; aber in der Tat ist meistens 
eine Sprache dominant im Vergleich zur anderen. Eine Sprache kann aber auch nur in einer 
Sphäre dominant sein, wie z.B. Ladinisch in der Familie, aber Deutsch bei der Arbeit, wobei 
es auch sein kann, dass die Familiensprache bestimmte Ausdrücke, die bei der Arbeit stets 
verwendet werden, gar kein entsprechendes Wort bereitstellt, sondern dieses Konzept 
umschreibt, während man auch die umgekehrte Situation antreffen kann, in der man beim 
Benennen bestimmter Emotionen in der Arbeitssprache das Gefühl hat, dass die gewählten 
Ausdrücke nicht hundertprozentig zutreffend sind. Fehlt der Sprache, in der man gewöhnlich 
spricht, noch eine standardisierte Schriftsprache, wie im Fall der Sorben, so kann es sein, dass 
man sich beim Verfassen von Texten auf Deutsch oder Englisch leichter tut, als auf Sorbisch, 
obwohl man es täglich spricht.  
Das Hauptproblem beim Feststellen der Sprachkompetenz liegt darin, dass aufgrund der 
Komplexität von Sprache(n) noch kein geeignetes Messinstrumentarium für die 
Sprachkompetenzerfassung vorliegt. Es können immer nur bestimmte Teilaspekte erfasst 
werden, aber nie die Sprache als solche. Die methodologischen Untersuchungsmöglichkeiten 
sind begrenzt. Um einen Prozess nachzuverfolgen, wäre es ideal, sich eines longitudinalen 
Verfahrens zu bedienen, indem man die Entwicklung mitverfolgt und beobachtet. Je präziser 
und detaillierter man ein solches Verfahren anwendet, umso weniger Testpersonen wird man 
erforschen können. Stellt man aber eine Studie auf, in der man eine große Stichprobe 
untersucht, kann eher auf Verallgemeinerungen bestimmter Prozesse geschlossen werden. Oft 
wird der Longitudinaleffekt auch täuschend erzielt, indem zwei verschiedene Gruppen 
verglichen werden, die sich im untersuchten Prozess zeitlich unterscheiden (z.B. Alter, Dauer 
der Erwerbsjahre usw.), und somit kann daraus ein Verlauf bzw. eine Entwicklung 
nachgezeichnet werden. Die Vielfalt an Untersuchungsmöglichkeiten ist unzählig. Man kann 
sowohl die Sprachproduktion als auch das Sprachverständnis testen, beides sowohl in der 
gesprochenen als auch in der schriftlichen Form. Des Weiteren kann der Fokus unterschiedlich 
gesetzt werden, sei es auf einzelne Wörter, Sätze, Texte, sei es auf Regeln und Grammatik 
usw. Wichtig ist, dass man sich bewusst ist, dass die Ergebnisse immer nur einen Teilaspekt 
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erfassen, und dass man erst im Vergleich zu anderen Untersuchungen auf 
Generalisierungsverfahren schließen kann, die es ermöglichen, den Prozess zu beschreiben, zu 
rekonstruieren und aufgrund von Wahrscheinlichkeit vorauszusagen.  
Wie schon erwähnt, sind die linguistischen Strukturen zwischen bestimmten Sprachen 
ähnlicher als zwischen anderen, z.B. im Fall des auf der griechisch-lateinischen 
Grammatiktradition aufbauenden Systems der romanischen Sprachen im Gegensatz zur 
Vielfalt der chinesischen Dialekte. Ist es in solchen Fällen leichter, eine Zweitsprache zu 
erlernen, wenn diese der gleichen Sprachfamilie angehört, oder spielt das keine Rolle? 
Erreicht z.B. ein ungarischer Muttersprachler eine bessere Kompetenz des Finnischen, das er 
nur aus dem Fremdsprachenunterricht kennt, oder des Englischen, das er jeden Tag als lingua 
franca an seinem Arbeitsplatz benützt? Den Idealfall angenommen, die Voraussetzungen, 
beide Sprachen zu lernen und anzuwenden, wären im gleichem Maß gegeben, wird die der 
Muttersprache ähnlichere Sprache leichter erlernt? Die Phonetik und die Schriftzeichen sind 
fast dieselben, aber können (zu) ähnliche Ausdrücke nicht auch zu Verwirrung führen in Form 
von „falschen Freunden“?3 Und welche Rolle spielt beim Spracherwerb die Motivation, sei es 
extrinsischer oder intrinsischer Art? 
Die Vielfalt der Fragen, die sich stellen, könnte hier noch beliebig weiter ausgeweitet werden, 
ohne je zu einem Schluss zu führen. Ich glaube, dass das Hauptproblem bei der Definition des 
Begriffs „Sprache(n)“ darin liegt, dass die traditionelle Auffassung der Einzelsprachen, die 
historisch-kulturell geformt sind, einfach als solche hingenommen wird, wobei 
Sprachenbezeichnungen wie „Deutsch“ oder „Italienisch“ als statisches Untersuchungsobjekt 
verstanden werden.4 Die Klassifizierung der Einzelsprachen hat oft einen politischen 
Beigeschmack, der hingegen in der psycholinguistischen Fragestellung eine sehr geringe, 
wenn nicht nichtige, Rolle spielt im Vergleich zu anderen Faktoren, wie Alter, Gebrauch, 
Motivation, Erlernen usw., mit denen bestimmte Spracherfahrungen korrelieren können. Denn 
es ist eher der Fall, dass sich Sprachen wie Deutsch und Italienisch auf kognitiver Ebene 
unterscheiden, wenn sie sich in einer dieser zuletzt gennanten Variablen (Alter, Gebrauch, 
u.ä.) völlig unterscheiden, als wenn sie von den Wissenschaftlern als „(genetisch) 
                                                 
3 Ein klassisches Beispiel dafür ist z.B. der italienische Ausdruck „Sono imbarazzata“ (dt.: „das ist mir peinlich“) 
das ins Spanische mit dem vor allem für Männer unpassenden Ausdruck „estoy embarazada/o“ (dt.: ich bin 
schwanger“) aufgrund des ähnlichen Wortlautes übersetzt wird. 
4 Einer statischen Auffassung von Sprache entspricht ihre Wahrnehmung als Summe aller Lemmen im 
Wörterbuch und aller Regeln und Ausnahmen im Bereich der Morphosyntax. 
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verschieden“ klassifiziert werden. Wenn beide Sprachen gleichzeitig und im gleichen Ausmaß 
und in den gleichen Domänen seit der Geburt an erworben und gesprochen werden, erfordert 
jene „Spracherfahrung“, die z.B. mit „Deutsch“ etikettiert wird, keine zusätzliche kognitive 
Verarbeitung im Vergleich etwa zu  „Italienisch“. Lernt hingegen ein Kind die Namen aller 
Objekte zunächst auf Deutsch und macht erst später, z.B. im Kindergarten, die Erfahrung, dass 
man für die gleichen Objekte auch eine andere Bezeichnung verwenden kann (in diesem Fall: 
die Italienische),5 so korreliert in diesem Fall das Italienische mit einer Art 
Übersetzungsfunktion, der das Wahrnehmungs- bzw. Kategorisierungsverfahren der einzelnen 
Objekte schon vorausgegangen ist. Im Fall des gleichzeitigen Erwerbes von Deutsch und 
Italienisch kann es sein, dass dieses erste Benennen von Objekten unwillkürlich einmal mit 
einem deutschen Wort, einmal mit einem italienischen Wort erfolgt. Wenn später bestimmte 
Wörter, die diese gleichen Objekte mit englischen Namen bezeichnen, nach der Pubertät in der 
Schule gelernt werden, findet wieder ein anderer Prozess statt: Das Gehirn ist nun nicht mehr 
so plastisch wie bei einem Neugeborenen, die Begrifflichkeiten (z.B. Ball, Hund usw.) sind 
schon im mentalen Lexikon vorhanden, durch Instruktion werden dafür neue Bezeichnungen 
erlernt, die sich jedoch aus Lauten zusammensetzen, die man schon aus dem Italienischen und 
Deutschen kennt. Der Unterschied im mentalen Vorgang zwischen dieser postpubertären 
sprachlichen Erfahrung und der muttersprachlichen Erfahrung ist kognitiv sicherlich viel 
markanter als jener zwischen Italienisch und Deutsch als Sprachsystemen. Wären unter den 
gleichen Bedingungen des vorangegangen Beispiels, die zwei simultan erlernten Sprachen 
Englisch und Italienisch und die postpubertäre Sprache Deutsch, wäre der Unterschied auf 
neuronaler Ebene zwischen Deutsch und Englisch größer als zwischen Englisch und 
Italienisch. Es muss demnach nach unterschiedlichen Prozessen zwischen Erst- und 
Zweitsprache gesucht werden, um aus psycholinguistischer Sicht von unterschiedlichen 
Sprachen zu sprechen. Solche Prozesse können auch z.B. die kulturelle Identifizierung oder 
persönliche Motivation usw. sein, aber es sind sicherlich nicht die Unterschiede zwischen 
Sprachen im gewöhnlichen Sinne. Ein solcher Prozess kann, muss aber nicht mit einer sozio-
historisch modellierten Sprache übereinstimmen.  
                                                 
5 Z.B. dt. Ball – ital. palla; dt. Hund – ital. cane (wobei zu beachten ist, dass Ball/palla phonetisch ähnlicher 
klingen, als Hund/cane). 
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Dieser Aspekt der sozio-historisch modellierten Einzelprachen ist vor allem im 
Zusammenhang mit den zahlreichen Untersuchungen zur Interlanguage interessant, auf die im 
nächsten Abschnitt noch besonders eingegangen wird. 
Die Relativität der Klassifizierung von Einzelsprachen nach sozio-historischen, also 
qualitativen, Kriterien zeigt sich vor allem in der Schwierigkeit, diese quantitativ erfassen zu 
wollen. Für ein solches Unterfangen müssten die qualitativ definierten Einzelsprachen 
zunächst quantitativ erfasst werden. Erst wenn das Forschungsobjekt Sprache(n) quantitativ 
definiert ist, könnten streng genommen quantitative Messverfahren (z.B. auch f-MRT und 
PET) zu ihrer Analyse eingesetzt werden. Davon ist man in der Praxis aber noch weit entfernt.   
Trotz der kontrovers diskutierten Definition von „Zweitsprache“ ist es jener Begriff, der sich 
am Besten eignet, um das zu beschreiben, was Ziel dieser Forschungsarbeit ist.  
 
 
1.2 Interlanguage 
 
Unter Interlanguage („Interimssprache“) versteht man eine „Zwischen-Sprache“, die sich 
beim Zweitspracherwerb entwickelt, und die nur teilweise auf die Erst- oder Ausgangssprache 
bzw. auf die Zweit- oder Targetsprache zurückgeführt werden kann. Die Interlanguage soll 
vielmehr als selbstständiges System mit eigenen Regeln verstanden werden. Erstmals wurde 
dieser Begriff anfangs der siebziger Jahre von Larry Selinker geprägt, obwohl man das 
Phänomen schon vorher erkannt und auf diese partikuläre Zwischensprache hingewiesen hatte 
(cf. z.B. Corder 1967).  
Die Erkenntnis, dass es eine Interlanguage gibt, geht z.T. schon auf den Behaviorismus 
(Anfang/Mitte des 20. Jhd.) zurück. Laut der behavioristischen Auffassung erfolgt jede Form 
von Lernen, so wie es auch der Spracherwerb eine ist, durch Wiederholung bestimmter 
Reaktionen zu bestimmten Stimuli, die dann zur Gewohnheit werden. Die Hauptkritik an 
dieser Auffassung liegt natürlich darin, dass ein Lerner auch Output produzieren kann, das 
nicht nur eine reine Input-Reproduktion ist. Im Fall des Zweitspracherwerbes ist dieses Output 
die Interlanguage, die der Lerner hervorbringt, indem er sich an die L1 anlehnt, aber auf dem 
Weg des L2-Lernens ein eigenes Sprachsystem entwickelt. Der Lerner erkennt bestimmte 
Gesetzmäßigkeiten und versucht, diese anzuwenden. 
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Der Zweitspracherwerb weist eine Dialektik auf, wobei die Erstsprache ihren Einfluss auf die 
Zweitsprache ausübt. Aber auch die Zweitsprache kann ihre Auswirkungen auf die 
Erstsprache haben (cf. Kecskes und Papp 2000). Die Forschung hat zwischen positivem 
Transfer (wenn die Kenntnis der L1 den L2-Erwerb erleichtert), und negativem Transfer 
(wenn die L1 als Fehlerquelle für die L2 vermutet wird) unterschieden, wobei in letzter Zeit 
immer mehr von „cross-linguistic influence“ die Rede ist, um den etwas unglücklich 
gewählten Ausdruck „Transfer“ zu vermeiden.6      
Kellermann (1979) spricht von einem U-förmigen Sprachkompetenzerwerb aufgrund der 
Tatsache, dass zu Beginn des Spracherwerbprozess die Sprachkompetenz besser zu sein 
scheint, als in einem zweiten Moment, sobald die ersten Interlanguage-Produktionen den 
Eindruck wecken, dass der Lerner einen Rückschritt gemacht hat. Die ersten Versuche, eine 
Sprache zu sprechen, sind zunächst einmal Nachahmungen, und weil sie der Targetsprache 
ähnlicher sind, erscheinen sie korrekter zu sein, als die Interlanguage. Diese Chunks können 
auch aus der Wiedergabe ganzer Sätze bestehen. In einem zweiten Moment erst versucht der 
Lerner eine eigene Sprache zu entwickeln und die kombinatorischen Regeln der Rekursivität 
zu erschließen. Nach Hauser et al. (2002) bildet die Rekursivität (d.h. die Fähigkeit mit der 
Grammatik aus einer finiten Anzahl von Elemente eine infinite Anzahl von Kombination zu 
bilden) den quantitativen Unterschied zwischen den humanen und den animalischen 
Lebewesen.    
Die Gesetzmäßigkeiten der in der Interlanguage verwendeten Ausdrücke, wie z.B. „er gehte“ 
statt „er ging“, zeigt auch, dass die Normierung der Einzelsprachen relativ und dynamisch ist. 
Denn sog. Fehler, die immer wieder vorkommen, können im Laufe der Zeit als Nebenformen 
in der Grammatik aufgenommen werden und sich unter entsprechenden Umständen auch als 
neue Norm durchsetzen. In der Interlanguage-Diskussion spricht man in diesen Fällen immer 
noch davon, dass die Targetsprache nicht völlig beherrscht wird, aber man könnte sich auch 
die Frage umformuliert vorstellen: Sind in den Grammatiken der Einzelsprachen die Formen 
und Regeln korrekt berücksichtigt worden?   
 
 
 
                                                 
6 Transfer müsste eigentlich den Verlust der L1 zugunsten der L2 implizieren. 
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1.3 Einflussfaktoren beim Zweitspracherwerb 
 
Die Einflussvariablen beim Zweitspracherwerb können in zwei größere Gruppen eingeteilt 
werden: externe und interne Faktoren des Individuums. Zu den externen Faktoren zählen 
insbesondere das linguistische Input, dem der Lerner ausgesetzt ist, die Interaktion bzw. die 
Kommunikation und alle makro-sozialen Einflussvariablen, wie das soziale Umfeld, die 
Kultur usw. Zu den internen Faktoren gehören anatomische Voraussetzungen der 
menschlichen Konstitution, Alter, Motivation, Persönlichkeit, Lernstrategien, Prädisposition 
zur Sprachfähigkeit, Aufmerksamkeit usw.  
Methodologisch gilt es als sehr schwierig alle Einflussvariablen, die beim Zweitspracherwerb 
eine Rolle spielen, zu untersuchen und zu erfassen. Im empirischen Teil dieser Arbeit habe ich 
mir das Ziel gesetzt eine möglichst homogene Gruppe mit der f-MRT zu untersuchen, was im 
Vergleich zu anderen f-MRT-Studien zur Mehrsprachigkeit mit einer ladinischen 
Probandengruppe gelungen ist. 
 
 
1.4 Input und Output        
 
Input bezeichnet das ganze Sprachmaterial, dem der Lerner in der Targetsprache beim 
Zweitspracherwerb ausgesetzt ist. Während einer Kommunikation wird nicht der ganze Input 
wahrgenommen, sondern nur ein Teil davon wird noticed, der sog. Intake. Das Input ist 
methodologisch leicht erfassbar (z.B. mittels Aufzeichnung); schwieriger ist es, emprisch 
genau festzustellen, welcher Teil des Inputs in Intake umgewandelt wird. Die naheliegendste 
Methode wäre nämlich, den Lerner so lange zu beobachten, bis er spontan bestimmte neue 
Sprachstrukturen anwendet, was aber nicht den Fall ausschließt, dass dieses neue Wissen 
schon vorher in Form von Intake im Lerner vorhanden war, ohne als Output umgesetzt worden 
zu sein. Aber auch im Fall, wo dem Forscher bestimmte neue Strukturen im Output auffallen, 
kann er sich immer noch nicht sicher sein, ob der Lerner diese nur zufällig produziert hat oder 
ob er die betreffende Regel beherrscht und diese auch explizieren könnte. Schon ab dem 
Moment, in dem der Forscher danach fragt, kann man methodologisch nicht mehr eindeutig 
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feststellen, ob der Lerner sich dessen wirklich vorher schon bewusst war, oder ob es die Frage 
gewesen ist, die dieses Bewusstsein im Lerner hervorgerufen hat.  
Input kann auf verschiedene Art vorhanden und wahrgenommen werden. Im Fall einer 
bewussten Vereinfachung der Sprache zwecks besserem Verständnis für den Lerner seitens 
des Muttersprachlers, ist von Foreigner Talk die Rede. Es scheint, dass diese 
Vereinfachungsstrategien der Muttersprachler unabhängig von der Herkunftssprache die 
gleichen Merkmale aufweisen, wie eine verlangsamte Artikulation, häufigere Pausen, 
vollständige Formen, einfachere und kürzere Sätze, Wahl geläufiger Ausdrücke usw.    
Auch beim Lerner konnten bestimmte Kommunikationsstrategien betrachtet werden, wie z.B. 
das Paraphrasieren oder Weglassen bestimmter Formen, die einem Schwierigkeiten bereiten 
usw.7.  
Sowohl beim Input als auch beim Output ist es dem Sprecher überlassen, worauf er sich 
besonders konzentrieren möchte. Insbesondere in den frühen Phasen des Zweitspracherwerbes 
ist die Unterscheidung zwischen focus on meaning und focus on form besonders deutlich. Ein 
Lerner kann seine Aufmerksamkeit vordergründig auf die Inhalte lenken oder auf die 
grammatikalische Form der Aussage. Mit der Übung wird der Sprachprozess automatisiert und 
erfordert nicht mehr soviel Aufmerksamkeit, sodass man sich gleichzeitig verstärkt sowohl auf 
den Inhalt als auch auf die Form konzentrieren kann. Trotzdem wird man immer, je nach 
Situation, entweder den einen oder anderen Aspekt hervorheben.  
Auf der selbstreflexiven Ebene kann der Output zugleich auch als Input dienen.   
In der f-MRT-Studie habe ich mir zum Ziel gesetzt, bei allen Probanden möglichst dasselbe 
Output hervorzurufen, was im Vergleich zu anderen Untersuchungen gelungen ist.  
 
 
1.5 Zweitspracherwerbsforschung und didaktische Umsetzung 
 
Diese kurzen, einleitenden Gedanken zur Klärung des Begriffes „Zweitsprache“ sollten 
verdeutlichen, dass Sprache/Sprachen als Phänomen viel komplexer sein kann/können, als 
meistens angenommen wird, und dass es vor allem auch für Lehrer, die sich mit dem 
                                                 
7 So kann, wenn man sich bei einem Verb nicht sicher ist, ob es den Dativ oder Akkusativ verlangt, der 
betreffende Satz in der Passivform umformuliert werden: So wird z.B. die aktive Form des Satzes „Sie haben 
Dir/Dich verraten“ strategisch in „Du wurdest von ihnen verraten“ umgewandelt. 
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Spracherwerb beschäftigen, von Interesse sein kann, darüber die nötigen Informationen zu 
haben, weil dies dazu beitragen kann, die Unterrichtsqualität zu verbessern.  
Forschungen zur Interlanguage haben ergeben, dass Lerner, die Fehler machen, im 
Spracherwerbsprozess fortgeschrittener sein können als jene, die einen fehlerfreien Satz 
sprechen. Die zum Erfassen der Sprachkompetenz eingesetzten Tests, können zwar helfen, 
bestimmte Aspekte zu erfassen, aber nur im Bewusstsein, dass man noch lange davon entfernt 
ist, die Komplexität der Sprache zu erfassen. Die Lehrperson muss sich auch im Klaren sein, 
nach welchen Kriterien sie den Zweitspracherwerb als erfolgreich oder nicht erfolgreich 
definiert, und dafür ist die Ziel- und Zweckmäßigkeit in einem bestimmten Kontext auch 
ausschlaggebend. Besteht zum Beispiel das Ziel darin, die Zweitsprache Kindern mit 
Migrationshintergrund zu unterrichten, wird es wichtiger sein, eine primär kommunikative, 
funktionale Sprachkompetenz zu vermitteln; soll hingegen die Klasse in funktionalem 
Schreiben (journalistisches, poetisches, wissenschaftliches usw. Schreiben) unterrichtet 
werden, wird man sich primär auf andere sprachliche Aspekte konzentrieren.   
Wenn die Lehrperson die verschiedenen Sequenzen des Spracherwerbsprozesses kennt, ist ihr 
auch bewusst, dass die Verwendung einer korrekten grammatikalischen Form nicht unbedingt 
ausreicht, um die Fortschritte im Spracherwerbsprozess zu erkennen. Man vergleiche hierzu 
folgendes Beispiel:  
Kind 1 sagt: „Teacher goes“  
Kind 2 sagt: „I goed“  
Welches Kind ist in seinem Spracherwerb fortgeschrittener?  
Die Frage kann nicht so leicht beantwortet werden, denn aus diesen zwei Sätzen kann 
überhaupt kein Rückschluss auf den Fortschritt des Spracherwerbs gezogen werden, sondern 
man kann nur Vermutungen anstellen. Analysieren wir zunächst einmal die zwei Aussagen 
mittels Fehleranalyse: 
Im Satz von Kind 1 ist die Verbform korrekt, aber der Artikel fehlt.  
Im Satz von Kind 2 ist die Form „goed“ an Stelle von „went“ zur Bildung der 
Vergangenheitsform verwendet worden.     
Darüber hinaus kann aus den zwei Sätzen entnommen werden, dass: 
Kind 1 das Konjugationsmorphem –S zur Bildung der dritten Person Singular im Englischen  
korrekt verwendet hat. 
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Kind 2 hat die Endung „–ed“, die normalerweise zur Bildung der Vergangenheitszeit 
verwendet wird, korrekt benützt. Es weiß jedoch noch nicht, dass es sich beim Verb to go um 
eine Ausnahme von dieser Regel handelt, und man eigentlich die Form „went“ hätte 
verwenden  müssen.   
Bei Kind 1 wissen wir nicht, ob das Kind sich die Verwendung des Konjugationsmorphems –
S effektiv angeeignet hat, oder ob es diesen Satz, den es so oft gehört hat, als fertiges Element 
auf implizite Weise gespeichert hat, und es in Form von Chunk, einer bestimmten Situation 
gemäß, anwendet. Ein Indiz dazu könnte etwa die Beobachtung sein, dass in den meisten 
anderen Fällen, wo es die dritte Person benutzt, diese korrekt mit –s gebildet wird. Studien wie 
z.B. jene von Brown 1973 und die von Dulay & Burt 1973 gehen davon aus, dass die 
Aneignung dieses –S-Morphems zur Bildung der dritten Person Singular im Erwerbsprozess 
der englischen Sprache normalerweise erst nach der Aneignung anderer Morpheme (z.B. –s im 
Plural, -ing-Form und des Artikels) erfolgt. Da im oben genannten Beispiel der Artikel fehlt, 
ist es wahrscheinlicher, dass diese Form eher ein Chunk ist, als dass es sich um die korrekte 
Applizierung des s-Morphems für die dritte Person Singular handelt.  
Kind 2 hingegen hat sich die Regel zur Bildung der Vergangenheitsform schon angeeignet. Es 
hat auch verstanden, dass dies mittels Morphemanhängung „-ed“ am Wortende erfolgt. Es hat 
auch schon den Versuch gestartet, nach einer eigenen Form für das Ausdrücken der 
Vergangenheitsform zu suchen, und die Vergangenheitsidee nicht nur mittels Adverb, wie z.B. 
gestern/vorher, auszudrücken.    
Insgesamt gilt es aber auch zu untersuchen, auf wie viele Aussagen sich ein Urteil zur 
Feststellung des Nivaues der Spracherwerbskompetenz stützt. Denn wenn ein Kind in einer 
Stunde zwei Sätze sagt, die zwar in der Form korrekt sind, und vielleicht noch als Chunks 
gespeichert worden sind, und ein anderes Kind vielleicht systematisch die eigene 
Interlanguage anwendet, und für unregelmäßige Formen in der Targetsprache andere Formen 
verwendet, die aber einer eigenen Gesetzmäßigkeit unterliegen, wie z.B. statt „ich ging“; „ich 
gehte“ oder „ich laufte“ statt „ich lief“ [wobei es sich immer um den gleichen „Fehler” 
handelt, aber der Lehrer diesen vielleicht nicht als gleichartig wahrnimmt und folglich 20 
Fehler in der Stunde zählt (wobei aber zu beachten ist, das dieses Kind 20 Sätze – und nicht 
nur 2! – gesagt hat)], bedeutet das nicht, dass das Kind mit der kleineren Anzahl an Fehlern im 
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Erwerbsprozess fortgeschrittener ist; es bedeutet umgekehrt aber auch nicht, dass das Kind, 
das weniger gesagt hat, nicht so fortgeschritten ist. 
Des Weiteren muss beachtet werden, dass bei solchen Folgerungen das Kind nur in diesem 
einen  Aspekt auf dem festgestellten Niveau ist. Es gibt grammatikalische Aspekte, die einer 
bestimmten Aneignungssequenz unterliegen, andere aber nicht. Und wenn man Grammatik 
korrekt anwenden kann, bedeutet das nicht gleichfalls, dass man auch einen größeren 
Wortschatz hat, oder dass man sozial interagieren kann. Und Tatsache ist auch, dass, wenn ein 
Kind einen vergleichsweise introvertierten Charakter hat, dieses schwerer Fortschritte im 
Spracherwerbsprozess zeigen wird; was aber nicht unbedingt heißt, dass dieses Kind keine 
Fortschritte gemacht hat.  
Es ist deshalb jener Aspekt von Sprache ausschlaggebend, den der Lehrer vordergründig 
vermitteln will, und das von einer präzisen Verwendung von Sprache bzw. Verfeinerung der 
Kategorisierungs- und Wahrnehmungsfähigkeit (v.a. in der Muttersprache) bis zur 
Interaktions- und Sozialisierungskompetenz (v.a. Fremdsprache) reichen kann. Im Unterschied 
zum spontanen Spracherwerb der Erstsprache, spielt im Unterricht die Instruktion eine 
wesentliche Rolle. Deshalb handelt es sich bei jedem Unterricht – vom Prozess her gesehen – 
um einen „Zweitsprachenunterricht“, da Instruktion und weitere Faktoren den Unterricht auf 
jeden Fall vom spontanen muttersprachlichen Erstspracherwerb unterscheiden; auch wenn 
jener, in krashianischem Sinne, so natürlich als möglich zu gestalten versucht wird (cf. 
Krashen & Terrell 2000). 
Die Instruktion beim Fremdsprachenerwerb kann mehr oder weniger explizit bzw. implizit 
erfolgen. Untersuchungen haben ergeben, dass die Explizierung einer Regel nur dann zu 
besseren Ergebnissen führt, wenn der Lerner in seinem Spracherwerbsprozess so weit ist und 
die Voraussetzungen besitzt, die Regel zu erkennen und zu verstehen bzw. anzuwenden (cf. 
v.a. Pallotti 1998, S. 296)8.  
Beim Fremdsprachenerwerb mittels Instruktion, wie er sich in einem gewöhnlichen 
Klassenzimmerkontext abspielt, wird meistens einer der wichtigsten Aspekte der spontanen 
sprachlichen Kommunikation nicht berücksichtigt, nämlich die sog. Sinnverhandlung 
(negotiation of meaning). In den meisten Fällen stellt die Lehrperson den Schülern eine Frage, 
von der sie schon die Antwort kennt. Untersuchungen haben ergeben, dass der 
                                                 
8 Diese Position wird vor allem von S. Krashen vertreten (vgl. „i+1“; i=Niveau der Kompetenz des Lerners).     
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Fremdsprachenunterricht im Klassenzimmer größtenteils aus Fragen besteht, und dass die 
Zeiten, die dem Lerner zur Verfügung stehen, eigenes Output laut zu produzieren, relativ 
limitiert sind. In der spontanen Kommunikation hingegen ist die Sinnverhandlung einer der 
zentralsten Prozesse, die sich beim Sprechen abspielen. Da spontanes Sprechen immer eine 
Interaktion, die auf Konventionen beruht, voraussetzt, ist die negotiation of meaning der 
Kernprozess einer gelungenen Kommunikation. Beim Unterricht im Klassenzimmer wird 
diesem wichtigen Prozess wenig Aufmerksamkeit beigemessen (cf. v.a. Pallotti S.277-280).  
 
 
1.6 Die neuronale Lokalisierung des Zweitspracherwerbs 
 
Wie die bisher aufgezeigten Gedanken und Beispiele zeigen, kann Zweitspracherwerb aus 
verschiedenen Perspektiven betrachtet werden. Da dieses Forschungfeld aber ziemlich 
weitreichend ist, ist es nicht das Ziel dieser Arbeit alle möglichen Aspekte fortzuführen und zu 
elaborieren, sondern vorwiegend nur einen bestimmten Zugang aufzugreifen: die 
neurolinguistische Perspektive. Neurolinguistische Erkenntnisse sollen dazu beitragen, 
mentale Prozesse zu erklären und die damit verbundenen Lernmechanismen und –strategien 
zu verstehen. Die Kenntnis des Verlaufs bestimmter neuronaler Prozesse ist auch für die 
Gestaltung des  Unterrichts von Bedeutung.       
In diesem Teil beinhaltet der erste Absatz zunächt einmal Basiswissen zur makroskopischen 
Anatomie des Gehirns und Methodologien der Gehirnforschung, während der zweite Absatz 
sich speziell mit der Untersuchungsmethode der f-MRT beschäftigt. 
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1.6.1 Basiswissen zur makroskopischen Anatomie des Gehirns und Methodologien der 
Gehirnforschung9 
 
Heutzutage bezeichnet man die Wissenschaft, die die Strukturen des Nervensystems erforscht 
sowie die Gehirnareale des Nervensystems und dessen Verbindungen zu beschreiben versucht, 
als Neuroanatomie. Die Neuroanatomie beschreibt einerseits die generellen Strukturen und 
Verbindungen des Gehirns, andererseits betreibt sie auch mikroskopische Anatomie, sie 
beschäftigt sich mit der Organisation der Neuronen und erforscht die cerebralen inter- und 
intrazellulären Strukturen und Prozesse. 
Eine makroskopische Anatomie des Gehirns kann auch mit bloßem Auge erstellt werden10, im 
Gegensatz zu einer mikroskopischen Anatomie, für die es besonderer 
Untersuchungsinstrumente bedarf (wie z.B. Mikroskop), um die vorhandenen Strukturen 
erkennen zu können. 
Da die anatomische Terminologie der Lage- und Richtungsbezeichnungen in den 
Naturwissenschaften nicht übereinstimmend verwendet wird, soll im Folgendem vorerst eine 
kurze Erläuterung der Verwendung dieser Ausdrücke in der vorliegenden Arbeit erfolgen:  
a) Um die Richtung anzugeben, wird eine Bezeichnungsform verwendet, die sich von der 
Körperanatomie ableitet (dorsal, ventral, rostral und kaudal); 
b) Um die Position auszudrücken, verwendet man die Ausdrücke: superior (oben), 
inferior (unten), anterior (vorne) und posterior (hinten). 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                 
9 Dieser einleitende Teil basiert auf allgemeiner Literatur und verschiedenen Basislexika; im Speziellen aber 
dienten die Grundwerke der Neurowissenschaften, das Werk „Principle of Neural science“ von Eric R. Kandel, 
James H. Schwartz und Thomas M. Jessell (italienische Version) und „“Cognitive Neuroscience. The biology of 
the mind“ von Michael S. Gazzaniga, Richard Ivry und George R. Mangun als Vorlage. 
10 Dabei werden nicht nur die äußerlich sichtbaren Strukturen betrachtet, sondern auch jene Strukturen, die man 
beim Sektionieren erkennen kann.  
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Fig. 01 
 
 
Quelle: Abb. 1: http://www.tauchen.de/medizin/images/350pixKOPF_GEHIRN090505.jpg (adaptiert) 
             Abb. 2: http://homepage.smc.edu/russell_richard/Psych2/Graphics/human_brain_directions.htm 
 
 
 
 
Tab. 01 
Richtung Position 
dorsal (lat. dorsum = Rücken) rückenwärts oben liegend superior 
ventral (lat. venter = Bauch) bauchseitig bzw. am Bauch gelegen unten liegend inferior 
rostral (lat. rostrum = Schnabel/Schnauze) 
zur Schnauze hin (beim 
Menschen also oben, bei 
Tieren vorn) 
vorn liegend anterior 
kaudal (lat. cauda = Schwanz) 
zum Schwanze hin (beim 
aufrecht stehenden 
Menschen also unten, bei 
Tieren hinten) 
hinten liegend posterior 
 
 
Wie bereits ausgeführt, kann das Gehirn anhand verschiedener Kriterien auf mehrere Weisen 
eingeteilt werden. 
Auf den ersten Blick lassen sich drei Hauptgliederungen erkennen: das in Sulci und Gyrus 
gewölbte Großhirn, das blattförmige Kleinhirn und der Hirnstamm.   
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Fig. 02 
 
Quelle: Abb. 1: http://www.scheffel.og.bw.schule.de/faecher/science/biologie/mannfrau/gehirn.gif 
             Abb. 2: http://www.tk-online.de/tkservice/mug/anatomicus/grafiken/350x350/gehirn.jpg 
 
 
Entwicklungsgeschichtlich ist der Hirnstamm der älteste Teil des menschlichen Gehirns. Der 
kaudalste Teil des Hirnstammes, die Medulla oblongata 4, schließt sich dem obersten 
Abschnitt des Rückenmarks 5 an. Der Pons (Brücke) 3 ist Teil des Hirnstammes. Ihm ist 
dorsal das Cerebellum (Kleinhirn) 2 angelagert, beide Strukturen zusammen werden auch als 
Metencephalon (Mittelhirn) bezeichnet. Der Hirnstamm wird dorsal und lateral von den 
beiden Hemisphären des Cerebrums (Großhirn) 1 bedeckt. Das Cerebrum, auch 
Telencephalon (Endhirn) genannt, ist entwicklungsgeschichtlich der jüngste Teil des Gehirns.  
 
In der folgenden Abbildung wird schematisch die Entwicklung bzw. die Evolution des 
Zentralen Nervensystems dargestellt. Das Nervensystem beschreibt die Gesamtheit aller 
Nervenzellen in einem Organismus. Im Menschen unterscheidet man zwischen Zentralem 
(ZNS) und Peripherem Nervensystem (PNS). Das ZNS besteht aus dem Gehirn und dem 
Rückenmark, während das PNS aus der Summe aller anderen Nerven besteht. Das ZNS kann 
als Befehls- und Kontrollinstanz des Nervensystems bezeichnet werden, während das PNS 
eine Vermittleraufgabe erfüllt und die Befehle des ZNS ausführt. Ursprünglich bestand das 
Nervensystem aus einem segmentierten Strang (dem Rückenmark), von dessen Fasern der 
Kontakt zu den einzelnen Körpersegmenten hergestellt wird (so z.B. noch immer beim 
Regenwurm). Beim Menschen – so wie auch bei den anderen komplexeren Lebewesen – 
haben sich entwicklungsgeschichtlich an den Enden dieses Stranges die Sinnesorgane (Augen, 
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Nase, Ohren) verstärkt ausgebildet. Um die dadurch aufgenommenen Informationen besser 
verarbeiten zu können, entwickelte sich das Gehirn. 
Die drei Hauptabschnitte des Zentralen Nervensystems sind Prosencephalon (Vorderhirn), 
Mesencephalon (Mittelhirn) und Rhomboencephalon (Rautenhirn). Von der in drei Abschnitte 
unterteilten Struktur (Drei-Blasen-Stadium) entwickelte sich das Gehirn bei den Säugern zum 
Fünf-Blasen-Stadium: Telencephalon, Diencephalon (Zwischenhirn), Mesencephalon 
(Mittelhirn), Metencephalon (Hinterhirn) und Myelencephalon (Nachhirn). 
  
Fig. 03 
 
Quelle: http://en.wikipedia.org/wiki/Image:EmbryonicBrain.png 
 
 
Das Gehirn ist beim Menschen im Vergleich zu allen anderen Lebewesen am ausgeprägtesten. 
Die Gesamtfläche des Gehirns eines erwachsenen Menschen beträgt ca. 2.200-2.400 cm², die 
Länge aller Nervenbahnen des Gehirns etwa 5,8 Millionen Kilometer. Das Gehirn einer 
erwachsenen Frau wiegt ca. 1.245 g, jenes eines erwachsenen Mannes ca. 1.375 g.  
Um den zur Verfügung stehenden Platz optimal auszunutzen, ist die Gehirnmasse in Sulci 
(Furchen) und Gyri (Windungen) gewölbt, was auch eine schnellere Informationsübertragung 
ermöglicht. Obwohl das Gehirn nur etwa 2% der Körpermasse ausmacht, hat es in Relation zu 
seiner Masse einen enormen Sauerstoff- und Energiebedarf (20% der gesamten 
Körperenergie). 
 
Das Großhirn ist in vier Hauptteile gegliedert, die durch tiefere Fissurae (Spalten) 
voneinander getrennt sin. Die noch heute gültige Terminologie der vier Lobi (Lappen), die 
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sich auf die Namen der darunterliegenden Knochen bezieht, wurde 1869 von Alexander Ecker 
(1816-1887) vorgeschlagen: 
- Frontallappen oder Stirnlappen (Lobus frontalis)  
- Parietallappen oder Scheitellappen (Lobus parietalis)  
- Temporallappen oder Schläfenlappen (Lobus temporalis)  
- Okzipitallappen oder Hinterhauptslappen (Lobus occipitalis)  
Zusätzlich fassen einige Autoren gewisse entwicklungsgeschichtlich ältere Teile der 
Innenstruktur des Cortex (z. B. Gyrus cinguli und Hippocampus) als eigenständigen Teil 
zusammen (das sog. Limbische System). 
 
 
 
Fig. 04 
 
Quelle: http://www.alzheimer-forschung.de/images/illu_anazomie.jpg 
 
 
 
 
 
In der nächsten Abbildung (sh. folgende Siete) wird die Hauptanatomie der Gehirnoberfläche 
dargestellt.  
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     Fig. 05 
 
     Quelle: http://www.univie.ac.at/anatomie2/plastinatedbrain/surfaceanatomy/suplat-gs-text.jpg (adaptiert) 
 
 
Die beiden Gehirnhemisphären sind durch die Fissura longitudinalis und gegen das 
Diencephalon durch die Fissura transversa getrennt. 
Der Sulcus centralis (Zentralfurche) trennt den Frontallappen vom Parietallappen. Der Sulcus 
lateralis, auch Fissura Sylvii (Sylvische Furche) genannt, trennt den Temporallappen von den 
Parietal- und Frontallappen. Der Okzipitallappen wird vom Parietal- und Temporallappen 
oben vom Sulcus parietooccipitalis und unten von der Incisura praeoccipitalis getrennt. 
Die linke und die rechte Hemisphäre sind durch Faserbündel, den sog. Commissurae 
(Querbahnen) miteinander verbunden. Das weitaus stärkste System an Kommissurenfasern 
wird vom Corpus callosum (Balken) dargestellt; andere sind die Commissura anterior und im 
limbischen System die Commissura fornicis oder Fornix (Gewölbe).  
 
 
Fig. 06 
 
Quelle: http://www.nlm.nih.gov/medlineplus/ency/images/ency/fullsize/8753.jpg (adaptiert) 
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Im folgendem Abschnitt wird kurz auf die modernen Methoden der Neurowissenschaften 
eingegangen, die es in den letzten Jahrzehnten ermöglicht haben,  
a) ein ziemlich genaues Bild der Gehirnfunktionen zu erstellen sowie  
b) deren Informationsverarbeitungsprozesse und Netzwerkverbindungsmodalitäten 
nachvollziehbar zu rekonstruieren.  
 
Fig. 07 
 
  Quelle: Abb. 1: http://www.phrenology.com/americanphrenology.jpg 
               Abb. 2: http://de.wikibooks.org/wiki/Bild:MRI_head_side.jpg 
 
Eine der frühesten Untersuchungsformen des Gehirns war die Sezierung. Die ersten 
wissenschaftlichen Sektionen werden dem Griechen Herophilos von Chalkedon (um 325–255 
v. Chr.) zugeschrieben. Nach der Entfernung des Gehirns vom Schädel und der Abtrennung 
der als „Dura mater“ bezeichneten kollagenen Bindegewebsschicht, kann das bloße Auge die 
markantesten Strukturen des Gehirns unmittelbar erkennen, wie den Hirnstamm, das Kleinhirn 
und der gewölbte Cortex – die Gyri und die Sulci. Weitere Sezierungen am Gehirn lieferten 
Erkenntnisse über die inneren Strukturen und dessen Organisation, wie z.B. die Dichotomie 
zwischen weißer und grauer Substanz11 oder über prominente Nervenfasern, die bestimmte 
                                                 
11 Die Bezeichnung „graue Substanz“ leitet sich von der Farbe ab, die bei der Sezierung des toten Gehirns dieses 
Gewebe annimmt. Bei einem lebenden Gehirn trifft aber diese Farbbezeichnung nicht zu, weil sich das Gewebe 
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Regionen verknüpfen, wie der Fasciculus arcuatus zwischen dem Broca- und dem 
Wernickeareal. 
Eine präzisere Methode, um Nervenfasernbündel sowie bestimmte Gehirnstrukturen bzw. 
sogar einzelne Zellen zu beschreiben, ist die histologische Untersuchung von 
Gewebeschnitten, vor allem mittels Imprägnierung und unter Einwirkung bestimmter 
chemischer Substanzen bzw. verschiedener Färbungsarten der Zellen [die erste Zellfärbung 
wurde von Camillo Golgi (1843-1926) mit Silbernitrat erzielt, auch bekannt als „schwarze 
Reaktion“]. Anhand dieser Untersuchungsform unternahm Korbinian Brodmann (1868-1918) 
nach histologischen Kriterien eine zytoarchitektonische Mappierung der Großhirnrinde und 
teilte diese in 52 Areale, die später nach ihm Brodmann Areale (BA) genannt wurden. 
Nach dieser Einteilung befindet sich z.B. das Brocaareal im BA 44 und 45, das Wernickeareal 
im hinteren BA 22.  
 
 
 
Fig. 08 
Seitenansicht der linken Hemisphäre Seitenansicht der rechten Hemisphäre 
 
 
Quelle: http://www.fmri-easy.de/brodmann_bild_ana-Dateien/image007.gif 
 
 
 
                                                                                                                                                         
aufgrund der Vaskularisation vielmehr in einer rötlichen Farbe präsentiert. Farblich zutreffend ist hingegen die 
Bezeichnung „weiße Substanz“, die sich auf die milchige Farbe des fettigen Myelin bezieht, des 
Hauptbestandteiles dieser Substanz.  
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Eine andere kortikale Topographie – die teilweise mit der zytoarchitektonischen Mappierung 
von Brodmann übereinstimmt – wird anhand der einzelnen Gehirnfunktionen erstellt. Mit der 
Methode der direkten Stimulation lebender Gehirne kann man anhand elektrischer Ströme 
während einer Gehirnoperation bestimmte Areale stimulieren und den Effekt beobachten, der 
dabei ausgelöst wird. Würde man z.B. die Neuronen des linken Gyrus praecentralis superior 
stimulieren, müsste damit normalerweise eine motorische Reaktion im rechten Arm- bzw. 
Brustbereich induziert werden. Umgekehrt würde die Stimulation des gleichen Areals rechts 
eine motorische Reaktion im linken Arm- bzw. Brustbereich hervorrufen. Die Stimulation der 
Neuronen auf gleicher Höhe – jedoch im Gyrus postcentralis superior (hinter dem Sulcus 
centralis [Zentralfurche] gelegen) würde eine somatosensorische Empfindung in ungefähr den 
gleichen Arealen hervorrufen. Man vergleiche dazu, die folgenden Darstellungen des sog. 
Homunculus.12 
 
 
 
Fig. 09 
 
 
 
 
 
 
 
 
 
                                                 
12 Es handelt sich hierbei (Abb. 1) um den „sensiblen“ bzw. „sensomotorischen“ Homunculus. In bestimmten 
Proportionen (vgl. Abb. 2 und 3) unterscheidet er sich leicht von seinem „motorischen“ Äquivalenten. 
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Fig.  10 
 
Quelle: Abb. 1: http://www.boldra.com/images/incoming/sensory_homunculus.jpeg 
             Abb. 2: http://www.sinnesphysiologie.de/hvsinne/haut/cortex.jpg 
             Abb. 3: http://www.merck.com/media/mmpe/figures/3779NEU210_02_ps.gif (adaptiert) 
                          http://me.in-berlin.de/~rws/homunculus.png  
 
 
Der „anatomische“ Homunculus ist eine Punkt-zu-Punkt-Zuordnung der Körperregionen und 
des entsprechenden Gehirnareals, wobei der motorische Homunculus der Körperrepräsentation 
im Gyrus praecentralis entspricht, während der sensomotorische Homunculus jener im Gyrus 
postcentralis entspricht. Die Größenverhältnisse des Homunculus spiegeln die Größe des 
zuständigen Neuronennetzwerkes für eine bestimmte Körperregion wider. So ist z.B. die 
Handmotorik des Menschen sehr ausgeprägt, und dementsprechend sind auch viele Neuronen 
für die verschiedenen Bewegungen der Hand zuständig. Mit dem Rücken hingegen empfindet 
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man im Normalfall relativ wenig,13 und deshalb ist auch die entsprechende Gehirnregion im 
Gyrus postcentralis relativ klein (vgl. Abb. 2 und 3). Die kortikale Topographie des 
Homunculus mittels Elektrostimulation wurde von Wilder Penfield (1891-1976) und Herbert 
Jasper (1906-1999) erstellt.  
Auch wenn heute die Ergebnisse der Forschungsgruppe um Ravi Menon14 mit der f-MRT-
Technik eine von der originalen Homunculusdarstellung etwas abweichende Repräsentation 
vermuten lassen, kann der Wert der Methode mittels elektrischer Stimulation nicht geleugnet 
werden. Diese reduziert sich nicht nur auf die Festlegung der unterschiedlichen 
Homunculusdarstellungen, sondern könnte theoretisch auch andere Gehirnfunktionen 
untersuchen. Im konkreten Fall ist aber diese Technik für reine Forschungszwecke aus 
ethischen Gründen – wegen der Schwierigkeiten, die mit ihrer Durchführung verbunden sind – 
nicht geeignet und wird ausschließlich bei bereits hirnverletzten Patienten angewandt; deshalb 
beschränken sich ihre Ergebnisse auch hauptsächlich auf die primären Gehirnfunktionen, 
während komplexere (wie z.B. Entscheidungen treffen, mathematisches Denken, etc.) 
ausgespart bleiben.15 
Heutzutage bevorzugt es die Gehirnforschung, mit sog. bildgebenden Verfahren zu arbeiten. 
Diese Untersuchungsmethodologie ist inzwischen so weit entwickelt, dass es mit diesem 
Verfahren mittlerweile möglich ist, ein in vivo-„Bild“ der Gehirnaktivität gesunder Personen 
zu erstellen. Der Vorteil dieser Technik ist, dass sie nicht gesundheitsgefährdend bzw. -
schädigend ist und deshalb problemlos auch zu reinen Forschungszwecken verwendet werden 
darf.16  
Bei den bildgebenden Verfahren unterscheidet man zwischen strukturell-anatomischen 
Verfahren, die nur die anatomische Gehirnstruktur darstellen, und den funktionellen  
Verfahren, die eine Funktion darstellen. Die funktionelle Magnetresonanztomographie (f-
                                                 
13 Man vergleiche hierzu dieses einfache Experiment (das mit geschlossen Augen durchgeführt werden sollte): 
Wenn man gleichzeitig (von einer anderen Person) mit zwei spitzen Gegenständen am Rücken berührt wird, kann 
man normalerweise erst dann die Tatsache erkennen, dass es sich dabei um zwei Objekte handelt, wenn die 
Entfernung der zwei Spitzen mindestens 5 cm beträgt, ansonsten nimmt man an, dass es sich nur um einen 
einzigen Gegenstand handelt. Wiederholt man das gleiche Experiment auf der Hand, wird man auch bei einem 
sehr kleinen Abstand der zwei Spitzen leicht erkennen, dass es sich dabei um zwei Gegenstände handelt. 
14 Cf.: http://www.imaging.robarts.ca/~rmenon/html/lfmrr.html 
15 Da das „offene“ Gehirn dem Schmerz gegenüber unempfindlich ist, sind die Patienten während 
Gehirnoperationen meist bei vollem Bewusstsein.  
16 Alle Forschungsstudien, die ein Risiko für den gesunden Probanden bedeuten würden, dürften aus ethischen 
Gründen nicht durchgeführt werden. 
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MRT) z.B. ermöglicht es, Gehirnfunktionen zu lokalisieren, da anhand der Messung der 
Veränderungen der cerebralen Durchblutung indirekt auf Gehirnaktivität hingewiesen werden 
kann.  
Für Forschungszwecke zur Lokalisierung der Gehirnfunktionen werden heutzutage 
hautsächlich die f-MR- Tomographie oder die PE-Tomographie (Positronen-Emissions-
Tomographie) verwendet, die beide bei gesunden Patienten auf nicht invasive Weise und bei 
vollem Bewusstseinszustand durchgeführt werden können. Beide Verfahren wenden meistens 
das Subtraktionsverfahren zur Determinierung einer bestimmten Funktion an, d.h., dem 
Probanden werden zwei fast identische Aufgaben gestellt, die sich nur in einer 
funktionsspezifischen Komponente unterscheiden. Soll z.B. die Funktion, Bilder zu benennen, 
lokalisiert werden, braucht es zusätzlich zu dieser Hauptaufgabe (i.e. Bilder benennen) eine 
fast identische Kontrollaufgabe (z.B. Bilder anschauen, ohne sie zu benennen). Aus dem 
Vergleich dieser zwei Aktivitäten lässt sich die Gehirnaktivität bestimmen: Beim 
Bilderbenennen aktiviert der Proband bestimmte Neuronen, die er auch beim Sehen dieser 
Bilder bereits aktiviert hat. In der Subtrahierung bzw. kontrastiven Auswertung der Aktivität, 
die während des Sehens erfolgt, mit jener, die während der Bilderbenennung entsteht, lassen 
sich die Neuronen, die nur beim Benennungsakt aktiviert werden, herausfiltern. Folglich kann 
die entsprechende Lokalisierung im Gehirn vorgenommen werden. Das eben genannte 
Beispiel dient als einfache Darstellung des Verfahrens, das in der konkreten Umsetzung 
natürlich um einiges komplexer ist.  
Während die eben genannten Verfahren f-MRT und PET besonders zur Determinierung der 
räumlichen Lokalisierung der Gehirnaktivität dienen, gibt die Aufzeichnung 
ereigniskorrelierter Potentiale (EKP) Aufschluß über die zeitliche Verarbeitung der 
Gehirnfunktionen.  
Eine Kombination von Untersuchungsverfahren zur gleichzeitigen Determinierung von Raum 
und Zeit wäre die optimale Methode, um eine Gehirnfunktion zu beschreiben. Aus technischen 
Gründen ist es jedoch heutzutage noch nicht möglich, eine Kombination (wie etwa von f-MRT 
und EKP) gleichzeitig durchzuführen. 
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1.6.2  Übersicht über den bisherigen Diskussionsstand der f-MRT-Studien zum 
Zweitspracherwerb 
 
Mit dem Thema der Mehrsprachigkeit haben sich bereits viele linguistische und 
neurowissenschaftliche Untersuchungen auseinandergesetzt. Im neurolinguistischen Bereich 
waren es vor allem Studien, die sich die Frage stellten, ob mehrere Sprachen das gleiche 
neuronale Netzwerk in Anspruch nehmen oder ob dabei verschiedene Gehirnareale aktiviert 
werden. Wenn man den Akt der Sprachproduktion in seiner Gesamtheit (von der Intention zur 
Artikulation, cf. Levelt 1989) betrachtet, dann erscheint es einsichtig, dass die verschiedenen 
Formen der Perzeption bzw. das Ausdrücken bestimmter Entitäten, wie es – neben Kunst oder 
Musik – auch die einzelnen Sprachen sein können, nur ein einzelner und minimaler Aspekt 
eines ganzheitlichen Prozesses (Input – Output) darstellen. In Folge dessen erscheint auch jene 
Hypothese plausibler zu sein, wonach verschiedenen Sprachen ein gemeinsames neuronales 
Netzwerk zugrunde liegt. Besagte Vermutung eines vorwiegend gemeinsamen Netzwerkes 
wird auch von den meisten bisherigen Studien bestätigt.  
Seit den Anfängen der neurolinguistischen Mehrsprachigkeitsforschung besteht jedoch auch 
die Erkenntnis, die vor allem auf der Verschiedenheit der Sprachstörungen sowie den  
unterschiedlichen Grade der Besserung von aphasischen Patienten beruht, dass es auch eine 
bestimmte neuronale Verschiedenheit in den Mechanismen der Sprachproduktion geben muss. 
Diese Einsicht steht aber nicht im Widerspruch zur vorhin postulierten Hypothese eines 
vorwiegend gemeinsamen neuronalen Netzwerkes, sondern ist dazu vielmehr komplementär, 
da die aufgefundenen Unterschiede intrinsisch mit einer weiteren Variablen einer bestimmten 
Sprache (bzw. Sprachkodex oder Spracherfahrung) korreliert werden können. Es ist daher 
wahrscheinlich, dass die unterschiedliche Aktivierung von Gehirnarealen vielmehr auf 
zusätzliche Faktoren zurückzuführen ist, wie age (cf. Ribot 1881), use (cf. Pitres 1895), 
fluency, exposure, proficiency, Switching-Mechanismen, Lernstrategien, Modalitäten, Task-
Komplexität usw. als auf die unterschiedlichen Sprachen an sich.  
Das Hauptproblem bei den bi- bzw. multilingualen f-MRT-Studien besteht darin, dass die 
bisherigen Arbeiten untereinander nur bedingt vergleichbar sind, da verschiedene 
Probandengruppen und Sprachen anhand von verschiedenen Tasks und 
Datenanalysenverfahren untersucht worden sind.  
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Die folgenden systematischen und detaillierten Übersichten über die bisherigen bi- bzw. 
multilingualen f-MRT-Studien sind deswegen nicht nur eine Literaturgrundlage, sondern ein 
selbstständiges Produkt dieser Untersuchung. Die ausgewerteten Studien sind chronologisch 
und innerhalb des gleichen Jahres alphabetisch nach dem Nachnamen des Erstautors geordnet. 
Die Tabellen geben Auskunft über: 
a) die Aufgabenstellungen der einzelnen f-MRT-Experimente; 
b) die dabei untersuchten Sprachen; 
c) die angewandten, variablen Analyseverfahren; 
d) die erzielten Ergebnisse (die in Anhängigkeit der eben genannten Punkte variieren 
können). 
Aufgrund der zahlreichen fachsprachlichen Ausdrücke sind die folgenden Tabellen in 
englischer Sprache verfasst worden. 
Zum Thema der Zwei- bzw. Mehrsprachigkeit wurden bisher (Frühjahr 2008) ca. 70 f-MRT-
Studien durchgeführt [1996: Yetkin et al.; 1997: Dehaene et al., Kim et al.; 1998: Neville et 
al.; 1999: Chee et al., Illes et al., Nakai et al.; 2000: Chee et al., Hernandez et al.; 2001: 
Calabbrese et al., Chee et al., Hernandez et al., Pu et al., Wattendorf et al.; 2002: Hasegawa et 
al., Luke et al., Rodriguez-Fornells et al.; 2003: Chee et al., Ding et al., Mahendra et al., 
Pallier et al., Perani et al., Pillai et al., Tan et al., Vingerhoets et al., Wang et al., Wartenburger 
et al.; 2004: Briellemann et al., Callan et al., Chee et al., Franceschini et al., Golestani and 
Zatorre, Pillai et al., Sakai et al., Thuy et al., Xue et al.; 2005: Frenck-Mestre et al., Lehtonen 
et al., Meschyan and Hernandez, Miura et al., Rodriguez-Fornells et al., Rüschemeyer et al., 
Tatsuno et al., Tham et al., Zoon et al.; 2006: Andoh et al., Callan et al., Chee et al., Cheung et 
al., Crinon et al., Golestani et al., Golestani et Pallier, Halsband, Klein et al., Ofan and Zohary, 
Rüschemeyer et al., Venkatraman et al., Xue et al., Yokoyama et al.; 2007: Abutalebi et al., 
Gandour et al., Jeong et al., Kobayashi et al., Marian et al., Meinzer et al., Suh et al, Wang et 
al.; 2008: Abutalebi et al., Kovelman et al.].  
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Davon sind folgende Studien detailliert analysiert und in Form von Tabellen wiedergegeben 
worden: 
 
• Abutalebi J, Keim R, Brambati SM, Tettamanti M, Cappa SF, De Bleser R, Perani D. 2007a. 
Late acquisition of literacy in a native language. Human Brain Mapping. 28(1):19-33. 
• Abutalebi J, Annoni JM, Zimine I, Pegna AJ, Seghier ML, Lee-Jahnke H, Lazeyras F, Cappa 
SF, Khateb A. 2008. Language Control and Lexical Competition in Bilinguals: An Event-
Related fMRI Study. Cerebral Cortex. 18(7):1496-1505. 
• Briellmann RS, Saling MM, Connell AB, Waites AB, Abbott DF, Jackson GD. 2004. A high-
field functional MRI study of quadri-lingual subjects. Brain and Language. 89(3):531-42. 
• Calabrese P, Neufeld H, Falk A, Markowitsch HJ, Müller C, Heuser L, Gehlen W, Durwen 
HF. 2001. Wortgenerierung bei Bilingualen – eine f-MRT-Studie mit Implikationen für 
Sprach- und Gedächtnisprozesse. Fortschritte der Neurologie - Psychiatrie 69:42-50.  
• Callan AM, Callan DE, Tajima K, Akahane-Yamada R. 2006. Neural processes involved with 
perception of non-native durational contrasts. Neuroreport 17(12):1353-7.  
• Callan DE, Jones JA, Callan AM, Akahane-Yamada R. 2004. Phonetic perceptual 
identification by native- and second-language speakers differentially activates brain regions 
involved with acoustic phonetic processing and those involved with articulatory-
auditory/orosensory internal models. Neuroimage 22(3):1182-94.  
• Chee MW, Caplan D, Soon CS, Sriram N, Tan EW, Thiel T, Weekes B. 1999a. Processing of 
visually presented sentences in Mandarin and English studied with fMRI. Neuron. 23:127-137.  
• Chee MWL, Tan E, Thiel T. 1999b. Mandarin and English single word processing studied with 
fMRI. Journal of Neuroscience. 19:3050-3056.  
• Chee MW, Soon CS, Lee HL, Pallier C. 2004. Left insula activation: a marker for language 
attainment in bilinguals. Proceedings of the National Academy of Sciences of the United States 
of America. 101(42):15265-70.  
• Chee WL, Hon N, Lee HL, Soon CS. 2001. Relative language proficiency modulates BOLD 
signal change when bilinguals perform semantic judgments. Neuroimage. 13:1155-1163. 
• Chee WL, Weekes B, Lee KM, Soon CS, Schreiber A, Hoon JJ, Chee M. 2000. Overlap and 
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1.6.2.1 Bisherige f-MRT: Fragestellungen und Schlussfolgerungen 
 
Tab. 02 
 
Authors 
 
Year 
 
Aim of the Study 
 
Conclusion 
Yetkin et 
al. 
1996 To use functional MR imaging 
(measuring the number of 
activated pixels) to compare 
brain activation during 
processing of languages in 
which multilingual volunteers 
are fluent with brain activation 
during processing of languages 
in which they are not fluent 
Activation was noted in the left frontal lobe in all 
subjects performing language tasks. In each 
subject, the number of activated pixels was 
greatest for the language in which the subject was 
least fluent; activation decreases as proficiency in 
a language increases 
Dehaene 
et al.  
1997 Explore the cerebral networks 
underlying comprehension of 
stories in L1 and L2 (assessing 
inter-subject variability in the 
cortical representation) 
In all subjects, listening to L1 always activated a 
similar set of areas in the left temporal lobe, 
clustered along the left superior temporal sulcus. 
Listening to L2, however, activated a highly 
variable network of left and right temporal and 
frontal areas, sometimes restricted only to right-
hemispheric regions. These results support the 
hypothesis that first language acquisition relies on 
a dedicated left-hemispheric cerebral network, 
while late second language acquisition is not 
necessarily associated with a reproducible 
biological substrate. The postulated contribution 
of the right hemisphere to L2 comprehension is 
found to hold only on average, individual subjects 
varying from complete right lateralization to 
standard left lateralization for L2 
Kim et al.  1997 Investigate the fundamental 
question of how multiple 
languages are represented in a 
human brain, in particular to 
determine the spatial 
relationship between native and 
second languages 
The study showes that within the the frontal-lobe 
language-sensitive regions (Broca's area), second 
languages acquired in adulthood ("late" 
bilinguals) are spatially separeted from native 
languages. However, when acquired during the 
early language acquisition stage of development 
(early bilinguals), native and second languages 
tend to be represented in common frontal cortical 
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areas. In both late and early bilingual subjects, the 
temporal-lobe language-sensitive regions 
(Wernicke's area) also show effectively little or no 
separation of activity based on the age of language 
acquisition. It suggests that age of language 
acquisition may be a significant factor  
Illes et al. 1999 Examine whether semantic 
processes in two languages 
(English and Spanish) are 
mediated by a common neural 
system in fluent bilinguals who 
acquired their second language 
years after acquiring their first 
language 
There was greater activation for semantic relative 
to nonsemantic decisions in left and right frontal 
regions, with greater left frontal activation. The 
locations of activations were similar for both 
languages, and no differences were found when 
semantic decisions for English and Spanish words 
were compared directly. These results 
demonstrate a shared frontal lobe system for 
semantic analysis of the languages and are 
consistent with cognitive research on bilingualism 
indicating that the two languages of a bilingual 
person access a common semantic system. We 
conclude that learning a new language, even after 
the age of 10, does not require the addition of a 
new semantic processing system or the 
recruitment of new cortical regions for semantic 
processing. Neither the differential loss or 
reacquisition of languages in bilingual aphasic 
patients nor the apparent dissociations in cortical 
activation seen in whole-language fMRI studies of 
bilingualism can be attributed to independent 
semantic subsystems 
Nakai et 
al. 
1999 The examined variable was the 
level of sentence 
comprehension. Goal was to 
extract the global differences in 
the processing network between 
comprehensive and non-
comprehensive language 
Our results suggest a role of Wernicke's area in 
the early phonological processing of auditory 
stimuli and roles of Broca's area and the angular 
gyrus in syntactic and semantic processing. 
Listening to comprehensive but non-native 
language seems to demand more networked co-
processing 
Chee et al. 2000 Overlap and Dissociation of 
Semantic Processing of Chinese 
Characters, English Words, and 
Pictures 
Areas jointly activated by character and picture 
semantic tasks compared to size judgement tasks 
included the left prefrontal region (BA 9, 44, 45), 
left posterior temporal (Ba 21, 22), left fusiform 
(BA 37), and left parietal regions (Ba 7). 
Character processing produced greater activation 
than picture processing in the left mid and 
posterior temporal as well as left prefrontal 
regions. The lateral occipital regions were more 
active during picture semantic processing than 
character semantic processing. A similar pattern 
of activation and contrasts was observed when 
English words and pictures were compared in 
another set of bilingual participants. However, 
there was less contrast between word and picture 
semantic processing than between character and 
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picture processing in the left prefrontal region. 
When character and word semantic processing 
were compared directly in a third group, the loci 
of activation peaks was similar in both languages 
but Chinese character semantic processing was 
associated with a larger MR signal change. The 
semantic processing of Chinese characters, 
English words, and pictures activates a common 
semantic system within which there are modality-
specific differences. The semantic processing of 
Chinese characters more closely resembles 
English words than pictures. Greater left posterior 
temporal activation for words and predominately 
right occipital effect for picture semantic 
processing compared to either word or character 
semantic processing; colocalization of peak 
activation for Chinese characters and english 
words in the left perisylvian cortex. Character vs. 
word processing greater BOLD signal in the left 
prefrontal areas  
Hernandez 
et al.  
2000 To investigate the question of 
language switching and the 
localization of languages
in a bilingual subject, observing 
brain activity during single and 
dual-language picture naming 
There was no evidence that each language was 
represented in different areas of the brain. Results 
are consistent with the view that language 
switching is part of a general executive attentional 
system and that languages are represented in 
overlapping areas of the brain in early bilinguals. 
The only area that revealed increased activity for 
language switching relative to single-language 
processing was the dorsolateral prefrontal cortex 
Calabrese 
et al. 
2001 We studied first and second 
language abilities in bilinguals 
with a word-fluency paradigm 
We found a predominantly left prefrontal activity 
during both first and second language processing 
an additional right prefrontal activation was 
registered during the use of second language 
Chee et al. 2001 Investigate the effect of relative 
language proficiency on the 
spatial distribution and 
magnitude of BOLD signal 
change 
Greater language proficiency corresponded to 
shorter response times and greater accuracy in the 
semantic judgement task. Within the left 
prefrontal and parietal regions, the change in 
BOLD signal was smaller in a participant's more 
proficient language. The least proficient 
performance was associated with right, in addition 
to left, inferior frontal activation. We interpret this 
finding as indicative of the recruitment of 
additional brain regions to perform semantic 
judgement in the less proficient language. The 
results highlight the importance of taking into 
consideration nature of task and relative language 
proficiency when drawing inferences from 
functional imaging studies of bilinguals  
Hernandez 
et al.  
2001 To investigate the nature of 
cognitive control in within- and 
between-language switching in 
Picture naming compared to rest revealed 
activation in the dorsolateral prefrontal cortex, 
which extended down into Broca's area in the left 
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bilingual participants hemisphere. There were no differences in the 
activation pattern for each language. English and 
Spanish both activated overlapping areas of the 
brain. Similarly, there was no difference in 
activation for naming actions or objects in 
English. However, there was increased intensity 
of activation in the dorsolateral prefrontal cortex 
for switching between languages relative to no-
switching, an effect which was not observed for 
naming of actions or objects in English. We 
suggest that the dorsolateral prefrontal cortex 
serves to attenuate interference that results from 
having to actively enhance and suppress two 
languages in alternation. These results are 
consistent with the view that switching between 
languages involves increased general executive 
processing. Finally, our results are consistent with 
the view that different languages are represented 
in overlapping areas of the brain in early 
bilinguals 
Watten-
dorf et al.  
2001 Assess whether free language 
production can reveal distinct 
activation patterns in the 
anterior language area in 
trilingual subjects 
The distinct response patterns for each language 
in a multilingual person shows that different 
languages may have different demands on specific 
brain areas involved in language processing  
Coggins et 
al. 
2003 The purpose of this small 
sample study was to investigate 
midsagittal corpus callosum 
variability in bilingual 
individuals compared to 
monolingual individuals. 
Specifically, we hypothesized 
that the corpus callosum of 
bilingual individuals will differ 
from the corpus callosum of 
monolingual individuals in the 
midsagittal plane 
This study was a MRI on midsagittal images (not 
a fMRI study).  The anterior midbody of the total 
corpus callosum midsagittal area ratio was 
significantly larger in the bilingual individuals 
compared to the monolingual individuals at the 
0.05 α level. Although this significance should be 
interpreted cautiously due to small sample size, 
the results can be interpreted as an adaptive 
response to bilingual capacity. With respect to 
second language education, the results of this 
study could suggest that bilingual learning and use 
can have a profound affect on brain structures in 
general and the corpus callosum in particular 
Mahendra 
et al. 
2003 The primary purpose is to 
present a simple method of 
accounting for run-to-run 
variability when addressing 
putative separation of the 
regions of activation related to 
first (L1) and second (L2) 
languages used by a bilingual 
speaker. A secondary purpose is 
to shed light on the patterns of 
anatomical localization of L1 
and L2 in early and late 
bilinguals subjects for two 
The results for each task suggested overlapping 
but partially distinct activation for L1 and L2. Our 
data support previous studies showing nondistinct 
regions of activation for L1 and L2, demonstrating 
that early and late bilingual subjects with 
equivalent task performance still differ in overall 
amount of activation associated with language 
performance. This effect occured for two 
generative language tasks, emphazing lexical 
skills and syntactic skills respectively. These 
results suggest that both age of acquisition for L2, 
how early and late bilinguals access their two 
languages, and the nature of the language task 
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generative language tasks  may all contribute to differences in language 
representation  
Perani et 
al.  
2003 To assess the effects of age of 
acquisition and language 
exposure on the cerebral 
correlates of lexical retrieval in 
high-proficient, early-
acquisition bilinguals 
Lexical retrieval with the verbal fluency task 
resulted in well-established pattern of the left 
hemispheric activation centered on the inferior 
frontal region. Overall, these results indicate that, 
during a production task, both age of acquisition 
and language exposure affect the pattern of brain 
activation in bilinguals, even if both languages are 
acquired early and with a comparable level of 
proficiency.The bilingual brain cannot be viewed 
as the sum of two monolingual language systems, 
but rather as a unique and complex neural system 
which may differ in individual cases. There are 
several variables that may be responsable for 
differences, like degree of proficiency or age of 
acquisition. More activation in the left inferior 
frontal cortex in L2, acquired later and less 
exposed. The greater activation in L2 vs. L1 may 
be attributed to the recruitment of additional 
resources within a dedicated network  
Pillai et al.  2003 Explore differences in regional 
fMRI activation topography and 
lateralization between  semantic 
and phonological tasks 
performed in English and 
Spanish in bilingual individuals 
Significantly higher laterality indices were noted 
in the semantic tasks as compared with the 
phonological tasks in the anterior regions of 
interest comprising the frontal and superior 
temporal lobes. A task subtraction analysis 
demonstrated right hemispheric (inferior frontal 
gyrus and supramarginal gyrus) foci of 
significantly increased activation in the combined 
language phonological tasks compared to the 
combined language semantic tasks; similarly 
prominent right hemispheric activation was seen 
in the English phonological–English semantic 
subtraction, but the analogous Spanish task 
subtraction revealed no task-related differences. 
This divergence in activation topography between 
semantic and phonological tasks performed in the 
nonnative language, but not in the primary 
language, suggests that neural networks utilized 
for phonological and semantic language 
processing in the nonnative language may not be 
as similar as those in the primary language 
Tan et al. 2003 To visualize Chinese-English 
bilingual's brain activity in 
phonological processing of 
logographic Chinese and 
alphabetic English, two written 
languages with a sharp contrast 
in phonology and orthography  
In Experiment 1, we found that phonological 
processing of Chinese characters recruits a neural 
system involving left middle frontal and posterior 
parietal gyri, cortical regions that are known to 
contribute to spatial information representation, 
spatial working memory, and coordination of 
cognitive resources as a central executive system. 
We assume that the peak activation of this system 
is relevant to the unique feature of Chinese that a 
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logographic character has a square configuration 
that maps onto a monosyllabic unit of speech. 
Equally important, when our bilingual subjects 
performed a phonological task on English words, 
this neural system was most active, whereas brain 
areas mediating English monolinguals' fine-
grained phonemic analysis, as demonstrated by 
Experiment 2, were only weakly activated. This 
suggests that our bilingual subjects were applying 
their L1 system to L2 reading and that the lack of 
letter-to-sound conversion rules in Chinese led 
Chinese readers to being less capable of 
processing English by recourse to an analytic 
reading system on which English monolinguals 
rely. Our brain imaging findings lend strongest 
support to the idea that language experience tunes 
the cortex 
Vinger-
hoets et al.  
2003 Investigate the hypothesis that 
in multilingual speakers 
different languages are 
represented in distinct brain 
regions 
In general, all language tasks revealed 
predominantly overlapping regions of activation 
for the different languages. Cerebral activation 
during use of the foreign languages showed a 
tendency toward a more extensive recruitment of 
the areas activated in the native language and the 
activation of a greater number of regions. Word 
generation in the foreign languages elicited 
additional bilateral inferior frontal activation, 
including Broca's area and left middle temporal 
gyrus activation; in the native language, additional 
postcentral activation was found. Picture naming 
in the foreign languages recruited additional 
inferior-lateral and medial frontal regions 
predominantly on the left, and more posterior 
right hemispheric activation in the mother tongue. 
During comprehension reading there was more 
activation in medial posterior regions in the native 
language. The results suggest that the 
performance of language tasks in different 
languages engages largely the same cerebral areas 
but that the brain, to perform ata comparable 
proficiency level, engages more neural substrates 
for later acquired languages. The findings do not 
support the view that languages learned later in 
life entail more right hemispheric involvement. 
Finally, a consequent effect of language exposure 
was found for reading, where increased familiarity 
engages more occipital activation whereas 
decreased familiarity appears to be associated 
with increased left hemispheric inferior frontal 
activation  
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Wang et 
al. 
2003 Investigate the cortical effects 
of learning Mandarin (lexical 
tones) as a second language by 
adult native speakers of 
American English 
It was found, that neural changes associated with 
lexical tone training include (1) an increase in 
existing working cortical volume within left 
superior temporal gyrus (BA 22), (2) recruitment 
of additional working cortical volume within left 
superior temporal gyrus (BA 42) and (3) 
recruitment of additional cortical volume within 
right inferior frontal gyrus (BA 44). These 
findings suggest a form of enrichment plasticity in 
which cortical areas are expanded and/or recruited 
to perform new language functions similar to 
those of their original specialization   
Brielle-
mann et al. 
2004 Examine the hypothesis that 
there is an inverse relationship 
between proficiency and extent 
of activation in quadri-linguals. 
The study of quadri-linguals is 
novel and has the advantage of 
providing a four-point profile 
over which differences in 
proficiency and regional 
cerebral activation can be 
correlated. We hypothesised 
that the degree of proficiency in 
each language would be related 
to the extent of functional 
activity measured in a region of 
interest analysis 
Our findings offer support for the hypothesis that 
multiple languages are subserved by a common 
left hemispheric network. All four languages 
activated overlapping brain areas, corresponding 
to the major language regions. The number of 
activated voxels correlated with proficiency, so 
that the activated volume increased for languages 
in which a subject had poorer proficiency. 
Activation did not appear to be dependent on the 
age at which the language was learnt 
Callan et 
al.  
2004 This experiment investigates 
neural processes underlying 
perceptual identification of the 
same phonemes for native- and 
second-language speakers; 
event-related fMRI study 
Consistent with the proposed model, the results 
show greater activity for second- over native-
language speakers during perceptual identification 
of /r/ and /l/ relative to vowels in brain regions 
implicated with instantiating forward and inverse 
articulatory–auditory, articulatory–orosensory 
models [Broca's area, anterior insula, anterior 
superior temporal sulcus/gyrus (STS/G), planum 
temporale (PT), superior temporal parietal area 
(Stp), SMG, and cerebellum]. The results further 
show that activity in brain regions implicated with 
instantiating these internal models is correlated 
with better /r/ and /l/ identification performance 
for second-language speakers. Greater activity 
found for native-language speakers especially in 
the anterior STG/S for /r/ and /l/ perceptual 
identification is consistent with the hypothesis that 
native-language speakers use auditory phonetic 
representations more extensively than second-
language speakers.  
Chee et al. 2004 We investigated the neural 
correlates of phonological 
working memory (PWM) in 
This finding is consistent with the hypothesis that 
the left insula is sensitive to working memory 
load.The left insula activation is supposed to be a 
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young adults who were under 
compelling social pressure to be 
bilingual 
marker for language attainment in bilinguals. Both 
equal and unequal bilinguals showed increasing 
activation with increasing load in the middle 
frontal gyrus, anterior middle frontal gyrus, 
insula, superior temporal gyrus, and inferior 
parietal lobule bilaterally. Similar results were 
obtained by using the 2-back vs. 0-back contrast 
and the linear parametric model. In-scanner 
behavioral results did not show between-group 
differences. Of the regions showing load-
dependent increments in activation, the left insula 
showed greater activation in equal bilinguals. 
Unequal bilinguals showed greater task-related 
deactivation in the anterior medial frontal region 
and greater anterior cingulate activation. In equal 
bilinguals, there was increased activation in 
cortical areas that participate in PWM. In unequal 
bilinguals there was greater activation in areas 
that are engaged in goal-directed processing. 
These differences in cortical activation suggest 
that a more optimal engagement of PWM or allied 
processes in equal 
bilinguals is linked to higher second-language 
attainment. Taken together, these observations 
support the overall construct that unequal 
bilinguals, although able to keep apace with equal 
bilinguals in a simple PWM task, show 
differences in neural activation patterns that may 
belie a less efficient processing strategy that 
correlates with poorer second-language attainment 
France-
schini  
et al. 
2004 Explore the neuronal correlates 
of code-switching 
Generally: it is unaccetable, to investigate 
"language" as a whole; we could only detect the 
effect and the correlated brain activation of a 
specific task  
Pillai et al.  2004 The purpose of this study was 
to determine whether cerebellar 
activation occurs during 
language processing and 
whether language-related 
cerebellar activation differs 
between L1 and L2 in Spanish-
English bilingual individuals 
Our preliminary data demonstrate significantly 
greater left lateralization of cerebellar language 
activation with the non-native language compared 
with the native language. However, overall left 
cerebellar hemispheric lateralization was seen 
during task performance in both languages 
Sakai et al.  2004 To examine whether training in 
the conjugation of English 
verbs from present to past tense 
alters brain activations in 13-
year-old twins 
When pre- and post-scanning sessions were 
compared with each other for L2, the left dorsal 
inferior frontal gyrus (IFG) exhibited significantly 
correlated activation increases within each pair of 
twins and the increases were positively correlated 
with individual performance improvements. 
Moreover, the cortical plasticity for L2 acquisition 
was guided toward the L1 specialization of the left 
dorsal IFG, in spite of notable differences between 
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L1 and L2 in the students’ linguistic knowledge 
and in their performance in making past tense 
forms. To our knowledge, the present study is the 
first direct demonstration that classroom 
education, if properly executed, can change the 
function of the prefrontal cortex. These findings 
suggest a cortical mechanism underlying L2 
acquisition, which critically depends on shared 
genetic and environmental factors for each twin in 
a surprisingly predictive manner 
Thuy et al.  2004 We investigated the implicit 
language processing of kanji 
and kana words (i.e., hiragana 
transcriptions of normally 
written kanji words) and non-
words 
The size judgments for scrambled-kanji stimuli 
and scrambled-kana stimuli produced activations 
on the bilateral lingual gyri (BA 18), the bilateral 
occipitotemporal regions (BA 19/37), and the 
bilateral superior and inferior parietal cortices 
(BA 7/40). Interestingly, besides these areas, 
activations of the left inferior frontal region 
(Broca's area, BA 44/45) and the left posterior 
inferior temporal cortex (PITC, BA 37), which 
have been considered as language areas, were 
additionally activated during size judgment for 
kanji character stimuli. Size judgment for kana 
character stimuli also activated Broca's area, the 
left PITC, and the left supramarginal gyrus (SMG, 
BA 40). The activations of these language areas 
were replicated in the lexical decisions for both 
kanji and kana. These findings suggest that 
language processing of both kanji and kana scripts 
is obligatory to literate Japanese subjects. 
Moreover, comparison between the scrambled 
kanji and the scrambled kana showed no 
activation in the language areas, while greater 
activation in the bilateral fusiform gyri (left-side 
predominant) was found in kanji vs. kana 
comparison during the size judgment and the 
lexical decision. Kana minus kanji activated the 
left SMG during the size judgment, and Broca's 
area and the left middle/superior temporal 
junction during the lexical decision. These results 
probably reflect that in implicit or explicit reading 
of kanji words and kana words (i.e., hiragana 
transcriptions of kanji words), although using 
largely overlapping cortical regions, there are still 
some differences. Kanji reading may involve 
more heavily visual orthographic retrieval and 
lexical–semantic system through the ventral route, 
while kana transcriptions of kanji words require 
phonological recoding to gain semantic access 
through the dorsal route  
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Frenck-
Mestre  
et al. 
2005 Investigate the neuronal 
correlates of articulation in 
early and late bilinguals' two 
languages, at two levels of 
articulation 
In both, early and late bilinguals, overt 
articulation resulted in the activation of an 
established pattern of areas of the cortex, basal 
ganglia and cerebellum, with very little variation 
between the two levels of articulation. No 
significant differences were found as a function of 
language. This suggests that learning to execute 
new articulatory patterns specific to a L2 does not 
involve recruiting new neural populations but 
requires, rather, the redeployment of existing ones 
Meschyan 
and 
Hernandez 
2005 To examine how language 
proficiency and orthographic 
transparency (letter–sound 
mapping consistency) modulate 
neural activity during bilingual 
covert single word reading 
Both orthographic transparency and language 
proficiency were found to exert their influence on 
neural processing during individual word reading. 
Posterior brain regions were more involved in the 
orthographic aspect of word reading, whereas the 
motor system was more prominent during word 
reading in the less proficient (native) language. 
These findings are consistent with the view that 
the articulatory motor system is more plastic, 
hence, more amenable to change because of 
frequency of exposure to a second language. 
Furthermore, our results support the claim that 
language proficiency modulates neural activity 
during bilingual word reading, where the less 
practiced, less proficient language is expected to 
recruit greater articulatory motor activation during 
reading than the more proficient language. 
Moreover, it appears that the orthographic 
transparency level of a language system also 
possesses neuromodulatory effects 
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Tatsuno et 
al. 
2005 We tested subjects aged 13 (the 
age 13 group) and 19 (the age 
19 group), thereby comparing 
the cortical activations involved 
in past-tense verb identification 
with those involved in verb 
matching 
We found that the activation in the dorsal 
triangular part of the left inferior frontal gyrus 
(IFG) was lower, corresponding to a higher 
proficiency in English (L2) in the older subjects, 
suggesting that the proficiency level plays a major 
role in the activation of this region during L2 
acquisition. Moreover, the lower activation in the 
triangular and orbital parts of the left IFG 
(F3t/F3O) for the irregular past tense 
corresponding to a higher proficiency in L2, 
together with the nonsignificant activation for the 
regular past tense when its performance almost 
reached perfection for age 19, suggests that the 
modulation of the left F3t/F3O activation reflects 
language task demands for identifying correct 
past-tense forms. On the other hand, the left 
F3t/F3O activation in Japanese (L1) for age 13 
was significantly greater than that for age 19, 
despite the matched performances in L1. These 
results suggest that the left IFG subserves 
language-specific functions that are critically 
required when mastering any language. 1.) 
Activation of the dorsal triangular part of the left 
IFG in L2 selectively modulated by PL; 2.) Left 
F3t/F3O activation in L2 selectively modulated by 
language task demands; 3.) Left F3t/F3O 
activation in L1 selectively modulated by age 
Tham et 
al. 
2005 We investigated the 
phonological processes in 
reading for English–
Chinese(Mandarin) biscriptals 
using a homophone matching 
task  
Unlike previous reports, we observed distinct 
regions of activation for Mandarin in the left and 
right frontal lobes, the left temporal lobe, and the 
right occipital lobe, plus distinct regions of 
activation for English bilaterally in both the 
frontal and parietal lobes 
Callan et 
al.  
2006 Neural processes underlying 
identification of durational 
contrasts were studied by 
comparing English and 
Japanese speakers for Japanese 
short/long vowel identification 
relative to consonant 
identification. The study is 
novel in that it investigate 
vowel lenght identification for 
non-native over native speakers 
Enhanced activities for non-native contrast 
(Japanese short/long vowel identification by 
English speakers) were observed in brain regions 
involved with articulatory-auditory mapping 
(Broca's area, superior temporal gyrus, planum 
temporale and cerebellum), but not in the 
supramarginal gyrus. Greater activity in the 
supramarginal gyrus found for the consonant 
identification over short/long vowel identification 
by Japanese speakers implies that it is more 
important for phonetic contrasts differing in place 
of articulation than for vowel duration. These 
results support the hypothesis that neural 
processes used to facilitate perception depend on 
the relative contribution of information important 
for articulatory planning control 
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Crinon et 
al. 
2006 How does the bilingual brain 
distinguish and control which 
language is in use? Identifying 
language-dependent neuronal 
responses at the level of word 
meanings (i.e., semantics). We 
expected to see regional 
reductions in the left anterior 
temporal activation when two 
successively presented written 
words had similar meanings 
(e.g., trout-SALMON) vs. 
different meaning (e.g., trout-
HORSE) 
The study reveal that neuronal responses within 
the left caudate are sensitive to changes in teh 
language or the meaning of words. By 
demontrating this effect in populations of 
German-English and Japanese-English bilinguals, 
we suggest that the left caudate plays a universal 
role in monitoring and controlling the language in 
use. In the left anterior temporal cortex, 
semantically related primes reduced activation 
irrespective of whether the prime and the target 
were in the same or in different languages. This 
suggest that different languages converge on the 
same neuronal populations within this region as 
opposed to distinct populations embedded within 
the same area of the temporal cortex. In contrast, 
in the head of the left caudate, reduced activation 
for semantically related word pairs was only 
observed when the prime and target were in the 
same language. Supported by aphasia's studies, 
suggestion that the left caudate is involved in 
language control rather than language-selective 
semantic representations (cf. in monolinguals, left 
caudate damage is typically associated with 
confrontational naming and word finding 
difficulties). Left caudate plays a role in lexical-
semantic control in both monolingual and 
multilingual subjects. Lexical semantic processing 
may be regulated f.e. by increased left caudate 
responses when the distributed pattern of neuronal 
inputs changes. Indeed, the study shows that the 
left caudate responses are highest when there is a 
change in language or a change in meaning but 
lowest in the context of words that are related in 
both language and meaning 
Wang et 
al. 
2006 Investigate the neural substrate 
of language switching among 
L2-learners. Investigate 
whether language switching 
involves the inhibitory control 
function, and specially whether 
the involvement of inhibitory 
control function is different 
according to the direction of 
language switching 
The study showed that language switching 
involved both "general" executive regions and 
task-related regions, but we did not find the 
specific regions in charge of language switching. 
Importantly, it seemed that the involvement of 
"general" executive regions was asymmetric 
depending on the direction of language switching 
- several "general" executive regions exhibited 
additional activation in forward switching (i.e. 
bilateral frontal cortices and left ACC) as 
compared to backward switching. Compared to 
non-switching conditions, language switching 
elicited greater activation in the right superior 
prefrontal cortex (BA 9 + 10 + 32), left middle 
and superior frontal cortex (BA 8 + 9 + 46), and 
right middle cingulum and caudate (BA 11) 
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Yokoyama 
et al.  
2006 Investigate whether late 
bilinguals process structurally 
complex sentences in L1 and 
L2 in different cortical 
networks 
The results of this study indicate that late 
bilinguals use similar cortical regions to 
comprehend both L1 and L2 (when task difficulty 
is statistically excluded). However, when late 
bilinguals are presented with structurally complex 
sentences, the involvement of these regions differs 
between L1 and L2. Both L1 and L2 activated the 
left hemispheric language-related regions such as 
the left inferior frontal, superior/middle temporal, 
and parietal cortices. However, we found different 
activation patterns between L1 and L2 in the 
processing of passive sentences. Passive sentences 
elicited greater activation than their active 
counterparts in the left pars triangularis, the 
premotor area, and the superior parietal lobule in 
Japanese, but not in English. Furthermore, there 
was a significant interaction between sentence 
type (active versus passive) and language 
(Japanese versus English) in the left pars orbitalis. 
These results suggest that, in addition to age of L2 
acquisition and L2 proficiency, differences in 
grammatical construction affect cortical 
representation during the comprehension of L1 
and L2 
Gandour 
et al.  
2007 Investigate the perception of 
two sentence-level prosodic 
phenomena in L1 and L2:
sentence focus (sentence-initial 
vs. -final position of contrastive 
stress) and sentence type 
(declarative vs. interrogative 
modality) 
The major findings demonstrate that even for late-
onset C/E bilinguals with medium L2 proficiency, 
similar brain regions are recruited in the 
processing of sentence-level linguistic prosody in 
L2 as in L1. L1 and L2 elicited highly overlapping 
activations in frontal, temporal, and parietal lobes. 
A direct comparison between L1 and L2 did not 
show any difference in brain activation in the 
sentence type task. In the sentence focus task, 
however, greater activation for L2 than L1 
occured in the bilateral anterior insula and 
superior frontal gyrus. Differential activation 
patterns are attributed primarily to disparties 
between L1 and L2 in the phonetic manifestation 
of sentence focus. Such phonetic divergences lead 
to increased computational demands for 
processing L2: L2 can induce greater activation 
bilaterally in frontal areas implicated in motor 
aspects of speech and verbal working memory, 
and greater activation in left temporo-occipital 
regions that are involved in computing the 
meaning of spoken sentences. These findings 
support the view that L1 and L2 are mediated by a 
unitary neural system despite late age of 
acquisition, although additional neural resources 
may be required in task-specific circumstances for 
unequal bilinguals  
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Suh et al.  2007 The neural mechanisms 
underlying the syntactic 
processing of sentence 
comprehension in Korean (L1) 
and English (L2) by late 
bilinguals 
It was found that the major areas involved in 
sentence processing such as the left inferior 
frontal gyrus (IFG), bilateral inferior parietal 
gyrus, and occipital lobe including cuneus, and 
lingual gyrus were commonly activated during the 
processing of both L1 and L2. However, the 
pattern of activation was different for L1 and L2 
in the left IFG. The amount of activation was 
greater for embedded sentences than for conjoined 
sentences in L1 while no difference was found in 
L2. These results suggest that the cortical areas 
involved with syntactic processing in L1 and L2 
are shared, but that the underlying neural 
mechanisms are different. The study did not 
confirmed the expected result that L2 is often 
invoked a greater amount of activation than L1 on 
the grounds that L2 requires more computation. 
When it comes to the issue of a bilingual’s 
language processing, it becomes even more 
complex due to interactions among the factors 
such as the age of acquisition, mode of input, and 
phonological, syntactic, or semantic features of a 
specific language 
Chee et al. 1999 
a 
Elucidate the functional 
anatomy of Mandarin and 
English written sentence  
comprehension in bilinguals, 
determining if differences in the 
surface features (orthography, 
phonology, and syntax) of 
different languages affect their 
cerebral organization at the 
sentence level of processing 
Spatially congruent activations in the prefrontal, 
temporal, and superior parietal regions and in the 
anterior supplementary motor area were observed 
for both languages and in both experiments at the 
individual and group levels of analysis. Proficient 
bilinguals exposed to both languages early in life 
utilize common neuroanatomical regions during 
the conceptual and syntactic processing of written 
language irrespective of their differences in 
surface features, supporting a "one-store" model 
for the linguistic representation of language 
Chee et al. 1999 
b 
Clarify our understanding of 
cerebral areas involved in 
single word processing in 
different languages by asking 
two questions: Does the 
processing of Mandarin, an 
ideographic script, activate 
brain areas that are distinct 
from those activated by 
English, an alphabetic script? 
Does early versus later 
acquisition of a second 
language affect the functional 
anatomy of language 
processing?  
In both languages, activations were present in the 
prefrontal, temporal, and parietal regions, and the 
supplementary motor area. Early and late 
bilinguals showed a similar pattern of overlapping 
activations. There are no significant differences in 
the cortical areas activated for both Mandarin and 
English (even with orthographically distinct 
scripts) at the single word level, irrespective of 
age of acquisition of either language  
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Golestani 
et al.  
2006 Examine the functional 
correlates of syntactical 
processing in the first (L1) and 
second (L2) languages of non-
proficient, late bilinguals 
Functional imaging during covert word reading 
showed the involvement of regions previously 
shown to be activated during covert reading, such 
as the occipital (BA 18) and fusiform (BA 19/37) 
regions bilaterally. Syntactical production 
activated regions previously implicated in syntax, 
working memory, and executive and attentional 
processes including Broca's area (BA 44/45), the 
dorsolateral prefrontal cortex, and the right 
superior parietal cortex in both the first and 
second language in moderately fluent bilinguals. 
In the first language, there was additional 
activation in the left putamen, and in the second 
language, there was additional activation of the 
left inferior and superior parietal cortices, and of 
the right occipital cortex and cerebellum. There 
was greater left prefrontal activation in the second 
compared to the first language, suggesting that 
processing in these regions is more efficient 
and/or may require less processing time in the first 
compared to the second language during the 
production of grammatical sentences. 
Furthermore, we found that more proficient 
bilinguals engage a component of the procedural 
memory system more than do less proficient 
individuals, suggesting that they engage in more 
rule-based, native-like processing during sentence 
production  in a second language. Most 
importantly, we found that during syntactical 
production, left prefrontal activation peaks are 
closer in L1 and L2 in more compared to less 
grammatically proficient bilinguals. This result 
could be due to individual differences in the 
‘ability’ to engage cortex that is optimized for 
aspects of syntactical processing during syntax 
production in the second language 
Abutalebi 
et al. 
2007 Investigate how readers of a 
novel language build up an 
orthographic lexicon,
 i.e. establish a link between a 
meaning, a phonological 
representation, and an 
orthographic word form 
Evidence for the fact that left anterior 
hippocampal formation, as well as subcortical 
nuclei, are critically involved in the learning 
process of meaningful stimuli. Evidence of brain 
plasticity as indicating by convergence of brain 
activity patterns during reading the native and the 
already well-mastered second language, related to 
a switch of reading strategies: following dual 
route models, from a purely sublexical mechanism 
to a lexical mechanism typical of experienced 
readers; and according to nonstage accounts, from 
a more effortful functional lexicon to a more 
automatic lexicon 
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Abutalebi 
et al. 
2008 Investigate with er-fMRI the 
neural correlates of language 
switching during 
comprehension. Main 
hypothesis is that regular 
switches are processed through 
neural pathways related to 
lexical-semantic processing, 
whereas irregular switches may 
rely more on phonological and 
morphosyntactic processes. 
Finally, we predict that 
switching into a less-exposed 
language may engage structures 
related to cognitive control 
The results indicate that switching engages an 
extensive neural network, including bilateral 
prefrontal and temporal associative regions. 
Regular switches entail a pattern of brain activity 
closely related to lexical processing, whereas 
switches engage brain structures involved in 
syntactic and phonological aspects of language 
processing. When switching into the less-exposed 
language, we observed the selective engagement 
of subcortical structures and of the anterior 
cingulate cortex, putatively involved in cognitive 
and executive control. This suggests that 
switching into a less-exposed language requires 
controlled processing resources; the left caudate 
and anterior cingulate cortex activity may 
constitute an important signature of language 
dominance in the bilingual brain. This index may 
be independent of language modality because it is 
not confined to language production, but is also 
involved in language comprehension  
 
 
Aus der Tabelle geht hervor, dass die meisten Studien sich auf die Frage konzentriert haben, 
ob die Verarbeitung von zwei bzw. mehreren Sprachen auf einer überlappenden neuronalen 
Aktivierung beruht oder ob jeder Sprachkodex eigenständig verarbeitet wird.   
 
 
1.6.2.2 Bisherige f-MRT: Probandengruppen 
 
Tab. 03 
Authors 
 
Year 
 
Nr. of 
partici-
pants 
Gender Age Native language Further description 
Yetkin et 
al. 1996 5 --- --- English 
L2=German, Turkish, 
Norwegian, Chinese 
L3=Russian, Japanese, 
French, Spanish; 
L1 and L2=fluent (t.m. 
speak currently for at least 5 
years) 
L3=non fluent 
Dehaene 
et al. 1997 8 8 m 21-25 French --- 
Kim et al. 1997 12 3 f – 9 m 29.3 (4.2) --- 
a) 6 early bilinguals 
(simultaneous acquisition):  
Turkish/English; 
English/Hebrew; 
English/Spanish; 
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Croatian/English; 
Italian/German; 
Chinese/English 
b) 6 late bilinguals  
L1 = 
English/Korean/Spanish/Ger
man; L2=French; English; 
Japanese 
(* also ambidextrous) 
For one subject the study 
was replicated after 16 
months 
Illes et al. 1999 8 6f – 2 m 22-36 English or Spanish 
L2 acquired sequentially to 
L1; fluent in English and 
Spanish; mean age of L2: 
12.25 years  
Nakai et 
al. 1999 4 3 f – 1 m 27-39 Japanese 
English (comprehensive) 
and Hungrian (non 
comprehensive) 
Chee et al. 2000 a) 6 b) 5 --- 
a) 20-23
b) 19-29 
Difficult to 
state  
the native 
language 
(Mandarin-
English) 
a) For experiment a) and b): 
Early bilinguals (<5); high 
proficient in  
both languages 
b) For experiment c) 
Hernandez 
et al. 2000 6 4 f – 2 m 
23.5 
(3.21) 
Spanish-
English 
early bilinguals (<5 years); 
fluent; English-dominant 
Calabrese 
et al. 2001 7 3 f – 4 m 19-32 Russian 
High proficient in L2,  
but intraindividual 
differences 
Chee et al. 2001 a) 10 b) 9 
a) 4 f - 6 
m 
b) 4 f - 5 
m 
a) 19-29
b) 23-34 
a) English-
Mandarin 
b) Mandarin 
Contrasting language 
proficiency for the two 
groups: 
a) Singaporean participants 
(SGP); exposed to both 
languages < 5 years; daily 
use of both languages  
b) People's Republic of 
China (PRC) participants; 
L2=English; began learning 
to read and write English ≥ 
12 years; less proficient 
Hernandez 
et al. 2001 6 4f – 2 m 
21.7 
(0.82) 
English-
Spanish 
early bilinguals 
(<5 years); fluent; English- 
dominant 
Watten-
dorf et al. 2001 8 20-35 --- --- --- 
Coggins et 
al. 2003 19 
a) 2 f - 5 
m 
b) 7 f - 5 
a) 45 
(29-59) 
b) 25-57 
a) 
monolinguals
b) bilinguals 
All participants were 
language and science 
teachers; 2 groups: 
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m a) monolinguals: 7; 
b) bilinguals: 12: studying 
L2 for more than 7 years; 
superior levels of 
proficiency 
Mahendra 
et al. 2003 16 --- 17-35 
L1=English, 
Spanish, 
Hindi, 
German, 
Kanada, 
Cantonese, 
Farsi, 
Icelandic, 
Portuguese or 
Polish 
a) 8 early bilinguals; L2 < 5 
years 
b) 8 late learners of L2 (>7 
years)  
L2=English, Spanish, 
French 
Perani et 
al. 2003 11 11 m 20-27 
either 
Spanish or 
Catalan 
early bilinguals: L2 > after 3 
years 
both languages; highly 
proficient 
L2 = the other language 
divided in two groups: 5 
Catalan-born and 6 Spanish-
born; with comparable level 
of proficiency in language 
comprehension 
Pillai et al. 2003 8 2 f - 6 m 29-41 Spanish English; L2 (> 10 years), moderate-to high fluency 
Tan et al. 2003 12 12 m 29-39 Chinese 
L2=English; < age 12; 
moderately fluent; late 
learners 
*control group for the 
control experiment: 12 male 
native English speakers 
(age: 25-38) 
Vinger-
hoets et al. 2003 12 12 m 19-49 Dutch 
learned French (with 10,3 
years) and English (with 
13,5 years) at school; clear 
intersubject variability in 
proficiency 
Wang et 
al. 2003 6 4 f – 2 m 
universit
y 
students 
American 
English 
University students who had 
taken Mandarin Chinese 
courses for one semester and 
had no experience with a 
tone language prior to learn 
Mandarin 
Brielle-
mann et al. 2004 7 (6) 
(?) 3 f – 5 
m 37 ± 4 
* born in 
Switzerland 
L1=language reaching the 
highest rank in a self-rating 
scale. L2, L3, L4 were 
classified accordingly to the 
second, third and fourth 
rank. L1 (language with the 
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highest subjective 
proficiency) was not 
necessary consistent with 
the native language; 
L2=English 
Callan et 
al. 2004 44 
a) 16 f - 6 
m 
b) 7 f - 15 
m 
a) 23-42 
(31; 4.8)
b) 23-42 
(29.2; 
5.4) 
a) Japanese 
b) English 
All subjects included in this 
study scored significantly 
above chance for the /r–l/ 
identification task. All 
native Japanese have some 
English experience 
Chee et al. 2004 30 a) 6 f- 9 mb) 7 f -8 m 
a) 26.07 
(5.05) 
b) 22.40 
(2.53) 
English 
(primary 
language of 
instruction) 
2 groups of early bilinguals, 
Chinese=L2 <age 5: 
a) 15 unequal and b) 15 
equal bilinguals.  
Equal bilinguals had high 
proficiency in English and 
Chinese as measured by a 
standardized examination, 
whereas unequal bilinguals 
were proficient in English 
but not Chinese.  
Both groups were matched 
on several measures of 
nonverbal intelligence and 
working memory. French 
was to all unfamiliar. 
*** Use of the terms "first 
language" and "second 
language" to refer to relative 
language dominance. In the 
study population 
France-
schini  
et al. 
2004 --- --- 20-40 --- 
3 gropus of English-German 
bilinguals: students of 
medicine, students of 
language and interpreters 
(different competence in 
code-switching) 
Pillai et al. 2004 8 2 f – 6 m 29-41 Spanish English; L2 (> 10 years), moderate-to high fluency 
Sakai et al. 2004 18 11 f – 7 m 13 Japanese 
7 monozygotic and 2 
dizygotic  twin pairs > 7 
twin pairs (8 f - 6 m)  
Thuy et al. 2004 12 4 f – 8 m 22-30 Japanese from Kyoto 
Frenck-
Mestre et 
al. 
2005 12 5 f - 7 m 
early 
bilingual
s:24; 
late 
bilingual
s: 41 
early: 
English-
French 
late: English 
6 early; 
6 late: L2=French (>age: 12) 
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Meschyan 
and 
Hernandez 
2005 12 7 f - 5 m 
20-25  
(22.3; 
1.35) 
Spanish L2=English; L2 more proficient as L1 
Tatsuno et 
al. 2005 29 
a) 8 f - 6 
m 
b) 7 f - 8 
m 
a) 13 and
b) 19 Japanese 
L2 = Engliah > age 12; 
2 groups: age 13 and age 19;  
4 subgroups: 13EL (the 
lower score subgroup in 
English for age 13), 13EH 
(the higher score subgroup 
in English for age 13), 19EL 
(the lower score subgroup in 
English for age 19), and 
19EH (the higher score 
subgroup in English for age 
19)  
Tham et 
al. 2005 6 3 f - 3 m 18 - 23 Mandarin 
early bilinguals < 5 years; 
L2 = English 
Callan et 
al. 2006 26 
a) 6 f - 7 
m 
b) 1 f- 12 
m 
a) 23-43
b) 21-49 
a) Japanses 
b) English 
English speakers have lived 
in Japan for 3 months-4 
years; have took Japanese 
lessons  
Crinon et 
al. 2006 20 --- --- 
a) German; 
b) Japanese 
3 groups of highly proficient 
bilinguals: 
a) 10 German-English 
(fMRI); 
b) 10 Japanese-English 
(fMRI); 
c) 11 German-English (only 
PET) 
Wang et 
al. 2006 12 6 f – 6 m 
19.5 
18-21 Chinese 
All subjects grew up in 
China and started to learn 
English as their L2 at a 
mean age of 12.67 years 
(SD=0.78) to a low-to-
middle level of L2 
proficiency 
Yokoyama 
et al. 2006 36 6 f – 30 m 
21.1 
18-29 Japanese 
L2: English; late bilinguals: 
9.2 years 
Gandour 
et al. 2007 10 5 f – 5 m 27 (3) Chinese 
L2 = medium proficiency, 
late onset  
Suh et al. 2007 16 2 f – 14 m 19-29 Korean 
late bilinguals; L2=English 
proficiency level in average: 
249 measured by TOEFL 
(CBT) 
Chee et al. 1999 a 
Exp. 1: 
13 (9) 
Exp. 2: 
5 
--- 
Exp. 1: 
20-26 
Exp. 2: 
18-22 
* 
Singaporean 
of Chinese 
descent 
Subjects were all 
Singaporean undergraduates  
of Chinese descent who 
were exposed to both 
English and Mandarin prior 
the age of 6; fluent in 
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written English and 
Mandarin 
Chee et al. 1999 b 24 --- --- 
Chinese 
(Mandarin) 
or English 
bilinguals in English and 
Mandarin Chinese (daily 
use); L1=Mandarin for 11 
subjects; L1=English for 13 
subjects   
15 early bilinguals, both 
languages (<age 6) with 
either English or Chinese as 
L1; 
9 late bilinguals; 
L1=Chinese and L2=English 
(>12) 
Golestani 
et al. 2006  12 5 f – 7 m 20-28 French 
late bilinguals (>age 10); 
moderately fluent 
(variability of L2  
proficiency across 
individuals) 
Abutalebi 
et al. 2007 12 12 f 
24.5 
22-29 
German 
(dialect) 
L1=German dialect;  
L2=German standard; 
all participants came from 
same local area of South 
Tyrol 
Abutalebi 
et al. 2008 12 6 f - 6 m 
30.2 
21-44 Italian 
All subjects came from 
Italian families living in 
Geneva, Switzerland; 
L2=French; 
High proficient; early 
bilinguals (L2<age 3); less 
exposed to their L1  
 
 
Aus der Tabelle geht hervor, dass die meisten Studien auf 6-20 Probanden zurückgreifen 
konnten, und dass nur in Ausnahmefälle eine Testgruppe aus bis zu 30 Probanden bestand. 
Wie man aus der Tablle entnehmen kann, handelt es sich bei den Studien, um Probanden, die 
verschiedene Sprachen sprechen. Auch die Definitionen von early vs. late und proficiency 
level variieren anhand der einzelnen Studien.  
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1.6.2.3 Bisherige f-MRT: Sprachen und Aufgabenstellungen  
 
Tab. 04 
 
Authors 
 
Year 
 
 
Language 
 
Task 
Yetkin et 
al. 1996 L1 – L2 – L3 (mixed) 
Silent word generation task  
(beginning from a randomly selected letter) in the native 
language (L1), in the fluent language (L2) and in the non 
fluent language (L3) 
Dehaene 
et al. 1997 
French – English – 
Japanese (as an 
unknown language) 
Listening to stories in L1, L2 and in an unknown language 
(in Japanese, played backwards) 
Kim et al. 1997 L1 vs. L2 (mixed) 
Free language production; silent, internally expressive 
linguistic tasks in two languages (internal speech/sentence-
generation task) "describing" events that occurred during a 
specified period of the previous day 
(morning/afternoon/night) 
Illes et al. 1999 English-Spanish Semantic and non semantic decisions about words in Spanish and English 
Nakai et 
al. 1999 
Japanese – English – 
Hungarian 
Listening comprehension of a native, a comprehensive and a 
non-comprehensive language 
Chee et al. 2000 Mandarin-English 
Matching task and size judgment task; 
3 experiments: 
a) Mandarin characters and pictures comparison; 
b) picture stimuli and English words; 
c) English words and Chinese characters  
Hernandez 
et al. 2000 Spanish-English 
Picture naming in one language only or switching between 
languages 
Calabrese 
et al. 2001 Russian-German 
Verbal fluency task 
(on a given letter or category) 
Chee et al. 2001 Mandarin-English Semantic judgments with words and characters 
Hernandez 
et al. 2001 English-Spanish 
Picture naming in one language only or switching between 
languages 
Watten-
dorf et al. 2001 
Early vs. late  
(German, French 
e.g.) 
Free language production in three languages 
Coggins et 
al. 2003 --- --- 
Mahendra 
et al. 2003 L1 vs. L2 (mixed) 
Word fluency and sentence generation tasks (silently) 
pessing a mouse button every time they generated a word or 
sentence 
Perani et 
al. 2003 Spanish - Catalan 
Phonemic verbal fluency task; generate words covertly to a 
given letter 
Pillai et al. 2003 Spnish - English 
4 language paradigmas: a) an English noun–verb association 
(semantic) task; b) a Spanish noun–verb association task; c) 
an English rhyming (phonological) task; d) a Spanish 
rhyming (phonological) task 
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Tan et al. 2003 Chinese - English 
Rhyme judgment task to decide whether a pair of 
synchronously exposed Chinese characters or English words 
rhymed with each other; baseline: decide whether two 
Chinese characters or English words had the same physical 
task (font size judgment)  
Vinger-
hoets et al. 2003 
Dutch – French – 
English 
Performed a: a) word fluency task (covertly generate as 
many words as possible beginning with a given letter); b) 
picture naming task (covertly name a series of line drawings 
in a given language); c) comprehension reading task. 
Their respective control tasks are: a) count from a 
designated number; b) look at scrambled line drawings 
without trying to recognize or search for meaningful objects; 
c) read a nonsense text without searching for real words or 
trying to understand the content of the text  
Wang et 
al. 2003 Mandarin Chinese 
Lexical tone identification task of Mandarin Words, before 
and after a two-weeks training program; comparison with 2 
male native speakers of Mandarin using the same task 
Brielle-
mann et al. 2004 
knowledge of at least 
four of the following 
five languages: 
English, German, 
Italian, French, and 
Spanish 
Noun Verb Generation task in four different languages, 
starting with the language with the highest score on the self-
assessment score and finished with the language with the 
lowest score (order L1,L2,L3,L4). One subject repead the 
fMRI study ca. 9 months after the first scan in order to 
assess test-retest variability, with a different sequence of the 
languages 
Callan et 
al. 2004 English - Japanese 
Subjects were aurally presented with syllables starting with 
a /r/, /l/, or a vowel and were required to rapidly identify the 
phoneme perceived by pushing one of three buttons with the 
left thumb 
Chee et al. 2004 English - Chinese - French 
Auditory n-back fMRI experiment involving bisyllabic 
French words or pseudowords 
France-
schini  
et al. 
2004 German - English Reading sentences (of Harry Potter's book), with codeswitching  
Pillai et al. 2004 Spanish - English Semantic (noun-verb association) and phonological (rhyming) in L1 and L2 
Sakai et al. 2004 Japanese-English 
4 language tasks: 
a) English-verb matching (EM); b) English past tenses (EP): 
regular (EPr) and irregular (Epi);  
c) Japanese-verb matching (JM);  
d) Japanese past-tenses (JP) 
Training: 2 month classroom training in the past tense using 
bingo games 
Thuy et al. 2004 Kanji - Kana 
3 experiments with kanji and kana words vs. non-words:  
a) size judgment for character stimuli (implicit); b) size 
judgment for scrambled-character stimuli (implicit);  
c) lexical decision (explicit) 
Frenck-
Mestre et 
al. 
2005 English - French 
Read aloud two articulation tasks: one at word and one at 
sentence level; 
control task: nonpronounceable consonant strings 
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Meschyan 
and 
Hernandez 
2005 Spanish - English Reading silently words in English and Spanish; baseline=blank screen 
Tatsuno et 
al. 2005 Japanese - English 
4 language tasks: 
a) English-verb matching (EM); b) English past tenses (EP): 
regular (EPr) and irregular (Epi);  
c) Japanese-verb matching (JM);  
d) Japanese past-tenses (JP) 
Tham et 
al. 2005 Mandarin - English 
Reading task with homophone matching (HM) in English 
and Mandarin (and non-words)  
Callan et 
al. 2006 English - Japanese 
Aurally presented stimuli; vowel and consonant lenght 
identification trough pressing a button 
Crinon et 
al. 2006 
German/Japanese-
English 
Visually presented sequential word pairs; instructed to 
ignore the first (prime) and to make a decision based on the 
second (target); pairs semantically related or unrelated; 
baseline: meaningless non-linguistic symbols. Replication 
across three different experiments 
Wang et 
al. 2006 Chinese and English Silently picture naming in English or Chinese 
Yokoyama 
et al. 2006 Japanese - English 
Judgment wheatear or not a presented (active vs. passive / 
Japanese vs. English) short sentence is plausible or not 
Gandour 
et al. 2007 
Mandarin Chinese – 
English 
Perception of two sentence-level 
prosodic phenomena; discrimination/judgment 
Suh et al. 2007 Korean - English 
Reading/comprehension of sentences in Korean (L1) and 
English (L2) with different level of syntactic complexity 
(center-embedded and conjoined) 
Chee et al. 1999 a Mandarin-English 
Exp. 1: sentence comprehension in each language; read  a 
sentence and respond to the ensuing probe question with 
"true" or "false" by pressing a button 
Exp. 2: Similar control task as Exp. 1, but with Tamil-like 
pseudo-word strings  
Chee et al. 1999 b Mandarin-English Performing cued word generation in each language 
Golestani 
et al. 2006  French - English 
Covertly read words or produce a simple grammatical 
sentence from the words 
Abutalebi 
et al. 2007 
German, German 
dialect and 
Pseudowords 
Reading (silently) words: 
a) German dialect (illiterate); b) German standard (literate) 
and  
c) pseudowords 
Abutalebi 
et al. 2008 Italian-French 
Auditory language task: subjects were invited to passively 
listen to 4 narratives containing sudden and unpredictable 
changes of languages(switches), from Italian to French and 
vice versa (regular vs. irregular) 
 
 
Wie ersichtlich, behandeln die meisten Studien indoeuropäische Sprachen, insbesondere 
scheint meistens Englisch L2 zu sein. Die Aufgabenstellungen können produktiv oder rezeptiv 
sein, und auf verschiedene Ebenen analysieren: einzelne Wörter, Sätze oder seltener längere 
Texte. 
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1.6.2.4 Bisherige f-MRT: Methodologie – Data Analysis 
 
Tab. 05 
 
Author 
 
Year Software Threshold ROI analyses Further 
Yetkin et 
al. 1996 --- 
Activated pixels: 
correlation 
coefficient .60 
--- 
Pixels outside 
the frontal and 
parietal lobes 
were not 
counted 
Dehaene 
et al. 1997 
IDL; 
SPM 96 
Main effect: 
P=0.001 (corrected 
to P<0.05); 
Comparison 
between L1 and 
L2: P<0.001; 
P<0.01 
--- --- 
Kim et al. 1997 
General 
Electric  
Standard 
P<0.0005 yes --- 
Illes et al. 1999 SPM P<0.05 P<0.001 yes 
left and right 
inferior frontal 
gyri 
Nakai et 
al. 1999 SPM 96 
P=0.001 
P=0.05 --- 
Duplicate 
measurements 
on different 
days 
Chee et al. 2000 --- P<0.001 
yes 
(left prefrontal, left 
temporal, left and right 
occipital) 
individual level 
and pooled  
data level of 
analysis 
Hernandez 
et al. 2000 AFNI P<.05 
yes 
(supramarginal gyrus; 
inferior temporal gyrus; 
superior temporal 
gyrus; dorsolateral 
prefrontal cortex) 
--- 
Calabrese 
et al. 2001 SPM --- --- --- 
Chee et al. 2001 
Brain 
Voyager 
2000 
P<0.001 yes 
left prefrontal 
and superior 
parietal regions 
Hernandez 
et al. 2001 SPM 96 
P< 0.05  
P < 0.2 
yes 
(left and right 
dorsolateral prefrontal 
cortex) 
--- 
Watten-
dorf et al. 2001 SPM 99 --- --- --- 
Coggins  
et al. 2003 --- --- --- --- 
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Mahendra 
et al. 2003 AFNI (2.45) P <0.31 
yes 
(classical language 
areas i.e. left superior 
temporal gyrus and left 
inferior frontal gyrus, 
and non-classical 
regions) 
--- 
Perani et 
al. 2003 SPM 99 
P<0.001; 
P<0.01 --- --- 
Pillai et al. 2003 SPM 99 P<0.001; P=0.05 
yes 
(anterior, posterior and 
Broca's regions; left 
and right) 
--- 
Tan et al. 2003 Alice P<0.01 --- --- 
Vinger-
hoets et al. 2003 SPM 99 P<0.001 ---  
Wang et 
al. 2003 
*** 
multistage 
statistical 
analysis; 
"logical 
exclusion": 
 AND NOT 
operation 
For each condition:
 P≤.0001 --- --- 
Brielle-
mann et al. 2004 
Analysis was 
performed on 
a Linux 
Workstation, 
using iBrain; 
Individual 
analyses: 
SPM 99; 
Group 
analyses: 
StartView 4.5
Individual: 
P<.0001; 
Group: 5% 
yes --- 
Callan et 
al. 2004 SPM 99 
P<0.005; 
P<0.05 
yes 
(regions involved with 
phonetic processing) 
--- 
Chee et al. 2004 
Brain 
Voyager 
2000 
P<0.001 yes --- 
France-
schini  
et al. 
2004 SPM 99 P=0.01 --- --- 
Pillai et al. 2004 SPM 99 P<.001 yes (cerebellar) --- 
Sakai et al. 2004 SPM 99 P<0.05 P<0.001 --- --- 
Thuy et al. 2004 SPM 99 P<0.05;  P<0.001 --- --- 
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Frenck-
Mestre et 
al. 
2005 SPM 99 
P<0.001; 
P<0.005; 
P<0.05 
yes  
(left putamen) --- 
Meschyan 
and 
Hernandez 
2005 SPM 99 P=0.001 P=0.05 --- --- 
Tatsuno et 
al. 2005 SPM 99 P<0.05 --- --- 
Tham et 
al. 2005 SPM 2 P<0.05 --- --- 
Callan et 
al. 2006 SPM 2 P<0.005;  --- 
Crinon et 
al. 2006 --- P<0.001 
yes 
(coordinates of the PET 
study and vice versa) 
Additionally:  
PET study 
Wang et 
al. 2006 
*** event-
related fMRI 
SPM 2 
P<0.001 yes --- 
Yokoyama 
et al. 2006 SPM 99 
P<0.05;  
P<0.001 
yes 
(in 5 regions: pars 
orbitaris, pars 
triangularis, premotor 
area, superior parietal 
lobule and insula) 
 
Gandour 
et al. 2007 AFNI P<0.005 
yes 
(9 ROIs were 
symmetric in 
nonoverlapping frontal, 
temporal, and parietal 
regions of both 
hemispheres) 
--- 
Suh et al. 2007 SPM 2 P<0.00001; P<0.001 
yes  
(ROIs encompass most 
of the regions known to 
be involved in sentence 
comprehension: 
bilateral inferior 
frontal, inferior 
parietal, middle frontal, 
lingual gyrus, 
medial/superior frontal 
gyrus, and the 
superior/middle 
temporal gyrus) 
--- 
Chee et al. 1999 a 
MedX 
2.11/3.0; 
AIR 
 
P=5.0 or 3.5 --- --- 
Chee et al. 1999 b MedX 2.11; AIR P=5.0 or 3.5 --- --- 
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Golestani 
et al. 2006  SPM 99 
P<0.001; 
P<0.05 yes --- 
Abutalebi 
et al. 2007 SPM 2 
Main effect: 
P<0.01;  
 
Comparison 
between 
conditions: 
P<0.001; 
--- time-curves 
Abutalebi 
et al. 2008 SPM 2 P<0.005 --- --- 
 
Oft kann die Entscheidung bzw. Verwendung eines bestimmten Grenzwertes zu verschiedenen 
Ergebnissen führen: Wählt man einen niedrigen Grenzwert, kann es sein, dass „zu viel“ 
Aktivierung aufgezeigt wird, was folglich die Schlussfolgerungen aus den Ergebnissen 
erschwert, während die Wahl eines hohen Grenzwertes das Risiko beinhaltet, dass überhaupt 
keine Aktivierung gefunden werden kann. 
  
 
1.6.2.5 Bisherige f-MRT: Ergebnisse 
 
Tab. 06 
 
Year 
 
Study 
 
 
Contrast 
 
Activation 
Yetkin 
et al. 
1996 a) Activation from 
language tasks 
b) Fluent vs. non 
fluent 
c) Average indexes  
d) L3 vs. L1 or L2 
e) L1 vs. L2 
a) was observed primarily in the lateral sections, in the left 
prefrontal cortex (most pixels were related to inferior 
frontal, middle frontal, and precentral gyri) 
b) number of activated pixels was greatest for the language 
in which the person was last fluent 
c) Language 1: 25% (8-39%); L2: 16% (8-39%); L3: 59% 
(41-68%)  
d) Significant (P<.001) 
e) not significant 
Dehaene 
et al.  
1997 a) Listening to L1 
b) Listening to L2 
c) L1 vs. L2 
d) L1 vs. L2: analyzed 
individually with SPM 
a) All subjects showed activity in the left temporal sulcus 
(STS), in nighboring portions of the superior and middle 
temporal gyri (STG, MTG), often extending forward into 
the temporal pole (TP; 4 S-ubjects); similar activity was 
occasionally found in right temporal lobe, including right 
STS (6 S) and TP (2 S), it was always weaker, highly 
variable from subject to subject, and never extended 
backward into the right AG. In 6 S a significantly larger 
number of pixels were found in the left than in the right 
temporal lobe; outside the temporal lobe, the only 
consistent focus of activation was found near the 
intersection of inferior frontal sulcus (IFS) and precentral 
sulcus (PrS), bordering BA 8,9,44 and 6 (in left hemisphere 
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6 S, right 3 S) 
b) Uncovered much greater intersubject variability. No 
single anatomical area was found active in more than 6 S. 6 
S showed activation foci in left temporal lobe (STS, STG, 
MTG), but the active pixels showed considerable 
dispersion contrasting with their tight localisation to the 
banks of the STS when listening to L1. No activity was 
found in left TP and AG. The remaining 2 S showed a 
striking absence of activations in the left temporal region 
while listening to L2. Only their right temporal lobe was 
active 
c) Trend towards a reduced left-lateralization for L2 than 
for L1 was significant. Variable activation while listening 
to L2 was observed also outside the temporal lobe: left 
inferior frontal gyrus (Broca’s area) and inferior precentral 
sulcus in L2 which was not found in L1. 4 S showed 
activity in left and right anterior cingulate when listening to 
L2, but not to L1. 6 S showed frontal activation at the 
intersection of the IFS and the PrG in L2, in a region very 
similar to that found in L1 
d) The qualitative differences between L1 and L2 was 
confirmed    
Kim et 
al.  
1997 a) “late” bilinguals: 
expanded view of the 
ROI  (inferior frontal 
gyrus, BA 44) 
b) “late” bilinguals: 
expanded view of the 
ROI  (superior 
temporal gyrus, BA 
22) 
c) “early” bilinguals: 
Broca’s and 
Wernicke’s area 
d) “early” vs. “late” 
(significant main 
effects for language 
area and bilingual type 
with an interaction 
effect) 
a) separate centroids of activity for the two languages 
b) similar or identical cortical regions served both 
languages in this posterior area 
c) no significant mean separation between languages 
d) activation sites for the two different languages tend to be 
spatially distinct in Broca’s area when the second language 
was obtained late in life and not acquired in early 
childhood and that Wernicke’s area showed little or no 
separation of activity regardless of age of acquisition  
Illes et 
al. 
1999 a) Semantic vs. 
nonsemantic 
b) English vs. Spanish 
c) ROIs: semantic > 
non semantic (L1 and 
L2)  
d) ROIs: semantic > 
non semantic (English 
and Spanish)  
a) In all eight subjects: left IFG (BA 44, 45, 47) for both 
languages; in 6 S: right IFG (BA 44, 45, 47) for both 
languages; in 4 S: left temporal lobe (BA 22) for each 
language; in 4 S: right middle frontal gyrus (BA 9, 46) for 
both languages  
b) no significan differences were seen across more than 2 S 
c) left IFG for both L1 and L2 words; right IFG for L2 (and 
only approached significant for L1); stronger in the left 
IFG than right IFG for L1 and marginally significant for L2 
d) for both, English and Spanish words, semantic 
judgments greater activation as nonsemantic in the left 
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IFG; in the right IFG only for English (and only 
approached significant for Spanish); stronger in the left 
IFG than right IFG for English and Spanish 
Nakai et 
al. 
1999 a) activation in all 
three conditions 
(J+E+H) and in all 
sessions 
b) activation in all 
sessions exept two in 
the second trial in one 
volunteer 
c) activation in six of 
the eight sessions of 
the English task 
a) bilateral transverse temporal gyri (TTG; primary 
auditory cortex) 
b) posterior portion of the left superior temporal gyrus 
(STG; BA 22) (Wernicke’s area) 
c) STG extended into the inferior frontal gyrus (IFG; 
Broca’s area, BA 44 to 45) and angular gyrus (BA 39) 
Chee et 
al. 
2000 a) baseline condition: 
effect of media (words 
vs. pictures) and task 
b) character and 
picture semantic 
processing 
c) word and picture 
semantic processing 
d) word and character 
semantic processing 
a) no significant difference in BOLD signal between size 
judgement tasks involving characters and pictures, words 
and pictures or between characters and words. When 
activation arising from both tasks employing characters 
was compared to both tasks using pictures, the result was 
similar to that obtained from parallel comparisons of 
character semantic judgement vs. character size judgement 
and picture semantic judgement vs. picture size judgement. 
These findings were mirrored in the word and picture 
comparisons and indicate that most of the BOLD signal 
changes observed in these experiments arise from the 
semantic judgement tasks and differences in the BOLD 
signal generated by control tasks are small and probably 
not significant 
b) The pooled data < GLM where character semantic 
processing was compared to character size judgement and 
where picture semantic processing was compared to size 
judgement, revealed that a common network was activated 
for character and picture semantic processes, including: left 
prefrontal (BA 9/44/47), midline frontal (anterior SMA), 
left mid/posterior temporal (BA 21/22), inferior temporal 
(BA 37), and left parietal (BA 7) 
c) common network of areas activated for word and picture 
semantic processing, similar to that of the character and 
picture comparison  
d) overlap in the locations of peak activation in all the 
areas where activation where present, but overall, 
activation was more extensive during character semantic 
processing 
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Hernan-
dez et al.  
2000 a) Main condition 
b) ROIs 
c) Planned 
comparisons for area 
of activation 
d) Planned 
comparisons for 
intensity of activation 
across conditions  
e) Behavioral data: 
reaction times 
a) activation in the dorsolateral prefrontal cortex in the left 
hemisphere in all subjects and activation in the 
homologous area in the right hemisphere for fou S; 3 S left 
supramarginal gyrus; 1 S left superior temporal gyrus; 1 S 
left and right inferior frontal gyrus 
b) significant activation only for the dorsolateral prefrontal 
cortex 
c) significant difference for the mixed condition relative to 
English and to Spanish 
d) significant differences for the mixed condition relative 
to Spanish 
e) English faster than Spanish across all conditions 
Calabre-
se et al. 
2001 a) L1 
b) L2 
a) different structures inclusively prefrontal, supplementar-
motoric, temporo-parietal areas and cerebellum; left 
prefrontal cortex and right cerebellum in all subjects. 
Whereas for the other areas, strong intersubjective 
variablility 
b) different activation between the subjects: anterior 
activity, especially left frontal and right prefrontal 
(especially in the categorial  condition, and not in the 
phonematic condition)   
Chee et 
al. 
2001 a) SGP 
b) SGP: Mandarin 
semantic > English 
semantic 
c) PRC 
d) PRC: English (less 
proficient language) 
e) at individual level 
f) across participants 
g) SGP: English 
h) SGP: Mandarin 
i) SGP: Mandarin > 
English 
j) SGP: English > 
Mandarin 
k) PRC: English 
l) PRC: Mandarin 
m) PRC: Mandarin > 
English 
n) PRC: English > 
Mandarin 
a) no region active in one language that was spatially 
distinct from those activated in the other language despite 
the relative difference in proficiency 
b) no areas were more strongly activated for English 
compared to Mandarin  
c) similar activation as in SGP, with several notable 
differences 
d) additional activation in the left and right opercular 
(including inferior frontal) regions. Activation of the left 
posterior middle or superior temporal gyrus was observed 
in 6 of 9 PRC but showed greater variability in spatial 
distribution than in SGP; temporal activation at the 
individual level, but not at the group level 
e) in both groups, in the left prefrontal and parietal regions, 
the participant’s more proficient language was associated 
with relatively smaller BOLD signal change than his or her 
less proficient language 
f) asymmetry index of BOLD activation during semantic 
judgement (taken across both languages) was higly 
correlated with the corresponding index of response times 
g) Left anterior cingulate/SMA, L middle frontal gyrus 
(BA 9/44), L frontal operculum (BA 45), L parietal (BA 7), 
L inferior temporal gyrus (BA 37) 
h) Left anterior cingulate/SMA, L middle frontal gyrus 
(BA 9/44), * L frontal operculum (BA 45), L parietal (BA 
7), L inferior temporal gyrus (BA 37), L middle temporal 
gyrus (BA 21/22) 
i) Left anterior cingulate/SMA, L middle frontal gyrus (BA 
9/44), L frontal operculum (BA 45), L parietal (BA 7), L 
inferior temporal gyrus (BA 37) 
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j)  --- 
k) Left anterior cingulate/SMA, L middle frontal gyrus 
(BA 9/44), L + R frontal operculum (BA 45), L parietal 
(BA 7), L inferior temporal gyrus (BA 37) 
l) Left anterior cingulate/SMA, L middle frontal gyrus (BA 
9/44), L frontal operculum (BA 45), L parietal (BA 7) 
m) --- 
n) Left anterior cingulate/SMA, L middle frontal gyrus 
(BA 9/44), L + R frontal operculum (BA 45) 
Hernan-
dez et al.  
2001 Between language 
switching: 
a) activation vs. rest 
b) mixed-language 
condition vs. rest 
c) blocked-language 
condition 
d) mixed-language 
condition vs. blocked 
e) blocked-language 
condition vs. mixed 
f) ROI 
g) direct comparisons 
between the two 
languages at P<0.2 
Within-language 
switching: 
h) picture naming vs. 
rest across all 
conditions (mixed vs. 
rest, blocked vs. rest, 
action naming vs. rest, 
object naming vs. rest 
i) comparisons 
between action and 
object naming or 
between mixed and 
blocked conditions 
(also at the lower 
P<0.2)  
j) mixed-language 
condition vs. rest 
k) blocked-language 
condition vs. rest 
a) frontal cortex, including the dorsolateral prefrontal 
cortex (BA 46 + 9), Broca’s area (BA 44 + 45) in the left 
hemisphere in all these comparisons 
b) left inferior frontal gyrus (BA 44 + 6) 
c) left inferior frontal gyrus (BA 44 + 6) 
d) right middle frontal gyrus (BA 46) 
e) left inferior frontal gyrus (BA 44/45) 
f) significantly more activation in the right dorsolateral 
prefrontal cortex for the mixed-language condition vs. the 
blocked-language condition (BA 46/9) 
g) no significant areas of activation 
h) activation in the frontal cortex, including the 
dorsolateral prefrontal cortex (BA 46 + 9), and Broca’s 
area (BA 44 + 45) in the mixed vs. rest comparison only 
i) no significant activation 
j) left inferior frontal gyrus (BA 44, 44/46, 6) 
k) left inferior frontal gyrus (BA 44, 44/46) and middle 
frontal gyrus (BA 46) 
Watten-
dorf  
et al.  
2001 Independent assessmet 
for the three languages 
Brain activation was detected in the language areas and in 
promotor area, supplementary promotor area, anterior 
cingulate gyrus and middle temporal gyrus. Significantly 
different coactivation patterns in Broca’s area for the three 
languages of the same subject  
Coggins 
et al. 
2003 --- --- 
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Mahen-
dra et al. 
2003 a) words and sentence 
generation tasks (early 
and late bilinguals) 
b) ROIs 
c) early vs. late 
bilinguals 
a) similar areas were activated, including the superior 
temporal gyrus, inferior frontal gyrus, precentral gyrus and 
middle frontal gyrus; left lateralized. Common to both 
tasks, but less prominent, activation in the supramarginal 
gyrus, superior parietal lobule, and cerebellum. Only a 
minority of our subjects (two late, four early) showed 
activation in the putamen for either task and this activation 
was not consistently lateralized. Subjects tended to show 
activation in additional regions during the sentence 
generation 
b) no significant difference 
c) consistent trend to more activation in the early group for 
both languages, both tasks and both ROIs. The group 
differences were significant for L2 in the left superior 
temporal gyrus of word generation and sentence generation 
tasks and for the inferior frontal gyrus in L2 during the 
word generation task. A significant difference for 
activation in L1 also occurred for the inferior frontal gyrus 
during the word generation task, within and outside the 
classical language areas, overall group differences for both 
the word generation task and the sentence generation task. 
This overall pattern of differences between early and late 
bilingual subjects held regardless of whether the late 
bilingual learned L2 before or after the teen years 
Perani et 
al.  
2003 a) main effect for both 
languages (vs. 
baseline) 
b) L1 vs. L2 
c) L2 vs. L1: Catalans 
d) L2 vs. L1: 
Spaniards 
e) language exposure 
effects: two groups 
a) left inferior frontal gyrus (BA 44; 45); left middle frontal 
gyrus (BA 46); left premotor cortex (BA 6/8); left pre-
SMA; left inferior parietal lobule (BA 40); left superior 
temporal gyrus (BA 22); left middle temporal gyrus (BA 
37); left thalamus; right inferior frontal gyrus (BA 47); 
right cerebellum 
b) no activation 
c) left insula; left inferior frontal gyrus (BA 44); left 
middle frontal gyrus (BA 46/10); left inferior frontal gyrus 
(BA 47); left caudate nucleus; left premotor cortex (BA 6); 
left inferior parietal (BA 40); right inferior frontal gyrus 
(BA 47) 
d) left inferior frontal gyrus (BA 45); left middle frontal 
gyrus (BA 46/10); left insula 
e) left middle frontal gyrus (BA 46/10); left inferior 
parietal lobule (BA 40) 
Pillai et 
al.  
2003 a) the combined 
language 
phonological–noun–
verb subtraction 
b) the English 
phonological–English 
noun–verb task 
subtraction  
c) the subtraction of 
the Spanish noun–verb 
task from the Spanish 
a) significantly increased activation in the phonological 
tasks compared to the noun–verb tasks in the right inferior 
frontal gyrus [pars opercularis (Brodmann’s area 44)], right 
supramarginal gyrus (Brodmann’s area 40), and to a lesser 
degree in the left middle frontal gyrus (Brodmann’s areas 8 
and 9) 
b) aside from the absence of activation in the left middle 
frontal gyrus and the presence of small clusters of 
activation in the posterior aspect of the right putamen and 
right middle frontal gyrus (no activation is seen at all in the 
left hemisphere), the actual topography of activation of the 
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phonological task 
d) reverse subtractions 
(i.e., the subtraction of 
the English 
phonological task from 
the English noun–verb 
task, and the 
subtraction of the 
Spanish phonological 
task from the Spanish 
noun–verb task)  
English phonological–English noun–verb task subtraction 
is the same as that of the combined language phonological–
noun–verb task subtraction; similar activation in the right 
inferior frontal gyrus (pars opercularis. Brodmann area 44) 
and right supramarginal gyrus (Brodmann area 40) 
c) does not reveal any areas of significantly greater 
activation in the Spanish phonological task as compared 
with the Spanish noun–verb task 
d) absolutely no activation is present in either of these 
subtractions in our chosen ROIs, and that the only voxels 
demonstrating any activation at all in either subtraction are 
a cluster of less than 20 voxels in the right occipital lobe in 
the Spanish noun–verb–Spanish phonological subtraction 
Tan et 
al. 
2003 a) Chinese-English 
bilinguals: rhyme 
decision vs. font size 
decision 
b) English native 
speakers (control 
group) 
c) direct comparisons 
of the cortical 
activations between 
Chinese and English 
readers  
a) similar for Chinese characters and English words. Peak 
activations in the left middle frontal cortex at Brodmann 
areas (BA 9 and 46); the left motor cortex and 
supplementary motor cortex were also strongly active; 
other important activated areas included precuneus (BA 7); 
and inferior parietal lobule (BA 40) in the left hemisphere. 
Minor activations in the left inferior prefrontal gyrus (BA 
45/47). The commonality analysis identified the left middle 
frontal cortex and precuneus to be significant both for 
Chinese characters and English words. There were no 
differential activations between Chinese and English 
stimuli  
b) peak activations of the left inferior frontal (BA 44/45) 
and superior temporal gyri (BA 22); activation in the 
middle frontal cortex was weaker. This pattern of brain 
activations is striking in contrast to the neural networks for 
reading Chinese and English by our bilingual subjects 
c) greater activations in the left middle frontal cortex for 
Chinese and English rhyme decisions in Chinese readers as 
compared with the rhyme decisions of native English 
readers. In contrast, native English readers showed greater 
activations in the left superior temporal gyrus and inferior 
frontal cortex than Chinese readers 
Vinger-
hoets  
et al.  
2003 Main effects (Dutch, 
English, Fench): 
a) Word fluency (WF) 
vs. control task a) 
b) Picture naming 
(PN) vs. control task 
b) 
c) Reading (R) vs. 
control task c) 
Comparisons between 
conditions: 
d) WF: D > (E+F)/2 
e) WF: (E+F)/2 > D 
f) PN: D > (E+F)/2 
g) PN: (E+F)/2 > D 
a) frontal regions: left inferior frontal gyrus: BA 47,44 (D, 
E, F); left middle frontal gyrus: BA  6 (D, E, F); left 
inferior frontal gyrus: 
BA 46 (D, E, F); right medial frontal gyrus: BA 8 (D, E, 
F); left cingulate gyrus: BA 32 (D, E, F); right inferior 
frontal gyrus: BA 47 (D, E, F); left middle frontal gyrus: 
BA 46 (D, E, F); left superior frontal gyrus: BA 8 (D, E, 
F); parietal regions: left superior parietal lobule: BA 7 (D, 
E, F); left inferior parietal lobule: BA 40 (D, E); temporal 
regions: right superior temporal gyrus: BA 38 (D); left 
inferior temporal gyrus: BA 37 (E, F); left middle temporal 
gyrus: BA 37 (E, F) 
b) frontal regions: left precentral gyrus: BA 4 (D, F); left 
medial frontal gyrus: BA 8 (D, E, F); left superior frontal 
gyrus: BA 6 (E, F); left inferior frontal gyrus: BA 47, 44 
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h) R: D > (E+F)/2 
i) R: (E+F)/2 > D 
j) WF: E vs. F 
k) PN: E vs. F 
l) R: E vs. F  
(E, F); left middle frontal gyrus: BA 6, 46 (E, F); parietal 
regions: left superior parietal lobule: BA 7 (E, F); temporal 
regions: left inferior temporal gyrus: BA 37 (E); occipital 
regions: right cuneus: BA 19 (D, E, F); right fusiform 
gyrus: BA 37 (D, E, F); lingual gyrus: BA 18 (E); right 
middle occipital gyrus: BA 19 (D, E); left lingual gyrus: 
BA 19 (D, E, F); right lingual gyrus: BA 18 (D, E, F); right 
fusiform gyrus: BA 19 (D, E, F); left fusiform gyrus: BA 
19 (D, E, F); left lingual gyrus: BA 18 (D, E, F); left 
middle occipital gyrus: BA 19 (E, F) 
c) frontal regions: left middle frontal gyrus: BA 6 (E, F); 
left inferior frontal gyrus: BA 45 (F); temporal regions: left 
middle temporal gyrus: BA 21 (D, E, F); left superior 
temporal gyrus: BA 39 (D); left superior temporal gyrus: 
BA 22 (E, F); occipital regions: right lingual gyrus: BA 18 
(D, E, F); left lingual gyrus: BA 19, 18 (D, E, F); right 
cingulate gyrus: BA 31 (E); left cuneus: BA 31 (E); left 
precuneus: BA 31 (F); left middle occipital gyrus: BA 18 
(F); left cuneus: BA 17 (E, F); right cuneus: BA 17 (E, F) 
d) right postcentral gyrus, BA 3   
e) left and right inferior frontal gyrus, BA 47; left middle 
temporal gyrus, BA 21 
f) right cuneus, BA 19 
g) left inferior frontal gyrus, BA 44 + 47; left medial 
frontal gyrus, BA 6; left inferior frontal gyrus BA 44/10; 
left cingulate gyrus, BA 32; right inferior frontal gyrus, BA 
45 
h) right lingual gyrus, BA 19; right cuneus, BA 18; left 
lingual gyrus, BA 19; left cuneus, BA 17; right inferior 
frontal gyrus, BA 47 
i) Nihil 
j) WF showed most interlanguages differences with more 
exclusive left hemispheric parietal (superior and inferior 
parietal lobule, BA 40/7) and frontal (middle and inferior 
frontal gyrus, BA 6/45) activation during E, and more 
posterior medial (left cingulate (BA 31) to right paracentral 
lobule (BA 7/5)) activation during F 
k) PN: occipital region with E showing more superior and 
bilateral precuneate (BA 31/7) activation, whereas F: more 
inferior-posterior bilateral cuneate (BA 19/18) 
l) R: increased activation for F in left inferior frontal gyrus 
(BA 44) and for E in midline lingual gyrus 
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Wang et 
al. 
2003 a) Main effect  
b) cortical regions that 
were active in both 
pretraining and 
posttraining  
c) Posttraining vs. 
pretraing 
d) Pretraining vs. 
posttraing 
e) Average number of 
voxels in left superior 
temporal gyrus (Ba 
22): pre- vs. 
posttraining 
f) comparison to the 
native speakers of 
Mandarin Chinese 
a) Bilateral activation in both anterior and posterior regions
b) In left hemisphere: medial frontal gyrus (BA 6; 
supplementary motor cortex); inferior frontal gyrus (BA 44 
+ 45; Broca’sarea); superior temporal gyrus (BA 22; 
Wernicke’s area); middle temporal gyrus (BA 21; 
secondary auditory cortex); in right hemisphere: superior 
and middle temporal gyrus (Ba 22 + 21) 
c) Additionally: left BA 42 (3 subjects also: right BA 44). 
Increase in magnitude: in left superior temporal gyrus (BA 
22), as well as the emergence of conserved activation in a 
neighboring region (BA 42) and in the right hemisphere 
inferior frontal gyrus (Ba 44) 
d) Additionally: right BA 44  
e) Average number in posttraining exceed vs. pretraining: 
increase of activity within Wernicke’s area 
f) Similar tone identification data were acquired 
Brielle-
mann et 
al. 
2004 a) Main effect: task vs. 
rest 
b) rest vs. task 
c) Signal increase 
d) languages with 
“poor” vs. “good” 
proficiency 
e) languages with 
“poor” vs. “good” 
proficiency during rest 
vs. task 
f) correlation between 
the amount of brain 
activation and 
proficiency measure 
g) native language (< 
age 2) vs. later learned 
languages 
h)Test-retest 
assessment in subject 1
a) In all six subjects, each language activated similar brain 
areas, including middle and inferior frontal gyrus; superior 
frontal gyrus; angular gyrus on the left side, and anterior 
cingulate. There was also activation on the homologous 
contralateral areas. Four of six showed a subtle increase in 
the amount of brain activation from L1 to L4, involving 
different brain areas 
b) Deactivation in the posterior cingulate. In five of six the 
activation of the posterior cingulate increased from L1 to 
L4 
c) No significant change in the mean percentage signal 
increase across languages for any of the subjects 
d) Overall brain activation was increased in languages with 
poor fluency vs. high fluency (in particular in all left-sided 
language areas, and in the anterior cingulate); only the 
activation in the contralateral hemisphere was not 
increased in languages with poor fluency  
e) increased posterior cingulate activation in languages 
with poor fluency vs. high fluency 
f) A lower production of words/sec. was associated with a 
higher amount of brain activation. Fluency was correlated 
with the amount of activation in all pre-defined brain areas, 
but not with contralateral activation. The negative response 
in the posterior cingulate was also correlated with fluency, 
a lower fluency was associated with a higher activation of 
the posterior cingulate during rest, compared to teh task 
stage 
g) no difference in overall activation (also in the ROIs) 
h) Overall, higher amount of brain activation at the first 
scan vs. second scan; however: strong correlation between 
the number of activated voxels in the different ROI for the 
different languages  
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Callan et 
al.  
2004 a) phoneme 
identification task {/r/ 
+ /l/} and background 
scanner noise 
b) {(/r/ + /l/) − 2 * 
vowel} contrast 
between native 
Japanese and native 
English-speaking 
subjects 
c) correlation between 
better /r/ and /l/ 
identification 
performance and 
greater brain activity  
d) {/r/ + /l/} contrast 
between the native 
English speakers and 
the native Japanese 
speakers (restricted to 
voxels in the STG/S 
and MTG) 
e) between-subjects 
comparison for the (/r/ 
+ /l/) contrast was 
conducted for female 
vs. male Japanese 
subjects and male vs. 
female English 
subjects 
a) extensive activity in regions of the brain known to be 
involved with speech processing bilaterally (STG/S—
including primary auditory cortex, MTG, SMG, Broca’s 
area, insula, PMC, cerebellum, and basal ganglia) for both 
the native Japanese- and native English-speaking subjects. 
Activity is also present for both the native Japanese and 
native English speakers in the right motor cortex associated 
with the motor response of pushing the button with the left 
thumb 
b) activity was found bilaterally in Broca’s area, anterior 
insula, PMC, DLPFC, pre-post-central gyrus, insula, ACC, 
parietal lobe (left—precuneus; right—superior parietal 
lobule), thalamus, basal ganglia, and the cerebellum as well 
as in the left posterior STG/S including PT/Stp, left SMG, 
and left angular gyrus  
c) in the left anterior insula and Broca’s area, the left and 
right anterior and posterior STG/S including the PT/Stp, 
the left SMG, the basal ganglia bilaterally, and crus VI and 
VII of the cerebellum bilaterally 
d) greater activity for native English speakers over native 
Japanese speakers included the STG/S, MTG, and the 
temporal pole bilaterally as well as the left auditory cortex 
e) no significant difference 
Chee et 
al. 
2004 a) Contrast between 2-
back vs. 0-back 
conditions for unequal 
and equal bilinguals 
b) equal vs. unequal 
bilinguals: 0-back, 1-
back, and 2-back 
c) equal vs. unequal 
bilinguals: 2-back > 0-
back 
d) unequal vs. equal 
bilinguals: 0-back, 1-
back, and 2-back 
e) unequal vs. equal 
bilinguals: 2-back > 0-
back 
a) Activation: L + R middle frontal gyrus (BA 9); L + R 
anterior middle frontal gyrus (BA 10);  L + R insula (BA 
13); L + R superior temporal gyrus (BA 21/22); L + R 
inferior parietal lobule (BA 7/40); deactivation: anterior 
medial frontal gyrus (BA 10/32) 
b) L insula (BA 13), R inferior parietal lobule (BA 40) 
c) L inferior frontal gyrus 
d) Cingulate gyrus (BA 32); deactivation: anterior medial 
frontal gyrus (BA 10/32) and R cuneus (BA 19) 
e) Precuneus 
France-
schini et 
al. 
2004 a) L2: less-proficient 
vs. more-proficient 
readers  
b) codeswitching: 
from L1 into L2 
a) activation in the prefrontal cortex (BA 9), in the 
secondary auditory areas (BA 22 and BA 42), in the 
anterior cingulate gyrus and right frontoparietal (BA 44, 
BA 45)  
b) additional activity in the prefrontal cortex (BA 9, BA 
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c) codeswitching: from 
L2 into L1 
10) and in the gyrus angularis, frontal lobe and 
Wernicke’sarea. Bilateral activity 
c) predominantely left activity 
Pillai et 
al.  
2004 Description of the 
cerebellar ROI 
Significantly greater lateralilty indices were noted in the 
English tasks than in the Spanish tasks (mean Spanish LI, 
0.3286; mean English LI, 0.5141 [P = .0143]). Overall, 
more robust activation was seen in the English tasks than in 
the Spanish tasks. Areas of significantly greater activation 
existed in the English tasks as compared with the Spanish 
tasks; these areas were more prominent in the left 
cerebellar hemisphere. Although both English and Spanish 
language tasks demonstrate left cerebellar dominance, 
English tasks demonstrate greater left hemispheric 
lateralization.  
Sakai et 
al.  
2004 a) EPr blocks were 
contrasted with EM 
blocks in a random 
effects analysis for day 
2 
b) EPr vs. EM: day 1 
c) EPi blocks were 
contrasted with EM 
blocks for day 2 
d) EPi vs. EM: day 1 
e) EPi – EM vs. EPr – 
EM for day 2 
f) we performed a 
paired t-test of day 2 – 
day 1 as a second level 
analysis of (EPr + EPi) 
– EM 
g) JP – JM contrast for 
day 2 
h) EP vs. JP 
i) conjunction analysis 
of (EPr + EPi) – EM 
and JP – JM  
j) correlation: 
twins/day 
k) we tested, whether 
or not the activation 
increases in the left 
dorsal IFG predicted 
the extent to which 
each individual subject 
improved his/her 
knowledge of the past 
tense 
  
a) major activations were found in the following regions: 
the dorsal region of the left inferior frontal gyrus (IFG) 
spanning the opercular part and the triangular part of IFG 
(F3op/F3t), the left F3t/F2 [Brodmann’s area (BA) 46] and 
the right cerebellum (lobule VI, extending to Crus) 
b) all of these activations were absent in EPr – EM  
c) the left dorsal IFG (F3op/F3t), the left ventral IFG 
spanning the triangular part and the orbital part of IFG 
(F3t/F3O), the left F3t/F2 (BA 46), the left angular gyrus 
and supramarginal gyrus (AG/SMG) and the right 
cerebellum  
d) all of these activations were absent in EPi – EM 
e) activated regions of the left IFG  in EPi – EM were 
slightly wider than those in EPr – EM  and that the left 
AG/SMG activation was observed only in EPi – EM 
f) this random effects analysis resulted in a single activated 
region of the left dorsal IFG 
g) left IFG activation that extends from dorsal (F3op/F3t) 
to ventral (F3t/F3O) regions; this left IFG activation was 
stable and remained unchanged between days 1 and 2 
h) left prefrontal regions activated for the English past 
tense verbs exactly match the regions activated for the 
Japanese past tense verbs 
i) significant activation only in the left dorsal IFG 
(suggesting that the activation increases in the left dorsal 
IFG represent the acquisition of past tense knowledge) 
j) the region-specific correlated activation increases for L2 
within each pair of twins; the activation increases (signal 
change: day 2–day 1) of the left dorsal IFG (–45, 21, 30) in 
(EPr + EPi) – EM, plotted for each pair of twins (identified 
as twin A and twin B); the activation changes of the right 
cerebellum (27, –69, –27) in (EPr + EPi) – EM across days 
1 and 2 
k) significant positive correlation (r = 0.63, Fisher’s r to Z 
transformation Z = 2.5, P < 0.02, two-sided) between the 
improvements in examination scores and the activation 
increases in (EPr + EPi) – EM across days 1 and 2 
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Thuy et 
al.  
2004 a) Size judgment for 
scrambled kanji and 
scrambled kana stimuli 
using the left finger-
press response  
b) Size judgment for 
kanji character and 
kana character stimuli 
c) comparison between 
the implicit and the 
scrambled experiments 
d) Lexical decision 
tasks for kanji and 
kana 
e) Scrambled kanji and 
the scrambled kana  
f) Kanji minus kana 
with size judgment for 
character stimuli  
g) Size judgment for 
the scrambled-kana 
stimuli vs. scrambled 
kanji 
h) Kana minus kanji 
with the size judgment 
for the character 
stimuli  
i) Kana vs. kanji with 
the lexical decisions 
a) activation in the right primary sensorimotor area, the 
bilateral supplementary motor and premotor areas, the 
bilateral superior parietal (Brodmann’s area: BA 7) and 
inferior parietal (BA 40) lobules, bilateral posterior lingual 
gyri (BA 18), and occipitotemporal regions (BA 19/37); in 
addition also in the cerebellum, thalamus, and the basal 
ganglia 
b) yielded similar activation to the scrambled experiment. 
In addition, the left inferior frontal gyrus (BA 44) was also 
activated. Moreover, in the left occipitotemporal regions, 
the activation extended anteriorly and laterally to produce 
another activation focus on the left posterior inferior 
temporal cortex (PITC, BA 37) 
c) character-specific activation in the left PITC  
d) the recruited brain areas were almost the same as the 
ones recruited by the size judgments for the kanji and kana 
character stimuli. Furthermore, kana lexical decision 
activated the left posterior middle temporal gyrus (BA 21). 
In addition to the left PITC, the explicit experiment relative 
to the scrambled experiments activated the left inferior 
frontal gyrus (both kanji and kana) and the left middle 
temporal gyrus (only kana) 
e) no significant activation  
f) activation in the bilateral fusiform gyri (BA 19/37), with 
the left side dominant (we got the same results for kanji vs. 
kana with lexical decisions) 
g) more activation in the bilateral superior parietal lobule 
(BA 7/40) 
h) activation focus on the left supramarginal gyrus (SMG, 
BA 40) 
i) left inferior frontal gyrus (BA 44/45), the left dorsal 
prefrontal cortex (BA 46), and the left middle/superior 
temporal junction (BA 21/22)  
Frenck-
Mestre 
et al. 
2005 articulation of words:  
early bilinguals:  
a) E+F vs. baseline 
b) E vs. F 
late bilinguals: 
c) E+F vs. baseline 
d) E vs. F 
articulation of 
sentences::  
early bilinguals:  
e) E+F vs. baseline 
f) E vs. F 
late bilinguals: 
g) E+F vs. baseline 
h) E vs. F 
a) bilateral activation of the motor cortex, superior and 
middle temporal gyri and cerebellum, and SMA 
b) completely overlapping patterns with no significant 
differences 
c) bilateral activation of the motor cortex, superior and 
middle temporal gyri and cerebellum, and SMA 
d) completely overlapping patterns with no significant 
differences 
e) bilateral activation of the motor cortex, superior and 
middle temporal gyri and cerebellum, and left lateralized 
activation of SMA 
f) completely overlapping patterns with no significant 
differences 
g) bilateral activation of the motor cortex, superior and 
middle temporal gyri and cerebellum, and left lateralized 
activation of SMA 
h) completely overlapping patterns with no significant 
differences 
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Mesch-
yan  
and 
Hernan- 
dez 
2005 a) Spanish vs. English 
b) Spanish versus Rest 
c) English vs. Spanish 
d) English vs. Rest 
a) Areas of increased activity in regions involved in motor 
activity, such as the supplementary motor area 
(SMA)/cingulate, the putamen, and the insula. In addition, 
also greater activity in the middle region of the left superior 
temporal gyrus (STG; BA 22) 
b) As in Spanish vs English, activity in similar brain 
regions, such as STG (BA 22) and SMA/cingulate, 
putamen, and the insula. In addition, activation in the pre-
central gyrus (BA 6), the inferior parietal lobe (IPL; BA 
40), and the pre-cuneus  
c) Greater activation in the right inferior parietal lobe 
region (BA 40) and in the region bordering the left parietal 
and occipital lobes  
d) Activity in parietal regions. Additionally, this 
comparison showed activity in the pre-cuneus and the pre-
cuneus/cuneus border 
Tatsuno 
et al. 
2005 a) contrasts of EPi-EM 
and EPr-EM (were 
first examined to 
establish the 
taskselective 
activations for the 
past-tense processing 
in L2) 
b) age 13 
c) age 19 
d) difference between 
EPi-EM and EPr-EM 
e) mean signal change 
in EPi-EM and EPr-
EM  
f) EPi vs. Epr 
g) age 13 – age 19  
h) age 19 – age 13 
i) EPi-EPr: age 13  
j) EPi-EPr: age 19  
k) EPi-EM  
l) EPr-EM  
m) JP – JM: age 13 
n) age 19 
a) The overall activation patterns were similar between 
EPi-EM and EPr-EM, as well as between age 13 and age 
19 groups; consistent activations were observed in the left 
IFG, spanning from the precentral gyrus (PrCG) to the 
opercular part and triangular part of the IFG (F3op/F3t), 
the right F3op/F3t, the supplementary motor area, the 
bilateral parieto-occipital cortex, and the bilateral 
cerebellum  
b) additional activation was observed in the right orbital 
part of the IFG and the middle frontal gyrus (F3O/F2O) in 
EPi-EM 
c) the caudate nucleus and the calcarine cortex showed 
additional activations in both the contrasts, as well as the 
right insula and the left middle frontal gyrus (F2) in EPi-
EM and the bilateral insula and the left middle temporal 
gyrus in EPr-EM  
d) the left F3t/F3O activation was found in EPi-EM for 
both ages, but not in EPr-EM  
e) was significantly lower for 19EH compared with that for 
19EL 
f) no significant differences 
g) left PrCG  
h) left F3t, the left inferior parietal gyrus, the right middle 
occipital gyrus, and the calcarine cortex 
i) did not reach the significance level, although the left 
F3t/F3O activation was observed in EPi-EM but not in 
EPr-EM 
j) significant activation in the left F3t/F3O in EPi-EPr  
k) the mean signal changes at this locus were significant 
for all subgroups (p < 0.05) except 19EH, and the signal 
change for 19EH was significantly lower compared with 
that for 19EL (p < 0.05), which was similar to the 
modulation of the left dF3t activation  
l) no significant differences 
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m) the most prominent activation was localized in the left 
IFG (cluster size, 624), spanning from the PrCG to the 
F3op/F3t, including the dF3t and the F3t/F3O. It should be 
noted that the activated regions in the left IFG were similar 
to those observed in EPi-EM and EPr-EM. Additional 
activations were observed in the right F3O and in the left 
inferior parietal gyrus 
n) no significant activation was observed for the age 19 
group, although the left IFG activation (cluster size, 189) 
became evident when the threshold was lowered to 
uncorrected p < 0.001 
Tham et 
al. 
2005 a) Common activated 
areas 
b) Mandarin task 
c) English task 
a) common brain regions activated by both tasks included 
the left inferior frontal gyrus (BA 46) and left inferior 
occipital gyrus (BAs 17 and 18) 
b) distinct brain regions were observed in the medial 
frontal gyrus, anterior cingulate cortex (BA 32), fusiform 
gyrus (BA 37), and lateral cerebellum in the left 
hemisphere, and the superior frontal gyrus (BA 8), anterior 
cingulate cortex (BA 32), inferior occipital gyrus (BA 19), 
and cuneus (BA 17) in the right hemisphere 
c) distinct brain regions were observed in the primary 
motor cortex (BA 4) and supramarginal gyrus (BA 40) of 
the left hemisphere, and in the primary motor cortex (BA 
4), middle frontal gyrus (BA 9), supramarginal gyrus (BA 
40) and medial cerebellum of the right hemisphere 
Callan et 
al.  
2006 a) English speakers vs. 
Japanese speakers for 
vowel lenght 
identification relative 
to consonant 
identification 
b) consonant 
identification vs. 
vowel lenght 
identification for 
native Japanese 
a) left superior temporal gyrus (BA 22); right inferior 
frontal gyrus (BA 46); basal ganglia; Broca’s area (BA 44); 
right middle frontal gyrus (BA 9 and 10); left planum 
temporale (BA 42); right and left cerebellum; right superior 
frontal gyrus (BA 8)  
b) left superior frontal gyrus (BA 8 and 10); right 
cerebellum; right middle occipital gyrus (BA 19); left 
supramarginal gyrus (BA 40); left inferior frontal gyrus 
(BA 47); left cerebellum; right middle temporal gyrus (BA 
21); right cingulate gyrus (BA 31) 
Crinon 
et al. 
2006 a) semantic decision 
for both languages 
spoken vs. baseline 
b) direct comparison 
between the two 
languages 
c) main effect of 
semantic priming on 
response times 
d) related word pairs 
vs. unrelated 
e) language-dependet 
semantic priming 
f) semantically related 
words, prime and 
a) same network of brain regions 
b) no significant differences;but at lower threshold 
(P<0.001): greater activation in the visual cortices for 
German vs. English words and for English vs. Japanese 
words (attributed to perceptual differences in the 
orthographies); but also a common set of frontal, temporal 
and parietal regions were activated in each language 
c) this effect was observed irrespective of the prime and the 
target were in the same or different languages 
d) irrespective of the language: left ventral anterior 
temporal lobe 
e) head of the left caudate; were at highest when prime and 
target are either semantically unrelated or in different 
languages 
f) reduced activation in the left caudate (but not when they 
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target same language  
g) semantic priming 
were in different languages) 
g) significantly greater when prime and target were in the 
same language than in different ones, irrespective of the 
language of the prime 
Wang et 
al. 
2006 a) Main effect: 
language vs. baseline 
b) L1 vs. L2 non-
switching condition 
c) L2 vs. L1 non-
switching condition 
d) language switching 
vs. language non-
switching 
e) L1 > L2 switching 
vs. L2 non-switching 
f) L2 > L1 switching 
vs. L1 non-switching 
g) L1 > L2 switching 
vs. L2 > L1 switching 
h) L2 > L1 switching 
vs. L1 > L2 switching 
i) ROI for DLPFC 
j) ROI for MFC  
k) Response time (RT) 
a) Activation of: left inferior frontal gyrus (BA 47 + 48); 
middle occipital lobe (BA 17); bilateral cerebellum (BA 
19); right hippocampus (BA 20), vermis, and bilateral 
insula (BA 48) 
b) Additionally: right superior temporal gyrus (BA 48); left 
precentral and postcentral gyri (BA 3 + 6)  
c) Additionally: right inferior parietal lobe (BA 40); 
fusiform and lingual gyri (BA 18) and bilateral precuneus 
d) left superior frontal gyrus; left middle frontl gyrus; right 
superior frontal gyrus; right middle cingulate gyrus; right 
caudate  
e) left medial frontal gyrus; left anterior cingulate; left mid-
orbital frontal gyrus; left SMA; left angular; left middle 
temporal gyrus   
f) right supramarginal; right parahippocampal; left 
cerebellum; left thalamus 
g) left medial frontal gyrus; left anterior cingulate; left 
supramarginal; right middle frontal gyrus; right mid-orbital 
frontal gyrus; left middle temporal gyrus; right superior 
occipital gyrus; right precentral gyrus 
h) left cerebellum; right inferior occipital gyrus; right 
lingual gyrus 
i) language switching activated more voxels than did 
language non-switching 
j) forward switching (L1>L2) activated more voxels than 
did backward switching (L2>L1) 
k) RT was slower for language switching than for non-
switching and slower for L2 than L1 
Yokoya-
ma et al.  
2006 a) Main effect: 
comprehension of L1 
+ L2 vs. control 
condition 
b) Japanese vs. control
c) English vs. control 
d) J vs. E 
e) E vs. J 
f) J active vs. control 
g) J passive vs. control
h) E active vs. control 
i) E passive vs. control
j) J: passive vs. active 
k) E: passive vs. active 
a) left premotor area; left medial aspect of the superior 
frontal gyrus; left inferior frontal gyrus; left middle 
temporal gyrus; left inferior parietal lobule; right superior 
frontal gyrus; right inferior frontal gyrus; right inferior 
parietal lobule; right posterior lobule of the cerebellum 
b) left inferior frontal gyrus; left premotor area; left 
superior temporal gyrus; left middle temporal gyrus; left 
inferior parietal lobule; left lingual gyrus; right posterior 
lobule of the cerebellum 
c) left inferior frontal gyrus; left premotor area; left inferior 
parietal lobule; left lingual gyrus; right posterior lobule of 
the cerebellum 
d) No data obtained 
e) left fusiform gyrus; left posterior lobule of the 
cerebellum 
f) left inferior frontal gyrus; left premotor area; left middle 
temporal gyrus; left superior temporal sulcus; left inferior 
parietal lobule; left intraparietal sulcus; right  posterior 
lobule of the cerebellum 
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g) left inferior frontal gyrus; left middle frontal gyrus; left 
premotor area; left superior frontal gyrus; left medial 
aspect of the superior frontal gyrus; right medial aspect of 
the superior frontal gyrus; left middle temporal gyrus; left 
insula; left fusiform gyrus; left inferior parietal lobule; left 
superior parietal lobule; right posterior lobule of the 
cerebellum 
h) left inferior frontal gyrus; left premotor area; left medial 
aspect of the superior frontal gyrus; left precentral gyrus; 
left middle temporal gyrus; right and left posterior lobule 
of the cerebellum 
i) left inferior frontal gyrus; left inferior frontal gyrus; left 
premotor area; left superior frontal gyrus; left cuneus; right 
posterior lobule of the cerebellum 
j) left superior parietal lobule; left inferior frontal gyrus: 
pars triangularis; left premotor area; left insula  
k) left inferior frontal gyrus: pars orbitalis; right cuneus 
Gandour 
et al.  
2007 a) Main effect: L1 (C) 
+ L2 (E), in sentence 
focus and type vs. 
baseline 
b) 9 ROIs  
c) sentence focus task 
(but not in the 
sentence type): E vs. C
d) C vs. E 
a) Extensive overlapping activation between Chinese and 
English in frontal, parietal and temporal areas 
b) were symmetric in nonoverlapping frontal, temporal, 
and parietal regions of both hemispheres 
c) C/E bilinguals exhibit significantly greater bilateral 
activity in the anterior insula and anetrior superior frontal 
sulcus 
d) none of the ROIs or any other region of the brain as 
revealed in the random effects maps showed significantly 
greater activation  
Suh et 
al.  
2007 a) Korean embedded 
vs. baseline 
b) English embedded 
vs. baseline 
c) Korean conjoined 
vs. baseline 
d) English conjoined 
vs. baseline 
e) Korean: embedded 
vs. conjoined 
f) embedded: Korean > 
English 
g) embedded: English 
> Korean 
h) conjoined: Korean > 
English 
i) conjoined: English > 
Korean 
j) ROIs 
a) left inferior parietal gyrus (BA 40); left middle frontal 
gyrus (BA 9); left medial/superior frontal gyrus (BA 8); 
right and left lingual gyrus (BA 18); right inferior parietal 
gyrus (BA 7); left inferior frontal gyrus (BA 47) 
b) left inferior frontal gyrus (BA 46); left cingulate gyrus 
(BA 32); left inferior parietal gyrus (BA 7); left fusiform 
gyrus (BA 18); right inferior parietal gyrus (BA 7) 
c) left lingual gyrus (BA 7); left inferior parietal gyrus (BA 
7); left medial frontal gyrus (BA 6); left inferior frontal 
gyrus (BA 44); right fusiform gyrus (BA 18) 
d) left medial frontal gyrus (BA 6); right inferior parietal 
gyrus (BA 7); right lingual gyrus (BA 18) 
e) left inferior parietal gyrus (BA 40); left precuneus (BA 
7); left middle frontal gyrus (BA 8) 
f) left middle occipital gyrus (BA 18); right cuneus (BA 
18); right inferior parietal gyrus (BA 40); right precentral 
gyrus (BA 6); left lingual gyrus (BA 18); left middle 
frontal gyrus (BA 10); right superior/medial frontal gyrus 
(BA 8); left middle frontal gyrus (BA 8); left iInferior 
frontal gyrus (BA 47); right middle temporal gyrus (BA 
21) 
g) right cuneus (BA 19); left precentral gyrus (BA 6); left 
cuneus (BA 18) 
h) insula; left lingual gyrus (BA 18); left middle frontal 
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gyrus (BA 8) 
i) no activation 
j) significant activation only for the left IFG 
Chee et 
al. 
1999 a a) Sentence 
interpretation versus 
fixation (baseline)  
b) Sentence 
interpretation 
(Experiment 1) vs. 
Tamil-like strings 
(Exp. 2) 
c) Direct comparison 
between English and 
Mandarin 
a) inferior (BA 44,45,47); middle prefrontal cortex (BA 9; 
part of BA 8, 6, more extensive on the left side); left 
temporal region (BA 22,21,38); left angular gyrus (BA 39); 
anterior supplementary motor area (BA 8; left-sided 
activations predominating); bilateral superior parietal (BA 
7) and occipital regions. Frontal activations were robust; all 
subjects showed activations in the superior portions of BA 
44, 45 in the upper part of the inferior frontal gyrus or the 
middle frontal gyrus (BA 9)  
b) occipital activations were reduced but not completely 
suppressed. Activations if the frontal and temporal areas 
were similar in spatial location to those described in Exp 1, 
but Exp 2 was associated with greater left hemisphere bias 
of frontal and temporal activations compared to Exp. 1  
c) activations in the prefrontal and temporal regions 
overlapped extensively during english and Mandarin 
sentence comprehension in both experiments   
Chee et 
al. 
1999 b Mandarin and English 
(versus fixation) 
Activations of the prefrontal region involving the rostral 
middle and inferior frontal gyri (BA 44/45, 46/9), the 
supplementary motor area, and bilateral occipital and 
bilateral parietal regions (BA 7); temporal activations were 
seen in some subjects; 5 subjects showed modest 
activations in the posterior temporal region (BA 22/21); 2 
subjects showed activations in the anterior temporal pole 
(BA 38); basal temporal area (BA 37) activations in region 
of the posterior fusiform gyrus were observed in 10 
subjects  
Golesta-
ni et al.  
2006  a) Main effect: words 
vs. silence subtraction: 
b) English: Sentences 
vs. silence subtraction 
c) English 
d) French 
e) Sentence vs. words 
f) English 
g) French 
Interactions: sentence 
vs. words 
h) English-French 
i) French-English 
Five muns three 
j) words 
k) sentences 
l) correlation: English 
sentences minus words 
and Toefl scores 
a) activation in the left premotor cortex (BA 6), and in the 
occipital (BA 18) and fusiform (BA 19/37) regions 
bilaterally 
b) additional activation in the left putamen 
c) left inferior frontal gyrus; left middle frontal gyrus; left 
premotor cortex; left pre-SMA; right sup. Parietal; left 
occipital cortex; right occipital cortex; right cerebellum; 
left fusiform g; right fusiform g; left inf. Parietal; left sup. 
Parietal 
d) left inferior frontal gyrus; left premotor cortex; left pre-
SMA; right sup. Parietal; left occipital cortex; right 
occipital cortex; right cerebellum; left fusiform g; right 
fusiform g 
e) most subjects had left frontal activations for this contrast
f) left IFG; left MFGs; pre-SMA; right sup. Parietal; left 
inf. Parietal; left sup. Parietal; right occipital cortex; right 
cerebellum 
g) left IFG; left MFGs; pre-SMA; right sup. Parietal; left 
precentral g; left putamen 
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h) none 
i) orbitofrontal cortex 
j) left occipital cortex; left fusiform 
k) left and right occipital cortex 
l) only positive correlations: left caudate nucleus/putamen; 
left occipital cortex 
Abuta-
lebi  
et al. 
2007 a) Main effect: reading 
words vs. baseline 
b) Dialect + 
pseudowords vs. 
German 
c) Dialect vs. German 
d) Dialect vs. 
pseudowords 
e) Pseudowords vs. 
German 
f) first runs: dialect vs. 
German 
g) last runs: dialect vs. 
German 
h) Dialect: first vs. last 
run 
i) first runs: 
pseudowords vs. 
German 
j) last runs: 
pseudowords vs. 
German 
k) last runs: dialect vs. 
German 
l) time-curves: dialect 
vs. German (for left 
anterior hippocampus; 
left caudate nucleus; 
left inferior frontal 
gyrus)  
m) behavioral 
experiment (with 
differnt participants): 
VOTs (voice onset 
times) for different 
word classes (real 
German words; dialect 
words and 
pseudowords) 
a) Simlilar networks in the left hemisphere: inferior frontal 
gyrus; superior temporal sulcus; posterior superior 
temporal gyrus; inferior parietal lobule; temporo-occipital 
junczion encompassing the fusiform gyrus 
b) Left hemispheric activations: inferior frontal gyrus 
including Broca’s area (both pars triangularis and 
opercularis); middle frontal gyrus; precuneus; inferior 
parietal lobule; anterior and superior temporal gyrus 
(Wernicke’s area); fusiform gyrus including “word form 
area” + Right hemispeheric activations: middle frontal 
gyrus; precuneus 
c) Selective activation of left anterior hippocampal 
formation; left fusiform gyrus; left subcortical nuclei (left 
caudate and thalamus); left inferior and middle frontal 
gyrus; left precuneus; left anterior and posterior superior 
temporal gyrus and right middle frontal gyrus and right 
precuneus    
d) Left anterior hippocampal formation 
e) Activity of left precentral gyrus and of superior and 
inferior frontal gyrus; left precuneus; left inferior parietal 
lobule; left anterior and posterior superior temporal gyrus; 
left fusiform gyrus; left parietal-occipital sulcus and left 
middle occipital gyrus + more extensive right hemispheric 
activation of right middle and inferior frontal gyrus; right 
precuneus; right fusiform gyrus; right inferior parietal 
lobule 
f) left hemispheric brain activity in precentral gyrus; 
middle and inferior frontal gyrus, including Broca’s area, 
precuneus and inferior parietal lobule; anterior 
hippocampal formation; posterior superior temporal gyrus; 
fusiform gyrus; left caudate and thalamus 
g) Significantly reduced pattern of brain activity: activation 
foci limited to left inferior frontal gyrus (Broca’s area) and 
to left anterior superior temporal gyrus 
h) left anterior hippocampal formation; left middle and 
inferior frontal gyrus; left superior temporal gyrus; the left 
fusiform gyrus; left caudate; right middle temporal gyrus 
i) extensive pattern of activation in left hemisphere 
(precentral gyrus; superior, middle and inferior frontal gyri, 
including Broca’s area, precuneus and inferior parietal 
lobule, fusiform gyrus and thalamus) and activity in the 
right hemisphere (middle and inferior frontal gyri and 
precuneus)  
j) extended brain activity persisted (left inferior frontal 
gyrus; left precuneus; left inferior parietal lobule; left 
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inferior temporal/fusiform gyrus; left parietal occipital 
sulcus; right precuneus; right fusiform gyrus) 
k) decreasing of brain activity (left inferior frontal gyrus; 
left anterior superior temporal gyrus) 
l) in all these three regions a decrease in amplitude of 
activation was observed from Run 1 to Run 4, underlining 
that dialect reading was less in need of these brain 
structures following exposure 
m) following repeated exposure, VOTs of dialect words 
converged to German range of VOTs 
Abuta-
lebi 
et al. 
2008 Main effects (events of 
interest) vs. baseline 
(comprehension 
process): 
a) regular switches 
from L2 into L1 
b) regular switches 
from L1 into L2 
c) irregular switches 
from L2 into L1 
d) irregular switches 
from L1 into L2 
e) conjunction analysis 
on all four types of 
switches 
Direct comparisons: f) 
regular switches: 
L2>L1 vs. L1>L2 
g) regular switches: 
L1>L2 vs. L2>L1  
h) irregular switches: 
L2>L1 vs. L1>L2 
i) irregular switches: 
L1>L2 vs. L2>L1 
a) left middle frontal gyrus (BA 45); L superior frontal 
gyrus (BA 9); L anterior cingulate cortex (BA 32); L 
angular gyrus (BA 39); L precuneus (BA 7); L superior 
temporal gyrus (BA 22); L superior temporal sulcus (BA 
22); L middle temporal gyrus (BA 21); L inferior temporal 
gyrus (BA 37); L thalamus; L head of caudate; L putamen; 
Right inferior frontal gyrus (BA 45); R middle frontal 
gyrus (BA 45); R anterior superior temporal gyrus (BA 
22); R temporal gyrus (BA 21); R globus pallidum; R 
putamen 
b) L inferior frontal gyrus (BA 45); L superior frontal 
gyrus (BA 9); L superior temporal sulcus (BA 22); L 
middle temporal gyrus (BA 21); L inferior temporal gyrus 
(BA 37); R inferior frontal gyrus (BA 45); R temporal 
gyrus (BA 21); R temporal pole (BA 38) 
c) L inferior frontal gyrus (BA 45); L inferior frontal gyrus 
(BA 44; pars opercularis); L LIPL (BA 40); L middle 
temporal gyrus (BA 21); R inferior frontal gyrus (BA 45); 
R middle frontal gyrus (BA 6); R insula; R middle 
temporal gyrus (Ba 21); R temporal pole (Ba 38) 
d) L middle frontal gyrus (BA 45); L inferior frontal gyrus 
(Ba 44; pars opercularis); L superior frontal gyrus (BA 6; 
pre-SMA); L LIPL (BA 40); L middle temporal gyrus (BA 
21); R inferior frontal gyrus (BA 45); R middle frontal 
gyrus (BA 45); R middle frontal gyrus (BA 6); R middle 
temporal gyrus (BA 21); R temporal pole (BA 38)  
e) L inferior frontal gyrus (BA 45); L anterior middle 
temporal gyrus (BA 21); L posterior middle temporal gyrus 
(BA 21/37); R homolog temporal areas (BA 21; BA 
21/37); R inferior frontal gyrus (BA 45); R middle frontal 
gyrus (BA 45/46) 
f) left caudate nucleus; bilaterally anterior cingulate (BA 
32) and posterior cingulate cortex (BA 23); right 
supramarginal gyrus (BA 39) 
g) left superior parietal lobule (BA 7); left anterior superior 
temporal gyrus (temporal pole, BA 22); right temporal pole 
h) head of the left caudate; bilaterally anterior cingulate 
cortex; left insula; left superior temporal gyrus; right 
middle temporal gyrus (BA 21) 
i) left superior frontal gyrus (BA 10); LIPL (BA 40), left 
precuneus (BA 7); right precentral gyrus   
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1.6.2.6  Fazit 
 
Aus der vorhergehenden Auflistung geht hervor, dass die f-MRT-Studien zum Thema Zwei- 
bzw. Mehrsprachigkeit seit ihrem ersten Einsatz rapide zugenommen haben. Eine der ersten, 
und daher eine der am häufigsten zitierten Studien zum Thema ist jene, die von Kim et. al 
(1996) in „Nature“ publiziert wurde. Sie verglich die Untersuchungsmuster von early vs. late 
bilinguals und stellte als Ergebnis fest, dass die Probanden, die in früher Kindheit eine zweite 
Sprache gelernt haben, für die Muttersprache und die L2 ein gemeinsames neuronales 
Netzwerk im Frontallappen aktivieren, während späte L2-Lerner (ab dem 11. Lebensjahr) die 
genannten Sprachen innerhalb des linken Frontalgyrus (Brocaareal, BA 44) verschieden 
lokalisieren. Es folgten weitere Studien, mit zum Teil auch entgegengesetzten Ergebnissen in 
Bezug auf die Frage nach der Überlappung oder Nicht-Überlappung zweier oder mehrerer 
Sprachen im Gehirn. Bei diesen scheinbar kontradiktorischen Aussagen handelt es sich aber 
oft nur um verschiedene Interpretationen gleicher Ergebnisse, da manche Autoren eine 
zusätzliche Aktivierung für die Zweitsprache als „nicht-überlappend“ bezeichnen, unabhängig 
von den festgestellten zahlreichen gemeinsamen Aktivierungspunkten, wie z.B. Dehaene et al. 
1997, wo L2 ein im Vergleich zur Aktivierung von L1 vorwiegend rechts lokalisiertes 
Netzwerk beschreibt. Andere Autoren behaupten hingegen in der Hauptdarstellung ihrer 
Ergebnisse, keine Unterschiede zwischen den Sprachen gefunden zu haben (wie z.B. Chee et 
al. 2000), obwohl im Text dann die Verhaltensmuster zwischen Englisch und Mandarin nur 
mehr als „strikingly similar“ bezeichnet werden, wobei anzumerken ist, dass in dieser Studie 
das Vergleichskriterium ziemlich weitmaschig angewandt worden ist. Die meisten Autoren 
hingegen betrachten die ganze Aktivierung als vorwiegend überlappend und zählen dabei 
kleinere signifikante Unterschiede auf, wie z.B. Unterschiede im präfrontalem Bereich, die 
hauptsächlich dem Gedächtnisprozess zugeschrieben werden oder einem Switching-
Mechanismus (etwa Hernandez et al. 2000). 
Zusätzliche Schwierigkeiten im Vergleich zwischen den einzelnen neurologischen Studien 
bereiten neben den zahlreichen Untersuchungsweisen (f-MRT, PET, MEG, Untersuchungen 
an Aphasikern usw., auf die hier nicht speziell eingegangen worden ist) die große Vielfalt a) 
an Aufgabenstellungen während des Experimentes, b) an untersuchten Sprachen und 
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Probanden, c) an verwendeter Software und d) im Einsatz von t-Test Grenzwerten bei der 
Datenanalyse. 
Sehr positiv fällt jedoch die Tatsache auf, dass im Laufe der letzten Jahre die Studien ihre 
Ergebnisse immer präziser beschreiben und diese auch auf zunehmend vergleichbare Weise 
darstellen. 
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2 Studie zur Lokalisierung der Sprachverarbeitungszentren 
einer ladinischen Probandengruppe anhand einer 
funktionellen Magnet-Resonanz-Tomographie 
   
 
2.0 Vorbemerkung 
 
Der empirische Teil meiner Dissertation ist die Darstellung der Ergebnisse einer f-MRT-
Untersuchung an einer ladinischen Probandengruppe, die am 22.-26. Januar und am 12. 
Februar 2008 in Ulm stattfand. Die Studie wurde durch die Zusammenarbeit des 
Universitätsklinikums für Psychiatrie in Ulm und der Freien Universität Bozen ermöglicht.  
Finanziert wurde die Studie vom Universitätsklinikum Ulm, Abteilung für Psychiatrie, dem 
Transferzentrum für Neurowissenschaften und Lernen sowie der Freien Universität Bozen und 
der Luigi-Heilmann-Stiftung.  
 
 
2.1 Ziel und Hypothese der Untersuchung  
 
Ziel dieser Studie ist, eine möglichst homogene Testgruppe in Hinblick auf ihre 
Viersprachigkeit zu untersuchen. Das Hauptanliegen dabei ist, alle zusätzlichen 
Einflussvariablen zu kontrollieren und genau zu definieren, um eine möglichst klare und 
abgrenzbare Antwort auf die Frage zu erhalten, ob bei der Durchführung eines einschlägigen 
Tasks in traditionell als „verschieden“ betrachteten Sprachen die gleichen oder aber 
verschiedene Hirnareale aktiviert werden.  
Zu diesem Zweck ist eine funktionelle Magnetresonanztomographie mit 20 ladinischen 
Probanden in Bezug auf die von ihnen beherrschten vier Sprachen (Ladinisch, Italienisch, 
Deutsch und English) anhand eines Objekt- bzw. Wortbenennungsparadigmas durchgeführt 
worden. Um die Ergebnisse der Studie zu optimieren, wurde vorher das Stimulusmaterial 
anhand einer anderen, vergleichbaren 20-köpfigen ladinischen Kontrollgruppe getestet, sodass 
Objekte bzw. Bilder als Input-Material identifiziert werden konnten, die während des f-MRT-
Experimentes möglichst bei allen Probanden das gleiche Wort-Output erzielt hätten. 
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Zusätzlich ist darauf geachtet worden, für die f-MRT-Untersuchung eine möglichst homogene 
Probandengruppe auszuwählen, die im gleichen soziokulturellen Umfeld aufgewachsen ist und 
welche die Sprachen in vergleichbarer Weise beherrscht und anwendet.  
Als Arbeitshypothese, die es zu verifizieren galt, wurde bei dieser Untersuchung folgendes 
angenommen: 
a) eine vorwiegende gemeinsame Aktivierung der Hirnareale bei der Verarbeitung der 
verschiedenen Sprachen, aber auch  
b) das Vorliegen weniger, sehr kleinräumlicher, aber signifikanter Unterschiede. In 
diesem Fall wird es  
c) aufgrund der Homogenität der Probandengruppe und der Input-Stimuli, durch den 
Vergleich zwischen den einzelnen Sprachen wahrscheinlich möglich sein, einen Grund 
für dieses unterschiedliche Aktivierungsmuster eindeutiger festzulegen.   
 
 
2.2  Forschungsdesign   
 
Die vorliegende f-MRT-Untersuchung wurde an 6 Tagen − vom 22. bis zum 26. Januar und 
am 12. Februar 2007 − im MRT-Raum der Abteilung für Psychiatrie III des 
Universitätsklinikums Ulm durchgeführt17. 
 
 
2.2.1 Probanden 
 
20 gesunde, rechtshändige (Oldfield 1971) Probanden (davon 11 Frauen und 9 Männer im 
Alter von 20-35 Jahren, Durchschnittsalter 27,3 Jahre) mit verbesserter bzw. normaler 
Sehkraft, ohne neurologische oder psychiatrische Beschwerden, haben freiwillig und mit 
schriftlichem Einverständnis an der Untersuchung teilgenommen. Das Experiment ist nach 
den Richtlinien der Deklaration von Helsinki abgehalten worden. Den Probanden wurden die 
Spesen für die Teilnahme an der Untersuchung ersetzt. 
                                                 
17 Cf.: http://www.uni-ulm.de/klinik/psychiatrie3/eeg_eng.html. 
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Die Probandengruppe wurde so gewählt, dass sie im Hinblick auf folgende Variabeln 
homogen erscheint: 
a) dieselbe Muttersprache Ladinisch: Alle Probanden – die meisten davon untereinander 
verwandt – sind im selben soziokulturellen Umfeld des Gadertals in Südtirol 
aufgewachsen (401,74 km²; 10.311 Einwohner); beide Elternteile sind ladinischer 
Muttersprache. 
b) ähnliche Reihenfolge bzw. ähnliches Alter beim Erwerb der einzelnen Sprachen 
(Ladinisch: 0 Jahre; Italienisch: ~5 Jahre; Deutsch: ~7 Jahre und Englisch: ~14 Jahre); 
c) ähnlicher Sprachgebrauch und Exposure: hauptsächlich Ladinisch, dann Italienisch, 
Deutsch und Englisch; 
d) ähnliche Selbsteinschätzung der Kompetenz in den einzelnen Sprachen (auf einer 
Skala von Minimum=1 / Maximum=10): Ladinisch = 9,5; Italienisch = 8,4; Deutsch = 
8,3 und Englisch = 4,7.  
Während der frühen Kindheit haben alle Probanden zu Hause und im Freundeskreis fast 
ausschließlich Ladinisch gesprochen und hatten von den anderen zwei Sprachen, Italienisch 
und Deutsch, eine vorwiegend nur passive Sprachkompetenz (Medien und Tourismus). Alle 
Probanden besuchten dasselbe paritätische Grundschulmodell der ladinischen Ortschaften (zur 
Hälfte in italienischer und zur Hälfte in deutscher Sprache, wobei das Ladinische als 
Hilfssprache dient) und haben in Folge dessen den gleichen Sprachunterricht erhalten.18 
Das Hauptkriterium bei der Probandenauswahl war, eine möglichst homogene Gruppe zu 
bilden. Deswegen wurden von Anfang an nur solche Probanden für die Untersuchung 
vorgesehen, die MR-tauglich sind, rechtshändig, aus dem Gadertal stammend und deren beide 
Elternteile ladinischer Muttersprache sind.  
 
 
 
 
 
 
 
 
 
 
                                                 
18 Weitere Informationen zum paritätischen Schulmodell in Videsott, G. 2006 und 2008.  
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Bewerbungsformular 
 
Fig. 11 
 
 
 
Liste der Probanden 
 
Tab. 07  
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Unter den Probanden besteht ein hoher Verwandtschaftsgrad19: Proband 1 und Proband 4 sind 
eineiige Zwillingsschwestern, verschwistert mit Proband 18. Proband 15 und Proband 17 sind 
Schwestern. Proband 2 und Proband 10 sind Kusinen ersten Grades, so auch Proband 2 und 
Proband 16.    
 
 
2.2.1.1 Händigkeit 
 
Aus vorherigen Studien ist bekannt, dass die Händigkeit bei kognitiven Aufgaben eine 
determinante Rolle spielt. Daher sind bei der Studie nur Probanden zugelassen worden, die 
eine rechte Dominanz besitzen.  
Der Rechtshändigkeitsgrad der einzelnen Probanden wurde anhand des Edinburgh 
Handedness Inventory © Mark Cohen,20 festgestellt: 
 
 
Fig. 12 
 
 
 
                                                 
19 Dies stellte sich als bei der Probandenanalyse als nicht geplanter Kriteriumseffekt heraus. 
20 Edinburgh Handedness Inventor: http://airto.bmap.ucla.edu/BMCweb/Consent/edinburgh.html und: OLDFIELD, 
R.C., "The assessment and analysis of handedness: the Edinburgh Inventory", Neuropsychologia 1(9), 97-113, 
1971. 
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Alle Probanden konnten dem „right decile“ zugeordnet werden, mit einem Lateralitätsquotient 
von entweder 100,0 (bei 16 Probanden) oder 80,0 (bei 4 Probanden). Aus der folgenden 
Tabelle ist auch ersichtlich, dass alle Eltern der 20 Probanden, mit Ausnahme eines 
ambidextren Vaters und einer ambidextren Mutter (es handelt sich dabei immer um einen 
Elternteil von Geschwistern), ihrerseits auch rechtshändig sind.  
 
 
Händigkeit  
 
Tab. 08 
 
 
 
 
 
2.2.1.2  Sprachbiographie  
 
Um einen besseren Einblick zu ermöglichen, folgt eine kurze, schematisch-vergleichende 
Analyse der individuellen Sprachbiographien der einzelnen Probanden. Es wird vor allem auf 
die Einflussvariablen, die im Sprachprozess als relevant gelten, eingegangen. 
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2.2.1.2.1  Erwerbsalter 
  
Das Erwerbsalter bezieht sich auf die Rekonstruktion des Alters, in welchem die Probanden 
mit den einzelnen Sprachen in Kontakt getreten sind. Wie man aus der folgenden Tabelle 
entnehmen kann, ist bei allen Probanden Ladin21 die Muttersprache (ab 0 Jahren). English 
wurde bei allen Probanden erst in der Schule erlernt. Die 11 Probanden, welche die 
Möglichkeit hatten, den Englischunterricht schon vor Beginn der Oberschule im Rahmen von 
Wahlkursen zu besuchen bzw. – bei den jüngeren Probanden – als Schulfach schon in der 
Mittelschule, haben mit dem Erwerb des Englischen im Alter von 13 Jahren begonnen, die 
anderen 9 Probanden mit 14. 
Das Erwerbsalter der italienischen bzw. deutschen Sprache entspricht bei den meisten 
Probanden dem Schuleintrittsalter, auch wenn kleinere Unterschiede unter den einzelnen 
Probanden vorliegen: mit Deutsch fingen die meisten Probanden (14) in der zweiten 
Grundschulklasse an (d.h.: mit 7 Jahren), 4 Probanden mit 5 Jahren, 1 Proband mit 4 und 1 
Proband mit 3 Jahren. Mit Italiano fingen 7 Probanden mit dem Schuleintritt – also ab 6 
Jahren – an, 9 bereits mit 5 Jahren, und 4 Probanden mit 4 (v. a. wegen des vorwiegend 
italienischen Tourismus im Tal und des bevorzugt gesehenen italienischen Fernsehens).  
Die Unterschiede zwischen den einzelnen Probanden sind aber insgesamt minimal. Deshalb 
kann auch im Hinblick auf das Kriterium „Erwerbsalter“ behauptet werden, dass die 
Probandengruppe sehr homogen ist. 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                 
21 Im Folgenden warden die analysierten Sprachen immer mit ihrer Eigenbezeichnung benannt, also Ladin = 
Ladinisch/Ladino/Ladin; Italiano = Italienisch/Talian/Italian, Deutsch = Todesch/Tedesco/German; English = 
Ingleis/Inglese/Englisch. 
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Erwerbsalter 
 
Tab. 09 
 
 
 
 
2.2.1.2.2  Sprachenerwerb der Probanden 
 
Die Muttersprache aller 20 Probanden und deren Eltern ist Ladin. Alle Probanden haben aber 
eine Sprachkompetenz in vier Sprachen: Ladin (Muttersprache), Deutsch, Italiano und English 
– wobei 4 Probanden angegeben haben, Deutsch vor Italiano erworben zu haben, während bei 
der Mehrzahl der Probanden (16) die beiden Sprachen in umgekehrter Reihenfolge erworben 
wurden (auch wenn die Unterschiede, wie eben erwähnt, insgesamt gesehen minimal sind).  
Eine offizielle Überprüfung bzw. Bestätigung der Sprachkompetenz erfolgt in Südtirol mit der 
der Zwei- (für Deutsche und Italiener) bzw. Dreisprachigkeitsprüfung (für Ladiner), die für 
eine Anstellung im öffentlichem Dienst vorgeschrieben ist. Die Prüfung für den Erwerb des 
Zwei- bzw. Dreisprachigkeitsnachweis besteht aus einem schriftlichen und mündlichen Test in 
den betroffenen Sprachen (d.h.: in Deutsch und Italienisch für die Angehörigen dieser zwei 
Sprachgruppen; in Deutsch, Italienisch und Ladinisch für die Ladiner). Die Prüfung erfolgt auf 
vier verschiedenen Niveaus: D (einfache Laufbahn = Stellen, für die ein Grundschulabschluss 
notwendig ist; nur mündlich); C (mittlere Laufbahn = Stellen, für die ein Mittelschulabschluss 
vorgesehen ist), B (gehobene Laufbahn = Stellen für die ein Oberschulabschluss 
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vorgeschrieben ist) und A (höhere Laufbahn = Stellen für Akademiker)22. Detaillierte 
Angaben zum Dreisprachigkeitsnachweis der Probandengruppe sind in der letzte Spalte der 
nächsten Tabelle zu finden.   
Allen Probanden haben English als dritte Fremdsprache angegeben.  
10 Probanden lernten während ihrer Oberschulzeit auch Latein, zwei davon zusätzlich noch 
Altgriechisch. Ein Proband hat angegeben, an der Universität Französischkenntnisse erworben 
zu haben, während zwei andere Probanden – aus persönlicher Motivation und Kontakt zu 
fremdsprachigen Personen – zusätzlich noch Spanisch bzw. Portugiesisch gelernt haben.  
  
 
Spracherwerb  
 
Tab. 10 
 
 
 
2.2.1.2.3  Sprachen in der Kindheit 
 
Die folgenden Tabellen versuchen, die „sprachliche Kindheit“ der Probanden darzustellen. 
Die erste Tabelle enthält die Sprachen der Eltern. Die Darstellung erfolgt immer nach 
folgendem Schema: Zunächst erscheinen die Angaben zum Vater, dann zur Mutter (jeweils 
deren Muttersprache: bei allen Ladin). Weiters wurde allgemein erhoben, ob der Vater bzw. 
die Mutter noch eine andere Sprache als die Muttersprache beherrscht. In den meisten Fällen 
                                                 
22 Die Prüfungsmodalität wurde in den letzten Jahren verändert. Für Informationen zur momentanen Situation cf. 
Dienststelle für die Zwei- und Dreisprachigkeitsprüfungen der Autonomen Provinz Bozen: 
[http://www.provincia.bz.it/praesidium/0101/01/index_d.asp]. 
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können die Eltern außer Ladinisch auch noch Deutsch und Italienisch, zwei Väter zusätzlich 
noch Englisch, ein Vater nur Italienisch und eine Mutter nur Deutsch. Alle Eltern sprechen mit 
den Probanden nur bzw. vorwiegend Ladinisch, wobei im Fall von Proband 10 angegeben 
worden ist, dass der Vater mit dem Probanden zwischen Ladinisch, Deutsch und Italienisch 
abwechselt, während die  Mutter mit ihm sowohl auf Ladinisch als auch auf Italienisch spricht. 
Alle anderen Probanden sprechen mit ihren Eltern ausschließlich Ladinisch. Alle 20 
Probanden gaben auch an, dass ihre Eltern untereinander Ladinisch sprechen. 
Es wurde weiters danach gefragt, ob sich während der Kindheit noch weitere Personen (außer 
den Eltern) um den Probanden gekümmert haben und ob dieser Geschwister hat. 13 Probanden 
wurden während ihrer Kindheit von einer weiteren Person (wie z.B. Großeltern, 
Kindermädchen) betreut, deren Muttersprache bei 10 Ladinisch und bei 3 Deutsch war. Diese 
Betreuungspersonen haben mit den Probanden vorwiegend Ladinisch gesprochen, außer im 
Fall von Proband 10, wo diese Bezugsperson kein Ladinisch, sondern nur Deutsch oder 
Italienisch sprechen konnte und deswegen mit dem Probanden nur auf Deutsch 
kommunizierte. Die Betreuungsperson deutscher Muttersprache des Schwesternpaares 
Proband 15 und 17 konnte auch Ladinisch sprechen und kommunizierte deshalb vorwiegend 
in dieser Sprache mit ihnen, manchmal aber auch auf Deutsch. Alle anderen 
Betreuungspersonen waren ladinischer Muttersprache, wiesen aber Kenntnisse sowohl der 
deutschen als auch der italienischen – und in einem einzigen Fall auch der englischen – 
Sprache auf, aber sie kommunizierten mit dem Probanden ausschließlich auf Ladinisch.  
Die Geschwister der Probanden sind alle ladinischer Muttersprache und sprechen alle 
vorwiegend Ladinisch mit den Probanden. Proband 10 stellt erneut eine Ausnahme dar: mit 
ihm sprechen seine Geschwister abwechselnd Ladinisch und Deutsch, manchmal auch 
Italienisch. Alle Geschwister sprechen sowohl Deutsch als auch Italienisch, in 14 Fällen auch 
Englisch.23        
 
 
 
 
     
 
                                                 
23 Die Geschwisterangaben der Geschwisterpaare in der Probandengruppe wurden getrennt behandelt bzw. 
gezählt. 
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Die Sprachen der Eltern 
 
Tab. 11 
 
 
 
Die Sprachen der anderen Familienmitglieder 
 
Tab. 12 
 
 
Ebenso wurde – als weitere Kontaktpersonen während der Kindheit – nach dem Freundeskreis 
gefragt. 17 Probanden gaben an, mit ihren Freunden vorwiegend Ladinisch gesprochen zu 
haben, einer Ladinisch und Deutsch, zwei Ladinisch und Italienisch.  
Zusätzlich wurden sonstige Einflussfaktoren beim Spracherwerb und deren Ausmass in den 
jeweiligen Sprachen erhoben. Dabei wurden als wichtigste Faktoren Medien (vor allem 
Fernsehen) und Tourismus genannt. 
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Sonstige Sprachkontakte  
 
   Tab. 13 
 
 
 
 
2.2.1.2.4  Selbsteinschätzung der Sprachkompetenz 
 
Aus den folgenden Tabellen wird ersichtlich, wie die Probanden ihre Sprachkompetenz in den 
einzelnen Sprachen insgesamt – von der besten zur schlechtesten – bewerten. Als 
„Sprachkompetenz insgesamt“ verstehen wir hier nicht nur die vier Teilkompetenzen 
Verstehen, Sprechen, Lesen, Schreiben (siehe unten), sondern eine allgemeine Rangordnung, 
die sich auch auf die alltägliche Verwendung der einzelnen Sprachen bezieht und indirekt 
auch den emotionalen Bezug zu ihnen aufzeigt.    
Alle Probanden mit Ausnahme von Proband 10 gaben an, Ladin sei ihnen als Sprache am 
geläufigsten. Alle Probanden – diesmal mit Ausnahme von Proband 6 – gaben an, die 
schlechtesten Sprachkompetenzen in English zu haben. 
Als zweitbestbeherrschte Sprache nannten 12 Probanden Italienisch und 8 Deutsch, als 
drittbestbeherrschte Sprache hingegen 10 Probanden Deutsch, 8 Italienisch, 1 Englisch und 1 
Ladinisch. 
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Reihenfolge der Sprachkompetenz (insgesamt) 
 
Tab. 14 
 
 
 
Rangordnung der Sprachen anhand der Selbsteinschätzung  
 
Fig. 13 
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Diese Tabelle verdeutlicht die obere Tabelle insofern, als nochmals angegeben wird, wie viele 
Probanden die einzelnen Sprachen (Deutsch, Ladin, Italiano, English) jeweils entweder als „1. 
Sprache“, als „2. Sprache“, als „3. Sprache“ oder als „4. Sprache“ angegeben haben. Die 
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Rangordnung der Sprachen bezieht sich auf die Selbsteinschätzung der Sprachkompetenz 
insgesamt. 
 
 
Kompetenz der einzelnen Sprachen anhand der Selbsteinschätzung 
 
Fig. 14 
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Diese Tabelle zeigt den Prozentsatz an, wie oft jede der vier Sprachen von den Probanden 
jeweils entweder als „S_01“ (= beste Sprachkompetenz insgesamt; d.h. als Summe der 
Teilkompetenzen sowie in der allgemeinen Verwendung); als „S_02“ (= zweitbeste 
Sprachkompetenz/insgesamt); als „S_03“ (= drittbeste) oder als „S_04“ (= schlechteste 
Sprachkompetenz/insgesamt) angegeben worden ist.  
Man kann daraus die Rangordnung: Ladin – Italiano – Deutsch – English erkennen, wobei der 
Unterschied zwischen Italiano und Deutsch als „S_02“ bzw. als S_03“ aber minimal ausfällt.   
 
Um eine genauere Darstellung der Sprachkompetenz zu ermöglichen, wurde zusätzlich nach 
der Selbsteinschätzung der vier – auch von der Europäischen Union festgelegten24 – 
Teilkompetenzen Verstehen, Sprechen, Lesen, Schreiben gefragt, wobei die einzelnen 
                                                 
24 Vgl. Sprachenportfolio der EU: 
http://www.coe.int/t/dg4/portfolio/default.asp?l=e&m=/main_pages/welcome.html. 
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Probanden für jede Teilkompetenz in jeder Sprache eine Bewertung von min. 1 bis max. 10 
abgeben sollten.  
In der ersten der beiden folgenden Tabellen sind die entsprechenden Antworten enthalten, 
während in der zweiten zusammengefasst wird, wie viele Probanden bei den einzelnen 
Teilkompetenzen welche der vier Sprachen D, L, I oder E entsprechend als „1. Sprache“, als 
„2. Sprache“, „3. Sprache“ oder „4. Sprache“ angegeben haben, und wie diese Teilkompetenz 
in der jeweiligen Sprache bewertet worden ist. Trotz Ordinalskalierung wurde der Mittelwert 
zwischen den einzelnen Bewertungen errechnet.  
 
 
 
 
Teilkompetenzen (Daten) 
 
Tab. 15 
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Teilkompetenzen (Zusammenfassung) 
 
Tab. 16 
 
 
Aus diesen Daten wird ersichtlich, dass insgesamt in der Selbsteinschätzung die Probanden die 
Teilkompetenz des Verstehens besser beurteilt haben als – der Reihe nach – Lesen, Sprechen, 
Schreiben. Konkret bedeutet dies, dass die passiven Teilkompetenzen Verstehen und Lesen 
von den Probanden – immer ihrer Selbsteinschätzung nach – besser beurteilt worden sind als 
die aktiven Teilkompetenzen Sprechen und Schreiben.  
 
Die folgenden Tabellen 13 und 14 verdeutlichen nochmals die eben beschriebenen 
Verhältnisse mittels Prozentwerten. 
Ein markanter Unterschied lässt sich aber beim Ladin erkennen, wo die kommunikativen 
Teilkompetenzen (Verstehen und Sprechen) besser eingeschätzt wurden als die mit der Schrift 
verbundenen Teilkompetenzen Lesen und Schreiben. Der Grund dafür liegt sicherlich darin, 
dass für das Ladinische noch keine offiziell anerkannte einheitliche Schriftsprache verwendet 
werden darf und folglich auch in der Schule und in den Medien die einzelnen Talidiome 
(innerhalb eines Tales auch noch mit Varianten) verwendet werden. Folglich ist man 
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insgesamt der ladinischen Schriftsprache im geringeren Maße ausgesetzt und daher werden die 
Teilkompetenzen, die mit der Schriftsprache zusammenhängen, in der Selbsteinschätzung als 
insgesamt schlechter beurteilt.  
So wie bei der Selbsteinschätzung in Bezug auf die „Gesamtkompetenz“ der Sprachen das 
Englische von den meisten als „S_04“ angegeben worden ist, wurde auch bei allen 
Teilkompetenzen English als jene Sprache genannt, die (von den vier ausgewerteten) am 
schlechtesten verstanden, gesprochen, gelesen bzw. geschrieben wird. 
 
 
 
 
 
Teilkompetenzen (Prozentwerte) 
 
 
Fig. 15  
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Fig. 16 
 
 
 
Fig. 17 
 
 
 
Fig. 18 
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2.2.1.2.5  Zusätzliche Einflussvariablen 
 
 
 
Worteinfall 
 
 
 
Tab. 17 
 
 
 
 
 
Die Probanden wurden danach gefragt, in welcher Reihenfolge ihnen die Wörter in den 
einzelnen Sprachen am leichtesten einfallen. Insgesamt fallen ihnen die Wörter am leichtesten 
auf Ladinisch ein, gefolgt von Deutsch. Die englischen Wörter sind, ihrer Selbsteinschätzung 
zufolge, für die Probanden am schwierigsten hervorzubringen. 
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Leichtigkeit des Worteinfalls 
 
Fig. 19 
 
 
 
Wie das folgende Kreisdiagramm zeigt, gaben 70% der Probanden an, dass – wenn ihnen ein 
Wort in einer bestimmten Sprache nicht einfällt – ihnen eher das gleiche Wort in einer anderen 
Sprache einfällt. 25% gaben an, eher eine Wortumschreibung bzw. ein Synonym in der 
gleichen Sprache zu finden. Ein einziger Proband gab an, dass ihm beide Möglichkeiten 
undifferenziert geläufig sind. 
 
Art des Worteinfalls 
 
Fig. 20 
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Die Probanden wurden schließlich danach gefragt, mittels welcher der folgenden Modalitäten 
Hören, Sehen, Sprechen, Schreiben sie sich ein Wort am besten einprägen können. Jeweils 4 
nannten „Sprechen“ bzw. „Schreiben“, 3 „Sehen“ und 1 „Hören“ als Hauptmodalität, während 
8 Probanden zwischen zwei Modalitäten unentschlossen waren: 4 gaben „Sprechen-Hören“ 
an, 2 „Sprechen-Sehen“ und jeweils einer „Sprechen-Schreiben“ bzw. „Sehen-Schreiben“. 
Diese Modalitäten könnte man nach Vester (2000) folgenden Lerntypen zuordnen: „Hören“ = 
„auditiv“; „Sehen“ = „visuell“; „Sprechen“ = „kommunikativ“ und „Schreiben“ = 
„motorisch“. Wenn man den eindeutigen Zuordnungen einen Punkt zuteilt und den zweifachen 
Typbestimmungen jeweils 0,5 Punkte pro angegebener Modalität, kann man die Angaben 
folgendermaßen zusammenfassen: 37,5% der Probanden prägen sich die Wörter am besten auf 
„kommunikativer“ Weise ein, 22,5% auf „visueller“, 25% auf „motorischer“ und 15% auf 
„auditiver Weise“. 
 
In der Probandenanalyse wurde kurz auch auf die Merkfähigkeit der Probanden eingegangen, 
wobei diese angeben sollten – anhand einer Skala von min. 1 bis max. 6 – wie gut sie sich 
Gesichter, Namen und Zahlen merken können. Trotz Ordinalskalierung wurde auch hier ein 
Mittelwert für die einzelnen Angaben ermittelt: Gesichter: 4,8, Zahlen: 4,1 und Namen: 3,4. 
 
 
Merkfähigkeit 
 
Tab. 18 
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2.2.2 Stimulusmaterial 
 
Bei der vorliegenden Studie handelt es sich um einen sogenannten „Picture Naming Task“, bei 
welchem Bilder − nach entsprechender Anweisung − in den einzelnen Sprachen Ladin, 
Deutsch, Italiano und English benannt werden sollten. Es handelt sich dabei um eine eher 
reduktionistische Aufgabenstellung, da man bewusst nur die Wortschatzpräsenz in den 
einzelnen Sprachen analysieren will und nicht komplexere Ausdrucksweisen, wie etwa 
Syntagmen, Sätze oder gar Texte.  
 
2.2.2.1  Auswahl des Stimulusmaterials 
 
Bei der Definierung des Stimulusmaterials ist folgendermaßen vorgegangen worden: Zunächst 
galt es, eine vorläufige Bilderauswahl zu treffen anhand bereits existierender standarisierter 
Bildersets, wie jenes von Snodgrass/Vanderwart (1980) und jenes von 
Berman/Friedman/Hamberger (1989) [bzw. deren erweiterter Ausarbeitung von 
Cycowicz/Friedman/Rothstein/Snodgrass (1997)]. Ebenso wurde die kalifornische Datenbank 
des International Picture Naming Project herangezogen.25  
Es wurde nach Bildern bzw. Wörtern gesucht, die – um einen Wiederholungseffekt zu 
vermeiden – jeweils nur einmal pro Sprache vorkommen konnten, in gleicher Anzahl auf die 
zwei Kategorien belebt/unbelebt verteilt waren26 und keinen signifikanten Unterschied 
zwischen den Sprachen in Bezug auf Name Agreement, Familiarity, Visual Complexity und 
Image Agreement aufwiesen.  
Es wurden dann zwei unterschiedliche Bildersets erstellt27 – eines mit schwarz-weißen 
Zeichnungen und eines mit Farbfotos. Die ca. 350 Bilder pro Set wurden auf Karteikarten der 
Größe 15 ×10 cm gedruckt und plastifiziert. Um die Datenaufnahme zu erleichtern, wurden 
zwei Bilderfragebögen vorbereitet.  
                                                 
25 International Picture-Naming Project at the Center for Research in Language of the University of California, 
San Diego: http://crl.ucsd.edu/~aszekely/ipnp. 
26 Die Berücksichtigung dieser besonderen Kategorie ergibt sich aus der Annahme, die u.a. von Warrington und 
McCarthy (1987) untersucht worden ist, dass im mentalen Lexikon belebte Objekte eher anhand ihrer äußeren 
Erscheinungsmerkmale gespeichert werden, unbelebte hingegen eher aufgrund ihrer konkreten 
Anwendungsfunktion; cf. auch die Kategorien natürlich/artifiziell bei Kiefer (1999).  
27 Als Vorlage für die verwendeten Bilder wurden für den schwarz-weiß-Bilderset die eben genannten Bildersets 
übernommen. Zusätzlich, sowie für den Farbbilderset, wurden die restlichen Bilder aus im Internet übernommen, 
eigenständig mit Photoshop überarbeitet oder, in Ausnahmefällen, selbst gezeichnet. 
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Fig. 21 
 
 Beispiel der ersten Seite der zwei Bilderfragebögen zur Standarisierung der Bilder bzw. Wörter 
Bilderfragebogen mit den schwarz-weiß Zeichnungen Bilderfragebogen mit den Farbbildern 
 
 
In einem zweiten Schritt wurden die Bilder, nach den in Snodgrass/Vanderwart (1980) 
angegebenen Instruktionen, anhand einer Probandengruppe (die sich von jener unterscheidet, 
die für die eigentliche Untersuchung vorgesehen war) standardisiert in Bezug auf die bei der 
Sprachproduktion einwirkenden Faktoren Name Agreement, Familiarity, Visual Complexity 
und Image Agreement.28 Dabei wurden die Bild-Karteikarten eines jeden Set (einer pro 
Sprache) 20 ladinischen Versuchsprobanden gezeigt. Diese Versuchsprobanden hatten die 
Aufgabe, die Bilder in den einzelnen Sprachen mit dem ersten ihnen einfallenden Wort zu 
benennen. In Folge sollten sie die einzelnen Bilder anhand einer angegebenen Ratingskala 
bewerten, und zwar in Bezug auf die Kriterien der Familiarität, der visuellen Komplexität und 
der Übereinstimmung (zwischen der Abbildung und ihrer persönlichen Vorstellung des 
genannten Objektes). Die bei dieser Bewertung gemachten Aussagen wurden während des 
Datenerhebens in einem speziell dafür vorbereiteten Fragebogen dokumentiert.  
Dieser vorbereitende Versuch dauerte ca. eine Stunde pro Bilderset und Versuchsperson. 
 
                                                 
28 Mit Yoon C. et al. (2006) wurde die zu den Grund-Ko-Faktoren zählende Eigenschaft der Latency hier nicht 
berücksichtigt, weil sie mit der Proficiency zusammenhängt. 
Eine weitere zu kontrollierende Variable wäre die Wortvertrautheit gewesen, die sich aber beim vorliegenden 
mehrsprachigen Design intrinsisch nicht realisieren lässt, da die einzelnen Sprachen nicht alle auf dem gleichen 
muttersprachlichen Niveau gesprochen werden. Auch die von Yoon et al. neu hinzugefügte Variable „Naming 
Specificity“ ist für diese Untersuchung nicht unbedingt relevant, da diese hauptsächlich für Cross-cultural 
Studien gedacht ist. In unserer Untersuchung sprechen zwar alle Probanden mehrere Sprachen, bilden aber eine 
einzige homogene Kulturgruppe. 
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Es stellte sich dabei heraus, dass die bei Snodgrass/Vanderwart (1980) angegebenen 
Anweisungen für die Durchführung des Tests nicht konsequent 1:1 befolgt werden konnten, 
da diese Anweisungen ursprünglich für ein monolinguales System entwickelt wurden. Für 
unser multilinguales Forschungsziel wurden deshalb die Instruktionen folgendermaßen 
adaptiert: 
a) Das Name Agreement wurde festgestellt, indem immer das erste Wort, das der Proband 
in der vorgegebenen Sprache nannte, registriert wurde. Abweichungen von der 
erwarteten Objektbezeichnung wurden bei der Auswertung in der Tabelle fett markiert 
(siehe Teilauswertung: Name Agreement, S. 192; 194-197). Problematisch erwiesen 
sich die im folgenden genannten Fälle, in denen man folgendermaßen vorging:  
i) Wenn der Proband im Glauben war, dass das von ihm genannte Wort in der 
vorgegebenen Sprache in der von ihm vermuteten Verwendung 
gebräuchlich ist, wurde dieses bei den „korrekten“ Antworten mitgezählt 
[z.B. engl. „Tresor“ – eigentl. safe, nach dt. Tresor];  
ii) Nannte er hingegen – wissend, dass dieser nicht korrekt sein konnte – einen 
in einer anderen Sprache verwendeten, oder davon intuitiv abgeleiteten 
Begriff [z.B. engl. „sabon“ statt soap nach ital. sapone], so wurde diese 
Antwort als DKN (unbekannter Name) klassifiziert, mit kursiver 
Anmerkung des genannten Wortes. Wenn der Proband das vorgelegte Bild 
nicht benennen konnte, wurde nach der Begründung gefragt. Als 
Antwortmöglichkeit vorgesehen war: unbekannt(es Objekt), DKN 
(unbekannter Name) oder TOT (Name „liegt auf der Zunge“, aber ist im 
Moment nicht abrufbar); FR bedeutet hingegen eine falsche 
Wiedererkennung des Objektes (z.B. Kühlschrank statt Herd).  
iii) Für die einzelnen Ratings benutzte man bewusst eine 6-teilige Werteskala, 
die den Probanden keine neutrale Antwortmöglichkeit erlaubte.   
b) Um die Familiarity des gezeigten Objektes festzustellen, war es Aufgabe der 
Probanden, anhand einer 6-Werte-Skala einzuschätzen, wie familiär das gezeigte 
Objekt sei. Als Anweisung wurde vorgegeben, dass (1) sehr unfamiliär und (6) sehr 
familiär bedeuteten und dass ein Objekt dann sehr familiär (6) ist, wenn dessen 
Frequenz im Alltagsleben des Probanden normalerweise hoch ist. Als sehr unfamiliär 
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waren dementsprechend etwa nie zuvor (z.B. auch nicht in Zeitschriften oder 
Fernsehen) gesehene Tiere,Werkzeuge o.ä. einzustufen. 
c) Die 6-Werte-Skala wurde auch beim Erfassen der Visual Complexity verwendet, wobei 
(1) sehr simpel und (6) sehr komplex bedeuteten. Dabei sollte die Komplexität der 
Bilder mit der Menge an Details in deren Darstellung korrelieren.  
d) Schließlich wurden die Versuchsprobanden noch nach dem Image Agreement gefragt, 
d.h. inwieweit das gezeigte Bild mit ihrer mentalen Vorstellung des Objektes 
übereinstimmt: (1) nicht übereinstimmend vs. (6) sehr übereinstimmend. Dabei bestand 
auch die Möglichkeit, dass die Versuchsperson keine eigene Vorstellung des gezeigten 
Objektes hat (NI). 
Die Bilder wurden prinzipiell so ausgewählt, dass die Objekte in einer kanonischen Weise 
dargestellt wurden und als Antwort eine möglichst eindeutige Bezeichnung erwartet werden 
konnte. Die Objektbeurteilung sollte möglichst wenig Freiraum für subjektive Interpretationen 
lassen. 
 
Nach der vergleichenden Evaluation des mit dem schwarz-weißen und des mit dem farbigen 
Bilderset durchgeführten Tests hat man sich für das Farbbilderset entschieden.  
Es wurden insgesamt 19229 Bilder bzw. Wörter ermittelt, die im Durchschnitt für jede der in 
der Studie untersuchten Sprachen keinen signifikanten Unterschied in Bezug auf die 
Silbenlänge der Wörter, ihre Kategorie (belebte/unbelebte Objekte), das Name Agreement, die 
Familiarity, die Complexity des Objektes und das Image Agreement aufwiesen. 
 
Ziel dieser Vorstudie war es, ein standarisiertes Bilderset zu ermitteln, bei dem die einzelnen 
Bilderstimuli eine möglichst homogene Reaktion bei mehreren Testpersonen hervorrufen. 
Dadurch sollte möglichst sichergestellt werden, dass die Probanden bei der eigentlichen f-
MRT-Untersuchung keinen Störungen durch andere als den genannten Einwirkfaktoren 
ausgesetzt sind, die ihrerseits das Endergebnis womöglich mehr als die Variable „untersuchte 
Sprache“ beeinflusst hätten. 
                                                 
29 Ursprünglich wollten wir 200 Bilder bzw. Wörter verwenden (50 pro Sprache, davon jeweils 25 belebte und 25 
unbelebte Objekte). Weil aber die eigentliche f-MRT Untersuchung mit einer geraden Anzahl von Bildern bzw. 
Wörtern besser ausgewertet werden konnte, entschieden wir uns nachträglich für eine Reduktion auf 192 Bilder 
(48 pro Sprache, davon 24 belebte und 24 unbelebte Objekte). 
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2.2.2.2  Auswertung der Vorstudie 
 
Die Ergebnisse dieser Vorstudie in Bezug auf die Kriterien Name Agreement, Familiarity, 
Complexity, Image Agreement werden im Folgenden vorgestellt. Die 20 Probanden wurden 
mit den Buchstaben A-T gekennzeichnet.  
Da es sich herausstellte, dass die Farbbilder eine bessere Objektdarstellung boten und wir uns 
deswegen für den endgültigen Test für die Verwendung der Farbbilder entschlossen haben, 
beschränken wir uns auch bei den Ergebnissen der Vorstudie auf den Farbbildset und lassen 
jene des schwarz-weißen Sets unberücksichtigt.30 
 
 
2.2.2.3  Liste der in der f-MRT Untersuchung verwendeten Objekte 
 
Anhand der beschriebenen Vorstudie haben wir uns für folgende 192 Farbbilder (siehe 
Bilderset, unten) als Stimulusmaterial entschieden. Die Auswertungswerte dieser Objekte − 
gebildet aus dem Mittelwert der einzelnen Auswertungsdaten (Probanden A-T) für 
Silbenlänge, Name Agreement (BEZ), Familiarity (VER), Complexity (KOM), Image 
Agreement (SIM) in allen vier Sprachen und für beide Kategorien (KAT) − waren 
gleichmäßig verteilt; in der statistischen Auswertung (siehe unten) haben die Objekte im 
Vergleich zu den nicht ausgewählten möglichst optimale Werte sowohl im T-Test als auch in 
den Anovas ergeben.  
 
Die definitive Liste der ausgewählten Objekte besteht aus 192 Bildern bzw. Wörtern.31  
Es folgen vier Tabellen – jeweils eine für Deutsch, Ladin, Italiano und English (wobei zuerst 
die belebten, dann die unbelebten Objekte angeführt sind). Alle Tabellen sind nach dem 
gleichen Schema erstellt: In der ersten Spalte befindet sich eine fortlaufende Nummerierung 
der Objekte; in der zweiten Spalte die ursprüngliche Nummerierung des Objektes in der 
Vorstudie; es folgt das „zu benennende“ Bild; die Silbenanzahl des betreffenden, „zu 
                                                 
30 Für die detaillierte Auswertung der Vortstudie, siehe Anhang. 
31 Die mit * (wenn gleichlautend) bzw. mit *** (wenn verschieden) gekennzeichneten Objekte wurden aus einem 
ursprünglich einer anderen Sprache zugewiesenen Bilderset entnommen, um möglichst optimale Werte zu 
erhalten. 
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nennenden“ Wortes; weiters das Name Agreement, die Familiarity, die Complexity, das Image 
Agreement, die Sprache und die Kategorie.  
 
 
Fig. 22 
  
 
 
 
 
Deutsch 
 
Tab. 19 
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Ladin 
 
Tab. 20 
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Italiano 
 
Tab. 21 
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English 
 
Tab. 22 
 
 
 
 
 
 
Anhand der Werte dieser definitiven Liste der Objekte wurden – wie oben beschrieben – die 
T-Werte und die Anova-Werte ermittelt.32  
 
 
                                                 
32 Für Details zu T-Test und Anovas, siehe Anhang. 
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2.2.2.4   Bilderset 
 
Fig. 23 
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2.2.3 Task 
 
Die Bilder wurden mittels des Computerprogramms Presentation® in Form von Blockdesign 
präsentiert. Das Experiment bestand aus vier Haupteilen, eines pro Sprache (Ladin, Italiano, 
Deutsch und English). Jedem Hauptexperiment ging eine Trainingssession voran, die dasselbe 
Design des eigentlichen Experimentes hatte und die Probanden auf ihre Aufgabe einstimmen 
sollte. Die Daten der Trainingssession wurden aber bei der Auswertung nicht berücksichtigt. 
Jedes der vier Hauptexperimentteile begann mit dem Einblenden des jeweiligen Glottonyms, 
gefolgt von 8 Blöcken, die jeweils aus einer Ruhephase und einer aktiven Session bestanden. 
Während der 9 Ruhephasen mussten die Teilnehmer einfach das schwarze Fixationskreuz auf 
weißem Hintergrund betrachten, wogegen in den 8 aktiven Sessionen die Bilder in der vom 
Experiment geforderten Sprache benannt werden sollten. Die Bildsequenzen in den einzelnen 
Blöcken wurden semi-randomisiert, indem zwei verschiedene Abläufe mit dem gleichen 
Stimulusmaterial verwendet wurden. Die Reihenfolge der Sprachen wurde über die gesamte 
Probandengruppe abgewechselt.  
Allen Probanden wurde die gleiche Aufgabe gestellt, spontan die einzelnen Bilder bzw. 
Objekte mit dem ersten Wort, das ihnen einfiel, zu benennen (ohne etwaige Artikel oder 
Adjektive). Die Benennung sollte in der geforderten Sprache und semantisch adäquat (auf 
einer mittleren konzeptuellen Ebene, z.B.: Hund [≠ Tier; ≠ Hunderasse] oder Tisch [≠ Ding; ≠ 
Möbel] usw.) erfolgen. Die Antworten, die die Teilnehmer während der f-MRT-Untersuchung 
genannt haben, wurden gleichzeitig mitgeschrieben und aufgenommen, sowie zu einem 
späteren Zeitpunkt kontrolliert. Nach dem Experiment wurden die Probanden gebeten, das 
Stimulusmaterial nochmals, diesmal aber schriftlich, zu benennen.  
 
 
2.2.3.1  Struktur und Text-Editor des Experimentes 
 
Wie erwähnt, bestand das Experiment aus einer Trainingssession und einem Hauptexperiment. 
Das Hauptexperiment war jener Teil der Untersuchung, der effektiv ausgewertet werden 
sollte. 
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Das Training wurde eingesetzt, um die Probanden auf das eigentliche Experiment 
vorzubereiten, damit diese sich sowohl an den Ablauf des Experiments im Scanner als auch an 
die einzelnen Sprachen gewöhnen konnten.  
Vor jeder der vier Experimenteinheiten des Hauptexperimentes – eine pro Sprache – wurde 
eine Trainingssession in der jeweiligen Sprache eingefügt. Das Training spiegelte den Aufbau 
des Experimentes wieder: Beginn mit einer Ruhephase, gefolgt von einer Phase, in der sechs 
Bilder gezeigt werden; es folgte wieder eine Ruhephase und dann wiederum eine Bilderphase.  
Für jede Sprache wurde eine einzige Trainingsversion erstellt. Für das Hauptexperiment 
wurden hingegen pro Sprache zwei Versionen (A und B) erstellt, die sich durch eine 
unterschiedliche, randomisierte Bilderabfolge differenzierten. 
Die Reihenfolge der einzelnen Sprachen und der einzelnen Experiment-Versionen (A und B) 
wurde unter den 20 Probanden nochmals randomisiert (cf. Tabelle 43). 
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    Randomisierung der einzelnen Versionen 
 
Tab. 23 
 
 
 
Beim Experimentdesign handelt es sich um eine Blockabfolge, d.h. eine Abfolge zwischen 
Ruhe- und Aktivierungsphase.33  
 
 
                                                 
33 Programmier-Skripts sind im Anhang beigelegt. 
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2.2.3.2  Probandeninstruktionen  
 
 
Die Probanden wurden wie folgt instruiert:  
 
 
 
Probandeninstruktion: 
 
 
Die Untersuchung hat zum Ziel, Hirnaktivierungen beim Benennen von Alltagsobjekten 
in verschiedenen Sprachen (Ladin, Italienisch, Deutsch und Englisch) zu untersuchen. 
 
Im Einzelnen läuft die Untersuchung folgendermaßen ab. Während Sie im 
Kernspintomographen liegen, werden Ihnen Bilder von Objekten über eine Videobrille 
gezeigt. Jeder Versuchsdurchgang beginnt mit einem Fixationskreuz in der Mitte des 
Bildschirms, das durch ein Bild eines Objektes ersetzt wird. Ihre Aufgabe besteht darin, 
das abgebildete Objekt zu benennen. In welcher Sprache Sie die Objekte benennen 
sollen, wird Ihnen immer zu Beginn jeder Sitzung angezeigt. 
 
Bitte benennen Sie die Objekte so schnell wie möglich in der geforderten Sprache mit 
der ersten Benennung, die Ihnen einfällt. Bearbeiten Sie dabei die Aufgaben zügig, aber 
vermeiden Sie auch Fehler. Benennen Sie die Objekte mit einem Wort und lassen Sie 
Adjektive und Artikel weg. Die Benennung sollte weder zu allgemein („Ding“ oder 
„Kleidung“) noch zu spezifisch sein (501 Levis Jeans). So sollten Sie das Bild unten als 
„Hose“ bezeichnen. Genauere Bezeichnungen („Cordhose“) brauchen Sie nicht suchen, 
es sei denn, Ihnen fallen diese spontan ein.  
 
  =  HOSE 
  
 
Es ist wichtig, dass Sie laut und deutlich sprechen. 
 
Falls Ihnen ein Fehler passieren sollte oder Ihnen ein Wort nicht einfallen sollte, ist das 
kein Problem - machen Sie einfach mit dem nächsten Bild weiter.    
Die Untersuchung teilt sich in vier Sitzungen von Versuchsdurchgängen auf – eine für 
jede Sprache. Vor jeder Sitzung in einer Sprache können Sie die Benennungsaufgabe 
üben. Diese Durchgänge werden nicht ausgewertet, sondern dienen nur zum Einüben in 
die jeweiligen Sprachen.  
 
In jeder einzelnen Sitzung wechseln sich Ruhephasen und Aktivphasen ab. In den 
Ruhephasen ist lediglich ein Fixationskreuz vor weißem Hintergrund zu sehen. Während 
dieser Ruhephasen brauchen Sie nichts zu tun, bleiben Sie einfach entspannt liegen 
und bewegen Sie sich nicht. In der Aktivphase werden Ihnen die Bilder gezeigt, die Sie 
laut und deutlich benennen sollen. Denken Sie während der Ruhephase nicht an die 
zuvor gesehenen Bilder, sondern entspannen Sie sich einfach und warten ab, bis 
wieder Bilder gezeigt werden. Jede Sitzung beginnt und endet mit einer Ruhephase. 
 
SEHR WICHTIG: Wir bitten Sie, während der ganzen Untersuchung in derselben 
Position zu liegen und jegliche Bewegung des Kopfes oder des Körpers zu vermeiden. 
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Halten Sie, wenn Sie die Bilder benennen, den Kopf ruhig und bewegen Sie bitte nur 
den Mund. Denn auch eine minimale Kopfbewegung kann dazu führen, dass die Daten 
Ihrer Untersuchung unbrauchbar werden.  
 
Während der Messung sind laute Klopfgeräusche hörbar. Diese sind völlig normal; sie 
bedeuten nur, dass das Gerät die Bilder von Ihrem Gehirn aufnimmt. Lassen Sie sich 
bitte davon nicht ablenken.     
 
In den Messpausen zwischen den einzelnen Sitzungen in einer Sprache können Sie 
mittels Mikrophon und Kopfhörer mit uns kommunizieren. Während der Messung selbst 
wird Ihre Stimme vom Aufnahmegeräusch überdeckt und wir können Sie nicht 
verstehen. Wir nehmen deshalb immer nur während der Meßpausen Kontakt mit Ihnen 
auf. 
 
Wenn Sie sich jedoch während der Messung unwohl fühlen, können Sie jederzeit einen 
Alarmball drücken, und Ihre Untersuchung wird sofort abgebrochen. In diesem Fall kann 
aber die Untersuchung nicht mehr ein zweites Mal wiederholt werden; deshalb bitten wir 
Sie, den Alarmball auch wirklich nur im Notfall zu betätigen. 
 
Denken Sie bitte daran, vor der Untersuchung alle metallischen Gegenstände (Ketten, 
Ohrringe, Piercings, Münzen in den Hosentaschen, Handy, etc.) im Vorraum abzulegen; 
bitte kontrollieren Sie auch Ihre Hosentaschen! 
 
 
Falls Sie noch irgendwelche Fragen haben, stehen wir Ihnen gerne zur Verfügung! 
 
Vielen Dank! 
 
 
 
 Übungsbeispiele:     
 = WAL 
 
= RADIESCHEN 
 
 = BÜGELEISEN 
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2.2.3.3  Vor- und Nachbereitung im Rahmen der f-MRT-Untersuchung  
 
Die Probanden wurden unmittelbar vor der f-MRT-Untersuchung nochmals genau aufgeklärt 
und haben ihre schriftliche Einwilligung zur freiwilligen Teilnahme an der Untersuchung 
abgegeben.  
Vor dem Betreten des eigentlichen Scanner-Raumes mussten alle metallischen Gegenstände 
im Vorraum abgelegt werden.  
Die Probanden erhielten Ohrenstöpsel als Gehörschutz. Es wurde ihnen eine Videobrille 
aufgesetzt. Bei Sehbehinderung wurden zusätzliche Brillengläser in die Videobrille eingefügt. 
Die Probanden bekamen ein Mikrophon und einen Kopfhörer. Zum Schluss wurde ihnen die 
Spule aufgesetzt. 
Bevor sich die Probanden auf das Liegebett des Scanner-Geräts legten, wurde ihnen der 
Notball in die Hand gedrückt. 
Keiner der 20 Probanden hat die Untersuchung abgebrochen und keiner hat nach der 
Untersuchung gravierende Beschwerden angegeben (außer eine leichte Benommenheit und ein 
Schwindelgefühl bei zwei Probanden, ein minimaler Metallgeschmack bei einem Probanden 
und das Verspüren eines leichten Druckes und Vibrieren der Videobrille bei fast allen 
Probanden). 
 
Nach dem Experiment wurden die Probanden gebeten, eine Nachuntersuchung durchzuführen. 
Zunächst sollten sie den sog. Nachtest ausfüllen. Dabei wurden ihnen nochmals alle Bilder des 
Hauptexperimentes gezeigt. Aufgabe war, zu jedem einzelnen Bild das erste Wort, das ihnen 
dazu einfiel, nochmals aufzuschreiben. 
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Fig. 24 
Anfangsseite des Nachtests 
 
 
Danach wurden die Probanden noch gebeten, einen Fragebogen zu ihrer Sprachbiographie 
auszufüllen.   
Fig. 25 
Anfangsseite des Fragebogens zur Sprachbiographie 
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2.2.4 f-MRT-Datenanalyse 
 
Die Rohdaten der f-MRT-Untersuchung wurden mittels der Software SPM 5 bearbeitet. Das 
statistische Verfahren „Statistical Parametric Mapping“, das als Applikation zum Programm 
MATLAB zur Analyse von f-MRT-Daten von den UCL Wellcome Department of Imaging 
Neuroscience unter der Leitung von Prof. Friston entwickelt worden ist, kann im Internet unter 
der Homepage: http://www.fil.ion.ucl.ac.uk/spm/software/spm5/ kostenlos heruntergeladen 
werden.  
Zunächst wurden die Rohdaten mittels SPM vorverarbeitet. Die drei wichtigsten Schritte des 
Preprocessing waren:  
a) Coregistrierung & Realignment: die einzelnen Bilder wurden bewegungskorrigiert, d.h. in 
Bezug auf ihre Position in Raum und Zeit korrigiert und geordnet; 
b) Normalisierung: die individuellen Hirnanatomien wurden einem Standardhirn (dem sog. 
Talairach-Koordinaten-System) angepasst; 
c) Smoothen: es wurde versucht, allfällige Störeffekte zu minimieren. 
Danach wurde eine „Design Matrix“ erstellt, indem die gewünschten Parameter der 
statistischen  Analyse festgelegt wurden. Das statistische Verfahren überprüft ihre Signifikanz 
basierend auf einem Voxel zu Voxel-Vergleich mittels T-/bzw. F-Test.  
Die verarbeiteten Daten können in Form von Graphiken das Endprodukt der Untersuchung 
repräsentieren. Die graphischen Enddarstellungen können sowohl die Gehirnfunktion eines 
einzelnen Probanden als auch die durchschnittliche Gehirnfunktion einer gesamten Gruppe 
darstellen.34  
  
                                                 
34 Weitere Informationen sind unter folgender Homepage zu finden: http://www.fmri-easy.de/start1.htm. 
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2.3 Ergebnisse 
 
2.3.1 Verhaltensdaten 
 
Keiner der Probanden hat die die f-MRT-Untersuchung abgebrochen, und alle Probanden 
haben ihre Aufgabe während des Experimentes erfolgreich und ohne signifikante 
Kopfbewegungen ausgeführt. Deswegen konnten die f-MRT-Daten aller Probanden für die 
Auswertung verwendet werden. Da nicht unbedingt ein direkter Zusammenhang zwischen der 
effektiven performance während der f-MRT-Untersuchung und der selbsteingeschätzten 
Sprachkompetenz bestehen muss, ist besonders genau darauf geachtet worden, was jeder 
Proband während des Experimentes im Scanner-Gerät gesagt hat. Anhand einer zweifachen 
Aufzeichnung (Tonband und Transkription) konnte die Anzahl der „korrekten“ Antworten 
(naming accuracy) im Nachhinein berechnet werden.  
 
 
Tab. 24 
 
Liste der Naming Accuracy der einzelnen Probanden während des f-MRT-Experiments (in 
Prozentwerten) 
 
Proband Sprache 
   Ladin     Italiano   English 
1 92% 77% 77% 
2 98% 88% 85% 
3 85% 90% 81% 
4 94% 92% 92% 
5 85% 85% 79% 
6 90% 92% 94% 
7 96% 92% 88% 
8 92% 83% 67% 
9 94% 90% 88% 
10 69% 81% 92% 
11 92% 100% 88% 
12 83% 88% 67% 
13 85% 85% 69% 
14 92% 88% 73% 
15 90% 85% 85% 
16 92% 94% 85% 
17 88% 77% 88% 
18 92% 79% 65% 
19 83% 67% 48% 
20 81% 92% 75% 
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2.3.1.1  Auswertung der während bzw. nach der f-MRT Untersuchung gesagten bzw.  
geschriebenen Wörter 
 
Im Folgenden werden alle Wörter, die der Proband zu den jeweiligen Bildern während der 
Untersuchung gesagt hat, aufgelistet. Diese wurden während der Untersuchung sowohl 
mitgeschrieben als auch mittels Mikrophon aufgenommen, und in einem zweiten Schritt 
nochmals kontrolliert.  
Jede der folgenden 20 Seiten – eine pro Proband – ist folgendermaßen gegliedert: 
 
 
Fig. 26 
 
 
 
In der ersten Spalte steht die Probandennummer, dann die Version des Hauptexperimentes 
(entweder A oder B) und die Reihenfolge der Sprachen (die bei jedem Proband anders 
randomisiert wurde). So bedeuten z.B. bei Proband 01 die Buchstaben: D-I-L-E die 
Sprachenreihenfolge: Deutsch – Italiano – Ladin - English. 
Die Auflistung der Wörter in den Tabellen beginnt immer mit Deutsch, gefolgt von Ladin, 
Italiano und English. Die Reihenfolge der einzelnen Wörter innerhalb der jeweiligen Sprache 
spiegelt hingegen die effektive Reihenfolge der zwei Experiment-Versionen wider und ist 
somit von Proband zu Proband verschieden. 
Unter „Bild“ steht immer der standardisierte (vgl. dazu 2.2.2 Stimulusmaterial) Begriff für die 
bildliche Darstellung der einzelnen Objekte. In der Spalte „Untersuchung“ werden die Wörter, 
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die während der Untersuchung im Scanner genannt wurden, angeführt, in der Spalte 
„Nachtest“ hingegen jene, die die einzelnen Probanden nach der Untersuchung 
niedergeschrieben haben. 
Die Wörter, die sich von den standardisierten Ausdrücken unterscheiden, wurden fett markiert.   
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Proband 01 
Tab. 25 
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Proband 02 
Tab. 26 
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Proband 03 
Tab. 27 
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Proband 04 
Tab. 28 
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Proband 05 
Tab. 29 
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Proband 06 
Tab. 30 
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Proband 07 
Tab. 31 
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Proband 08 
Tab. 32 
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Proband 09 
Tab. 33 
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Proband 10 
Tab. 34 
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Proband 11 
Tab. 35 
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Proband 12 
Tab. 36 
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Proband 13 
Tab. 37 
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Proband 14 
Tab. 38 
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Proband 15 
Tab. 39 
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Proband 16 
Tab. 40 
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Proband 17 
Tab. 41 
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Proband 18 
Tab. 42 
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Proband 19 
Tab. 43 
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Proband 20 
Tab. 44 
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2.3.1.2  Vorverarbeitungsdaten 
 
Die Daten sind mit der vom Imaging Laboratory des Institute for Cognitive Neurology der 
Universität London entwickelten MATLAB-Applikation SPM (Statistical Parametric 
Mapping, http://www.fil.ion.ucl.ac.uk/spm) berechnet worden. 
Während des f-MRT Experimentes wurden auch die einzelnen Kopfbewegungen der 
Probanden aufgezeichnet („Translatation“-Bewegung). Die Translationbewegung wird in 
Millimetern gemessen. Diese Verschiebungsbewegung des Kopfes vom Ausgangspunkt kann 
auf drei Achsen erfolgen: 
a) x-Achse: nach rechts oder nach links; 
b) y-Achse: nach oben oder nach unten; 
c) z-Achse: entweder nach vorne oder nach hinten. 
Die entsprechende „Rotations“-Bewegung wird in Grad gemessen.  
Die bewegungskorrigierten Bilder werden – über einen gemeinsamen Koordinatenursprung 
(im Normalfall im Anterior Cingulur Gyrus) – einem Standardhirn angepasst. 
Es folgt ein Beispiel der Vorverarbeitungsdaten von einem der Probanden. Die Transations- 
und Rotationsbewegung sowie den Koordinatenursprung wurden für jeden Proband wie folgt 
festgehalten: 
      Fig. 27 
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Fig. 28 
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2.3.2 f-MRT-Daten 
 
Der Haupteffekt der f-MRT-Untersuchung besteht im Sichtbarmachen des Kontrastes 
zwischen der Summe aller aktiven Bedingungen (Ladin, Italiano und English)35 und der 
Ruhephase (Fixationskreuz). 
 
 
Aktivierung der aktiven Bedingungen: Ladin, Italiano und English  
 
 
Fig. 29 
 
 
 
 
In der folgenden Tabelle wird die Aktivierung des Hauptkontrastes, bestehend aus der Summe 
aller aktiven Bedingungen (Ladin, Italienisch und Englisch) vs. Ruhephase dargestellt 
(Grenzwert p=0.001): Anatomische Bezeichnung (Hemisphäre und Brodmannareal) und 
Lokale Maxima (Z-Wert und MNI-Koordinaten): 
 
                                                 
35 Aufgrund eines technischen Fehlers, der während der f-MRT-Untersuchung aufgetreten ist, mussten die Daten, 
die im Zusammenhang mit der Bedingung „Deutsch“ von der Auswertung ausgeschlossen werden.  
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Tab. 45 
Anatomische Bezeichnung Hem BA Z x y z 
 
Anterior Cerebellum L   4.9993 0 -44 -21 
Anterior Cerebellum R   6.597 8 -31 -5 
Posterior Cerebellum L   13.0697 -38 -65 -14 
Posterior Cerebellum L   7.8823 -24 -70 -39 
Posterior Cerebellum R   14.8028 40 -71 -20 
Posterior Cerebellum R   9.7445 32 -64 -39 
Posterior Cerebellum R   8.5504 12 -62 -34 
Posterior Cerebellum R   6.3544 24 -39 -40 
Posterior Cerebellum R   5.9758 8 -79 -25 
Caudate L   8.893 -8 5 20 
Caudate R   9.5563 32 -29 1 
Caudate R   8.2605 8 5 20 
Globus Pallidus L   6.2964 -20 -10 -6 
Globus Pallidus R   5.1637 22 -12 -6 
Thalamus L   9.4664 -28 -29 1 
Hippocampus L   7.1061 -32 -24 -9 
Hippocampus R   4.9193 28 -20 -7 
Parahippocampal R 36 6.2184 44 -33 -8 
Insula L 13 8.8277 -38 -3 24 
Insula R 45 6.1659 26 29 6 
Insula R 13 7.9406 30 22 17 
Precuneus L 31 9.2389 -26 -70 27 
Precuneus L 7 9.2112 -24 -68 33 
Precuneus R 7 5.2609 28 -50 50 
Anterior Cingulate Gyrus L 32 9.2222 -6 3 22 
Anterior Cingulate Gyrus L 24 7.3563 -14 15 34 
Anterior Cingulate Gyrus L 31 4.758 -22 -41 37 
Posterior Cingulate Gyrus L 30 5.6998 -8 -68 9 
Posterior Cingulate Gyrus R 30 5.8727 30 -71 13 
Inferior Frontal Gyrus L 47 9.4852 -32 27 0 
Inferior Frontal Gyrus R 47 8.0376 32 25 -5 
Inferior Frontal Gyrus R 9 5.5271 46 11 23 
Medial Frontal Gyrus L 6 10.5638 -4 16 45 
Middle Frontal Gyrus L 10 9.2883 -30 33 8 
Precentral Frontal Gyrus L 6 8.2223 -42 -12 32 
Precentral Frontal Gyrus R 6 7.3533 44 -6 30 
Superior Frontal Gyrus L 6 9.4449 0 13 60 
Occipital Cuneus L 17 8.5274 -8 -83 13 
Occipital Cuneus L 18 7.6579 -6 -99 3 
Occipital Cuneus L 30 6.7511 -22 -69 11 
Occipital Cuneus L 19 5.2739 -22 -90 32 
Occipital Cuneus R 18 11.5963 12 -98 12 
Occipital Cuneus R 19 8.1241 30 -78 28 
Occipital Cuneus R 17 5.7249 22 -75 15 
Lingual Gyrus L 18 8.6256 0 -82 -3 
Lingual Gyrus L 17 8.1493 -14 -90 -4 
Lingual Gyrus R 17 11.1917 14 -91 -2 
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Lingual Gyrus R 18 10.3709 32 -70 -2 
Occipital Inferior Gyrus L 19 15.7009 -38 -74 -5 
Middle Occipital Gyrus L 37 12.1165 -48 -66 -7 
Middle Occipital Gyrus L 19 12.0518 -26 -96 14 
Middle Occipital Gyrus L 18 11.3641 -30 -93 12 
Middle Occipital Gyrus R 19 10.8968 24 -96 14 
Middle Occipital Gyrus R 37 5.8897 38 -62 10 
Superior Occipital Gyrus L 19 10.0035 -26 -76 26 
Occipital Fusiform Gyrus L 19 12.7712 -28 -68 -8 
Occipital Fusiform Gyrus R 19 11.6487 24 -76 -11 
Temporal Fusiform Gyrus R 37 12.1187 48 -59 -11 
Middle Temporal Gyrus L 21 7.8704 -53 9 -17 
Middle Temporal Gyrus R 21 8.1625 55 -25 -2 
Middle Temporal Gyrus R 22 6.4311 51 -33 3 
Superior Temporal Gyrus L 38 7.9958 -51 13 -11 
Superior Temporal Gyrus R 38 7.1185 51 19 -13 
Superior Temporal Gyrus R 22 6.9837 61 -16 -1 
 
 
Im Vergleich zwischen den einzelnen aktiven Situationen (Sprachen) konnten nur minimale 
signifikante Unterschiede gefunden werden. 
 
 
 
Kontraste zwischen den einzelnen aktiven Bedingungen 
 
 
a) Englisch 
 
 
Fig. 30 
 
E > L: Linkes Kleinhirn 
 
 
E > L: Rechtes Kleinhirn 
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E > L: Linker Inferior Frontal Gyrus (BA 9) 
 
E > I: Linkes Kleinhirn 
 
 
 
 
 
 
 
b) Italienisch 
 
Fig. 31 
 
I > E: Rechter Mittlere Frontal Gyrus (BA 47) 
 
 
I > E: Rechter Mittlere Frontal Gyrus (BA 46) 
 
 
 
I > E: Rechte Insula (BA 47) 
 
I > L: Rechter Mittlere Temporal Gyrus (BA 39) 
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c) Ladinisch 
 
 
Fig. 32 
 
 
L > E: Rechter Inferior Frontal Gyrus (BA 11) 
 
L > E: Rechter Mittlere Frontal Gyrus (BA 10) 
 
 
 
 
L > I: Rechtes Kleinhirn 
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Signifikant (p=0.001) aktivierte Hirnareale im Kontrast zwischen den einzelnen aktiven 
Bedingungen (English, Italiano und Ladin): 
 
Tab. 46 
 
Anatomische Bezeichnung             Voxelanzahl        Z-Wert    MNI  
  
     Hem     BA              x y z 
Englisch > Ladinisch   
Cerebellum       L       32     3.73  -20 -68 -20 
Cerebellum       R       29     3.69   24 -76 -50 
Inferior Frontal Gyrus      L      9      14     3.52  -58  10  32 
Englisch > Italienisch 
Cerebellum       L       23     3.95  -20 -66 -34 
Italienisch > Englisch 
Middle Frontal Gyrus      R     47      37         4.09   46  42  -8 
Middle Frontal Gyrus       R     46      67     3.80   42  48   8 
Insula        R     47      21     3.49   34  16   0 
Italienisch > Ladinisch 
Middle Temporal Gyrus      R     39      37     4.07   46 -70  14 
Ladinisch > Englisch         
Inferior Frontal Gyrus      R     11      16     3.72   20  36 -20
  
Middle Frontal Gyrus      R      10      19     3.57   28  56  14 
Ladinisch > Italienisch 
Cerebellum        R       22     3.49    2 -48 -36 
 
 
Zusätzlich wurde analysiert, ob zwischen den postulierten Einflussvariablen und der 
Hirnaktivierung ein Zusammenhang besteht. Es stellte sich heraus, dass zwischen 
Hirnaktivierung und selbsteingeschätzter Sprachkompetenz, Erwerbsalter und Reihenfolge des 
Gebrauchs der einzelnen Sprachen keine Korrelation feststellbar war. Die einzige signifikante 
Korrelation besteht zwischen der effektiven Naming Accuracy während des Experimentes und 
der Aktivierung im rechten infero-frontalen Gyrus (Fig. 3).   
  
Korrelation zwischen Hirnaktivierung und Naming Accuracy. Signifikante Aktivierung wurde 
im rechten infero-frontalen Gyrus (BA 10): x=48; y=46; z=2 festgestellt. 
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Fig.  33 
 
 
 
Zwar ist im Durchschnitt zwischen den Aktivierungen der einzelnen Probanden ein 
gemeinsames neuronales Netzwerk gefunden worden, jedoch muss auch darauf hingewiesen 
werden, dass durchaus intersubjektive Unterschiede feststellbar waren. 
 
 
2.4 Diskussion der Ergebnisse 
 
Die vorliegende Studie hatte sich zum Ziel gesetzt, eine möglichst eindeutige Antwort auf die 
in der Neurolinguistik der Mehrsprachigkeit oft gestellte Frage zu finden, ob zwei oder 
mehrere Sprachen sich des gleichen neuronalen Netzwerkes bedienen, oder ob jede Sprache 
ein eigenes Netzwerk aufbaut. Aufgrund der vorliegenden Ergebnisse, die von den 
Ergebnissen der anderen bisherigen f-MRT-Studien gestützt werden (aber auch von anderen 
Studien mit anderen Untersuchungsmethodologien und bei anderen linguistischen 
Forschungsgebiete), können wir mit weitgehender Sicherheit behaupten, dass verschiedene 
Sprachen – sofern diese für den kognitiven Kontext überhaupt als relevantes Forschungsobjekt 
dienen können – ein gemeinsames neuronales Netzwerk benützen. Diese Schlussfolgerung 
scheint insofern „logisch“, wenn man davon ausgeht, dass der Akt der Sprachproduktion, der 
von der Intention zur Artikulation reicht, sehr umfangreich ist und dass das 
„Einzelsprachenspezifische“ nur einen minimalen Aspekt davon umfasst.  
Überdies muss noch ein weiteres Problem berücksichtigt werden, das mit der relativ arbiträren 
Klassifikation von „(historischen) Einzelsprachen“ zusammenhängt. Das Forschungsobjekt 
der Mehrsprachigkeit sind die einzelnen Sprachen, die qualitativ (meist über 
extralinguistische, historisch/kulturelle Kriterien) definiert worden sind, aber mittels f-MRT 
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quantitativ erfasst werden sollten. Ausdrücke wie „Mutter-„ bzw. „Fremdsprache/n“ oder 
„Ladin“, „Italiano“, „Deutsch“ oder „English“ beschreiben eine relative und arbiträre 
Spracheneinteilung, mit der zwar bestimmte Einflussvariablen einer bestimmten 
Spracherfahrung  korrelieren können (und kognitiv ausschlaggebend sind), aber nicht müssen. 
Insofern scheint eines der größten Probleme in der quantitativen Mehrsprachigkeitsforschung 
die Arbitrarität der Klassifikation von Sprachen zu sein36 und folglich auch die damit 
verbundene Schwierigkeit, die Sprachkompetenz feststellen zu können (Hall et al. 2006). 
Fälschlicherweise werden die von der soziokulturellen Tradition institutionell definierten 
Sprachen als das Forschungsobjekt rezipiert, ohne dass man sich bewusst ist, dass diese 
Einteilung der Sprachen vorwiegend von deren konkreten Anwendungen abhängt, und dass 
folglich auch der übliche Vergleich, der über den traditionellen Gebrauch der Ausdrücke 
mono- und bilingual läuft, und wonach ein bilinguales Individuum allgemein „mehr-
sprachiger“ sein müsse als ein monolingualer Sprecher, sich eigentlich in der Relativität der 
Klassifikation von Sprachen auflöst. Man kann einzelne „Sprachen“ nur dann zum 
Forschungsobjekt einer quantitativen Untersuchung machen, wenn diese bereits anhand 
quantitativer Kriterien erfasst bzw. definiert worden sind. Ein Beispiel für die quantitative 
Erfassung von Sprachen (in diesem Fall meist Geotypen genannt) ist die Methode der 
„particolar combinazione“ nach G. I. Ascoli oder die nach Goebl dialektometrisch 
abgegrenzten Areale „größter Ähnlichkeit“ bzw. „größter Unähnlichkeit“.37 
 
In der experimentellen Konzeption der vorliegenden Studie war man sich dessen bewusst, dass 
nicht „Sprachen“ als solche untersucht werden würden, sondern ausschließlich ein limitierter 
Teil des Sprachprozesses, nämlich der der Objekt- bzw. Bilderbenennung in Sprachen, die in 
der soziokulturellen Tradition als „verschieden“ eingestuft werden: Ladin des Gadertals, 
Hochdeutsch, Standarditalienisch und Standard British English. Des Weiteren wurde bei der 
Studie besonders auf die Homogenität der Probanden geachtet, die die gleiche Muttersprache 
Ladin hatten, im gleichen soziokulturellen Umfeld aufgewachsen sind und ab dem Schulalter 
mit Italienisch und Deutsch und später auch mit Englisch in Kontakt getreten sind. Durch die 
                                                 
36 Das Problem der Klassifikation von Sprachen ist nicht nur in der Neurolinguistik, sondern in der Linguistik 
allgemein noch nicht einhellig gelöst worden. 
37 Zu Ascoli’s „Particolar combinazione“ cf. Goebl 1990, zur dialektometrischen Methode hingegen Goebl 1984 
und zahlreiche weitere, daran anschließende Studien (http://www.sbg.ac.at/rom/people/prof/goebl/dm_publi.htm) 
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Wahl von Probanden, die in ihrer frühesten Kindheit fast ausschließlich mit Ladinisch in 
Kontakt waren, ist auch vermieden worden, Probanden zu untersuchen, für die die 
verschiedenen Sprachen womöglich eine emotional verschiedene Bedeutung gehabt hätten, 
etwa nach dem Prinzip „one parent – one language“. Aus anderen Studien weiß man, dass der 
emotionale Faktor ausschlaggebend sein kann, und dass im Extremfall Kinder einen 
spezifischen Sprachkodex mit einem bestimmten Geschlecht (z.B. Englisch=Sprache der 
Frauen, weil das Kind nur mit Frauen die Erfahrung der englischen Sprache gemacht hat) oder 
mit dem Erreichen eines bestimmten Alters assoziieren können (z.B. die in der Schule 
unterrichtete Fremdsprache wird ab einem gewissen Alter gelehrt=Kind glaubt, dass, sobald 
man ein gewisses Alter erreicht, spricht man automatisch eine bestimmte Sprache) (cf. Tracy 
2007). Des Weiteren wurde bei der Konzeption auch darauf geachtet (v.a. durch das Testen 
des Stimulusmaterials anhand einer Kontrollgruppe), dass das Stimulusmaterial möglichst bei 
allen Probanden das gleiche Wort-Output produziert, was auch gelungen ist (cf. 
Verhaltensdaten).    
 
Zusammenfassend kann gesagt werden, dass die Ergebnisse dieser Studie auf ein 
gemeinsames neuronales Netzwerk hindeuten, unabhängig von den untersuchten 
Einzelsprachen, und zwar insbesondere in jenen Gehirnarealen, die normalerweise mit der 
visuellen Wahrnehmung und der Sprachproduktion in Verbindung gebracht werden. Der 
Haupteffekt, bestehend aus dem Kontrast (Ladinisch + Italienisch + Englisch vs. 
Fixationskreuz), aktivierte ein relativ umfangreiches neuronales Netzwerk. Aktivierung wurde 
in der Umgebung der klassischen Sprachareale Broca und Wernicke festgestellt. Die starke 
Aktivierung des Okzipitallappens kann mit der Verarbeitung der visuellen Sinneseindrücke in 
Verbindung gebracht werden. Die bilaterale Aktivierung des Brodmannareals 44, des oberen 
Temporalgyrus, der Inseln, des lingualen Gyrus, des Kleinhirns und des Brodmannareals 6 
beschreiben eine bereits bekannte „artikulatorische Schleife“ (Paulesu 1993). Im Besonderen 
glaubt man erkannt zu haben, dass BA 6 und Kleinhirn für die Motorik und die Planung des 
Sprechaktes zuständig sind. Weitere Aktivierung wurde auch im vorderen Teil des Cingulums 
gefunden, das mit exekutiven Prozessen und Aufmerksamkeitsmechanismen assoziiert wird 
(Abutalebi et al. 2008; Rodriguez-Fornells et al. 2005; Price et al. 1999). Es scheint, als sei das 
Cingulum mit hippokampalen Strukturen verbunden, von denen man generell annimmt, sie 
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seien im Langzeitgedächtnisprozess verwickelt (Rudner und Rönnberg 2007). Die Aktivierung 
des Striatum, schließlich, kann als Teil einer viel breiter ausgedehnten kortikal-subkortikalen 
motorischen Schleife gesehen werden. Besonders hervorzuheben ist auch die Tatsache, dass 
die Gesamtaktivierung, die sich aus dem Vergleich Sprache vs. Ruhephase ergibt, 
symmetrisch und bilateral ist.     
Im Vergleich zum Haupteffekt sind die Unterschiede zwischen den einzelnen Sprachen 
minimal. Signifikante Unterschiede konnten in folgenden Arealen festgestellt werden: im 
Kleinhirn und in der Insel, im unteren Frontalgyrus und im mittleren Temporalgyrus.  
Im Kontrast Englisch größer als Ladinisch bzw. größer als Italienisch wurde eine signifikante 
Aktivierung im Kleinhirn festgestellt. Eine ähnliche Aktivierung des Kleinhirns wurde auch in 
einer Studie von Yokoyama et al. 2006 festgestellt, wo im Sprachenvergleich L2 (Englisch) 
vs. L1 (Japanisch) sich eine größere Aktivierung des Kleinhirns in der Bedingung „Englisch“ 
zeigte. Aus bisherigen Studien schließt man, dass das Kleinhirn eine bedeutende Rolle bei der 
motorischen Artikulation bzw. in der Aussprache spielt (Silveri 2000). Auch die Aktivierung 
der Insel kann mit Sprachproduktion und den damit korrelierenden motorischen Aspekten der 
Sprache in Verbindung gebracht werden (Dronkers 1996; Ackermann and Riecker 2004), auch 
wenn die Studie von Hillis et al. 2004 dieser Behauptung widerspricht, da dort eine 
Korrelation zwischen Aktivierung der Insel und Sprachproduktionsakt nicht festgestellt 
werden konnte. 
Eine sehr interessante Feststellung ist die Tatsache, dass alle unterschiedlichen neuronalen 
Aktivierungen in Spracharealen gefunden wurden, die von vorherigen Studien alle auch mit 
Gedächtnisprozessen assoziiert wurden. Die Aktivierung des rechten präfrontalen Areals, die 
in den meisten sprachzentrierten f-MRT-Studien festgestellt wurde, wird mit dem Abruf des 
episodischen Gedächtnisses in Verbindung gebracht (Tulving 1999). Diese Vermutung wird 
auch von der Korrelation zwischen Naming Accuracy und Aktivierung im rechten prä- und 
inferofrontalen Lappen unterstützt. Es kann angenommen werden, dass bei einem besseren 
Gedächtnisabruf das rechte präfrontale Areal effizienter arbeitet, im Vergleich zu einem 
schlechteren Gedächtnisabruf, der vielleicht mehr Areal in Anspruch nimmt, sich im Kontrast 
aber dann nicht mehr auf signifikante Weise auswirkt. Die Aktivierung des linken präfrontalen 
Kortex hingegen wird mit einem größeren Aufwand des Arbeitsgedächtnisses assoziiert, das 
z.B. von Unterschieden im Wortabrufprozess abhängig sein kann, wie z.B. die Studie von 
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Golestani et al. 2006 gezeigt hat. Der Aktivierung des temporalen Kortex wird generell die 
Funktion der Benennung von Objekten zugeschrieben (Warrington et Shallice 1984; Damasio 
et al. 1996), wobei einige Autoren diese Aktivierung insbesondere mit dem phonologischen 
Prozess (cf. Übersichtsartikel von Démonet 2005) oder mit dem Abruf der Wortbedeutung 
korreliert sehen (Hagoort et al. 2004). Die Mitwirkung des Kleinhirnes in motorischen und 
nicht-motorischen Aspekten der Sprache wurde von Fiez und Raichle (1997) vermutet, 
insbesondere bei der Artikulation, Semantik, Wortflüssigkeit, Auswahl der Antwort, 
Sequenzlernen und Verbal Working Memory. Schließlich wurde auch die Insel mit 
Gedächtnisprozessen in Verbindung gebracht: In einer Studie von Golestani et al. 2006, die 
das Erlernen von neuen Lauten untersuchte, wurde bei erfolgreichem Lernen, bei gutem 
Gedächtnisprozess also, die Insula aktiviert.     
Auch wenn es das Ziel unserer Studie war, einen basilaren Aspekt der Sprachfähigkeit zu 
beschreiben, nämlich die Wortproduktion, muss unterstrichen werden, dass das Benennen von 
Objekten zwangsläufig ein komplexer Prozess ist, der aus Teilprozessen wie Wiedererkennen 
von Objekten, Gedächtnis- bzw. Wortabruf, phonetisches Enkodieren sowie Artikulation und 
Aussprache besteht. Aufgrund der Ergebnisse neurolinguistischer Untersuchungen wird immer 
deutlicher, dass die Sprache nicht eine gut abgrenzbare und autonome Fähigkeit ist, sondern 
vielmehr eine Summe verschiedener kognitiver Strategien, wie motorische Artikulation, 
Gedächtnis, Aufmerksamkeit usw. Sie kann deswegen inhaltlich aufgrund der einzelnen 
individuellen Situationen verschiedenartig ausfallen.  
Demzufolge ist es naheliegend anzunehmen, dass eine Art universale, „chomskianische“ 
Sprachfähigkeit vorliegt (vgl. Chee et al. 1999a, 1999b; Illes 1999; Luke et al. 2002; 
Mahendra et al. 2003; Jeong et al. 2006; Klein et al 1994, 1999; Bavelier et al. 1998) und dass 
eventuelle neuronale Differenzen nur bestimmte Variablen dieses intralingualen Inhaltes 
darstellen, die von individuellen Faktoren wie Alter, Erwerbsalter (Perani et al.1996; 2003; 
Mechelli et al. 2004; Sakai 2004; Kim et al. 1997), Kompetenz (Perani et al. 1999; Abutalebi 
et al. 2001; Briellemann et al. 2004; Golestani et al. 2004; Kotz & Elston-Güttler 2004; 
Reiterer et al. 2005), Sprachgebrauch (Vingerhoets et al. 2003; Abutalebi et al. 2007), fluency 
(Yetkin et al. 1996), Automatizität (Hahne 2001), Motivation, Aufmerksamkeit, Switching-
Mechanismen (Rodriguez-Fornells et al. 2002; Hernandez et al. 2000; 2001; Jackson et al. 
2001; Price et al. 1999), Lernstrategien (Halsband et al. 1999) usw. bis hin zu leichter 
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messbaren, „sprachspezifischeren“ Charakteristika wie Konsonanten- bzw. Vokalanzahl eines 
gegebenen Sprachkodex, Komplexität der Aussprache oder der Syntax (vgl. Sakurai 2000; 
Hasegawa et al. 2002; Wartenburger et al. 2003; Chee et al. 2003; Marian et al. 2003; Marian 
et al. 2007; Pillai et al 2004; Klein et al. 2006; Suh et al. 2007; Yokoyama et al. 2006), bis hin 
zu verschiedenen semantischen Wahrnehmungsarten einzelner Konzepte und Modalitäten 
(vgl. Chee et al. 2000; Rüschemeyer et al. 2005; Gandour et al. 2007) abhängen können.  
Wie die meisten Studien, vor allem aber jene von Vingerhoets et al. 2003 gezeigt haben, 
scheint es, dass beim Produzieren/Rezipieren von Fremdsprachen die Tendenz vorliegt, dass 
das Gehirn die bereits bei der Muttersprache aktivierten Areale in Anspruch nimmt, nur in 
breiterem Ausmaß (vgl. auch Proverbio et al. 2002; Sakai et al. 2004, Ofan and Zohary 2006). 
Dieses Phänomen wird von den Gehirnplastizität-Theorien auch bei anderen kognitiven 
Fertigkeiten angenommen. Demnach scheint es, dass die gefundenen Aktivierungen den 
exponentiellen Gebrauch einer bestimmten Teilfunktion der Sprachfähigkeit wiedergeben, wie 
es z.B. in dieser Studie der Fall in Hinblick auf die motorische Artikulation beim Kleinhirn 
oder die Naming accuracy im rechten prä- und inferofrontalen Areal ist. Von daher scheint die 
Annahme ziemlich wahrscheinlich, dass es eine starke Korrelation gibt zwischen den 
gefundenen Unterschieden in der Aktivierung und dem Ausmaß an Verschiedenheit der 
intralinguistischen Charakteristika sowie extralinguistischen und individuellen subjektiven 
Faktoren und dem effektiven Experimentablauf. Umgekehrt bedeutet dies, dass je effizienter 
man diese einzelnen Variablen während einer f-MRT-Untersuchung erfassen und beschreiben 
kann, desto präziser wird man auch den Prozess der Sprachproduktion bzw. –Rezeption 
erfassen können.  
 
 
Die Ergebnisse dieser fMRT-Studie werden auch in Videsott G., Herrnberger B., Hoenig K., 
Schilly E., Grothe J., Wiater W., Spitzer M., Kiefer M. „Speaking in Multiple Languages: 
Neural Correlates of Language Proficiency in Multilingual Word Production“ (Manuskript 
unter Begutachtung) veröffentlicht. Alle Zitier- bzw. Bildrechte müssen die eventuelle 
Veröffentlichung dieses Artikels berücksichtigen. 
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3  Schlussbetrachtungen 
 
  
3.1 Zur Relativität der Klassifizierung von Sprache(n)  
 
Ex post scheint das eigentliche Ergebnis dieser Arbeit, dass nämlich das Forschungsobjekt 
Mehrsprachigkeit einer Neudefinition bedarf, auch unabhängig von unserer f-MRT-
Untersuchung formulierbar gewesen zu sein. Unsere Erkenntnis ist aber gerade aus der 
Auseinandersetzung mit anderen neurolinguistischen Studien, die immer wieder implizit auf 
dieses Problem verwiesen haben, sowie aus der Reflexion der Ergebnisse unserer eigenen f-
MRT-Untersuchung entstanden. 
Es geht hierbei um die in allen linguistischen Disziplinen zentrale Definition von „Sprache“, 
die innerhalb des Forschungsobjekts „Mehrsprachigkeit“ eine zusätzliche Rolle spielt. Von der 
Klassifikation der Sprachen hängt es nämlich ab, welches Individuum wir als „mono-” bzw. 
als „bilingual“ usw. bezeichnen, und damit auch die Theorie, wonach sich eine mehrsprachige 
Person Sprachen „anders“ aneignet als ein monolingualer Sprecher.  
Nun werden „(Schrift)Sprachen“ – im Gegensatz zu Dialekten – in der Linguistik meist über 
extralinguistische (historisch-politische, soziokulturelle) – und somit für die kognitive Ebene 
relativ arbiträre Kriterien – definiert. Einen Sprecher des Spanischen und des Portugiesischen 
bezeichnet man normalerweise als mehrsprachig, nicht aber einen Sprecher des Sizilianischen 
und des Standarditalienischen (obwohl zwischen diesen beiden Systemen linguistisch ein 
größerer Unterschied besteht als zwischen den beiden genannten Schriftsprachen). Auch spielt 
der sprachgenetische Faktor eine klassifikatorische Rolle: Ist in diesem Fall ein Sprecher des 
Englischen und Chinesischen „mehrsprachiger“ als einer des Russischen und Polnischen? In 
der Diskussion wird teilweise damit argumentiert, dass im Gegensatz zum monolingualen der 
bilinguale Sprecher für dasselbe Konzept simultan zwei sprachliche „Etiketten“ kennt.  
Damit stellt sich aber auch die Frage, wie das bewiesen werden kann. Denn auch so genannte 
monolinguale Sprecher kennen für ein einziges Konzept mehrere Bezeichnungen, benützen 
Synonyme, Hypo- und Hyperonyme. Und genau in diesem Punkt relativiert sich der übliche 
Vergleich, der über den traditionellen Gebrauch der Ausdrücke „mono-“ bzw. „bilingual“ läuft 
und wonach ein bilinguales Individuum allgemein „mehr-sprachiger“ sein müsse als ein 
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monolingualer Sprecher. Natürlich ist in Relation eine erwachsene Person „mehr-sprachiger“ 
als ein Kind, so wie auch jemand, der „mehrere Sprachen“ spricht bzw. einen differenzierteren 
Wortschatz oder eine strukturiertere Grammatik besitzt oder der auch nur „öfters“ spricht, im 
Normalfall sprachlich gewandter ist als jemand, der sich stets des gleichen, sprachlich 
limitierten Registers bedient. 
Auf kognitiver Ebene scheint es hingegen die extralinguistisch unterschiedenen 
„Einzelsprachen“ nicht zu geben: Vielmehr scheint „eine“ Sprache bzw. Sprachfähigkeit 
vorhanden zu sein, die sich in den verschiedenen Sprachebenen Phonetik, Morphologie, 
Syntax, Semantik, Lexikon usw. (vgl. Paradis 2004) manifestiert und die erst nachträglich von 
den historischen Einzelsprachen „modelliert“ wird. Die Sprachfähigkeit an sich ist vielmehr 
die komplexere Summe einzelner Teilfertigkeiten, wie Gedächtnisabruf, Artikulation, 
Aufmerksamkeit usw. Wenn man dieses Ergebnis evolutionsgeschichtlich betrachtet, findet 
man es im Gehirnaufbau widergespiegelt, wobei – cum grano salis – die Tendenz zu erkennen 
ist, dass die primären Sinneswahrnehmungen in den ältesten Gehirnteilen verarbeitet werden, 
während die komplexeren Fähigkeiten, wie eben sprechen, rechnen, meditieren usw. mehr 
dem exekutiven Frontallappen unterliegen. Sprache kann als ein weiterer „Sinn“ betrachtet 
werden, denn unabhängig von deren Inhalten, liegt ihre wichtigste Funktion darin, die Welt zu 
begreifen und zu erfassen, und erst in einem zweiten Moment diese zu vermitteln. Sprache 
ermöglicht uns, die Grenzen von Raum und Zeit zu überschreiten und schneller und 
produktiver zu handeln. Dass Sprache primäre Sinneseindrücke in zusammenfassender Weise 
verarbeitet, wird dadurch bestätigt, dass die Form bestimmter Inhalte bzw. diese Inhalte selbst 
in verschiedenen Gehirnarealen verarbeitet werden können, ebenso werden z.B. Farbbilder vs. 
Schwarz-weiß-Bilder oder emotional starke Bilder vs. emotional indifferente Objekte anders 
verarbeitet; weiters werden z.B. belebte Objekte vs. unbelebte Objekte in verschiedenen 
Teilen des unteren frontalen Gyrus verarbeitet (Damasio et al. 1996). Begriffe, die 
Handlungen oder Bewegungen darstellen, lösen zusätzliche Aktivierung des motorischen 
Cortex aus (cf. Pulvermüller 1999), was darauf schließen lässt, dass die kognitive 
Verarbeitung einzelner Begriffe auch sehr stark von dem, was sie repräsentieren und wie sie es 
darstellen, abhängt.  
Diese Überlegungen deuten auf eine Relativierung absoluter Konzepte in der Klassifikation 
von Sprachen hin. Konkret bedeutet dies, dass man in der Mehrsprachigkeitsdiskussion 
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zunächst einmal klar unterscheiden muss zwischen gesellschaftlicher, institutioneller 
Mehrsprachigkeit (bestehend aus verschiedenen, nach historisch/kulturell/soziolinguistischen 
Kriterien voneinander abgegrenzten Sprachkodexen) und einer einzigen Sprachfertigkeit, in 
der es keine Mehrsprachigkeit im klassischen Sinn geben kann. Auf kognitiver Ebene können 
nur konkrete Fertigkeiten identifiziert, differenziert bzw. analysiert werden, wie z.B. die 
Verarbeitung von Konsonanten vs. Vokale (Spiegelung verschiedener Artikulationsgrade), 
Sprachproduktion vs. Sprachverständnis (Spiegelung verschiedener Wahrnehmungskanäle), 
jedoch keinesfalls qualitativ definierte „Sprachen“. Will man deswegen aussagekräftige 
Ergebnisse mittels der neuen bildgebenden Verfahren erzielen, muss man darauf achten, dass 
zunächst das Forschungsobjekt  quantitativ definiert wird. Im Falle der Neurolinguistik wäre 
es ideal, wenn man eine von der Sprachwissenschaft quantitativ erstellte Klassifizierung von 
Sprachen dafür verwenden könnte – und nicht einfach die qualitativ erstellte als 
Forschungsobjekt hinnimmt. Zur Zeit aber besteht das Problem eben noch darin, dass noch 
keine geeignete Klassifikation vorliegt, die Sprachen (weltweit) quantitativ erfasst und auf 
diese Weise zwischen einzelnen Sprachen unterscheidet. 
Die Konsequenzen, die sich aus dieser Erkenntnis ansatzweise herauskristallisieren, 
vermindern den qualitativen Wert der Sprache. Sprache ist oftmals als qualitatives Merkmal 
des Menschen im Vergleich zu anderen Lebewesen deklariert worden (homo loquens), wobei 
aus dem evolutionsgeschichtlichen Kontext klar zu erkennen ist, dass es sich vielmehr um 
einen rein quantitativen Unterschied handelt, der sich im Menschen nach einem 
darwinistischen Adaptationsprozess so evolvierte, wie er heute feststellbar ist.  
Der Wert der Einzelsprachen ist vor allem in totalitären, monolingualen Nationalstaaten, die 
darin eine Rechtfertigung für ihre Existenz suchten, maßlos übersteigert worden, indem ihnen 
ein absoluter Wert zugesprochen wurde. Es scheint, dass sich ein solches Gefühl im 
Sprachempfinden gefestigt hat, da über die menschliche Sprachfertigkeit oft in Termini wie 
„korrekt“ und „unkorrekt“ geurteilt wird. Was jedoch als „korrekt“ bzw. “unkorrekt“ gilt, ist 
arbiträr und beruht meistens auf der Gebrauchshäufigkeit einer Form. Sprache ist von Natur 
aus eine Konvention. Folglich beruhen auch ihre konkreten Erscheinungsformen auf 
Konventionen, welche die schnellere Informationsverarbeitung auf intra- und intersubjektiver 
Ebene ermöglichen.  
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Die Wichtigkeit der Gebrauchshäufigkeit, wenn auch in einer anderen Weise, spiegelt sich 
auch neuronal wieder: Je öfters bestimmte Neuronen aktiviert werden, je öfters bestimmte 
Synapsen geschaltet werden, umso stärker werden diese verfestigt und evolutionsgeschichtlich 
auch weitergegeben.  
Mit diesen Schlussfolgerungen möchte ich natürlich nicht den Einzelsprachen ihren 
intrinsischen Wert absprechen. Allein die Tatsache, dass sich eine solche Vielfalt von 
sprachlichen Ausdrucksmöglichkeiten entwickelt hat, weist darauf hin, dass diese 
evolutionsgeschichtlich sicherlich einen Zweck erfüllen. Man muss jedoch zwischen 
individueller und gesellschaftlicher Mehrsprachigkeit genauestens unterscheiden, wobei dem 
Aspekt der Gebrauchshäufigkeit in beiden Konzeptionen eine zentrale Rolle zuzuschreiben ist, 
auch als potentieller Ausgangs- bzw. Verknüpfungspunkt zwischen individueller und 
gesellschaftlicher Mehrsprachigkeit betrachtet werden kann.    
In Hinblick auf das Forschungsobjekt (Mehr-)sprachigkeit bedarf es aber einer Neudefiniton 
des zentralen Begriffes „Sprache“.  
 
 
3.2 Hinweise für den Zweitsprachunterricht 
 
Für einen erfolgreichen Zweitsprachunterricht ist es unabdingbar, die Erkenntnisse aus der 
Zweitspracherwerbsforschung (Second Language Acquisition Research) zu berücksichtigen. 
Auch wenn nicht unmittelbar, so wird mit hoher Wahrscheinlichkeit die Bedeutung 
neurolinguistischer Erkenntnisse im Laufe der Zeit für die Didaktik, insbesondere für die 
Sprachendidaktik, zunehmend größer. Wenn man die anatomischen Grundlagen, auf denen 
sich der Sprachprozess abspielt, erkennt und die entsprechenden Ablaufmechanismen dieser 
kognitiven Fähigkeiten versteht, wird dies enorm zum besseren Verständnis von Sprache im 
Allgemeinen beitragen und insbesondere auch für die Meta-Reflektion über Sprache in der 
Sprachdidaktik von Vorteil sein. 
Aus den bisherigen neurolinguistischen Studien scheint hervorzugehen, dass die Fähigkeit 
zum Sprechen, so wie andere höhere und komplexe kognitive Funktionen, die Summe von 
elementaren Prozessen bildet. Deshalb kann davon ausgegangen werden, dass der linguistische 
Prozess auf der Interaktion zwischen den einzelnen Hirnarealen beruht, ohne in einem 
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einzigen Hirnareal lokalisiert zu sein (Démonet et al. 2005). Wenn man mit Sprachstörungen 
konfrontiert ist, sollte man sich daher dessen bewusst sein, dass eine bestimmte Läsion zwar 
zur Beeinträchtigung des linguistischen Prozesses beiträgt, aber dass das von dieser Läsion 
betroffene Areal nicht unbedingt als der Sitz der Sprache angesehen werden kann. Ein 
Beispiel dafür kann eine Störung der Funktion des Hirnstammes sein: diesem werden z. T. 
motorische Prozesse zugeschrieben, u. a. auch die Mitwirkung bei der Artikulation; oder aber 
die Beeinträchtigung der Thalamusfunktion, die u. a. verschiedene Informationen verknüpft, 
und sich daher automatisch auf dem Sprachprozess auswirkt. Man muss sich daher bewusst 
werden, dass Sprache als Prozess viel komplexer ist, als oft angenommen wird.  
Zweites unterliegt Sprache einer definitorischen Problematik. Wie bereits beschrieben, ist der 
linguistische Prozess an sich eine Art Summe von einzelnen elementaren Fertigkeiten, wie 
Gedächtnis, Artikulation, Verarbeitung und Verknüpfung von Informationen, Wahrnehmung 
usw. – was zur Folge hat, dass das genaue Ausmaß bzw. die Delimitierung von dem, was jetzt 
genau unter „Sprache“ zu verstehen ist, zusätzlichen Freiraum für verschiedene 
Interpretationen zulässt. Sprache beruht auf intersubjektiven Konventionen, die zu allgemein 
angewandten Konzepten führt. In primis unterliegt derselbe Begriff „Sprache“ dieser 
definitorischen Arbitrarität. Diese definitorischen Schwierigkeiten potenzieren sich in der 
Definition von „Mehrsprachigkeit“. 
Drittens muss man zwischen „Wie“ und „Was“ unterscheiden: Zwischen dem allgemeinen 
linguistischen Prozess Sprache (bzw. Spracherwerb und Sprachverwendung) auf der einen 
Seite und den Inhalten (z.B. einzelne Sprachen, Wörter, Konstruktionen usw.) auf der anderen. 
Dieser Unterscheidung unterliegt auch die Differenzierung zwischen individueller (< Prozess) 
und gesellschaftlicher Mehrsprachigkeit (< Inhalt). 
Schließlich muss man die Tatsache beachten, dass die neurolinguistische Wissenschaft 
momentan noch nicht in der Lage ist, genaue Anweisungen für die Praxis zu liefern. Nahezu 
einstimmig wird zur Zeit behauptet, dass das Gehirn plastisch ist, und dass im Gehirn eines 
Babys potentiell viel mehr synaptische Verbindungen möglich sind, als jene die sich im Laufe 
der Zeit effektiv verstärken und verfestigen. Für die Lautdiskriminierung z.B. geht man davon 
aus, dass die Zeitspanne vom 6.-12. Lebensmonat ausschlaggebend sei (cf. Kuhl 1992).  
So scheint das, was der Volksmund schon seit geraumer Zeit besagt, sich auch aus 
neurologischer Sicht zu bewahrheiten, nämlich „Was Hänschen nicht lernt, lernt Hans 
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nimmermehr“ (oder zumindest ist der Sprachen-Neuerwerb im erwachsenen Alter mit 
ungleich mehr Mühen verbunden); aber vor allem gilt auch im Bereich des Spracherwerbs der 
Spruch: „Übung macht den Meister“.  
Es ist sehr schwierig zwei Disziplinen wie die Pädagogik/Didaktik und die Psycho- bzw. 
Neurolinguistik zusammenzuführen und einen gemeinsamen Nenner für den Prozess des 
Spracherwerbes zu finden. Schon rein bei der terminologischen Klärung der Begrifflichkeiten 
treten die ersten Schwierigkeiten auf, wie auch aus meiner Arbeit ersichtlich wird. Trotzdem 
wird sich die didaktische Praxis mit den Ergebnissen aus dem Zweitspracherwerb 
auseinandersetzen müssen, um einen erfolgreichen Zweitsprachunterricht planen zu können. 
Die Zweitspracherwerbsforschung greift in die verschiedensten Bereiche, und kann auch aus 
verschiedenen Perspektiven analysiert werden. Dabei wird die neurokognitive Beschreibung 
des Spracherwerbes zunehmend an Bedeutung gewinnen, denn jede Theorie des 
Zweitspracherwerbes, die sich aus der Praxis ergibt, gewinnt an Aussagekraft, wenn sie mit 
neurolinguistischen Untersuchungen und Erkenntnissen untermauert werden kann.     
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4  Ausblick: Didaktische Konsequenzen 
 
Man mag sich fragen, wie eine f-MRT-Studie, wie die hier vorliegende, für die Didaktik von 
Bedeutung sein kann. Es gibt dafür zahlreiche Begründungen und mögliche Verknüpfungen, 
aber der Grundgedanke liegt meiner Meinung nach darin, dass die Konzipierung einer 
angemessenen Didaktik sich des Wissens über die kognitiven Prozesse bedienen soll bzw. 
muss, die im Gehirn, unabhängig von den konkreten Inhalten eines didaktischen Unterfangens, 
ablaufen. Denn wenn man diesen für das Lernen fundamentalen Prozess detailliert beschreiben 
und verstehen kann, werden auch die sich darauf beziehenden Schlussfolgerungen klarer und 
anschaulicher und ermöglichen eine optimierte Auffassung des Prozesses selbst (wie eben das 
Erlernen von Fremdsprachen ein solcher Prozess ist) sowie gezieltere Eingriffe im pflegenden 
bzw. therapeutischen Bereich. Didaktischer und therapeutischer Bereich ergänzen sich 
gegenseitig, da sie auf dem gleichen cerebralen Prozess beruhen und hervorgehen. Die 
Neurowissenschaften stellen eine, die Didaktik eine zweite mögliche Sichtweise auf den 
gleichen Prozess des (Zweit-) Spracherwerbs dar.  
In unserem konkreten Fall ist die Fragestellung sehr präzise und eingeengt formuliert. Sie 
beschreibt nur einen sehr spezifischen kognitiven Aspekt und folglich wäre auch der Versuch, 
aus unserer f-MRT-Studie, die einzig und allein auf einem Wortbenennungsparadigma und 
einer einzigen Probandengruppe fußt, direkte Konsequenzen für die Didaktik abzuleiten, nicht 
zielführend. Es war auch nicht das primäre Ziel dieser Studie, solche Ableitungen 
vorzunehmen. Trotzdem können einige konkrete Beiträge zur Sprachdidaktik, genauer gesagt 
zur sog. Fremdsprachendidaktik, angeboten werden. Eine Theorie kann man nur dann sinnvoll 
untermauern, wenn man unterschiedliche Sichtweisen auf den gleichen Gegenstand 
synthetisiert.  
Nun erwies sich aber das schon von Marcel Danesi (1998) beschriebene Vorhaben, 
Sprachdidaktik und Neurolinguistik zusammenzuführen, in der Tat als ein Unterfangen, das 
die Grenzen einer Dissertation sprengen würde, handelt es sich doch um das Forschungsziel 
ganzer Forschungszentren (etwa des Transferzentrums für Neurowissenschaften und Lernen 
von Manfred Spitzer38). Außerdem würde die Summe aller potentiellen Sichtweisen natürlich 
das Phänomen am präzisesten beschreiben, aber gleichzeitig würde dies den bekannten 
                                                 
38 Cf.: http://www.znl-ulm.de. 
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Widerspruch ergeben, dass das Resultat einer solchen Arbeit mit der Realität übereinstimmen 
würde und folglich keine Beschreibung mehr wäre (Moro 2006).  
In der f-MRT-Untersuchung, die in der vorliegenden Arbeit beschrieben wird, beziehen sich 
die Ergebnisse nur auf die Gehirnaktivität, die während des Benennens von Wörtern in 
verschiedenen Sprachen entsteht, und auf die in der kontrastiven Auswertung festgestellten 
neuronalen Aktivität. Trotzdem lassen sich ansatzweise ein paar Hinweise, die man didaktisch 
umsetzen könnte, erkennen. 
Oft wird die Frage gestellt, ob es besser sei, frühzeitig mit dem Lernen von verschiedenen 
Sprachen zu beginnen oder ob man vor dem Zweitsprachenerwerb besser in der Erstsprache 
gefestigt sein sollte. Von der erwähnten Diskussion bezüglich der Relativität der  
Klassifizierung von Sprachen einmal abgesehen, kann gesagt werden, dass eine gewisse 
Tendenz erkennbar ist, dass je öfter und je früher eine bestimmte neuronale Funktion aktiviert 
wird, umso stärker und schneller die diesbezüglichen synaptischen Verbindungen werden. Die 
Konzeption von John Dewey „Learning by doing“ scheint sich auch neuronal zu 
bewahrheiten. Natürlich muss man auch von einer bestimmten Veranlagung ausgehen: 
Jemand, der zu einer bestimmten Funktion hin schon genetisch prädisponierter ist als ein 
anderer, wird diese Funktion mittels Übung im Normalfall auch verstärken. Ist jemand 
hingegen in seiner Konstitution weniger für eine bestimmte Funktion prädisponiert und weist 
z.B. eine defizitäre kognitive Veranlagung auf, kann trotzdem eine bestimmte Funktion 
trainieren. Dabei ist die intrinsische Motivation einer der am meisten ausschlaggebenden 
Faktoren, um eine bestimmte Funktion zu beeinflussen. Im Lehr-Lernprozess sollte daher 
verstärkt auf den Motivationsfaktor eingegangen werden, wobei das Glücksempfinden, das 
beim erfolgreichen Lernprozess entstehen kann, sicherlich von fundamentaler Bedeutung ist. 
Dieses Glücksempfinden kann sich auch dadurch ergeben, dass man aufgrund des Lernens ein 
bestimmtes Ziel erreicht hat. Folglich ist auch der Lernzweck sehr wichtig. Löst das Lernen 
hingegen aus verschiedenen Gründen (z.B. Unwohlbefinden in der Lernumgebung, 
Frustrationsgefühl bei der wiederholten Zielverfehlung usw.) Angstzustände aus, so stößt der 
Lernprozess auf eine Blockade, die ein erfolgreiches Lernen unmöglich macht.  
Zu beachten ist auch die kontrovers diskutierte Feststellung, dass es ein kritisches Alter im 
Spracherwerbsprozess gäbe (cf. Lenneberg 1967), und dass man bestimmte Phoneme nur bis 
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zu einem bestimmten Alter lernen könne,39 so z.B. sollen laut einer Studie von Kuhl (1992) für 
die Herausbildung der Fähigkeit, Laute zu diskriminieren oder nachzuahmen, besonders die 
ersten Lebensmonate von Bedeutung sein. Gegen die Hypothese eines „kritischen Alters“, ab 
dem man eine Sprache nicht mehr gut lernen könne (das von den meisten Verfechtern dieser 
Ansicht mit der Pubertät identifiziert wird), spricht die Tatsache, dass es Menschen gibt (vor 
allem jene, für die Sprache ein relevanter beruflicher Faktor ist, wie z.B. Schauspieler), die 
sich auch noch in späteren Lebensphasen spezifische phonetische Merkmale aneignen oder 
bestimmte Geräusche nachahmen können, die sie zuvor nie verlautlicht haben.  
Aus den neurolinguistischen Studien lässt sich auch die Annahme ableiten, dass verschiedene  
Sprachen auf dem selben Netzwerk lokalisiert zu sein scheinen und folglich auch der Aufbau 
weiterer, späterer Spracherfahrungen (sei es in Form von sog. „Fremdsprachen“ oder auch nur 
komplexeren Spracheinheiten) auf den ersten bzw. einfacheren neuronalen Sprachprozessen 
aufbauen.    
Aus neurowissenschaftlichen Studien mit bildgebenden Verfahren weiß man auch, dass 
Lernprozesse sehr individuell ablaufen können. In den meisten Fällen wird nur die 
durchschnittliche Aktivierung einer Stichprobe aufgezeigt, wobei alle nicht signifikanten 
Aktivierungen in der Endauswertung einer Stichprobe nicht aufgelistet werden. Die Resultate 
dieser Studien zeigen zwar auf, wo sicherlich signifikante neuronale Aktivierung 
stattgefunden hat, was aber nicht unbedingt heißen soll, dass in den restlichen Regionen 
überhaupt keine Aktivierung stattgefunden hätte. Die Resultate zeigen lediglich, dass die 
Aktivierung für die ausgewerteten Kontraste signifikant ist. In diesem Zusammenhang ist es 
auch wichtig, den kritischen P-Wert zu beobachten, der auf die verschiedenen Interpretationen 
der Ergebnisse einen Einfluss haben kann.   
In der didaktischen Konzipierung sollten vor allem der ganzheitliche Lernprozess und das 
Individuum im Vordergrund stehen. Im „ganzheitlichen Lernprozess“ sollten alle Lernziele 
vergleichend analysiert und nicht Inhalte einzelner Fächer separat betrachtet werden. Konkret 
ist damit gemeint, dass für eine ideale Fremdsprachendidaktik das ständige Wiederholen von 
Vokabeln, ein möglichst früh angesetztes Praktizieren von Sprache(n), viel Lesen usw. 
sicherlich von Vorteil sind. Aber geht man von einer ganzheitlicheren Lernperspektive aus, 
                                                 
39 Als Beispiel wird der Fall eines Sprechers des Italienischen zitiert, der in seiner Kindheit nie das Phonem „H“ 
ausgesprochen hat und es deswegen auch später nicht beim Erlernen deutscher Wörter richtig aussprechen könne. 
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muss man sich auch im Klaren sein, dass man in der Zeit, die man sitzend beim Lesen 
verbringt, bestimmte kognitive Fähigkeiten zwar trainieren kann, nicht aber z.B. körperliche 
und motorische Fertigkeiten. In einer solchen ganzheitlicheren Perspektive muss man 
abwägen, ob die Schule alle humanen Fähigkeiten in einer vergleichbaren Weise trainiert oder 
Fächer wie Sport, Musik, sozialer Umgang usw. wegen des vielleicht als übertrieben wichtig 
eingeschätzten Lernziels „Sprachkompetenz“ vernachlässigt werden, weil der Nutzen der 
zuletzt genannten Fächer nicht unmittelbar ersichtlich scheint.  
Als Beispiel möchte ich den Stundenplan mit den Wochenstunden einer 5. Klasse einer 
ladinischen Grundschule auflisten. Obwohl es sich beim paritätischen Schulmodell in den 
ladinischen Tälern  um ein Immersionsmodell handelt, beansprucht der reine Sprachunterricht 
52% des gesamten Schulunterrichts, während die Leibeserziehung nur 4% der Schulzeit 
ausmacht.40 
 
Tab. 47: Stundenplan (5. Klasse, ladinische Grundschule) 
 
 
Der sprachlichen Ausbildung wird mehr Zeit eingeräumt als z.B. der künstlerischen 
Ausbildung. Implizit wird dadurch dem Sprachunterricht größere Bedeutung zugeschrieben als 
anderen Fertigkeiten, wie Musik oder das Trainieren der motorischen Fertigkeiten. Fächer der  
Hauswirtschaft, wie z.B. Kochen, fehlen überhaupt in der Schule, obwohl Essen eines der 
wichtigsten Bedürfnisse des Individuums ist.  
                                                 
40 De Grandi (2007), S. 23. 
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Aus der zitierten ganzheitlichen Sicht müsste man sich folglich fragen, ob die Aufteilung der 
Schulfächer den Ansprüchen des Individuums gerecht wird. Neurowissenschaftliche Befunde 
weisen zum Beispiel darauf hin, dass Musik die Struktur der Amygdala aktiviert, von der man 
aus Ergebnissen anderer Studien annimmt, sie spiele eine große Rolle beim Angstempfinden. 
So erwägt auch Prof. Spitzer41, dass Musik dazu da sein könnte, um Angstzustände zu 
blockieren. Deshalb könne musikalisches Training von Ängsten befreien. Aus diesem 
Blickwinkel müsste dem musikalischen Training größere Bedeutung beigemessen werden.  
Ebenfalls soll auf die Wichtigkeit der Sprachareale für das Individuum hingewiesen werden. 
Besonderes Interesse könnten dabei die Spiegelneuronen haben, die von Rizzolatti erstmals an 
den neuronalen Strukturen der Affen beobachtet worden sind. Die Tatsache, dass die 
Spiegelneuronen bei den Affen genau in jenen Arealen beobachtet worden sind, in denen sich 
beim Menschen die Sprachareale entwickelt haben, lässt eine starke Korrelation zwischen 
Sprache und Selbstreflektion vermuten. Eine weitere, damit verbundene Interpretation der 
neurologischen Befunde in Bezug auf den Sprachprozess könnte darauf aufbauen, dass laut 
Aboitz & García 1997 die Sprachareale sich aus dem Gedächtnisnetzwerk entwickelt haben, 
und dass man annehmen kann, dass Sprache eine Weiterentwicklung der Gedächtnisprozesse 
ist.  
Wie aus den erwähnten Spekulationen ersichtlich wird, ist es aber ziemlich schwierig, 
aufgrund neurowissenschaftlicher Erkenntnisse genau festzulegen, welche Fertigkeiten für das 
Individuum wichtiger sind, und bei welchen es sich lohnen würde, sie verstärkt in der Schule 
zu trainieren – die hier angeführten Fälle sind nur einige Beispiele möglicher Interpretationen.  
Trotzdem ist es für die didaktische Konzipierung erstrebenswert, den Lernprozess nicht nur 
aus der fachdidaktischen Perspektive zu betrachten, sondern vielmehr unter dem Aspekt der 
Allgemeinen Didaktik. Wertvolle einschlägige Hinweise müssen auch nicht immer theoretisch 
abgeleitet werden, sondern können der simplen Praxis entnommen werden. Die 
Neurowissenschaften tragen aber insofern zu einer besseren Didaktik bei, als sie bestimmte 
Prozesse besser begreifen und erklären helfen und bestimmte praktische Schlussfolgerungen 
mittels der Beobachtung des Ablaufes mentaler Prozesse stärker theoretisch untermauern.  
                                                 
41 Cf.: “Geist und Gehirn”, Sendereihe über Hirnforschung auf BR-alpha: http://www.br-online.de/br-alpha/geist-
und-gehirn/index.xml. 
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Deshalb sind die neurolinguistischen Erkenntnisse in Bezug auf Sprache auch für die 
Diskussionen im Bereich der sog. „Language Awareness“ bzw. „Linguistic Awareness“ (cf. 
Jessner 2006) von Interesse. „Language Awareness“ (Sprachbewusstsein) entstand als eine Art 
Reaktion auf die Konzeption eines „spontanen“ Sprachenerwerbs. Derzufolge hatte sich im 
englischen Sprachraum eine Unterrichtsweise ausgebreitet, die sich insbesondere auf den 
kommunikativen Aspekt von Sprache konzentrierte und auf das Explizitieren von Regeln 
verzichtete, da man der Auffassung war, Regeln müssen intuitiv entschlüsselt werden. In der 
Praxis erwies sich jedoch die Entscheidung, keinen spezifischen Grammatikunterricht zu 
erteilen, als wenig erfolgreich, vor allem beim Schreiben. Daraufhin beschloss man im 
Sprachunterricht „Language Awareness“ zu betreiben, worunter vordergründig ein expliziter 
Grammatikunterricht zu verstehen ist bis hin zu einem allgemeineren „learning how to learn a 
language“ (cf. Hawkins 1999). Deshalb nimmt dieser Begriff auch eine breitmaschigere 
Anwendung an, da man darunter auch „Sprach-bewusstsein“ in seiner Gesamtheit verstehen 
kann.  
 
 “Language Awareness can be defined as explicit knowledge about language, and 
conscious perception and sensitivity in language learning, language teaching and 
language use.  
It covers a wide spectrum of fields. For example, Language Awareness issues include 
exploring the benefits that can be derived from developing a good knowledge about 
language, a conscious understanding of how languages work, of how people learn them 
and use them. 
Can we become better language users or learners or teachers if we develop a better 
understanding? And can we gain other advantages: e.g. in our relations with other 
people and/or cultures, and in our ability to see through language that manipulates or 
discriminates? Language Awareness interests also include learning more about what 
sorts of ideas about language people normally operate with, and what effects these have 
on how they conduct their everyday affairs: e.g. their professional dealings.”  
(Definition auf der Website von Mike Scott: http://www.lexically.net/ala/la_defined.htm)  
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Mike Scott ist zusammen mit Sabine Jones, Peter Garrett, Joyce M. Angio und Leo van Lier 
einer der Gründer (1994) der „Association for Language Awareness“ 42, einer Verbindung 
dessen Ziel es ist sich mit dem „Sprachbewusstsein“ auseinanderzustzen. Wenn man 
Language Awareness als Wissen versteht, so kann man, wie bei jeder anderen Art von Wissen, 
die Beziehung zum Wissensgegenstand mehr oder weniger beeinflussen. Verstärkt dieses 
Wissen ein positives Wertschätzungsempfinden, so kann dies, im konkreten Fall des 
Sprachlernens, zu besseren Erfolgen führen. Bedeutet jedoch der Wissenszuwachs ein 
Auftreten negativer Empfindungen, so kann dieses Wissenszuwachs, dieses „Sich-Bewusst-
werden“ auch zu einer Blockade führen. Im Lehr-Lernprozess ist es ein Wechselspiel 
zwischen Lerner und Lehrerperson. Denn nicht nur der Lerner besitzt Sprachbewusstsein, 
sondern auch die Lehrperson hat Sprachbewusstsein, das wiederum den Lerner beeinflussen 
kann (Borg 2003). Beim Fremdsprachenunterricht in der Schule hat man z.B. beobachtet, dass 
es vor allem auf die Wertschätzung gegenüber der Zweitsprache, die die Kinder im Elternhaus 
erfahren, deren Motivation und erfolgreiches Lernen ankommt. Die Wissensinhalte, die zur 
Language Awareness führen sollten, müssen auch für den Versteher verständlich sein, denn 
ein Wissenszuwachs kann nur dann erfolgen, wenn die Komplexität der neuen Information nur 
um einen Komplexitätsgrad höher ist; fehlen hingegen dazwischenliegende Stufen der 
Verständlichkeit, kann ein solcher Wissensvermittlungsprozess nicht erforlgreich ablaufen. 
Beispielweise bedeutet das, dass die erfolgreiche Anwendung einer Futurzeit nur dann 
stattfinden kann, wenn man vorher über eine temporale Konzeption einer Zeit in der Zukunft 
verfügt. Die vorliegende Arbeit trägt zur Language Awareness insofern bei, als man sich 
bewusster geworden ist, dass es zwischen institutioneller Mehrsprachigkeit und individueller 
Mehrsprachigkeit einen grundlegenden Unterschied gibt. Unter die Kategorie der 
institutionellen Mehrsprachigkeit fallen die traditionell als solche definierten Sprachen, deren 
Grammatiken und Wortschatz. Es handelt sich dabei um eine qualitative Klassifizierung, die 
vor allem sozio- und politohistorisch bedingt ist, und die einem dynamischen Wandel 
untergeordnet sind. Die institutionalisierten Sprachen dienen primär zur interpersonalen 
Kommunikation. Damit effiziente Kommunikation erfolgen kann, müssen der Kodex (die 
Sprache) des Emittenten und Rezipienten übereinstimmen. Um so mehr 
Kommunikationspartner über das Signifikat (Inhalt) eines bestimmten Signifikants (Form) 
                                                 
42 cf. ALA-Homepage: http://www.languageawareness.org 
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konvenieren, um so mehr wird ein bestimmter Kodex in der Praxis standardisiert. In weiterer 
Folge setzt sich ein Prozess in Gang, wonach sich einzelne Gruppen, bestehend aus Personen, 
die über den gleichen Kodex verfügen, sich mit diesem Kodex schließlich auch identifizieren.  
 
Des Weiteren weist diese Arbeit vor allem auf die Tatsache hin, dass auf individueller Ebene 
Sprache als Prozess zu verstehen ist. Sprache ist eine Funktion des menschlichen Denkens und 
als solche auch ein neurokognitiver Prozess. Sprache als Prozess distanziert sich von den 
Inhalten der Sprache. Die Inhalte der Sprache, wie z.B. Wörter, grammatikalische Strukturen 
usw., sind aber genau die Inhalte, die die traditionellen, institutionalisierten Sprachen in deren 
Grammatiken, Vokabularsammlungen usw. kennzeichnen. In dem Moment, wo man sich auf 
die Suche nach den Universalien der Sprache und deren Mechanismen, die für alle Sprachen 
gelten sollten, begibt, löst man sich jedoch von den Inhalten, die den Unterschied zwischen 
Deutsch, Italienisch, Ladinisch usw. ausmachen.  Deshalb sind die so definierten Sprachen als 
Forschungsobjekt im Grunde nicht geeignet. Anders betrachtet: Die Tatsache, dass die 
einzelnen Sprachen im traditionellen Sinne nicht als das Untersuchungsobjekt verstanden 
werden können, und demnach auch die oft postulierte Fragestellung nach der 
unterschiedlichen Lokalisierung verschiedener Sprachen nicht angemessen erscheint, ist 
umgekehrt dadurch bewiesen, dass die einzelnen Sprachen auf neuronaler Ebene nicht in 
bestimmten, genau definierbaren Arealen gefunden werden konnten, denn ansonsten müsste 
man bei jeder f-MRT-Untersuchung beispielweise „Englisch“ im Kleinhirn und „Italienisch“ 
in der Insula finden, was jedoch laut Erkenntnisstand nicht der Fall ist. Ich bin der Meinung, 
dass man auf neurokognitiver Ebene verstärkt nach unterschiedlichen Prozessen des 
Sprachverhaltens suchen soll, wie z.B. L1=Wirklichkeitswahrnehmung bzw. –kategorisierung, 
verknüpft mit bestimmten Emotionen, während sich L2 von L1 vielleicht dadurch 
unterscheiden, dass es sich um a) einen Übersetzungsprozess handelt (L1 Konzepte 
bekommen eine 2. Etikette), b) um Kommunikationsprozesse (L2 als Überlebensstrategie in 
einer neuen Umgebung, z.B. bei Migranten), und c) um eine Neukonzeptionalisierung der 
Ausdrücke auf komplexerer Ebene (z.B. Fachsprache) usw. Des Weiteren sollte vermehrt 
zwischen den einzelnen, schon von Jakobson 1960 aufgelisteten Funktionen der Sprache 
differenziert werden, wie emotive (z. B. Interjektionen), konative (z.B. Imperativsätze), 
referentielle (wirklichkeitsbezogene), phatische (z.B. „Hello, do you hear me?“), metalinguale 
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(die Sprache über die Sprache) oder poetische Funktionen der Sprache. Wer Sprache als 
neurokognitiven Prozess untersuchen möchte, sollte vermehrt nach solchen funktionalen 
Unterschieden suchen, als nach Unterschieden zwischen traditionell definierten Kodices.   
 
Sprachbewusstsein kann daher aus verschiedenen Perspektiven entstehen. Neurolinguistik ist 
eine davon. Mit Hilfe neurowissenschaftlicher Arbeiten lässt sich der Lernprozess besser 
beschreiben, was direkt und indirekt in die Planung guten Unterrichts einfließen sollte. Denn 
„Unterrichten und Lernen [sind] – zwei Perspektiven, zwei Zugänge zum Thema 
Schulunterricht“ (Wiater 2007, 1).43 
 
 
 
                                                 
43 Ausgehend von einer solchen Perspektive könnte man sich auch neue Fächerkombinationen vorstellen, wie 
z.B. das Üben einer Fremdsprache während einer sportlichen Betätigung, oder das Zubereiten einer neuen Speise, 
während man in einer anderen Sprache kommuniziert. 
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Anhang 
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a) Auswertung der Vorstudie zur Standarisierung des Stimulusmaterials 
 
Die Ergebnisse werden immer in folgender Sprach-Reihenfolge präsentiert: Deutsch, Ladin, 
Italiano und English; zuerst die belebten, dann die unbelebten Objekte. Die fortlaufende 
Nummerierung der einzelnen Objekte bezieht sich auf die ursprüngliche Gesamtanzahl von 
200 Bildern. Die Kürzel wie „Edb“, „Edu“, „Elb“, „Elu“ stehen für die Ersatzbegriffe und 
wurden ebenfalls fortlaufend nummeriert. Die genannten Kürzel setzen sich folgendermaßen 
zusammen: „E“ steht für „Ersatz“, gefolgt vom ersten Buchstabe der jeweiligen Sprache und 
von „b“ oder „u“, jeweils für „belebt“ oder „unbelebt“ (Elu = Ersatz – Ladin – unbelebt).  
In der zweiten Spalte steht die Objektbezeichnung, die über die Objektdarstellung stimuliert 
werden sollte. Auf diese Objektbezeichnung beziehen sich die Kategorien belebt/unbelebt 
sowie die Silbenlänge (siehe Anhang).  
 
Die Tabellen der einzelnen Teilauswertungen sind wie folgt zu interpretieren: 
 
Name Agreement  
Fig. 34 
 
 
 
In der ersten Spalte steht die Kennnummer des Objektes. In der zweiten Spalte steht die „zu 
nennende“ Bezeichnung (d.h.: die aufgrund der Bilder erhoffte Antwort). In der dritten Spalte 
steht die Anzahl der „richtigen“ Antworten, wobei bei der Wortübereinstimmung nur solche 
Antworten als „richtig“ gezählt wurden, in denen exakt das in Spalte 2 verzeichnete Wort 
genannt wurde. In den weiteren Spalten werden die Antworten der einzelnen 
Versuchsprobanden A-T angeführt. Die vom „zu nennenden“ Wort abweichenden Antworten 
sind in der Tabelle in Unterkategorien gruppiert sowie entweder fett oder kursiv markiert.  
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Familiarity 
 
 
 Fig. 35 
 
 
 
 
 
Der Aufbau der Tabelle ähnelt jener des Name Agreement, mit dem Unterschied, dass die 
Ratingsskalen der einzelnen Objekte aufgelistet sind, und dass die dritte Spalte den Mittelwert 
der einzelnen Ratings der 20 Probanden (A-T) angibt.44 
Die Tabellen 3: Complexity und 4: Image Agreement sind nach dem gleichen Muster wie Tab. 
2:  Familiarity aufgebaut. 
                                                 
44 Auch in diesem Fall wurde trotz Ordinalskalierung ein Mittelwert ermittelt. 
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Name Agreement 
Tab. 48  
 
 195
Tab. 49 
 
 196
Tab. 50 
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Tab. 51 
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Familiarity 
Tab. 52 
 
 199
Tab. 53 
 
 200
Tab. 54 
 
 201
Tab. 55 
 
 202
Complexity 
Tab. 56 
 
 203
Tab. 57 
 
 204
Tab. 58 
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Tab. 59 
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Image Agreement 
Tab. 60 
 
 207
Tab. 61 
 
 208
Tab. 62 
 
 209
Tab. 63 
 
 210
Aus den eben präsentierten vier Teilauswertungen wurde die Tabelle mit der 
Gesamtauswertung des Farbbildersets erstellt. Die Tabelle ist ähnlich wie die vorhergehenden 
aufgebaut und folgendermaßen zu interpretieren:  
 
Fig. 36 
 
 
In der ersten Spalte der Tabelle steht die fortlaufende Nummer des „zu nennenden“ Wortes, 
das in Spalte 2 steht. Es folgt die Silbenanzahl des „zu nennenden“ Wortes. Diese 
Silbenanzahl bezieht sich somit auf das erhoffte, nicht auf das von den Versuchsprobanden 
effektiv genannte Wort. In der Spalte „Name Agreement“ findet man den Mittelwert der 
einzelnen Einschätzungen von 1-6 seitens der 20 Probanden, ebenso in der Spalte 
„Complexity“ und „Image Agreement“. Die Reihenfolge der Sprachen ist wiederum Deutsch – 
Ladin – Italiano – English; jeweils unterteilt in belebte und unbelebte Objekte. 
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Gesamtauswertung des Versuchs-Farbbildsets 
Tab. 64 
 
 212
Tab. 65 
 
 213
Tab. 66 
 
 214
Tab. 67 
 
 215
b) Werte des T-Tests 
 
 
Deutsch: 
 
  STAT.     Gruppen: KAT (Datendatei: stat_end.sta) 
  ELEM.     Gruppe1: B : B 
  STAT.     Gruppe2: U : U 
 
             Mittelw.   Mittelw.                                     Gült. N 
  Variable       B          U       t-Wert       FG          p          B 
 
       BEZ   18,58333   18,66667    -,15422         46    ,878108         24 
       VER    4,11875    4,56667   -1,71525         46    ,093029         24 
      KOMP    3,11667    2,81667    1,28012         46    ,206922         24 
       SIM    4,81458    4,57500    1,72183         46    ,091819         24 
 
 
  STAT.     Gruppen: KAT (stat_end.sta) 
  ELEM.     Gruppe1: B : B 
  STAT.     Gruppe2: U : U 
 
              Gült. N    Stdabw.    Stdabw.    F-Quot.       p 
  Variable       U          B          U       Varianz    Varianz 
 
       BEZ         24   1,954185   1,785611   1,197727    ,668881 
       VER         24   1,014333    ,779586   1,692910    ,214341 
      KOMP         24    ,750748    ,868615   1,338647    ,489810 
       SIM         24    ,462620    ,500652   1,171178    ,707953 
 
 
 
 
Ladin: 
 
  STAT.     Gruppen: KAT (Datendatei: stat_end.sta) 
  ELEM.     Gruppe1: B : B 
  STAT.     Gruppe2: U : U 
 
             Mittelw.   Mittelw.                                     Gült. N 
  Variable       B          U       t-Wert       FG          p          B 
 
       BEZ   18,87500   19,16667   -,615486         46    ,541267         24 
       VER    4,34375    4,53333   -,812276         46    ,420817         24 
      KOMP    2,91458    2,58125   1,465920         46    ,149473         24 
       SIM    4,82292    4,57500   1,538699         46    ,130729         24 
 
 
  STAT.      Gruppen: KAT (stat_end.sta) 
  ELEM.     Gruppe1: B : B 
  STAT.     Gruppe2: U : U 
 
              Gült. N    Stdabw.    Stdabw.    F-Quot.       p 
  Variable       U          B          U       Varianz    Varianz 
 
       BEZ         24   1,776966   1,493949   1,414773    ,411656 
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       VER         24    ,672166    ,924976   1,893684    ,133061 
      KOMP         24    ,803995    ,771054   1,087270    ,842704 
       SIM         24    ,469268    ,634686   1,829258    ,155047 
                               
 
 
 
Italiano: 
 
  STAT.     Gruppen: KAT (stat_end.sta) 
  ELEM.     Gruppe1: B : B 
  STAT.     Gruppe2: U : U 
 
             Mittelw.   Mittelw.                                     Gült. N 
  Variable       B          U       t-Wert       FG          p          B 
 
       BEZ   22,08333   19,20833     ,84369         46    ,403206         24 
       VER    3,88958    4,31667   -1,58678         46    ,119414         24 
      KOMP    3,14583    2,77917    1,70801         46    ,094376         24 
       SIM    4,60875    4,57917     ,27661         46    ,783316         24 
 
 
  STAT.     Gruppen: KAT (Datendatei: stat_end.sta) 
  ELEM.     Gruppe1: B : B 
  STAT.     Gruppe2: U : U 
 
              Gült. N    Stdabw.    Stdabw.    F-Quot.       p 
  Variable       U          B          U       Varianz    Varianz 
 
       BEZ         24   16,65224   1,178767   199,5671    ,000000 
       VER         24     ,85694   1,002135     1,3676    ,458662 
      KOMP         24     ,80094    ,681577     1,3809    ,444906 
       SIM         24     ,32162    ,413605     1,6538    ,235182 
 
 
 
English: 
 
  STAT.     Gruppen: KAT (Datendatei: stat_end.sta) 
  ELEM.     Gruppe1: B : B 
  STAT.     Gruppe2: U : U 
 
             Mittelw.   Mittelw.                                     Gült. N 
  Variable       B          U       t-Wert       FG          p          B 
 
       BEZ   18,91667   18,83333     ,19466         46    ,846519         24 
       VER    4,33542    4,74792   -1,70606         46    ,094740         24 
      KOMP    3,01042    2,72083    1,16070         46    ,251752         24 
       SIM    4,99375    4,78542    1,52596         46    ,133867         24 
 
 
  STAT.      Gruppen: KAT (stat_end.sta) 
  ELEM.     Gruppe1: B : B 
  STAT.     Gruppe2: U : U 
 
              Gült. N    Stdabw.    Stdabw.    F-Quot.       p 
  Variable       U          B          U       Varianz    Varianz 
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       BEZ         24   1,691839   1,239448   1,863208    ,143039 
       VER         24    ,933725    ,728829   1,641299    ,242229 
      KOMP         24    ,920654    ,803919   1,311500    ,520712 
       SIM         24    ,469809    ,476052   1,026757    ,950059 
 
 
 
 
1.3.3.5   Werte der Varianzanalyse  
 
 
BEZ (Bezeichnung) 
 
Datendatei: STAt_end.STA [ 200 Fälle mit 13 Variablen ] 
 
VARIABLEN: 
  9:  SPRACHE      -9999 
 10:  KAT          -9999 
  5:  BEZ          -9999 
 
Design-Effekte: 
    Kategoriale Effekte: SPRACHE 
                         KAT 
                         SPRACHE*KAT 
 
Modellspezifikationen: 
GLM; 
   DEPENDENT = BEZ; 
   GROUPS = SPRACHE (100 101 102 103) 
                    KAT     (100 101); 
   COVARIATE = none; 
   DESIGN =  SPRACHE | KAT; 
   INTERCEPT = include; 
   LACKOFFIT = no; 
   PARAM = sigma; 
   SSTYPE = 6; 
   ESTIMATE = none; 
   SDELTA = 7; 
   IDELTA = 12; 
   RANDOM = none; 
   SURFACE = none; 
   MIXTURE = none; 
   REPEATED = none; 
   WDESIGN = none; 
   SAMPLE = none; 
   OUTPUT = none; 
 
  STAT.         Univariate Signifikanztests für BEZ (stat_end.sta) 
                Sigmabeschränkte Parametrisierung 
  ALM           Typ VI Dekomposition (Effektive Hypothese) 
 
                             Freih.-                         
  Effekt            SQ        grad        MQ          F          p 
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  Konstante      71456,33*         1*  71456,33*  1934,639*  0,000000* 
  SPRACHE          121,21          3      40,40      1,094    ,353033 
  KAT               20,02          1      20,02       ,542    ,462521 
  SPRACHE*KAT       80,35          3      26,78       ,725    ,538152 
  Fehler          6796,08        184      36,94              
 
  STAT.     SPRACHE; Ungewichtete Mittel (stat_end.sta) 
            Aktueller Effekt: F(3, 184)=1,0939, p=,35303 
  ALM       Typ VI Dekomposition (Effektive Hypothese) 
 
                           BEZ        BEZ        BEZ        BEZ     
  Zelle Nr.   SPRACHE    Mittel     Std.Fe.    -95,00%    +95,00%       N 
 
  1          D          18,62500    ,877202   16,89433   20,35567         48 
  2          L          19,02083    ,877202   17,29017   20,75150         48 
  3          I          20,64583    ,877202   18,91517   22,37650         48 
  4          E          18,87500    ,877202   17,14433   20,60567         48 
 
--------------------------------------- 
 
VER (Vertrautheit) 
 
Datendatei: STAt_end.STA [ 200 Fälle mit 13 Variablen ] 
 
VARIABLEN: 
  9:  SPRACHE      -9999 
 10:  KAT          -9999 
  6:  VER          -9999 
 
Design-Effekte: 
    Kategoriale Effekte: SPRACHE 
                         KAT 
                         SPRACHE*KAT 
 
Modellspezifikationen: 
GLM; 
   DEPENDENT = VER; 
   GROUPS = SPRACHE (100 101 102 103) 
                    KAT     (100 101); 
   COVARIATE = none; 
   DESIGN =  SPRACHE | KAT; 
   INTERCEPT = include; 
   LACKOFFIT = no; 
   PARAM = sigma; 
   SSTYPE = 6; 
   ESTIMATE = none; 
   SDELTA = 7; 
   IDELTA = 12; 
   RANDOM = none; 
   SURFACE = none; 
   MIXTURE = none; 
   REPEATED = none; 
   WDESIGN = none; 
   SAMPLE = none; 
   OUTPUT = none; 
 
  STAT.         Univariate Signifikanztests für VER (stat_end.sta) 
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                Sigmabeschränkte Parametrisierung 
  ALM           Typ VI Dekomposition (Effektive Hypothese) 
 
                             Freih.-                         
  Effekt            SQ        grad        MQ          F          p 
 
  Konstante      3644,003*         1*  3644,003*  4790,277*  0,000000* 
  SPRACHE           5,060          3      1,687      2,217    ,087660 
  KAT               6,545*         1*     6,545*     8,604*   ,003780* 
  SPRACHE*KAT        ,524          3       ,175       ,230    ,875629 
  Fehler          139,970        184       ,761              
 
  STAT.     SPRACHE; Ungewichtete Mittel (stat_end.sta) 
            Aktueller Effekt: F(3, 184)=2,2170, p=,08766 
  ALM       Typ VI Dekomposition (Effektive Hypothese) 
 
                           VER        VER        VER        VER     
  Zelle Nr.   SPRACHE    Mittel     Std.Fe.    -95,00%    +95,00%       N 
 
  1          D          4,342708    ,125889   4,094336   4,591080         48 
  2          L          4,438542    ,125889   4,190170   4,686914         48 
  3          I          4,103125    ,125889   3,854753   4,351497         48 
  4          E          4,541667    ,125889   4,293295   4,790039         48 
 
--------------------------------------- 
 
KOMP (Komplexität) 
 
Datendatei: STAt_end.STA [ 200 Fälle mit 13 Variablen ] 
 
VARIABLEN: 
  9:  SPRACHE      -9999 
 10:  KAT          -9999 
  7:  KOMP         -9999 
 
Design-Effekte: 
    Kategoriale Effekte: SPRACHE 
                         KAT 
                         SPRACHE*KAT 
 
Modellspezifikationen: 
GLM; 
   DEPENDENT = KOMP; 
   GROUPS = SPRACHE (100 101 102 103) 
                    KAT     (100 101); 
   COVARIATE = none; 
   DESIGN =  SPRACHE | KAT; 
   INTERCEPT = include; 
   LACKOFFIT = no; 
   PARAM = sigma; 
   SSTYPE = 6; 
   ESTIMATE = none; 
   SDELTA = 7; 
   IDELTA = 12; 
   RANDOM = none; 
   SURFACE = none; 
   MIXTURE = none; 
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   REPEATED = none; 
   WDESIGN = none; 
   SAMPLE = none; 
   OUTPUT = none; 
 
  STAT.         Univariate Signifikanztests für KOMP (stat_end.sta) 
                Sigmabeschränkte Parametrisierung 
  ALM           Typ VI Dekomposition (Effektive Hypothese) 
 
                             Freih.-                         
  Effekt            SQ        grad        MQ          F          p 
 
  Konstante      1598,809*         1*  1598,809*  2479,260*  0,000000* 
  SPRACHE           1,528          3       ,509       ,790    ,500884 
  KAT               4,989*         1*     4,989*     7,737*   ,005975* 
  SPRACHE*KAT        ,044          3       ,015       ,023    ,995355 
  Fehler          118,657        184       ,645              
 
 
  STAT.     SPRACHE; Ungewichtete Mittel (stat_end.sta) 
            Aktueller Effekt: F(3, 184)=,79001, p=,50088 
  ALM       Typ VI Dekomposition (Effektive Hypothese) 
 
                          KOMP       KOMP       KOMP       KOMP     
  Zelle Nr.   SPRACHE    Mittel     Std.Fe.    -95,00%    +95,00%       N 
 
  1          D          2,966667    ,115909   2,737985   3,195348         48 
  2          L          2,747917    ,115909   2,519235   2,976598         48 
  3          I          2,962500    ,115909   2,733819   3,191181         48 
  4          E          2,865625    ,115909   2,636944   3,094306         48 
 
--------------------------------------- 
 
SIM (Übereinstimmung) 
 
Datendatei: STAt_end.STA [ 200 Fälle mit 13 Variablen ] 
 
VARIABLEN: 
  9:  SPRACHE      -9999 
 10:  KAT          -9999 
  8:  SIM          -9999 
 
Design-Effekte: 
    Kategoriale Effekte: SPRACHE 
                         KAT 
                         SPRACHE*KAT 
 
Modellspezifikationen: 
GLM; 
   DEPENDENT = SIM; 
   GROUPS = SPRACHE (100 101 102 103) 
                    KAT     (100 101); 
   COVARIATE = none; 
   DESIGN =  SPRACHE | KAT; 
   INTERCEPT = include; 
   LACKOFFIT = no; 
   PARAM = sigma; 
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   SSTYPE = 6; 
   ESTIMATE = none; 
   SDELTA = 7; 
   IDELTA = 12; 
   RANDOM = none; 
   SURFACE = none; 
   MIXTURE = none; 
   REPEATED = none; 
   WDESIGN = none; 
   SAMPLE = none; 
   OUTPUT = none; 
 
  STAT.         Univariate Signifikanztests für SIM (stat_end.sta) 
                Sigmabeschränkte Parametrisierung 
  ALM           Typ VI Dekomposition (Effektive Hypothese) 
 
                             Freih.-                         
  Effekt            SQ        grad        MQ          F          p 
 
  Konstante      4276,226*         1*  4276,226*  18904,99*  0,000000* 
  SPRACHE           2,195*         3*      ,732*      3,23*   ,023537* 
  KAT               1,579*         1*     1,579*      6,98*   ,008956* 
  SPRACHE*KAT        ,379          3       ,126        ,56    ,643069 
  Fehler           41,620        184       ,226              
 
  STAT.     SPRACHE; Ungewichtete Mittel (stat_end.sta) 
            Aktueller Effekt: F(3, 184)=3,2341, p=,02354 
  ALM       Typ VI Dekomposition (Effektive Hypothese) 
 
                           SIM        SIM        SIM        SIM     
  Zelle Nr.   SPRACHE    Mittel     Std.Fe.    -95,00%    +95,00%       N 
 
  1          D          4,694792    ,068647   4,559355   4,830228         48 
  2          L          4,698958    ,068647   4,563522   4,834395         48 
  3          I          4,593958    ,068647   4,458522   4,729395         48 
  4          E          4,889583    ,068647   4,754147   5,025020         48 
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c) Programmierungs-Skripts 
 
 
Es folgen die Programmier-Skripts sowohl einer Trainings- als auch einer 
Hauptexperimenteinheit (Beispiel: Editor-Texte für „Training-Deutsch“ und 
„Hauptexperiment-Deutsch_A“).  
 
 
Training (Deutsch)                
                  
 
#MultiLingua: DEUTSCH Training 
#  16 Bilder  
#  [training_deutsch.sce/encod.tem] 
#-------------------------------------------------------------------
--- 
 
scenario = "training_deutsch"; 
scenario_type = fMRI_emulation; # [fMRI | fMRI_emulation] ; 
pulse_code = 255; 
pulses_per_scan = 1; 
scan_period = 2000; 
 
randomize_trials = false; 
no_logfile = false; 
default_trial_start_delay = 0;  
 
default_font = "Arial"; 
default_background_color = 255, 255, 255;     
default_text_color = 0, 0, 0;    
 
begin; 
 
picture {} default; 
picture {text {font_size = 42; caption = "DEUTSCH-Training!"; }; x = 
0; y = 0; } equis;  
picture {text {font_size = 36; caption = "+"; }; x = 0; y = 0; } 
pause; 
picture {text {font_size = 34; caption = "... und jetzt wird´s 
ernst!"; }; x = 0; y = 0; } fini ;      
 
 
# BILDER Deklarationen 
# ------------------------------------------------------------------
--- 
  
# Belebt 
# ------------------------------------------------------------------
--- 
 
# B_1 (Block 1) 
bitmap { filename = "009Ziege.jpg"          ; } db01 ;  
bitmap { filename = "010Ratte.jpg"          ; } db02 ; 
bitmap { filename = "012Esel.jpg"           ; } db03 ; 
bitmap { filename = "013Hamster 6.jpg"      ; } db04 ; 
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bitmap { filename = "017Nashorn.jpg"        ; } db05 ; 
bitmap { filename = "025Fledermaus.jpg"     ; } db06 ; 
 
# U_1 (Block 2) 
bitmap { filename = "038Teller.jpg"         ; } du01 ; 
bitmap { filename = "026Ring.jpg"           ; } du02 ; 
bitmap { filename = "028Socken.jpg"         ; } du03 ; 
bitmap { filename = "031 Vase.jpg"          ; } du04 ; 
bitmap { filename = "034Schlittschuh.jpg"   ; } du05 ; 
bitmap { filename = "035Gabel.jpg"          ; } du06 ; 
 
#-------------------------------------------------------------------
--- 
 
# START  
 
trial {picture equis; time = 0; mri_pulse = 1; duration = 
next_picture; code="equis_begin";  
       picture pause; delta_time = 4000; duration = next_picture; 
code="equis_end";       }; # 2 equis TR 2.0 = 4000 ms; Gesamtdauer 
40 TR, ca. 1,5 min. 
 
#-------------------------------------------------------------------
---# RUHE_1   
trial {picture pause; time=500; mri_pulse = 3; duration = 
2000;code="ruhe";}; 
#-------------------------------------------------------------------
--- 
 
# B_1    
TEMPLATE "encod_pulse.tem" {       
  
 the_bitmap  the_duration my_code   my_pulse; 
 db01        3154         "aktiv_b"     4; 
};   
 
TEMPLATE "encod.tem" {         
 the_bitmap the_duration my_code; 
 db02        2554        "B_2" ;       
      db03        2854        "B_3" ; 
 db04        2554        "B_4" ; 
 db05        3154        "B_5" ;  
 db06        2854        "B_6" ;  
}; 
#-------------------------------------------------------------------
--- 
# RUHE_2    
trial {picture pause; time=500; mri_pulse = 16; duration = 
23520;code="ruhe";}; 
#-------------------------------------------------------------------
--- 
 
# U_1    
TEMPLATE "encod_pulse.tem" {       
  
 the_bitmap  the_duration my_code   my_pulse ; 
 du01        2554        "aktiv_u"  28   ;     
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};   
 
TEMPLATE "encod.tem" {         
 the_bitmap the_duration my_code; 
 du02        2854        "U_2" ;         
  
      du03        3154        "U_3" ;   
  
 du04        2854        "U_4" ;    
  
 du05        2554        "U_5" ;      
 du06        3154        "U_6" ;    
  
};    
 
#-------------------------------------------------------------------
--- 
 
# ENDE  
trial { picture pause; mri_pulse = 40; duration = next_picture;  
       picture fini; duration = 4000; code="end";  
      }; # 2 TR 
 
# Experiment-Ende  
 
 
 
 
 
Hauptesxperiment (Deutsch) 
 
#-------------------------------------------------------------------
--- 
#MultiLingua: DEUTSCH Version A 
#  24 Bilder (12 belebt, 12 unbelebt) 
#  TR 2000 ms, 214 Volumes (incl. 8 equis), 
#  VERSION A - [deutsch_a.sce/encod_pulse.tem/encod.tem] 
#-------------------------------------------------------------------
--- 
 
#Blockabfolge: U-B-U-B-U-U-B-B (B=belebt, U=unbelebt), 9x Ruhe 
scenario = "mlingua_deutsch_a"; 
scenario_type = fMRI_emulation; # [fMRI | fMRI_emulation] ; 
pulse_code = 255; 
pulses_per_scan = 1; 
scan_period = 2000; 
 
randomize_trials = false; 
no_logfile = false; 
default_trial_start_delay = 0;  
 
default_font = "Arial"; 
default_background_color = 255, 255, 255;     
default_text_color = 0, 0, 0;    
 
begin; 
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picture {} default; 
picture {text {font_size = 42; caption = "DEUTSCH!"; }; x = 0; y = 
0; } equis;  
picture {text {font_size = 36; caption = "+"; }; x = 0; y = 0; } 
pause; 
picture {text {font_size = 34; caption = "... weiter geht's mit 
Training!"; }; x = 0; y = 0; } fini;      
 
 
# BILDER Deklarationen 
# ------------------------------------------------------------------
--- 
  
# Belebt 
# ------------------------------------------------------------------
--- 
 
# B_1 (Block 1) 
bitmap { filename = "001Kuh.jpg"               ; } db01 ; 
bitmap { filename = "002Pfau.jpg"    ; } db02 ; 
bitmap { filename = "003Hund.jpg"       ; } db03 ; 
bitmap { filename = "004Baum.jpg"       ; } db04 ; 
bitmap { filename = "005Gans.jpg"            ; } db05 ; 
bitmap { filename = "006Kirsche.jpg"   ; } db06 ; 
 
# B_2 (Block 2)                                                              
bitmap { filename = "007Affe.jpg"           ; } db07 ; 
bitmap { filename = "008Tulpe.jpg"          ; } db08 ; 
bitmap { filename = "009Schnecke.jpg"       ; } db09 ; 
bitmap { filename = "010Spargel.jpg"        ; } db10 ; 
bitmap { filename = "011Schnittlauch.jpg"   ; } db11 ; 
bitmap { filename = "013Eule 2.jpg"        ; } db12 ; 
                                                                            
                                                                            
# B_3 (Block 3)                                                             
bitmap { filename = "014Gurke.jpg"             ; } db13 ; 
bitmap { filename = "015Pfirsich.jpg"          ; } db14 ; 
bitmap { filename = "016PKÃ¤fer.jpg"           ; } db15 ; 
bitmap { filename = "017Pfifferling.jpg"       ; } db16 ;                        
bitmap { filename = "018Libelle.jpg"           ; } db17 ;                        
bitmap { filename = "019Ameise.jpg"            ; } db18 ;                        
 
# B_4 (Block 4)        
bitmap { filename = "020Krokodil.jpg"      ; } db19 ;                        
bitmap { filename = "021EdelweiÃŸ.jpg"      ; } db20 ;                        
bitmap { filename = "022Himbeere.jpg"       ; } db21 ;                        
bitmap { filename = "023SchildkrÃ¶te.jpg"   ; } db22 ; 
bitmap { filename = "024Rosmarin.jpg"       ; } db23 ; 
bitmap { filename = "025LÃ¶wenzahn.jpg"     ; } db24 ; 
 
                      
# Unbelebt 
# ------------------------------------------------------------------
--- 
 
# U_1 (Block 1) 
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bitmap { filename = "026Herd.jpg"        ; } du01 ;                        
bitmap { filename = "027Teppich.jpg"     ; } du02 ; 
bitmap { filename = "028Brezel.jpg"      ; } du03 ; 
bitmap { filename = "029GÃ¼rtel.jpg"     ; } du04 ; 
bitmap { filename = "030Glocke.jpg"      ; } du05 ; 
bitmap { filename = "031Hammer.jpg"      ; } du06 ; 
 
# U_2 (Block 2)                                                              
bitmap { filename = "032Rucksack.jpg"      ; } du07 ; 
bitmap { filename = "033Koffer.jpg"        ; } du08 ; 
bitmap { filename = "035Handy.jpg"         ; } du09 ;                        
bitmap { filename = "036Stiefel.jpg"       ; } du10 ;                        
bitmap { filename = "037Schraube.jpg"      ; } du11 ;                        
bitmap { filename = "038KÃ¼hlschrank.jpg"  ; } du12 ;   
                                                                                 
# U_3 (Block 3)                                                             
bitmap { filename = "039Ampel.jpg"         ; } du13 ;                        
bitmap { filename = "040Puppe.jpg"         ; } du14 ;                        
bitmap { filename = "041Traktor.jpg"       ; } du15 ;                        
bitmap { filename = "042MÃ¼tze.jpg"        ; } du16 ;                        
bitmap { filename = "043Fahrrad.jpg"       ; } du17 ;                        
bitmap { filename = "044Rollstuhl.jpg"     ; } du18 ;                        
 
# U_4 (Block 4)                                                             
bitmap { filename = "045Anker.jpg"         ; } du19 ;                        
bitmap { filename = "046Mantel.jpg"        ; } du20 ;                        
bitmap { filename = "047Motorrad.jpg"      ; } du21 ;                        
bitmap { filename = "048Krawatte.jpg"      ; } du22 ; 
bitmap { filename = "049ZahnbÃ¼rste.jpg"   ; } du23 ; 
bitmap { filename = "050Badewanne.jpg"     ; } du24 ; 
 
 
#-------------------------------------------------------------------
-- 
 
# START  
trial {picture equis; time = 0; mri_pulse = 1; duration = 
next_picture; code="equis_begin";  
       picture pause; delta_time = 16000; duration = next_picture; 
code="equis_end";       }; # 8 equis TR 2.0 = 16000 ms; Gesamtdauer 
214 TR, ca. 8 min. 
 
# Abkürzungen 'my_code': B=belebt, U=unbelebt, _1=1.Block, 
_2=2.Block ... 
 
#-------------------------------------------------------------------
--- 
# RUHE_1   
trial {picture pause; time=500; mri_pulse = 9; duration = 
23520;code="ruhe";}; 
#-------------------------------------------------------------------
--- 
 
# U_1    
TEMPLATE "encod_pulse.tem" {       
  
 the_bitmap  the_duration my_code   my_pulse; 
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 du01        3154         "aktiv_u"     21; 
};   
 
TEMPLATE "encod.tem" {         
 the_bitmap the_duration my_code; 
 du02        2554        "U_2" ;       
     du03        2854        "U_3" ; 
 du04        2554        "U_4" ; 
 du05        3154        "U_5" ;  
 du06        2854        "U_6" ;  
}; 
#-------------------------------------------------------------------
--- 
# RUHE_2    
trial {picture pause; time=500; mri_pulse = 33; duration = 
23520;code="ruhe";}; 
#-------------------------------------------------------------------
-- 
 
# B_1    
TEMPLATE "encod_pulse.tem" {       
  
 the_bitmap  the_duration my_code   my_pulse ; 
 db01        2554        "aktiv_b"  45   ;     
};   
 
TEMPLATE "encod.tem" {         
 the_bitmap the_duration my_code; 
 db02        2854        "B_2" ;       
     db03        3154        "B_3" ; 
 db04        2854        "B_4" ; 
 db05        2554        "B_5" ;  
 db06        3154        "B_6" ;  
};    
#-------------------------------------------------------------------
--- 
 
# RUHE_3    
trial {picture pause; time=500; mri_pulse = 57; duration = 
23520;code="ruhe";}; 
#-------------------------------------------------------------------
--- 
 
# U_2    
TEMPLATE "encod_pulse.tem" {       
  
 the_bitmap  the_duration my_code   my_pulse; 
 du07        2854        "aktiv_u"     69; 
};   
 
TEMPLATE "encod.tem" {         
 the_bitmap the_duration my_code; 
 du08        2554        "U_08" ;       
     du09        2854        "U_09" ; 
 du10        3154        "U_10" ; 
 du11        2554        "U_11" ;  
 du12        3154        "U_12" ;  
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};    
#-------------------------------------------------------------------
--- 
# RUHE_4   
trial {picture pause; time=500; mri_pulse = 81; duration = 
23520;code="ruhe";}; 
#-------------------------------------------------------------------
--- 
 
# B_2    
TEMPLATE "encod_pulse.tem" {       
  
 the_bitmap  the_duration my_code   my_pulse; 
 db07        2554        "aktiv_b"  93; 
};   
 
TEMPLATE "encod.tem" {         
 the_bitmap the_duration my_code; 
 db08        2854        "B_08" ;       
     db09        3154        "B_09" ; 
 db10        2854        "B_10" ; 
 db11        3154        "B_11" ;  
 db12        2554        "B_12" ;  
};                                                     
#-------------------------------------------------------------------
--- 
# RUHE_5   
trial {picture pause; time=500; mri_pulse = 105; duration = 
23520;code="ruhe";}; 
#-------------------------------------------------------------------
--- 
# U_3    
TEMPLATE "encod_pulse.tem" {       
  
 the_bitmap  the_duration my_code   my_pulse; 
 du13        2854        "aktiv_u"     117; 
};   
 
TEMPLATE "encod.tem" {         
 the_bitmap the_duration my_code; 
 du14        2554        "U_14" ;       
     du15        2854        "U_15" ; 
 du16        3154        "U_16" ; 
 du17        2554        "U_17" ;  
 du18        3154        "U_18" ;  
};                                                      
#-------------------------------------------------------------------
--- 
# RUHE_6    
trial {picture pause; time=500; mri_pulse = 129; duration = 
23520;code="ruhe";}; 
#-------------------------------------------------------------------
--- 
# U_4    
TEMPLATE "encod_pulse.tem" {       
  
 the_bitmap  the_duration my_code   my_pulse; 
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 du19        2854        "aktiv_u"     141; 
};   
 
TEMPLATE "encod.tem" {         
 the_bitmap the_duration my_code; 
 du20        3154        "U_20" ;       
     du21        2854        "U_21" ; 
 du22        3154        "U_22" ; 
 du23        2554        "U_23" ;  
 du24        2554        "U_24" ;  
}; 
#-------------------------------------------------------------------
--- 
# RUHE_7    
trial {picture pause; time=500; mri_pulse = 153; duration = 
23520;code="ruhe";}; 
#-------------------------------------------------------------------
--- 
# B_3    
TEMPLATE "encod_pulse.tem" {       
  
 the_bitmap  the_duration my_code   my_pulse; 
 db13        3154        "aktiv_b"  165; 
};   
 
TEMPLATE "encod.tem" {         
 the_bitmap the_duration my_code; 
 db14        2854        "B_14" ;       
     db15        2554        "B_15" ; 
 db16        2854        "B_16" ; 
 db17        2554        "B_17" ;  
 db18        3154        "B_18" ;  
}; 
#-------------------------------------------------------------------
--- 
# RUHE_8    
trial {picture pause; time=500; mri_pulse = 177; duration = 
23520;code="ruhe";}; 
#-------------------------------------------------------------------
--- 
# B_4    
TEMPLATE "encod_pulse.tem" {       
  
 the_bitmap  the_duration my_code   my_pulse; 
 db19        2554        "aktiv_b"  189; 
};   
 
TEMPLATE "encod.tem" {         
 the_bitmap the_duration my_code; 
 db20        2854        "B_20" ;       
     db21        3154        "B_21" ; 
 db22        2854        "B_22" ; 
 db23        3154        "B_23" ;  
 db24        2554        "B_24" ;  
};   
#-------------------------------------------------------------------
--- 
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# RUHE_9    
trial {picture pause; time=500; mri_pulse = 201; duration = 
23520;code="ruhe";};  
#-------------------------------------------------------------------
--- 
# ENDE  
trial { picture pause; mri_pulse = 213; duration = next_picture;  
       picture fini; duration = 4000; code="end";  
      }; # 2 TR 
 
# Experiment-Ende  
 
 
 
 
