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Abstract
An active learning algorithm for the classification of high-dimensional
images is proposed in which spatially-regularized nonlinear diffusion geom-
etry is used to characterize cluster cores. The proposed method samples
from estimated cluster cores in order to generate a small but potent set
of training labels which propagate to the remainder of the dataset via
the underlying diffusion process. By spatially regularizing the rich, high-
dimensional spectral information of the image to efficiently estimate the
most significant and influential points in the data, our approach avoids re-
dundancy in the training dataset. This allows it to produce high-accuracy
labelings with a very small number of training labels. The proposed algo-
rithm admits an efficient numerical implementation that scales essentially
linearly in the number of data points under a suitable data model and
enjoys state-of-the-art performance on real hyperspectral images.
1 Introduction
Machine learning is revolutionizing the sciences. With recent advances in data
collection, hardware, and algorithms, automated methods have achieved near-
human or better performance on a range of problems. However, in many cases
advances in machine learning are based on new architectures for deep neural
networks, which while sometimes extremely effective, require large training sets
of labeled data points to predict well. While large training sets are available
in some scientific communities, others do not lend themselves as naturally to
this paradigm. For example, producing the label of a pixel in a remotely sensed
image may require deploying a human analyst to the site where the image was
captured. It is thus unrealistically expensive to produce the kind of large, la-
beled training datasets necessary to deploy many state-of-the-art supervised
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learning methods. It is imperative instead to develop methods that achieve
strong performance with only a very small number of labeled data points.
In contrast to supervised methods which demand large training sets [1, 2], un-
supervised methods [3] and semi-supervised [4] methods require only unlabeled
points or a small number of labeled points together with many unlabeled points,
respectively. In particular, active learning [5] is the semi-supervised learning
paradigm in which the algorithm may query certain data points for labels; this
is in contrast to traditional supervised or semi-supervised algorithms in which
the labeled training points are selected uniformly at random. The crucial ques-
tions for active learning are how use the existing labeled and unlabeled data
to select the query points, and how to propagate the (potentially very small in
number) labeled points to the rest of the unlabeled data.
This article proposes an active learning method for high-dimensional image data
with three major innovations. First, spatially regularized diffusion geometry [6]
is computed in order to efficiently capture the geometry of the data. The re-
sulting diffusion distances [7] characterize similarities in the data not just with
respect to the high-dimensional spectral structure of the data, but also with re-
spect to the underlying spatial structure. The second major innovation consists
in using cluster core inferences derived from the spatially regularized diffusion
geometry to query points for labels. These labels are then propagated to the rest
of the data using the diffusion distances in a spatially-regularized manner. Un-
like many existing algorithms for active learning of high-dimensional images, the
proposed spatially regularized learning by active nonlinear diffusion (SR LAND)
method is cluster-driven, and does not require any form of pre-training or an
initial random training set. This approach is able to efficiently combine the un-
supervised structure with a potent set of carefully chosen training points, and
can achieve high-accuracy results with a very small number of training labels.
The third major innovation is an implementation of the proposed method that
scales essentially linearly in the number of points in the image under a suit-
able data model ; this low complexity makes it appropriate for large datasets.
We evaluate SR LAND on real hyperspectral images [8], understood both as
n1 × n2 × D tensors (with two spatial dimensions n1 and n2 and a spectral
dimension D) and as D-dimensional point clouds. A software implementation
of the proposed algorithm accompanies this article1.
The remainder of this article is organized as follows. Section 2 provides back-
ground on active learning and on the main mathematical tool of the proposed
algorithm: the diffusion geometry of high-dimensional data. The proposed al-
gorithm is introduced in Section 3. Experimental analysis on real hyperspectral
images and comparisons with benchmark and state-of-the-art active learning
methods appear in Section 4. Theoretical and empirical analysis of the key
parameters of the proposed method and its computational complexity and run-
time are also in Section 4. We conclude and discuss future research directions
in Section 5.
1https://jmurphy.math.tufts.edu/Code/
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2 Background
In order to introduce our proposed method, we review active learning and its
applications to high-dimensional image processing, as well as diffusion geometry.
2.1 Background on Active Learning
In order to produce efficient prediction algorithms in the low-training regime,
active learning proposes to carefully determine which points should be queried
for labels. Broadly, there are two major approaches to determining which points
to query for labels [9]. The first approach considers the active learning problem
as a supervised learning problem, but with very few labels. This frames active
learning as the question of how to choose the labels to have maximal impact in
improving the performance of the classification algorithm. Thinking of super-
vised learning as choosing the best among a large hypothesis class of possible
classifiers, active learning in this context seeks to winnow down the hypothe-
sis class as rapidly as possible as a function of the number of labeled samples.
In the specific context of support vector machines (SVM), this means query-
ing for labels points which will move the class boundaries most significantly in
an error-reducing manner; we refer to this class of active learning methods as
boundary-based active learning methods [10, 11, 12, 13, 14, 15, 16, 17, 18].
The second major approach to active learning is to consider it as unsupervised
learning, but in which a few training labels will be provided. This frames active
learning as the question of how to use the latent cluster structure in the data to
determine which points will have maximum impact in propagating their labels to
the rest of the data. This type of learning is called cluster-based active learning,
because it leverages cluster structure in the data—learned without supervision—
to decide which points to query for labels. Approaches to cluster-based active
learning often construct a hierarchical tree, with, for example, single or average-
linkage clustering [3]. This tree is then queried in an iterative manner—more
points are queried from branches that have ambiguous labels, while fewer (or
no) additional points are queried from label-homogeneous branches [19, 20].
Alternative tree constructions have also been proposed, including those based on
manifold learning methods [21], which may better capture geometric structures
in the data as well as improve robustness to high-dimensional noise.
In the context of high-dimensional hyperspectral image analysis, a range of ac-
tive learning approaches have been developed. Most are boundary-based meth-
ods [22, 23, 24, 25, 26], which typically require an initial set of random training
data, or some form of pre-training. Active learning methods may incorporate
additional information particular to images, for example physical knowledge
about the sensor or a general spatial regularity constraint. Indeed, data in
high-dimensional images often admit useful regularity: spatially nearby points
are generally likely to share the same class label. Incorporating spatial reg-
ularity into querying algorithms often improves active learning algorithms for
hyperspectral images.
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2.2 Background on Diffusion Geometry
A major challenge in analyzing high-dimensional data in RD is that traditional
Euclidean distances cease to be meaningful; this is one manifestation of the
curse of dimensionality [27]. However, when high-dimensional data admits
low-dimensional structure, dimension-reduction methods and data-dependent
distances may glean this structure. When data lies near a low-dimensional
subspace, classical methods such as principal component analysis [3] and Maha-
lanobis distances [28] capture the underlying structure in a manner that avoids
the curse of dimensionality. In the case of data that lies near a d-dimensional
manifold, d ≤ D, manifold learning methods may be used to capture this intrin-
sically low-dimensional but nonlinear structure [29, 30].
The diffusion geometry of high-dimensional data captures latent, low-dimensional
structure through Markovian random walks at different time scales [6, 7]. For
discrete data X = {xi}ni=1 ⊂ RD, an undirected, weighted graph is constructed
with nodes corresponding to points in X and weights between xi, xj stored in
a symmetric weight matrix W ∈ Rn×n. The weights are commonly constructed
by setting Wij = K (xi, xj) for some kernel function K : RD × RD → [0,∞),
typically the Gaussian kernel K (xi, xj) = Kσ(xi, xj) = exp(−‖xi − xj‖22/σ2)
for some choice of scaling parameter σ > 0. In order to induce computationally
advantageous sparsity in W , a point xi may only be connected to its k-nearest
`2 neighbors, for some k = O(log(n)).
Given the weight matrix W , a Markov diffusion operator P ∈ Rn×n is defined on
X by normalizingW to have all rows summing to 1. Indeed, letD ∈ Rn×n be the
diagonal degree matrix for W : Dii =
∑n
j=1Wij . Then P = D
−1W is a Markov
transition matrix with left multiplication. Assuming that the underlying graph
G = (X,W ) is connected and aperiodic, P has a unique stationary distribution
pi ∈ R1×n: piP = pi.
The diffusion distances for the dataset X are derived from P , which encodes the
latent diffusion geometry of X. For a time t ≥ 0, the diffusion distance between
xi and xj is
Dt(xi, xj) =
√√√√ n∑
k=1
((P t)ik − (P t)jk)2 1
pik
. (1)
Intuitively, points xi, xj are close in diffusion distance at time t if the transition
probabilities for xi and xj are similar at time t. Note that limt→∞ P t = 1n×1pi,
so that Dt(xi, xj) → 0 uniformly for all xi, xj . For data with low-dimensional
cluster structure, a range of times t reveals this cluster structure [31].
Computing (1) is inefficient for large data; indeed, computing Dt(xi, xi) for
a single pair of points xi, xj is O(n), so computing the full n × n matrix of
pairwise diffusion distances is O(n3). This motivates a spectral formulation of
diffusion distances. Indeed, while P is not symmetric, it is diagonally conjugate
to a symmetric matrix: D1/2PD−1/2 = D−1/2WD−1/2. In particular, the right
eigenvectors of P form an orthonormal basis for the weighted sequence space
`2(1/
√
pi), so that diffusion distances may be computed entirely in terms of the
(right) eigenvectors {ψk}nk=1 ⊂ Rn×1 of P and the corresponding eigenvalues
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{λk}nk=1 ⊂ (−1, 1], sorted so that 1 = λ1 > |λ2| ≥ · · · ≥ |λn| ≥ 0:
Dt(xi, xj) =
√√√√ n∑
k=1
λ2tk (ψk(xi)− ψk(xj))2, (2)
where ψk(xi) = (ψk)i.
The eigenvectors contribute to the diffusion distances depending on their eigen-
values. Indeed, since the eigenvalues are sorted in decreasing modulus, for t
sufficiently large, only the first small number of terms contribute to (2). This
motivates truncating the expansion at a suitable m ≤ n:
Dt(xi, xj) ≈
√√√√ m∑
k=1
λ2tk (ψk(xi)− ψk(xj))2. (3)
In addition to reducing the number of eigenvectors necessary to estimate Dt,
removing the eigenvalues close to 0 has the effect of denoising diffusion distances
via a low-pass filter on the eigenvectors [32]. In Section 4.1, we will show that
under suitable assumptions on the data, the eigenvector truncation (3) allows
all O(1) Dt-nearest neighbors to be computed with essentially linear complexity
in n.
3 Spatially Regularized Learning by Active Non-
linear Diffusion
The SR LAND method consists of three phases. First, the unsupervised struc-
ture of the data is learned with diffusion geometry, in order to identify homo-
geneous regions in the data, namely regions that are close in diffusion distance
to estimated modes in the data. Second, the unsupervised structure is used
to actively query points that are most likely to significantly impact the data
labeling. Third, these actively sampled training points are propagated to the
rest of the dataset according to the underlying diffusion geometry of the data.
The first stage consists in estimating cluster modes in a manner pioneered by
the learning by unsupervised nonlinear diffusion (LUND) algorithm [31] and its
variants [33, 34, 35], in which unsupervised clustering is performed by combining
empirical density estimation and diffusion geometry. Indeed, let X = {xi}ni=1 ⊂
RD be a D-dimensional image, realized as a point cloud. A random Markov
diffusion is constructed on X as in Section 2.2, but with the important constraint
that the underlying weight matrix is a nearest neighbors graph with respect to
the spatial structure in the data. This constraint significantly improves the
unsupervised clustering of hyperspectral images [34].
More precisely, for some radius r > 0, let Br(xi) be the spatial ball around the
point xi, i.e. the points whose spatial coordinates are within `
2 distance r of
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the coordinates of xi. Then consider the weight matrix W with
Wij =
{
exp
(−‖xi−xj‖22
σ2
)
, xi ∈ Br(xj) or xj ∈ Br(xi),
0, else.
(4)
The corresponding Markov transition matrix P = D−1W has a unique station-
ary distribution for r > 0, and hence we can define diffusion distances as in (1)
and (2).
Once the diffusion distances are computed, the empirical density of each data
point is computed using a kernel density estimator (KDE) fσ0 , with σ0 > 0 a
bandwidth parameter. We use the Gaussian KDE, though others could be used.
For a positive integer k, we compute for each xi the set of nearest neighbors to
xi in the spectral domain (i.e. in RD), NN speck (xi). The KDE is then computed
over NN speck :
p˜(xi) =
∑
x∈NNspeck (xi)
exp(−‖x− xi‖22/σ20).
We normalize the KDE to have `1 norm 1: p(xi) = p˜(xi)/ (
∑n
i=1 p˜(xi)). In all
experiments, the bandwidth σ0 is set adaptively to be half the mean distance
between all points and their k nearest neighbors, and we use k = 100 nearest
neighbors.
A crucial step of the LUND approach to clustering is to characterize clusters
according to their modes, which are both high density and also far in diffusion
distance from other points of high density. Compared to characterizing modes
simply in terms of density [36, 37] or in terms of density and being `2 far from
other high density points [38], the LUND characterization is highly robust to
non-convexity and nonlinearity in the underlying cluster structure [31]. The
cluster mode characterization is achieved by considering
ρ˜t(xi) =
maxx∈X Dt(xi, x), if xi = argmaxy∈Xp(y),min
p(x)≥p(xi)
Dt(xi, x), else,
(5)
then normalizing as ρt(xi) = ρ˜t(xi)/(max1≤i≤n ρ˜t(xi)). Points with large ρt
values are far in diffusion distance from other high density points, which suggests
that if ρt(xi) is large, then it is either a cluster mode, or an outlier which is
separated from the rest of the data, but not of value as a cluster exemplar.
This leads us to consider Dt(xi) = p(xi)ρt(xi) as a measure of cluster modality,
since points which maximize Dt must simultaneously be high density (i.e. not
an outlier) and far from other high-density points in a manner which is robust
to the underlying geometry in the data. The estimation of data modes in terms
of Dt is the first part of the proposed active learning algorithm; see Algorithm
1. In the context of active learning, the modes (i.e. the maximizers of Dt)
are points near cluster centers, which are significant because they characterize
cluster cores as the points Dt-near the modes. These regions may be confidently
classified with a single label, so it is valuable to know what that label is.
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Algorithm 1: Spatially-Regularized Diffusion Geometric Mode Detection
1 Input: X = {xi}ni=1 ⊂ RD (data), r ∈ Z+ (spatial radius), k ∈ Z+
(density nearest neighbors), m ∈ Z+ (number of eigenvectors), M ∈ Z+
(number of modes)
2 Construct W as in (4), then normalize to yield P .
3 Compute the m principal eigenpairs {(λi, ψi)}mi=1 of P .
4 Compute the kernel density estimator {p(xi)}ni=1.
5 Compute {ρt(xi)}ni=1 as in (5).
6 Estimate the data modes {x∗i }Mi=1 as the M maximizers of
Dt(xi) = p(xi)ρt(xi).
7 Output: {(λi, ψi)}mi=1 (eigenpairs of P ), {p(xi)}ni=1 (empirical densities),
{x∗i }Mi=1 (modes).
The second stage of the proposed active learning scheme queries labels from the
cluster modes learned in Algorithm 1. This process is detailed in Algorithm 2.
An example hyperspectral dataset, together with the sampled active labels, is
shown illustrated in Figure 1.
Algorithm 2: Active Sampling Procedure
1 Input: {(λi, ψi)}mi=1 (eigenpairs of P ), {x∗i }Mi=1 (modes), L ∈ Z+ (budget
of active queries), O (labeling oracle).
2 Let L = {x∗i }Li=1.
3 Consult O to acquire the labeled data {(xi, yi)}xi∈L .
4 Output: {(xi, yi)}xi∈L (labeled training data).
The third stage of the proposed method is to propagate the queried labels to the
rest of the data in a two-step process. The first step labels all points for which the
transition matrix P is confident, while the second step labels the remaining data
points in a manner that preserves spatial smoothness in the image. The notion
of confidence is given in terms of the agreement between a point and its nearby
spatial neighbors—if the purported label of a datapoint is in agreement with its
near neighbors, then the label is confident and is retained. Otherwise, it is not
labeled in the first stage [35]. The labeling procedure is performed pointwise in
order of decreasing density, so that points early in the labeling sequence (i.e.
those with large p value) are confidently labeled by default. Indeed, early in the
labeling sequence there are not many spatially nearby points with labels that
can contradict the purported label. The second step straightforwardly labels
the remaining ambiguous points so as to preserve spatial regularity. This third
and final stage is detailed in Algorithm 3.
The SR LAND algorithm consists in running Algorithms 1-3 in sequence. Com-
pared to existing diffusion geometric approaches to active learning [21], the
proposed method differs in several key respects. First, the underlying diffusion
process is spatially regularized, so that the underlying random walk P accounts
for the high-dimensional structure of the data as well as its spatial structure.
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(a) Salinas A
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(b) Salinas A Ground Truth
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(c) Salinas A Spectra
(d) Salinas A Mode Sampling
Figure 1: The Salinas A hyperspectral dataset has spatial dimensions 86 × 83 and consists of
224 spectral bands. It was collected over Salinas Valley, CA, and has a spatial resolution of 3.7
m/pixel. In order to differentiate between pixels with identical values, Gaussian noise with mean
0, variance = 10−4 was added during preprocessing. The sum of all spectral bands is shown in
(a). The full ground truth, arrayed spatially, is shown in (b). A random sample of 100 spectra
for Salinas A are shown in (c) with the same colormap as (b). In (d), 20 queries generated
from sampling the cluster cores (e.g. the maximizers of Dt) are shown. They are well-spread
throughout the image, since they correspond to cluster centers.
Second, the labeling process in the proposed method consists of the two-stage
process described in Algorithm 3, which further ensures smooth spatial labels of
the data. These two aspects of the proposed method are shown to be significant
in Section 4.
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Algorithm 3: Two-Stage Labeling Procedure
1 Input: X = {xi}ni=1 ⊂ RD (data), {p(xi)}ni=1 (empirical densities),
{(λi, ψi)}mi=1 (eigenpairs of P ), {(xi, yi)}xi∈L (labeled training data).
2 In order of decreasing p-value among unlabeled points, assign each xi the
same label as its Dt-nearest neighbor of higher p-value, unless the spatial
consensus label of xi exists and differs, in which case xi is not labeled.
3 Iterating in order of decreasing density among unlabeled points, assign
each xi its consensus spatial label, if it exists, otherwise the same label
as its Dt-nearest neighbor of higher p-value.
4 Output: {(xi, yˆi)}ni=1 data points and estimated labels.
4 Experimental Results and Analysis
To empirically validate the efficacy of the proposed method, active learning ex-
periments are performed on two benchmark real hyperspectral datasets: the
Salinas A and Indian Pines datasets2. These datasets, together with their
ground truth labels, are in Figures 1 and 2 respectively.
(a) Indian Pines
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(b) Indian Pines Ground Truth
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(c) Indian Pines Spectra
Figure 2: The Indian Pines data consists of 145 × 145 spatial pixels, each of which is a 200
dimensional spectrum. The data was collected in IN, USA, and has a spatial resolution of
20m/pixel. The sum of all spectral bands is shown in (a). The full ground truth, arrayed
spatially, is shown in (b). A random sample of 100 spectra are shown in (c), with the same
colormap as in (b).
The proposed method is compared against 12 related methods. We benchmark
against an SVM with random training samples (Random SVM), as well as an
SVM with labels determined by cluster-based active learning [19] (CBAL SVM).
Five state-of-the-art active learning algorithms for high-dimensional images are
considered: SVM with samples generated by margin sampling (MS SVM) [23];
SVM with samples generated by multiview sampling (MV SVM) [39]; SVM
with samples generated by entropy query-by-bagging (EQB SVM) [23]; SVM
with image fusion and recursive filtering (IFRF SVM) [40]; and loopy back
propagation (LBP) [41].
We also compare against several variants of the proposed method, to illustrate
2http://www.ehu.eus/ccwintco/index.php/Hyperspectral_Remote_Sensing_Scenes
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the importance of its key innovations. In particular, we consider variants in
which random labels are used in the LAND algorithm (SR Random LAND) and
in which only the boundary is sampled (SR Boundary LAND). The boundary
queries are determined by which points are most ambiguous with respect to their
nearest modes. More precisely, to estimate the cluster boundaries, we calculate
for each xi the distance between its two Dt-nearest modes x
∗
i,1, x
∗
i,2. If this
distance is small, it suggests xi is in between two clusters, and the label of xi
is ambiguous and should be queried. The associated function whose minimizers
are near the estimated boundaries is:
B(xi) = |Dt(x∗1,i, xi)−Dt(x∗2,i, xi)|, x∗1,i, x∗2,i the Dt-nearest modes to xi. (6)
This approach is related to a previously developed method for active sampling of
hyperspectral images [35, 26], and may be understood as a margin-driven active
learning method. Indeed, the points which minimize B are in some sense at the
boundaries of the cluster structure learned from the diffusion geometry of the
data; sampling these points has the impact of setting the boundary between the
different clusters. In order to distinguish between these methods, the proposed
method (as described in Section 3) is called SR Core LAND in this section, since
it samples actively from the estimated cluster cores. In order to investigate the
significance of the spatial regularization of the underlying diffusion process, we
also consider all LAND variants, but without spatial regularization (denoted
Random LAND, Boundary LAND, and Core LAND, respectively).
To evaluate accuracy, we consider the proportion of correctly labeled points,
denoted the overall accuracy. Alternative notions of accuracy (e.g. classwise
average accuracy and Cohen’s κ statistic) were also computed, but are not
shown for reasons of space. To account for randomness in the methods that are
random, the results of 10 independent trials were averaged.
Results as a function of the number of active queries are shown in Figure 3. SR
Core LAND used a spatial radius R = 11 for Salinas A and R = 14 for Indian
Pines. Results for specific numbers of active samples—corresponding to a small
and large number of active samples—appear in Table 1, with corresponding
images of the labeling results appearing in Figure 4. We see that SR Core
LAND quickly improves as a function of the number of training samples. In
particular, on Indian Pines, it strongly outperforms all comparison methods,
achieving more than 86% labeling accuracy with only 100 active queries, which
is less than .5% of the total points in the dataset. We note that SR Core LAND
does not guarantee a balanced sample from each class; we merely require that,
like all the comparison methods, each class has at least one label in the training
set, which makes its performance all the more impressive. On Salinas A, SR
Core LAND achieves near-perfect accuracy with fewer than 20 labels, less than
.3% of the total number of points in the dataset. On this simpler dataset, several
comparison methods also perform well, though SR Core LAND is the optimal
performer in this small training set regime.
Figure 5 shows the impact of the spatial diffusion radius R on SR LAND. Like
a regularization parameter, the optimal choice is not too big (insufficient spatial
regularization) and not too small (too much spatial regularization).
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(b) Results for Indian Pines
Figure 3: Results as a function of the number of actively queried samples. We see that the
proposed SR Core LAND method performs best, and in particular rapidly achieves very strong
performance with respect to a small number of training labels. The second best performer changes
depending on the dataset and number of query points, but in general, the non-baseline SVM
methods and Core LAND tend to perform well. The Boundary and Random LAND algorithms
perform very poorly, demonstrating the need to incorporate at least some cluster core information
into the LAND approach. Note that some methods are not monotonic increasing in the number
of queries (e.g. CBAL SVM and MS SVM).
Method Random SVM CBAL SVM MS SVM MV SVM EQB SVM IFRF SVM LBP Random LAND Boundary LAND Core LAND SR Random LAND SR Boundary LAND SR Core LAND
Salinas A (10 Labels) 0.6988 0.7835 0.8672 0.8672 0.8943 0.8240 0.6907 0.2865 0.2883 0.8682 0.2866 0.2870 0.9458
Salinas A (20 Labels) 0.8764 0.8502 0.9618 0.9419 0.9677 0.9295 0.9192 0.2876 0.2893 0.8689 0.2898 0.2889 0.9686
Indian Pines (50 Labels) 0.5138 0.4744 0.3273 0.3936 0.4274 0.6520 0.4898 0.2445 0.2445 0.6429 0.2436 0.2448 0.8389
Indian Pines (100 Labels) 0.5583 0.4868 0.3908 0.4415 0.4813 0.7412 0.5722 0.2763 0.2474 0.6622 0.2939 0.2480 0.8648
Table 1: Summary of performance of different methods in terms of overall accuracy. We see
that for all experiments, the SR Core LAND algorithm performs optimally among all comparison
methods. We notice also that with only 10 labels, SR Core LAND achieves nearly 95% accuracy
on Salinas A. Indeed, the unsupervised variant LUND [31, 35] achieves roughly 85% accuracy
with no labels, suggesting that the diffusion core structure learned is highly salient. Similarly,
with only 100 labels in a dataset with 16 classes, SR Core LAND achieves over 86% accuracy
on Indian Pines, far outpacing any competitor methods.
4.1 Complexity Analysis and Runtime
The empirical runtimes of all methods are in Table 2. The proposed algorithm
enjoys low computational complexity with respect to both the ambient data di-
mensionality D and the number of points n, under a mild regularity assumption
on the data in terms of the number of high density points:
Definition 4.1. Data {xi}ni=1 ⊂ RD with associated empirical densities {fσ(xi)}ni=1
and diffusion distance function Dt : X × X → [0, 1) satisfies the few density
peaks hypothesis (FDP) if all except for O(log(n)) data points have a point of
higher empirical density among their O(log(n)) Dt-nearest neighbors.
Note that if the data is generated from a mixture of distributions with finitely
many local density maxima (e.g. a mixture of Gaussians), then the FDP hy-
pothesis holds in the asymptotic limit n → ∞. This suggests it holds in the
finite n case with high probability for n sufficiently large [42, 43]. The FDP hy-
pothesis guarantees that, for data with intrinsically low dimension in the sense
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(a) Salinas A, 10 active queries (b) Salinas A, 20 active queries
(c) Indian Pines, 50 active queries (d) Indian Pines, 100 active queries
Figure 4: Results of the SR LAND scheme are shown for Salinas A in (a), (b) and for Indian
Pines in (c), (d). Comparing to the respective ground truths (see Figure 1 (b) and Figure 2 (b),
respectively), the impact of adding additional queries is to improve results not incrementally, but
dramatically by correctly labeling entire classes. Indeed, the characterization of classes in terms
of their modes suggests that all points that are close in diffusion distance from their nearest
mode should belong to the same class.
of doubling dimension [44], SR Core LAND is fast:
Theorem 4.2. Suppose data {xi}ni=1 ⊂ RD satisfies the FDP hypothesis and
has intrinsic dimensionality d in the sense of doubling dimension. If r,m =
O(1), k = O(log(n)), then the proposed SR Core LAND algorithm has complexity
that is quasilinear in n and D and exponential in d.
Proof. The construction of the transition matrix P is O(r2n), and since r =
O(1), this O(n). In order to use (3), we must compute the m eigenvectors of P
with largest (in modulus) eigenvalues. Since P is sparse (each row of P has at
most r2 non-zero entries), this can be done in complexity O(m2n) = O(n). The
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Figure 5: Impact of spatial radius R of the diffusion process. We see for both datasets, there is
a general trend for results to improve as the radius increases from a small value, before reaching
a maximum then decreasing. We remark that the experiments were run for both a smaller and
larger number of active queries. For Salinas A, 10 and 20 samples are used. For Indian Pines,
50 and 100 samples are used.
empirical density estimate requires a k-nearest neighbor search in RD, which has
complexity O(n log(n)2DCd) using the cover trees nearest neighbors algorithm
[44], where Cd is a constant exponential in d, the doubling dimension of the
underlying data. Under the FDP hypothesis, the mode detection stage of the
algorithm has complexity O(n log(n)D). Again by the FDP hypothesis, the
labeling stage has complexity O(n log(n)D). For each point, determining its
spatial nearest neighbors is O(r2) = O(1), so all spatial information can be
determined with complexity O(n). Thus, the overall procedure has complexity
O(n log(n)2DCd).
We remark that the theoretical performance of a much simplified version of the
proposed method was analyzed [21] and shown to behave well as a function of
the number of active queries. The proposed version, which directly incorporates
spatial regularity into the underlying diffusion process and samples near both
cluster cores and cluster boundaries, substantially improves empirical results,
though a theoretical analysis is beyond the scope of the present article.
Method Random SVM CBAL SVM MS SVM MV SVM EQB SVM IFRF SVM LBP Random LAND Boundary LAND Core LAND SR Random LAND SR Boundary LAND SR Core LAND
Salinas A 0.87 18.40 3.23 20.35 6.35 2.31 17.68 10.01 9.88 10.06 13.80 13.65 13.84
Indian Pines 1.18 122.52 6.14 23.65 14.28 3.38 44.21 69.41 68.91 76.30 113.61 112.92 114.61
Table 2: The run time in seconds of the different algorithms. The spatially regularized LAND
algorithms are somewhat slower than their non-spatially regularized variants. Among the com-
parison methods, many of the SVM methods are faster than the LAND methods, because the
former are written in C and the latter in MATLAB.
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5 Conclusions and Future Research
This article demonstrates the value in using regularized diffusion processes for
active learning. In particular, the impact of sampling near the estimated cores
of the inferred data clusters generated from the spatially regularized random
walk is shown to significantly improve not only over state-of-the-art methods
for active learning of high-dimensional images, but also over variants of the
proposed method that sample near boundaries or without spatial regularization.
We remark that in the case that the underlying data lacks spatial smoothness,
either due to highly localized classes or highly diffuse classes, the proposed
method may not confer an advantage.
It is of interest to develop a mathematical model which quantifies the tradeoff
between sampling near the cores and sampling near the boundaries. In the
context of image processing, a spatial regularity constraint is more valuable the
smoother the class labels are spatially. Quantifying such a notion of spatial
regularity in combination with a cluster model on the image spectra would shed
light on the efficacy of the proposed method.
One may also wish to iteratively refine the boundary queries so that they do
not always aggregate in the most ambiguous part of the image; this localiza-
tion of cluster queries is potentially the reason for the poor performance of the
Boundary LAND approach. While it is certainly valuable to have many samples
near the most ambiguous region, there may be situations in which it is more
optimal to have a smaller number of boundary queries in the most ambiguous
region so that other ambiguous boundaries may be queried as well. Developing
methods for incorporating some boundary points to improve labeling accuracy
in this setting is the topic of ongoing inquiry.
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