Abstract-In the past few years, there has been an explosive growth in scientific and legal information related to the patent system. Patents and related documents are siloed into multiple heterogeneous sources. Retrieving relevant information from diverse sources is a non-trivial task and poses many technical challenges. Among the challenges is the issue of terminological inconsistencies that are used in the documents. We tackle the terminological inconsistency issue by exploring domain knowledge through the use of ontology standards. Furthermore, we take advantage of cross-references and structural dependencies between the information sources to enhance terminological comparison. In this paper, we present a similarity analysis methodology which combines knowledge from two distinct sources -(1) domain ontologies and (2) ontologies which describe the information sources to assist a user in identifying relevant documents across several information sources simultaneously. Specifically, we explore the use of a rule-based system to infer relationships between documents based on pre-defined heuristics. We present our results through a use case in the bio-patent domain with a collection of 1150 patents and 30 court cases.
INTRODUCTION
In recent years, large volumes of information have been made available online. However, information pertaining to a subject is distributed across many sources maintained by autonomous entities, resulting in a very diverse, heterogeneous and unstructured collection of information. The heterogeneity is observed at multiple levels -structural, syntactic, semantic and system [1] . To integrate information from multiple diverse sources with various levels of heterogeneity is a non-trivial task.
In this research, we work with the U.S. patent system in which patents and relevant information are siloed into several sources; they include issued patents, patent applications, court cases, patent file wrappers, regulations and laws, and engineering and scientific publications. Currently, relevant documents are gathered by independently searching various sources, followed by manually correlating the information. For example, a startup company wanting to patent their new satellite communication technology needs to extensively search the patent database, court litigations and relevant scientific publications for any previous work in the field which may cause their application to be rejected. An infringement lawyer will need to search all the above sources including relevant laws and regulations. In both cases, multiple unstructured and semi-structured information sources are involved. Due to the sheer volume of information, finding relevant documents is a very tedious task. The motivation for working on this problem comes from the fact that the information contained within the patent system is very valuable for a wide range of users with different professional training and backgrounds and resources, from academicians to lawyers and from small inventors to large corporations.
When dealing with specific technical domains (for example, telecommunications, biotechnology, music etc.), there is an increased usage of domain terminology in the patent documents. However, terms are often inconsistently used in their various forms such as synonyms, hypernyms, and hyponyms etc. which cause the use of general language comparison during search to be inefficient. Domain ontologies provide a rich source of knowledge allowing applications to understand the semantics of the domain and handle terminological inconsistencies. For information retrieval, the use of domain knowledge can enhance the quality of results obtained [13, 14] . In this paper, we present our methodology based on documents in the biomedical domain. The recent advancements in biomedical ontologies have led to several ontology standards being extensively used in information systems [11, 12] . We use BioPortal, an online resource with over 250 bio-ontologies, as our source for comprehensive domain knowledge [15] . Specifically, we focus on a use case -erythropoietin -to illustrate our knowledge-driven approach to information retrieval from heterogeneous information sources.
Ontologies have been increasingly adopted in fields such as knowledge representation, information integration and information retrieval (IR) and extraction [2, 4] . We classify ontologies as our knowledge sources into two categories -(1) ontologies which provide a consistent representation for the information sources themselves; and (2) ontologies which provide consistent domain specific terminology and semantics. Creating a single unified ontology to tackle all forms of heterogeneity is not practical or feasible [10] . Integrating several types of ontologies are necessary in order to improve IR. Ontology alignment, merging and mapping have been widely used to relate ontologies and facilitate inter-operability [5] . These techniques work very well for ontologies which describe similar information. In order to integrate information from two very different knowledge sources, however, the integration needs to be carried out at the application level [6] .
The information sources in the patent system are heavily cross-referenced providing important information that one can reason along. We developed a patent system ontology that provides a consistent structure to the documents and captures the cross-referenced information. Since we are dealing with both a diverse set of information sources and users, it is challenging to determine the exact context of the query. In this paper, our goal is to provide a methodology that approaches the problem by integrating metadata information, cross-referenced information and semantics from domain ontologies to provide a reliable similarity analysis between documents spanning the various information sources in the patent system. Specifically, we implement a rule-based system to reason along the metadata and cross-referenced properties of patent system ontology to infer document similarity. At the application level, we tackle the terminological inconsistencies in the documents using domain ontologies. We hope this similarity analysis approach will not only yield higher quality results, but also facilitate evaluating the relations defined in the patent system ontology through the cross-referenced information. This paper is organized as follows: Section II discusses previous work related to the problem stated in this discussion. A detailed explanation of our use case, the U.S. patent system and the bio-ontologies is provided in Section III. Section IV describes our methodology and the results are presented in Section V.
II. BACKGROUND
IR has been an active field of study for quite some time. As more information is available online there is a constant push to develop methods that can accurately and efficiently retrieve relevant information. Document metadata such as citations, co-authorships etc. can provide very useful information which can be used in IR [30] . This leads to link analysis approaches where algorithms, such as PageRank, can be used to estimate the importance of a document. In the context of the web, these in-and-out links are hyperlinks connecting two web pages [29] . Citation based patent retrieval has been studied and shows an improvement in the search results [16] . Another method approaches patent classification and retrieval through technology categories [17] . Generally speaking, these approaches can scale to the entire patent corpus since they are not tied to any specific technical domain. However, due to the vast amount of information available, these general information retrieval approaches may not be the most efficient and accurate and research focus has shifted towards the use of terminologies and semantics [1] . When dealing with specific technical domains, one common problem is that the use of terminology is not consistent. A single concept can be represented in terms of its synonyms, hyponyms or even abbreviations.
Several works have shown that the use of domain ontologies in IR facilitates semantic inter-operability and improves the quality of the results [11, 13, 14] . Another approach to handle terminological inconsistencies is Latent Semantic Indexing (LSI), where the various terms are mapped onto a single concept axis [28] .
In the context of patent documents and regulations, it has been shown that methods that take into account structural aspects of documents improve the quality of IR [18, 19] . However, these methods deal with either a single document or a corpus with documents in similar domain. Since documents such as patent laws and regulations are not domain specific, semantic annotations from domain ontologies cannot directly be used to enhance retrieval. In such cases, the cross-referenced information and the metadata connecting other information sources become very useful. Thus, in addition to text-based similarity analysis, we explore a rule-based approach to reason along metadata and cross-referenced information in the patent system ontology to relate documents. Rule-based systems have traditionally been used mainly to develop expert systems such as questionanswering and decision support systems [31] . In this work, rules add an additional layer of expressivity and allow us to reason over entities defined in the ontology [20] . While scalability is an important consideration for rule based systems and rule languages such as SWRL, newer reasoning algorithms and the use of DL-safe rules have shown a more computationally tractable performance [7] .
III. USE CASE
In this paper, we concentrate on a use case in the biomedical domain -erythropoietin. Erythropoietin is a hormone responsible for the production of red blood cells in the human body; the lack of which can cause serious diseases such as anemia. To establish a corpus for the experimental use case, we identified 5 core patents on the production of erythropoietin for treatment of related diseases. Following the backward and forward citations along these 5 core patents, we defined a set of 135 highly relevant patents as our gold standard. From the bio-ontologies in BioPortal, we extracted 43 concepts related to erythropoietin. Overall, our patent corpus consists of 1150 patents including the 135 relevant patents and the top 50-100 patents for each of the 43 concepts. Due to the high value of these patents, over the past decade there have been several court litigations involving other patents. Our corpus consists of around 30 court case documents mostly involving the 5 core patents. The 135 patents collectively cite over 3000 publications which are available in the PubMed database [22] . Furthermore, each patent is associated with a file wrapper; a collection of the original patent application and all communication between the applicant and USPTO regarding that patent application. However, since file wrappers are primarily available as image files, currently we are able to obtain the full-text for only one patent file wrapper (5, 955, 422) . Our use case on erythropoietin clearly involves documents from diverse information sources. In addition, there are several bio-ontologies on BioPortal containing erythropoietin or a related concept to serve as domain knowledge. Overall, the use case clearly represents the problem involving the use of ontologies for information retrieval across heterogeneous document sources. In the following sub-sections, we will describe the two information sources -the patent system as a whole; and the bioontologies as the domain knowledge.
A. Patent System
The U.S. patent system comprises of several diverse information sources including -(1) issued patents and patent applications; (2) court cases; (3) patent file wrappers; (4) scientific publications and (5) relevant chapters from the Code of Federal Regulations (C.F.R.) and the United States Code (U.S.C.). There are several challenges associated with the information sources. Some of these are discussed below: Figure 1 shows an example of a court case. Relevant information is available in various parts of the unstructured document. In order to process the information, the document must first be conformed to a certain structure. Similarly, other documents also need to be re-structured. The documents are not only structurally different, but also come in different formats. While patent documents are available as plain HTML files from the U.S. Patent and Trademark Office (USPTO) database, file wrappers and court cases are image files. Hence, the documents need to be converted to a unified processable format.
1) Structure and Format:

2) Current tools and availability
The USPTO maintains a database for patents, applications, trademarks and copyrights [32] . The free-text database is searchable through a web interface. Public Access to Court Electronic Records (PACER) is an online resource for court cases and docket information [33] . However, PACER stores all documents as images. Hence, additional processing is required to extract text from these patent documents. Alternative sources for IP related data are available from LexisNexis, Westlaw, HeinOnline, Thomson Reuters and Dialog LLC [9, 36, 37, 38] . PubMed is an example of a very comprehensive database for scientific publications. Entrez is a tool which provides web services to search the PubMed database. With such diverse sources of information, there is a lack of tools which integrate all these information and provide a unified search interface for all these documents. Currently, one needs to search independent databases and manually correlate the information.
3) Size
There are currently over 7 million U.S. patents and over 1,000 applications filed on an average per week [32] . There are 95 U.S. district courts and 13 Federal courts of appeals, each maintaining their own database. Furthermore, there are over 19 million citations for scientific publications in the PubMed database alone. However, only small subsets of all these documents are encompassed by a specific technical domain. General IR techniques do not cater to such specific domains.
With the challenges mentioned above, there is clearly a need for structured representation and information management to allow these information sources to interoperate. To address this issue, in our previous work, we have developed a patent system ontology, conceptualizing the patent system domain [23] . The ontology models the documents and has two important properties -(1) provides a consistent structure to the various documents; and (2) captures the cross-references between the domains which is important when developing relevancy measures. Figure 2 illustrates these references. The hierarchical classification of the patent system ontology is shown in Figure 3 . Currently, the patent system ontology models the patent, court case and the file wrapper domains and is instantiated with the documents in the corpus. The knowledge base consists of around 50 classes, 35 properties and over 20,000 individuals. Although the topic is not within the scope of discussion, it is important to note that the information from physical documents is parsed accurately in order to realize the benefits of the ontology. 
B. Bio-Ontologies
Ontologies model terms and concepts within a particular domain (such as Gene Ontology and Medical Subject Headings) [15, 24] . Within the context of this paper, we refer domain ontologies as a set of existing and accepted terminological standards which facilitate semantic interoperability and consistent usage of the terminology. For example, consider two documents Doc1 containing the terms {"erythropoietin", "glycoprotein" …} and Doc2 containing the terms {"epo", "colony stimulating factor"…}. Docs 1 and 2 do not have any terms in common, thus, at first glance, there is no obvious similarity between them. A simple bagof-words model will not identify any relationship between these documents. However, domain ontologies show that erythropoietin is synonymous to EPO and "colony stimulating factor" is a broader (parent) concept of EPO. Therefore, by comparing the semantics instead of the terms directly, a relevancy can be established between the documents. Given an initial query, we use the BioPortal REST web service to query the bio-ontologies for related concepts across all ontologies to expand the user query so that relevant and related documents that may not include exact terms and concepts can be retrieved.
IV. METHODOLOGY
In this section we present our similarity analysis methodology which combines the use of domain knowledge with cross-referenced information to identify relevant documents.
A. Developing Rule Based Similarity Measures
Rules are declarative statements which operate over the entities defined in the knowledge base and are useful for inference. The Semantic Web Rule Language (SWRL), which combines OWL and RuleML, extends the expressivity of OWL [8, 20 ]. An inference engine or a reasoner executes the rules and infers new facts in the knowledge base. SWRL however comes at a price of decidability and computational complexity [7] . Since OWL is built on the semantics of RDF, we try to stay as close as possible to the boundary of RDF and OWL, and the use of DL-safe rules [34] . We use the Pellet reasoner and Jess inference engine to reason over the developed rules [25, 26] . The rules are developed based on similarity heuristics between documents. Examples of the heuristics for the rules are listed below:
• Two patent documents by the same inventor are potentially similar
• Two patents that appear in court litigation are potentially similar. Also, the court case is related to both the patents
• Two documents (patents, publications, court cases) etc. are similar if they occur in an 'interference 1 ' proceeding
The rules operate over the metadata and cross-referenced properties defined in the patent system ontology and infer pairs of similar documents. In order to differentiate between the inferences made by each rule, we define a property hasSimilarDocument_* for each rule, where * indicates the identifier for the rule. This allows us to apply several weighing schemes to the rules to distinguish between the more general and the more important specific rules. To illustrate, consider the example shown in Figure 4 . Patents 1 and 2 are both owned by the same company 'Amgen' and invented by the same inventor. According to our rule base, these patents should be considered similar to one another according to at least two rules. However, intuitively, a large 1 An interference is a proceeding where two parties claim the same invention. This information is contained in the patent file wrapper Amgen has 'n' patents, then we will assume each link contributes a weight of 1/n. Similarly, if Inventor1 contains 'm' patents, then each link has a weight of 1/m. Since n>m, the more general rules would be assigned a lesser weight. The resulting similarity score between the documents is a weighted sum of the number of rules that infer the two documents as similar:
where W i represents the importance of the rule and inference(i) = 1 if 'A hasSimilarDocument_i B' or 0 otherwise.. For illustration purpose, in this paper we simply give all rules equal weights and the score is equal to the number of rules that have concluded that the two documents are similar.
B. Text-Based Semantic Similarity Measure
As discussed in Section III.B, annotations from domain knowledge can help relate two similar documents which do not share any common terms. Many techniques employ ranking schemes where more general concepts (appeared as parents, grandparents etc. of a concept in the ontology hierarchy) are assigned lower weight than synonyms of the original query term [11, 13, 14] . However, in a corpus consisting documents from multiple information sources, some documents such as technical publications are completely written in technical language while other documents such as court cases tend to use minimal technical language. To handle the diverse amount of technical content in the documents, we cannot simply apply the ranking schemes or query expansion schemes to all types of documents alike. Therefore, we extend the above techniques by using domain terminology appropriately for each information source. As illustrated in Figure 5 
A similar procedure is followed for the other bio-terms in the document. It is challenging to determine the exact context of the user query. For example, the term "recombinant erythropoietin" can be identified as two separate terms, or a single phrase. If expanded in the wrong context, this can lead to several spurious terms in the query which can drastically affect the quality of the search. We penalize the expanded terms by giving them a significantly lower weight than the original query terms. Hence, when performing similarity analysis, we take into account possible terminological inconsistencies and also limit the effect of spurious terms.
The documents are indexed using Apache Lucene, which is a text mining library commonly used in IR [27] . In our current implementation, the SWRL rules are encoded into the ontology and executed prior to indexing. Using a triple store such as Virtuoso to manage the data, we index the entire inferred OWL data to conform to a specific schema. Reasoning over large knowledge bases can be long process. Since structure and inferences from the patent system ontology are retained, the user is not required to wait through the long reasoning times when performing the search. Lucene employs a scoring scheme which is primarily based on tf-idf. The expanded query Q is executed on the Lucene index to retrieve a set of tf-idf ranked results. The final similarity score of a document is a linear combination of the scores from rule-based similarity and text-based similarity. Currently, a 60% weight is given to the rule-based inferences and a 40% weight is given to the similarity scores based on semantic annotations. Our future plan is to provide the user with the flexibility to choose weights for the two methods.
V. RESULTS
In this section, several examples are presented to illustrate the methodology used for similarity analysis of the documents in the patent system. The intention here is to show that the rule-based inferences and domain knowledge are both equally important to relate documents. We make an assumption that the user is able to identify at least one document from the corpus relevant to the search query [14] . The similarity analysis approach allows the user to quickly identify other relevant documents to the selected one.
Patent documents consist of both a technical section (Abstract and Description) and a legal section (Claims). Comparing these documents as a whole will yield low scores for relevant documents, thus making the similarity analysis inefficient. The relevancy between individual sections of the documents must be identified and compared in order to relate the documents. This is illustrated in our first example (see Figure 6 ), in which the top matches for patent 5,547,933 (Doc1) from both court case and patent repositories are shown. We observe that the text of court cases focus on the legal aspects of patent documents, i.e. the claims. We take advantage of the relevant sections identified in similarity analysis by comparing only the claims section of the patents with the body of the court case. For court cases, we limit the bio-annotation of the terms to only their synonyms and present our results as the best overlap (tf-idf score) of the expanded claim terms. Since the claims specifically use terms such as "erythropoietin" and "EPO", this procedure will also identify other court cases which do not cite the claims exactly. Also, case documents make direct references to the parties and patents involved which provides additional information which can be used as relevancy metrics. These inferences are captured by the rule-engine component.
We perform several experiments when comparing patent documents. The patents are compared as a whole, and with respect to sub-sections such as the title, abstract, claims and description. Although the title is an important section of the document, it is often very short and does not provide sufficient information. On the other hand, the technical description can often run into several pages of information. Expanding the terms in the technical description can result in extremely large queries and also lead to imprecise results. In order to keep the generated query lengths within reasonable sizes, we compare patents by their abstracts which provide an average query length of ~200 terms after bio-annotation. The top match for Doc1 is shown in Figure 6 , which is another core patent and thus verifies the procedure. Using the claims as a relevancy measure between patent documents and court cases has an additional advantage. For example, since the two patents are very similar to each other, if the user searches for similar documents to the court case only based on the abstracts, they would both obtain a high similarity score. The true relationship between Doc1 and the court case, i.e. the fact that Doc1 is directly involved in the court case is not identified. However, in addition to the rulebased inference, using the claims to relate the documents, Doc1 achieves a significantly higher score and is returned as a top match.
In the second example (see Figure 7) , we show two relevant patent documents to Doc1 -patent 4,677,195 (Doc2) and 4,999,291 (Doc3). Without the use of domain knowledge, the similarity score of Doc1 and Doc3 is very low and hence does not show up in the top results. The domain knowledge provides the relationship between "erythropoietin" and "colony stimulating factor" and thus improves the similarity score between the documents. After bio-annotation, we notice that the results based only on bioannotation of the abstract of Doc1 give Doc3 a higher score than Doc2. However, Doc1 and Doc2 are very highly related and have been challenged together several times in the court. This relationship between the documents is not captured through the bio-annotations alone and could result in Doc2 not being identified by the user. The rule-based inferences identify this relationship and give the two documents a similarity score of 0.2 (i.e. 2 out of 10 rules infer that Doc1 and Doc2 are similar). The similarity score for Doc1 and Doc3 through rule-based inferences is zero. Hence, the resulting score after the linear combination of the two results gives Doc2 a higher score than Doc3 in the results. Through these examples, we show that the similarity analysis procedure must account for semantic similarity, metadata and cross-referenced information in order to achieve the best results. In the above example, although Doc1 and Doc2 get a low similarity score (0.2) through the rule-based component, the fact that they were challenged together in a court case could hold higher significance to some users. Hence, in future implementations, we propose to allow the modification of weighing scheme to suit the needs of individual users.
VI. CONCLUSION
In this paper, we present a similarity analysis methodology to retrieve relevant documents from multiple information sources in the patent system. The problem of gathering relevant information across multiple information sources in the patent system faces two major challenges -(1) inconsistent use of technical terminology; (2) diverse structures in the information sources. We tackle the first challenge through the use of domain ontologies which provide the semantics to handle inconsistencies and establish relationships between the terms. For a document chosen by the user, we generate an expanded query using the domain knowledge by annotating terms in the document with their synonyms, the hierarchical ontology concepts (parents, children and grandparents). We realize that the level of technical terminology used in different information sources vary significantly. Therefore, we apply the use of domain ontologies differently to each information source in order to improve the quality of the results. For example, we expand the query to synonyms and the hierarchical concepts when comparing patent documents, but limit the expansion to only synonyms when comparing court cases. Comparing the entire text of documents is both inefficient and yields low similarity scores. Using the patent system ontology, we make use of the structural dependencies between documents as a relevancy metric and compare only relevant sections with one another. Metadata and cross-referencing between the documents provide additional information which is not accounted for by the use of domain ontologies alone. We developed a rule-based system which operates on the metadata and cross-referenced information defined in the patent system ontology to infer similarity between the documents. The rules are developed on pre-defined similarity heuristics.
We present our results through a use case in the biodomain, erythropoietin and a set of 1150 patents and 30 court cases. Our results show that the integration of the rule-based inferencing and domain knowledge leads to a strong similarity analysis approach that allows users to quickly identify a set of relevant documents based on the initial query. Currently, rule based systems face the issue of scalability when compared to traditional systems. OWL-RL, a flavor of the OWL-2 language is primarily based on rulebased inferencing and is a potential candidate for our methodology [35] . In future, we plan to address this issue and provide a thorough analysis and an insight on potential improvements on the use of rule-based systems in IR. Presently, it is hard to define a gold standard to provide a formal analysis through measures such as precision and recall. We plan to interact with typical users of such an application to develop several scenarios to facilitate such a formal analysis.
