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DYNAMICAL BERCOVICI-PATA BIJECTION: HERMITIAN REPRESENTATION OF FREE LÉVY
PROCESSES.
JOSE-LUIS PÉREZ G., VÍCTOR PÉREZ-ABREU, AND ALFONSO ROCHA-ARTEAGA.
ABSTRACT. A dynamical Bercovici-Pata bijection between classical and free Lévy processes is established via an en-
semble representation of unitarily invariant Hermitian matrix-valued Lévy processes. Furthermore, functional asymp-
totics of their empirical spectral processes towards free Lévy processes is proved. This result recovers a dynamical
version of Wigner’s theorem and introduces a dynamical version of Marchenko-Pastur’s theorem providing the free
Poisson process as the noncommutative limit process.
Key words: Asymptotic spectral distribution, Burger equation, free Brownian motion, free infinitely divisible distri-
bution, free Lévy process, Hermitian Brownian motion, Hermitian Lévy process, interacting particles system, measure-
valued process.
1. INTRODUCTION
Let
{
B(n)(t)
}
t≥0 = {(bjk(t))}t≥0 be the n× n Hermitian matrix-valued Brownian motion where (bjj(t))nj=1,
(Rebjk(t))j<k, (Imbjk(t))j<k is a set of n2 independent one-dimensional Brownian motions with parameter t2(1+
δjk). This matrix-valued process was first considered by Dyson [15] and the study of its eigenvalues process leads
to several primary results in Random Matrix Theory (RMT), noncolliding particles, free probability, and laws of
noncommutative processes.
First, for any fixed t > 0, B(n)(t) is a Gaussian Unitary Ensemble (GUE) of random matrices with parameter
t and its matrix distribution is invariant under unitary conjugation as well as infinitely divisible with respect to
the classical convolution of matrix distributions, [1], [19]. Let {(λ1(t), λ2(t), ..., λn(t))}t≥0 be the n-dimensional
stochastic process of the eigenvalues of B(n) and consider the empirical spectral process of the re-scaled matrix
B(n)/
√
n
(1.1) µ(n)t =
1
n
n∑
j=1
δ
λ˜j(t)
, t ≥ 0,
where λ˜j(t) = λj(t)/
√
n and δx is the unit mass at x.
From the fundamental work of Wigner [31] in RMT, for each fixed t > 0, µ(n)t converges as n goes to infinity,
weakly almost surely, to the semicircle or Wigner distribution with parameter t:
(1.2) wt(dx) = 1
2pit
√
4t− x21[−2√t,2√t](x)dx;
see also [1], [19], [28]. The Wigner distribution wt is infinitely divisible with respect to the free ⊞-convolution and
it also appears as the limiting distribution in the free central limit theorem [17], [21], [30].
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In this sense, w1 is the free counterpart of the Gaussian distribution in classical infinite divisibility, playing in
free probability the role the Gaussian distribution does in classical probability. This is the starting point of the
subject of free infinite divisibility, [17], [21], [30]. Moreover, the family {wt}t≥0 is the law of free Brownian
motion, a family of selfadjoint elements {Zt}t≥0 in a noncommutative probability space that has free increments
and is such that for each 0 ≤ s ≤ t, Zt − Zs has the law wt−s; see Biane [8].
Second, keeping n ≥ 1 fixed, in a pioneering work, Dyson [15] realized that the eigenvalue dynamics is de-
scribed by a diffusion process with non-smooth drift satisfying the Itô Stochastic Differential Equation (SDE)
(1.3) dλi(t) = dWi(t) +
∑
j 6=i
dt
λi(t)− λj(t) , t ≥ 0, 1 ≤ i ≤ n,
where W1, ...,Wn are independent one-dimensional standard Brownian motions, see also [1], [28]. The stochastic
process {(λ1(t), λ2(t), ..., λn(t))}t≥0 is called the Dyson Brownian motion corresponding to the GUE. This is a
primary example of a system of interacting particles governed by a SDE with strong interactions due to the non-
smooth drift coefficient, a phenomenon associated with the process of eigenvalues of several matrix continuous-
time processes; see [10], [11].
Third, a dynamical version of Wigner’s theorem is possible: this follows from the study of the limiting laws of
measure-valued processes of interacting diffusions with non-smooth drift coefficient, as considered by Rogers and
Shi [27]. Namely, the empirical spectral measure-valued processes {{µ(n)t }t≥0 : n ≥ 1} converge to the family
of measures {wt}t≥0 . This functional asymptotic takes place in C (R+,Pr(R)), the space of continuous functions
from R+ into Pr(R), endowed with the topology of uniform convergence on compact intervals of R+, where
Pr(R) is the space of probability measures on R endowed with the topology of weak convergence; see also [1],
[13]. A similar dynamical asymptotic behavior in the case of other matrix (continuous-time) diffusions has been
considered, leading also to free Brownian motion [14], [27] or other noncommutative processes like the dilation
of the free Poisson process [13], [25]. The latter is a dynamical version of the Marchenko–Pastur law, but the
noncommutative limiting process is not a free Lévy process. Recently, the case of a Hermitian fractional Brownian
motion was considered in [23], obtaining the non-commutative law of the fractional Brownian motion introduced
in [22].
Lastly, there is a general bijection between the set of classical infinitely divisible distributions and the set of free
infinitely divisible distributions, the so-called Bercovici–Pata bijection [6], see also [3], [4]. Benaych–Georges
[5] and Cabanal–Duvillard [12] explained this bijection via random matrix models. Their work constitutes a
generalization of the Wigner semicircle law for the GUE to more general random matrices. The distributions of
these random matrices share similar properties to those of the GUE, such as having an infinitely divisible matrix
distribution which is invariant under unitary conjugation (Lévy Unitary Ensemble, LUE).
The goal of this paper is to find a dynamical version of the Bercovici–Pata bijection between classical Lévy
processes and free Lévy processes. We are interested in seeking time-varying versions of Wigner’s theorem for
free Lévy process similar to the known results for the case of free Brownian motion. The latter noncommutative
processes were considered in Biane [9]; as a free Brownian motion, they have stationary and free increments and
there is a one-to-one correspondence with free infinitely divisible distributions.
More specifically, the main result of this paper is summarized as follows. Let D(R+,Pr(R)) denote the space
of right continuous functions with left limits from R+ into Pr(R), endowed with the Skorohod topology, where
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Pr(R) is the space of probability measures on R endowed with the topology of weak convergence. Given an n×n
Hermitian process X(n)t with eigenvalues λ
(n)
1 (t) ≥ λ(n)2 (t) ≥ · · · ≥ λ(n)n (t), the spectral measure-valued process
of X(n)t is defined as
(1.4) µ(n)t (dx) =
1
n
n∑
m=1
δ
λ
(n)
m (t)
(dx), t ≥ 0.
Theorem 1. Given a free Lévy process {Zt : t ≥ 0}, there exists a classical Lévy process {Xt : t ≥ 0} and an
ensemble of Hermitian Lévy processes
{
X
(n)
t : t ≥ 0
}
n≥1
, with X(n)t an n× n matrix and X(1)1
L
= X1, such that
the spectral measure-valued processes
{
µ
(n)
t : t ≥ 0
}
n≥1
of
{
X
(n)
t : t ≥ 0
}
n≥1
converge weakly in probability
in the space D(R+,Pr(R)) to the law of {Zt : t ≥ 0}. And the law of Z1 corresponds to the image of the law of
X1 under the Bercovici-Pata bijection.
As a particular case, we obtain a dynamical version of the Marchenko–Pastur theorem, where the asymptotic
noncommutative process is the free Poisson process.
Remark 1. The Hermitian Lévy processes
{
X
(n)
t : t ≥ 0
}
n≥1
in the above theorem satisfy the following proper-
ties:
(1) For each n ≥ 1 and t > 0, the matrix distribution of X(n)t is absolutely continuous with respect to
Lebesgue measure on R2n.
(2) For each n ≥ 1 and t > 0, the spectrum of X(n)t is simple.
(3) For each t > 0,
{
X
(n)
t
}
n≥1
is a LUE; that is, for each n ≥ 1, the matrix distribution of X(n)t is infinitely
divisible and invariant under unitary conjugation.
(4) For each n ≥ 1, the non-zero jumps of X(n)t ,∆X(n)t = X(n)t −X(n)t− are of rank one.
Our random matrix models
{
X
(n)
1
}
n≥1
are slightly different from those in [5], [12].
The strategy to prove Theorem 1 and the needed principal results are as follows. Section 2 contains the back-
ground on Hermitian Lévy processes, LUEs and free Lévy processes. A key result for the remainder of the paper
is Lemma 1, which gives an estimate for the p-moment of the repulsion force between the eigenvalues of an n× n
Hermitian Lévy process with an absolutely continuous distribution invariant under unitary conjugation. Section
3 introduces the ensembles of Hermitian Lévy processes
{
X
(n)
t : t ≥ 0
}
n≥1
of Theorem 1 via the appropriate
characteristic triplets associated to the free Lévy process {Zt : t ≥ 0} and with the properties (1)–(4) in Remark
1. Section 4 deals with the dynamics of the semimartingales of the eigenvalues of X(n)t , for which we use a re-
cent Itô formula due to [24] and helpful asymptotics for the associated local martingales are also proved. Section
5 presents the proof of the tightness of the spectral measure-valued processes {µ(n)t : t ≥ 0}n≥1 in the space
D(R+,Pr(R)), which, as expected, is more involved than the Brownian case due to the jumps. The key facts
are that for each n ≥ 1, all the jumps of the Hermitian Lévy process
{
X
(n)
t : t ≥ 0
}
are of rank one, used as
well are useful estimates from Cabanal–Duvillard [12]. Finally, Theorem 2 in Section 6 identifies the Burger’s
measure-valued equation satisfied by the limiting family of laws {µt : t ≥ 0} of the spectral measure valued pro-
cesses {µ(n)t : t ≥ 0}n≥1 in D(R+,Pr(R)), where {µt : t ≥ 0} is the law of the free Lévy process {Zt : t ≥ 0},
employing a result of Bercovici and Voiculescu [7] for free infinitely divisible measures with unbounded support.
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2. PRELIMINARIES ON HERMITIAN AND FREE LÉVY PROCESSES
2.1. Unitary invariant Hermitian Lévy processes. In this section we consider a class of Hermitian Lévy pro-
cesses whose distributions are invariant under unitary conjugation.
Let Mn = Mn (C) denote the linear space of n × n matrices with complex entries with scalar product 〈A,B〉
= tr (B∗A) and the Frobenius norm ‖A‖ = [tr (A∗A)]1/2 where tr denotes the (non-normalized) trace. The set
of Hermitian matrices in Mn is denoted by Hn, H0n = Hn\{0} and H1n is the set of rank one matrices in Hn. Let
Sn denote the unit sphere in Hn, let S(H1n) = Sn ∩H1n and let H+n denote the set of nonnegative definite Hermitian
matrices.
A random matrix X in Hn is infinitely divisible if for all m ≥ 1 there exist independent identically distributed
random matrices X1, ...,Xm in Hn such that X1 + ... +Xm and the X have the same matrix distribution. In this
case, the matrix distribution of X is characterized by the Lévy–Khintchine representation of the Fourier transform
Eeitr(ΘX) = exp(ϕ(Θ)) with Laplace exponent
(2.5) ϕ(Θ) = itr(ΘΨn )− 1
2
tr (ΘAnΘ) +
∫
Hn
(
eitr(Θξ) − 1− i tr(Θξ)
1 + ‖ξ‖2
)
νn(dξ), Θ ∈ Hn,
where An : Hn → Hn is a linear operator which is positive (i.e. tr (ΦAnΦ) ≥ 0 for Φ ∈ Hn) and symmetric
(i.e. tr (Θ2AnΘ1) = tr (Θ1AnΘ2) for Θ1,Θ2 ∈ Hn), νn is a measure on Hn (the Lévy measure) satisfying
νn({0}) = 0 and
∫
Hn
(‖ξ‖2 ∧ 1)νn(dξ) <∞, and Ψn ∈ Hn. The triplet (An,Ψn, νn) is unique.
The following is straightforward.
Proposition 1. Fix n ≥ 1 and let Xn be an infinitely divisible n × n Hermitian random matrix with Lévy–
Khintchine representation (2.5) with Lévy triplet (An,Ψn, νn), where
a) Ψn = γIn, γ ∈ R,
b) AnΘ = σ
2
n
n Θ, Θ ∈ Hn, σ2n ≥ 0, and
c) νn(UEU∗) = νn(E) for each unitary n× n nonrandom matrix U and E ∈ B
(
H
0
n
)
.
Then the distribution of Xn is invariant under unitary conjugation.
Definition 1. An n × n matrix-valued process {X(t) : t ≥ 0} is a Hermitian Lévy process if for each t > 0,
X(t) ∈ Hn and
i) X(0) = 0 with probability one,
ii) X has independent increments: ∀ 0 ≤ t1 < · · · < tm,m ≥ 1, X(tm) − X(tm−1), ...,X(t2) − X(t1) are
independent random matrices,
iii) X has stationary increments: ∀ 0 ≤ s < t, X(t)−X(s) and X(t− s) have the same matrix distribution, and
iv) for any s ≥ 0, the increment X(t + s) − X(s) → 0n in distribution as t → 0, where 0n is the n × n zero
matrix.
A key feature of an n × n Hermitian Lévy process X(t) with triplet given by Proposition 1 is that for each
t > 0, the distribution of X(t) is invariant under unitary conjugation. Furthermore, the nonzero jumps ∆X(t) =
X(t)−X(t−) are random matrices of rank one.
Given any infinitely divisible n×nHermitian random matrixX, there is a Hermitian Lévy process {X(t) : t ≥ 0}
such that X and X(1) have the same distribution, and vice versa. In fact, X(t) has the Fourier transform
E[eitr(ΘX(t))] = exp(tϕ(Θ)), where ϕ is the above Laplace exponent.
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Throughout this paper we will assume that X(t) has an absolutely continuous distribution for each t > 0.
In order for this condition to hold, we will ask that X have a Gaussian component
(
σ2 6= 0) or that it satisfies
condition D in [24]. Under this assumption, for each t > 0, X(t) has a simple spectrum ([24]). Moreover, we
obtain a very useful estimate for the p-moment of the repulsion force between the eigenvalues as follows.
Lemma 1. Let p ∈ [1, 2) and T > 0. Assume that {X(t) : t ≥ 0} is an n × n unitary invariant Hermitian Lévy
process with absolutely continuous distribution. Let (λ1(t), ..., λn(t)) be the vector of eigenvalues of X(t) where
λ1(t) > λ2(t) > · · · > λn(t) for each t ≥ 0. Then there exists a constant Kp > 0 such that
(2.6) E
[
1
|(λr − λl)(s−)|p
]
< Kp,
for all s ∈ [0, T ], r 6= l. (Kp does not depend on either s > 0 or n > 1).
Proof. For s ∈ [0, T ], let fs denote the density of X(s). Then using the fact that X(s) is invariant under unitary
conjugation, we have from Lemma 4.1.6. in [17] that
E
(
1
|λr(s)− λl(s)|p
)
= Cn
∫
Rn
fs(λ1, . . . , λn)
∏
i<j
(λi − λj)2
|λr − λl|p
n∏
i=1
dλi
= Cn
∫
|λr−λl|>1
fs(λ1, . . . , λn)
∏
i<j
(λi − λj)2
|λr − λl|p
n∏
i=1
dλi + Cn
∫
|λr−λl|≤1
fs(λ1, . . . , λn)
∏
i<j
(λi − λj)2
|λr − λl|p
n∏
i=1
dλi
≤ Cn
∫
|λr−λl|>1
fs(λ1, . . . , λn)
∏
i<j
(λi − λj)2
n∏
i=1
dλi + Cn
∫
|λr−λl|≤1
fs(λ1, . . . , λn)
∏
i<j
(λi − λj)2
|λr − λl|p
n∏
i=1
dλi
≤ Cn
∫
Rn
fs(λ1, . . . , λn)
∏
i<j
(λi − λj)2
n∏
i=1
dλi + Cn
∫
|λr−λl|≤1
fs(λ1, . . . , λn)
∏
i<j
(λi − λj)2
|λr − λl|p
n∏
i=1
dλi
≤ 1 +
∫
|λr−λl|≤1
1
|λr − λl|p dλrdλl.
Now, by a change of variables to polar coordinates, we have∫
|λr−λl|≤1
1
|λr − λl|pdλrdλl ≤
∫ 2pi
0
∫
r<| cos θ−sin θ|−1
r1−p
1
| cos θ − sin θ|pdrdθ
≤ 1
2− p
∫ 2pi
0
1
| cos θ − sin θ|2dθdr =
1
2− p
1
2
[
tan
(
7pi
4
)
− tan
(pi
4
)]
:= Kp <∞.

The following dynamics for the eigenvalues of a class of Hermitian Lévy processes was proved in [24].
Proposition 2. Let {X(t) : t ≥ 0} be an n × n Hermitian Lévy process with absolutely continuous distribution
invariant under unitary conjugation, and with triplet (σ2In ⊗ In,γIn,ν). Let (λ1(t), ..., λn(t)) be the vector of
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eigenvalues of X(t) where λ1(t) > λ2(t) > · · · > λn(t) for each t ≥ 0. For each m = 1, ..., n, the eigenvalue
λm is a semimartingale and
λm(Xt) = λm(X0) + γ
n∑
i=1
∫ t
0
(Dλm(Xs−))iids+ σ2
∫ t
0
∑
j 6=m
1
λm(Xs−)− λj(Xs−)ds+M
m
t(2.7)
+
∫
(0,t]×H0n
[
λm(Xs− + y)− λm(Xs−)− tr(Dλm(Xs−)y1{‖y‖≤1}
]
ν(dy)ds,
with
Mmt = σ
n∑
r=1
n∑
l=1
∫ t
0
(Dλm(Xs−))rldBrls +
∫
(0,t]×H0n
(λm(Xs− + y)− λm(Xs−))J˜X (ds, dy),
where JX(·, ·) is the Poisson random measure of the jumps of X on [0,∞) ×H0n with intensity measure Leb⊗ ν,
independent of a family of independent one dimensional standard Brownian motions Bijs , i, j = 1, ..., n and the
compensated measure is given by
J˜X(dt,dy) = JX(dt,dy)− dtν(dy);
and for each s ≥ 0, Dλm(Xs) is the matrix of derivatives of λm(Xs) with respect to the entries of Xs, given by
(2.8) (Dλm(Xs))ij = 2uim(s)ujm(s)1{i<j} + |uim|21{i=j},
where uij(s) i, j = 1, 2, ..., n are the entries of a unitary random matrix.
Remark 2. If we take
M˜mt :=
n∑
r=1
n∑
l=1
∫ t
0
(Dλm(Xs−))rldBrls ,
it is clear that for m,m′ = 1, . . . , n its covariation process is given by
〈M˜m, M˜m′〉t = tδmm′ t > 0.
Therefore, by Lévy’s Theorem, we can write, for m = 1, . . . , n, the martingale term Mm as
Mmt = σW
m
t +
∫
(0,t]×H0n
(λm(Xs− + y)− λm(Xs−))J˜X(ds, dy), for t > 0,
where W 1, . . . ,W n are independent one dimensional standard Brownian motions.
2.2. Free Lévy processes affiliated with W ∗-probability spaces. Next we recall some facts on free Lévy pro-
cesses acting on a W ∗-probability space. For additional information on this subject, see [1], [4], [7]. A W ∗-
probability space is a pair (G, τ) where G is a von Neumann algebra acting on a Hilbert space H and τ is a normal
faithful trace on G. In the sequel, (G, τ) will denote a W ∗-probability space.
The problem of considering a probability measure on R with unbounded support as the spectral distribution
of some selfadjoint operator leads to considering unbounded operators. A linear operator a in H is a (generally
unbounded) linear operator a : D → H defined on a subspace D ⊂ H . An unbounded operator a in H is
not an element of G. However, a selfadjoint linear operator a in H is affiliated with G if and only if f(a) ∈ G
for any bounded Borel function f : R→ R. Here f(a) is defined in the sense of spectral theory (the functional
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calculus). That is, for any selfadjoint operator a affiliated with G, there exists a unique probability measure µa on
R, concentrated on the spectrum of a, such that
τ(f(a)) =
∫
R
f(s)µa(ds),
for every bounded Borel function f : R→ R. The measure µa is called the (spectral) distribution of a and is
denoted by µa = L{a}. Unless a is bounded, the spectrum of a is an unbounded subset of R and, in general, µa
is not compactly supported.
Definition 2. Let a1, a2, ..., ar be selfadjoint operators affiliated with aW ∗-probability space (G, τ). It is said that
a1, a2, ..., ar are freely independent with respect to τ if for any bounded Borel functions f1, f2, ..., fr : R→ R, the
bounded linear operators f1(a1), f2(a2), ..., fr(ar) in G are freely independent with respect to τ . That is,
(2.9) τ
{
[f
i1
(ai1)− τ(fi1 (ai1))] [fi2(ai2)− τ (fi2(ai2))] · · ·
[
f
im
(aim)− τ
(
f
im
(aim)
)]}
= 0
for any positive integer m and any i1, i2, ..., im in {1, 2, ..., r} with i1 6= i2, i2 6= i3..., im−1 6= im.
A stochastic process affiliated with a W ∗-probability space (G, τ) is a family {Zt : t ≥ 0} of selfadjoint oper-
ators affiliated with G. Let us denote by µt = L{Zt} the (spectral) distribution of Zt for each t ≥ 0. The family
{µt : t ≥ 0} of probability measures on R is called the family of spectral distributions of the process {Zt : t ≥ 0}.
Moreover, for any s ≥ 0, t ≥ 0 such that s ≤ t, the increment Zt − Zs is again a selfadjoint operator affiliated
with G and we denote its distribution by µs,t = L{Zt − Zs} .
Definition 3. A free Lévy process is a stochastic process {Zt : t ≥ 0} affiliated with the W ∗-probability space
(G, τ) such that:
i) Z0 = 0.
ii) For any m ≥ 1 and 0 ≤ t1 < · · · < tm, the increments
Ztm − Ztm−1 , ..., Zt2 − Zt1
are freely independent random variables.
iii) For any s ≥ 0, t ≥ 0 the spectral distribution of Zt+s − Zs does not depend on s.
iv) For any s ≥ 0, the increment Zt+s − Zs → 0 in distribution as t → 0, that is, the spectral distributions
L{Zt+s − Zs} converge weakly to δ0 as t→ 0.
It is well known that the law υ = L(Z1) of a free Lévy process {Zt : t ≥ 0} is free infinitely divisible. Moreover,
it has the Lévy–Khintchine representation φZt(z) = tφυ(z) in terms of the Voiculescu transform
(2.10) φυ(z) = η +
∫
R
1 + tz
z − t ρ(dt), (z ∈ C
+),
with generating pair (η, ρ), where η ∈ R and ρ is a finite measure on R, see [4], [7], [30].
Finally, the Bercovici–Pata bijection [6] Λ between the set of classical one-dimensional infinitely divisible
distributions ID(∗) and the set of free infinitely divisible distributions ID(⊞), is such that for each µ ∈ ID(∗)
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with Lévy triplet (σ2, γ, ν), Λ(µ) ∈ ID(⊞) has generating pair
ρ(dx) = σ2δ0(dx) +
x2
1 + x2
ν(dx),(2.11)
η = γ −
∫
R
x
(
1[−1,1](x)−
1
1 + x2
)
ν(dx),(2.12)
see [3], [4].
3. THE APPROXIMATING HERMITIAN LÉVY PROCESSES
In this section we introduce the ensemble of Hermitian measure valued processes considered in this paper. Let
(η, ρ) be the generating pair of a free Lévy process {Zt : t ≥ 0} and let σ2 = ρ({0}). For each n ≥ 1 we construct
an n× n Hermitian Lévy process X(n) =
{
X
(n)
t : t > 0
}
with generating triplet
(
σ2n
n In ⊗ In, γIn, νn
)
given by
a)
(3.13) σ2n = σ2 +
n− 1
n2
,
b)
(3.14) γ = η +
∫
|r|≤1
rρ(dr)−
∫
|r|>1
1
r
ρ(dr).
c) The Lévy measure νn has the polar decomposition (pin, ραn),
(3.15) νn (E) =
∫
S(H1n)
∫ ∞
0
1E (rξ) ρ
α
n (dr)pin (dξ) , E ∈ B (Hn\ {0}) ,
where:
i) The spherical measure pin is concentrated on S(H1n) and satisfies
(3.16)
∫
S(H1n)
1B (ξ)pin (dξ) = n
∫
S(Cn)
1φ−1n (B) (u)pi (du) , B ∈ B
(
S(H1n)
)
where φn denotes the transformation u → uu∗ and pi is the Haar distribution of a random vector in
S(Cn), the unit sphere of Cn.
ii) The radial component ραn is a measure defined on (0,∞) for each n ≥ 1 and α ∈ (0, 1/2) by
ραn(dr) =
1 + r2
r2
[ρ(−dr) + ρ(dr)] 1(0,n2α/(nα−1))(r).
where the above expression is understood in the limiting sense when n = 1. Note that
∫∞
−∞(1 ∧
r2)ραn(dr) <∞.
Remark 3. Note that in the case n = 1 we have that
σ21 = σ
2 = ρ({0})
ρα1 =
1 + r2
r2
[ρ(−dr) + ρ(dr)] and,
γ = η +
∫
|r|≤1
rρ(dr)−
∫
|r|>1
1
r
ρ(dr),
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which is the generating triplet, corresponding to the pair (η, ρ), of the free Lévy process {Zt : t ≥ 0} under the
Bercovici-Pata bijection.
Remark 4. i) X(n)t has an absolutely continuous distribution with respect to Lebesgue measure on R2n, since σ2n
in (3.13) is non-zero.
ii) The absolute continuity implies that the spectrum of X(n)t is simple for each t > 0, n > 1, see [24].
iii) X(n)t has a unitary invariant distribution, for each t > 0, n ≥ 1, since the assumptions of Proposition 1
are satisfied. This follows since the spherical measure pin is a multiple of the Haar distribution and ραn does not
depend on ξ ∈ S(H1n).
iv) The sequence of Hermitian matrices {X(n)}
n≥1 is a LUE.
v) The non-zero jumps of X(n) are of rank one, i.e., ∆X(n)(t) = X(n)(t)−X(n)(t−) ∈ H1n. This follows since
the spherical measure pin is concentrated on S(H1n).
Example. When Z is the free Poisson process, η = −λ, ρ = λδ1, λ > 0. Then, for each n ≥ 1
X
(n)
t =
Nt∑
j=1
uju
∗
j +
n− 1
n2
BtIn
where {uj}j≥1 is a sequence of independent uniformly distributed random vectors in Cn, N = {Nt}t≥0 is a
Poisson process of parameter λ independent of {uj}j≥1 andB = {Bt}t≥0 is a one-dimensional standard Brownian
motion independent of N and {uj}j≥1 . Then Theorem 1 gives a dynamical version of the Marchenko–Pastur
theorem, in which the asymptotic noncommutative process is the free Poisson process. We point out that the
dynamical version in [13] gives as an asymptotic process the dilation of the free Poisson distribution, which is not
a free Lévy process.
4. THE DYNAMICS OF THE EIGENVALUES AND THE MEASURE VALUED PROCESSES
In this section we establish several results that are needed later on for the sequence of semimartingales cor-
responding to the eigenvalues and the spectral measure valued processes of the ensemble of the Hermitian Lévy
process
{
X
(n)
t : t ≥ 0
}
n≥1
defined in the last section. Throughout this section and in the rest of the paper we will
use the following notation
〈µ, f〉 :=
∫
R
f(x)µ(dx),
for any bounded measurable function f and µ ∈ Pr(R).
For each t ≥ 0 let λ(n)1 (t) > · · · > λ(n)n (t) denote the eigenvalues of X(n). Then, by Proposition 2,
λ(n)m (X
(n)
t ) = λm(X
(n)
0 ) + γ
n∑
i=1
∫ t
0
(Dλ(n)m (X
(n)
s− ))iids+
σ2n
n
∫ t
0
∑
j 6=m
1
(λ
(n)
m − λ(n)j )(s−)
ds+Mn,mt
+
∫ t
0
∫
S(H1n)
∫
R
[
λ(n)m (X
(n)
s− + ry)− λ(n)m (X(n)s− )− tr(Dλ(n)m (X(n)s− )ry
]
1{|r|≤1})ραn(dr)pin(dy)ds,(4.17)
where the process (Mn,mt )t≥0 is a martingale.
Let µ(n)t be the corresponding spectral measure-valued process (1.4) of X(n)(t). Let f ∈ C2b (R) (where C2b (R)
denotes the set of twice differentiable functions with bounded derivatives). Then from (4.17) and an application of
10 JOSE-LUIS PÉREZ G., VÍCTOR PÉREZ-ABREU, AND ALFONSO ROCHA-ARTEAGA.
Itô’s formula we obtain that
〈µ(n)t , f〉 = 〈µn0 , f〉+
1
n
n∑
m=1
∫ t
0
f ′(λ(n)m (X
(n)
s− ))dM
n,m
s +
σ2n
n2
n∑
m=1
∫ t
0
f ′(λ(n)m (X
(n)
s− ))
∑
j 6=m
1
(λ
(n)
m − λ(n)j )(s−)
ds
+Mn,ft +
γ
n
n∑
m=1
n∑
i=1
∫ t
0
f ′(λ(n)m (X
(n)
s− ))(Dλ
(n)
m (X
(n)
s− ))iids+
1
2n
n∑
m=1
∫ t
0
f ′′(λ(n)m (X
(n)
s− ))d〈Mn,m,Mn,m〉cs
+
1
n
n∑
m=1
∫ t
0
f ′(λ(n)m (X
(n)
s− ))
∫
S(H1n)
∫
R
[
λ(n)m (X
(n)
s− + ry)
− λ(n)m (X(n)s− )− tr(Dλ(n)m (X(n)s− )ry)1{|r|≤1}
]
ραn(dr)pin(dy)ds
+
1
n
n∑
m=1
∫ t
0
∫
S(H1n)
∫
R
[
f(λ(n)m (X
(n)
s− + ry))− f(λ(n)m (X(n)s− ))− f ′(λ(n)m (X(n)s− ))∆λ(n)m (X(n)s )
]
ραn(dr)pin(dy)ds,
(4.18)
where (Mn,ft )t≥0 is a local martingale.
Following Remark 2 it is easy to check that
1
2n
n∑
m=1
∫ t
0
f ′′(λ(n)m (X
(n)
s− ))d〈Mn,m,Mn,m〉cs =
σ2n
2n2
n∑
m=1
∫ t
0
f ′′(λ(n)m (X
(n)
s− ))ds,
and therefore
σ2n
n2
n∑
m=1
∫ t
0
f ′(λ(n)m (X
(n)
s− ))
∑
j 6=m
1
(λ
(n)
m − λ(n)j )(s−)
ds +
1
2n
n∑
m=1
∫ t
0
f ′′(λ(n)m (X
(n)
s− ))d〈Mn,m,Mn,m〉cs
=
σ2n
2
∫ t
0
∫
R2
f ′(x)− f ′(y)
x− y µ
n
s (dx)µ
n
s (dy)ds.
Using (2.8) the drift term is expressed as
γ
n
n∑
m=1
n∑
i=1
∫ t
0
f ′(λ(n)m (X
(n)
s− ))(Dλ
(n)
m (s−))iids =
γ
n
n∑
m=1
n∑
i=1
∫ t
0
f ′(λ(n)m (X
(n)
s− ))|u¯(n)im u(n)im |ds
=
γ
n
n∑
m=1
∫ t
0
f ′(λ(n)m (X
(n)
s− ))ds = γ
∫ t
0
∫
R
f ′(x)µ(n)s (dx)ds.
Now using (3.15) and (3.16) the last two terms in (4.18) can be written as
n∑
m=1
∫ t
0
∫
S(Cn)
∫
R
[
f(λ(n)m (X
(n)
s− + rvv
∗))− f(λ(n)m (X(n)s− ))
− f ′(λ(n)m (X(n)s− ))tr(Dλ(n)m (X(n)s− )rvv∗)1{|r|≤1}
]
ραn(dr)pi(dv)ds.
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Thus (4.18) is expressed as
〈µ(n)t , f〉 = 〈µn0 , f〉+
σ2n
2
∫ t
0
∫
R2
f ′(x)− f ′(y)
x− y µ
n
s (dx)µ
n
s (dy)ds + γ
∫ t
0
∫
R
f ′(x)µns (dx)ds +M
n,f
t
+
n∑
m=1
∫ t
0
∫
S(Cn)
∫
R
[
f(λ(n)m (X
(n)
s− + rvv
∗))− f(λ(n)m (X(n)s− ))
− f ′(λ(n)m (X(n)s− ))tr(Dλ(n)m (X(n)s− )rvv∗)1{|r|≤1}
]
ραn(dr)pi(dv)ds,(4.19)
where the martingale term (Mn,ft )t≥0 is given by
Mn,ft =
σn
n3/2
n∑
m=1
∫ t
0
f ′(λ(n)m (X
(n)
s− ))dW
m
s
+
1
n
n∑
m=1
∫ t
0
∫
S(H1n)
∫
R
f(λ(n)m (X
(n)
s− ))
[
λ(n)m (X
(n)
s− + ry)− λ(n)m (X(n)s− )
]
J˜X(ds, dr, dy),(4.20)
where Wm,m = 1, ..., n are independent one-dimensional Brownian motions.
Lemma 2. For any bounded continuous function f : R→ R, the martingale (Mn,ft )t≥0 in (4.20) satisfies
lim
n→∞ sup0≤t≤T
|Mn,ft | = 0 in probability,
for any T > 0.
Proof. We show the convergence of each term in (4.20). Let ε > 0. By Doob’s inequality and (2.8)
P
(
sup
0≤t≤T
∣∣∣∣∣ σnn3/2
∫ t
0
n∑
m=1
f ′(λ(n)m (X
(n)
s− ))dW
m
s
∣∣∣∣∣ > ε
)
≤ 1
ε2
σn
2
n3
E
(∫ T
0
n∑
m=1
f ′(λ(n)m (X
(n)
s− ))dW
m
s
)2
≤ 1
ε2
σn
2
n3
E
[∫ T
0
n∑
m=1
(f ′(λ(n)m (X
(n)
s− )))
2ds
]
≤ 1
ε2
(2σ + 1)2
n2
‖f ′‖2∞T,
which converges to 0 as n→∞.
Let us consider n > 1, then by an application of Doob’s inequality in the second term:
P
(
sup
0≤t≤T
∣∣∣∣∣ 1n
n∑
m=1
∫ t
0
∫
S(Cn)
∫
R
f(λ(n)m (X
(n)
s− ))
[
λ(n)m (X
(n)
s− + rvv
∗)− λ(n)m (X(n)s− )
]
J˜X(ds, dr, dv)
∣∣∣∣∣ > ε
)
≤ 1
n2
1
ε2
E
( n∑
m=1
∫ T
0
∫
S(Cn)
f(λ(n)m (X
(n)
s− ))
[
λ(n)m (X
(n)
s− + rvv
∗)− λ(n)m (X(n)s− )
]
J˜X(ds, dr, dv)
)2
≤ 1
n
1
ε2
‖f‖2∞E
∫ T
0
∫
S(Cn)
∫
R
(
n∑
m=1
[
λ(n)m (X
(n)
s− + rvv
∗)− λ(n)m (X(n)s− )
])2
ραn(dr)pi(dv)ds,
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where we have used (3.16). Using Lemma III.5 in [12] we get
≤ 1
n
1
ε2
‖f‖2∞
∫ T
0
∫
S(Cn)
∫
R
r2ραn(dr)pi(dv)ds ≤ ‖f‖2∞
1
n
1
ε2
T
∫
R
r2ραn(dr)
≤ ‖f‖2∞
1
n
1
ε2
T
(∫
|r|≤1
r2ραn(dr) +
∫
1≤|r|
r2ραn(dr)
)
≤ ‖f‖2∞
1
n
1
ε2
T
(∫
|r|≤1
r2ραn(dr) +
∫
1≤|r|≤n2α/(nα−1)
(1 + r2)ρ(dr)
)
≤ n
4α
n(nα − 1)2C(f, T )
for some constant C(f, T ) > 0, and hence n4α
n(nα−1)2C(f, T )→ 0 as n→∞. This concludes the proof. 
5. TIGHTNESS
Let {(µ(n)t )t≥0 : n ≥ 1} be the family of measure valued-processes (1.4) of the Hermitian Lévy process ensem-
ble
(
X(n)
)
n≥1 introduced in Section 4. In this section we prove that this family is tight in the space D(R+,Pr(R)).
The keys to the proof are the eigenvalue semimartingale estimates of Section 5, the fact that for each n ≥ 1 all
the jumps of the Hermitian Lévy process
{
X
(n)
t : t ≥ 0
}
are of rank one, and an estimate given in Lemma III.5 in
[12], which allows a useful bound on
∣∣∣tr(f(X(n)t +X(n)s ))− tr(f(X(n)t ))∣∣∣ when f is a Lipschitz function.
Proposition 3. The family of measures {(µ(n)t )t≥0 : n ≥ 1} is tight in the space D(R+,Pr(R)).
Proof. In order to prove tightness of the family of laws {(µ(n)t )t≥0 : n ≥ 1} in D(R+,Pr(R)), we use the Aldous–
Rebolledo Criterion (see [2], [16], [26]) to prove that for each, f ∈ C2b (R) with bounded variation, the sequence of
real processes {(〈µ(n)t , f〉)t≥0 : n ≥ 1} is tight. We split the proof of the tightness of the semimartingale 〈µ(n), f〉
into two steps: the first is on the bounded variation part and the second on the martingale part.
For any f ∈ C2b (R) with finite total variation, we have from (4.19) that
〈µ(n)t , f〉 − 〈µ(n)s , f〉 =
σ2n
2
∫ t
s
∫
R2
f ′(x)− f ′(y)
x− y µ
(n)
u (dx)µ
(n)
u (dy)du + γ
∫ t
s
∫
R
f ′(x)µ(n)u (dx)du
+Mn,ft −Mn,fs +
n∑
m=1
∫ t
s
∫
S(Cn)
∫
R
[
f(λ(n)m (X
(n)
u− + rvv
∗))− f(λ(n)m (X(n)u− ))
− f ′(λ(n)m (X(n)u− ))tr(Dλ(n)m (X(n)u− )rvv∗)1{|r|≤1}
]
ραn(dr)pi(dv)du.
Let us denote by V n,f the bounded variation part of the semimartingale 〈µ(n), f〉. Then, for each 0 ≤ s ≤ t,
V n,ft − V n,fs =
σ2n
2
∫ t
s
∫
R2
f ′(x)− f ′(y)
x− y µ
(n)
u (dx)µ
(n)
u (dy)du + γ
∫ t
s
∫
R
f ′(x)µ(n)u (dx)du
+
n∑
m=1
∫ t
s
∫
S(Cn)
∫
R
[
f(λ(n)m (X
(n)
u− + rvv
∗))− f(λ(n)m (X(n)u− ))
− f ′(λ(n)m (X(n)u− ))tr(Dλ(n)m (X(n)u− )rvv∗)1{|r|≤1}
]
ραn(dr)pi(dv)du.(5.21)
Let δ > 0 and θ ∈ [0, δ]. Let T ′ > 0 and let (τn)n≥1 be a sequence of stopping times such that 0 ≤ τn < T ′.
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Next we estimate each term of (5.21). For the first term we have
∣∣∣ ∫ τn+θ
τn
∫
R2
f ′(x)− f ′(y)
x− y µ
(n)
u (dx)µ
(n)
u (dy)du
∣∣∣ = ∣∣∣∣∣ 1n2
n∑
m=1
n∑
m′=1
∫ τn+θ
τn
f ′(λ(n)m (X
(n)
u− ))− f ′(λ(n)m′ (X
(n)
u− ))
λ
(n)
m (u)− λ(n)m′ (u)
du
∣∣∣∣∣
≤ 1
n2
n∑
m=1
n∑
m′=1
∫ τn+θ
τn
|f ′(λ(n)m (X(n)u− ))− f ′(λ(n)m′ (X
(n)
u− ))|
|λ(n)m (u)− λ(n)m′ (u)|
du,(5.22)
and by the mean value theorem there exists ξ ∈ R such that
|f ′(λ(n)m (X(n)u− ))− f ′(λ(n)m′ (X
(n)
u− ))| ≤ |f ′′(n)(ξ)||λ(n)m (u)− λ(n)m′ (u)| ≤ ‖f ′′‖∞|λ(n)m (u)− λ
(n)
m′ (u)|,
now from (5.22),
(5.23)
∣∣∣∣σn ∫ τn+θ
τn
∫
R2
f ′(x)− f ′(y)
x− y µ
(n)
u (dx)µ
(n)
u (dy)du
∣∣∣∣ ≤ (1 + σ2)1/2‖f ′′‖∞δ.
For the second term in (5.21),
(5.24)
∣∣∣∣∫ τn+θ
τn
∫
R
f ′(x)µns (dx)ds
∣∣∣∣ =
∣∣∣∣∣ 1n
n∑
m=1
∫ τn+θ
τn
∫
R
f ′(λ(n)m (X
(n)
u− ))du
∣∣∣∣∣ ≤ ‖f ′‖∞δ.
For the jump part in (5.21) let us consider the associated term
n∑
m=1
∫ τn+θ
τn
∫
S(Cn)
∫
|r|≤1
[
f(λ(n)m (X
(n)
s− + rvv
∗))− f(λ(n)m (X(n)s− ))
− f ′(λ(n)m (X(n)s− ))tr(Dλ(n)m (X(n)s− )rvv∗)
]
ραn(dr)pi(dv)ds
=
n∑
m=1
∫ τn+θ
τn
∫
S(Cn)
∫
|r|≤1
[
f(λ(n)m (X
(n)
s− + rvv
∗))− f(λ(n)m (X(n)s− ))− f ′(λ(n)m (X(n)u− ))
×
(
λ(n)m (Xs− + rvv
∗)− λ(n)m (Xs−)
)]
ραn(dr)pi(dv)ds
+
n∑
m=1
∫ τn+θ
τn
∫
S(Cn)
∫
|r|≤1
[
f ′(λ(n)m (X
(n)
u− ))∆λ
(n)
m (X
(n)
s− )
− f ′(λ(n)m (X(n)s− ))tr(Dλ(n)m (X(n)s− )rvv∗)
]
ραn(dr)pi(dv)ds,(5.25)
Now we estimate both terms of (5.25). For the first one we have by Taylor’s theorem that there exists ξ ∈ R such
that ∣∣∣∣f(λ(n)m (X(n)s− + rvv∗))− f(λ(n)m (X(n)s− )− f ′(λ(n)m (X(n)s− ))(λ(n)m (Xs− + rvv∗)− λ(n)m (Xs−)) ∣∣∣∣
=
1
2
∣∣f ′′ (ξ)∣∣ (λ(n)m (Xs− + rvv∗)− λ(n)m (Xs−))2
≤ 1
2
∥∥f ′′∥∥(λ(n)m (Xs− + rvv∗)− λ(n)m (Xs−))2 ,
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and therefore
E
[∣∣∣∣ n∑
m=1
∫ τn+θ
τn
∫
S(Cn)
∫
|r|≤1
[
f(λ(n)m (X
(n)
s− + rvv
∗))− f(λ(n)m (X(n)s− ))− f ′(λ(n)m (X(n)s− ))
×
(
λ(n)m (Xs− + rvv
∗)− λ(n)m (Xs−)
) ∣∣∣∣
]
ραn(dr)pi(dv)ds
]
≤ 1
2
‖f ′′‖∞E
[
n∑
m=1
∫ τn+θ
τn
∫
S(Cn)
∫
|r|≤1
(
λ(n)m (X
(n)
s− + rvv
∗)− λ(n)m (X(n)s− )
)2
ραn(dr)pi(dv)ds
]
≤ 1
2
‖f ′′‖∞E
 n∑
i,j=1
∫ τn+θ
τn
∫
S(Cn)
∫
|r|≤1
(
X
(n)
s− + rvv
∗ −X(n)s−
)2
ij
ραn(dr)pi(dv)ds

≤ 1
2
‖f ′′‖∞E
 n∑
i,j=1
∫ τn+θ
τn
∫
S(Cn)
∫
|r|≤1
(rvv∗)2ijρ
α
n(dr)pi(dv)du

≤ 1
2
‖f ′′‖∞E
 n∑
i,j=1
∫ τn+θ
τn
∫
|r|≤1
r2
∫
S(Cn)
‖vij‖4pi(dv)ραn(dr)du

≤ 1
2
‖f ′′‖∞δ
(∫
|r|≤1
r2ραn(dr)
)
= C1(f)δ,(5.26)
where we have used Proposition 4.2.3 in [17] and C1(f) > 0 is a constant.
In order to estimate the second term in (5.25) we first estimate its integrand by using Taylor’s theorem and
Theorem 1.3 in [24]:∣∣∣f ′(λ(n)m (X(n)s− ))(λ(n)m (Xs− + rvv∗)− λ(n)m (Xs−))− f ′(λ(n)m (X(n)s− ))tr(Dλ(n)m (X(n)s− )rvv∗)∣∣∣
≤ ‖f ′‖∞
∣∣∣λ(n)m (Xs− + rvv∗)− λ(n)m (Xs−)− tr(Dλ(n)m (X(n)s− )rvv∗)∣∣∣
≤ ‖f ′‖∞ r
2
2
∑
(r,l)(k,h)
∣∣∣∣ ∂2∂zrl∂zkh (λ(n)m )(X(n)s− )
∣∣∣∣ |(vv∗)rl||(vv∗)kh|
= ‖f ′‖∞r2
[
n∑
k=1
∑
j 6=m
|u¯(n)km(s)u(n)kj (s)|2
|λ(n)m (s)− λ(n)j (s)|
|(vv∗)kk|2
+ 2
∑
1≤k<h≤n
∑
j 6=m
|u¯(n)kj (s)u(n)hm(s)|2 + |u¯(n)hm(s)u(n)kj (s)|2
|λ(n)m (s)− λ(n)j (s)|
 |(vv∗)kh|2
]
≤ ‖f ′‖∞r2
∑
j 6=m
1
|λ(n)m (s)− λ(n)j (s)|
( n∑
k=1
|u¯(n)km(s)u(n)kj (s)|2|(vv∗)kk|2
+ 2
∑
1≤k<h≤n
(
|u¯(n)kj (s)u(n)hm(s)|2 + |u¯(n)hm(s)u(n)kj (s)|2
)
|(vv∗)kh|2
)
,
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where uij(s) i, j = 1, 2, ..., n are the entries of a unitary random matrix. Now using Jensen’s inequality and
Lemma 1 for p ∈ (1, 2) and n > 1,
E
[∣∣∣∣ n∑
m=1
∫ τn+θ
τn
∫
S(Cn)
∫
|r|≤1
[
f ′(λ(n)m (X
(n)
s− ))(λ
(n)
m (Xs− + rvv
∗)− λ(n)m (Xs−))
− f ′(λ(n)m (X(n)s− ))tr(Dλ(n)m (X(n)s− )rvv∗)
]
ραn(dr)pi(dv)ds
∣∣∣∣]
≤ E
[∣∣∣∣ n∑
m=1
∫ τn+θ
τn
∫
S(Cn)
∫
|r|≤1
‖f ′‖∞r2
∑
j 6=m
1
|λ(n)m (s)− λ(n)j (s)|
( n∑
k=1
|u¯(n)km(s)u(n)kj (s)|2|(vv∗)kk|2
+ 2
∑
1≤k<h≤n
(|u¯(n)kj (s)u(n)hm(s)|2 + |u¯(n)hm(s)u(n)kj (s)|2)|(vv∗)kh|2
)
ραn(dr)pi(dv)ds
∣∣∣∣]
≤ ‖f ′‖∞
(∫
|r|≤1
r2ραn(dr)
)
× E
[∣∣∣∣ n∑
m=1
∫ τn+θ
τn
∑
j 6=m
1
|λ(n)m (s)− λ(n)j (s)|
[ n∑
k=1
|u¯km(s)ukj(s)|2
∫
S(Cn)
|(vv∗)kk|2pi(dv)
+ 2
∑
1≤k<h≤n
(|u¯kj(s)uhm(s)|2 + |u¯hm(s)ukj(s)|2) ∫
S(Cn)
|(vv∗)kh|2pi(dv)
]
ds
∣∣∣∣]
≤ C ‖f
′‖∞
n2
(∫
|r|≤1
r2ραn(dr)
)
E
[ ∣∣∣∣∣∣
n∑
m=1
∑
j 6=m
∫ τn+θ
τn
1
|λ(n)m (s)− λ(n)j (s)|
ds
∣∣∣∣∣∣
]
≤ C ‖f
′‖∞
n2
(∫
|r|≤1
r2ραn(dr)
)
n∑
m=1
∑
j 6=m
E
[
θp−1
∫ τn+θ
τn
1
|λ(n)m (u)− λ(n)j (u)|p
du
]1/p
≤ C‖f ′‖∞
(∫
|r|≤1
r2ραn(dr)
)p
δ1−1/p
∫ T ′+δ
0
E
[
1
|λ(n)m (u)− λ(n)j (u)|p
du
]1/p
≤ CKp‖f ′‖∞
(∫
|r|≤1
r2ραn(dr)
)
δ1−1/p(T ′ + δ)1/p ≤ δ1−1/p(T ′ + δ)1/pC2(f),(5.27)
for some generic constants C,C2(f) > 0.
Now for the jump part in (5.21), we consider the remaining associated term and by an application of Lemma
III.5 in [12] we obtain
∣∣∣∣∣
n∑
m=1
∫ τn+θ
τn
∫
S(Cn)
∫
|r|>1
[
f(λ(n)m (X
(n)
s− + rvv
∗))− f(λ(n)m (X(n)s− ))
]
ραn(dr)pi(dv)ds
∣∣∣∣∣
≤
∫ τn+θ
τn
∫
S(Cn)
∫
|r|>1
(‖f‖′1 ∧ |r|‖f ′‖∞)ραn(dr)pi(dv)ds
≤ δ
∫
|r|>1
(‖f‖′1 ∧ |r|‖f ′‖∞)
1 + r2
r2
ρ(dr),(5.28)
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where, following Lemma III. 5 in [12], for any function Lipschitz g with finite total variation
‖g‖′1 = sup
n≥1
x1≤y1≤x2···≤yn
n∑
i=1
|g(yi)− g(xi)|,
and
‖g‖′∞ = sup
x 6=y
|g(x) − g(y)|
|x− y| .
From (5.23), (5.24), (5.26), (5.27) and (5.28) we conclude that there exists a constant K1 > 0, which does not
depend on n ≥ 1, such that
(5.29) sup
n≥1
sup
θ∈[0,δ]
E
[∣∣∣V n,fτn+θ − V n,fτn ∣∣∣] < (δ2 ∧ δp−1)K1.
The next step is to prove the tightness of the laws of the martingale part of the semimartingale 〈µ(n), f〉. Recall
that the quadratic variation of the martingale Mn,f is given by
〈Mn,f ,Mn,f 〉t = σn
2
n3
∫ t
0
n∑
m=1
(f ′(λ(n)m (X
(n)
s− )))
2ds
+
1
n
∫ t
0
∫
S(Cn)
∫
R
[
n∑
m=1
f(λ(n)m (X
(n)
s− ))
(
λ(n)m (X
(n)
s− + rvv
∗)− λm(X(n)s− )
)]2
ραn(dr)pi(dv)ds.
For the first term, note that
(5.30) σn
2
n3
E
[∫ τn+θ
τn
n∑
m=1
(f ′(λ(n)m (X
(n)
s− )))
2ds
]
≤ (1 + σ)
2
n2
‖f ′‖2∞δ.
For the second term, similarly to the proof of Lemma 2, one obtains for n ≥ 1
1
n
E
∫ τn+θ
τn
∫
S(Cn)
∫
R
(
n∑
m=1
f(λ(n)m (X
(n)
s− ))(λ
(n)
m (X
(n)
s− + rvv
∗)− λm(X(n)s− ))
)2
ραn(dr)pi(dv)ds

≤ 1
n
‖f‖2∞E
∫ τn+θ
τn
∫
S(Cn)
∫
R
(
n∑
m=1
λ(n)m (X
(n)
s− + rvv
∗)− λm(X(n)s− )
)2
ραn(dr)pi(dv)ds

≤ ‖f‖2∞
δ
n
∫
R
r2ραn(dr) ≤ δ
n4α
n(nα − 1)2C3(f).(5.31)
for some constant C3(f) > 0. From (5.30) and (5.31) there exists a constant K2 > 0 independent of n ≥ 1 such
that
(5.32) sup
n≥1
sup
θ∈[0,δ]
E
[∣∣∣〈Mn,f ,Mn,f 〉τn+θ − 〈Mn,f ,Mn,f 〉τn ∣∣∣] < δK2.
Let us fix T > 0. Then proceeding as in the first part of the proof, it can be seen that there exists a constant
K1(T ) > 0 depending on T such that
sup
n≥1
E
( sup
t∈[0,T ]
V n,ft
)2 < K1(T ).
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On the other hand, from the proof of Lemma 2, there exists a constant K2(T ) > 0, that depends on T , such that
sup
n≥1
E
( sup
t∈[0,T ]
Mn,ft
)2 < K2(T ).
Therefore there exists a constant K(T ) > 0 depending on T such that
(5.33) sup
n≥1
E
( sup
t∈[0,T ]
〈µ(n)t , f〉
)2 < K(T ).
Now, from (5.29), (5.32) and (5.33), we can use the Aldous–Rebolledo criterion (see [2], [16], [26]) to conclude
that the sequence of real processes {(〈µ(n)t , f〉)t≥0 : n ≥ 1} is tight, and that consequently the sequence of
processes {(µ(n)t )t≥0 : n ≥ 1} is tight in the space D(R+,Pr(R)), with Pr(R) endowed with the topology of
vague convergence.
It remains to extend the above result to the case when Pr(R) is endowed with the topology of weak convergence.
Note that taking f = 1, the sequence of real-valued processes {(〈µ(n)t , f〉)t≥0 : n ≥ 1} is tight. On the other hand
note that Lemma 2 implies that for any convergent subsequence of {(µ(n)t )t≥0 : n ≥ 1}, the limit is strongly
continuous. Therefore by an application of the Méléard–Roelly criterion (see [20]), it follows that the sequence
{(µ(n)t )t≥0 : n ≥ 1} is tight in the space D(R+,Pr(R)). 
6. CHARACTERIZATION OF THE WEAK LIMIT OF THE MEASURE VALUED-PROCESSES
Let z ∈ C\R and fz(x) = (z − x)−1 for x ∈ R. For any continuous function (µt)t≥0 ∈ C(R+,Pr(R)), define
ψµ(t, z) :=
∫
R
fz(x)µt(dx).
We identify the weak limit of the sequence {(〈µ(n)t , f〉)t≥0 : n ≥ 1} to be the family (µt)t≥0 that satisfies the
Burger’s equation of the law of the free Lévy process {Zt : t ≥ 0} , that appears in the proof of Theorem 5.10 in
Bercovici and Voiculescu [7], for free infinitely divisible distributions with possibly unbounded support.
Theorem 2. Assume that µn0 converges weakly to δ0. Then the family of measure-valued processes {(µ(n)t )t≥0 :
n ≥ 1} converges weakly in D(R+,Pr(R)) to a unique continuous probability-measure valued function (µt)t≥0,
satisfying for each t ≥ 0,
∂
∂t
ψµ(t, z) = −σ2ψµ(t, z) ∂
∂z
ψµ(t, z)− η ∂
∂z
ψµ(t, z) − ∂
∂z
ψµ(t, z)
∫
R\{0}
ψµ(t, z) + r
1− rψµ(t, z)ρ(dr).
The following two auxiliary lemmas are useful for identifying the limit law of the sequence of empirical mea-
sures {(µ(n))t≥0 : n ≥ 1}. Their proofs are based on ideas from the proof of Lemma III.6 in [12].
Lemma 3. Assume that (v1, v2, ..., vn) is a random vector Haar distributed on the unit complex sphere, and that
x1, . . . , xn are fixed real numbers. Then
lim
n→∞
∣∣∣∣∣∣t
∑n
i=1
|vi|2
(ζ−xi)2
1− t∑ni=1 |vi|2(ζ−xi) −
t
n
∑n
i=1
1
(ζ−xi)2
1− tn
∑n
i=1
1
(ζ−xi)
∣∣∣∣∣∣ = 0, in probability,
for ζ ∈ C\R, t > 0.
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Proof. Define the function β : Cn → R by
β(v1, . . . , vn) = t
∑n
i=1
|vi|2
(ζ−xi)2
1− t∑ni=1 |vi|2(ζ−xi) .
Let ε > 0. From the proof of Lemma III.6 in [12], there exists a constant C˜ > 0 such that
(6.34) P (|β(v1, . . . , vn)− E [β(v1, . . . , vn)]| > ε) ≤ C˜ exp
(
−(n− 1)
2‖β‖′2∞
ε2
)
,
where we have used the fact that β is Lipschitz continuous with Lipschitz constant ‖β‖′∞ := supv 6=v′
∣∣∣β(v)−β(v′)|v−v′| ∣∣∣ <
∞. Next we prove that β is Lipschitz. Let v = (v1, . . . , vn) and v′ = (v′1, . . . , v′n) be two vectors on the complex
unit sphere. Then,
∣∣β(v1, . . . , vn)− β(v′1, . . . , v′n)∣∣ =
∣∣∣∣∣∣t
∑n
i=1
|vi|2
(ζ−xi)2
1− t∑ni=1 |vi|2(ζ−xi) − t
∑n
i=1
|v′i|2
(ζ−xi)2
1− t∑ni=1 |v′i|2(ζ−xi)
∣∣∣∣∣∣
≤ 1
A
∣∣∣∣∣
n∑
i=1
|vi|2 − |v′i|2
(ζ − xi)2
∣∣∣∣∣+ 1AA′
∣∣∣∣∣
n∑
i=1
|v′2i
(ζ − xi)2
∣∣∣∣∣
∣∣∣∣∑ni=1 |vi|2 − |v′i|2(ζ − xi)
∣∣∣∣ ,
where
A =
∣∣∣∣∣1− t
n∑
i=1
|vi|2
(ζ − xi)
∣∣∣∣∣ and A′ =
∣∣∣∣∣1− t
n∑
i=1
|v′i|2
(ζ − xi)
∣∣∣∣∣ .
Since ζ ∈ C\R, there exists a constant K > 0 such that
1
|ζ − x| < K, for all x ∈ R,
which implies that ∣∣∣∣∣
n∑
i=1
|v′i|2
(ζ − xi)2
∣∣∣∣∣ ≤ K2
n∑
i=1
∣∣v′i∣∣2 = K2.
Similarly, there exists a constant K˜ > 0 such that∣∣∣∣∣1t −
n∑
i=1
|vi|2
(ζ − x)
∣∣∣∣∣ ∧
∣∣∣∣∣1t −
n∑
i=1
|v′i|2
(ζ − x)
∣∣∣∣∣ > K˜ for all x ∈ R, t > 0.
Therefore ∣∣β(v1, . . . , vn)− β(v′1, . . . , v′n)∣∣ ≤ 1
K˜
∣∣∣∣∣
n∑
i=1
|vi|2 − |v′i|2
(ζ − xi)2
∣∣∣∣∣+ K2K˜2
∣∣∣∣∣
n∑
i=1
|vi|2 − |v′i|2
(ζ − xi)
∣∣∣∣∣
≤ 2K2
(
1
K˜
+
K
K˜2
) n∑
i=1
|vi − v′i| ≤ C‖v − v′‖,
where C > 0 is a constant that does not depend on either n ≥ 1 or x1, . . . , xn. Hence β is Lipschitz with
supv 6=v′
∣∣∣β(v)−β(v′)|v−v′| ∣∣∣ ≤ C.
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On the other hand, note that∣∣∣∣∣Eβ(v1, . . . , vn)− E
[
t
∑n
i=1
|vi|2
(ζ−xi)2
]
E
[
1− t∑ni=1 |vi|2(ζ−xi)2 ]
∣∣∣∣∣
≤ K˜E
(∣∣∣∣∣
n∑
i=1
|vi|2
(ζ − xi)2 − E
[
n∑
i=1
|vi|2
(ζ − xi)2
]∣∣∣∣∣
)
+
K˜2E
∣∣∣∣∣
n∑
i=1
|vi|2
(ζ − xi)2
∣∣∣∣∣E
∣∣∣∣∣
n∑
i=1
|vi|2
(ζ − xi) − E
[
n∑
i=1
|vi|2
(ζ − xi)
]∣∣∣∣∣ .(6.35)
Next we prove that both terms on the right hand side go to zero as n → ∞. Note that the function β˜ : Cn → R
defined by
β˜(v1, . . . , vn) =
n∑
i=1
|vi|2
(ζ − xi)2 .
is Lipschitz continuous since for v and v′ in the complex unit sphere,∣∣∣∣∣
n∑
i=1
|vi|2
(ζ − xi)2 −
n∑
i=1
|v′i|2
(ζ − xi)2
∣∣∣∣∣ ≤ 2K2‖v − v′‖,
with Lipschitz constant ‖β˜‖′∞ ≤ 2K2. Now from the proof of Lemma III.6 in [12] there exists a constant C˜1 > 0
such that
P
(∣∣∣∣∣
n∑
i=1
|vi|2
(ζ − xi)2 − E
[
n∑
i=1
|vi|2
(ζ − xi)2
]∣∣∣∣∣ > ε
)
≤ C˜1 exp
(
−(n− 1)
2‖β˜‖′2∞
ε2
)
,
and therefore
E
(∣∣∣∣∣
n∑
i=1
|vi|2
(ζ − xi)2 − E
[
n∑
i=1
|vi|2
(ζ − xi)2
]∣∣∣∣∣
)
≤ 2KP
(∣∣∣∣∣
n∑
i=1
|vi|2
(ζ − xi)2 − E
[
n∑
i=1
|vi|2
(ζ − xi)2
]∣∣∣∣∣ > ε
)
+ ε
≤ 2KC˜1 exp
(
−(n− 1)
2‖β˜‖′2∞
ε2
)
+ ε.
Letting ε ↓ 0,
lim
n→∞E
(∣∣∣∣∣
n∑
i=1
|vi|2
(ζ − xi)2 − E
[
n∑
i=1
|vi|2
(ζ − xi)2
]∣∣∣∣∣
)
= 0,
uniformly for any choice of real numbers x1, . . . , xn. Similarly, it can be proved that
lim
n→∞E
(∣∣∣∣∣
n∑
i=1
|vi|2
(ζ − xi) − E
[
n∑
i=1
|vi|2
(ζ − xi)
]∣∣∣∣∣
)
= 0,
uniformly for any choice of real numbers x1, . . . , xn.
From (6.34) and (6.35),
lim
n→∞β(v1, . . . , vn)− t
1
n
∑n
i=1
1
(ζ−xi)2
1− tn
∑n
i=1
1
(ζ−xi)
= 0,
in probability, uniformly for any choice of real numbers x1, . . . , xn. 
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Lemma 4. There exists a subsequence {nk}k≥1such that
lim
k→∞
nk∑
m=1
nk∑
i=1
nk∑
j=1
f ′z(λ
(nk)
m (X
(nk)
s− ))u¯
(nk)
mi (s−)u(nk)mj (s−)viv¯j −
∫
R
f ′z(x)µ
(nk)
s− (dx) = 0 a.s.,
where (v1, v2, ..., vn) is a Haar distributed random vector on the unit sphere of Cn and (u(n)ij ) is an n× n unitary
random matrix.
Proof. We split the above sum into two parts: the first is the sum of all terms with i = j, and the second has all
terms satisfying i 6= j. For the terms with i = j, we consider for fixed λ := (λ1, . . . , λn) and u := (umi)nm,i=1 the
function β : Rn → R defined by
β(v1, . . . , vn) :=
n∑
m=1
n∑
i=1
f ′z(λ
(n)
m (X
(n)
s− ))|u¯(n)mi (s−)|2|vi|2.
The function β is Lipschitz continuous in (v1, . . . , vn) since
|β(v1, . . . , vn)− β(v′1, . . . , v′n)| =
∣∣∣∣∣
n∑
m=1
n∑
i=1
f ′z(λ
(n)
m (X
(n)
s− ))|u¯(n)mi (s−)|2|vi − v′i||vi + v′i|
∣∣∣∣∣
≤ 2‖f ′z‖∞
n∑
i=1
|vi − v′i| ≤ 2‖f ′z‖∞
(
n∑
i=1
∣∣vi − v′i∣∣2
)1/2
.
Hence we can apply to the Lipschitz function β the concentration result in the proof of Lemma III. 6 in [12] to
obtain
P
[(
n∑
m=1
n∑
i=1
f ′z(λ
(n)
m (X
(n)
s− ))||u¯(n)mi (s−)|2|vi|2 − E
(
n∑
m=1
n∑
i=1
f ′z(λ
(n)
m (X
(n)
s− ))||u¯(n)mi (s−)|2|vi|2
∣∣∣λ, u)) > ε]
≤ C exp
(
− n− 1
8‖f ′z‖2∞
ε2
)
,
where E(·|λ, u) denotes the conditional expectation with respect to λ and u. This implies that
(6.36)
n∑
m=1
n∑
i=1
f ′z(λ
(n)
m (X
(n)
s− ))||u¯(n)mi (s−)|2|vi|2 − E
(
n∑
m=1
n∑
i=1
f ′z(λ
(n)
m (X
(n)
s− ))||u¯(n)mi (s−)|2|vi|2
∣∣∣λ, u)→ 0,
in probability as n→∞ and note that
E
(
n∑
m=1
n∑
i=1
f ′z(λ
(n)
m (X
(n)
s− ))||u¯(n)mi (s−)|2|vi|2
∣∣∣λ, u) = 1
n
n∑
m=1
n∑
i=1
f ′z(λ
(n)
m (X
(n)
s− ))||u¯(n)mi (s−)|2
=
1
n
n∑
m=1
f ′z(λ
(n)
m (X
(n)
s− )) =
∫
R
f ′z(x)µ
(nk)
s− (dx).
Therefore, from (6.36), there exists a subsequence {nk}k≥1 such that
(6.37) lim
k→∞
nk∑
m=1
nk∑
i=1
f ′z(λ
(nk)
m (X
(nk)
s− ))||u¯(nk)mi (s−)|2|vi|2 −
∫
R
f ′z(x)µ
(nk)
s− (dx) = 0 a.s.
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Now for the terms containing indices i 6= j, note that
E
∣∣∣∣∣∣
n∑
m=1
n∑
i 6=j
f ′z(λ
(n)
m (X
(n)
s− ))u¯
(n)
mi (s−)u(n)mj (s−)viv¯j
∣∣∣∣∣∣
2
= E
 n∑
m=1
n∑
i 6=j
n∑
m′=1
n∑
i′ 6=j′
f ′z(λ
(n)
m (X
(n)
s− ))u¯
(n)
mi (s−)u(n)mj (s−)viv¯j f¯ ′z(λ(n)m′ (X(n)s− ))u¯(n)m′j′(s−)u(n)m′i′(s−)vj′ v¯i′

= E
(
n∑
m=1
n∑
i 6=j
n∑
m′=1
n∑
i′ 6=j′
f ′z(λ
(n)
m (X
(n)
s− ))u¯
(n)
mi (s−)u(n)mj (s−)
× f¯ ′z(λ(n)m′ (X
(n)
s− ))u¯
(n)
m′j′(s−)u
(n)
m′i′(s−)E
[
viv¯jvj′ v¯i′
∣∣∣λ, u]).
(6.38)
Since (v1, . . . , vn) is a Haar distributed random vector in the unit sphere of Cn from Proposition 4.2.3 in [17],
E
(
viv¯jvj′ v¯i′
)
=
 1n2−1 if i = i′ and j = j′,0 otherwise,
and therefore (6.38) turns out to be
=
1
n2 − 1E
 n∑
m=1
n∑
m′=1
n∑
i=1
n∑
j=1
f ′z(λ
(n)
m (X
(n)
s− ))f¯
′
z(λ
(n)
m′ (X
(n)
s− ))u¯
(n)
mi (s−)u(n)m′i(s−)u¯
(n)
m′j(s−)u
(n)
mj (s−)

=
1
n2 − 1E
 n∑
m=1
n∑
i=1
n∑
j=1
|f ′z(λ(n)m (X(nk)s− ))|2|u(n)mi (s−)|2|u(n)mj (s−)|2

≤ 1
n2 − 1‖f
′
z‖2∞E
 n∑
m=1
n∑
i=1
n∑
j=1
|u(n)mi (s−)|2|u(n)mj (s−)|2
 = n
n2 − 1‖f
′
z‖2∞,
where the last term converges to 0 as n→∞.
Therefore there exists a subsequence which we also denote, without loss of generality, by {nk}k≥1 such that
(6.39) lim
k→∞
nk∑
m=1
nk∑
i 6=j
f ′z(λ
(nk)
m (X
(nk)
s− ))u¯
(nk)
mi (s−)u(nk)mj (s−)viv¯j = 0 a.s.
Finally, the assertion follows from (6.37) and (6.39). 
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Proof of Theorem 2. For µ(n)t , put ψn(t, z) :=
∫
R
fz(x)µ
(n)
t (dx). By (4.19)
ψn(t, z) = ψn(0, z) − σn2
∫ t
0
ψn(s, z)
∂
∂z
ψn(s, z)ds − γ
∫ t
0
∂
∂z
ψn(s, z)ds +Mn,ft
+
n∑
m=1
∫ t
0
∫
S(Cn)
∫
R
[
fz(λ
(n)
m (X
(n)
u− + rvv
∗))− fz(λ(n)m (X(n)u− ))
− f ′z(λ(n)m (X(n)u− ))tr(Dλ(n)m (X(n)u− )rvv∗)1{|r|≤1}
]
ραn(dr)pi(dv)du.(6.40)
We shall prove the convergence of each term in the above equation for a certain subsequence.
From Proposition 3, the family {(µ(n)t )t≥0 : n ≥ 1} is relatively compact. Let {(µ(nk)t )t≥0 : k ≥ 1} be a
subsequence that converges weakly to (µt)t≥0. Then
(6.41) lim
k→∞
ψnk(t, z) = lim
k→∞
∫
R
fz(x)µ
(nk)
t (dx) =
∫
R
fz(x)µt(dx) = ψµ(t, z),
and similarly
lim
k→∞
∫ t
0
ψnk(s, z)
∂
∂z
ψnk(s, z)ds = − lim
k→∞
∫ t
0
∫
R2
µnks (dx)µ
nk
s (dy)
(z − x)(z − y)2 ds(6.42)
= −
∫ t
0
∫
R2
µs(dx)µs(dy)
(z − x)(z − y)2 ds =
∫ t
0
ψµ(s, z)
∂
∂z
ψµ(s, z)ds,
and for the drift term
(6.43) lim
k→∞
∫ t
0
∂
∂z
ψnk(s, z)ds = − lim
k→∞
∫ t
0
∫
R
µnks (dx)
(z − x)2 ds = −
∫ t
0
∫
R
µs(dx)
(z − x)2 ds =
∫ t
0
∂
∂z
ψµ(s, z)ds.
Next, by Lemma III.7 in [12], we have for v = (v1, ..., vnk ) that
(6.44)
nk∑
m=1
(
fz(λ
(nk)
m (X
(nk)
s− + rvv
∗))− fz(λ(n)m (X(nk)s− )
)
= r
nk∑
i=1
|vi|2
(z − λ(nk)i (s−))2
1− r
nk∑
i=1
|vi|2
(z − λ(nk)i (s−))
,
and now, using Lemma 3 and choosing a suitable subsequence, which without loss of generality we also denote by
{µ(nk)t }t≥0, we have that ∣∣∣∣∣∣∣∣∣∣
r
nk∑
i=1
|vi|2
(z − λ(nk)i (s−))2
1− r
nk∑
i=1
|vi|2
(z − λ(nk)i (s−))
− r
∫
R
1
(z − x)2µs−(dx)
1− r
∫
R
1
(z − x)µs−(dx)
∣∣∣∣∣∣∣∣∣∣
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≤
∣∣∣∣∣∣∣∣∣∣
r
nk∑
i=1
|vi|2
(z − λ(nk)i (s−))2
1− r
nk∑
i=1
|vi|2
(z − λ(nk)i (s−))
− r
1
nk
nk∑
i=1
1
(z − λ(nk)i (s−))2
1− r
nk
nk∑
i=1
1
(z − λ(nk)i (s−))
∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣r
∫
R
1
(z − x)2µ
(nk)
s− (dx)
1 − r
∫
R
1
(z − x)µ
(nk)
s− (dx)
− r
∫
R
1
(z − x)2µs−(dx)
1− r
∫
R
1
(z − x)µs−(dx)
∣∣∣∣∣∣∣∣ .
Note that both terms on the right hand side of the above inequality converge a.s. to 0 as k→∞. Therefore,
(6.45) lim
k→∞
r
nk∑
i=1
|vi|2
(z − λ(nk)i (s−))2
1− r
nk∑
i=1
|vi|2
(z − λ(nk)i (s−))
= r
∫
R
1
(z − x)2µs−(dx)
1− r
∫
R
1
(z − x)µs−(dx)
=
−r ∂
∂z
ψµ(s−, z)
1− rψµ(s−, z) .
On the other hand, using (2.8) we have that
nk∑
m=1
f ′z(λ
(nk)
m (X
(nk)
s− ))tr(Dλ
(nk)
m (X
(nk)
s− )rvv
∗)) = r
nk∑
m=1
nk∑
i=1
nk∑
j=1
f ′z(λ
(nk)
m (X
(nk)
s− ))|u¯(nk)mi (s−)u(nk)mj (s−)|(vv∗)ji
= r
nk∑
m=1
nk∑
i=1
nk∑
j=1
f ′z(λ
(nk)
m (X
(nk)
s− ))|u¯(nk)mi (s−)u(nk)mj (s−)|viv¯j.(6.46)
Now from Lemma 4 we have
lim
k→∞
∣∣∣∣∣∣r
nk∑
m=1
nk∑
i=1
nk∑
j=1
f ′z(λ
(nk)
m (X
(nk)
s− ))|u¯(nk)mi (s−)u(nk)mj (s−)|viv¯j −
r
nk
nk∑
m=1
f ′z(λ
(nk)
m (X
(nk)
s− ))
∣∣∣∣∣∣ = 0, a.s.
and therefore
lim
k→∞
∣∣∣∣∣r
nk∑
m=1
nk∑
i=1
nk∑
j=1
f ′z(λ
(nk)
m (X
(nk)
s− ))|u¯(nk)mi (s−)u(nk)mj (s−)|viv¯j − r
∫
R
f ′z(x)µs−(dx)
∣∣∣∣∣
≤ lim
k→∞
∣∣∣∣∣∣r
nk∑
m=1
nk∑
i=1
nk∑
j=1
f ′z(λ
(nk)
m (X
(nk)
s− ))|u¯(nk)mi (s−)u(nk)mj (s−)|viv¯j −
r
nk
nk∑
m=1
f ′z(λ
(nk)
m (X
(nk)
s− ))
∣∣∣∣∣∣
+ lim
k→∞
r
∣∣∣∣∫
R
f ′z(x)µ
(nk)
s− (dx)−
∫
R
f ′z(x)µs−(dx)
∣∣∣∣ = 0, a.s.
So it has been proved that
(6.47) lim
k→∞
r
nk∑
m=1
nk∑
i=1
nk∑
j=1
f ′z(λ
(nk)
m (X
(nk)
s− ))|u¯(nk)mi (s−)u(nk)mj (s−)|viv¯j = −r
∂
∂z
ψµ(s−, z), a.s.
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Now from (6.44), (6.45), (6.46), (6.47) and the dominated convergence theorem,
lim
k→∞
nk∑
m=1
∫ t
0
∫
S(Cn)
∫
|r|≤1
[
fz(λ
(nk)
m (X
(nk)
s− + rvv
∗))
− fz(λ(nk)m (X(nk)s− ))− f ′z(λ(nk)m (X(nk)s− ))tr(Dλ(nk)m (X(nk)s− )rvv∗)
]
ραn(dr)pi(dv)ds
=
∫ t
0
∫
|r|≤1
−r2ψ(s, z)
1− rψ(s, z)
∂
∂z
ψµ(s, z)ρ˜(dr)ds.(6.48)
where
ρ˜(dr) =
1 + r2
r2
[ρ(−dr) + ρ(dr)] 1(0,∞)(r).
Similarly, from (6.44), (6.45) and the dominated convergence theorem,
lim
k→∞
nk∑
m=1
∫ t
0
∫
S(Cn)
∫
|r|>1
[
fz(λ
(nk)
m (X
(nk)
s− + rvv
∗))− fz(λ(nk)m (X(nk)s− ))
]
ραn(dr)pi(dv)ds
=
∫ t
0
∫
|r|>1
r
1− rψ(s, z)
∂
∂z
ψµ(s, z)ρ˜(dr)ds.(6.49)
Finally, from (6.41), (6.42), (6.43), (6.48), (6.49), Lemma 2, and using (3.13) and (3.14), the following SDE for
the limit of the spectral measure-valued process of X(n)t can be derived:
∂
∂t
ψµ(t, z) = −σ2ψµ(t, z) ∂
∂z
ψµ(t, z)− γ ∂
∂z
ψµ(t, z)− ∂
∂z
ψµ(t, z)
∫
|r|≤1
ψµ(t, z)
1− rψµ(t, z)r
2ρ˜(dr),
− ∂
∂z
ψµ(s, z)
∫
|r|>1
r
1− rψµ(s, z) ρ˜(dr)
= −σ2ψµ(t, z) ∂
∂z
ψµ(t, z)− η ∂
∂z
ψµ(t, z) − ∂
∂z
ψµ(s, z)
(∫
|r|≤1
ψµ(t, z)
1− rψµ(t, z)r
2ρ˜(dr) +
∫
|r|≤1
rρ(dr)
)
− ∂
∂z
ψµ(s, z)
(∫
|r|>1
r
1− rψµ(s, z) ρ˜(dr)−
∫
|r|>1
1
r
ρ(dr)
)
= −σ2ψµ(t, z) ∂
∂z
ψµ(t, z)− η ∂
∂z
ψµ(t, z) − ∂
∂z
ψµ(t, z)
∫
R\{0}
ψµ(t, z) + r
1− rψµ(t, z)ρ(dr),
which is the Burger equation that appears in the proof of Theorem 5.10 in [7] (see also [17, Lemma 3.3.9]). 
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