The nonlinear Wiener process has been widely used as a model for the degradation process. This note concerns parameters estimation of nonlinear Wiener processes with measurement errors (WPME) by the maximum likelihood estimation method. Firstly, we prove a rule that the estimated results based on the sample likelihood function developed through observations at each point are equal to the results from the first differences of the observations. This rule indicates that for reducing computation complexity the first differences of the observations may develop the sample likelihood function. Then we present a simple method to calculate the determinant and the inverse matrix of the covariance matrix of the WPME. This simple method could avoid the overflow error when calculating the determinant of the covariance matrix and the case that the inverse matrix is close to be singular, which could result in wrong estimation results. Secondly, we highlight the unit-specific assumption, which has a significant impact on parameters estimation but has been neglected in many papers. Then, we propose a modified expectation maximization algorithm for parameters estimation with random effects. Finally, to demonstrate the application and superiority of the proposed method, we provide a numerical example and a case study with comparison to several representative methods in the literature. INDEX TERMS Degradation model, maximum likelihood estimation, Wiener process, measurement error, nonlinear, expectation maximization algorithm.
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I. INTRODUCTION
Degradation modeling is a basic issue in Prognostic and Health Management (PHM) [1] , [2] . As the Wiener process can provide a good description of a system's dynamic characteristic due to its non-monotonic property, infinite divisibility property, and physical interpretations, it has been widely used to model the degradation process [3] - [5] . The parameters estimation of Wiener processes by the maximum likelihood estimation (MLE) method is a key step in degradation modeling. The parameters estimation could derive the universal feature of congeneric equipment, which can be used to calculate the lifetime distribution or the prior information for estimating remaining useful life. The precision estimation of the nonlinear model is a key issue in parameters estimation [6] - [8] . This note is concerned with parameters estimation for the nonlinear Wiener processes with measurement errors (WPME) by the MLE method. The parameters estimation for the nonlinear WPME includes the following two aspects. The first aspect is parameter estimation for a single degradation process. Whitmore [9] presented an MLE method for the WPME of a single item. In [9] , two typical ways are proposed to develop the sample likelihood function (SLF), i.e., the first differences of the observations (referred to as SLF 1 , which has been further used in [10] - [22] ) and the observations at each point (referred to as SLF 2 , see [23] - [29] ). However, the nature of the relationship between these two SLFs and which SLF should be used have not been studied thoroughly. Tang et al. [30] discovered a rule that the SLFs developed by these two ways could derive the same estimating results. However, this rule is only verified through a numerical example without any mathematical proof. Hence, this paper gives the mathematical proof of this rule.
The second aspect is parameters estimation with random effects. Random effects represent the heterogeneity among different units in degradation modeling. Lu and Meeker [31] proposed a classic random coefficient regression for a general nonlinear regression degradation process, where one or more coefficients are set to be random to represent heterogeneity. Inspired by Lu and Meeker [31] , Lawless and Crowder [32] incorporated random effects into gamma processes. Peng and Tseng [25] are the first authors to incorporate random effects into linear Wiener processes by considering the drift parameter to be random and normally distributed. To improve the model fitting, a skew-normal distribution can also be used [33] . Peng and Tseng [25] presented an MLE method for a type of items. This method has been applied to the nonlinear Wiener process [23] , the general Wiener process [26] , the WPME [10] , [11] , [34] , [35] , and other Wiener processes [33] , [36] . For more details about this MLE method, see [25] . However, from the calculation process of MLE, the drift parameter is also set as random for a specific item. As such, there are two ways to represent the dynamic feature of degradation, i.e., random effects and Brownian motion. Therefore, in some cases, a negative variance of the drift parameter could be derived by the MLE method [30] . This result is in conflict with the degradation modeling. Tang et al. [30] presented a two-step MLE method to solve this problem. In this method, the specific values of the drift parameters are estimated first, and then the mean and variance are estimated by those specific values. This strategy could ensure positive estimation of the variance. However, it is an asymptotic optimal estimation of the MLE and could overestimate the variance of the drift parameters.
To solve the above issues, we first prove a rule that the two typical ways of developing the SLF for the offline parameters estimation can obtain the same results. Based on this rule, we present a simple method to calculate the determinant and the inverse matrix of the covariance matrix of the WPME. This simple method could avoid the overflow error when calculating the determinant of the covariance matrix and the case that the inverse matrix is close to be singular, which could result in wrong estimation results. Then, we propose a modified expectation maximization (EM) algorithm to estimate the model parameters for the parameter estimation of a type of item. This algorithm is the optimal estimation of the MLE and can ensure positive estimation of the drift parameter's variance. Additionally, to overcome the non-convergence problem of the traditional EM algorithm, we replace the MLE of the unit-to-unit variance under the idea of unbiased estimation at the maximization step of the EM algorithm. Finally, we apply a numerical example to verify the performance of the proposed modified EM algorithm by comparing it with the typical MLE method and basic EM algorithm. This paper is organized as follows. In Section 2, we introduce the degradation model. Section 3 investigates the issues regarding parameter estimation for the nonlinear WPME. In Section 4, we validate the developed method by a numerical example and a case study. Section 5 concludes the paper.
II. DEGRADATION MODELING
In this paper, the degradation process can be represented as follows:
where X (t) is the hidden degradation state at time t, B(t) is the standard Brownian motion, λ is the drift parameter, σ B is a diffusion parameter, and (t; θ ) is a nonlinear function with parameter vectors of θ , which is monotonic, continuous, and differentiable. The θ represents the nonlinear feature of the degradation process, and thus it is called a nonlinear parameter in this paper. Without a loss of generality, X (0) is assumed to be zero. There are two typical functions of (t; θ ), i.e., (t; θ ) = exp(bt) − 1 and (t; θ ) = t b . For simplicity, it is assumed that λ is a random parameter with mean µ λ and variance σ 2 λ representing the heterogeneity among different items, and other parameters, i.e., θ and σ B , are fixed parameters that are common to all items. However, for a specific unit, λ is a fixed parameter. This is called a unit-specific assumption. Moreover, λ is assumed to be s-independent with B(t).
In general, measurement errors (MEs) exist extensively in the actual degradation process. The observed degradation data can only partially reflect the underlying degradation state. If the ME is not considered, it could lead to the overestimation of σ B , which could cause premature maintenance [37] . Therefore, the ME needs to be considered in modeling the degradation process. By considering the ME, the observed value of X (t) can be written as
where ε is assumed to be independent and identically distributed with ε ∼ N (0, σ 2 ) at any time point. Remark 1: Under the unit-specific assumption, a model with random effects is used to describe the degradation process for a type of item. Also, a model with a fixed drift parameter is applied to describe the degradation of a specific item. After highlighting this assumption, the MLE method presented by Peng and Tseng [25] is no longer applicable, and thus we present a modified EM algorithm in Section 3.2. Additionally, this assumption is not limited to the nonlinear WPME, but also to the general Wiener-based degradation processes.
III. PARAMETERS ESTIMATION A. PARAMETERS ESTIMATION FOR A SINGLE DEGRADATION PROCESS
The parameter estimation of Wiener processes by the MLE method is a key step in degradation modeling. As mentioned above, there is no mathematical proof of the rule that the SLFs developed by the first differences of the observations (SLF 1 ) and the observations at each point (SLF 2 ) could derive the same estimating results. We now proceed to prove this rule. First we present the following theorem:
,j≤k , I k is an identity matrix of order k, and
Then, the following holds.
The P k k Q k can be calculated directly as follows.
It is easy to prove that
From the first result, it follows that
Thus, we can determine that (4) and (5), the result in (6) can be derived directly.
This completes the proof. Based on Theorem 1, we can determine Theorem 2. Theorem 2: For the Wiener process described in (1) and (2), the model parameters (i.e., λ, θ, σ 2 , and σ 2 B ) estimated by the MLE method based on SLF 1 equal the estimated results based on SLF 2 . Additionally, the value of SLF 1 is equal to that of SLF 2 .
Proof: The log-likelihood function based on SLF 1 can be represented as follows:
where φ = σ 2 /σ 2 B , y k = ( y 1 , y 2 , . . . , y k ) ,
By maximizing (7), the λ, σ 2 B , and φ based on SLF 1 can be estimated as
Substituting (8) into (7) gives
Similarly, we can obtain the log-likelihood function based on SLF 2 represented as follows:
where
By maximizing (10), the λ , σ B 2 , and φ based on SLF 2 can be estimated as
Substituting (11) into (10) gives
Based on the results of Theorem 1, we have
After some simplifications, we determine that
This completes the proof.
In the calculation of MLE, it is time-consuming to calculate the determinant and the inverse matrix of the covariance matrix of the WPME when the amount of data is large [27] . For the likelihood function developed by SLF 1 , the covariance matrix of the WPME, which is divided by σ 2 , can be defined as
. Note that the parameter in the first row and the first column in F k , i.e., f 1,1 , is equal to 1, which is different from the value in [9] . The reason is that [9] ignored the observation at the first time. Recently, Ye et al. [10] modified this weakness and set f 1,1 as 1.
We can obtain the determinant and the inverse matrix of the covariance matrix, as summarized in the following theorem:
Theorem 3: For the covariance matrix displayed in (14), its determinant and inverse matrix can be calculated as follows.
The proof is easy to demonstrate by using Theorem 2.3 in [38] and thus is omitted here. Interested readers can refer to [38] and references therein.
Remark 2: As the covariance matrix of the WPME based on SLF 1 is a symmetric tridiagonal matrix, its calculation of the determinant and inverse matrix is simpler than that based on SLF 1 through computer-based calculations. The simplification in calculation of the inverse matrix could avoid the case that the inverse matrix is close to be singular, which could result in wrong estimation results. Furthermore, from Theorem 3, we observe that the closed form solution for the determinant and the inverse matrix is also simpler and more programmable than that obtained by Peng and Hsu [27] , which is based on SLF 2 . Therefore, we suggest using SLF 1 for reducing computation complexity. In addition, when k is large, the determinant of the covariance matrix could be too small or too large, and thus produce an overflow error. As the logarithm of the determinant is only needed in the MLE, we can calculate the logarithm in (18) . And thus the overflow error is removed.
B. PARAMETERS ESTIMATION FOR THE DEGRADATION PROCESS WITH RANDOM EFFECTS
In this subsection, we give the proof of the rule that the SLFs developed by SLF1 and SLF2 could derive the same estimating results for the degradation with random effects, as demonstrated in Theorem 4. Note that the parameters estimation method for nonlinear degradation model with random effects is the traditional MLE method based on multivariate normal distribution [35] , which is inspired by [25] . Theorem 4: For the Wiener process described in (1) and (2), and it is assumed the degradation measurements are available for all paths at the same times, the model parameters, i.e. = {µ λ , σ 2 λ , θ , σ 2 B , σ 2 }, estimated by the MLE method based on SLF 1 equal the estimated results based on SLF 2 . Additionally, the value of SLF 1 is equal to that of SLF 2 .
Proof: It is assumed that there are N tested items, and the measurement time is t 1 , t 2 , . . . , t k . Let y i,n denote the detected degradation of the nth item at time t i , y i,n = y i,n − y i−1,n , y k,n = (y 1,n , y 2,n , . . . , y k,n ) , and y k,n = ( y 1,n , y 2,n , . . . , y k,n ) . Then, the restricted MLE based on SLF 1 for µ λ and σ 2 λ can be expressed aŝ
The profile log-likelihood function can be written as
Then, the MLE of based on SLF 1 can be obtained by maximizing the profile log-likelihood function in (21) .
Substituting (13) into (19)- (21) , and simplifying, giveŝ
It is easy to obtain that maximizing the profile loglikelihood function in (24) gives the MLE of based on SLF 2 . This completes the proof.
Theorem 1-4 can also be easily verified by simulating calculation.
C. PARAMETERS ESTIMATION WITH RANDOM EFFECTS BASED ON UNBIASED EM ALGORITHM
After highlighting the unit-specific assumption that the drift parameter is fixed for a specific item, the traditional MLE method is no longer applicable. In this paper, we use the EM algorithm to calculate the MLE. The EM algorithm has already been used for the parameters estimation of degradation modeling of the Wiener process by Wang [24] and Ye [39] . However, the EM algorithm presented by Wang [24] is performed for the time-transformed Wiener process, whose drift parameter and diffusion parameter are both random. Ye [39] used the EM algorithm for the time-transformed Wiener process with a random drift parameter and a fixed diffusion parameter. However, the EM algorithm presented in [39] are used for the nonlinear degradation process with a time-scale transformation, which has some limitations for applying to the nonlinear degradation process with a constant diffusion parameter. And, the variance of the drift parameter could converge to zero, as discussed later. The reason is that the unit-specific assumption is not considered. Nevertheless, the EM algorithm should be used under the unit-specific assumption. The EM algorithm presented in this paper is similar to that used by Ye et al. [39] . Recently, Tang [40] proposed a modified EM algorithm and applied to the parameters estimation of the linear WPME. Following Tang [40] , Cai et al. [41] applied this algorithm to the basic nonlinear Wiener degradation model, however the ME is not considered in the degradation model. To increase the universality of the algorithm presented by Tang [40] , this paper generalized the modified EM algorithm to the nonlinear WPME, as discussed in the following.
Without loss of generality, we set (t; θ ) = t b . The parameters estimation of other types of (t; θ ) is similar. As such, all the unknown parameters can be represented as
It is assumed that there are N tested items, and the degradation of the nth item is measured at time t 1,n , t 2,n , . . . , t m n ,n , where m n denotes the available number of degradation measurements of the nth item, and n = 1, 2, . . . , N . Let T n = { T 1,n , T 2,n , , . . . , T m n ,n } ,
According to the properties of the Wiener process, y n follows a multivariate normal distribution with mean and covariance given by
where λ n is the drift parameter of the nth item.
Since the drift parameters λ = (λ 1 , λ 2 , . . . , λ n ) are unobserved in the above log-likelihood function, it is too difficult to maximize it. However, the EM algorithm [42] provides a possible way to resolve this difficulty. Based on the EM algorithm, the drift parameters λ = (λ 1 , λ 2 , . . . , λ n ) can be regarded as the latent variable or missing data. Then, the complete log-likelihood function of ln L( |Y 1:N , λ) can be derived as
The fundamental principle of the EM algorithm is to manipulate the relationship between ln L( |Y 1:N ) and ln L( |Y 1:N , λ) via the Bayesian theorem so that the estimating of can be achieved by two steps: E-step and M-step. Then, the E-step and M-step are iterated multiple times until a criterion of convergence is satisfied. For more details of the convergence properties of the EM algorithm, see [42] . Givenˆ
} as the estimate of in the ith step based on Y 1:N , the EM can be implemented as follows: E-step:
Since the prior distribution of λ n is normal, it is easy to verify that λ n y n ,ˆ (i) follows a normal distribution as [35] λ n Y 1:N ,ˆ
var(λ n y n ,ˆ
By taking the first partial derivatives of the expectation of the complete log-likelihood function in (27) with respect to (µ λ , σ 2 λ ), and setting the three derivatives to zero, we obtain the restricted estimate of (µ λ , σ 2 λ ) aŝ
According to (31) , the parameterμ ), which could cause the loss of freedom. Then, we can observe that this estimation of σ 2(i+1) λ in (32) is similar to the MLE of the basic normal distribution. And, it is well known that the MLE of the variance of the basic normal distribution is biased, especially for small N . For more details about unbiased estimation, refer to [43] . Considering the cost factor, the degradation data of congeneric items is scarce, especially for new products and critical products with high cost. Therefore, using (32) could derive an underestimation of σ 2 λ . However, if the MLE is multiplied by N / (N − 1) , it obtains the unbiased result. Therefore, inspired by the estimation property of the basic normal distribution, we use the idea of unbiased estimation to modify the estimation of σ
It is easy to determine that(μ
) is uniquely determined and located at the maximum. For more details, see the proof of Theorem 2 in [30] .
Substituting the restricted estimate into (27) and simplifying gives the profile log-likelihood function only regarding (b, σ 2 B , σ 2 ) as
By maximizing the profile log-likelihood function in (34),
, andσ 2(i+1) . The maximization process can be conducted using the MATLAB function ''fminsearch''. The function ''fminsearch'' is used for a multi-dimensional search without constraints using the Nelder-Mead simplex search method; details can be found in [44] . The E-step and M-step are applied iteratively until the solution converges. Compared with the traditional MLE method, the modified EM algorithm could increase the calculation. However, as the modified EM algorithm is easily programmable, this algorithm has little effect on the calculation efficiency of parameters estimation.
IV. EXPERIMENTAL STUDIES
In this section, we use a numerical example and a case study to compare the proposed parameter estimation method with two typical methods (i.e., the method using the MLE directly [25] and the two-step method [30] ).
A. NUMERICAL EXAMPLE
In this experiment, we use the MLE method in [35] inspired by [25] as a specific MLE method for the parameters estimation of the nonlinear model with ME.
For the two-step MLE method presented in [30] , the log-likelihood function for the nonlinear WPME regarding b, σ 2 B , σ 2 , λ can be written as
As the name implies, the two-step MLE method is implemented in two steps. Firstly, the parameters b, σ 2 B , σ 2 , and λ = {λ 1 , λ 2 , . . . , λ n )} are estimated by maximizing (35) . Secondly, µ λ and σ 2 λ are estimated by the estimatedλ. For simplicity, the proposed parameters estimation method by the EM algorithm is referred to as M a , the typical method by using the MLE directly as M b , and the two-step method as M c .
The degradation data is simulated by the Euler approximation method [45] . The specific simulating process can be illustrated as the follows steps: 1) based on the nonlinear parameter θ and measurement frequency, we can obtain the simulated data of (t; θ) at different times; 2) according to the prior distribution of λ, we can simulate different drift parameters and obtain the simulated data of different drift terms λ n (t; θ); 3) using the time interval t and the mathematical property of Wiener process, we can simulate the simulated data of the diffusion term σ B B(t) and obtain the simulated data of the degradation process λ n (t; θ )+σ B B(t); 4) by adding the ME, the observed degradation data can be simulated. Without loss of generality, we set µ λ = 1, σ 2 λ = 2.5e-3, b = 1.5, σ 2 B = 0.25, and σ 2 = 1. And, six items are simulated with a measurement frequency of 1 h and a terminated time of 8 h, as shown in Fig. 1 . The specific simulated observed data are displayed in Table 1 .
We first compare the results of the EM algorithm using an unbiased estimation of σ 2 λ with the EM algorithm using asymptotic unbiased estimation of σ 2 λ . The iterative processes of these two methods are illustrated in Figs. 2 and 3 , respectively.
We can observe that the iterative process converges after 500 iterations by using the unbiased estimation of σ 2 λ in Fig. 2 . However, in Fig. 3 the iterative process does not converge after 200,000 iterations by using the asymptotic unbiased estimation of σ 2 λ . Fig. 3 shows that the estimate of σ 2 λ at 200,000 iterations is 5.83e-7 because the asymptotic unbiased estimation of σ 2 λ could derive a lower approximate value of σ 2 λ than that using the unbiased estimation. This could further lead to the slow convergence or even no convergence. To compare the estimation accuracy of the proposed method with the traditional methods, the overall relative mean squared errors (RMSEs) of the estimated parameters are used. The RMSEs directly assesses the estimation accuracy, and it can be written as
where h denotes the number of model parameters, θ i denotes the real value of the model parameters, andθ i denotes the estimation results of the model parameters.
Then, we calculate the estimated results of three typical MLE methods, as shown in Table 2 , where M b and M c respectively denote the method M b and M c with restriction. From Table 2 , we can observe that the estimate of σ 2 λ is negative. This is in conflict with the modeling assumptions, which can be explained as follows. In the typical method of using the MLE directly, we can assume that y n follows a multivariate normal distribution with the mean µ λ t n and covariance σ 2 λ T n T n + σ 2 B D n + σ 2 F n . We can observed that the main diagonal of n is always positive, i.e. σ 2 λ T 2 i,n + σ 2 B t i,n + σ 2 > 0, or σ 2 λ T 2 i,n + σ 2 B t i,n + 2σ 2 > 0. However, at the maximizing process of the ln L( |Y 1:N ) in (35) , it cannot be ensured that σ 2 λ > 0 since σ 2 λ T 2 i,n + σ 2 B t i,n + 2σ 2 is the sum of σ 2 λ T 2 i,n , σ 2 B t i,n , and 2σ 2 [30] . The reason is that the typical method of using the MLE directly assumes that the random parameter λ is also random for a specific item. Then, the dynamic features of a specific item are described by the random effects and Brownian movement simultaneously. If the dynamic feature is dominated by the Brownian movement, the estimated σ 2 λ could be negative. Therefore, the unitspecific assumption needs to be emphasized.
Additionally, we observe that the estimation of σ 2 B is negative by using the two-step MLE method. This is because the dynamic feature of the observed data is described by the Brownian movement and ME simultaneously. And, if the dynamic feature of the observed data is dominated by the ME, the estimated σ 2 B could be negative. To maximize the loglikelihood function of ln L( |Y 1:N , λ) in (26) , the σ 2 B , σ 2 , and σ 2 λ need to be minimized simultaneously. However, the twostep MLE method only minimizes the σ 2 B and σ 2 during the maximizing process of ln L(b, σ 2 B , σ 2 , λ|Y 1:N ) in (36) . As a result, using the two-step MLE method could overestimate σ 2 λ in a general case. If the σ 2 B , σ 2 , and σ 2 λ are restricted to be non-negative, the estimated results are given in the last two lines of Table 2 . Obviously, the results of RMSEs from M a are closer to the real value than those obtained from M b and M c . Combined with the discussion above, we can draw a conclusion that M b and M c are sub-optimal estimators; however, M a is an optimal estimator. Note that the degradation data in Table 1 is a special case to compare the three methods for an illustrative purpose, and the results by these three methods are similar in many cases.
Remark 3: In the program of the modified EM algorithm presented in this paper, we use the presented simple method to calculate the determinant and the inverse matrix of the covariance matrix as shown in (18) and (16) . If the function library of Matlab is used directly, the Matlab software could output error message, i.e. ''Warning: Matrix is singular, close to singular or badly scaled. Results may be inaccurate.'' and ''Exiting: Maximum number of function evaluations has been exceeded. -increase MaxFunEvals option. Current function value: -6713413294805280'' And the wrong estimation results could be gained as shown in Table 3 , where M a . denotes the method using function library of Matlab directly. This phenomenon does not appear every time. However, once it appears, it could lead to estimation error. As the presented simple method for calculating the determinant and the inverse matrix of the covariance matrix is easy to be programed, it should be used for parameters estimation for the WPME, especially when the number of detection times is large.
B. CASE STUDY
In this experiment, we use the laser data given by [5] to compare our method with the traditional MLE method. As discussed in [23] and [25] , the laser data show a clearly linear path. More information about the data description can be found in [25] . Thus, we use the linear model with ME for parameters estimation. By using the linear model with ME, the estimation of σ 2 λ is positive as calculated in [25] . To illustrate the condition that σ 2 λ < 0, we delete four data paths of the laser data. The last degradation data at time 4000 of these four deleted laser data are 10.94, 9.28, 11.01 and 12.21 respectively. The rest laser data of 11items are shown in Figure 4 .
The estimated data by the three methods are given in Table 4 , we can see that the estimated σ 2 λ and σ 2 by the traditional MLE method (M b ) are negative. This indicates that in some cases the traditional MLE method (M b ) could not identify σ 2 λ and σ 2 , as σ 2 λ and σ 2 should be positive. Only σ 2 B can be obtained, which could result in failure of parameters estimation. We can also see that the presented unbiased EM method and the two step MLE method can solve this problem. The differences regarding these two methods are that M b obtain larger σ 2 λ and smaller σ 2 B . This phenomenon is consistent with the simulated example.
V. CONCLUSION
This paper investigates the issues regarding parameters estimation for the nonlinear Wiener processes with measurement errors. We first propose a rule that the two typical ways of developing the SLF could obtain the same results, and thus the simpler SLF (i.e., an SLF based on the first differences of the observations) is suggested. We also present a simple method to calculate the determinant and the inverse matrix of the covariance matrix of the WPME. In order to adapt to the unit-specific assumption, a modified EM algorithm is proposed to estimate the parameters with random effects under the concept of unbiased estimation. Finally, we propose a numerical example and a case study to demonstrate the usefulness and superiority of the modified EM algorithm.
Although the usefulness and superiority of the modified EM algorithm are demonstrated by a numerical example and a case study, the unbiasedness of the modified EM algorithm has not been verified in this paper. And, the following questions are still not answered. E.g. why the traditional MLE method could obtain a negative estimation of the variance of the drift parameter? How to obtain and verify the optimal parameters estimation results? CHUANQIANG YU received the B.Eng., M.Eng., and Ph.D. degrees from the High-Tech Institute of Xi'an, Xi'an, China, in 2000, 2003, and 2007, respectively. He is currently an Associate Professor with the Department of High-Tech Institute of Xi'an. He has authored or coauthored over 20 articles. His main research interests include prognostics and health management, reliability estimation, and predictive maintenance.
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