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Abstract
Growing the need for long-life and high-available programs, dynamic reconfiguration is going to
be an important research issue. Dynamic reconfiguration enables the software systems to change
at runtime to decrease their down-time in case of any updating, upgrading or in any changes.
Any invalid reconfiguration at runtime may lead programs into invalid states. In this paper,
we investigate on validity of dynamic reconfiguration for component-based programs and propose
validity conditions for it. We show that the problem of validity assurance in general is undecidable
and there is no general-purpose algorithm to verify dynamic reconfiguration validity. To have a
computable algorithm for validity check we present some sufficient conditions for achieving validity.
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1 Introduction
Growing the need for long-life and high-available programs, dynamic recon-
figuration is going to be an important research issue. Dynamic software re-
configuration means any change, such as updating, upgrading or otherwise in
architecture of a program, at runtime.
Dynamic reconfiguration has several practical applications. For instance,
in public information systems with high availability and in mission- and safety-
critical systems reconfiguration at runtime can decrease the cost of the updat-
ing or upgrading of the system through removing risk of getting the system
shut down. In addition, dynamic reconfigurable programs can provide abil-
ity to change set of features available in the program. This ability is a key
requirement for Pervasive Computing [17] in sense of adapting the applica-
tion with new situations and contexts. In Active Networks [15], dynamic
reconfiguration is necessary for routers and switches to perform customizable
computation on packets. Moreover, in Software Defined Radio [19] in which
all parts of communication protocol stack including signal processing parts of
wireless device are implemented in software, dynamic reconfiguration enables
devices to change their communication protocols at runtime.
On the other hand, component-based programs are going to be common
in practice and have many advantages. In general, component-based program
architecture is composed of components and links between them [13]. Re-
configuration in architectural level of these programs can be performed in a
very systematic way through reconfiguration operations like, add or remove a
component or link from the architecture. The necessity of high-availability of
dynamic reconfigurable software systems makes them very complex systems.
As a result performing a dynamic reconfiguration on them should be carried
out with a special cares. In this paper, we would like to investigate on valid-
ity of dynamic reconfiguration. The remaining of this paper is organized as
follows: In section 2, we describe background and related works. In section 3,
we explain program model that we consider to solve the validity problem. In
section 4, we discuss dynamic reconfiguration of a program. We show that the
problem of determining validity for component-based programs is undecidable
and there is no general algorithm for guarantee the validity. Afterwards we
give a set of sufficient conditions for validity in section 5. Finally, in section 6
we conclude and give directions for further research.
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2 Background
Architectural changes in software can occur at design time, compile or build
time, or runtime [14]. Dynamic reconfiguration on software architectur changes
the architecture during the system’s execution [13]. Software architecture can
be viewed as a graph, which nodes are components and edges are links. Com-
ponents typically encapsulate data or functionality while links coordinate the
communication between components. More specifically, software architecture
describes the decomposition of a program into components, the interconnec-
tion of the components, and component interaction [1]. Several investigations
have been performed about dynamic reconfiguration. Developing dynamic re-
configurable systems have been reported in literature, such as DAS operation
system, DiPS component based protocol stack [15], CONIC [7], ARGUS [18],
and POLYLITH [1]. Moreover, there are some supportive researches on the
programming languages like, dynamic Java classes [16] and dynamic classes for
C++ [6]. There are also languages for description of dynamic reconfigurable
architectures, in which most of them are an extension of ADLs [12], such as
C2SADEL [14] and RAPIDE [9]. A good survey about dynamic architecture
description languages can be found in [8]. Although dynamic reconfiguration
has practical applications and many researchers have focused on the develop-
ment of tools, approaches, and formalisms to support it, there has been a lack
of use by software practitioners. This lack is particularly noticeable outside
of the area of safety-critical and high availability software. In [2], Szyperski
concentrate on the lack of practical uses of reconfigurable component-based
system. He believes primary reasons dynamic reconfigurable systems are not
used, are ”challenging in terms of correctness, robustness, and efficiency” [2].
We distinct correctness of dynamic reconfiguration of component-based pro-
gram into two parts: first, correctness of the program’s and reconfiguration’s
specifications and second, correctness of dynamic reconfiguration. We want
to investigate on that whether a correct specification of program and recon-
figuration would lead to a correct or ”valid” program. Intuitively, validity in
this case means new behavior of the program be intended new behavior. Per-
forming valid reconfiguration is not a simple task, because running program
may be in a state that is not ready for change. Dynamic reconfiguration may
need to transfer state of old program to corresponding state of new program.
It means that, for some states of the old program there are no corresponding
states in the new one and we cannot perform any valid reconfiguration in this
state of execution even with a correct specification of the program and the re-
configuration. Gupta and Jalote [3], have given a precise definition of validity
of change in software updating. Software updating, is a special case of software
reconfiguration. They have considered simple procedural and object oriented
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program model. They have also proved that the validity of dynamic software
updating is undecidable for simple procedural program model. In this pa-
per, we consider dynamic reconfiguration in a general form, which means any
change at runtime for any purpose. We want to extend Gupta’s [4] theoretical
issues for component-based program model and for dynamic reconfiguration.
3 Program Model
We consider a component-based program, which is executed by a process. It
is composed of some components and links between them. We represent a
program by a labeled connected graph such as P = (B, L) in that, B is a set
of nodes or building blocks and L is a set of the links between the nodes.
3.1 Component Model
Components have simple and general form including two ports, one in-port
and one out-port for reading input and writing output messages (Fig 1). Com-
ponents are linked to each other through ports. Every port supports some
message types. We consider the link, a connection from one component’s in-
port to another’s out-port, in which both of them support common message
types to pass through. Each in-port or out-port may support some links to
attach one component to other components. In this model, each component
is specified by a tuple ci = (r, p), in that r is a finite set of required message
types for in-port of and p is a finite set of provided message types for out-port
of ci . We consider operations of a component as internal properties, which
are realized through ports.
Component In-portOut-port
Fig 1. Simple component model
We specify link by triple (ci, cj, m) which explains a link from ci to cj with
a set m of message types passing through the out-port of ci and in-port of cj.
This express that ci’s out-port as well as cj’s in-port support all message types
in m. As an example, suppose that P is a program with three components
and two links (Fig 2). Supported message types between c1 and c2 are m1 and
m2, and between c2 and c3 are m3 and m4. We consider ci.p as a set for all
provided message types of a component ci, and cj .r as a set for all required
message types of a component cj. Moreover, for a link (ci, cj, m) we have
M. Niamanesh et al. / Electronic Notes in Theoretical Computer Science 159 (2006) 227–239230
m ⊆ ci.p and m ⊆ cj .r.
P = (B, L) B = {c1, c2, c3} L = {(c1, c2, {m1, m2}), (c2, c3, {m3, m4})}
-
In-port
C1-
m1,m2
C2 C3- -
m3,m4
- -
Out-port
Fig 2. Architecture of program P , its components,
links and message types
Note that, every input to program is considered as a sequence of messages
pass to its components.
3.2 Component Behavior
The behavior of component is characterized through a sequence of states which
every state contains entire characteristic of the component in some instant of
runtime. Therefore, the behavior of the program will be a subset of Carte-
sian product of all components’ state sequences. Components in the program
communicate with each other through sending and receiving messages. Each
component upon receiving a message passes through some states. Final state
in state sequence of component is one, which puts a message instance to out-
port of the component.
Each state of component contains entire characterization of the component,
which typically contains values of local variables, state variables, content of
process stack, and program counter.
4 Dynamic Reconfiguration of a Program
In this section, we want to realize that what dynamic reconfiguration is, and
how to perform it at runtime. In terms of operations, we can consider recon-
figuration as a set of basic operations to change program.
4.1 Reconfiguration Operation
Reconfiguration of a program changes its components and or links. As a
result, we consider a reconfiguration as a set of operations, which can change
architecture of program.
Definition 4.1 A reconfiguration ∆, is a set of operations for changing ar-
chitecture of program. Following list is considered as our basic reconfiguration
operations:
• Add(ci): adding component ci
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• Delete(ci): deleting component ci
• Attach(ci, cj): attaching component ci to cj
• Detach(ci, cj): detaching component ci from cj
We consider operation Replace(ci, cj), as a composite operation which is
equivalent to two subsequent operations, Delete(ci) and Add(cj), in addition
that ci and cj are replaceable from semantic point of view. We define dynamic
reconfiguration as a reconfiguration, which is implemented at runtime. We
show reconfiguration ∆ as a minus operation between old and new programs.
For more explanation, suppose that it is required to change the specified pro-
gram in Fig 2 to a new one, P ′, which is depicted in Fig 3.
P ′ = (B′, L′) B′ = B − {c2, c3} ∪ {c4, c5, c6} L
′ = (L− {(c2, c3, {m3, m4})}) ∪
{(c5, c6, {m3, m4, m5}), (c4, c6, {m6})}
- -
m1,m2
In-port
?
m6
C1 C5 C6- -
m3, m4, m5
- -C4
Out-port
Fig 3. Architecture of program P ′, its components,
links and message types
Based on the specifications of P and P ′ it is easy to check that the required
reconfiguration is as below:
P ′ − P = ∆ = Replace(c2, c5), Replace(c3, c6), Add(c4), Attach(c6, c4),
Attach(c5, c6), Attach(c1, c5).
Note that for simplicity we supposed that by deleting a component, all at-
tached links are deleted, too.
4.2 Reconfiguration Implementation
By reconfiguration implementation, we mean applying change on program
executed by a process. After changing, the process executes another program
from a non-initial state. Before describing how to implement a reconfiguration
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at runtime, we define reachable states.
Definition 4.2 A state s is said to be a reachable state of a program P , if
and only if, a process executing P , from initial state s0 can reach s at some
time for some inputs.
We consider state as complete characterization of process. As a result, if
a process is started from a non-initial reachable state, then behavior of the
process is like when the state had been reached by the process starting from
initial state. In other words, the reachable state can be created by another
process.
Definition 4.3 Implementing a dynamic reconfiguration on a process that
executes program P is performed in four phases (Fig 4):
• Freeze: the process is stopped in a reachable state like s
• Change: the components and the links of program P is replaced with a new
components and links
• State transferring: the state of program P , say s, is transferred to the state
of new program
• Re-execution: the process is executed from a new state
P P
′
1
2 3
-
4
The process in state s The process in state s′
Fig 4. After reconfiguration, program P is changed into P ′
and the process executes P ′ from a non-initial state.
For the state transferring we have a mapping function which maps old
program state to new one, by mapping all contents of state to appreciate
values. In other words, it may be required to map values of some variables to
other values even with a different type. Because of implementation reasons,
we restrict class of mapping functions to a simple class in which functions does
not map value of local variables.
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5 Reconfiguration Validity
Reconfiguration on a process enforces executing a program from a non-initial
state. Intuitively, a reconfiguration is valid when after the changing phase,
the process executes new program just like situation it has been executed
from its initial state. Suppose that a process is executing a program P and
it is required to reconfigure P into P ′. State sequence of the process when
executing P has an initial state, say s0, together with some reachable states.
After re-execution, the process should execute program P ′ with another state
sequence, which has its own initial state and reachable states. If we suppose
that finally the reconfiguration would be valid, there will be two possibilities:
• The process, re-executes new program from one of its reachable states.
• After re-execution phase, the process continues its running by passing
through some unreachable states and then enters in a reachable state of the
new program.
In the second case, new program passes from some unreliable states and
then comes into a reachable state of program. It is important to note that,
typically behavior of the process in unreliable states is most likely to the new
program. In transitioning from old program state to new one, semantic knowl-
edge is required to find corresponding state of freeze states in new program.
As mentioned before, state corresponding between old and new programs is
performed through a mapping function, F . This function is defined on states
of old program and determines corresponding state in new program. Based
on the above concepts, now we define the valid reconfiguration.
Definition 5.1 A dynamic reconfiguration of a process from a program P to
a program P ′ is valid, if and only if in a finite amount of time after change
state of the process comes into a reachable state of P ′. In other words, in a
valid reconfiguration, number of unreliable states should be finite.
Lemma 5.2 For a component-based program P and an input message se-
quence, it is not decidable, whether the program reaches to its final state or
not.
Proof. We are going to prove that decidability of this problem can be reduced
to decidability of halting problem. Suppose that we want to solve halting
problem for program A with input I. we build a component-based program
P with one component which body is the code of program A, and gets the
input I as a suitable massage sequence and produces A’s output as a suitable
massage sequence. It is clear that the reachability of the last state of the
program P with a sequence of massages is equal to ability of the program
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A to halt on a sequence of inputs. Therefore, as the halting problem is not
decidable, our problem is undecidable, either. 2
Theorem 5.3 For component-based programs P and P ′, a state mapping
function F , and a reachable state s of the program P in which F is defined,
it is not decidable whether a dynamic reconfiguration from P to P ′, using
mapping function F , at state s is valid or not.
Proof. A dynamic reconfiguration is valid, when the massage sequence sent to
the program would lead to a reachable state of the new program. Assume F is
a function that maps any reachable state of P to the final state of P ′. Validity
of the dynamic reconfiguration from P to P ′, is equal to the reachability of
the final state of the program P ′, and as the latter is not decidable, the former
is undecidable, either. Undecidability of the problem has important results.
It means that we can not present a general purpose algorithm which gets the
parameters P , P ′, F and s, to check the validity of reconfiguration. In other
words, it means that to have a valid and assured reconfiguration it is necessary
to find some sufficient conditions on the parameters. 2
5.1 Conditions for Validity
Any reconfiguration on a program affects on some components. For simplic-
ity, it is considered that affected components make a connected sub-part of
program.
Definition 5.4 An Affected area AA(P,∆) for a reconfiguration ∆ in a pro-
gram P is a part of it which is changed through the reconfiguration. We define
AA(P,∆).r as a set of required message types which are not provided with
components of AA(P,∆) and AA(P,∆).p is a set of provided message types
which are not required in components of AA(P,∆).
In other words, we consider AA(P,∆) as a big composite component which
has sets of required and provided message types. Based on the four phases
mentioned for implementing of a dynamic reconfiguration, we have identified
three parameters for validity assurance of a dynamic reconfiguration: type of
change, freeze time, and state transferring.
• Type of change: From validity point of view, we cannot perform any change
on a running program. There should be some conditions for example in
replacing two components. For this purpose, we define enhanced version of
a component.
Definition 5.5 Component c2 is an enhanced version of c1, if following
condition is hold: If s1 is a reachable state of a program in which F is
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defined, and next instruction is to send a message to in-port of component
c1 and after executing c1, the program goes to state s2, then if new program
with component c2 as a substitute of c1 will be in state F (s1) then after
executing c2, it will be in F (s2).
The above definition helps us in comparing components from functionality
point of view.
• Freeze time: In freeze phase of a reconfiguration, changing components and
links of program should be in appropriate states to have a valid reconfigu-
ration. For this purpose, we define safe states for a reconfiguration.
Definition 5.6 State s for a program P and a reconfiguration ∆ is a S
¯
afe
R
¯
econfiguration P
¯
oint (hereafter SRP) if no components of AA(P,∆) be in
an any interaction.
• State transferring: after changing program of process to new one, valid-
ity enforces that the process should reach to a reachable state of the new
program.
Theorem 5.7 If component c2 be an enhanced version of c1 then for each
reachable state s of program, in which state mapping function F is defined, in
the case that if is not in any interaction and no mapped variables defined or
used by any unchanged components then F (s) will be a reachable state of new
program.
Proof. We prove the theorem by induction on the s, which is a reachable
state. Suppose that P is state sequence of the program, which is generated
through a sequence of input messages of the component, and s0 is the initial
state. Basis of the induction. State s0 in P corresponds to F (s0) in P
′. The
only difference may be in values of variables, as some variables which have
value null in s0 of P can have another values in F (s0) of P
′. Induction step.
As the induction hypothesis, let the theorem be true for a state sequence of
P , ending with si. It means that there exists a sequence of states of P
′, which
ends with F (si). Let the next reachable state be si+1, which can be reached
in two ways: (It is clear that the statement which should be executed between
si and si+1 is the same as the one between F (si) and F (si+1), because the
control point is in a component on the runtime stack and the components on
the stack can not be changed).
• After execution of component c1: in such a state, based on the definition of
enhanced version of a component, after execution of c2 in P
′, F (si+1) is the
next reachable state.
• After execution of an unchanged component: in such a state, let s′i+1 be
the next reachable state after the execution of the component. We would
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like to prove that s′i+1 = F (si+1). The state is distinguished by the value
of PC, state variables, local variables of the component, and the content
of process stack. The value of PC is the same in both states. Because of
the contraction about the mapping function, local variables have the same
values in si and F (si), and of course in si+1 and F (si+1). Since according
to the assumption, the statement between si and F (si) does not use any
mapped variables, the values of local variables does not change in going
from si to si+1 as in going from F (si) to s
′
i+1. Thus the values of PC, local
variables, and unmapped variables are the same in si+1 and s
′
i+1 and hence
in F (si+1) and s
′
i+1, so it is proved that s
′
i+1 = F (si+1).
2
Sufficient conditions for validity
Dynamic reconfiguration from program P to P ′ with reconfiguration ∆ in
that (∆ = P ′−P = Replace(c2, c1)) is valid if all the following conditions are
hold :
• c2 is an enhanced version of c1
• P has stopped in a SRP
• Mapping function has been defined in s.
The first condition for a general reconfiguration in which P ′ − P = ∆ will be
as follow: AA(P ′,∆) is a enhanced version of AA(P,∆).
This means that, there are situations in which the components of the
affected area are not enhanced version and the complete reconfiguration is
valid.
Theorem 5.8 Dynamic reconfiguration of a process, from program P into P ′
is valid if three mentioned conditions are satisfied.
Proof. Similar to the proof for Theorem 2. 2
6 Conclusion and future work
Dynamic reconfiguration is an approach for changing the software without
shutting down its executing process. Dynamic reconfiguration is necessary in
high-available software systems like switches in active networks, or mission
critical systems such as online banking system, or long life applications in
pervasive computing environments. In this paper, we have presented issues
related to validity assurance of dynamic reconfiguration in a simple model of
component-based programs. We used and extend Gupta’s definition for valid-
ity [3]. We have shown that the problem of validity assurance in general for
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a component-based program is undecidable. We have proposed three param-
eters and developed sufficient conditions for achieving validity. In this paper,
we considered simple model for component-based programs. Extending the
model for general models is the roadmap for our research.
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