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RESUMO
Orbifolds podem ser vistos como generalizac¸o˜es de variedades. Podemos
defini-los por cartas e atlas, quocientes de variedades por ac¸o˜es de grupos ou
grupoides de Lie. Nosso objetivo neste trabalho e´ caracteriza´-los por estas
maneiras distintas e ver as relac¸o˜es existentes entre cada definic¸a˜o.
Palavras-chave: Orbifolds. Variedades. Atlas. Quocientes. Grupoides.

ABSTRACT
Orbifolds can be seen as generalizations of manifolds. We can define them
through charts and atlases, quotients of manifolds by group actions or Lie
groupoids. Our goal in this work is to study these different approaches cha-
racterize them accordingly and see the relationships between these settings.
Keywords: Orbifolds. Manifolds. Atlases. Quotients. Groupoids.
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INTRODUC¸A˜O
Orbifolds, originalmente chamados V-manifolds, foram introduzidos
em topologia e geometria diferencial na de´cada de 1950 por Ichiroˆ Satake
nos artigos ’On a generalization of the notion of manifold’ (SATAKE, 1956)
e ’The Gauss-Bonnet theorem for V-manifolds’ (SATAKE, 1957), como uma
generalizac¸a˜o de variedades diferencia´veis. Nestes artigos Satake provou para
esta nova estrutura teoremas cla´ssicos de geometria diferencial, como por
exemplo, o Teorema de de Rham e o Teorema de Gauss-Bonnet. Podemos
pensar em um orbifold como um par formado por um espac¸o topolo´gico, e
uma estrutura de cartas semelhantes a`s das variedades, formando um atlas.
Esta foi a abordagem usada por Satake em seus artigos.
Na de´cada de 1970, William Thurston, de maneira independente, defi-
niu orbifolds e fez uso desta nova estrutura para seu programa de estudo sobre
geometria de 3-variedades. Orbifolds aparecem no de´cimo terceiro capı´tulo
das notas de aula: ’The geometry and topology of three-manifolds’ (THURS-
TON, 2002). Em particular ele cunhou o nome orbifold e descobriu carac-
terı´sticas desta nova estrutura.
Mais recentemente orbifolds veˆm sendo representados por grupoides.
Dentre os que desenvolveram esta abordagem, se destacam Ieke Moerdijk e
Dorotea Pronk em ’Orbifolds, sheaves and groupoids’ (MOERDIJK; PRONK,
1997).
Gostarı´amos de ressaltar que a visa˜o histo´rica aqui exposta diz res-
peito somente ao trabalho iniciado por Satake, isto e´, pelo vie´s da geometria
diferencial. Entretanto orbifolds aparacem em diversas a´reas da matema´tica,
incluindo geometria alge´brica, topologia, a´lgebra e a teoria fı´sica de cordas.
Caso o leitor deseje saber mais sobre a histo´ria dos orbifolds e seus desdo-
bramentos por diversas a´reas e abordagens, indicamos a introduc¸a˜o do livro
’Orbifolds and stringy topology’, (ADEM; J.; RUAN, 2007), na qual seus autores
discorrem sobre va´rios aspectos de suas origens.
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Nosso trabalho e´ composto de treˆs capı´tulos, cada um dedicado a uma
forma de se caracterizar orbifolds. No Capı´tulo 1 os definiremos via car-
tas e atlas, analogamente ao feito quando se estuda variedades, por exemplo
como em (LEE, 2013). Na sequeˆncia demonstraremos que orbifolds podem
ser obtidos como quocientes de variedades por grupos de Lie. O Capı´tulo 3,
e u´ltimo, se preocupa em estudarmos grupoides, e como a partir destes uma
estrutura de orbifolds surge de forma intuitiva e se relaciona com a primeira
abordagem.
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1 ORBIFOLDS VIA CARTAS
Neste capı´tulo, estudaremos orbifolds como espac¸os localmente vis-
tos como conjuntos abertos de espac¸os euclideanos quocientados por grupos
finitos.
Nossa intenc¸a˜o neste capı´tulo e´ definir cartas e atlas de orbifolds den-
tre outros conceitos. Desta forma, gostarı´amos de introduzir este novo objeto
de estudo de forma ana´loga a` utilizada em variedades.
Todas as variedades neste trabalho sa˜o Hausdorff, segundo conta´veis e
diferencia´veis (C∞). Para resultados ba´sicos de variedades, usaremos como
refereˆncia (LEE, 2013).
1.1 AC¸O˜ES DE GRUPOS
Definic¸a˜o 1.1.1 (Ac¸o˜es de grupos): Seja G um grupo de Lie e M uma vari-
edade. Uma ac¸a˜o suave (ou diferencia´vel) de G em M e´ uma func¸a˜o dife-
rencia´vel θ∶ G ×M →M tal que:
(i) θ(e, p) = p para todo p ∈M ;
(ii) θ(g ⋅ h, p) = θ(g, θ(h, p)) para todo g, h ∈ G e p ∈M .
O elemento e representa a unidade do grupo G. Como usual, denota-
remos θ(g, p) por g ⋅ p.
Nossas ac¸o˜es neste trabalho sempre sera˜o suaves, e desta forma sem-
pre diremos apenas ac¸a˜o de grupo e queremos dizer ac¸a˜o de grupo suave.
Observac¸a˜o 1.1.2 Dada uma ac¸a˜o de grupo como acima e fixado um ele-
mento do grupo, isto e´, θ∶ G ×M → M e g0 ∈ G fixado, podemos definir a
func¸a˜o θg0 ∶ M →M por θg0(p) = θ(g0, p) = g0 ⋅ p.
Agora se fixarmos um ponto p0 ∈ M e permitirmos que g ∈ G varie,
podemos definir a func¸a˜o: θp0 ∶ G→M , por θp0(g) = (g, po) = g ⋅ p0.
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Pode-se mostrar que se θ∶ G×M →M e´ ac¸a˜o, enta˜o para todo (g, p) ∈
G ×M e (X,Y ) ∈ T(g,p)(G ×M) ≅ TgG⊕ TpM :
dθ(g,p)(X,Y ) = dθp∣g(X) + dθg ∣p(Y ).
Uma ideia para demonstrar este fato e´ utilizar a caracterizac¸a˜o de vetores
nos planos tangente TgG e TpM por curvas. Desta forma, verifica-se que
dθ(g,p)(X,0) = dθp∣g(X) e analogamente que dθ(g,p)(0, Y ) = dθg ∣p(Y ).
Para o que faremos nestes primeiros para´grafos, dois tipos de ac¸o˜es
nos sera˜o muito importantes. Sa˜o elas as ac¸o˜es efetivas e ac¸o˜es livres.
Definic¸a˜o 1.1.3 (Ac¸a˜o efetiva, livre): Uma ac¸a˜o de um grupo de Lie G em
uma variedadeM e´ chamada efetiva se o u´nico elemento emG que fixa todos
os p ∈ M e´ o elemento unidade e. Dizemos que a ac¸a˜o e´ livre se nenhum
p ∈M e´ fixado por algum g ∈ G ∖ {e}.
Seja G um grupo de Lie agindo em uma variedade M . Como vimos,
denotamos a ac¸a˜o por θ∶ G ×M →M e escrevemos g ⋅ p = θ(g, p). A o´rbita
de um ponto p ∈M consiste do conjunto de imagens de p pelos elementos do
grupo e e´ denotada por G ⋅p ∶= {g ⋅p; g ∈ G}. Denotamos o grupo de isotropia
de p ∈M por {g ∈ G; gp = p} =∶ Gp.
Nos pro´ximos capı´tulos, o seguinte tipo de ac¸a˜o sera´ necessa´ria.
Definic¸a˜o 1.1.4 (Ac¸a˜o quase livre): Uma ac¸a˜o de um grupo de Lie G em
uma variedade M e´ quase-livre quando cada grupo de isotropia e´ finito.
Definimos uma relac¸a˜o de equivaleˆncia em M , cujas classes de equi-
valeˆncia sera˜o exatamente as o´rbitas da ac¸a˜o do grupo que age neste espac¸o,
da seguinte forma. Sejam p, q ∈M , p ∼orb q se existe g ∈ G tal que q = g ⋅ p.
Note que a classe de um ponto de p ∈M e´ dada por [p] = {q ∈M ;∃g ∈
G ∶ q = g ⋅ p} = {g ⋅ p; g ∈ G}. Mas este conjunto e´ a o´rbita de p, isto e´,[p] = G ⋅ p. Enta˜o as classes de equivaleˆncia de ∼orb sa˜o as o´rbitas de cada
ponto pela ac¸a˜o do grupo G. O conjunto das o´rbitas M/G ∶=M/∼orb munido
da topologia quociente e´ chamado de espac¸o orbital.
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1.2 CARTAS E ATLAS DE ORBIFOLDS
Feitas estas definic¸o˜es preliminares, vamos definir cartas de orbifold.
Definic¸a˜o 1.2.1 (Carta de orbifold): Seja X um espac¸o topolo´gico e n ∈ N.
Uma carta de orbifold n-dimensional em X e´ uma tripla (Ũ ,GU , φU) onde:
(i) Ũ ⊂ Rn e´ um conjunto aberto e conexo;
(ii) GU e´ um grupo finito que age em Ũ efetivamente;
(iii) φU ∶ Ũ → X e´ uma func¸a˜o contı´nua e GU -invariante tal que U ∶=
φU(Ũ) ⊂X e´ aberto e a aplicac¸a˜o induzida φU ∶ Ũ/G→ U e´ um home-
omorfismo.
PorGU -invariante, queremos dizer que φU○θg = φU para todo g ∈ GU .
Vamos nos referir a`s cartas de orbifolds apenas por cartas.
Exemplo 1.2.2 (Carta de orbifold): Adaptado de (AMENTA, 2013, Exemplo
1.1.3). Sejam B ∶= B0(1) a bola aberta unita´ria em R2 e Zn o grupo cı´clico.
Vamos identificar R2 com o conjunto dos nu´meros complexos C e Zn com o
grupo das n-e´simas raı´zes da unidade, isto e´, Zn = ⟨e 2piin ⟩ . Tal grupo age em
B ⊂ C via multiplicac¸a˜o e esta ac¸a˜o e´ suave. Sejam X = B/Zn e φ∶ B → X
a projec¸a˜o canoˆnica de X . Como φ induz um homeomorfismo de B/Zn em
X , temos que (B,Zn, φ) e´ uma carta 2-dimensional de X .
A imagem seguinte ilustra o caso n = 3. ◻
Figura 1 – Carta para o Exemplo 1.2.2 no caso n=3.
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Assim como na teoria de variedades, para definir orbifolds temos de
introduzir condic¸o˜es sobre os pontos que ’vivem’ na intersec¸a˜o de duas (ou
mais) cartas. Para variedades exigimos que as func¸o˜es de transic¸a˜o entre
cartas sejam C∞. Como cartas de orbifolds na˜o necessariamente sa˜o homeo-
morfismos, precisamos duma outra abordagem.
Lembremos que se f ∶ M → N uma func¸a˜o diferencia´vel e injetora
entre duas variedades diferencia´veis, se para todo ponto de M sua derivada
e´ injetora e f ∶ M → f(M) e´ um homeomorfismo, dizemos que f e´ um
mergulho.
Definic¸a˜o 1.2.3 (Injec¸o˜es): Seja X espac¸o topolo´gico. Seja (Ũ ,GU , φU) e(Ṽ ,GV , φV ) cartas em X , da mesma dimensa˜o. Uma injec¸a˜o λ∶ (Ũ ,GU ,
φU)→ (Ṽ ,GV , φV ) e´ um mergulho λ∶ Ũ → Ṽ tal que φV ○ λ = φU .
Observe que injec¸o˜es podem ser compostas, isto e´, se temos duas
injec¸o˜es dadas por λ∶ (Ũ ,GU , φU) → (Ṽ ,GV , φV ) e µ∶ (Ṽ ,GV , φV ) →(W̃ ,GW , φW ), enta˜o a composic¸a˜o µ○λ∶ Ũ → W̃ e´ uma injec¸a˜o (Ũ ,GU , φU)→ (W̃ ,GW , φW ). Tambe´m note que se (Ũ ,GU , φU) e´ uma carta, enta˜o cada
g ∈ GU e´ uma injec¸a˜o (Ũ ,GU , φU)→ (Ũ ,GU , φU).
Definic¸a˜o 1.2.4 (Compatibilidade e Atlas de orbifold): Seja X um espac¸o
topolo´gico.
(A) Seja x ∈ X . Sejam (Ũi,GUi , φUi) e (Ũj ,GUj , φUj) cartas de X da
mesma dimensa˜o n, tais que x ∈ Ui∩Uj . Se existem carta n-dimensional(W̃ ,GW , φW ) de X com x ∈ W e injec¸o˜es λUi ∶ (W̃ ,GW , φW ) →(Ũi,GUi , φUi) e λUj ∶ (W̃ ,GW , φW ) → (Ũj ,GUj , φUj), dizemos que
as cartas (Ũi,GUi , φUi) e (Ũj ,GUj , φUj) sa˜o compatı´veis em x.
(B) Um atlas de orbifold n-dimensional e´ uma colec¸a˜o de cartas
n-dimensionaisA = {(Ũi,GU i, φU i)}i∈I , tais que: ⋃i∈I Ui =X e as car-
tas deA sa˜o compatı´veis, isto e´, para todo i, j ∈ I as cartas (Ũi,GU i, φU i)
e (Ũj ,GUj , φUj) sa˜o compatı´veis em cada x ∈ Ui ∩Uj .
No que segue, quando dissermos atlas n-dimensional estaremos nos
referindo a um altas de orbifold.
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Observac¸a˜o 1.2.5 : Note que para todo espac¸o topolo´gico, a noc¸a˜o de com-
patibilidade entre cartas em um ponto fixo de X define uma relac¸a˜o de equi-
valeˆncia. Este fato pode ser conferido em (WEILANDT, 2007, Proposic¸a˜o 2.9).
Exemplo 1.2.6 (Atlas de orbifold): Vimos no Exemplo 1.2.2 uma carta (B,Zn, φ)
em um espac¸o X ≅ B/Zn. Atrave´s desta carta podemos definir um atlas,
muito simples, que sera´ formado apenas por esta carta, isto e´,A ∶= {(B,Zn, φ)}.◻
Assim como no estudo das variedades diferencia´veis, temos o seguinte
resultado para orbifolds.
Lema 1.2.7 (Atlas maximal): Seja X um espac¸o topolo´gico e A um atlas
n-dimensional para X . Enta˜o existe um u´nico atlas maximal B contendo A
para X .
A demonstrac¸a˜o para este fato pode ser encontrada em (WEILANDT,
2007, Lema 2.11). A ideia e´ mostrar que a colec¸a˜o de todas as cartas n-
dimensionais em X compatı´veis com as cartas de A formara´ o candidato a
atlas B. A compatibilidade das cartas que formam B decorre da Observac¸a˜o
1.2.5.
Ate´ o momento sabemos os conceitos de carta e atlas de orbifolds.
O pro´ximo passo e´ definir uma estrutura de orbifold. Ela sera´ definida em
analogia a uma estrutura em uma variedade. Uma forma de fazer isto e´ atrave´s
de uma classe de equivaleˆncia de atlas. Antes disso, precisamos saber quando
um atlas refina outro e quando dois atlas sa˜o compatı´veis.
Definic¸a˜o 1.2.8 (Refinamento): SejamX um espac¸o topolo´gico eA e B dois
atlas em X . Um refinamento A de B e´ uma func¸a˜o r∶ A → B, tal que
para cada carta (Ũ ,GU , φU) de A existe uma injec¸a˜o λU ∶ (Ũ ,GU , φU) →
r(Ũ ,GU , φU).
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Definic¸a˜o 1.2.9 (Equivaleˆncia): Dados um espac¸o topolo´gico X, conjuntos
de ı´ndices I e J e dois atlas n-dimensionais A = {(Ũi,GU i, φU i)}i∈I e B ={(Ṽj ,HV j , ψV j)}j∈J em X , dizemos que estes atlas sa˜o equivalentes em x ∈
X se dadas (Ũ ,GU , φU) carta emA e (Ṽ ,HV , ψV ) em B tais que x ∈ U ∩V
existe uma carta (W̃ , JW , γW ), na˜o necessariamente em A ou B, ao redor
de x e injec¸o˜es λU ∶ (W̃ , JW , γW ) → (Ũ ,GU , φU) e λV ∶ (W̃ , JW , γW ) →(Ṽ ,HV , φV ).
Dois atlas em X sa˜o equivalentes se eles sa˜o equivalentes em todos os
seus pontos.
Pode-se mostrar que a definic¸a˜o anterior nos fornece uma relac¸a˜o de
equivaleˆncia, ver (TOMMASINI, 2012, Lema 1.34).
Observac¸a˜o 1.2.10 (Equivaleˆncia entre atlas de espac¸os diferentes): Base-
ada na definic¸a˜o (TOMMASINI, 2012, Definic¸a˜o 1.41). Suponha que temos
um atlas A = {(Ũi,GUi , φUi)}i∈I de X , um espac¸o topolo´gico. Seja X ′ um
espac¸o topolo´gico, diferente de X e f ∶ X → X ′ um homeomorfismo. Enta˜o
a colec¸a˜o f∗(A) ∶= {(Ũi,GUi , f ○ φUi)}i∈I e´ um atlas para X ′. Temos enta˜o
a seguinte definic¸a˜o de equivaleˆncia entre atlas A e B de espac¸os topolo´gicos
X e X ′ (resp.) distintos.
Definic¸a˜o 1.2.11 : Seja A e´ um atlas de X e B um atlas para X ′. Dizemos
que A e B sa˜o equivalentes caso sejam satisfeitas as seguintes condic¸o˜es:
(i) existe um homeomorfismo f ∶ X →X ′ e
(ii) os atlas f∗(A) e B sa˜o equivalentes, no sentido da Definic¸a˜o 1.2.9.
Definic¸a˜o 1.2.12 (Estrutura): Uma estrutura de orbifold em um espac¸o to-
polo´gico X e´ uma classe de equivaleˆncia [A] de atlas em X .
Diremos apenas estrutura para nos referirmos a uma estrutura de or-
bifolds.
Agora ja´ estamos com todas as ’ferramentas em ma˜os’ e podemos
definir um orbifold efetivo.
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Definic¸a˜o 1.2.13 (Orbifold efetivo): Seja X um espac¸o topolo´gico Haus-
dorff e segundo conta´vel com estrutura [A]. Um orbifold efetivo e´ um par(X, [A]) =∶ O. Chamamos X o espac¸o suporte de O e o denotamos por ∣O∣.
Nossos orbifolds sera˜o sempre efetivos, por este motivo diremos ape-
nas orbifolds.
Exemplo 1.2.14 (Variedade como um orbifold): Ja´ afirmamos que um orbi-
fold e´ uma generalizac¸a˜o de uma variedade. Vamos verificar este fato.
Seja M uma variedade n-dimensional com atlas A = {(φα, Uα)},
lembre-se que por definic¸a˜o M e´ Hausdorff e segundo conta´vel. Cada Uα ⊂
M e´ um conjunto aberto e cada φα∶ Uα → Ũα e´ um homeomorfismo que tem
como contradomı´nio um conjunto aberto Ũα ⊂ Rn. Desta forma, temos que
para todo α o grupo G = {e} age em Ũα. Assim podemos definir um atlas
de orbifold para M pela famı´lia de triplas {(Ũα,{e}, (φα)−1}. Tal famı´lia e´
de fato um atlas de orbifold. Para verificarmos isto precisamos analisar dois
itens: para o primeiro, relativo a` cobertura de M , basta notar que M ja´ e´
coberta pelas cartas da variedade e nosso candidato a atlas de orbifold e´ for-
mado a partir destas. A compatibilidade das cartas decorre das mudanc¸as
de coordenadas entre as cartas da variedade, isto e´, as injec¸o˜es sera˜o da-
das pelas func¸o˜es λ ∶= φα′ ○ (φα)−1∶ φα(Ũα ∩ Ũα′) → φα′(Ũα ∩ Ũα′),
em que (Uα, φα) e (φ′α, Uα′) sa˜o cartas em A. Portanto toda variedade
n-dimensional pode ser vista como um orbifold que sofre ac¸o˜es do grupo
trivial. ◻
Exemplo 1.2.15 (Orbifold): No Exemplo 1.2.2, construı´mos uma carta cha-
mada (B,Zn, φ) para o espac¸o topolo´gico X ≅ B/Zn; no Exemplo 1.2.6
vimos que {(B,Zn, φ)} e´ um atlas para este espac¸o. Como X e´ Haus-
dorff, um espac¸o segundo conta´vel e Zn age efetivamente em X , temos queO = (X, [A]) e´ um orbifold. ◻
Finalizando esta sec¸a˜o, vamos definir aplicac¸o˜es diferencia´veis entre
orbifolds, a fim de generalizarmos o conceito de variedades para orbifolds.
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Definic¸a˜o 1.2.16 (Aplicac¸o˜es entre orbifolds): Sejam O e O′ dois orbifolds
que possuem espac¸os suporte, respectivamente,X e Y . Uma aplicac¸a˜o contı´nua
f ∶ O → O′ e´ dita diferencia´vel se para todo x ∈ O existem cartas (Ũ ,GU , φU)
ao redor de x e (Ṽ ,GV , φV ) ao redor de f(x) tal que f(U) ⊂ V e existe uma
aplicac¸a˜o diferencia´vel f̃ ∶ Ũ → Ṽ com φV ○ f̃ = f ○ φU .
Pode-se demonstrar que a composic¸a˜o de aplicac¸o˜es diferencia´veis en-
tre orbifolds e´ diferencia´vel.
Definic¸a˜o 1.2.17 (Difeomorfismo entre orbifolds): Dois orbifoldsO = (X, [A])
e O′ = (Y, [B]) sa˜o ditos difeomorfos se existem aplicac¸o˜es diferencia´veis
entre orbifolds f ∶ X → Y e g∶ Y → X tais que f ○ g = idY e g ○ f = idX .
Nesta situac¸a˜o f e´ chamado um difeomorfismo.
1.3 GRUPO LOCAL, ATLAS ORTOGONAL E PROPRIEDADES DAS INJEC¸O˜ES
Nas sec¸o˜es seguintes faremos uso de algumas propriedades que as
injec¸o˜es possuem, a seguir vamos enunciar e demonstrar algumas destas pro-
priedades. Tambe´m definiremos o grupo local de um orbifold, alguns resul-
tados envolvendo tal conceito, e atlas ortogonais.
Os pro´ximos resultados exibem algumas propriedades das injec¸o˜es.
Lema 1.3.1 (Homomorfismo induzido por injec¸a˜o): Sejam (Ũ ,GU , φU) e(Ṽ ,GV , φV ) duas cartas em um espac¸o topolo´gico X . Enta˜o cada injec¸a˜o
λ∶ (Ũ ,GU , φU) → (Ṽ ,GV , φV ) define uma u´nica aplicac¸a˜o λ∗∶ GU→ GV tal que λ(gx) = λ∗(g)λ(x). Ale´m disso λ∗ e´ um monomorfismo
de grupos.
Demonstrac¸a˜o: Usaremos nesta demonstrac¸a˜o um resultado te´cnico de (MO-
ERDIJK; PRONK, 1997, Proposic¸a˜o A.1), este nos diz que: ’Dadas duas injec¸o˜es
λ e µ de (Ũ ,GU , φU) para (Ṽ ,GV , φV ), existe um u´nico h ∈ GV tal que
µ = h ○ λ.’
Seja g ∈ GU . Definimos uma injec¸a˜o g∶ (Ũ ,GU , φU)→ (Ũ ,GU , φU),
via ac¸a˜o deGU emU . Pelo resultado acima, para a injec¸a˜o dada pela composic¸a˜o
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λ ○ g e a injec¸a˜o λ, existe um u´nico h ∈ GV tal que λ ○ g = h ○λ. Agora, defi-
nimos λ∗(g) ∶= h e desta forma obtemos a aplicac¸a˜o desejada. Pelo resultado
citado e pela definic¸a˜o de λ∗, esta aplicac¸a˜o e´ u´nica.Vamos verificar que λ∗
e´ um morfismo de grupos. Sejam g1, g2 ∈ GU , h12 ∶= λ∗(g1g2). Por outro
lado, defina h1 ∶= λ∗(g1) e h2 ∶= λ∗(g2). Daı´
h12 ○ λ = λ ○ g1 ○ g2 = h1 ○ λ ○ g2 = h1 ○ h2 ○ λ,
temos h12 = h1h2 = λ∗(g1)λ∗(g2). Por fim vamos verificar que λ∗ e´ injetiva.
Seja g ∈ GU , suponha que λ∗(g) = e. Logo
λ = e ○ λ = λ ○ g Ô⇒ λ(x) = λ(gx) Ô⇒ x = gx
para todo x ∈ Ũ . Como GU age efetivamente, g = e. Portanto a aplicac¸a˜o λ∗
e´ injetiva. Concluı´mos assim a demonstrac¸a˜o da proposic¸a˜o. ∎
O pro´ximo resultado carateriza a imagem do homomorfismo anterior.
Lema 1.3.2 (Imagem do homomorfismo λ∗): Sejam λ∶ (Ũ ,GU , φU) →(Ṽ ,GV , φV ) uma injec¸a˜o e h ∈ GV . Enta˜o h ∈ Im(λ∗) se, e somente se,
λ(Ũ) ∩ h ○ λ(Ũ) ≠ ∅.
Demonstrac¸a˜o: Suponhamos que h ∈ Im(λ∗), logo h = λ∗(g) e
h ○ λ∗(Ũ) = λ∗(g) ○ λ(Ũ) = λg(Ũ) = λ∗(Ũ).
Agora, se u ∈ Ũ
h ○ λ(u) = λ∗(g)λ(u) = λ(g ⋅ u) ∈ λ(Ũ).
Logo temos um sentido da demonstrac¸a˜o completo. Para o outro sentido,
suponhamos que h ∉ Im(λ∗) e que λ(Ũ)∩h○λ(Ũ) e´ na˜o vazio. Seja λ(x) ∈
λ(Ũ)∩h○λ(Ũ), um ponto que na˜o e´ fixado por nenhum elemento na˜o trivial
de GV (tal ponto existe porque Oreg e´ denso, o que segue do Lema 1.3.6).
Desta forma dado x ∈ Ũ , λ(x) ∈ h ○ λ(Ũ), assim existe y ∈ Ũ tal que λ(x) =
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h ○ λ(y). Como λ e´ injec¸a˜o segue que
φU(x) = φV (λ(x)) = φV (h ○ λ(y)) = φV (λ(y)) = φU(y).
Enta˜o existe g ∈ GU tal que y = gx. Desta forma
λ(x)h ○ λ(gx) = hλ∗(g)λ(x).
Uma vez que λ(x) na˜o e´ fixado por GV , devemos ter hλ∗(g) = idGV . Logo
h = λ∗(g)−1 = λ∗(g−1) ∈ Im(λ∗) o que nos gera um absurdo.
Portanto temos que h ∈ Im(λ∗) se, e somente se, λ(Ũ)∩h○λ(Ũ) ≠ ∅,
finalizando a demonstrac¸a˜o do teorema. ∎
Corola´rio 1.3.3 : Sejam (Ũ ,GU , φU) e (Ṽ ,GV , φV ) duas cartas no espac¸o
topolo´gico X , λ∶ (Ũ ,GU , φU) → (Ṽ ,GV , φV ) uma injec¸a˜o e x ∈ U . Enta˜o
para qualquer escolha de xU ∈ Ũ e xV ∈ Ṽ tais que φU(xU) = x = φV (xV ),
temos que os grupos de isotropia (GU)xU e (GV )xV sa˜o isomorfos.
Demonstrac¸a˜o: Sejam xU ∈ Ũ e xv ∈ Ṽ como no enunciado. Dado g ∈(GV )λ(xU ) temos que gλ(xU) = λ(xU). Logo, lema anterior, o conjunto(GV )λ(xU ) e´ contido na imagem de λ∗. Isto significa que λ∗ mapeia iso-
morficamente (GU)xU em (GV )λ(xU ). Como φV (λ(xU)) = φU(xU) =
φV (xV ), existe h ∈ GV tal que λ(xU) = hxV . Portanto (GV )λ(xU )= h(GV )xV h−1. Em particular os grupos (GV )xV e (GV )λ(xU ) sa˜o iso-
morfos. Por fim, como λ∗ mapeia isomorficamente (GU)xU em (GV )λ(xU ),
temos que (GU)xU e (GV )xV sa˜o grupos isomorfos. ∎
Observe que se O e´ um orbifold e (Ũ ,GU , φU), (Ṽ ,GV , φV ) sa˜o
cartas ao redor de um ponto x, enta˜o (GU)xU ≅ (GV )xV em que xU ∈ φ−1U (x)
e xV ∈ φ−1V (x). Pois as cartas sa˜o compatı´veis, logo podemos usar o resultado
anterior.
Vamos definir o grupo local de um orbifold.
Definic¸a˜o 1.3.4 (Grupo local): Sejam O = (X, [A]) um orbifold e x ∈ X .
Dada uma carta (Ũ ,GU , φU) em A com x ∈ φU(Ũ) = U , escolha xU ∈ Ũ
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tal que φU(xU) = x. Definimos o grupo local (isotropia) de x, denotado por
Iso(x), como a classe de isomorfismos do grupo (GU)xU .
Definic¸a˜o 1.3.5 (Conjuntos singular e regular): SejaO = (X, [A]) um orbi-
fold. Um ponto x ∈X e´ singular se Iso(x) ≠ {e} e Σ(O) ∶= {x ∈X; Iso(x) ≠{e}} e´ denominado conjunto singular de x. Se Iso(x) e´ trivial, x e´ chamado
regular e o conjunto dos pontos regulares e´ denotado por Oreg.
Na sequeˆncia, vamos demonstrar um resultado sobre atlas de orbi-
folds. Mostraremos a existeˆncia de atlas ortogonais.
Antes precisamos introduzir o seguinte conceito: uma ac¸a˜o de grupo
G numa vizinhanc¸a aberta U de O em Rn e´ dita ortogonal quando o grupo
G e´ um subgrupo do grupo ortogonal O(n) e age pela ac¸a˜o canoˆnica, isto e´,
multiplicac¸a˜o por matrizes.
Primeiro faremos um lema para existeˆncia de cartas ortogonais.
Lema 1.3.6 Se (Ũ ,GU , φU) e´ uma carta num espac¸o topolo´gico X , W ⊂ U
e´ aberto e x ∈ W , enta˜o existem uma carta (Ṽ ,GV , φV ) tal que x ∈ V ⊂
W , GV ≅ Iso(x) age ortogonalmente e uma injec¸a˜o λ∶ (Ṽ ,GV , φV ) →(Ũ ,GU , φU).
Demonstrac¸a˜o: Esta demonstrac¸a˜o e´ adaptada de (CARTAN, 1953-54, Lema
1) e (BORZELLINO; BRUNSDEN, 2008, Proposic¸a˜o 8).
Seja x̃ ∈ φ−1U (x). Substituindo Ũ pela componente conexa de x̃ em⋂
g∈(GU )x̃ gφ
−1
U (W ) e GU por (GU)x̃, e usando que a composic¸a˜o de injec¸o˜es
e´ uma injec¸a˜o, podemos assumir que GU ≅ Iso(x). Note que esta ac¸a˜o e´
efetiva, pois se N denota seu nu´cleo, enta˜o o Corola´rio 1.3.3 implica
(GU)x̃/N = ((GU)x̃/N)x̃ ≅ (GU)x̃,
e portanto N e´ trivial.
Por meio de uma traslac¸a˜o podemos fazer com que x̃ = 0 ∈ Rn.
Definamos F ∶ Ũ ⊂ Rn → T0Ũ ≅ Rn por
F (y) = 1∣ GU ∣ ∑g∈GU dθg ∣0(g−1y),
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em que T0Ũ representa o espac¸o tangente no ponto 0; ∣ GU ∣ representa a
ordem do grupo (finito) GU e θg e´ a func¸a˜o que associa a cada y ∈ Ũ o
elemento θg(y) = g ⋅ y, como na Observac¸a˜o 1.1.2. Enta˜o para todo x ∈ T0Ũ
temos
F (x) = 1∣ GU ∣ ∑g∈GU dθg ∣0 ○ θg−1(x).
Segue pela regra da cadeia e pela linearidade de dθg ∣0 que dF0(x) = x.
Pelo Teorema da aplicac¸a˜o inversa, existe uma vizinhanc¸a W̃ ⊂ Ũ do
ponto 0 ∈ Rn tal que F ∶= F∣W̃ ∶ W̃ → F (W̃ ) e´ um difeomorfismo. Substi-
tuindo W̃ pela componente conexa de 0 em ⋂
g∈GU gW̃ , podemos assumir que
W̃ e´ GU -invariante.
Temos, por uma verificac¸a˜o direta, que
F (g ⋅ y) = F∣W̃ (g ⋅ y)= 1∣ GU ∣ ∑h∈GU dθh∣0(h−1(g ⋅ y))= 1∣ GU ∣ ∑h∈GU dθh∣0((g−1h)−1 ⋅ y)= 1∣ GU ∣ ∑h∈GU dθgk ∣0(k−1 ⋅ y) k ∶= g−1h= 1∣ GU ∣ ∑h∈GU dθg ∣0(dθk ∣0(k−1 ⋅ y))= dθg ∣0( 1∣ GU ∣ ∑h∈GU dθk ∣0(k−1 ⋅ y))= dθg ∣0(F∣W̃ (g ⋅ y)) = dθg ∣0(F (g ⋅ y))
para todo g ∈ GU e todo y ∈ W̃ . Podemos usar Ṽ1 = F (W̃ ), φV1 = φU ○ F −1
e GV1 = {dθg ∣0 ; g ∈ GU} para obtermos carta (Ṽ1,GV1 , φV1), em que GV1
age linearmente. Como a ac¸a˜o e´ efetiva, assumimos que GV1 ⊂ GL(n,R).
Observe que λ ∶= i ○ F −1∶ Ṽ1 → Ũ , define uma injec¸a˜o (Ṽ1,GV1 , φV1) →(Ũ ,GU , φU).
Considere a extensa˜o linear u´nica da ac¸a˜o de GV1 para Rn e, para
x, y ∈ Rn, defina
B(x, y) = 1∣ GV1 ∣ ∑g∈GV1⟨gx, gy⟩,
33
em que ⟨, ⟩ denota o produto interno usual. Como B e´ um produto interno
A ∈ GL(n,R) tal que B(x, y) = ⟨Ax,Ay⟩.
Definamos Ṽ2 ∶= AṼ1 e para g ∈ GV1 , g̃ ∶= AgA−1 ∈ GL(n,R). Como
B e´ GV1 -invariante, temos
⟨g̃x, g̃y⟩ = ⟨AgA−1x,AgA−1y⟩= B(gA−1x, gA−1y)= B(A−1x,A−1y)= ⟨x, y⟩.
Logo g̃ ∈ O(n).
Asim, com Ṽ2 ∶= AṼ1, φV2 ∶ Ṽ2 → X com φV2 = φV1 ○ A−1 e GV2 =
AGV1A
−1 obtemos a carta (Ṽ2,GV2 , φV2) do espac¸o topolo´gico X com uma
ac¸a˜o ortogonal. ∎
Proposic¸a˜o 1.3.7 (Atlas ortogonal): Dado um atlasA = {(Ũi,GUi , φUi)}i∈I
num espac¸o topolo´gicoX , existe um atlas equivalenteB = {(Ṽj ,GVj , φVj)}j∈J
tal que cada GV age ortogonalmente.
Demonstrac¸a˜o: Seja x ∈ X . Enta˜o existe uma carta (Ũ ,GU , φU) ∈ A ao re-
dor de x. Pelo Lema 1.3.6, acima, existe carta (Ṽx,GVx , φVx) tal queGVx age
ortogonalmente em Ṽx e λ∶ (Ṽx,GVx , φVx)→ (Ũ ,GU , φU) e´ uma injec¸a˜o.
Definamos B ∶= {(Ṽx,GVx , φVx)}x∈X , colec¸a˜o de cartas ortogonais.
Vamos mostrar que B e´ o atlas procurado, mas para isso temos que verificar
que e´ de fato um atlas e que e´ equivalente ao atlas A.
Primeiramente, temos que B cobre o espac¸o topolo´gico X, no sen-
tido de estar contido na unia˜o de todas as cartas. Sejam (Ṽx,GVx , φVx) e(Ṽy,GVy , φVy) duas cartas em B tais que z ∈ Vx ∩ Vy e (Ũi,GUi , φUi),(Ũj ,GUj , φUj) cartas do atlas A. Existem injec¸o˜es λx∶ (Ṽx,GVx , φVx) →(Ũi,GUi , φUi) e λy ∶ (Ṽy,GVy , φVy) → (Ũj ,GUj , φUj). Para concluir queB e´ atlas, precisamos construir injec¸o˜es (Ṽx,GVx , φVx) → (Ṽy,GVy , φVy) e(Ṽy,GVy , φVy) → (Ṽx,GVx , φVx). Vamos construir estas injec¸o˜es. Como A
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e´ atlas, existe W ⊂ Ui ∩Uj e injec¸o˜es
Ṽx
λxÐ→ Ũi λi←Ð W̃ λjÐ→ Ũj λy←Ð Ṽy.
Compondo λi e λj por elementos de GUi e GUj , respectivamente e dimi-
nuindo W se necessa´rio, podemos assumir que λi(W̃ ) ⊂ λx(Ṽx) e λj(W̃ ) ⊂
λy(Ṽy). Desta forma, (λx)−1○λi e (λy)−1○λj sa˜o as injec¸o˜es que desejamos.
Agora vejamos a equivaleˆncia dos atlas. Seja (Ũ ,GU , φU) ∈ A e(Ṽx,GVx , φVx) ∈ B tais que U ∩ Vx ≠ ∅ e seja z ∈ U ∩ Vx. Para mostrar a
equivaleˆncias entre os atlas, precisamos exibir uma carta (W̃ ,G,φ) ao redor
de z e injec¸o˜es (W̃ ,G,φ) → (Ũ ,GU , φU) e (W̃ ,G,φ) → (Ṽx,GVx , φVx).
SejaW vizinhanc¸a aberta em torno de z suficientemente pequena. Pelo Lema
1.3.6 e um raciocı´nio ana´logo ao do para´grafo anterior, podemos definir as
injec¸o˜es desejadas. Portanto A e´ equivalente a B. ∎
Observac¸a˜o 1.3.8 As cartas construı´das no Lema 1.3.6 sa˜o chamadas de car-
tas ortogonais e o atlas construı´do a partir destas cartas e´ chamado de atlas
ortogonal.
Neste capı´tulo definimos um orbifold via cartas e atlas, e tambe´m vi-
mos algumas propriedades das injec¸o˜es e conceitos recorrentes no estudo dos
orbifolds.
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2 ORBIFOLDS VIA QUOCIENTES
Nosso pro´ximo objetivo sera´ nos preparar para uma outra forma de ca-
racterizar um orbifold. Para isso precisaremos estudar ac¸o˜es de grupos cha-
madas pro´prias e as propriamente descontı´nuas e tambe´m sera´ necessa´rio o
Teorema do Slice. Com estes resultados em ma˜os, mostraremos que orbifolds
podem ser obtidos atrave´s de variedades quocientadas por grupos de Lie, com
certas exigeˆncias sobre a ac¸a˜o deste grupo.
Ate´ o momento vimos alguns exemplos de orbifolds pela definic¸a˜o.
Nas pro´ximas sec¸o˜es veremos como obter orbifolds via quocientes de varie-
dades por ac¸o˜es de grupos, desta forma poderemos produzir uma vasta gama
de exemplos.
2.1 QUOCIENTE E AC¸O˜ES DE GRUPO
Vamos nos desviar por alguns momentos das cartas e dos atlas. Nesta
sec¸a˜o discutiremos um to´pico importante no estudo de orbifolds, ac¸o˜es de
grupos de Lie em variedades diferencia´veis. Alguns resultados sobre esta
teoria nos auxiliara˜o, pois veremos que sob certas hipo´teses o quociente duma
tal ac¸a˜o nos fornece um orbifold.
Lema 2.1.1 (Projec¸a˜o canoˆnica e´ aberta): Para qualquer ac¸a˜o contı´nua de
um grupo de Lie G em uma variedade diferencia´vel M , a projec¸a˜o canoˆnica
pi∶ M →M/G e´ aberta.
Demonstrac¸a˜o: Seja U ⊂M um conjunto aberto e consideremos pi(U). Este
conjunto sera´ aberto se, e somente se, pi−1(pi(U)) e´ aberto. Note que
pi−1(pi(U)) = {gx; g ∈ G,x ∈ U}= ⋃g∈G g ⋅U.
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Como U e´ aberto g ⋅ U e´ aberto para todo g ∈ U , logo pi−1(pi(U)) e´
unia˜o de abertos e portanto aberto. Desta forma pi(U) e´ aberto. Portanto a
projec¸a˜o canoˆnica e´ aberta. ∎
Estudaremos a seguir as ac¸o˜es pro´prias e as ac¸o˜es propriamente des-
contı´nuas.
2.2 AC¸O˜ES PRO´PRIAS E PROPRIAMENTE DESCONTI´NUAS
Esta sec¸a˜o tem como alvo definirmos dois tipos de ac¸o˜es de grupo.
Feito isto, estabeleceremos algumas propriedades que nos sera˜o muito u´teis
na caracterizac¸a˜o de orbifolds via quocientes.
Vamos iniciar pela ac¸a˜o chamada pro´pria. Antes de defini-la precisa-
mos do conceito de func¸o˜es pro´prias.
Definic¸a˜o 2.2.1 (Func¸a˜o pro´pria): Dados X e Y dois espac¸os topolo´gicos e
uma func¸a˜o contı´nua f ∶ X → Y , dizemos que f e´ pro´pria se para cadaK ⊂ Y
conjunto compacto, temos que f−1(K) ⊂X e´ um conjunto compacto.
Observac¸a˜o 2.2.2 (Fato te´cnico): Pode-se mostrar, (LEE, 2013, Teorema A.57),
que se X e´ um espac¸o topolo´gico e Y e´ um espac¸o localmente compacto e
Hausdorff, enta˜o toda func¸a˜o pro´pria f ∶X → Y e´ fechada.
Definic¸a˜o 2.2.3 (Ac¸a˜o pro´pria): Seja G um grupo de Lie agindo em uma
variedade M por meio da ac¸a˜o θ∶ G ×M → M , em que (g, p) ↦ g ⋅ p.
Dizemos que θ e´ uma ac¸a˜o pro´pria se a func¸a˜o Θ∶ G ×M → M ×M dada
por (g, p)↦ (g ⋅ p, p) e´ pro´pria.
Como dissemos na motivac¸a˜o, queremos saber quando um espac¸o or-
bital tem estrutura de variedade diferencia´vel. Se a ac¸a˜o for pro´pria temos
alguns resultados auxiliares que nos facilitara˜o esta tarefa.
Um primeiro resultado com esta hipo´tese adicional sobre o grupo nos
garante que o espac¸o orbital e´ Hausdorff ao espac¸o orbital. Lembramos que
todas as nossas ac¸o˜es de grupos de Lie sa˜o suaves.
37
Lema 2.2.4 : Se um grupo de Lie age propriamente em uma variedade, enta˜o
o espac¸o orbital e´ Hausdorff.
Demonstrac¸a˜o: Sejam G grupo de Lie agindo propriamente em uma varie-
dadeM e pi∶ M →M/G a projec¸a˜o canoˆnica. Pela definic¸a˜o de ac¸a˜o pro´pria,
temos que Θ∶ G ×M →M ×M com (g, p)↦ (g ⋅ p, p) e´ pro´pria.
Definamos agora, o conjunto
O ∶= Θ(G ×M) = {(g ⋅ p, p) ∈M ×M ;p ∈M,g ∈ G} ⊂M ×M.
Note que, se (p, q) ∈ O enta˜o existe (g,m) ∈ G ×M tal que Θ(g,m)= (p, q). Logo g ⋅m = p e m = q. Desta forma, g ⋅ q = p. A recı´proca e´ direta.
Dai temos que (p, q) ∈ O se, e somente se, p e q esta˜o na mesma o´rbita da
ac¸a˜o de G.
Por hipo´tese Θ e´ pro´pria. Como Θ e´ contı´nua, pela Observac¸a˜o 2.2.2
acima, Θ e´ uma func¸a˜o fechada. Como G×M e´ um conjunto fechado, temos
que O = Θ(G ×M) e´ um conjunto fechado em M ×M .
Agora, dados pontos p e q em M , se supusermos que pi(p) ≠ pi(q) em
M/G, enta˜o p e q esta˜o em orbitas distintas. Desta forma (p, q) ∉ O. Como
O e´ fechado, seu complementar e´ aberto. Logo existe uma vizinhanc¸a aberta
U × V para (p, q) ∈ (M ×M) ∖O. Enta˜o pi(U) ∩ pi(V ) = ∅. Como pi e´ uma
func¸a˜o aberta, pi(U) e pi(V ) sa˜o vizinhanc¸as abertas e disjuntas de pi(p) e
pi(q) em M/G. Portanto M/G e´ Hausdorff. ∎
Observac¸a˜o 2.2.5 (Caraterizac¸o˜es de ac¸o˜es pro´prias): A`s vezes pode ser
um pouco complicado de verificar se uma ac¸a˜o e´ pro´pria apenas pela definic¸a˜o.
Mas pode-se mostrar, (LEE, 2013, Proposic¸a˜o 21.5), que quandoG e´ um grupo
de Lie agindo em uma variedade M , sa˜o equivalentes:
(1) A ac¸a˜o e´ pro´pria;
(2) Se (pi) e´ uma sequeˆncia em M e (gi) e´ uma sequeˆncia em G tais que
tanto (pi) quanto (gipi) convergem, enta˜o uma subsequeˆncia de (gi)
converge;
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(3) Para todo subconjunto compacto K ⊂M , o conjunto GK ∶= {g ∈ G; (g ⋅
K) ∩K ≠ ∅} e´ compacto.
Atrave´s destas outras duas formas de caracterizac¸a˜o de uma ac¸a˜o pro´-
pria, podemos demonstrar dois resultados interessantes sobre ac¸o˜es pro´prias
em grupos de Lie com certa facilidade.
Proposic¸a˜o 2.2.6 : Toda ac¸a˜o de um grupo de Lie compacto em uma varie-
dade e´ pro´pria.
Demonstrac¸a˜o: Sejam G um grupo de Lie compacto agindo em uma varie-
dadeM e (pi) e (gi) sequeˆncias como no item 2 da observac¸a˜o acima. Como
o grupo e´ compacto enta˜o e´ sequencialmente compacto. Dai, a sequeˆncia (gi)
possui uma subsequeˆncia convergente. Portanto a ac¸a˜o e´ pro´pria. ∎
A outra proposic¸a˜o diz respeito aos grupos de isotropia de cada ponto
do conjunto.
Proposic¸a˜o 2.2.7 : Se um grupo de Lie G age propriamente em uma varie-
dade M , enta˜o cada grupo de isotropia e´ compacto.
Demonstrac¸a˜o: Vamos usar a caracterizac¸a˜o 3 feita na Observac¸a˜o 2.2.5.
Seja p ∈M . Definamos K ∶= {p}. Note que
GK = {g ∈ G;{g ⋅ p} ∩ {p} ≠ ∅} = {g ∈ G; g ⋅ p = p} = Gp.
Logo o conjunto GK e´ o grupo de isotropia de p. Como a ac¸a˜o e´
propria e K e´ compacto temos que GK e´ compacto. Portanto o grupo de iso-
tropia de p e´ compacto. ∎
Assim como motivado anteriormente, as ac¸o˜es pro´prias nos sa˜o de
grande valia. Pois, um grupo que age desta forma livremente em uma vari-
edade diferencia´vel gera um espac¸o orbital com uma estrutura de variedade
diferencia´vel. O resultado seguinte nos garante isto.
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Proposic¸a˜o 2.2.8 : Seja G um grupo de Lie agindo suave, livre e propria-
mente em uma variedade M . Enta˜o o espac¸o orbital M/G possui u´nica es-
trutura diferencia´vel (de variedade) de dim(M) − dim(G) tal que a projec¸a˜o
canoˆnica pi∶ M →M/G e´ uma submersa˜o.
De forma resumida, o ponto mais importante da demonstrac¸a˜o e´ de-
finir as cartas para o espac¸o orbital. Esta construc¸a˜o e´ feita usando um tipo
especial de cartas chamadas cartas adaptadas. A definic¸a˜o precisa destas
cartas e a prova com detalhes pode ser conferida em (LEE, 2013, Teorema
21.10).
Agora, veremos uma outra ac¸a˜o definida a partir da ac¸a˜o pro´pria que
sera´ uma ferramenta muito u´til para se ’criar’ orbifolds; vamos definir o con-
ceito de ac¸a˜o propriamente descontı´nua. Um grupo discreto e´ um grupo de
Lie 0-dimensional, isto e´, um grupo finito ou enumera´vel com a topologia
discreta.
Definic¸a˜o 2.2.9 (Ac¸a˜o propriamente descontı´nua): Uma ac¸a˜o pro´pria θ∶ G×
M →M de um grupo de Lie discreto G em uma variedade M e´ chamada de
propriamente descontı´nua.
Observac¸a˜o 2.2.10 : Seja G um grupo discreto que age propriamente des-
continuamente em uma variedadeM . Pela Proposic¸a˜o 2.2.7, as isotropias sa˜o
finitas.
A seguir, uma condic¸a˜o necessa´ria e suficiente para uma ac¸a˜o em um
espac¸o Hausdorff ser propriamente descontı´nua.
Proposic¸a˜o 2.2.11 : Uma ac¸a˜o de um grupo discretoG em um espac¸o Haus-
dorff X e´ propriamente descontı´nua se, e somente se, para todos x, y ∈ X
existem vizinhanc¸as Vx de x e Vy de y tais que o conjunto {g ∈ G; g ⋅Vx∩Vy ≠∅} e´ finito.
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A ideia principal da demonstrac¸a˜o deste fato e´ mostrar que dadoG um
grupo topolo´gico agindo em X um espac¸o Hausdorff a ac¸a˜o e´ pro´pria se, e
somente se, para todo x, y ∈X , existem vizinhanc¸as abertas Vx de x e Vy de y
tais que o conjunto {g ∈ G; g ⋅Vx∩Vy ≠ ∅} ⊂ G e´ compacto. A demonstrac¸a˜o
deste fato, com todos os detalhes encontra-se em (BRAKKEE, 2013, Teorema
1.1.16).
Lema 2.2.12 : Seja M uma variedade e G um grupo de Lie discreto agindo
de maneira descontı´nua em M . Enta˜o para cada vizinhanc¸a aberta V de x ∈
M temos:
(a) Existe uma vizinhanc¸a aberta e conexa U ⊂ V de x tal que U e´ invariante
por Gx e U ∩ g ⋅U = ∅ para todo g ∉ Gx e
(b) Se U e´ vizinhanc¸a aberta e conexa de x tal que U e´ invariante por Gx e
U ∩g ⋅U = ∅ para todo g ∉ Gx enta˜o a aplicac¸a˜o canoˆnica U/Gx →X/G
e´ um mergulho topolo´gico.
Demonstrac¸a˜o:
(a) Seja x ∈ V . Pela Proposic¸a˜o 2.2.11, existe uma vizinhanc¸a U0 de x tal
que o conjunto H = {g ∈ G; g ⋅ U0 ∩ U0 ≠ ∅} e´ finito. Substituindo U0
por U0 ∩ V , garantimos que U0 ⊂ V . Note que Gx ⊆ H . Se H = Gx,
seja U a componente conexa de x em ⋂
g∈Gx g ⋅ U0. Logo U e´ invariante
por Gx e para g ∉ Gx por construc¸a˜o U ∩ g ⋅U = ∅ . Suponha agora que
Gx ⊊H . Como H e´ finito, H ∖Gx = {g1, . . . , gn} e´ finito. Seja yi ∶= gix
para i = 1, . . . , n. Enta˜o no´s temos que yi ≠ x para i = 1, . . . , n. Como
M e´ Hausdorff, existem vizinhanc¸as abertas Vi de x e V ′i de yi para cada
i, tais que Vi ∩V ′i = ∅. Enta˜o Ui ∶= Vi ∩ g−1i ⋅V ′i e´ uma vizinhanc¸a aberta
de x tal que Ui ∩ gi ⋅ Ui = ∅. Seja agora, Ũ ∶= U1 ∩ . . . ∩ Un, logo Ũ e´
vizinhanc¸a de x com Ũ ∩ g ⋅ Ũ = ∅ para todo g ∈ G ∖Gx. Finalmente, a
componente conexa U de x em Ũ ∩U0 tem as propriedades desejadas.
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(b) Seja U definido com em (a) e f ∶ U/Gx → M/G definida por f([x]) =[x]. Pela construc¸a˜o do conjunto U acima teremos que f e´ injetiva. De
fato, suponha G ⋅p = G ⋅ q para p, q ∈ U e seja r ∈ G tal que q = rp. Como
U ∩ g ⋅U = ∅ para g ∈ G ∖Gx, temos que r ∈ Gx logo Gx ⋅ p = Gx ⋅ q.
Note que o seguinte diagrama comuta:
U
  i //

X

U/Gx
f
// X/G,
onde i e´ a inclusa˜o e U → U/Gx e M → M/G sa˜o as projec¸o˜es canoˆnicas.
Como estas treˆs aplicac¸o˜es sa˜o contı´nuas e abertos, teremos que f e´ contı´nua
e aberta. Desta forma, temos que f e´ um homeomorfismo na sua imagem. ∎
2.3 TEOREMA DO SLICE
Veremos nesta sec¸a˜o um resultado que nos permitira´ estudar uma ac¸a˜o
de um grupo de uma forma local. Ele nos ensina como podemos interpretar a
ac¸a˜o sofrida pelo grupo em uma vizinhanc¸a aberta da o´rbita de um ponto.
Comec¸amos com a definic¸a˜o de um slice de (ALEXANDRINO; BETTIOL,
2010, Definic¸a˜o 3.33).
Lembre-se que dada uma ac¸a˜o de grupo θ∶ G ×M → M e g0 ∈ G
fixado, podemos definir a func¸a˜o θg0 ∶ M →M por θg0(p) = θ(g0, p) = g0 ⋅p.
Agora se fixarmos um ponto p0 ∈M e permitirmos que g ∈ G varie, podemos
definir a func¸a˜o: θp0 ∶ G → M , por θp0(g) = (g, po) = g ⋅ p0, como na
Observac¸a˜o 1.1.2.
Definic¸a˜o 2.3.1 (Slice): Sejam M uma variedade, G um grupo de Lie e
θ∶ G ×M →M uma ac¸a˜o. Um slice em p0 ∈M e´ uma subvariedade mergu-
lhada Sp0 contendo p0 e satisfazendo as seguintes propriedades:
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(i) Tp0M = dθp0∣e (TeG)⊕ Tp0Sp0 e TpM = dθp∣e(TeG) + TpSp0 , para todo
p ∈ Sp0 ;
(ii) se p ∈ Sp0 e g ∈ Gp0 , enta˜o g ⋅ p ∈ Sp0 ;
(iii) se p ∈ Sp0 e g ∈ G sa˜o tais que g ⋅ p ∈ Sp0 , enta˜o g ∈ Gp0 .
A pro´xima definic¸a˜o sera´ utilizada no teorema a seguir.
Definic¸a˜o 2.3.2 (Produto cruzado): Sejam G um grupo de Lie agindo em
um M uma variedade e H um subgrupo mergulhado de G. Se H age em
G ×M por h(g, x) = (g ⋅ h−1, h ⋅ x) com h ∈ H , denotamos o espac¸o orbital(G ×M)/H ∶= G ×H M . Este espac¸o e´ denominado produto cruzado de G
em M por H . A o´rbita de um par (g, x) ∈ G ×M e´ denotada por [g, x].
Lembremos que se temos ac¸o˜es θ∶ G ×M → M e θ′∶ G ×N → N ,
do grupo G em variedades M e N , uma aplicac¸a˜o f ∶ M → N e´ dito G-
equivariante se para todo x ∈M,g ∈ G: θ′(g, f(x)) = f(θ(g, x));
Agora podemos enunciar o Teorema do Slice.
Teorema 2.3.3 : Sejam M uma variedade, G um grupo de Lie, θ∶ G ×M →
M uma ac¸a˜o pro´pria (e suave) e U uma vizinhanc¸a aberta de p0 emM . Enta˜o
(A) existe um slice Sp0 em p0 contido em U ;
(B) existe um difeomorfismo G-equivariante entre θ(G,Sp0) e o produto
cruzado G ×Gp0 Sp0 .
A demonstrac¸a˜o destes resultados e´ bem te´cnica e envolve alguns le-
mas. Confira em (ALEXANDRINO; BETTIOL, 2010, Teoremas: 3.35 e 3.40).
Observe que primeira parte do teorema anterior, garante que podemos en-
contrar uma vizinhanc¸a, o slice, contida em U arbitrariamente pequena. Na
literatura sobre ac¸o˜es de grupos de Lie, costuma-se chamar a parte (A) de Te-
orema do Slice e a parte (B) de Teorema da Vizinhanc¸a Tubular equivariante.
Este resultado sera´ importante num futuro pro´ximo quando demons-
trarmos o Teorema do quociente por ac¸o˜es pro´prias, Teorema 2.4.6, para or-
bifolds. Pois ele nos ajudara´ a definir nossas cartas.
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2.4 ORIBFOLDS EFETIVOS VIA QUOCIENTES
Comec¸aremos mostrando que se um grupo age propriamente descon-
tinuamente em uma variedade, o espac¸o orbital possui uma estrutura de or-
bifold. Este resultado e´ apresentado no artigo precursor de (SATAKE, 1956)
como uma observac¸a˜o. Uma demonstrac¸a˜o e´ feita em (THURSTON, 2002,
Proposic¸a˜o 13.2.1) onde o autor apenas constro´i as cartas. Nosso objetivo
e´ fazer uma demonstrac¸a˜o na qual vamos construir as cartas e as injec¸o˜es.
Aqui seguiremos as ideias expostas em (BRAKKEE, 2013, Teorema 2.1.9),
com algumas adaptac¸o˜es. Na sequeˆncia como em (AMENTA, 2013, Proposic¸a˜o
1.2.1), generalizaremos esta construc¸a˜o para certas ac¸o˜es pro´prias usando o
Teorema 2.3.3, do Slice.
2.4.1 Ac¸o˜es propriamente descontı´nuas
Teorema 2.4.1 : Seja M uma variedade n-dimensional na qual G um grupo
discreto age suave, efetiva e propriamente descontinuamente. Enta˜o M/G
possui uma estrutura de orbifold com dimensa˜o dim(M/G) = n.
Demonstrac¸a˜o: Sejam M uma variedade e G um grupo discreto agindo em
M suave, efetiva e propriamente descontinuamente. A fim de mostrar que
M/G tem uma estrutura de orbifold precisamos verificar que este espac¸o e´
Hausdorff e segundo conta´vel; construir cartas e um atlas. De fato, o quoci-
ente sera´ Hausdorff pois a ac¸a˜o e´ propriamente descontı´nua e logo e´ pro´pria.
Como a projec¸a˜o canoˆnica M → M/G e´ uma func¸a˜o aberta e M e´ segundo
conta´vel, temos que o espac¸o orbital sera´ segundo conta´vel. A construc¸a˜o das
cartas e do atlas nos demandam mais esforc¸os.
Vamos construir as cartas: sejam pi∶ M → M/G a projec¸a˜o canoˆnica
e x ∈ M/G. Seja tambe´m, x̃ ∈ pi−1(x) ⊂ M . Pelo Lema 2.2.12 existe uma
vizinhanc¸a aberta conexa Ũx de x̃ que e´ invariante porGx̃ tal que Ũx⋂ g⋅Ũx =∅ para todo g ∉ Gx̃. Ale´m disso, temos que fx∶ Ũx/Gx →M/G definida por
f([y]) = [y] e´ um homeomorfismo em sua imagem.
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Seja φx∶ Vx → Ṽx, Vx ⊂ M e Ṽx ⊂ Rn uma carta de M ao redor do
ponto x̃. Agora definamos U ′x como a parte conexa de ⋂
g∈Gx̃ g ⋅(Ũx∩Vx). Note
que U ′x ⊂ Vx. Como Gx̃ e´ finito e a aplicac¸a˜o y ↦ g ⋅y e´ um homeomorfismo,
enta˜o U ′x e´ aberto. Observando a construc¸a˜o de U ′x, temos que este conjunto
e´ invariante por Gx̃ e que U ′x⋂ g ⋅ U ′x = ∅, para todo g ∉ Gx̃. A aplicac¸a˜o fx
e´ um mergulho topolo´gico que leva U ′x/Gx̃ em Ux ∶= fx(U ′x/Gx̃) ⊂M/G.
Seja Wx = φx(U ′x) ⊂ Rn. O grupo Gx̃ age em Wx por: g ⋅ w =
φx(g ⋅ φ−1x (w)), note que esta ac¸a˜o e´ efetiva. Como φ−1x ∶ Wx → U ′x e´ G-
equivariante, induz um homeomorfismo φ−1x ∶ Wx/Gx̃ → U ′x/Gx̃. Temos
enta˜o o seguinte diagrama comutativo:
Wx
φ−1x //

U ′x

Wx/Gx̃
φ−1x
// U ′x/Gx̃. fx // Ux
em que setas verticais sa˜o as projec¸o˜es canoˆnicas. Seja ψx∶ Wx →M/G defi-
nida por ψx(y) ∶= fx([φ−1x (y)]) = fx(φ−1x [y]). Enta˜o a tripla (Wx,Gx̃, ψx),
onde ψx(Wx) = Ux, e´ por construc¸a˜o uma carta para M/G.
Vamos agora construir uma atlas a partir destas cartas construı´das an-
teriormente. Note que para cada ponto em M/G podemos criar uma carta
como acima. Enta˜o a colec¸a˜o de todas essas cartas, digamos A, cobrira´ este
espac¸o. Precisamos verificar a compatibilidade entre as cartas do nosso candi-
dato a atlas A = {(Wx,Gx̃, ψx)}x∈M . Sejam (Wx,Gx̃, ψx) e (Wy,Gỹ, ψy)
cartas em A e seja z ∈ Ux ∩ Uy ⊂ M/G, φx∶ U ′x → Wx e φy ∶ U ′y → Wy
onde U ′x, U ′y ⊂ M e φx(U ′x) = Ũx ⊂ Rn e φy(U ′y) = Ũy ⊂ Rn, respectiva-
mente. Sejam z̃x ∈ pi−1(z) ∩ U ′x ⊂M e z̃y ∈ pi−1(z) ∩ U ′y ⊂M . Enta˜o existe
g ∈ G tal que z̃x = gz̃y . Enta˜o U ′x ∩ gU ′y e´ vizinhanc¸a aberta de z̃x. Pelo
Lema 2.2.12 existe Ũ ⊂ U ′x ∩ gU ′y vizinhanc¸a de z̃x que e´ Gz̃x -invariante e
a aplicac¸a˜o canoˆnica fz̃z ∶ Ũ/Gz̃x → M/G e´ mergulho topolo´gico. Defini-
mos ψ∶ φx(Ũ) → M/G por ψ(p) ∶= fz̃x([φ−1x (p)]). Assim obtemos carta(φx(Ũ),Gz̃x , ψ) com imagem uma vizinhanc¸a de z em Ux ∩ Uy e injec¸o˜es
para (Wx,Gx̃, ψx) e (Wy,Gỹ, ψy) dadas por λx a inclusa˜o de φ(Ũ) paraWx
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e λy = φy ○ g−1 ○ φ−1x .
Concluı´mos que M/G tem uma estrutura de orbifold. ∎
Exemplo 2.4.2 : Seja O ∶= R2/Z3, onde Z3 age em R2 via rotac¸a˜o de 2pi/3,
ana´logo ao feito no Exemplo 1.2.1. Note que Z3 e´ um grupo discreto e que
a ac¸a˜o e´ pro´pria, basta usar o item (2) da Observac¸a˜o 2.2.5. Desta forma o
teorema anterior nos garante que O e´ um orbifold. ◻
2.4.2 Ac¸o˜es pro´prias
Agora queremos caracterizar orbifolds como quocientes por ac¸o˜es pro´-
prias. Precisaremos dos seguintes lemas.
Lema 2.4.3 : Dado um grupo de LieG e um subconjunto finito F ⊂ G, existe
uma vizinhanc¸a aberta C de e tal que se g1, g2 ∈ C, enta˜o g−11 g2 ∉ F ∖ {e}.
Demonstrac¸a˜o: Seja f ∶ G × G ∋ (g1, g2) ↦ g−11 g2 ∈ G contı´nua. Como
G ∖ (F ∖ {e}) e´ aberto, U ∶= f−1(G ∖ (F ∖ {e})) e´ vizinhanc¸a aberta de(e, e). Logo existe vizinhanc¸a aberta C ⊂ U de e. Desta forma, se g1, g2 ∈ C
enta˜o g−11 g2 ∉ F ∖ {e}. ∎
A demonstrac¸a˜o do pro´ximo lema pode ser encontrada em (ALEXAN-
DRINO; BETTIOL, 2010, Proposic¸a˜o 3.28).
Lema 2.4.4 : Seja θ∶ G × M uma ac¸a˜o de um grupo de Lie G em uma
variedade M . Seja θp∶ G/Gp →M definida por θp ○ pi = θp, em que pi∶ G →
G/Gp e´ a projec¸a˜o canoˆnica. Enta˜o θp e´ uma imersa˜o injetiva, cuja imagem
e´ G ⋅p. Em particular, G ⋅p e´ uma variedade imersa de M . Tambe´m, se a ac¸a˜o
e´ pro´pria, enta˜o θp e´ um mergulho e G ⋅ p e´ uma subvariedade mergulhada de
M .
Observac¸a˜o 2.4.5 : O lema anterior implica se a ac¸a˜o e´ quase livre, isto
e´, cada grupo de isotropia e´ finito, todos os slices teˆm dimensa˜o dim(M) −
dim(G) e a condic¸a˜o (i) da Definic¸a˜o 2.3.1 e´ equivalente a
TpM = Tp(G ⋅ p)⊕TpSpo para todo p ∈ Sp0 .
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Teorema 2.4.6 : Seja G um grupo de Lie k-dimensional agindo suave, efe-
tiva, propriamente e quase livremente em M uma variedade diferencia´vel n-
dimensional. Enta˜o M/G possui estrutura canoˆnica de orbifold de dimensa˜o
n − k.
Demonstrac¸a˜o: SejaM/G como no enunciado. Para verificarmos que existe
uma estrutura de orbifold, precisamos mostrar que este espac¸o e´ Hausdorff e
segundo conta´vel e exibir um atlas.
Como G e´ um grupo de Lie que age propriamente em M , o espac¸o
orbital e´ Hausdorff. Tambe´m, este espac¸o e´ segundo conta´vel pois a projec¸a˜o
canoˆnica e´ aberta.
Vamos a`s cartas. Seja p ∈ M . Pelo Teorema do Slice existe um slice
Sp em p contido no domı´nio de uma carta adaptada da subvariedade Sp. Em
particular, a vizinhanc¸a Np = GSp da o´rbita G ⋅ p e Np e´ equivariantemente
difeomorfa a G ×Gp Sp. Como a ac¸a˜o e´ quase-livre, o grupo Gp e´ finito e
e dim(Sp) = n − k. Seja Kp ⊂ Gp dado pelo nu´cleo do homomorfismo
θ̃∶ Gp → Diffeo(Sp) definido por θ̃(g)(q) = θ(g, q). Desta forma Gp/Kp
age efetivamente em Sp. Para simplificar nossa notac¸a˜o, vamos cometer um
abuso de notac¸a˜o e escrever apenas Gp ao inve´s de Gp/Kp. Nossa intenc¸a˜o
e´ construir uma carta para M/G da seguinte forma: (Sp,Gp, φp), em que
φp∶ Sp →M/G e´ a projec¸a˜o canoˆnica. Note que Sp na˜o e´ um subconjunto de
Rn−k, mas localmente e´ homeomorfo a um subconjunto aberto de Rn−k, pois
esta contido no domı´nio de uma carta de M . Falta apenas verificar que φp
induz um homeomorfismo de Sp/Gp em φp(Sp). Note que Np e´ difeomorfo,
por um difeomorfismo G-equivariante, a (G ×Gp Sp) pelo Teorema do Slice,
logo Np/G ≅ (G ×Gp Sp)/G. Agora, temos que (G ×Gp Sp)/Gp ≅ Sp/Gp
via Gp/Sp ∋ [x]↦ [[e, x]] ∈ (G ×Gp Sp)/Gp e (G ×Gp Sp)/Gp ∋ [[g, x]]↦[x] ∈ Sp/Gp. Note que ambas as func¸o˜es esta˜o bem definidas, sa˜o contı´nuas
e uma e´ a inversa da outra. Logo, por transitividade, Np/G e´ homeomorfo a
Sp/Gp.
Desta forma (Sp,Gp, φp) e´ uma carta para o espac¸o orbital M/G;
Falta apenas o atlas. Devemos verificar duas coisas para que as car-
tas anteriores formem um atlas para M/G: (i) as cartas de A ∶= {(Sp,Gp,
φp)}p∈M devem cobrir o espac¸o orbital (no sentido de unia˜o) e (ii) compa-
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tibilidade entre tais cartas. De fato, para qualquer [q] ∈ M/G existe um
p ∈ M tal que pi(p) = q e existe uma carta (Sp,Gp, φp) ∈ A. Assim
M/G = ⋃p∈M Np/G.
Precisamos verificar a compatibilidade entre as cartas do nosso can-
didato a atlas, este e´ um raciocı´nio bem te´cnico e envolve algumas etapas.
Sejam φ1∶ S1 → S1/Gp1 e φ2∶ S2 → S2/Gp2 duas cartas da colec¸a˜o A e
p ∈M tal que [p] ∈ U1 ∩ U2, em que U1 = φi(S1) e U2 = φ2(S2) em M/G.
Logo temos que p ∈ GS1 ∩GS2. Sem perda de generalidade, podemos assu-
mir que p ∈ S1. Pelo Lema 2.4.3 existe uma vizinhanc¸a aberta invariante por
inversa˜o C de e ∈ G tal que se g1, g2 ∈ G enta˜o g−11 g2 ∉ (Gp1 ∪Gp2) ∖ {e}.
Definimos enta˜o fi = θ∣C×Si ∶ C × Si → CSi com i = 1,2, que e´ uma bijec¸a˜o.
Este fato decorre da definic¸a˜o do conjunto C e o Lema 2.4.3 e do iten (iii) da
Definic¸a˜o 2.3.1 de slice.
Fixe i ∈ {1,2}. Vamos verificar que fi e´ um difeomorfismo. Seja(g, p) ∈ C × Si e seja Y ∈ Tgp(CSi). Temos que CSi e´ aberto, logo
Tgp(CSi) = TgpM . Vamos definir o seguinte vetor
X ∶= dθg−1 ∣gpY ∈ TpM = dθp∣eTeM ⊕ TpSi,
decorrente da definic¸a˜o de Slice, em Definic¸a˜o 2.3.1 e Observac¸a˜o 2.4.5. Por-
tanto, existem Z1 ∈ TgC = TgG e Z2 ∈ TpSi tais que X = dθp∣edLg−1 ∣gZ1 +
Z2, em que Lg−1 denota a translac¸a˜o a` esquerda que a cada h ∈ G associa
Lg−1(h) = g−1h. Enta˜o
dθ(g,p)(Z1, Z2) = dθp∣g(Z1) + dθg ∣p(Z2).
Note que, pela caracterizac¸a˜o de X e pela relac¸a˜o θp ○Lg−1 = θg−1 ○ θp.
dθg∣p(Z2) = dθg∣p(X − dθp∣edLg−1 ∣gZ1)= dθg∣p(X − dθg−1∣p dθp∣gZ1)= dθg∣p(X) − dθg∣p(dθg−1∣p dθp∣gZ1)= dθg∣p(dθg−1 ∣gpY ) − dθp∣g(Z1)= Y − dθp∣g(Z1)
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Portanto dθ(g,p)(Z1, Z2) = Y . Logo fi e´ bijec¸a˜o e dθ(g,p) e´ sobreje-
tiva e as dimenso˜es de C × Si e CSi sa˜o iguais, assim fi e´ difeomorfismo.
Pelo Teorema 2.3.3, do Slice, existe um slice S3 em p tal que S3 ⊂
CS1.
Defina λ1∶ S3 iS3Ð→ CS1 f−11Ð→ C × S1 piS1Ð→ S1, vamos verificar que esta
func¸a˜o e´ injetora e uma imersa˜o:●λ1 e´ injetora: sejam q1, q2 ∈ S3 tais que λ1(q1) = λ1(q2) =∶ s.
piS1(f−11 (q1)) = piS1(f−11 (q2)).
Implicando que existem g1, g2 ∈ C tais que f−11 (q1) = (g1, s) e f−11 (q2) =(g2, s). Aplicando f1 temos g1s = q1 e g2s = q2, logo g2g−11 q1 = q2. Como
S3 e´ um Slice em p, temos que g2g−11 ∈ Gp ⊂ Gp1 , decorrente da definic¸a˜o de
slice (2.3.1 (iii)). Agora pela definic¸a˜o do conjunto C temos que g2g−11 = e.
Portanto q1 = q2.●λ1 e´ imersa˜o: sejam q ∈ S3 e X ∈ Nuc dλ1∣q . Como q ∈ S3 ⊂ CS1,
existem u´nicos g ∈ C, y ∈ S1 tais que q = f1(g, y) = gy. Segue pela regra da
cadeia que
dpiS1 ∣(g,y) ⋅ df−11 ∣q(X) = 0.
Enta˜o
df−11 ∣q(X) ∈ TgC ⊕ {0} Ô⇒ X ∈ df1∣(g,y)(TgC ⊕ {0}).
Pela Observac¸a˜o 1.1.2 temos
df1∣(g,y)(TgC ⊕ {0}) = dθy ∣g(TgC) = Tgy(G ⋅ y) = Tq(G ⋅ y)
e X ∈ TqS3, implicando assim que X = 0.
Vimos acima que λ1 e´ uma imersa˜o injetora. Como dim(S1) = dim(S3),
concluı´mos que λ1 e´ um difeomorfismo local. Desta forma, λ1 e´ um mergu-
lho.
Assim construı´mos uma das injec¸o˜es entre as cartas. Na sequeˆncia
construiremos a outra.
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Seja h ∈ G tal que hp ∈ S2. Reduzindo o tamanho de S3 caso ne-
cessa´rio, podemos assumir que hS3 ⊂ CS2. Defina λ2∶ S3 hÐ→ CS2 f−12Ð→
C × S2 piS2Ð→ S2, vamos verificar que esta func¸a˜o e´ injetora. Para se mostrar
que λ2 e´ uma imersa˜o, faz-se um raciocı´nio ana´logo ao usado em λ1.●λ2 e´ injetora: sejam q1, q2 ∈ S3 tais que λ2(q1) = λ2(q2), logo
piS2(f−12 (hq1)) = piS2(f−12 (hq2)).
Como hS3 ⊂ CS2, existem g1, g2 ∈ C e s ∈ S2 tais que g1s = hq1 e g2s = hq2.
Segue que
g−11 hq1 = g−12 hq2 Ô⇒ h−1g2g−11 hq1 = q2.
Logo h−1g2g−11 h ∈ Gp = h−1Ghph. Como hp ∈ S2, temos que Ghp ⊂ Gp2
( da definic¸a˜o de Slice item (iii)). Segue que g−12 g1 ∈ Ghp ⊂ (Gp1 ∪ Gp2),
implicando que g−12 g1 = e pelo Lema 2.4.3. Desta forma q1 = q2.
Como h e´ difeomorfismo, um argumento ana´logo a λ1 mostra que λ2
e´ imersa˜o. Portanto λ2 e´ um mergulho.
Concluı´mos enta˜o que λ1∶ S3 → S1 e λ2∶ S3 → S2 sa˜o injec¸o˜es e
portanto, as cartas φ1∶ S1 → S1/Gp1 e φ2∶ S2 → S2/Gp2 sa˜o compatı´veis.
Portanto M/G e´ um orbifold. ∎
Este resultado pe uma ferramenta muito u´til para construir orbifolds.
O Teorema 2.4.11, a seguir, implica que cada orbifold porde ser escrito nesta
forma.
Observac¸a˜o 2.4.7 : Note que uma ac¸a˜o propriamente descontı´nua e quase
livre e´ em particular uma ac¸a˜o pro´pria, desta forma o Teorema 2.4.6, acima,
generaliza o Teorema 2.4.1.
Vamos mostrar agora que dados M e G como no enunciado do Teo-
rema 2.4.6 em que pi∶ M → M/G e´ a projec¸a˜o canoˆnica, existe uma u´nica
estrutura de orbifold emM/G tal que pi e´ C∞ e uma aplicac¸a˜o f ∶ M/G→ O
em um orbifold O e´ diferencia´vel se, e somente se, f ○ pi e´ diferencia´vel.
Precisaremos primeiramente do seguinte lema.
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Lema 2.4.8 : Seja f ∶ O → O′ um difeomorfismo entre orbifolds da mesma
dimensa˜o e x ∈ O. Enta˜o existem cartas (Ũ ,GU , φU) e (Ṽ ,GV , φV ) ao redor
de x e f(x), respectivamente, e um mergulho f̃ ∶ Ũ → Ṽ tal que φV ○ f̃ =
f ○ φU .
Demonstrac¸a˜o: Como f−1 e´C∞, existem cartas (Ṽ ,GV , φV ) e (W̃ ,GW , φW )
ao redor de f(x) e x, respectivamente, e f̃−1∶ Ṽ → W̃ suave tal que φW ○
f̃−1 = f−1○φV . Como f e´ C∞, existem cartas (Ũ ,GU , φU) e (Ũ ′,GU ′ , φU ′)
em torno de x e f(x), respectivamente, e f̃ ∶ Ũ → Ũ ′ suave tal que φU ′ ○ f̃ =
f ○φU . Diminuindo U ′ e U (e substituindo os domı´nios das cartas correspon-
dentes por imagens de injec¸o˜es adequadas), podemos assumir que U ⊂ W ,
Ũ ⊂ W̃ , U ′ ⊂ Ṽ , φU = φW∣
Ũ
e φU ′ = φV∣
Ũ′ . Portanto,
φw ○ f̃−1 ○ f̃ = φW∣
Ũ
∶ Ũ →W.
Pelo Lema (MOERDIJK; MRCUN, 2003, Lema 2.11), existe g ∈ GW tal que
f̃−1 ○ f̃∣Ũ = g∣Ũ . Portanto f̃ e todo df̃∣ỹ , ỹ ∈ Ũ , sa˜o injetores. Como Ũ e Ṽ teˆm
a mesma dimensa˜o, o teorema da aplicac¸a˜o inversa implica que f̃ ∶ Ũ → Ṽ e´
um mergulho. Temos o seguinte diagrama comutativo
Ũ
f̃ //
φU

Ũ ′ ⊂ Ṽ
φU′

φV

f̃−1 // W̃
φW

U
f // U ′ ⊂ V f−1 // W.
Em particular,
f ○ φU = φU ′ ○ f̃ = φV ○ f̃ .
Concluı´mos assim a demonstrac¸a˜o. ∎
Vamos agora demonstrar a unicidade.
Teorema 2.4.9 : Seja G um grupo de Lie k-dimensional agindo suave, efe-
tiva, propriamente e quase livremente em M uma variedade diferencia´vel n-
dimensional em que pi∶ M →M/G e´ a projec¸a˜o canoˆnica. Existe uma u´nica
estrutura de orbifold emM/G tal que pi e´ C∞ e uma aplicac¸a˜o h∶ M/G→ O
em um orbifold e´ diferencia´vel se, e somente se, h ○ pi e´ diferencia´vel.
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Demonstrac¸a˜o: EmM/G considere a estrutura definida na demonstrac¸a˜o do
Teorema 2.4.6.
Primeiro, vamos verificar que pi∶ M → M/G e´ C∞. Seja p ∈ M .
Sejam Sp ⊂ M slice em p contido numa carta da subvariedade Sp e C
vizinhanc¸a aberta de e tal que se g1, g2 ∈ C enta˜o g−11 g2 ∉ Gp ∖ {e}. Sejam
f−1 = θ−1∣CSp ∶ CSp → C×Sp, pi2∶ C×Sp → (C×Sp)/Sp, a projec¸a˜o natural, e
φp∶ (C ×Sp)/Sp → Sp/Gp. Como pi2 ○ f−1 e´ C∞ e φp(pi2 ○ f−1) = pi, temos
que pi e´ C∞.
Em seguida verificaremos a existeˆncia. Seja h∶ M/G → O dife-
rencia´vel. Vimos que a composic¸a˜o de duas aplicac¸o˜es diferencia´veis e´ di-
ferencia´vel. Sabemos que se h e´ diferencia´vel, enta˜o h ○ pi tambe´m e´ dife-
rencia´vel. Por outro lado, h ○ pi e´ func¸a˜o C∞. Seja x ∈ M/G. Se p ∈ M e´
tal que pi(p) = x, enta˜o suponha que existem uma vizinhanc¸a U de p em M ,
uma carta φ∶ Ṽ → V deO em de torno de f(x) e uma aplicac¸a˜o diferencia´vel
h̃ ○ pi∶ U → Ṽ tal que φ ○ h̃ ○ pi = h ○pi em U . Agora, note que se S ⊂ U e´ um
slice em torno de p enta˜o φ ○ h̃ ○ pi = h ○ pi em S. Assim concluı´mos que h e´
diferencia´vel.
Quanto a` unicidade. Sejam (M/G)1 e (M/G)2 duas estruturas com
a propriedade do teorema. Escrevemos pii∶ M ∋ p ↦ pi(p) ∈ (M/G)i e
idij ∶ (M/G)i ∋ x ↦ x ∈ (M/G)j , para i ∈ {1,2}. Temos o seguinte dia-
grama
M
pi1
zz
pi2
$$(M/G)1
id12
// (M/G)2.id21oo
Note que id12 ○ pi1 = pi2 e´ C∞, logo id12 e´ C∞. Analogamente ve-
mos que id21 e´ C∞. Portanto id12 e id21 sa˜o difeomorfismos. Agora, sejam(Ũ1,GU1 , φU1) e (Ũ2,GU2 , φU2) cartas de (M/G)1 e (M/G)2, respectiva-
mente, e x ∈ U1∩U2 =∶ V . Como id12 e´ C∞, Lema 2.4.8 implica que existem
carta φW ∶ W̃ → W em (M/G)1, e mergulhos λ∶ W̃ → Ũ1 e µ tal que o
digrama abaixo comuta
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Ũ1
φU1

W̃
φW

λoo µ // Ũ2
φU2

U1 W
incloo incl // U2.
Desta forma temos as estruturas (M/G)1 e (M/G)2 sa˜o iguais e temos as-
sim a unicidade. ∎
Exemplo 2.4.10 (Espac¸o projetivo ponderado): Considere a esfera unita´ria:
S2n+1 ⊂ Cn+1. Seja (a0, . . . , an) uma (n+1)-upla de inteiros coprimos entre
si, e o grupo S1 aja em S2n+1 via λ(z0, . . . , zn) ∶= (λa0z0, . . . , λanzn). Gos-
tarı´amos de concluir que S2n+1/S1 tem estrutura de orbifold via o Teorema
2.4.6. Vamos checar as hipo´teses do teorema: sabemos que S1 e´ um grupo
de Lie compacto; S2n+1 e´ uma variedade diferencia´vel; note que pelo fato de
serem primos, temos que esta ac¸a˜o e´ efetiva; S1ei = {λ ∈ S1;λai = 1} ≅ Zai
e isotropia nos outros pontos e´ trivial pois existem i ≠ j tais que zi ≠ 0
e zj ≠ 0, desta forma temos que a ac¸a˜o e´ quase livre. Portanto o espac¸o
S2n+1/S1 =∶ WP(a0, . . . , an), chamado espac¸o projetivo ponderado, tem
uma estrutura de orbifold. ◻
Finalizamos o capı´tulo com o seguinte resultado.
Teorema 2.4.11 : SejaO um orbifold. Enta˜oO e´ difeomorfo a um quociente
M/G em que M e´ uma variedade diferencia´vel e G e´ um grupo de Lie que
age suave, efetiva, pro´pria e quase livremente em M .
A demonstrac¸a˜o deste fato envolve o estudo do chamado fibrado de re-
ferenciais ortogonais de um orbifold. Este fibrado tem propriedades ana´logas
aos fibrados de uma variedade diferencia´vel. Uma maneira de fazermos esta
construc¸a˜o pode ser encontrada em (MOERDIJK; MRCUN, 2003, Sec¸a˜o 2.4),
assim como resultados adicionais e a demonstrac¸a˜o do teorema acima.
Neste capı´tulo, vimos como podemos caracterizar um quocienteM/G,
em queM e´ uma variedade diferencia´vel eG um grupo de Lie, como um orbi-
fold. Demonstramos que se a ac¸a˜o suave efetiva e propriamente descontı´nua
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ou pro´pria e quase livre, enta˜o o quociente M/G tem uma estrutura canoˆnica
de orbifold. Esta e´ uma ferramenta importante na ’fabricac¸a˜o’ de exemplos
de orbifolds.
Nosso pro´ximo passo e´ definir orbifolds por um vie´s alge´brico que sob
certas hipo´teses correspondera´ as mesmas estruturas que viemos trabalhando
ate´ o momento.
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3 ORBIFOLDS VIA GRUPOIDES
Neste capı´tulo no´s reformularemos a noc¸a˜o de orbifolds usando a lin-
guagem de grupoides e mostraremos que ha´ uma correspondeˆncia entre or-
bifolds e grupoides de Lie pro´rpiios e e´tale como os definidos ate´ enta˜o e
esta nova caracterizac¸a˜o, que sera´ apresentada. Assim como em (MOERDIJK;
PRONK, 1997). Evitamos a teoria de categorias para deixar este capı´tulo mais
acessı´vel. Veja refereˆncia (TOMMASINI, 2012) para abordagem utilizando lin-
guagem de categorias e outros resultados ao longo deste capı´tulo.
3.1 GRUPOIDES DE LIE
Antes de definir grupoides precisamos definir o produto fibrado entre
dois espac¸os topolo´gicos.
Definic¸a˜o 3.1.1 Sejam X,Y e Z espac¸os topolo´gicos e func¸o˜es contı´nuas
f ∶ X → Z e g∶ Y → Z. O produto fibrado de X por Y sobre Z e´ o subcon-
junto de Z ×Z definido por X ×f g Y ∶= {(x, y) ∈X × Y ; f(x) = g(y)}.
Definic¸a˜o 3.1.2 (Grupoide topolo´gico): Um grupoide topolo´gico G consiste
de um espac¸o topolo´gico G0 (de objetos) na˜o vazio e um espac¸o topolo´gico
G1 (de setas) em conjunto com cinco aplicac¸o˜es contı´nuas. Sa˜o elas:
(i) source s∶ G1 → G0;
(ii) target t∶ G1 → G0;
(iii) composic¸a˜o (ou multiplicac¸a˜o) m∶ G1 ×s t G1 → G1;
(iv) unidade u∶ G0 → G1;
(v) inversa˜o i∶ G1 → G1;
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satisfazendo as seguintes condic¸o˜es:
• para todo (h, g) ∈ G1 ×s t G1: s(m(h, g)) = s(g), t(m(h, g)) = t(h);
• associatividade de m: se h, f e g em G1 sa˜o tais que s(g) = t(f) e
s(h) = t(g), enta˜o
m(m(h, g), f) =m(h,m(g, f));
• s ○ u = t ○ u = idG0 e para todo g ∈ G1
m(g, u(s(g))) = g =m(u(t(g)), g);
• s ○ i = t, t ○ i = s e para todo g ∈ G1:
m(i(g), g) = u(s(g))
m(g, i(g)) = u(t(g)).
Introduzimos as seguintes notac¸o˜es: se g ∈ G1 e´ tal que s(g) = x,
t(g) = y, escrevemos g∶ x → y. Se (h, g) ∈ G1 ×s t G1, escrevemos hg ∶=
m(h, g). Se g∶ x→ y, escrevemos g−1 ∶= i(g)∶ y → x.
Um grupoide topolo´gico pode ser representado por uma 7-upla (G0,G1, s, t,
m,u, i) =∶ G formada por dois espac¸os topolo´gicos e cinco aplicac¸o˜es contı´nuas
satisfazendo as propriedades da Definic¸a˜o 3.1.2.
Observac¸a˜o 3.1.3 : Se G e´ um grupoide topolo´gico, enta˜o s, t sa˜o aplicac¸o˜es
sobrejetoras e i e´ uma involuc¸a˜o.
De fato, s, t sa˜o sobrejetoras pois s ○ u = t ○ u = idG0 . Agora para a
involuc¸a˜o, seja g∶ x → y. Enta˜o m(i2(g), i(g)) = u(y). Aplicando m(⋅, y)
e a associatividade de m obtemos m(u(y), g) = g, pelo lado direito, e pelo
outo lado
m(m(i2(g), i(g)), g) =m(i2(g),m(i(g)), g)=m(i2(g), u(x))= i2(g).
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Portanto i2(g) = g.
Definimos grupoides topolo´gicos, mas nossa intenc¸a˜o e´ estudar orbi-
folds que sa˜o objetos diferencia´veis. Desta forma introduzimos o conceito de
grupoide de Lie.
Definic¸a˜o 3.1.4 (Grupoide de Lie): Um grupoide de Lie e´ um grupoide to-
polo´gico G tal que G0 e G1 sa˜o variedades diferencia´veis, s e t sa˜o sub-
merso˜es sobrejetoras, m,u e i sa˜o aplicac¸o˜es diferencia´veis.
A observac¸a˜o acima implica que se G e´ grupoide de Lie, enta˜o i e´
difeomorfismo.
Lema 3.1.5 : Sejam G um grupoide de Lie, G1 o conjunto de setas e G0 o
conjunto de objetos. Enta˜o G1 ×s t G1 = {(h, g) ∈ G1 ×G1; s(h) = t(g)} e´
uma variedade mergulhada de G1 ×G1 de dimensa˜o 2dim(G1)−dim(G0).
Demonstrac¸a˜o: Seja G um grupoide de Lie e s, t∶ G1 → G0 suas aplicac¸o˜es
source e target. Seja (s, t)∶ G1 ×G1 → G0 ×G0. Logo
G1 ×s t G1 = (s, t)−1{(y, y) ∈ G0 ×G0; y ∈ G0} ⊂ G1 ×G1.
Note que o conjunto {(y, y) ∈ G0 × G0; y ∈ G0}, a diagonal do conjunto
G0 × G0, e´ uma subvariedade de G0 × G0 e e´ difeomorfa a` variedade G0.
Observe que G1 ×s t G1 na˜o e´ vazio, pois como G0 e´ na˜o vazio a aplicac¸a˜o
unidade nos garante pelo menos um elemento em G1. Por fim, temos que(s, t) e´ uma submersa˜o, ja´ que s e t o sa˜o, desta forma (s, t) e´ transversal a`
diagonal deG0×G0. Portanto, pelo teorema da transversalidade (GUILLEMIN;
POLLACK, 1974, Capı´tulo 1, Sec¸a˜o 5), G1 ×s t G1 e´ uma subvariedade de di-
mensa˜o 2dim(G1)−dim(G0). ∎
Observac¸a˜o 3.1.6 : No lema acima, na realidade na˜o precisamos de duas
submerso˜es. Basta que uma aplicac¸a˜o seja uma submersa˜o para que o produto
fibrado de variedades tenha uma estrutura de variedade. Temos o seguinte
resultado: ’Sejam f ∶ M → N e g∶ M ′ → N duas func¸o˜es diferencia´veis
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entre as variedades diferencia´veis M,M ′ e N . Se f e´ uma submersa˜o, enta˜o
o produto fibradoM ×f gM ′ e´ uma subvariedade mergulhada deM ×M , com
dimensa˜o igual a dim(M)+dim(M ′)−dim(N)’. Veja (TOMMASINI, 2012,
Proposic¸a˜o 2.11).
Exemplo 3.1.7 Grupoide ac¸a˜o: SejaM uma variedade diferencia´vel e sejaG
um grupo de Lie agindo suavemente em M (pela esquerda), com ac¸a˜o dada
por θ∶ G×M →M , escrevemos gp = θ(g, p). Vamos definir o grupoide ac¸a˜o
denotado porG⋉M da seguinte forma: (G⋉M)0 ∶=M e (G⋉M)1 ∶= G×M .
Agora as aplicac¸o˜es: source e target s, t∶ G ×M → M sa˜o definidos como
s ∶= pr2∶ G ×M →M com (g, p) ↦ p e t ∶= θ, isto e´, source e´ a projec¸a˜o na
segunda coordenada e target a pro´pria ac¸a˜o; para multiplicac¸a˜o note que se((g, p1), (h, p2)) ∈ G1 ×s t G1 temos p1 = hp2, assim m((g, hp2), (h, p2)) =(g ⋅h, p2) em que g ⋅h e´ a operac¸a˜o do grupoG ; a inversa˜o i∶ G×M → G×M
e´ dada por i(g, p) = (g−1, gp) e a unidade por u∶ M → G ×M com u(p) =(e, p) (em que e e´ o elemento unidade do grupo). Note que cada um das
aplicac¸o˜es e´ diferencia´vel e satisfaz as condic¸o˜es da definic¸a˜o de grupoides e
a projec¸a˜o e´ uma submersa˜o, logo G ⋉M e´ um grupoide de Lie. ◻
A seguir vamos exibir a construc¸a˜o de um grupoide de Lie a partir um
atlas de orbifold. Nesta construc¸a˜o precisamos duma noc¸a˜o mais rı´gida dum
atlas de orbifold que nos capı´tulos anteriores.
Definic¸a˜o 3.1.8 (Atlas completo): Seja X um espac¸o topolo´gico Hausdorff,
segundo conta´vel. Um atlas completo n-dimensional de orbifold em X e´
uma colec¸a˜o A = {(Ũi,Gi, φi)}i∈I de cartas de orbifold n-dimensionais em
X tais que
(i) ⋃
i∈IUi =X
(ii) se x ∈ Ui ∩ Uj , enta˜o existem (Ũk,Gk, φk) ∈ A tal que x ∈ Uk ⊂
Ui∩Uj e injec¸o˜es λi∶ (Ũk,Gk, φk)→ (Ũi,Gi, φi), λj ∶ (Ũk,Gk, φk)→(Ũj ,Gj , φj).
Observac¸a˜o 3.1.9 : Cada atlas completo e´ atlas no sentido da Definic¸a˜o 1.2.4
e cada atlas induz um atlas completo equivalente. As refereˆncias (AMENTA,
2013) e (TOMMASINI, 2012) chamam um atlas completo de atlas.
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Exemplo 3.1.10 Orbifolds como grupoides : Adaptado de (AMENTA, 2013,
Exemplo 2.1.8) e (TOMMASINI, 2012, Sec¸a˜o 3). SejaX um espac¸o topolo´gico
Hausdorff e segundo conta´vel e A = {(Ũ ,GU , φU)} atlas completo de orbi-
fold em X n-dimensional. No´s podemos construir um grupoide de atlas de
orbifold, denotado por X[A]. Vamos a` construc¸a˜o: definiremos
X[A]0 ∶= ⋃˙{(Ũ,GU ,φU )}∈AŨ .
Os objetos deste grupoide podem ser escritos na forma (x, Ũ), em que (Ũ ,GU , φU) ∈A e x ∈ Ũ . No´s relacionamos dois pontos (x, Ũ) e (y, Ṽ ) se existe uma carta(W̃ ,GW , φW ) em A com duas injec¸o˜es
λ∶ (W̃ ,GW , φW )→ (Ũ ,GU , φU)
µ∶ (W̃ ,GW , φW )→ (Ṽ ,GV , φV )
e um ponto z ∈ W̃ tal que λ(z) = x e µ(z) = y. Logo um morfismo(x, Ũ) → (y, Ṽ ) e´ uma tripla da forma (λ, z, µ), em que λ, µ e z sa˜o como
acima.
Seja
S ∶= ⋃˙{(W̃ ,GW ,φW )}∈A⋃˙(λ,µ)∈I(W )2W̃ ,
em que I(W ) e´ colec¸a˜o das injec¸o˜es de (W̃ ,GW , φW ) para as cartas deA. Um elemento de S e´ dado por um ponto z ∈ W̃ para alguma carta(W̃ ,GW , φW ) ∈ A com duas injec¸o˜es partindo desta carta. Logo S pode
ser identificado com o conjunto das triplas (λ, z, µ), do para´grafo anterior.
Como cada conjunto W̃ e´ aberto em Rn, temos que S e´ uma unia˜o disjunta
de variedades diferencia´veis.
Dizemos que (λ1, z1, µ1) e (λ2, z2, µ2) ∈ S sa˜o equivalentes se λ1, λ2
sa˜o injec¸o˜es para mesma carta φU e µ1, µ2 sa˜o injec¸o˜es para mesma carta φV
e existe carta (Ỹ ,GY , φY ) com injec¸o˜es νi∶ Ỹ → W̃i, i = 1,2 e z tais que
νi(z) = zi e o seguinte diagrama comuta
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W̃1
λ1

µ1
  
Ũ Ỹ
ν1
OO
ν2

Ṽ .
W̃2
µ2
>>
λ2
__
Pode-se verificar que esta relac¸a˜o e´ relac¸a˜o de equivaleˆncia, deixamos
indicado o Lema 3.4 em (TOMMASINI, 2012). Agora, definimos o conjunto
de setas: X[A]1 ∶= S/∼ onde uma tripla (λ, z, µ) ∈ S tem sua classe deno-
tada por [λ, z, µ]. No seguinte lema, verificaremos que existe uma estrutura
diferencia´vel em X[A]1.
Lema 3.1.11 : Existe uma u´nica estrutura diferencia´vel em X[A]1 tal que pi
e´ um difeomorfismo local.
Demonstrac¸a˜o: Vamos verificar que pi∶ S → S/∼ a projec¸a˜o canoˆnica e´ um
homeomorfismo local sobrejetor. Seja (W̃ , λ, µ) com W̃ em uma compo-
nente conexa de S, vamos mostrar que pi((W̃ , λ, µ)) e´ aberto em S/∼. Para
isto, veremos que T ∶= pi−1(pi(W̃ , λ, µ)) e´ aberto. De fato, seja (λ′, z′, µ′) ∈
T . Enta˜o existe z ∈ W̃ tal que (λ′, z′, µ′) ∼ (λ, z, µ). Desta forma existe
injec¸a˜o ν′ tal que o seguinte diagrama comuta
W̃
λ
~~
µ
  
Ũ Ỹ
ν
OO
ν′

Ṽ
W̃ ′
µ′
>>
λ′
``
e existe z̃ ∈ Ỹ tal que ν(z̃) = z e ν′(z̃) = z′ e existe N vizinhanc¸a aberta
de z em W̃ tal que N ⊂ ν(Ỹ ). Enta˜o A ∶= {(λ′, ν′ ○ ν−1(x), µ′);x ∈
N} e´ vizinhanc¸a aberta de (λ′, z′, µ′) em W̃ ′ ⊂ S. Temos que se x ∈ N ,
enta˜o (λ′, ν′ ○ ν−1, µ′) ∼ (λ,x,µ), logo A ⊂ T . Como T e´ aberto enta˜o
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pi(W̃ , λ, µ) ⊂ S/∼. Com pi∣W̃ injetivo e W̃ componente conexa qualquer, pi e´
homeo local.
Como S ⊂ Rn, S/∼ e´ Hausdorff, segundo conta´vel e possuı´ uma u´nica
estrutura diferencia´vel tal que pi e´ um difeomorfismo local. Esta estrutura in-
duzida pelas cartas dadas como inversas locais de pi e´ a u´nica estrutura C∞
que torna pi em um difeomorfismo local. ∎
Abaixo vamos definir as aplicac¸o˜es source, target, unidade e inversa˜o:
s([λ, z, µ]) ∶= (λ(z), Ũ);
t([λ, z, µ]) ∶= (µ(z), Ṽ );
u((x, Ũ)) ∶= [idŨ , x, idŨ ];
i([λ, z, µ]) ∶= [µ, z, λ].
A verificac¸a˜o que estas aplicac¸o˜es esta˜o bem definidas decorre direta-
mente da relac¸a˜o de equivaleˆncia que definimos acima.
Agora para definirmos a aplicac¸a˜o multiplicac¸a˜o, seja([λ′, x′, µ′], [λ,x,µ]) ∈X[A]1 ×s tX[A]1. Enta˜o temos injec¸o˜es:
(Ũ ,GU , φU) λ← (H̃,GH , φH) µ→ (Ṽ ,GV , φV )
(Ṽ ,GV , φV ) λ′← (H̃ ′,GH′ , φ′H) µ′→ (W̃ ,GW , φW )
com dois pontos x ∈ H̃ e x′ ∈ H̃ ′ tais que µ(x) = λ′(x′). Como A e´ atlas
completo, existem uma carta (K̃,GK , φK) ∈ A em torno de φV (µ(x)) e
duas injec¸o˜es tais que
(H̃,GH , φH) γ← (K̃,GK , φK) γ′→ (H̃ ′,GH′ , φH′).
Seja y ∈ K̃ tal que φk(y) = µ(x). Compondo γ e γ′ por um certo
elemento de GH e GH′ , respectivamente, podemos garantir γ(y) = x′ e
γ′(y) = x′. No´s definimos a multiplicac¸a˜o da seguinte forma:
m([λ′, x′, µ′], [λ,x,µ]) = [λ ○ γ, y, µ′ ○ γ′].
A verificac¸a˜o que esta operac¸a˜o de multiplicac¸a˜o e´ bem definida e e´ asso-
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ciativa encontra-se em (TOMMASINI, 2012), respectivamente no Lema 2.7 e
na Proposic¸a˜o 3.8. Finalmente, temos que s e t sa˜o submerso˜es, pois foram
definidas a partir de injec¸o˜es e pi∶ S → S/∼ e´ difeomorfismo local. Temos
tambe´m que as aplicac¸o˜es m,u e i sa˜o diferencia´veis. A ideia para isto,
e´ ver localmente estas func¸o˜es como composic¸o˜es de func¸o˜es suaves. Esta
prova pode ser encontrada em (TOMMASINI, 2012, Lema 3.11). Por u´ltimo as
aplicac¸o˜es s, t, u, i e m satisfazem as relac¸o˜es da definic¸a˜o dum grupoide to-
polo´gico. Esta verificac¸a˜o segue diretamente das definic¸o˜es destas aplicac¸o˜es.
Portanto X[A] e´ um grupoide de Lie. ◻
Finalizaremos esta primeira sec¸a˜o com a definic¸a˜o de isotropia e o´rbita
para grupoides de Lie e um exemplo.
Definic¸a˜o 3.1.12 (Isotropia/O´rbita): Seja G um grupoide de Lie. Seja um
ponto x ∈ G0.
(i) O conjunto de todas as setas x → x, denotado por Gx munido de m, e´
chamado grupo de isotropia de x;
(ii) O conjunto t(s−1(x)) ∶= G(x) e´ chamado o´rbita de x;
(iii) O espac¸o orbital de G, por notac¸a˜o ∣G∣, e´ o espac¸o topolo´gico dado pelo
quociente do espac¸o G0 pela relac¸a˜o de equivaleˆncia x ∼ y se x e y
esta˜o na mesma o´rbita.
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3.2 GRUPOIDES ORBIFOLD
Vamos estudar, agora, uma classe de grupoides de Lie chamada gru-
poides orbifold. Veremos que estes grupoides particulares, de certa forma
representara˜o os orbifolds que viemos estudando via cartas. De modo que
possamos defini-los, precisamos impor restric¸o˜es adicionais aos grupoides.
Definic¸a˜o 3.2.1 (Tipos de grupoides): Seja G um grupoide de Lie.
(i) G e´ pro´prio se (s, t)∶ G1 → G0 ×G0 e´ uma func¸a˜o pro´pria.
(ii) G e´ e´tale se s e t sa˜o difeomorfismos locais. Se G e´ e´tale, definimos a
dimensa˜o dim G = dim G0 = dim G1.
Segue que se G e´ pro´prio, enta˜o cada grupo de isotropia e´ um grupo
de compacto, pois Gx = (s, t)−1((x,x)) e (x,x) e´ compacto.
Proposic¸a˜o 3.2.2 : Se A e´ atlas completo de um orbifold num espac¸o Haus-
dorff, segundo conta´vel X , enta˜o o grupoide X[A] formado a partir do atlasA, como no Exemplo 3.1.10, e´ pro´prio.
A demonstrac¸a˜o deste fato pode ser encontrada em (TOMMASINI, 2012,
Lema 3.14).
Vamos agora mostrar que um grupoide construı´do a partir do atlas
de um orbifold e´ e´tale, verificando que as dimenso˜es dos seus conjuntos de
objetos e setas e´ igual.
Proposic¸a˜o 3.2.3 : Seja A um atlas completo de um orbifold num espac¸o
Hausdorff, segundo conta´vel X . Enta˜o o grupoide X[A] formado a partir do
atlas A, como no Exemplo 3.1.10, e´ e´tale.
Demonstrac¸a˜o: Seja n = dim (A) e X[A] construı´do como no Exemplo
3.1.10. Lembremos que na sua construc¸a˜o o espac¸o X[A]0 foi construı´do
como unia˜o disjunta de variedades n-dimensionais, logo devemos ter dim
X[A]0 = n. Agora precisamos verificar que X[A]1 = n. Lembremos que
este conjunto de setas foi construı´do como quociente de uma variedade n-
dimensional S por uma relac¸a˜o de equivaleˆncia ∼ e que a projec¸a˜o canoˆnica
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pi∶ S → S/∼ e´ um difeomorfismo local. Em particular X[A]1 = dim S = n.
Portanto X[A] e´ e´tale. ∎
Lembremo-nos do conceito de germe de um difeomorfismo local. Se-
jam M e N variedades, um difeomorfismo local de x ∈M para y ∈ N e´ dado
por uma vizinhanc¸a aberta U de x e outra vizinhanc¸a aberta V de y e um dife-
omorfismo f ∶ U → V com f(x) = y. Dois difeomorfismos locais f ∶ U → V
e g∶ U ′ → V ′ de x para y sa˜o ditos equivalentes se existe uma vizinhanc¸a W
de x, com W ⊂ U ∩U ′ tal que as restric¸o˜es de f e g em W sejam iguais. Um
germe de um difeomorfismo local de x para y e´ uma classe de equivaleˆncia
de difeomorfismos locais como acima.
Vejamos agora que germes em grupoides de Lie e´tale nos permitem
introduzir uma nova classe de grupoides, a saber grupoides efetivos. SejamG um grupoide e´tale e x, y ∈ G0. Denotamos por Diff(x, y) o conjunto dos
germes de difeomorfismos locais de x para y. Suponha que g∶ x → y e´ uma
seta em G1. Enta˜o existem vizinhanc¸as Ug ⊂ G1 de g e Vx, Vy ⊂ G0 de x
e y, respectivamente, tais que as aplicac¸o˜es source e target (denotados por s
e t) mapeiam Ug difeomorficamente em Vx e Vy , respectivamente. Por estes
conjuntos g define um difeomorfismo de Vx para Vy e logo um germe g̃ ∈
Diff(x, y). Note que este germe independe da vizinhanc¸a Ug , logo definimos
uma aplicac¸a˜o natural G(x, y) → Diff(x, y), em que G(x, y) ⊂ G1 e´ o con-
junto de setas de x para y. Observe tambe´m que Diff(x,x) e´ um grupo por
composic¸a˜o e que para cada x ∈ G0 a aplicac¸a˜o acima define um homomor-
fismo de grupos Gx → Diff(x,x).
Podemos agora definir o que venha a ser um grupoide efetivo.
Definic¸a˜o 3.2.4 (Grupoides efetivos): Um grupoide de Lie e´tale G e´ dito efe-
tivo se para cada x ∈ G0 o homomorfismo de grupos Gx → Diff(x,x) e´
injetivo.
Proposic¸a˜o 3.2.5 : Seja A um atlas completo de um orbifold num espac¸o
Hausdorff, segundo conta´vel X . Enta˜o o grupoide X[A] formado a partir do
atlas A, como no Exemplo 3.1.10, e´ efetivo.
Para demonstrac¸a˜o, confira (TOMMASINI, 2012, Lema 3.13).
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Os u´ltimos resultados nos mostram que dado um orbifold podemos
construir um grupoide de Lie a partir de seu atlas que sera´ e´tale, efetivo e
pro´prio.
Finalizaremos esta sec¸a˜o com a definic¸a˜o dos grupoides orbifolds.
Definic¸a˜o 3.2.6 (Grupoides orbifolds): Um grupoide de Lie e´ chamado de
grupoide orbifold se e´ pro´prio e e´tale.
3.3 MORFISMOS E EQUIVALEˆNCIA DE MORITA
Nesta sec¸a˜o discutiremos os morfismos entre grupoides e suas transfor-
mac¸o˜es naturais a fim de definirmos orbifolds pela linguagem dos grupoides.
Comec¸aremos com as definic¸o˜es de morfismos e transformac¸o˜es natu-
rais entre grupoides e feito isto, definiremos a equivaleˆncia de Morita.
Definic¸a˜o 3.3.1 (Morfismos): Sejam G e H grupoides de Lie, um morfismo
de grupoides de Lie φ∶ G → H e´ um par (φ0, φ1) tal que o morfismo entre
objetos φ0∶ G0 →H0 e o morfismo φ1∶ G1 →H1 sa˜o diferencia´veis e comu-
tam com as cinco aplicac¸o˜es caracterı´sticas dos grupoides. Isto e´, devemos
ter as seguintes identidades satisfeitas:
φ0 ○ s = s′ ○ φ1, φ0 ○ t = t′ ○ φ1, φ1 ○m =m′ ○ (φ1 × φ1),
φ1 ○ u = u′ ○ φ0, e φ1 ○ i = i′ ○ φ1,
onde G = (G0,G1, s, t,m,u, i) e H = (H0,H1, s′, t′,m′, u′, i′).
Definic¸a˜o 3.3.2 (Transformac¸o˜es naturais): Sejam φ,ψ∶ G → H dois mor-
fismos entre grupoides de Lie. Uma transformac¸a˜o natural τ de φ para ψ e´
um morfismo τ ∶ G0 →H1 tal que as seguintes identidades sejam satisfeitas:
s′ ○ τ = φ0, t′ ○ τ = ψ0 e m′ ○ (τ ○ s,ψ1) =m′ ○ (φ1, τ ○ t),
onde G = (G0,G1, s, t,m,u, i) e H = (H0,H1, s′, t′,m′, u′, i′).
A seguir vamos definir um tipo de equivaleˆncia entre grupoides de Lie
a fim de evitarmos problemas tais como: mais de um grupoide orbifold dando
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origem a mesma estrutura de orbifold.
Definic¸a˜o 3.3.3 (Morfismo equivaleˆncia): Um morfismo φ∶ G → H entre
grupoides de Lie e´ chamado equivaleˆncia fraca se sa˜o satisfeitos:
(i) t ○ pr1∶ H1 ×s′ φ0 G0 →H0 e´ uma submersa˜o sobrejetiva e
(ii) a aplicac¸a˜o γ∶ G1 → (G0 ×G0) ×φ0×φ0 (s′,t′) H1, definida por γ(g) =(s(g), t(g), φ1(g)) e´ um difeomorfismo.
Note que no item (ii) acima, γ esta´ bem definida pois (φ0, φ1) e´ um morfismo
entre grupoides.
Observac¸a˜o 3.3.4 : No item (i) da definic¸a˜o acima, como H e´ um grupoide
de Lie, enta˜o s′ e´ uma submersa˜o. Assim, pela Observac¸a˜o 3.1.6 o produto
fibrado possui uma estrutura de variedade. Analogamente o produto fibrado
de (ii) possui estrutura de variedade, ja´ que (s′, t′) e´ submersa˜o.
Definic¸a˜o 3.3.5 (Equivaleˆncia de Morita): Dizemos que G eH, dois grupoi-
des de Lie, sa˜o Morita equivalentes se existe um grupoide de Lie K e duas
equivaleˆncias fracas φ e ψ∶ G φ← K ψ→H.
Em (MOERDIJK; MRCUN, 2003, Capı´tulo 5) e´ mostrado que a definic¸a˜o
acima define uma relac¸a˜o de equivaleˆncia nos grupoides.
A pro´xima sec¸a˜o finaliza este estudo sobre orbifold. Nela apresenta-
remos uma relac¸a˜o entre grupoides orbifolds efetivos e grupoides de atlas de
orbifold.
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3.4 BIJEC¸A˜O ENTRE GRUPOIDES ORBIFOLDS EFETIVOS E GRUPOI-
DES DE ATLAS DE ORBIFOLDS
Vamos mostrar a seguir, que dado um grupoide orbifold efetivo pode-
mos definir uma estrutura de orbifold no espac¸o orbital deste grupoide. As
seguintes demonstrac¸o˜es sa˜o baseadas em (TOMMASINI, 2012, Lema 4.6) e
(AMENTA, 2013, Corola´rio 2.4.13).
Teorema 3.4.1 : Seja G um grupoide orbifold efetivo com espac¸o orbital∣ G ∣=∶ X com a topologia quociente. Enta˜o em torno de cada ponto de X
podemos definir cartas de orbifold em X de dimensa˜o igual a dim(G).
Demonstrac¸a˜o: Primeiramente como G e´ um grupoide de Lie pro´prio, a
aplicac¸a˜o (s, t) e´ pro´prio e uma submersa˜o. Assim, temos que X e´ Haus-
dorff. Note que a projec¸a˜o pi∶ G0 → X e´ aberta, logo X e´ segundo conta´vel.
Desta forma, X e´ um espac¸o topolo´gico Hausdorff e segundo conta´vel.
Vamos agora construir cartas de orbifold em X . Seja x̃ ∈ G0 e sejaGx̃ = (s, t)−1{(x̃, x̃)}, isto e´, o conjunto de todas as setas que teˆm o ponto
x̃ ∈ G0 como source e target. Como observado na Sec¸a˜o 3.2, Gx̃ e´ compacto,
pois (s, t) e´ pro´prio. Tambe´m, como s t sa˜o difeos locais, os pontos de Gx̃ sa˜o
isolados. Logo Gx̃ ⊂ G1 e´ um conjunto finito. Desta forma, para cada g ∈ Gx̃
podemos definir Ng , uma vizinhanc¸a aberta (suficientemente pequena) de g
em Gx̃, tal que s∣Ng e t∣Ng sejam invertı´veis. Enta˜o para cada g ∈ Gx̃ podemos
associar a aplicac¸a˜o diferencia´vel g̃ ∶= t ○ (s∣Ng )−1∶ s(Ng) → t(Ng). Uma
vez que Gx̃ e´ finito, podemos restringir as vizinhanc¸as Ng e Nh dos pontos
g e h neste conjunto, de forma que Ng ∩ Nh = ∅ para todo g ≠ h. Seja
Ux̃ ∶= ⋂
g∈Gx̃ s(Ng). Temos que Ux̃ e´ uma vizinhanc¸a aberta de x̃ ⊂ G0. Como(s, t) e´ uma aplicac¸a˜o pro´pria e o conjuntoG1∖ ⋃
g∈Gx̃Ng e´ fechado, temos que(s, t)(G1 ∖ ⋃
g∈Gx̃Ng) ⊂ G0 ×G0 e´ um conjunto fechado e por construc¸a˜o na˜o
conte´m o ponto (x̃, x̃). Note que G0 ×G0 e´ Hausdorff e segundo conta´vel,
ja´ que e´ uma variedade diferencia´vel obtida pelo produto cartesiano de duas
variedades. Desta forma, por meio dos abertos que formam a base da to-
pologia de G0 × G0, podemos definir uma vizinhanc¸a aberta Bx̃ de x̃ em
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Ux̃, tal que (Bx̃ × Bx̃)⋂(s, t)(G1 ∖ ⋃
g∈Gx̃Ng) = ∅. Logo, dado h ∈ G1 tal
que s(h), t(h) ∈ Bx̃, existe u´nico g ∈ Gx̃ tal que h ∈ Ng . Agora, como a
aplicac¸a˜o g̃ = t ○ (s∣Ng )−1 e´ difeo e Bx̃ ⊂ Ux̃ ⊂ s(Ng) para todo g ∈ Gx̃
o conjunto ⋂
g∈Gx̃ g̃(Bx̃) =∶ Cx̃ e´ uma vizinhanc¸a aberta de x̃. Seja h ∈ Gx̃.
Usando que (Gx̃,m) e´ grupo e que para quaisquer pontos (h, g) ∈ G1 ×s tG1
temos h̃ ○ g̃ = m̃(h, g), como em (TOMMASINI, 2012, Lema 2.17), pode-
mos concluir que h̃(Cx̃) = Cx̃. Definimos a seguir o seguinte conjunto,
Gx̃ ∶= {g̃∶ Cx̃ → Cx̃; g ∈ Gx̃}. Com a composic¸a˜o de difeomorfismos, este
conjunto e´ um grupo finito. Definimos agora, Ũx̃ como a componente conexa
deCx̃ que conte´m x̃. Enta˜oGx̃ e´ um grupo finito que age em Ũx̃. Como o gru-
poide G e´ efetivo, a ac¸a˜o de Gx̃ em Ũx̃ e´ efetiva. Por fim a tripla (Ũx̃,Gx̃, pi)
e´ uma carta para o conjunto aberto pi(Ũx̃) ⊂X , espac¸o topolo´gico Hausdorff
e segundo conta´vel. ∎
Veremos agora, que as cartas construı´das no teorema anterior formam
um atlas para o espac¸o orbital do grupoide orbifold efetivo.
Proposic¸a˜o 3.4.2 : Seja G um grupoide orbifold efetivo. Enta˜o existe uma
estrutura de orbifold em X =∣ G ∣.
Demonstrac¸a˜o: Sejam G eX como na hipo´tese. Podemos aplicar a construc¸a˜o
da demonstrac¸a˜o do Teorema 3.4.1. Desta forma temos cartas (Ũx̃,Gx̃, pi)
para pi(Ũx̃) ⊂ X . Seja A = {(Ũx̃,Gx̃, pi)}x̃∈G0 . De fato esta colec¸a˜o cobre
o espac¸o topolo´gico X . A` fim de obtermos a estrutura de orbifold, preci-
samos verificar a compatibilidade entre as cartas de A, nosso candidato a
atlas. Suponha (Ũx̃,Gx̃, pi) e (Ũỹ,Gỹ, pi) duas cartas em A tais que z ∈
pi(Ũx̃) ∩ pi(Ũỹ). Seja z′ ∈ pi−1(z), logo existem duas setas g∶ z′ → x̃ e
h∶ z′ → ỹ. Podemos construir enta˜o uma nova carta (Ũz′ ,Gz′ , pi) como na
demonstrac¸a˜o do teorema acima. Sejam as vizinhanc¸as abertas Wg de g e
Wh de h tais que s∣Wg e t∣Wg sa˜o difeomorfismos na imagem, assim como
feito na demonstrac¸a˜o do teorema anterior, e tais que s(Wg) = s(Wh) = Ũz′ ,
t(Wg) ⊂ Ũx̃ e t(Wh) ⊂ Ũỹ , eventualmente diminuindo as vizinhanc¸as Wg
e Wh para que as relac¸o˜es possam ser satisfeitas. Podemos enta˜o definir
as aplicac¸a˜o g̃∶ Ũz′ → Ũx̃ e h̃∶ Ũz′ → Ũỹ , por g̃ = t ○ (s∣Wg )−1 e h̃ =
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t ○ (s∣Wh )−1. Desta forma temos as injec¸o˜es g̃∶ (Ũz′ ,Gz′ , pi) → (Ũx̃,Gx̃, pi)
e h̃∶ (Ũz′ ,Gz′ , pi) → (Ũỹ,Gỹ, pi). Portanto X possui uma estrutura de orbi-
fold. ∎
Definic¸a˜o 3.4.3 : Dado um grupoide orbifold efetivo G, denotamos o atlas
maximal em ∣ G ∣ dado pela estrutura definida na demonstrac¸a˜o da Proposic¸a˜o
3.4.2 por At[G].
Finalizando este trabalho, vamos construir uma bijec¸a˜o entre os gru-
poides orbifolds efetivos equivalentes e os grupoides de atlas de orbifolds
Morita equivalentes. Os resultados te´cnicos que enunciaremos a seguir sera˜o
utilizados para demonstrar esta bijec¸a˜o.
O primeiro resultado nos diz que dados dois atlas completos em espac¸os
diferentes, enta˜o os grupoides construı´dos a partir destes atlas sa˜o Morita
equivalentes. A seguir, vemos que dado um atlas no espac¸o orbital de gru-
poide orbifold efetivo, enta˜o este grupoide de atlas e´ Morita equivalente ao
grupoide orbifold efetivo. Em seguida, vemos que se dois grupoides de atlas
sa˜o Morita equivalentes, enta˜o os atlas a partir dos quais estes grupoides fo-
ram construı´dos sa˜o equivalentes. As demonstrac¸o˜es destes resultados podem
ser conferidas em (TOMMASINI, 2012, Sec¸a˜o 4), respectivamente: Proposic¸a˜o
4.5, Lemas 4.9 e Proposic¸a˜o 4.12.
Proposic¸a˜o 3.4.4 : Se A e B sa˜o dois atlas completos e equivalentes em
espac¸os Hausdorff e segundo conta´veisX eX ′, respectivamente, enta˜oX[A]
e X ′[B] sa˜o Morita equivalentes.
Proposic¸a˜o 3.4.5 : Se G e´ um grupoide orbifold efetivo e X =∣ G ∣, enta˜o
X[At[G]] e´ Morita equivalente a G
Proposic¸a˜o 3.4.6 : Se A e B sa˜o atlas completos em espac¸os Hausdorff e
segundo conta´veis X e X ′, respectivamentes, tais que X[A] e X ′[B] sa˜o
Morita equivalente, enta˜o A e B sa˜o equivalentes.
Agora definimos
F ∶ {atlas completos de orbifold}→ {grupoides orbifold efetivos}
70
por F (A) = X[A], em que X e´ espac¸o Hausdorff e segundo conta´vel e A e´
atlas completo de X .
Escrevemos A ∼At B se A e B sa˜o equivalentes segundo Definic¸a˜o
1.2.11 e G ∼M H se G e H sa˜o grupoides orbifolds efetivos Morita equiva-
lentes.
No pro´ximo e u´ltimo resultado, demonstraremos uma bijec¸a˜o entre
atlas completos equivalentes e grupoides orbifolds efetivos que sa˜o Morita
equivalentes.
Teorema 3.4.7 : F induz uma bijec¸a˜o
F ∶ {atlas completos de orbifold}/∼At → {grupoides orbifold efetivos}/∼M .
Demonstrac¸a˜o: Devemos verificar que F e´ uma aplicac¸a˜o bem definida, so-
brejetiva e injetiva. Vamos justificar cada um destes itens.
• Bem definido: SejamA eB dois atlas completos de orbifold em espac¸os
Hausdorff e segundo conta´veisX eX ′, respectivamente, tais queA ∼AtB. Segue que F (A) = X[A] e F (B) = X ′[B]. Pela Proposic¸a˜o 3.4.4,
X[A] ∼M X ′[B]. Desta forma, F (A) = F (B).
• Sobrejetivo: Seja G um grupoide orbifold efetivo. Na construc¸a˜o do
Teorema 3.4.2 descrevemos um atlas completo para X =∣ G ∣. Consi-
dere At[G] atlas maximal em ∣ G ∣. Pela Proposic¸a˜o 3.4.5 temos que o
grupoide de atlas X[At[G]] e´ Morita equivalente ao grupoide G. Logo
F e´ sobrejetor.
• Injetivo: SejamA e B atlas completos em espac¸os Hausdorff e segundo
conta´veis X e X ′, respectivamente, tais que F (A) = X[A] e F (B) =
X ′[B] sa˜o grupoides Morita equivalentes. Enta˜o pela Proposic¸a˜o 3.4.6,
temos que A ∼At B. Assim fica verificado que F e´ injetor.
Portanto F e´ uma bijec¸a˜o. ∎
Provada esta bijec¸a˜o finalizamos nosso trabalho.
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CONSIDERAC¸O˜ES FINAIS
O objetivo deste trabalho foi o estudo das diferentes formas de se
caracterizar orbifolds, desde sua abordagem em analogia a`s variedades ate´
aquela puramente alge´brica e abstrata. Dedicamos cada capı´tulo para uma
apresentac¸a˜o distinta e o arcabouc¸o matema´tico necessa´rio para cada uma
delas.
Num primeiro momento aprendemos como um orbifold e´ definido por
cartas e atlas num comportamento local ana´logo ao das variedades. Depois
percebemos que podemos ’criar’ orbifolds atrave´s de quocientes de grupos
de Lie. Por fim aprendemos estruturas chamadas grupoides, que de certa
forma representam espac¸os diferencia´veis pelo vie´s puramente alge´brico e
abstrato, e vimos que orbifolds aparecem quase que naturalmente nesta nova
abordagem. Dentre os muitos caminhos que podemos seguir neste estudo um
que desperta interesse e´ pelos stacks. Esta e´ uma ferramenta de geometria
alge´brica que busca lidar com espac¸os singulares por uma visa˜o ’mais geral’
de espac¸os diferencia´veis. Neste estudo orbifolds aparecem como um tipo
especial de stacks. Deixamos indicado o artigo de Eugene Lerman, (LERMAN,
2010), que faz um apanhado dos resultados apresentados neste trabalho e
estende para stacks.
Outro caminho e´ o estudo da bicategoria dos orbifolds pelo vie´s da
geometria diferencial, isto e´, sem nenhuma refereˆncia a grupoides de Lie ou
stacks diferencia´veis, usando somente atlas de orbifolds, liftings e mudanc¸as
de coordenadas. Este estudo vem sendo desenvolvido por Matteo Tommasini
em uma se´rie de papers. Seus artigos e maiores informac¸o˜es esta˜o disponı´veis
em seu site pessoal: matteotommasini.altervista.org.
Finalizamos com um agradecimento ao leitor pelo tempo dedicado e a
atenc¸a˜o desprendida para chegar ao fim deste trabalho.
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