Holomorphic disk invariants with boundary in the real Lagrangian of a quintic 3-fold are calculated by localization and proven mirror transforms. A careful discussion of the underlying virtual intersection theory is included. The generating function for the disk invariants is shown to satisfy an extension of the Picard-Fuchs differential equations associated to the mirror quintic. The Ooguri-Vafa multiple cover formula is used to define virtually enumerative disk invariants. The results may also be viewed as providing a virtual enumeration of real rational curves on the quintic.
0. Introduction 0.1. Complex curve enumeration. Let Q ⊂ CP 4 be a nonsingular quintic hypersurface. The virtual count n d of rational algebraic curves of degree d > 0 on Q admits a computation via Gromov-Witten theory and mirror symmetry. Let N d denote the genus 0 Gromov-Witten invariant of Q in degree d. The count n d is defined by the Aspinwall-Morrison formula [1] ,
The connection between n d and actual curve counting on Q is discussed in [13] .
The mirror symmetry prediction of Candelas, de la Ossa, Green, and Parkes [2] relates the genus 0 potential Let the variables T and t be related by T (t) = I 1 /I 0 (t). The prediction, F (T (t)) = 5 2
was later proven via localization on the space of genus 0 stable maps to CP 4 [5, 9, 10] . is Lagrangian with respect to ω. The enumeration of disks with boundaries in Lagrangian submanifolds plays a basic role in open string theory and has been studied mathematically in several contexts. The subject is not a direct extension of the theory of stable maps. New issues such as orientation play a crucial role. We provide here a complete calculation of the disk invariants of Q with boundary in the real Lagrangian Q R .
An early treatment of disk enumeration occurs in the construction of the Fukaya category [3] . Disk enumeration is required to define the differentials of the Floer complex. However, a symplectic invariant via disk enumeration is not defined in [3] . Only the cohomology of the Floer complex is invariant.
Symplectic disk invariants have been defined with respect to the real Lagrangian associated to an anti-holomorphic involution in [15] . A previous definition in the presence of a torus action preserving the real Lagrangian (not directly applicable to Q) can be found in [8, 11] . We will follow here the definitions of [15] .
Let N disk d denote the degree d > 0 disk invariant of Q with boundary in Q R . The invariant N disk d vanishes if d is even [16] . In fact, N disk d depends on a choice of a Spin structure on Q R . However, changing the Spin structure only effects the sign of N disk d uniformly for all d. Our conventions are fixed by choosing N disk 1 to be positive. Let F disk denote the disk potential,
Our main result is a calculation of F disk . Define J(t) = 2 d odd e dt/2 (5d)!! (d!!) 5 .
The function J(t) is a solution of the Picard-Fuchs equation (2) . Theorem 1. Via the mirror map T (t) = I 1 /I 0 (t),
F disk (T (t)) = J(t) I 0 (t) .
By mirror symmetry, J(t) should arise naturally from the B-model associated to the mirror quintic [17] . Indeed, there should exist an object Q ∨ R of the derived category of coherent sheaves on the mirror quintic corresponding to the Lagrangian submanifold Q R ⊂ Q. The holomorphic Chern-Simons functional associated to Q ∨ R considered as a function of the complex moduli parameter t should be exactly J(t). The definition is justified by the multiple cover calculation of Proposition 18. We conjecture the invariants n disk d to be integers. 0.3. Real curve enumeration. Each holomorphic disk with boundary in Q R can be reflected by the Schwartz principle to yield a real rational curve in Q. Conversely, real curves mapping to Q of odd degree may be halved to yield two disks [15] . The virtual number of real rational curves of odd degree in Q may be defined by
Again, n real d vanishes for d even. A table of values can be found at the end of the paper. 0.4. Past work. The first number n disk 1 was calculated in [15] . Theorem 1 was predicted in [17] via low degree graphs sums and string heuristics. Our technique of proof uses the fully equivariant mirror correspondence of Givental [5] . A previous application can be found in [7] where disk enumeration for (noncompact) local geometries was considered. The multiple cover formula of Definition 2 is the familiar d −2 prediction of Ooguri and Vafa [12] by now established in many settings, see [8, 11] . 0.5. Acknowledgements. We thank P. Biran, T. Graber, L. Polterovich, E. Shustin, G. Tian, R. Vakil, E. Zaslow, and A. Zinger for related conversations. R. P. was partially supported by a Packard foundation fellowship and NSF grant DMS-0500187. J. S. would like to thank E. Farjoun and the Hebrew University of Jerusalem for their warm hospitality during the preparation of the paper. J. S. was partially supported by NSF grant DMS-0111298. J. W. was supported in part by NSF grant PHY-0503584.
Disk invariants
1.1. Overview. We recall the definition of the disk invariant N disk d of the quintic from [15] . Our conventions for conjugation, real structures, and stable disk maps are discussed in Sections 1.3. The Euler class approach to N disk d is presented in Section 1.4.
1.2.
Definitions. Fix a symplectic manifold (X, ω) of real dimension less than or equal to 6 with an anti-symplectic involution φ,
The fixed points L = F ix(φ) define a Lagrangian submanifold of X. A P in structure and, if L is orientable, an orientation on L induce a natural relative orientation on the moduli space M Σ (X/L, β) of stable open maps to (X, L) of degree β. Since M Σ (X/L, β) is an orbifold with corners, the definition of cohomology classes on the moduli space yielding an analog of Gromov-Witten theory is not immediately clear. However, using φ, certain corners of M Σ (X/L, β) may be eliminated.
More precisely, the boundary of M Σ (X/L, β) consists generically of open stable maps with two open components. Replacing one of the two components by its image under φ yields another two component map. We define an equivalence relation ∼ on the boundary of M Σ (X/L, β) based on this correspondence. For certain components of the boundary, the relation ∼ actually preserves orientation. After quotienting by ∼ on these components, we obtain a new moduli space M Σ (X/L, β) with fewer corners which is still relatively orientable. On M Σ (X/L, β), many interesting cohomology classes can be defined. Consequently, a set of invariants are obtained of the triple (X, ω, φ) reminiscent of standard Gromov-Witten invariants in many respects.
In good situations, the invariants obtained from M Σ (X/L, d) are actually enumerative. For example, Welschinger's signed counts of real curves [18, 19] 
Each g ∈ PGL 5 yields an anti-holomorphic involution
equivalent to c Id . In particular, the anti-holomorphic involution c,
Let CP 4 R ⊂ CP 4 denote the fixed points of c. The involution c will be most convenient for our calculation of disk invariants. 
The involution c lifts canonically to the line bundles
The linear polynomials (4) are elements of
the space of real sections. 
The c-fixed points,
R ) can be reflected by the Schwartz principle to yield an algebraic map
By definition, the degree d of the disk map equals the degree off .
The mapf satisfies the following real condition
Conversely, every algebraic map f : CP 1 → CP 4 satisfying (5) yields two disk maps with boundary ∂D equal to CP 1 R . The image off is a real subcurve of CP 4 .
Similarly, a stable holomorphic disk map f reflects to a stable genus 0 mapf satisfying the real condition (5) with respect to the natural extension of c to degenerations of CP 1 . In fact, stability for f can be defined by stability forf . We will use the notation f : (D, ∂D) → (CP 4 , CP 4 R ) also for the stable case where D and ∂D are possibly reducible. However, ∂D is always connected.
In the odd degree case, every stable genus 0 map to CP 4 defined over R is obtained by reflection. 
denotes the moduli space of unpointed genus 0 algebraic maps defined over R. The real dimension of M R (CP 4 , d) is 5d + 1. In fact, ǫ is an orientation double cover [15] .
Let We consider maps from the holomorphic disk D to Q of odd degree with boundary lying in Q R ,
Since the expected dimension of the moduli space of maps to Q/Q R is 0, the relevant Gromov-Witten invariant N disk d is simply the virtual cardinality.
In order to calculate N disk d , following [15] , we first reformulate N disk d as the integral of an Euler class of an obstruction bundle over the moduli space M D (CP 4 /CP 4 R , d). Such integrals may be studied via fixed point localization. A similar approach was used by Kontsevich [9] in the closed case.
LetF d be the real vector bundle over
is the stable rational map obtained from the stable disk map via reflection, and H 0 (C,f * O CP 4 (5)) R denotes real sections.
The vector bundleF d is of real rank 5d + 1 and is oriented on 
is well defined. In Section 5, we obtain the following result.
We prove Theorem 3 using the symplectic virtual moduli cycle. The same technique can be used to prove the analogous well-known result for the closed invariants. 
The torus T 5 acts diagonally C 5 . A T 5 -action on CP 4 is obtained by projectivization, and canonical lifts to the line bundles
are obtained. There is a canonically induced translation action of T 5 on M C (CP 4 , d).
Let ζ i ∈ CP 4 denote the T 5 -fixed points, ζ 0 = [1, 0, 0, 0, 0], ζ 1 = [0, 1, 0, 0, 0], . . . , ζ 5 = [0, 0, 0, 0, 1].
The involution c fixes ζ 0 and permutes the others,
Hence, ζ 0 is the unique real T 5 -fixed point.
Consider the rank 2 subtorus T 2 ⊂ T acting by
Since T 2 preserves CP 4 R , translation defines a T 2 -action on the moduli spaces M D (CP 4 /CP 4 R , d) and M D (CP 4 /CP 4 R , d). The algebraic torus (C * ) 2 acts on CP 4 by complexifying the action of T 2 ,
Of course, (C * ) 2 acts on M C (CP 4 , d) by translation.
Equivariant weights.
We follow the equivariant weight conventions of [5, 13] for the torus T 5 . Let λ i be the T 5 -equivariant cohomology class determined by Chern class of the restriction of O CP 4 (1) to ζ i ,
Let λ, λ ′ be the generators of H * T 2 (pt) defined by the pull-back ρ * : H * T 5 (pt) → H * T 2 (pt) and the equations
The pull-back ρ * (λ 0 ) vanishes. For notational convenience, we will often omit the pull-back ρ * and write
2.3.
Localization. The genus 0 Gromov-Witten invariants N d have been calculated in [5, 9, 10] via localization on M C (CP 4 , d) with respect to the T 5 -action. We will calculate N disk d via localization on
by localization with respect to the T 2 -action. The localization calculation is similar in flavor to the genus 0 Gromov-Witten calculation of Q in [9] . However, two new issues arise:
(ii) The equivariant restriction of e(F d ) to the T 2 -fixed locus depends upon the orientation of F d .
Issue (i) is handled by identifying the non-rigid contributions with the equivariant correlators S Q studied by Givental [5, 13] . Issue (ii) requires an explicit evaluation of the signs occurring in the orientation. The derivation is presented in Section 4. The sum over T 2 -fixed point loci required for the localization formula is executed in two steps. Subsums with fixed intersection type with CP 4 R are evaluated using Givental's equivariant mirror transformation for S Q . Finally, the sum over intersection types is evaluated explicitly after appropriate equivariant specialization. The interaction of the orientation signs with the localization sum is an interesting aspect of the calculation. The outcome is a proof of Theorem 1.
3.2. T 2 -fixed disk maps. We first study the T 2 -fixed locus of the moduli space of stable disk maps. Let
The boundary ∂D distinguishes a minimal, c-invariant, central curve P ⊂ C of the domain of the reflected map
satisfying ∂D = P R . The central degree of f is the degree of the restrictionf 
In the first case, L is the only real (C * ) 2 -invariant line. Moreover, all non-linear (C * ) 2 -orbits are of degree 2. The argument in the second case is identical.
A node of P R must map viaf to the unique real fixed point ζ 0 ∈ CP 4 . Sincef (P ) must equal either L or L ′ ,f (P ) can not contain ζ 0 . Hence, P R cannot contain a node. We obtain the following result. The original disk map f is obtained from one half off . Hence one half of P is selected by D. A half of P determines a pair (ζ, p) where
is a non-real fixed point and p is the central degree.
The data (ζ, p) is the termed the intersection type of f with the real
is sum over the contributions of the T 2 -fixed loci. We may separate the contributions by intersection type,
).
The intersection disk term
R ) incident to ζ i with central degree p and domain consisting only of the intersection disk.
Define the rational function C p (λ, λ ′ ) of degree 0 by the following formula,
. Lemma 6. For an appropriate choice of Spin structure on Q R , we have
Changing the Spin structure changes the formulas by −1 for all p.
The proof of Lemma 6 is given in Section 4. The most interesting aspect is the calculation of the prefactor (−1)
obtained from the orientations of the moduli space M D (CP 4 /CP 4 R , p) and the bundle F p .
3.4.
Givental's correlator S Q . Let M 0,2 (CP 4 , r) be the moduli space of 2-pointed stable complex algebraic maps to CP 4 of genus 0 and degree r. Let
be the evaluation at the i th marking, and let ψ i denote the Chern class of the i th cotangent line. Let
be the complex vector bundle with fiber
Following the notation of Section 2.2 of [13], Givental's equivariant correlator S Q for the torus T 2 is defined by
where H is the hyperplane class,
. The sum in (7) is over all non-negative integers r. The unstable degree 0 term is defined by
denote the equivariant intersection pairing. For example,
following convention (6) .
The intersection pair of the equivariant correlator will arise in the localization analysis:
where the string equation is used in the second line. In degree 0, the unstable 1-pointed term is defined by the second equality.
) by removing the intersection disk from f . What remains after the intersection disk is removed from f ? In fact, every genus 0 stable complex map
The stable disk map f is obtained by attaching the (ζ i , p)-intersection disk to f ′ at the marking.
A direct unraveling of the localization formulas yields the following fundamental result. Let
We make two remarks about the straightforward proof. First, the factor e (H/ +r)T of S Q (T, ) yields, after intersection with [ζ i ] and the specialization
the generating term e ( p 2 +r)T of F disk . Second, the Lemma is obtain not by evaluating the localization contributions, but by matching the integrals on the two sides by examining the obstruction theories. Such arguments form the geometric basis of [5, 13] . Though the T 2 -action on M D (CP 4 /CP 4 R , d) has fixed loci corresponding to moving maps, the issue is completely avoided by the Lemma.
3.6. Mirror transforms. We review the mirror transforms relating
following Section 4.4 of [13] .
The mirror map T (t) = I 1 /I 0 (t) discussed in Section 0.1 can be written explicitly. Let
Then
F (e t ) is the mirror map. Exponentiating yields
The equivariant mirror transformation for the torus T 2 is
Transforms for the equivariant pairings are a direct consequence,
3.7. Theorem 1. We now complete the calculation of F disk ,
The i = 1, 2 summands of the last line together yield
written in terms of the homogeneous variable
Similarly, the i = 3, 4 summands together yield
.
The final step is to observe the localization calculation of F disk is a weight independent global integral. Hence, we may evaluate the summation in the x → 0 limit. Only the i = 1, 2 terms survive the limit.
The identity for odd d,
restated in Lemma 8 below concludes the proof of Theorem 1,
After regrouping the factors and reindexing the sum, the identity (8) is equivalent to the following result.
Proof. An elementary derivation is left to the reader. A geometric proof is obtained from the multiple cover calculations in Section 6.
Intersection disk terms
4.1. Overview. We now derive the signs needed in the localization calculation and prove Lemma 6. The orientations of the moduli spaces and vector bundles used to calculate N disk d arise from the natural orientation of the determinant of the Cauchy-Riemann P in boundary value problem developed in [15] . Briefly, a Cauchy-Riemann boundary value problem consists of topological complex vector bundle E over a Riemann surface with boundary Σ, a totally real sub-bundle F over the boundary ∂Σ, and a generalized Cauchy-Riemann operator d ′′ on E. Given a P in structure on F, and a choice of orientation on F if orientable, one may define a canonical orientation of the determinant
Reversing the P in structure on F reverses the canonical orientation [15, Lemma 2.10] .
For the calculations of weights below, we will only be concerned with the situation where E → D is the restriction of an algebraic vector bundleẼ → CP 1 defined over R. We take F =Ẽ R , and we take d ′′ to be the restriction to D of the∂ operator defined by the holomorphic structure onẼ. The identifications
are easily obtained. So, an orientation of det(d ′′ ) gives an orientation of the virtual vector space
Note, however, the orientation depends on the choice of
So, we cannot entirely forget the origins of our orientation in a boundary value problem. For convenience, we introduce the notation 
4.2.
Weights of sections of a line bundle. We denote by V λ the 2dimensional real representation of a n-dimensional torus T n of weight λ. Here, λ may be a fractional weight. Except in the case λ = 0, the vector space V λ has an intrinsic orientation. Let m be a positive odd integer. From [15] , in order to define the canonical orientation of det(d ′′ ) mentioned above, a P in structure p −1 on O(−1) R → ∂D must be chosen. We fix such a P in structure.
. is equivalent to choosing an orientation on V λ . The action of T n on W λ naturally induces an action on H 0 (D, O(m)) when we think of D as the disk that induces the intrinsic orientation of V λ . Indeed, as not oriented vector spaces, clearly (9) H 0 (D, O(m)) ≃ Sym m (V * λ ). We only consider the m odd case.
The main goal of this section is to prove the following Lemma which examines when isomorphism (9) 
H 0 (D, O(m)) ≃
Proof. First, the canonical orientation induced by p can be expressed as the complex orientation induced by an explicit complex structure on H 0 (D, O(m)). Indeed, by gluing sections, we have an exact sequence
By definition, after equipping the latter two terms of the sequence with the complex orientation, the sequence induces the desired orientation on the first term. Note that g −1 , the inverse of the gluing map, is not canonical, but the set of all choices is connected. So, the induced orientation is well-defined. To calculate the orientation, we may fix a particular choice of the gluing map and calculate the induced complex structure on H 0 (D, O(m)).
We digress for a moment to explain the relationship between different possible descriptions of H 0 (D, O(m)). Let w 0 , w 1 be standard linear coordinates on W λ such that w 0 , w 1 are real precisely on the real locus of W λ . Then, H 0 (D, O(m)) may be identified with the vector space of homogeneous polynomials
Now, we choose new coordinates z 0 , z 1 , such that
Then, since p(z 0 , z 1 ) = p(z 1 ,z 0 ), we have
On In the future, we refer to these boundary conditions as L(m). Expanding in power series about z = 0, it is not hard to see that the boundary conditions imply
So, solutions ξ arise naturally from homogeneous polynomials p(z 0 , z 1 ) by trivializing O(m) over {z 0 = 0} by the section z m 0 and making the identification z = z 1 /z 0 .
For following argument, we views sections ξ ∈ H 0 (D, O(m)) as in (12) . Referring to exact sequence (11), we construct a gluing map
as follows. Suppose we identify the point at which we glue sections with ∞ ∈ CP 1 . Then, by taking the standard trivialization of the sheaf O((m + 1)/2) over the standard coordinate chart on CP 1 centered at 0, we may identify ker(h) with the set of polynomials q(z) of degree less than or equal to (m − 1)/2. Let β : D → R be a cutoff function depending only on |z| such that β(0) = 1 and β(z) = 0 for |z| > 1/2. Given a polynomial q, we define a pre-gluing q(z) = β(z)q(z).
Let
P : C ∞ ((D, ∂D), (C, L(m))) → H 0 (D, O(m)) denote the L 2 projection. We define g by
Due to our choice of gluing map, it is easy to calculate that g(bz j ) =bz m−j + bz j .
Let ξ be as in (12) and let I denote the complex structure g induces on H 0 (D, O(m)). It follows that
Finally, we compute the weights of H 0 (D, O(m)). Since, by definition of the action on H 0 (D, O(m)), we have identified D with the hemisphere of CP 1 inducing the intrinsic orientation of V λ , we must have that z transforms by z → e −2λ z.
Since z = z 1 z 0 , it follows that in coordinates z 0 , z 1 , the action of T n takes the form z 0 → e iλ z 0 , z 1 → e −iλ z 1 . In other words, T n acts by e I(m−2j)λ on the section
. The decomposition (10) follows.
4.3.
Localization contribution of an isolated fixed point. Let X and Y be two oriented real vector spaces, and let e i ∈ X and f j ∈ Y be oriented bases. There are different ways the tensor product X ⊗ Y can inherent an orientation from X and Y. We use the right-to-left lexicographical ordering convention. We take
as an oriented basis of X ⊗ Y.
If X is even dimensional then the orientation of X ⊗Y is independent of the orientation of Y, and vice versa.
As before, let V λ be the 2-dimensional real representation of T n with weight λ. The following result is a straightforward linear algebra calculation.
Lemma 10. With respect to the right-to-left lexicographical orientation of the tensor product, p) . After permuting indices, the proof given below applies to the other possible intersection types as well.
First, we calculate the equivariant Euler class of the tangent space to
which we denote N f . We use the deformation exact sequence (14) 0
Here, Def(f ) denotes the space of first-order deformations of the map f, and Def(f, D) denotes the first-order deformations of f modulo reparametrization -the tangent space to
To carry out the corresponding closed calculation, the weights of each of the first two terms and computed and divided with cancelling 0-weights. In the open case, more information is needed about the weight 0 components since isomorphisms of two copies of the trivial real representation of T n need not preserve orientation. We will use the real Euler sequence to linearize the exact sequence (14) to get a better handle on the sign.
Let
Let Y ′ ⊂ Y denote the 2-dimensional linear subspace corresponding to V λ 1 and let Y ′′ denote the T n -invariant complement. Consider the commutative diagram in Figure 1 . All rows and columns are exact. The rows are the sections functor applied to the Euler sequence. The rightmost column is obtained from the deformation exact sequence by the identifications
In order to discuss the orientations of the vector spaces in Figure  1 , we must digress for a moment on the subject of P in structures. In the following, p denotes a P in structure on CP 4 R , p ′ denotes a P in structure on O CP 4 (5) R and s denotes a Spin structure on Q R . To define N disk d , a structure s was fixed. By Lemma 12 of Section 5, any two At this point, we focus attention on the middle column of Figure 1 , which is the desired linearization of the deformation exact sequence. Because of the way we have inducedp fromp, by an argument similar to the proof of [15, Lemma 8.4] , we may assume that the natural isomorphism
preserves orientation. Here, we have used the right-to-left lexicographical orientation of the tensor product. Up to a degree independent sign, we may assume that the isomorphism H 0 (D, O(1) ⊗ U) ≃ H 0 (D, O(1)) ⊗ X also preserves sign. So, it remains to compute the third term of the exact sequence,
from the first two.
We assume without loss of generality that the induced T 2 -action on
as opposed to their negatives. That is, we assume the action on the underlying vector space considered in Section 4.2 has weight λ = λ 1 /p. This depends on the choice ofp. One way or another, the opposite disk has the opposite sign, so we can always interchange ζ 1 and ζ 2 to satisfy our assumption. Note, however, that the full localization contribution of [f ] including the weights of the obstruction bundle is invariant under the symmetry
We study the induced morphism,
carefully in order to calculate the weights of the cokernel with attention to sign -necessary because of the trivial representations that occur in the domain and the range. Indeed, by formulas (13) and (10), we have
The map df ′ is determined up to homothety on the summand V 2λ 1 /p by T 2 -equivariance. Since, homotheties of an even dimensional vector space preserve orientation, we need calculate no further. However, we need more information to determine df ′ on the trivial representation summand V 0 . Our strategy is to modify the action of T 2 on X and Y ′ so that df is still equivariant, but there are no copies of the trivial representation in the decomposition to irreducibles. To check equivariance, we may work over the complex numbers, thus simplifying formulas.
Choose coordinates z 1 and z 2 on U such that under the action of T 2 ,
Then f is given explicitly by
where ξ 1 , ξ 2 , are linear functions on U. Let c 1 , c 2 , be the basis of Y ′ corresponding to e 1 , e 2 . Then
If we allow T 2 to act on X by λ 1 (1/p + ǫ) and on Y ′ by λ 1 (1 + ǫ) , then df will remain equivariant. The summands V 0 in decompositions (16) both change to V −ǫ . Choosing ǫ small enough, we may assume no new trivial summands appear. Since the direct sum decomposition doesn't change on the level of vector spaces as we change weights, we conclude that df ′ maps V 0 to V 0 preserving orientation. Hence, the cokernel of df ′ has equivariant Euler class, Decomposing Y ′′ ≃ V λ 3 ⊕ R, and using formulas (13) and (10), we calculate
and,
In conclusion,
On the other hand, by (10) the Euler class of the obstruction bundle is just
Here, we are assuming that the P in structure that p ′ induces on 
The extra factor of 1 p comes from the orbifold structure of the moduli space
5.
Proof of the Euler class formula
A detailed construction was not required in [15] to prove the invariance of N disk d . However, to apply the Atiyah-Bott localization formula as in the proof of Theorem 1 and Proposition 18, as well as for the obstruction bundle argument in the proof of Theorem 3, we need the following result. 
We define a partial ordering on the set of intersection types by I 1 < I 2 if I 1 may be obtained from I 2 by a sequence of gluings. We use the notation ∂ I M D (CP 4 /CP 4 R , d), to denote the corner of M D (CP 4 /CP 4 R , d) of intersection type I.
We refer to codimension one corners as boundary components. Points of the boundary correspond to stable maps with two disk components. 
We now prove M D (CP 4 /CP 4 R , d) is a closed orbifold. We refer the reader to [4, Section 2] for a quick review of orbifolds. We essentially follow the notation established there. Let , d) , there is nothing to prove.
If π −1 ([p]) meets the corners, we construct an orbifold chart in a neighborhood of [p] in a canonical way. Let [p] ∈ π −1 ([p]). We assume 
. By definition of an orbifold with corners, ∂ I Vp is contained in a subset of R n +k where |I| − 1 of the coordinates x 1 , . . . , x k , are zero. By definition of a smooth map of an orbifold, possibly shrinking the charts Vp, we may assume that c I induces a smooth Γ p equivariant involution of the disjoint union of the corners ∂ I ′ Vp, I ′ ≥ I over all [p] ∈ π −1 ([p]).
Let I 1 , . . . , I k enumerate the set of I ≤ I p such that |I| = 2, the intersection types of the boundary components adjacent to p. For a multi-index 
where the equivalence relation ∼ * is defined as follows. Let
denote the multi-index with ǫ i = 0 for i = j and ǫ j = 1. For
The group Γ p acts naturally on V p . Finally, let ψ p be the Γ p invariant map from V p to M D (CP 4 /CP 4 R , d) naturally induced by the ψp. Since V p is obtained by gluing together 2 k neighborhoods of 0 ∈ R n +k on matching corners, V p is a neighborhood of 0 ∈ R n . The triple (V p , Γ p , ψ p ) is easily seen to specify a natural orbifold structure in a neighborhood of p.
The involutions c I lift naturally to the bundleŝ
. Then, the exact same proof extends to construct the structure of an orbibundle on F d .
In the following, p denotes a P in structure on CP 4 R , p ′ denotes a P in structure on O CP 4 (5) R and s denotes a Spin structure on Q R . Lemma 12. Any two of s, p, p ′ determines the third.
Proof. By the adjunction formula, the normal bundle N Q of Q in CP 4 satisfies N Q ≃ O(5)| Q . So, the Lemma follows from the exact sequence, We say thatf is an embedding if f p are all embeddings andf p are all injective bundle maps. The preceding definition of maps of spaces with Kuranishi structure is very rigid and not likely to make a very nice category. A better definition for a general morphism of spaces with Kuranishi structure would be something like the diagram of Figure 2 .
We will also need the notion of vector bundles over a space with Kuranishi structure and their Euler classes. Vector bundles over a space with Kuranishi structure were constructed in a very general form in [4, Section 5 ] so as to include the tangent bundle to a Kuranishi structure. The bundles we use here correspond to the special case in which F 1 of [4] is taken to have rank 0 everywhere. We let (X, K) denote a general space with Kuranishi structure as above.
Definition 15. A vector bundle F over (X, K) consists of (1) For each p ∈ X, a Γ p -equivariant vector bundle F p → V p .
(2) For each p ∈ X and q ∈ Im ψ p , an h pq -equivariant vector bundle
The Euler class of a vector bundle over a space with Kuranishi structure should determine a cohomology class in a cohomology theory for Kuranishi spaces. However, such a theory has not been developed. Since the Euler classes considered here always have critical dimension, essentially all the information in the Euler class is contained in a single number: the integral of the Euler class over the fundamental class. So, we focus on defining the integral of the Euler class.
Let F denote a vector bundle over (X, K) of rank equal to the expected dimension of (X, K). Let L K denote the determinant of the tangent bundle of (X, K), the line bundle over (X, K) determined locally by the line bundles
Assume that an isomorphism (17) det(L K ) ≃ det(F ) has been specified. Choose a transverse perturbation of the space with Kuranishi structure (X, K). See [15, Theorem A.4] for a brief review of notation. Choose multi-valued sections ξ ′ p of F ′ p such that multi-valued section ξ ′ p +s ′ p,n of E ′ p ⊕F ′ p is transverse. Let σ denote the 0-dimensional rational simplicial complex determined by the vanishing set of ξ ′ p + s ′ p,n . The orientation of σ is determined by the isomorphism (17) . Let |σ| denote the rational weighted cardinality of σ. . While the definition is not exactly the same as the definition given in [15] , the equivalence is not hard to verify.
An orbifold structure is a special case of a Kuranishi structure for which all the bundles E p are rank 0. Let K 0 denote the Kuranishi structure on M D (CP 4 /CP 4 R , d) coming from the orbifold structure, and let K 0 denote the Kuranishi structure on M D (CP 4 /CP 4 R , d) coming from the orbifold structure constructed in Proposition 11. Also, let
) denote the natural inclusion. We would like to construct a Kuranishi structure K on M D (CP 4 /CP 4 R , d) for which we have the diagram of spaces with Kuranishi structure shown in Figure 2 .
The structure K may be obtained from a Kuranishi structure on M D (CP 4 /CP 4 R , d) that admits extensions of the involutions c I for which the diagram of Figure 2 
The group Γ Q p arises from the remaining discrete part of the reparametrization group of p.
To 
The definitions of V p , E p , s p and Γ p , are just as before. In the case when p is a reducible stable map, the extension procedure is similar except for one extra detail: we must be careful to perform parallel translations using a c-invariant metric so that the involutions c I extend to the corners of the extended Kuranishi neighborhood. See [15, Section 7] for a discussion of this issue.
For each point in p
It is straightforward to extend transition data V pq , h pq , φ pq ,φ pq , to these extended neighborhoods. In order to complete the construction of K it remains to define Kuranishi neighborhoods of points
For such points, we take an orbifold coordinate chart as a Kuranishi neighborhood, letting E p be a trivial bundle of rank zero. Because the bundles E p are rank zero, it is again easy to construct the associated transition data V pq , h pq , φ pq ,φ pq . The existence of embeddings as in the diagram of Figure 2 follows immediately from the construction of K.
We proceed to extend the bundle F d of Section 1.4 to a bundle F d over the space with Kuranishi structure ( M D (CP 4 /CP 4 R , d), K). Again, it suffices to construct a bundleF d over the space with Kuranishi structure (M D (CP 4 /CP 4 R , d), K) so thatF d admits an extension of the involutions c I . We define the fiber ofF p d at f ∈ V p as follows. By construction, f is a W 1,p -stable map satisfying the equation∂f ∈ E p . Since f may not be holomorphic, we have to be careful how we define the complex structure on f * O CP 4 (5) . Choose a c-invariant metric on O CP 4 (5) . The associated complex connection on O CP 4 (5) will also be c-invariant. Equip f * O CP 4 (5) with the complex structure induced from the (0, 1) part of the pull-back connection. Then, we define as before, Let ξ ∈ H 0 (CP 4 , O CP 4 (5)) be the section defining the hypersurface Q ⊂ CP 4 . For general f ∈ V p , the pull-back f −1 ξ is not a holomorphic section of f * O CP 4 (5) . Let
denote the L 2 projection with respect to a c-invariant metric. We define a sectionξ p ofF p d by (18) 
The local sectionsξ p clearly match under the transition functions Φ F d pq to define a global sectionξ ofF d . Since ξ is c-invariant and P f is defined with respect to a c-invariant metric, we conclude thatξ is compatible with the involutions c I . So,ξ descends to a sectionξ of F d . We postpone the proof of Lemma 17 until we complete the proof of Theorem 3. Indeed, we calculate
in two different ways. First, we construct a transverse perturbation P Q of ( M D (Q/Q R , d), K Q ). Let σ Q denote the 0-dimensional simplicial complex defined by P Q . By definition N disk d = |σ Q |. Now, extend P Q to a transverse perturbation P of ( M D (CP 4 /CP 4 R , d), K). By Lemma 17, the local sections ξ ′ p +s ′ p,n of F p d + E p vanish transversely exactly on σ Q . This implies that (19) [
On the other hand, the sections s p of E p are transverse without any perturbation since CP 4 is convex. So, we may choose an arbitrary transverse multi-valued section η 0 of F d , extend it to a multi-valued sectionη of F d over ( M D (CP 4 /CP 4 R , d), K) and the local sectionsη p + s p will be transverse. This shows that (20)
Combining equations (19) and (20) 
we need to show thatξ p vanishes transversely on
First, we establish some notation. Let ∇ denote a complex c-invariant connection on O CP 4 (5) and let ∇ f denote its pull-back to f * O CP 4 (5). Let Y p → V p and Z p → V p denote the Banach space bundles with fibers
. Define a map of Banach-space bundles
, and d ′′ f is surjective for all f, we have a short exact sequence
Throughout the following, we use · to denote a context dependent norm. That is, for sections of Banach space bundles, · is the appropriate Banach space norm and for operators, · is the appropriate operator norm. Reformulating the definition ofξ p given in (18), we havě
. We will argue that for f close enough to p, we have
Here, dist(·, ·) denotes an arbitrary distance function. Since ξ vanishes transversely at Q, we know thatξ p vanishes transversely on V Q p . That is, we know that
Choosing ǫ < ǫ 0 , estimate (21) shows that after we perturbξ p by R f • d ′′ f (ξ p ) to obtainξ p , it is still transverse and vanishes only on V Q p . In order to prove estimate (21), we calculate d ′′ f (f −1 ξ). Let j denote the complex structure on D, let J denote the complex structure on CP 4 and let I denote the complex structure on O CP 4 (5) . Assume that
We calculate,
The third equality uses equation (22) and the fourth equality uses the holomorphicity of ξ to cancel I and −J.
Composition with ∇ξ defines a linear map
Observe that for f ∈ V Q p , we have
Since ξ vanishes on Q, we see that ∇ξ• maps (E p ) f to zero for f ∈ V Q p . By continuity, we have
. So, we infer from calculation (23) that 
with the associated anti-holomorphic involution may be viewed as local model for a rational curve in Q.
The local disk invariants of CP 1 are, by definition,
where G d is the real vector bundle over with fiber
is the stable rational map obtained from the stable disk map via reflection. As before, we consider only the d odd case. The factor of 2 on the right occurs since the original CP 1 consists of 2 disks. Hence, Proposition 18 may be viewed as the calculation of twice the multiple cover contribution of a single disk. with tangent weights 2λ and −2λ respectively. The T-action preserves CP 1 R , and therefore determines a translation action on the moduli space of disks M D (CP 1 /CP 1 R , d).
The T-action lifts to O CP 1 (−1) with fiber weights −λ and λ over ζ 1 and ζ 2 respectively, the unique lift which respects the real structure on O CP 1 (−1). 6.3. Proof of Proposition 18. We give two different proofs. comes from the normal bundle to the disk map just as in the proof of Lemma 6. We do not have to calculate the orientation of H 1 (C,f * O CP 1 (−1)) R because it appears twice.
Givental's equivariant correlator S L for the local geometry is defined by S L (T, ) = .
The proof of the Proposition is concluded by extracting the e dT /2 terms on the right and executing the sum,
Remarkably, the binomial identity required is exactly (8)! Second proof. Although each copy of O CP 1 (−1) admits a unique real T-action, there is some freedom in the choice of action on the sum O CP 1 (−1) ⊕ O CP 1 (−1).
Indeed, we can choose the action induced by the isomorphism of vector bundles with real structure,
Here, W λ = V λ ⊗ C and V λ is the real representation of the torus of weight λ. Denote the single node of D by z. Consider the exact sequence
We claim that H 0 (z, f * O CP 1 (−1) ⊗ W λ ) contains a zero weight space and therefore so does H 1 (D, f * O CP 1 (−1) ⊗ W λ ). This immediately implies that the localization contribution of [f ] vanishes. Indeed,
is just the fiber of f * O CP 1 (−1) ⊗ W λ at z. Denoting by C λ the complex representation of the torus of weight λ we have
Hence, H 0 (z, f * O CP 1 (−1) ⊗ W λ ) = C 0 ⊕ C ±2λ . as claimed.
It remains to calculate the localization contribution from the single torus fixed irreducible open stable map of degree d. This is easily seen to be 2 d 2 . The two proofs of Proposition 18 together provide a geometric evaluation of the binomial sum of Lemma 8.
6.4.
Integrality. The virtually disk counts n disk d of Definition 2 have not yet been proven to be integers. However, the table in Section 7 provides substantial evidence for the integrality claim. Table 1 shows Table 2 shows the corresponding virtually enumerative invariants n disk d . Recall the virtual counts n real d of real curves in Q differ by a factor of 1/2, n real d = 1 2 n disk d . 
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