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1 INTRODUCTION 
1.1 BEHAVIOR GENETICS 
Genetics is the science that studies the nature and action of genes , their 
transmission from parents to offspring, and their allele frequencies within 
populations. As Muller (1922) formulated it: " . . . t h e question as to what the 
general principle of gene construction i s , ( . . . ) , is the most fundamental 
question of genetics ." This question has been answered and at present there 
is a vast amount of literature about the chemical structure of the genetic 
material, DNA, and, in principle at least, the functioning of the structure is 
understood. 
Therefore, as Caspari (1979) concluded: " . . . gene t i c s is in many respects 
a dead science." Because genetics represents an elaborate and integrated 
system of well-established facts and theory, it can be used by other fields of 
the life sciences, one of these being behavioral science. The traits studied 
by genetics are referred to as phenotypes. Behavioral traits or behavioral 
phenotypes are one class of phenotypes, and this choice of phenotypes 
characterizes behavior genetics . 
Considering this , one could regard Francis Galton (1822-1911) as the first 
behavior geneticist. However, one of the more explicit s igns of the origin of 
behavior genetics as a separate field of interest was Hall's chapter on 
psychogenetics in Stevens's Handbook of Experimental Psychology (1951). 
The starting point of behavior genetics is nevertheless more conveniently 
placed with the publication of Fuller and Thompson's book Behavior 
Genetics (1960), which indicated in the words of Lindzey et al. (1971) " . . . a 
fully developed self-awareness of an important new specialty." 
A phenotype depends on the genes an organism possesses (its genotype) 
and on any effects of the environment in which the organism occurs. The 
environment is of particular significance in the study of behavior. An 
example of this in man is oligophrenia phenylpyruvica, a 
genetically-determined disorder in phenylalanine metabolism. One consequence 
of this disorder is a lowered intelligence quotient (IQ). If, however, the 
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error of metabolism is corrected by a special diet, the IQ is improved 
(Omenn, 1976). Thus, the phenotype depends on genotype and environment 
both. 
1.1.1 Behavioral phenotypes 
Fuller and Wimer (1973) divided phenotypes into two rather broad 
categories: somatophenes and psychophenes. This classification was extended 
by Fuller (1979b). Briefly, his classification can be outlined as follows. 
Firstly, we have somatophenes. These are characteristics such as body size 
and shape, pigmentation, etc. They are defined therefore by structural 
criteria. These somatophenes may be divided further in chemophenes as for 
instance type of hemoglobin and morphenes such as body shape 
Secondly, behavioral phenotypes may be referred to as psychophenes. 
These are measured directly or indirectly from behavior and are therefore 
defined by a process rather than by structure. 
A further subdivision of psychophenes leads to the recognition of 
ostensible and inferred psychophenes. The former are based on the 
occurrence, frequency, and intensity of an objectively defined (behavioral) 
act. Inferred psychophenes are more general attributes or states of an 
organism such as anxiety level and emotionality. 
Transitional between somatophenes and psychophenes are the physiophenes 
(Fuller, 1979c), such as stress-induced changes in blood pressure or 
electroencephalographic patterns (van Abeelen, 1979b). This class, however, 
can also be included in the ostensible psychophenes, as does Fuller (1979b). 
The third and last category of phenotypes are the syndromes. These are 
groups of psychophenes, usually occurring together with somatophenes. Some 
well-known examples include Down's syndrome, schizophrenia, and 
phenylketonuria. 
Psychophenes and syndromes are the subjects of behavior genetics. Of 
these, inferred psychophenes and syndromes are usually the most difficult to 
interpret. The syndrome schizophrenia, for instance, is difficult to define, 
which of course can raise doubt about the justification of a patients inclusion 
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in or exclusion from an experimental group. Similarly, inferred psychophenes 
often give rise to in terpre tational difficulties, e .д. the concept of 
'emotionality' (Fuller and Thompson, 1978). Therefore, it is often safer to 
reduce the inferred psychophenes and syndromes to the ostensible 
psychophenes on which they are based. 
Of course, given the complexities of behavior, other taxonomies of 
psychophenes than Fuller's are possible. Henderson (1979a) proposed an 
entirely different system. He divided traits in seven levels. The first two 
levels pertain to the genie and molecular level. The third level 
(subcharacters in his terminology) contains fundamental morphological, 
physiological, and behavioral traits, such as body fat and orienting reactions 
to visual stimuli. Level-four traits (characters) are complex behavioral traits 
such as open-field ambulation and shuttle-box avoidance. Level five 
(supercharacters) contains composite characters: general activity level, 
instrumental learning, etc. Level-six supercharacters are fitness components, 
e.g. predator avoidance. All these level-six supercharacters contribute to 
the ultimate (level-seven) supercharacter: the Darwinian fitness. Behavior 
genetic analysis is possible at levels three to five, although most research is 
done at level four. 
It is interesting to note, that level-three subcharacters, level-four 
characters, and level-six supercharacters are all potentially observable and 
are thus ostensible psychophenes in Fuller's terminology. On the other hand, 
level-five supercharacters are clearly inferred psychophenes and therefore 
dependent upon the choice of lower level components used to define them. 
These level-five supercharacters are bounded in two directions by ostensible 
psychophenes. This led Fuller (1979a) to the statement that "Perhaps this is 
why level V is the very core of psychology. Here is where the action is. 
(But) . . . behavior geneticists should be aware of its inferential status and of 
possible arbitrary judgment in the definition of its members." 
In selecting an appropriate psychophene for a behavior genetic study, 
several aspects should be kept in mind. The chosen psychophene should be 
one that can be measured reliably (and for economical reasons also with 
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relative ease) and be of interest for ethological and/or evolutionary theory. 
Furthermore, it should be a measure of some elements of behavior that are 
important to the organism under natural conditions and, of course, at least 
some genetic variance for the selected phenotype should be present in the 
population studied (Fuller, 1979c; Henderson, 1979a). 
1.1.2 Aims and purposes 
The aims and purposes of behavior genetics have been formulated many 
times and by many different persons. Thiessen (1972) posed eight questions 
for behavior genetics: " 1 . Is the observed behavior influenced by variations 
in genotype ? 2. What proportions of the measured variability of a trait are 
the result of genetic and environmental factors ? 3. Given a clear-cut 
genetic effect, how many genes are operating ? 4. What is the frequency 
with which the gene appears within a population or a species group ? 5. How 
is the gene modified by changes in the course of development or by 
environmental contigencies ? 8. What structure and physiological processes 
intervene between the genetic constitution of an organism and the ultimate 
expression of behavior ? 7. Does the trait have adaptive significance (that 
is , reproductive fitness), and is it subject to natural and artificial selection 
pressures ? 8. What are the phylogenetic relationships of the behavior with 
related species ?" 
Dewsbury (1978) reduced this to six questions, that were basically the 
same. Fuller and Thompson (1978) asked experimental behavior genetics 
three questions: whether the psychophene is transmitted genetically, how the 
genes are distributed in space and time, and how the genes produce their 
behavioral effects. 
These questions can be reduced to two fundamental problems of behavior 
genetics (Gaspari, 1979; van Abeelen, 1979a). Gaspari put the goals of 
behavior genetics in terms of contributions to psychological theory and the 
interactions between behavioral characters and evolution. Van Abeelen saw 
the goal of behavior genetics in the analysis of the phylogenetic as well as 
the phenogenetic causes of the psychophenes studied. 
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In conclusion, we can say that the ultimate aims of behavior genetics are 
twofold. Firstly, the investigation of the physiological substrates of 
psychophenes (the phenogenetic aspect of the causation of behavior) and the 
role of the environment herein. At this point the profound influence of the 
environment on most of the organism's behavior must be stressed again. Not 
only are environmental effects one of the major sources of non-genetic 
variation (see Section 1.7.1.), genotype-environment interactions are also 
very important (see Section 1.8.). Therefore, the environmental contribution 
towards a psychophene is one of the major concerns of behavior genetics, 
too. The second aim of behavior genetics lies in analyzing the role of 
psychophenes in individual fitness, which of course includes the evolutionary 
history of the chosen behavior (the phylogenetic aspect of the causation of 
behavior). 
1.2 EXPLORATORY BEHAVIOR 
Exploratory behavior is an inferred psychophene that has been studied in 
a wide range of organisms, varying from cockroaches (Blatella; Darchen and 
Richard, 1960) through rodents (especially rats and mice, see e.g. Barnett 
and Cowan, 1976) to man (Hinde, 1974). As with all inferred psychophenes, 
some conceptual difficulties can be expected. These difficulties are reflected 
in the definitions, or absence of these, of exploratory behavior encountered 
in the literature. 
Most authors merely equate exploratory behavior with "activity", open-field 
activity (locomotion), "open-field behavior", or even treat it as the opposite 
of "emotionality". This is a moot point. Some authors feel that even the 
more sharply defined locomotor activity in a runway or an open-field contains 
a non-exploratory component and they distinguish between "general activity" 
and exploratory activity (e.g. Foshee et al., 1965; Leyland et al., 1976; 
Simmel and Bagwell, 1983; Weischer, 1976). 
Further, even to measure a "simple" ostensible psychophene like locomotor 
activity, many different devices are used such as mounted cages, photocell 
cages, running-wheels, open-fields, stabilirne ters , etc. More importantly, the 
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different measures of activity almost always turn out to be very difficult to 
compare (Barnett and Cowan, 1976; Corey, 1978; Simmel et αΖ., 1976; Walsh 
and Cummins, 1976). Therefore, caution should be exercised in generalizing 
these ostensible psychophenes to the inferred psychophene "activity". 
Another point of consideration is that animals, and rodents in particular, 
often show a very rich behavioral repertoire in an open-field (see van 
Abeelen, 1963, for an extensive ethogram of the mouse; see also Section 
2 . 2 . 2 ) . Although almost all behaviors are "activities" not all of them can be 
classified as exploratory. Several of these activities are measured using the 
above mentioned devices, one of the most frequently used being the 
open-field. 
1.2.1 Novelty, neophobia, and neophilia 
The concept of exploration is closely associated with that of novelty. 
Novelty, according to Barnett and Cowan (1976), can be divided in absolute 
novelty, which involves some quality never previously experienced, and 
relative novelty of familiar items arranged in an unfamiliar way. Of course, 
there exists also a gradual difference in novelty between situations that are 
more or less frequently encountered. Thus, novelty depends on the degree 
of previous experience and "is a relationship between the perceiving organism 
and stimulation which must be assessed in terms of the long-term and 
short-term experiences of the organism with that stimulation" (Kish, 1966, p. 
133). 
O'Keefe and Nadel (1978, p. 241) defined novelty within the framework of 
their "cognitive map" theory as follows: "an item or place is novel if it does 
not have a representation χη the locale system." With locale system is meant 
the cognitive mapping system, presumably located in the hippocampus, that 
contains mental representations of stimuli perceived previously (see also 
Section 1.3.1. ) . 
Novel features may either be approached, neophilia, or avoided, neophobia 
(Barnett and Cowan, 1976). Corey (1978) used the term neotic behavior to 
describe "the entire range of responses to novel stimuli including exploration, 
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neophobia, aggression, and orientation", hence the terms neotic approach and 
neotic avoidance for neophilia and neophobia respectively can be coined. 
Organisms may show a certain degree of neophobia. As this mostly 
concerns commensal species which more or less depend on man for food, the 
biological significance is clear: new objects are often poisoned food or some 
kind of trap (Cowan, 1976, 1977; Cowan and Barnett, 1975). One extensively 
studied phenomenon in this type of neotic behavior is the so-called 
bait-shyness or toxiphobia, exhibited by commensal rats (Barnett and Cowan, 
1976). Bait-shyness is the phenomenon that when a rat becomes ill after 
eating a novel kind of food, it will refrain from eating this kind of food 
again, even if the eating of the novel food is followed by illness hours later. 
Hankins et al. (1973) showed that this phenomenon is taste- but not 
odor-dependent. Odor alone did not become an eversive stimulus, unless a 
novel odor was followed immediately by illness. Moreover, bulbectomy and 
zinc sulfate-induced peripheral anosmia did not prevent subjects from 
developing bait-shyness. 
On the other hand there is the novelty-seeking behavior termed neotic 
approach or neophilia. Without apparent reward, an animal wanders through 
a novel environment, showing a variety of investigative behavioral acts: 
sniffing, leaning against objects, rearing, etc. It is this novelty-seeking 
behavior that Barnett and Cowan (1976) called exploration. They stress that 
exploration is autonomic, i.e. independent of special incentives: exploration 
often occurs after satiation. The biological significance of it is clear: 
entering and exploring new places promotes dispersion and improves the 
chances of finding life necessities (food, shelter, escape routes, etc.). 
The active novelty-seeking aspect of exploration is shown by the animal's 
tendency to visit unfamiliar, or at least the less recently visited, parts of its 
environment (Barnett and Cowan, 1976). This active novelty-seeking 
behavior can also be observed in a T-maze. When put in such a maze for the 
second time, rats and mice tend to choose a different arm than they did in 
the first trial (spontaneous alternation; Douglas, 1966). 
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Novelty in itself has a reward value, the opportunity to explore seems to 
be rewarding (Barnett and Cowan, 1976). This is illustrated by the 
experiments of Kish (1955) and Kish and Antonitis (1956). They 
demonstrated that laboratory mice develop the bar-pressing habit in a 
modified Skinnerbox, even when the reward upon bar-pressing was nothing 
more than a click or a change in the level of illumination. The reinforcing 
stimulus may be the novel stimulation offered by the light as such or, as 
argued by Robinson (1961), by the opportunity the light provides for visual 
exploration. The latter explanation is supported by the finding that the 
positive reinforcing effects of light termination are considerably weaker than 
the light-onset effect (Roberts et al., 1958). Similarly, the opportunity to 
actively explore an area can act as a reward in learning experiments 
(Barnett, 1958). 
This intrinsic rewarding value of exploratory activity apparently causes 
competition between exploration and other more evidently rewarding 
behaviors. One such rewarding behavior is nest-building, the biological 
value of which is evident. Yet, it has a lower priority than exploratory 
movements to wild mice kept in a relatively warm environment (23 C), whereas 
eating has the highest priority in this situation (Barnett and Hocking, 1981). 
Another evidently rewarding behavior, especially for food-deprived rats , is 
the acquisition of a learning task in a radial maze with access to food as 
reward. Nevertheless, exploration may negatively interfere with such an 
acquisition (Gaf f an and Davies, 1981). 
1.2.2 The role of olfaction 
Olfaction is a very subtle sensory function. The attractiveness of a rat 
dam's feces to her pups, for example, is influenced profoundly by very minor 
changes in the diet of the dam (Galef, 1981). Furthermore, previous 
experience, which is novelty-diminishing, is of extreme importance in a 
subject's performance in odor tests (Galef, 1981; Galef and Kaner, 1980). 
Also, males and females may react differently to odors of conspecifics 
(Archer, 1975) and their reaction may depend on the other animal's genotype 
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(Lenington, 1983). In addition, the odors produced by an animal may depend 
on its sex. Jones and Nowell (1973a and b) showed the existence of an 
androgen-dependent aversive pheromone in male mouse urine, that discourages 
prolonged investigation of an area marked with that urine. This urinary 
aversive factor functions through the sense of smell, since its aversive 
properties are not perceived by zinc sulfate-anosmized mice (Jones and 
Nowell, 1976). Previous experience, but in a quite different sense, proved 
to be very important with regard to the action of the aversive factor. The 
effect of urine from dominant males on their defeated opponents was far more 
pronounced than the effect of urine from subordinate mice; the production of 
this aversive urinary pheromone is most pronouned in male mice that have 
been isolated for some time (Jones and Nowell, 1973b and c ) . Matters are 
further complicated since the pheromone is not only species- but also 
strain-specific (Jones and Nowell, 1974). 
Rodents are macrosmatic animals, which means that they perceive their 
environment for a very large part in terms of olfactory stimuli (Schultz and 
Tapp, 1973). It is , then, not surprising that olfaction and olfactory cues are 
intimately involved in exploration by rodents. Hankins et al. (1973) claimed 
that "neophobia, . . . , is primarily a function of olfactory input and this 
response tends to decrease with repeated trials." In spontaneous alternation, 
the avoidance by the animal of an odor trail made by it in the first trial is 
one of the three most important factors determining the animal's orientation, 
the other two being extramaze cues and intrinsic (probably vestibular) cues. 
Hence olfactory cues are the only important intramaze cues (Douglas, 1966). 
As might be expected from the preceding, olfaction also exerts some 
influence on open-field behavior. Effects of zinc-induced peripheral anosmia 
on open-field behavior have been reported. Hofer (1976) focussed his 
attention on locomotor activity as a measure for open-field behavior of 
14-day-old male and female Wistar rat pups, and reported an increase of this 
behavioral variable after anosmization. Mayer and Rosenblatt (1977), using 
adult female CD ra ts , and Sieck and Baumbach (1974), using naive male 
hooded rats , reported on some additional behavioral variables (e.g. rearing), 
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but in their case the findings could be attributed to systemic zinc 
sulfate-poisoning rather than to anosmia. Schoots et al. (1978) recorded 
many behavioral components to investigate the effects of peripheral zinc 
sulfate-induced anosmia in adult male C57BL/6 and DBA/2 mice. Their most 
interesting finding was a disordinal strain-dependent effect of anosmia on 
rearing frequency and locomotor activity, resulting in a reversal of the 
originell strain difference for rearing and an elimination of the original strain 
difference for locomotion. 
1.2.3 The information acquired 
One of the processes associated with exploratory activity is what is called 
latent learning or exploratory learning, described by several authors (Alcock, 
1975; Barnett, 1958; Manning, 1979; O'Keefe and Nadel, 1978). Exploratory 
learning occurs without overt reinforcement: the animal is neither hungry, 
nor thirsty, so that the location of food and water in a new environment is 
not immediately necessary. If such an animal is allowed to explore a novel 
environment and subsequently made hungry or thirsty, then the animal will 
quickly learn to go to the proper place to find food or water, more quickly 
than an animal lacking such previous experience. This phenomenon was 
observed as early as 1929 by Blodgett, who used a maze as novel environment 
for his ra ts . 
Thus, animals acquire information about their surroundings by means of 
exploratory movements. This information may be purely spatial, as will 
ordinarily be the case in a maze, or, as can be inferred from the previous 
section, it may be olfactory. The information-gathering aspect of exploration 
is illustrated by Hinde's statement (1970, p . 601) that novel stimuli elicit 
exploratory behavior, which ceases when the stimuli are no longer novel. 
Such waning of response is called habituation (Peeke and Herz, 1973). 
The information-gathering component of exploration seems so important to 
most authors, that they included it in their definition of exploration. O'Keefe 
and Nadel (1978, p . 242): " . . . exploration, a species-specific behavior 
pattern concerned with the gathering of information"; Hinde (1970, p . 351): 
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" . . . the types of behavior which come within the broad category of 
exploration ( . . . ) are such as to familiarize the animal with its environment or 
with a source of stimulation"; Wilson (1975, p . 165): "To explore is to learn 
about a new object or a strange part of the environment." 
In conclusion then, we can formulate the following definition of 
exploration: exploration is evoked by novel stimuli and consists of behavioral 
acts and postures that permit the collection of information about new objects 
and unfamiliar parts of the environment. 
1.3 THE PROCESSING OF INFORMATION 
From the preceding paragraphs it becomes apparent that during exploration 
information is gathered and that, in macrosmatic rodents, a large part of this 
information is olfactory. It seems, therefore, appropriate to consider some 
aspects of the processing of this olfactory information. 
Olfactory stimuli in a broad sense are received by: 1. the olfactory 
epithelium proper, 2. the vomeronasal epithelium, 3. endings of the nervus 
trigeminus, 4. endings of the nervus terminalis, and 5. the septal organ of 
Masera (see Wysocki, 1979, for an extensive review). The bulk of the 
olfactory input, however, stems from the olfactory epithelium, on which I 
shall concentrate now. 
The olfactory epithelium projects to the olfactory bulb, where the primary 
neurons synapse with mitral cells in distinctive glomeruli. From the olfactory 
bulb onward many connections exist with more central structures. One 
interesting central connection is the olfactohippocampal pathway. Earlier 
views about a direct olfactory projection from the olfactory bulbs to the 
hippocampus have not been substantiated (Scalia and Winans, 1976). The 
olfactory bulbs do project to the lateral entorhinal cortex (Davis et 
al., 1978; Krettek and Price, 1977). This is the area of origin of the lateral 
perforant path, which seems to project to the hippocampal complex (Scalia and 
Winans, 1976; Steward, 1976; Steward and Scoville, 1976), especially to the 
Regio Inferior, field CA3, and the Regio Superior, field CAI (Vinogradova, 
1975). These anatomical data are supported by electrophysiological 
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experiments: olfactory or electrical stimulation of olfactory structures in the 
forebrain resulted in hippocampal potentials, which suggests a functional 
connection between olfactory structures and the dorsal hippocampus via the 
perforant pathway (Cain and Bindra, 1972; Overmann et αϊ., 1980). 
Herkenham and Pert (1980) tentatively suggested that at least part of this 
olfactohippocampal pathway is "opiatergic" in nature. 
These olfactohippocampal connections seem to be reciprocal. Again, 
anatomical and electrophysiological data are in good agreement. Davis and 
Macrides (1981) described centrifugal projections to the olfactory bulbs from 
among others hippocampal structures. Kerr and Dennis (1970) demonstrated 
that electrical stimulation of the hippocampus results in olfactory bulb 
responses. 
All in all, the olfactory system and the hippocampus seem to interact in a 
rather complex way. Especially because the hippocampus seems to be 
involved in the processing of information, attention should be paid to this 
brain region. 
1.3.1 The role of the hippocampus 
"In general, it is possible to state that the appearance of the 
hippocampus in the history of animal life occurs on the critical 
stage of evolution i.e., in the transition to terrestrial existence 
and the increase in complexity of organism-environment 
interactions. In individual history, the completion of development 
of the hippocampus also coincides with the critical period of 
leaving the nest and transition to active contacts with 
environment." (Vinogradova, 1975, p . 4). 
Both events mentioned by Vinogradova are related to the organism's ability 
to orient itself. Clearly, orientation will be a more important capacity in a 
land animal (living in a topographically much more varied environment) than 
in a sea animal. Similarly, an animal that starts leaving the nest needs to 
orient itself in its environment. Orientation is also narrowly tied to spatial 
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exploration. Although usually exploratory activity seems random, it is 
directed in such a way as to cover the whole of the new area to be explored 
(Barnett and Cowan, 1976). This need not be regulated by spatial cues, 
olfaction may also play a role (Schultz and Tapp, 1973). 
Much evidence concerning the crucial role of the hippocampus in 
orientation, which includes the remembrance of places visited in the past, has 
been summarized by O'Keefe and Nadel (1978, 1979). Based on this large 
amount of information, they developed their, by now almost famous, cognitive 
map theory. In short, this theory supposes the formation of an internal 
representation of the environment, a kind of map, during exploration. If 
incoming information does not match with the existing cognitive map, so called 
displacement neurons will start firing, causing an increase of exploratory 
activity. New information will then be collected and added to the existing 
map. Subsequently, more and more incoming information will match the so 
formed improved map, whereupon the displacement neurons will fire less and 
exploratory activity will decrease. This process, called habituation (Peeke 
and Herz, 1973), does not occur in hippocampectomized animals, where "the 
'new' does not become the 'old'" (Vinogradova, 1975, p . 5). The place where 
this cognitive map is formed and where novelty is detected and registered, is 
presumably the hippocampus. 
The theory has been criticized by some on several points. Ellen (1979) 
for instance cited some investigations in which animals that were merely 
transported over paths in little cars, without allowing them to execute 
locomotor activity, learned the locus of food or the locus of shock 
termination. He contended that cognitive maps may be formed in the absence 
of exploratory behavior. Exploratory behavior is accompanied by the theta 
rhythm in the hippocampus, which is associated by O'Keefe and Nadel (1978, 
p . 224) with the formation of cognitive maps. However, one has to note that 
in the investigations cited by Ellen no electrical brain activity was measured 
at all. Therefore, the presumed absence of theta activity is based only on 
the fact that in this case exploratory behavior is thought to be absent. In 
the light of my definition of exploratory behavior, this assumption obviously 
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need not be valid: theta activity might still have been present in Ellen's 
experiment. 
Yet, even if criticisms on O'Keefe and Nadel's theory would be justified, 
one point, accepted by almost all investigators in the field, would still be 
upheld. Without any doubt the hippocampus is very prominent in the 
processing of information, the recognition of novelty, and the formation of 
memory. The hippocampus clearly acts as a kind of comparator. In the light 
of these considerations, and of those on the role of olfaction, we may 
postulate a pronounced influence of olfaction on the putative cognitive 
mapping system of the hippocampus. 
1.3.2 Physiological correlates 
There exists a wealth of reports correlating physiological properties of the 
hippocampus with behavior (see O'Keefe and Nadel, 1978, for an extensive 
review). Much electrophysiological information on the hippocampus has 
furthermore been accumulated by Vinogradova (1975). Three main types of 
hippocampal EEG patterns may be distinguished in mammals (Vanderwolf, 
1969): 1. A slow sinusoidal rhythm (3-10 Hz) that has been called rhythmical 
slow activity, but is more commonly known as theta rhythm, and that can be 
observed for instance in freely moving rats during exploratory behaviors. It 
is generated in the septum and presumably triggered by the matching system 
located in field CAI. The theta rhythm has been implicated in exploratory 
sniffing behavior in hamsters (Macrides, 1975). A functional relationship 
between theta and polypnea seems compelling in view of the frequency of 
sniffing movements (5-11 Hz; Welker, 1964), which is about the same as that 
of theta. However, immobile animals showed no theta rhythm during sniffing 
(Vanderwolf, 1969; Whishaw and Vanderwolf, 1971) and in subsequent 
experiments no consistent correlation between the occurrence of theta rhythm 
and sniffing could be found (Vanderwolf et al.. 1975). 2. Large-amplitude 
waves, usually with a lower frequency than theta (large irregular activity). 
3. A low-amplitude, high-frequency pattern termed small irregular activity. 
Patterns 2 and 3 are sometimes regarded as variants of one single pattern 
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termed beta rhythm and are both associated with so-called automatic, 
non-displacement behaviors such as eating and drinking. As already 
mentioned in the previous section, theta activity plays a prominent role in 
O'Keefe and Nadel's (1978) theory. They look upon the function of theta 
activity as related to the necessity to maintain large areas of the hippocampus 
synchronized with respect to phase of excitability. This phasing might be 
caused by an intrahippocampal coupling amongst the pyramidal cells, changing 
this excitability from moment to moment. The layer formed by these 
pyramidal cells is the location of O'Keefe and Nadel's (1978, 1979) misplace 
detectors that are activated by novelty. These misplace detectors are 
thought to have a stimulating action on exploratory activity. 
Much research has been carried out concerning the neurochemical 
properties of the system. Van Abeelen and co-workers, in a series of 
psychopharmacogenetic experiments, provided evidence for a triple transmitter 
system in the hippocampus of the mouse that regulates exploratory behavior 
(van Abeelen, 1974, 1982; van Abeelen and van den Heuvel, 1982; Gorris and 
van Abeelen, 1981). According to van Abeelen's hypothesis , cholinergic 
exploration-regulating pyramidal cells are under inhibitory control of 
GABA-ergic basket cells which, in turn, may be inhibited by endogenous 
opioid peptides. The latter are released upon detection of novelty, thus 
leading to a disinhibition of the pyramidal cells and hence to an increase in 
exploratory activity. This indirect excitatory action of opioid peptides may 
work in two directions: Nicoli et al. (1980) reported on the blocking effects 
of dendrodendritic inhibition in the olfactory bulb by enkephalins. They 
further suggest that some centrifugal fibers, not in direct contact with the 
mitral cells but ending on inhibitory interneurons, may be peptidergic in 
nature. In analogy with the indirect excitatory action of opioids on 
hippocampal pyramidal cel ls , it seems possible that, upon detection of novelty 
and subsequent release of opioids, the threshold for odors is lowered in the 
olfactory system. 
1.4 SUBJECTS FOR BEHAVIOR GENETICS 
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The species studied by behavior genetics have been very diverse, which is 
not surprising, considering the diversity of the behavioral sciences: both 
ethology and psychology (human and animal) have contributed to behavior 
genetics as an interdiscipline. Galton's subjects were humans but, since his 
time, many animal species have been studied too, ranging from unicellular 
organisms, insects, fish, and birds to mammals. The obvious advantage of 
animal over human studies is the possibility of experimental crosses. In 
insects, Drosopfiila is the best known example (Ehrman and Parsons, 1976) 
but other species such as the blowfly, Phormia regina, have also been used 
(McGuire, 1981; Tully and Hirsch, 1932). Concerning mammals, the most 
extensively studied species are rats and mice, especially the latter. The 
major advantages of using mice are, next to their rich behavioral repertoire 
and their accessibility for neurophysiological experiments, the ease with which 
the animals can be kept and bred in large numbers, the relatively short 
generation span, and the enormous amount of diverse but controlled genetic 
material available in the form of mutants, inbred strains, and selected lines 
(Green, 1981; Staats, 1980). Not all of this material is equally well-suited as 
a behavior genetic model. Albino mice, for instance, are anomalous in more 
than one respect (Creel, 1980). 
When using a sexual species, one should also take into account possible 
sex differences in behavior. Sex differences in exploratory behavior have 
been reported by Archer (1975) and by Beatty (1979). The behavior of 
females can be influenced by their estrus cycle. Schmidt and Schmidt (1980) 
reported variations in the olfactory sensitivity of females which depended on 
the stage of their estrus cycle. For most investigations male mice will be the 
animals of choice. 
i .S INBRED STRAINS AS A TOOL 
The methods of experimental behavior genetics make use of various types 
of animal stocks such as selected lines, heterogenic stocks, inbred strains, 
mutant stocks, and natural populations (Fuller and Thompson, 1978). In the 
latter, methods used in human behavior genetics, for instance 
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parent-offspring analysis and pedigree analysis, are applied. The most 
extensively used animal stocks are inbred strains and, more recently, also 
recombinant inbred strains. 
1.5.1 History 
The first inbred strains of mice were developed between 1910 and 1920 by 
C.C. Little, H.J. Bagg, and L.C. Strong (Russell, 1978; Strong, 1978). 
Circumstances were rather difficult: funding was low, so that Strong was 
forced to breed his mice under his bed in a tent on the university campus 
during his honeymoon in 1920 (Strong, 1978). The inbreeding proved to be 
difficult. The pairing of defective recessive alleles caused severe inbreeding 
depression and at times a developing strain consisted of no more than one 
pregnant female. Inbred strains are established by a rigorous scheme of 
brother-sister ma tings and are regarded as inbred after 20 or more 
generations of sib-mating (Lyon, 1981). This procedure, at least in theory, 
produces homozygosity at 98 percent of all loci that were heterozygous at the 
start of inbreeding. Some of the older strains have now reached well over 
150 generations of inbreeding (Staats, 1980) and should therefore closely 
approach complete homozygosity. 
As a result of extensive exchanges between researchers in the early days 
of the development of inbred strains, many strains are to some extent related 
and thus must share part of their genes. The C3H strain, for instance, was 
derived from a cross between the DBA and the A strain. The latter had 
been derived from a cross between an "albino, borrowed from C.C. Little and 
originating from a commercial colony at Storrs, Connecticut" and one of H.J. 
Bagg's albinos, the ancestors of the BALB/c inbred strain (Strong, 1978). 
1.5.2 Variation -Mithin strains 
One of the fundamental assumptions of quantitative-genetic analyses and 
indeed of most behavior-genetic experiments, is that the phenotypic variation 
observed within genetically homogeneous populations is purely environmental 
in origin. For this reason, it is important to have such genetically uniform 
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populations at ones disposal. As such, inbred strains are used, but one 
should realize, that part of the variation found within an inbred strain may 
have genetic causes. Wahlsten (1982) demonstrated that differences exist in 
corpus callosum deficiencies between a number of sublines of the BALB/c 
strain. Kahan et al. (1982) showed that several sublines of the same strain 
differed from each other with regard to histocompatibility and isozyme 
markers. Some sublines even proved to be heterozygous at a few loci. This 
genetic variation within strains or sublines may arise from three possible 
causes: 1. contamination from accidental outcrossing, 2. residual 
heterozygosity, and 3. mutation (Bailey, 1978). If a strict regimen of 
full-sib mating is adhered to, the effects of these three causes should be 
limited. The greatest possible care should be exercised in order to prevent 
genetic contamination. If only strains with different coat colors are kept 
together, any contamination will become visible within a few generations. 
As Bailey (1978) pointed out, the probability of being completely free from 
heterogenic tracts (chromosomal segments that are of heterogeneous origin and 
are thus potential carriers of residual heterozygosity) reaches the 0.99 level 
at generation 60. Today, many strains that have undergone 60 or more 
generations of inbreeding are available (Staats, 1980). Nevertheless, even 
with such highly inbred strains the possibility of genetic heterogeneity 
remains: homozygosity-resisting systems have been described (Connor and 
Bellucci, 1979). Further, mutations will constantly add more genetic 
heterogeneity to any inbred strain. Mutation rates are low, however (Bailey, 
1978), and, in general, mutation should only be a minor cause of 
heterogeneity within a subline, the more so because a strict full-sib mating 
system will tend to fix these mutations rather quickly. Mutation can 
nevertheless be a source of divergence between sublines. 
Sometimes the presence of genetic variation within strains is so serious 
that the inbred strain under consideration loses much of its value for 
research, as seems to be the case with the BALB/c strain. Mostly, however, 
the impact of the processes described will be low. Some genetic quality 
control carried out from time to time is useful (Hoffman, 1978). Skin graft 
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exchanges are a good method to detect heterogeneity (Bailey, 1978), 
especially if it is caused by residual heterozygosity or by contamination. 
Inbred strains, then, may provide suitable genetically homogeneous 
populations, but researchers should be aware of possible heterogeneity. 
i .5 .3 Variation between strains 
The number of reports documenting strain differences for many traits, 
behavioral, biochemical, or morphological, is overwhelming. Each basic text 
on behavior genetics mentions at least a few, numerous others can be found 
in journals like Behavior Genetics. Strain comparisons can be very informative 
and, by using recombinant inbred strains, may even lead to the identification 
of single-gene differences (Taylor, 1978). Sometimes the results of 
recombinant inbred strain studies are inconclusive, however, as exemplified 
by Lush's (1981) criticisms in the case of the genes Exa and Sco (Oliverio et 
al . , 1973). Further, notwithstanding the value of strain comparisons, it must 
be stressed that strain differences alone are not sufficient evidence for the 
existence of genetic differences (Wahlsten, 1979). 
Experiments in which the behavioral effects of some kind of treatment in 
two or more strains are compared can be most informative. Such experiments 
not only give genetic information, but may provide an insight into the 
mechanisms of brain function or drug action. Considering the large amount 
of material collected in the field of pharmacogenetics (Broadhurst, 1978; 
Lush, 1981), it is at least remarkable that many pharmacological or 
neurophysiological experiments are still being carried out using experimental 
animals that are not genetically defined, or only very poorly so (such as 
Swiss-Webster mice; see Festing and Lovell, 1981). Examples of researchers 
indicating only the species of their subjects are plentyful. 
The value of experiments studying the interaction of a treatment with the 
genotype of genetically well-defined animals is exemplified by the work on the 
regulation of exploratory behavior in mice by van Abeelen and co-workers 
(van Abeelen, 1974; van Abeelen and van den Heuvel, 1982; van Abeelen and 
Strijbosch, 1969; van Abeelen et al., 1971, 1972, and 1975; Gorris and van 
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Abeelen, 1981). The inbred mouse strains C57BL/6J and DBA/2J differ in a 
number of characteristics. One well-documented difference is that concerning 
the level of exploratory behavior : when animals of these strains are placed 
in a novel environment, C57BL/6 animals rate high on several behavioral 
components associated with exploration, as compared to DBA/2 mice. When 
injected peripherally with the anticholinergic drug scopolamine, this situation 
was altered drastically due to a disordinal strain-treatment interaction. The 
scores of the C57BL/6 strain were depressed, while those of the DBA/2 strain 
were enhanced. Peripheral injections with the acetylcholinesterase inhibitor 
physostigmine depressed the scores in both strains, however. 
Methylscopolamine and neostigmine, drugs with actions similar to those of 
scopolamine and physostigmine, respectively, but incapable of passing the 
blood-brain barrier, had no such effects. Intrahippocampal injections with 
the same drugs, however, mimicked the results obtained previously with 
peripheral injections of scopolamine and physostigmine. These observations 
led to the conclusion that there exists a genotype-dependent cholinergic 
mechanism, probably located in the hippocampus, that facilitates exploratory 
behavior in mice. In C57BL/6 mice a functionally well-balanced acetylcholine 
(ACh)/acetylcholinesterase (AChE) ratio seems to promote efficient synaptic 
transmission, thereby producing high scores for exploratory behaviors. Any 
injection with drugs that cause an imbalance in this ACh/AChE ratio will thus 
result in a decline in exploration scores. In DBA/2 mice a disequilibrium in 
the ACh/AChE ratio was hypothesized, to the effect that ACh is in excess, 
leading to low levels of exploratory behavior. This imbalance can be 
corrected by the anticholinergics, resulting in higher scores. 
Comparable investigations into a peptidergic hippocampal mechanism were 
also performed. Peripheral injections with the opiate antagonist naloxone 
influenced several components of exploratory behavior in both strains, but 
these results were somewhat inconclusive. Clear results were obtained by 
injecting morphine or naloxone intrahippocampally. The C57BL/6 strain 
showed reductions in the scores of exploratory components after either drug. 
The DBA/2 strain, however, showed an enhancement of scores after naloxone 
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and a reduction after morphine. These results, in conjunction with data from 
the literature, led van Abeelen and van den Heuvel (1982) to postulate the 
triple transmitter system mentioned in Section 1.3.2. In the DBA/2 strain a 
surplus of opioids, attenuated by naloxone, is hypothesized, whereas the 
C57BL/6 strain seems to be functionally well-balanced. 
Very similar results were obtained using the inbred selection lines SRH 
and SRL, derived from an F , cross between DBA/2 and C57BL/6 (van 
Abeelen, 1974; van Abeelen and van Nies, 1983). The difference in 
exploratory rearing responses between these lines, selected for high and low 
rearing scores, respectively, can be attributed to one genetic unit (van 
Abeelen, 1977). 
Thus, mainly by studying strain-treatment interactions, much 
neurobiological and psychopharmacological information could be gathered. 
1.5.4 Usefulness 
The utility of inbred strains for neurobiological and psychopharmacological 
experiments, relevant to the phenogenetic aspect of behavior genetics, seems 
evident from the preceding section. Their value for psychology and ethology 
has been questioned, for example by Bruell (1970). Such criticism centered 
mainly on two aspects: the problem of the effects of domestication and the 
question of adequate sampling. 
The behavioral effects of domestication are not yet fully understood 
(Boice, 1973; Corey, 1978). A change, that may be genetic, is apparent 
when domesticated rats and mice are compared with their wild ancestors. 
There are indications of genetic changes during domestication, which would 
make it difficult if not impossible to generalize the results of behavior genetic 
experiments to wild animals, but these changes may be only slight 
(Henderson, 1978, 1981a and b ; Hewitt and Fulker, 1983). The finding that 
domesticated rats are easily capable of assuming a feral existence, is 
reassuring (Boice, 1977, 1981). The inbreeding that is enforced upon 
domesticated animals is another cause of concern. Inbred animals might 
behave very differently from wild animals. Some methods might help to 
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circumvent this point. The diallel cross method (see Section 2 .7 .3 ) , for 
instance, reproduces to some extent the original random-mating population, 
while maintaining homogeneity within groups (Henderson, 1979b). 
A second, and related, problem often encountered in behavior genetics is 
the sampling problem: can a sample of inbred strains ever be representative 
of a natural population ? Here, again, a diallel cross is capable of producing 
all genotypes encountered in a given population, provided that the inbreds 
employed in such an experiment were derived from the same population. This 
will not be so in most cases. The results of diallel cross experiments are 
often discussed as if the strains had been derived from some hypothetical 
generalized mouse population. Whether such a hypothetical population 
sufficiently resembles a real population would have to be established. The 
whole problem is aggravated by the fact that many inbred strains are of 
obscure ancestry (stemming from fancy mice, which in turn stemmed from 
some unknown wild population) and are often to some degree related, thereby 
narrowing the representativeness of the available genetic material. Henderson 
(1983) studied a number of pup behaviors and compared the results of a 
6 x 6 diallel cross employing widely used inbred mouse strains with those of a 
6 x 6 diallel employing inbred strains derived from a natural population. The 
results were remarkably similar. 
However serious these problems might be, most authors, although usually 
only implicitly so, judge them to be of minor importance. This is certainly 
true in experiments concerning the phenogenetics of psychophenes. When 
studying the phylogenetic aspects of behavior, however, the possible 
distorting effects of domestication and inadequate sampling should be borne in 
mind. 
І .6 GENETIC VARIATION 
Phenotypic variation is almost omnipresent, whether it concerns 
neurobiological or behavioral traits, or anatomical characteristics. Phenotypes 
depend on genotype and environmental influences both. Environmental 
influences are discussed in Section 1.7 and genotype-environment interactions 
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in Section 1.8. The genetic contribution to phenotypic variation can be 
divided in a Mendelian (chromosomal) part and a non-Mendelian 
(non-chromosomal) part (Wahlsten, 1979); the latter will be discussed in 
Section 1.7. 
For practical purposes, we may assume that all variation within inbred 
strains is environmental in origin since they are homozygous at all loci (see, 
however. Section 1.5.2). An F, cross between two inbred strains will be 
genetically homogeneous: all of its individuals are heterozygous at those loci 
for which the parental strains differ and homozygous at those loci for which 
the parental strains are identical. Genetic variation can only be encountered 
in random-mating populations or in crosses other than F / s . This is because 
of segregation. 
1.6.1 Segregation 
The concepts of free, potential, and utilized genetic variation (Mather, 
1973) are briefly discussed here. Let us consider a gene A-α, with alleles 
A and a. For simplicity's sake we assume that the phenotypic value 
(neglecting environmentally-induced differences) of an individual with 
genotype Act will be exactly midway between those of the two homozygotes. 
When we consider two inbred strains, one AA, the other αα, then the mean of 
this composite 'population' equals the midparental value and the 'population' 
will show a certain amount of variance. Upon crossing, we obtain an F, 
solely consisting of individuals Αα, all with a phenotype that equals the 
midparental value, the variance thus being 0. We can say that the free 
variation that was present among the parental strains is now converted into 
an equal amount of potential variation. In the next generation (F,) we obtain 
the genotypes ΑΑ, Αα, and αα. It can easily be seen that this generation 
shows some degree of variance, though less than the original, completely 
homozygous 'population'. Thus, part of the potential variation has been freed 
again by segregation. Obviously, further crossing will free more of the 
potential variation, until ultimately all potential variation is converted into 
free variation. If selection is applied, however, things change. Let us for 
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instance consider the case that in each generation all individuals with 
genotype αα are eliminated. After this elimination, the F« will consist of 
genotypes AA, and Αα. The F , generation will again contain the genotypes 
ΑΑ, Αα, and αα, but the frequency of allele a, v, will be much lower than 
the frequency of A, u (in the original population u = ν = 50об). The 
variation, both free and potential, present in this F , generation will be less 
than that in the F, generation. Selection has thus utilized some of the total 
variability to shift the mean. After many generations the population will 
consist solely of individuals with genotype AA, that is, free and potential 
variability will both have been exhausted completely. As long as at least one 
α-allele is present in the population, the utilized variation can be reconverted 
into free and potential variation by reversing the direction of selection. 
1.6.2 The Tryon-effect 
As is evident from the preceding section, one can expect the observed 
variance of a segregating F , generation to be larger than those of 
non-segregating populations. However, a frequently observed phenomenon in 
behavior genetics is that the F , variance does not significantly exceed the 
parental or the F, variance. This was first observed by Tryon (1940) and, 
accordingly, the failure to obtain an increase in variance from the F« to the 
F , has been termed the Tryon-effect. Several possible explanations have 
been brought forward. Firstly, Hall (1951) attributed the Tryon effect to an 
insufficient degree of inbreeding in Tryon's selected (but not inbred) strains. 
Of course, this would enlarge the genetic variation within the parental and F^ 
generations, but one would still expect the F„ to have a somewhat larger 
variance. A second explanation was presented by Hirsch (1967). Most 
phenotypes are influenced by more than one gene, although the influence of 
one gene, a so-called major gene, may be predominant. If we take the rat , 
with a karyotype of 21 chromosome pairs, as an example and, for simplicity, 
treat these chromosomes as major indivisible genes, one can see that this 
organism can produce 2 2 1 different kinds of gametes. This would lead to a 
possible number of 3 2 1 (= 1.05 χ IO 1 0) different genotypes. Because 
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chromosomes are not indivisible, this number will be much larger in reality. 
No experiment can take from an F , generation a sample large enough to have 
all these genotypes represented. Therefore, Hirsch (1967) assumed this 
sampling effect to lower the observed F , variances below expected levels. 
Tellegen (1968), however, quite correctly countered that, as long as the 
sampling from the F , is random, an unbiased estimate of the population 
variance should be obtained. We must conclude that Hirsch's reasoning has 
been invalidated by Tellegen and that Hall's explanation alone is not enough 
to account for the Tryon-effect, and certainly not so in crosses between 
properly inbred strains. Bruell (1962) had observed that the amount of 
variance caused by segregation in the F , increases if gene effects are larger 
and decreases if more genes influence the phenotype studied (see also 
Tellegen, 1968). If environmental influences on the phenotype are large, in a 
situation with many genes and relatively small gene effects, then an extremely 
large sample would be needed to detect the difference in variance between the 
F , and F. populations at a sufficient level of significance. As samples are 
not often that large, while environmental influences on a psychophene are 
usually very pronounced, one should normally expect F , variances not to 
differ significantly from F, variances. 
1.7 OTHER SOURCES OF VARIATION 
Sources of variation other than Mendelian genetic effects are: 
environmental effects, among which parental, particularly maternal, effects, 
and non-Mendelian genetic variation. Several non-Mendelian hereditary 
mechanisms have been described by Wahlsten (1979), who also presented an 
experimental design to discriminate between Mendelian and non-Mendelian 
inheritance. 
The distinction between environmental effects and non-Mendelian 
inheritance is only gradual, as is illustrated by the following two examples. 
First, there is the well-known example of high mammary tumor susceptibility 
characteristic of C3H inbred mice. The high tumor incidence is transferred 
from one generation to another, and in this respect superficially resembles 
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genetic transmission. However, the tumors are caused by a virus that is 
transferred by the milk from mother to offspring. Litters born by caesarean 
section are free from this virus (Staats, 1980). The second example relates 
to the maltese dilution (d) locus of DBA/2 mice, which is possibly of viral 
origin. In this case, the viral DNA seems to have been incorporated in the 
DBA/2 genome (Jenkins et al., 1981). 
1.7.1 Environmental effects 
Environmental effects on behavior are often relatively large but, 
nevertheless, they are sometimes difficult to separate from genetic effects as , 
for example, in the case of The Jackson Laboratory's inbred mouse strains. 
Reportedly, at this laboratory, different diets are fed to different strains 
(Wahlsten, 1979). This may well result in direct modifications of the behavior 
of these strains or in indirect pheromonal effects (Galef, 1981; see also 
Section 1.2.2). Such confounding of genetic and environmental effects has to 
be avoided. 
A distinction can be made between micro- and macroenvironmental factors 
(Fulker et al., 1972). In general, microenvironmental factors are small, 
unsystematic influences and macroenvironmental factors are controllable, 
experimenter-imposed influences such as environmental enrichment, as 
described by Henderson (1976), and drug treatments. Henderson (1976) 
found that even short exposures of as little as 6 hours to environmental 
enrichment greatly increased performance in a rather complex food-seeking 
task in mouse strains C57BL/10J and DBA/1J, but this treatment proved to be 
of only minor importance for discrimination learning in six inbred strains and 
their F, crosses (Henderson, 1972). The same enrichment, however, resulted 
in significantly larger brains and body weights in these mice (Henderson, 
1973), although these phenotypes are regarded as less malleable than 
psychophenes. 
1.7.2 Maternal effects 
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Maternal effects, a special case of environmental effects, are a common 
phenomenon in behavior-genetic experiments. Henderson (1972) found in a 
diallel crossbreeding study that maternal effects accounted for about 2% of the 
total variance present for some measures of discrimination learning, and they 
accounted for about 5% of the total variance for a food-seeking task 
(Henderson, 1970). Maternal effects were also demonstrated in Henderson's 
(1973) study of mouse brain and body weight. Wainwright (1980) studied the 
effects of maternal genotype on postnatal behavioral development in mice. 
She found that inbreeding of the mothers retarded the development of pups, 
as did inbreeding of the pups. The environmental (maternal) effect thus 
mimicked a genetic (inbreeding) effect. The maternal effect may have been 
pre- or postnatal; her experimental design did not allow discrimination 
between these possibilities. Prenatal maternal influences can only be 
adequately studied by transplantation of eggs or ovaries, which is a rather 
laborious undertaking. Postnatal effects can be analyzed by fostering 
experiments. Van Abeelen (1980) examined the strains C57BL/6 and DBA/2, 
employing unfostered, infostered and crossfostered groups. No behavioral 
effects of fostering per se were detected and the effects of crossfostering 
were only small and relatively unimportant as compared to the marked strain 
differences for the phenotypes studied. Furthermore, the crossfostering 
effects found were not in the direction of the alien strain. 
In all, we agree with Wahlsten (1979) that the establishment of strain 
differences in behavior in itself is not enough proof of direct genetic effects 
on the phenotype. 
1.8 GENOTYPE-ENVIRONMENT INTERACTIONS 
The variances within properly inbred strains and derived F. ' s should in 
theory be equal and measure the variance due to environmental variation. 
Yet, these variances are often not homogeneous. There may be several 
causes for this discrepancy. Firstly, it may reflect a simple scaling effect. 
Consider, for example, two inbred strains of which defecation scores in an 
open-field are measured. One is high-scoring, depositing an average of 10.0 
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boli over an observation session of 10 minutes. The other is a low-scoring 
one, having a mean of 0.5. It is clear that animals of the high-scoring strain 
can vary more widely than animals of the low-scoring strain: negative 
defecation scores are not possible. This problem can often be overcome by 
transforming the scores to another scale of measurement (see Section 2.7.1). 
Secondly, genotype-environment interactions may be present. Several 
investigations into these interactions are available (Fulker et al., 1972; 
Henderson, 1970, 1972, 1973, 1976; Hyde, 1973). Henderson (1976), for 
instance, failed to find any influence of enriched environment on a certain 
learning paradigm in the A/J strain but he did find large effects in strains 
C57BL/10J and DBA/1J. Another example is offered by the already discussed 
experiment of van Abeelen (1980), who demonstrated maternal effects on 
behavioral phenotypes in mouse strain DBA/2 but not in strain C57BL/6. 
A special case of genotype-environment interaction is genetic homeostasis, 
a buffering or canalization phenomenon that may sometimes be responsible for 
F. variances being smaller than those of the parental strains. Genetic 
homeostasis was defined by Lerner (1954, p . 81) as "the tendency of a 
Mendelian population as a whole to retain its genetic composition arrived at by 
previous evolutionary history." This composition is optimally retained when 
heterozygotes have a selective advantage over both homozygous types. In 
this way the genetic diversity of a population is maintained and large numbers 
of individuals will display optimum characteristics. If, in fact, heterozygotes 
have a selective advantage, their development should be better canalized than 
that of inbreds, resulting in F. 's showing less variability. A discussion of 
genetic homeostasis is presented by Hyde (1973). 
Another aspect of genotype-environment interactions is covariance of 
genotype with environment, for instance aggression between cage mates. In 
animal experiments this complication can be controlled to a certain degree but 
it may be very important in human studies (Plomin et al., 1980). 
1.9 QUANTITATIVE-GENETIC APPROACHES 
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The basic equation that relates a phenotype (P) with genotype (G) and 
environment (E) is Ρ = G + E + GxE. The variance is expressed as Vp = 
VG + V£ + V - , , + 2cov(G,E). In animal experiments there will be little or 
no covariance of genotype and environment. Further, by choosing an 
appropriate scale, genotype-environment interaction (GxE) can be diminished. 
The simplified formula is Vp = V- + Vg. The aim of quantitative-genetic 
approaches is to separate the effects of genotype and environment on the 
phenotype and to estimate their relative importance. A further aim is to 
reveal the genetic architecture of a trait, that is, the nature of its genetic 
variation. Because of problems in the analysis of data from natural 
populations, most quantitative-genetic methods employ extensive crossbreeding 
designs, using inbred strains as parents. The search has been for mating 
designs that provide the maximum amount of information on specified 
components of variation with minimum cost in time and labor (Bréese, 1972). 
1.9.1 Polygenic systems 
Classical Mendelian analysis is concerned with characters influenced by a 
limited number of genes, say two or three at the most, that are easy to 
separate into discrete phenotypical classes. Many characters, and 
particularly behavioral characters, show continuous gradations of expression 
between wide extremes and are not separable into discrete classes. The 
problem of how to explain these continuous traits in Mendelian terms was so 
complex that the early geneticists became divided into two camps: the 
Biometricians and the Mendelians. The former regarded continuous somatic 
variation as proof of continuous genetic variation, whereas the latter regarded 
continuous somatic variation as incompatible with the discontinuous variation 
shown to exist by Mendel. De Vries, for instance, even took continuous 
variation of a phenotype as proof of its non-heritability (Mather and Jinks, 
1982). Fisher (1918) was the first to arrive at a synthesis between these 
views. Unfortunately, his work was not followed up until the 1940,s (Mather, 
1949). Fisher expressed the phenotypic composition of a population in 
statistical quantities: average expression (mean) and range of expression 
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(variance). To explain observed means and variances he hypothesized the 
action of a large number of genes with cumulative, small effects, a mode of 
inheritance currently called polygenic. Monogenic action, or action of major 
genes (Mather and Jinks, 1982), thus became a special case of polygenic 
inheritance in which one or a few genes show much larger effects on a 
phenotype than other genes, the so-called modifying genes. The distinction 
between monogenes and polygenes is of course artificial. Carried to the 
extreme, a monogenically determined phenotype could only occur in an 
organism carrying just one gene: an absurdity. 
One consequence of the polygenic theory is that polygenes may be present 
in different combinations of increaser and decreaser alleles, all combinations 
having the same balanced effect that determines the genotypic contribution to 
the phenotype (Jinks and Broadhurst, 1974). Thus, unlike the situation in 
classical Mendelian genetics, many different genotypes may underlie the same 
phenotype. This phenomenon leads to the paradox, signalled by Jinks and 
Broadhurst (1974), that genotypes producing identical phenotypes may differ 
among themselves by as many alleles as do genotypes producing widely 
different phenotypes. 
Another important consequence of the polygenic theory is that the position 
of an F, cross relative to its parents does not give reliable information about 
dominance relationships. It cannot be concluded that dominance is absent if 
an F, is exactly intermediate between its inbred parents. This would also be 
compatible with complete dominance at all loci involved, with the increaser 
allele dominant at half of them and the decreaser allele at the other half. 
This situation is called ambidirectional dominance, as opposed to 
(uni)directional dominance where dominance acts in the same direction at all 
loci (Jinks and Broadhurst, 1974). 
Tracking down single-gene effects becomes difficult in the case of 
polygenic systems. In quantitative-genetic approaches one is not primarily 
interested in estimating single-gene effects but in estimating the combined 
effects of many genes. 
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In the following two sections some basic principles are briefly presented; 
see, for elaborate discussion. Falconer (1981) and Mather and Jinks (1982). 
1.9.2 Components of means 
The genetic contribution to a phenotype can be divided into three main 
sources: additive genetic effects, dominance, and epista tic interactions. For 
a single locus with two alleles, the parameter d is used to represent the 
phenotypic difference between the two homozygotes. The parameter 
h designates the departure of the heterozygote from the midparental point 
m. Now the phenotypes of the homozygotes and the heterozygote can be 
written in mathematical form as: A A = m + d ; Aa = m + h ; and αα = m -
d . Leaving epistatic interactions aside for the moment, the average 
phenotype of an inbred strain may be denoted by m + S(d+) + S(d-), where 
S(d+) indicates the summed effects of those genes that are represented by 
their increaser alleles and where S(d-) indicates the same for decreaser 
alleles. Parameter m is a constant. The difference between the phenotypic 
scores of two inbred strains will be 2[S(d+) + S(d-) ] , taking into account 
only those genes for which they differ. This is shortened to 2d for ease of 
presentation. Similarly, the phenotypic value of an F, may be written as 
m + S(h+) + S(h-), shortened to m + h. It must be noted that h is the 
sum of the dominance effects of many genes. If these effects are in opposite 
directions (ambidirectional dominance), h can be low or zero. For this 
reason, h is sometimes referred to as potence instead of dominance (Jinks and 
Broadhurst, 1974). A similar case can be made for d: even when additive 
genetic effects actually contribute to the phenotypes of two inbred strains 
that carry different alleles at various relevant loci, no strain difference need 
to emerge. This means that dominance and additive genetic effects may be 
obscured by opposite gene effects. On the other hand, hybrids may attain 
extreme scores when, in the case of directional dominance, the dominant 
alleles are dispersed among the parental strains. Due to this, the absolute 
magnitude of h may be larger than d (heterosis; Mather and Jinks, 1982) 
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The potence ratio h/d is often used as a measure of average dominance but 
in view of the preceding this need not be valid when more than one gene is 
involved. Rather, this ratio measures [Sih+J + S(h-.)]/[S(d+) + S i d - J ] . 
This will measure average dominance only if alleles of like effect are 
completely associated in the parental strains and if dominance is in the same 
direction at all loci. 
The genetic contribution to a phenotype is more complex in cases where 
epistatic, that is interlocular or non-allelic, interactions are present. Three 
types of epistasis can be recognized: between homozygous combinations at 
different loci ( i) , between homozygous and heterozygous combinations (j), and 
between heterozygous combinations (I)· Like d and h. the components i, ;, 
and { are summations of effects of a number of genes Epistatic interaction is 
called complementary when h and I have the same sign and thus reinforce 
each other. When 7i and I have opposite signs, interaction is of the duplicate 
type. 
Quantitative-genetic theory supplies us with a model to explain the 
observed means of inbred strains and their crosses, and of populations of a 
more complicated composition. The applicability of this model can be tested 
by means of crossbreeding experiments. When the model is suitable the 
different components of the means may be estimated. 
i .9 .3 Components of variation 
The variance observed within inbred strains and their F / s is often 
referred to as the environmental variance, E. Cattell et al. (1982) pointed 
out a semantic problem here: it may mean either variance caused by the 
environment, or variance of the environment. For the former they proposed 
the term threptic variance (here denoted by T) to distinguish it from 
variance of the environment. This usage will be followed here. 
Threptic variance is always a component of the population variance. If the 
population is a genetically heterogeneous one, its variance will exceed T. 
Returning to the formula Vp = VQ + Vg (Vg = T), it is clear that the genetic 
component of variance (VG) can be divided into components due to additive 
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Variation (D), dominance deviations (Я), and epistatic interactions (I). With 
epistasis present, genetic systems are usually too complex for a 
second-degree analysis, but first-degree analysis remains possible. In the 
analyses epistasis is often assumed to be absent. 
The partitioning of genetic variance into its additive and dominance 
components can be demonstrated by the example of an F, generation between 
two inbred strains. First, for the sake of convenience, we assume that one 
gene with two alleles influences the phenotype. The genetic composition of 
this generation is iAA, ίΑα, and ìaa. According to the previous section, 
this leads to a phenotypical mean of id + ih - id = ih (m is set at 0 by 
shifting the scale). The sums of squares of deviations from the midparent 
equals id2„ + ih1 + i(-d„)2 = id* + i h 2 „ . The sums of squares of 
^- а а. о. о. a * 
deviations from the F , mean then equals i d 2 + i^ 2,, " ( ¿ ^ Q ) 2 = ^ d 2 a + ^h1 . 
In the absence of linkage and epistasis, the contribution of a number of 
genes (fc) to the F , variance becomes iS(d )2 + iS(h. I2 . For ease of 
presentation this is shortened to iD + iH. The variance of an F , generation 
is thus iD + iH + Τ. By using groups with different genetic compositions it 
is possible to estimate D, H, and T. 
It must be noted that because D and Я represent summations of the 
squared effects of single genes, they can only be zero if additive or 
dominance effects, respectively, are absent. Thus, D and Η are more 
reliable indicators of these effects than are d and h. 
1.9.4 Implications 
From the first- and second-degree statistics described above, several 
derived descriptive statistics can be calculated. One of these is the 
heritability. The narrow heritability is defined as the proportion of the total 
phenotypic variance that is due to additive genetic effects: h 2 , » = iD/Vp. 
Heritability in the broad sense is the proportion of the total variance due to 
all genetic effects: Λ2».% = (iD + ìH)/Vp. The importance of heritability 
should not be overrated. Its magnitude depends on the genetic composition 
of the population and on the environment. 
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The square root of H/D (dominance ratio) equals h/d (degree of 
dominance), provided gene effects are the same at all к loci. If not, it 
provides an estimate of the average degree of dominance. In the absence of 
dominance this ratio equals zero, with incomplete dominance it is between zero 
and unity, with complete dominance it equals unity, and with overdominance 
or heterosis it is larger than one. 
When estimates of h and H are available, the number of effective genetic 
factors can be estimated as follows. If we assume equal effects for all genes 
involved, h equals kh and H equals kh.1 . Now 7i2/H provides an estimate of 
fc. Alternatively, к may also be estimated from d2/D. These ratios need not 
render the same results because genes not showing additive variation 
contribute only to the former. Genes not showing dominance deviations 
contribute only to the latter. If gene effects are unequal, these ratios 
underestimate k, which is a minimum estimate. The term effective factor is 
preferred over gene or locus; genes may be closely linked so that they 
cannot be identified as separate factors. 
Because selection will influence the genetic architecture of a trait, the 
latter should show traces of the past selection. Following Fisher (1958), also 
Broadhurst (1979), Broadhurst and Jinks (1974), Mather (1973), and Roberts 
(1967) have developed a line of thought that, based on the genetic 
constitution of a trait, makes inferences about past selection. 
Three types of selection, distinguished according to the position of the 
optimum phenotype (Mather, 1973), are recognized. Stabilizing selection 
favors intermediate expression of the phenotype, directional selection favors 
either high or low expression, and disruptive selection favors more than one 
expression, usually both the high and low extremes. Disruptive selection can 
give rise to polymorphisms, the most striking example being sexual 
dimorphism (Broadhurst and Jinks, 1974). The genetic effects of these kinds 
of selection differ widely. We focus our attention on stabilizing and 
directional selection. 
Stabilizing selection acts in favor of those genotypes that not only produce 
the phenotype selected for, but are also capable of producing progeny that 
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differ little from this phenotype, i.e. it tends to minimize phenotypic variation 
among the progeny. In the long run this results in a population whose mean 
practically coincides with the optimum. Diagnostic features of stabilizing 
selection, then, are linkage of increasers with decreasers and either the 
complete absence of dominance or the presence of ambidirectional dominance. 
The broad heritability tends to be equal to the narrow. Any epistatic 
interactions will be small, ambidirectional, and therefore self-cancelling. Such 
a genetic architecture maximizes the potential variation at the expense of free 
variation. 
Diagnostic features of a trait under directional selection are a large 
directional dominance (in the same direction as the selection) and low levels of 
additive variation. The narrow heritability is low as compared to the broad. 
According to the above authors, epistatic interaction will be of the duplicate 
type, which leads to more different genotypes with the optimum phenotypic 
effect, thus reinforcing directional dominance. However, duplicate gene 
interaction produces phenotypes that are less extreme than expected on the 
basis of the summed effects of the separate genes. In my opinion, 
complementary interaction, giving rise to phenotypes that are more extreme, 
is more plausible here. Broadhurst (1979) states that complementary 
interaction arises when selection pressure has been heavy and recent. 
Duplicate interaction is thought to take over when selection pressure becomes 
less heavy or has operated in a more distant past. It is difficult to see, 
however, why gradual shifts in selection pressure should lead to 
fundamentally different forms of epistatic interaction. I suggest that 
directional selection entails complementary epistatic interactions, together with 
high levels of directional dominance and low levels of additive variation. 
A last remark needs to be made. Darwinian fitness, Henderson's (1979a) 
level-seven supercharacter, must by definition be under directional selection. 
Lower-level characters are more or less tightly connected to Darwinian fitness 
but no character, however remote its relation to Darwinian fitness, can ever 
be selectionally neutral. To refer to traits under directional selection as 
fitness traits seems incorrect: each trait is a fitness trait. Traits closely 
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related to Darwinian fitness, such as litter size, can be under stabilizing 
selection (Mather, 1973). As he observed (p. 143): ". . .f i tness is the 
composite character par excellence, since all other characters on which 
selection is acting will contribute to it. This is not to deny that these other 
characters may be under preponderantly stabilizing selection, for it is their 
departures from the optimum that tend to reduce fitness, so that their 
stabilizing selection will appear as directional selection at the level of fitness 
itself." 
1.10 SCOPE OF THE EXPERIMENTS 
The present study addresses the following questions: 
1. To what extent is mouse exploratory behavior genetically controlled ? 
2. What is the adaptive value of various exploratory behaviors carried out 
in novel surroundings ? If a mouse enters a completely novel 
environment, it is of prime interest to collect as much information as 
possible in a short time. High exploration levels, however, will render 
the animal more vulnerable to prédation. We hypothesize an 
evolutionary history of stabilizing selection for exploration. 
3. What is the genetic architecture of the behavioral change, measured by 
repeated observations, when animals enter an environment for a second 
time ? Whether or not this environment is recognized depends on the 
information-storage and retrieval system. A well-functioning system is 
favorable and indications of past directional selection for decrease in 
exploration level are expected in this situation. 
4. Rendering mice from strains C57BL/6 and DBA/2 anosmic, Schoots et 
al. (1978) found a genotype-treatment interaction. Observations on 
anosmized and control animals in all crosses can unravel the nature of 
the genetic contribution to this interaction. The interaction is 
compatible with the idea that there exists in strain C57BL/6 a 
well-balanced information-processing system. If this system is impaired 
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by anosmia, the detection of novelty is hampered and exploration will 
decrease in this strain. In contrast, DBA/2 mice, having a less 
well-balanced information-processing system, are expected not to 
respond to anosmia with any marked changes in exploratory levels, 
certainly not in an upward direction. After anosmization, smaller strain 
differences and directional dominance for decrease in exploration are 
expected, the latter in view of the postulated directional selection for a 
well-balanced regulatory system. 
In connection with this, two questions must be posed. First, what 
is a suitable and reliable anosmization method and how can anosmia be 
checked adequately ? Second, how important are odor cues for the 
detection of novelty and the subsequent elicitation of exploratory 
behavior ? The presentation of discrete olfactory stimuli should evoke 
higher levels of exploration. 
5. These problems are analyzed employing a classical Mendelian cross, a 
full diallel cross, and a simplified triple-test cross. What, then, are 
the relative merits of these designs ? 
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2 METHODS 
2.1 CHOICE OF STRAINS 
The inbred mouse strains were chosen on the basis of the following 
criteria. First, the mice must be healthy, which excluded strains with 
hereditary disorders. Further, because the role of olfaction in exploratory 
behavior was studied, biasing differences in other sensory capabilities should 
be avoided as much as possible. Thus, only strains without known sensory 
defects are suitable. To make the results of the quantitative-genetic analyses 
as broadly generalizable as possible, strains known to be related were 
considered unsuitable. Finally, their procurability was a practical point. 
Strains C57BL/6J//Nmg (B) and DBA/2J//Nmg (D) were selected as the 
parental strains for the classical Mendelian cross. Additionally, strains 
CPB-K//Nmg (K) and C3H/St//Nmg (H) were chosen for the diallel and the 
simplified triple-test crosses. The latter had been reared by hysterectomy 
and fostering and is because of this free from the tumor-inducing milk factor 
(Staats, 1980). The former strain had been listed in Staats (1976) as being 
albino, which is not true. In the same listing no mutations such as albinism, 
pink-eyed dilution, or retinal degeneration were mentioned for strain C3H/St. 
Later, this was corrected (Staats, 1980): strain C3H/St does carry the allele 
for retinal degeneration (rd; see also Green, 1981). Unfortunately, at that 
time my experiments involving this strain had already started and it was too 
late to replace it by another one. However, although visual acuity is 
impaired in these mice, at 100 days of age they are still not blind (Ebihara 
and Tsuji, 1980; Nagy and Misanin, 1970). 
In what follows, F. hybrids are indicated by a combination of two symbols, 
the maternal strain put first. Hence, BK denotes the cross C57BL/6 female 
χ СРВ-К male. 
2.2 EXPLORATORY BEHAVIOR 
2.2.1 Recording and quantifying behavior 
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To evoke exploratory behavior, mice were placed in a novel environment: 
an illuminated observation cage measuring 109 χ 49 χ 49 cm. Except for the 
transparent front pane, the walls and floor were painted pale green. Against 
the back wall, 5 cm above the floor, a prismatic metal object measuring 12 
χ 12 χ 7 χ 7 cm was attached, providing the mice with an opportunity for 
exploratory object-leaning and object-sniffing. The floor was divided into 21 
rectangles by painted lines. I saw to it that the observation cage was richly 
structured with mouse odors; it was only wiped, not rinsed, after sessions. 
Single male mice were placed in the center of the cage and observed 
directly and continuously for 20 min. If grooming or freezing, which are 
both relatively time-consuming, occurred for a total duration of к sec, that 
session was prolonged for к sec as a correction for lost opportunities to carry 
out the rapidly-executed exploratory acts. Locomotor activity and the 
frequencies of rearing, leaning, object-leaning, sniffing, object-sniffing, 
grooming, jumping, and gnawing were scored with a tally counter. 
Defecation, urination, and freezing were registered on checklists. Durations 
of sessions and of grooming and freezing were recorded with stopwatches. 
2.2.2 Ethogram 
The definitions of behavioral components are based on the extensive 
ethogram of the mouse constructed by van Abeelen (1963). 
Locomotor activity: the number of line crossings, disregarding the tail. 
Rearing: standing upright on the hind legs, while the forepaws are not 
touching any surface (see Fig. on the front cover). 
Leaning: leaning against the wall; standing on its hind legs, the mouse places 
one or two forepaws against the wall. Leaning is often but not always 
combined with sniffing at the wall. 
Object-leaning: one or two forepaws are placed against the object; this 
posture is not always combined with sniffing at the object. 
Sniffing: the nose is held close to a particular spot while movements of the 
nasal skin take place. Doing this, the animal may be moving. 
40 
Object-sniffing: the nose is held close to the object or is actually touching it, 
showing the characteristic sniffing movements (see Fig. on the front 
cover) . 
Jumping: all four legs simultaneously lose contact with the floor. 
Gnawing: occasionaly animals gnawed at edges of the floor and walls. This 
was recorded if it was audible. 
Defecation: recorded by counting the boluses deposited. 
Urination: the presence or absence of urine was recorded after each session. 
Grooming: these activities included face-cleaning, fur-licking, and scratching. 
Bout-frequency and total duration were recorded. 
Freezing: the animal i s , apart from breathing, completely motionless. Again, 
both bout-frequency and total duration were recorded. 
2.3 BREEDING PROCEDURES AND MAINTENANCE 
Litters used in the classical cross were the first, second, or third litter of 
a particular dam. In the diallel and simplified triple-test cross only second 
litters were used. To randomize possible postnatal maternal effects, newborn 
pups were routinely fostered to lactating mothers from a random-bred stock, 
except for a number of mice in the classical cross (see Table 1) . Because of 
the profound effects isolation may have on behavior (Jones and Smith, 1980; 
Siegfried et al., 1981) and on factors such as pheromonal influences (Jones 
and No well, 1974), male litter mates were housed 2-5 (classical cross) or 3-4 
(diallel cross ) . Plastic breeding cages with a metal cover and a bedding of 
wood shavings were used. Individuals were marked with a non-toxic purple 
dye for identification. The cages were cleaned once a week. Food pellets 
(Hope Farms) and tap water were always available. At the age of 4-5 weeks, 
the animals were dipped in an ectoparasite-killing solution. They were 
maintained in an air-conditioned mouse room (21 C) where an 
11 L : 13 D-schedule prevailed. In the autumn and winter, lights were 
turned on at 07.00 h , whereas in spring and summer lights were turned on at 
06.00 h (MET). Several researchers have shown the existence of circadian 
rhythms in animal behavior (Hobbs, 1981; Possidente and Hegmann, 1980; 
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Possidente et al., 1982). Nevertheless, this time-shift, due to the 
daylight-saving time adopted in The Netherlands, was not considered very 
important. Circadian rhythms are set not to time of day but to 
Zeitgeber such as "lights on" and "lights off". Because in summer, on 
average, observations took place one hour earlier than in winter, possible 
effects of the time-shift were neglected. 
2.4 MANIPULATING THE OLFACTORY INPUT 
"The use of the sense of smell by laboratory animals provides 
investigators of animal behavior with a subject somewhat akin to 
the weather - a topic generally discussed but seldom acted 
upon." (Schultz and Tapp, 1973, p . 21). 
2.4.1 Central or peripheral ? 
A whole array of methods to produce anosmia is available (Alberts, 1974; 
Wysocki, 1979). They can be roughly divided into two groups: central 
methods, involving brain surgery, and peripheral methods. The most 
frequently used central method is olfactory bulbectomy. The extent of the 
neural damage tends to be quite variable (Alberts, 1974). Another method 
consists of cutting the fila oí ƒ act or fa by scraping the caudal side of the 
cribriform plate. The major drawback of both methods is that surrounding 
brain regions, important for other systems such as the vomeronasal system, 
are easily damaged (Wysocki, 1979). Many investigators have examined the 
effects of central methods on various behaviors; the results differed almost 
invariably from those obtained with peripheral methods (Alberts and 
Friedman, 1972; Bean, 1982a and b ; Bernuck and Rowe, 1975; Edwards et 
al., 1972; Sieck and Baumbach, 1974; Spector and Hull, 1972; Tiffany et 
al., 1979). These findings are generally considered evidence for involvement 
of the olfactory bulbs in other, non-sensory, functions. Thus, serious 
problems are inherent to central methods and they are less suitable to 
produce a reliable anosmia. 
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One peripheral method consists of blocking the nares, applied together 
with unilateral bulbectomy to Mongolian gerbils (Cheal and Domesick, 1979) 
and to hamsters (Devor and Murphy, 1973). An obvious drawback of nasal 
blockade is the restricted nasal respiration. Orbach and Kling (1966) 
anosmized rats by aspirating the olfactory mucosa or by lesioning it with 
direct electrical currents, both methods involving peripheral surgery. 
Another method employs small plastic tubes in order to lead the air through 
the nose but avoiding its direct contact with the olfactory epithelium. The 
most widely used peripheral method is intranasal irrigation with a chemical. 
This procedure seems to have one great advantage over central methods, 
namely, that no central damage is inflicted. 
2.4.2 Chemical methods 
2.4.2.1 The zinc sulfate method 
Peripheral anosmia can be induced by chemical destruction of the olfactory 
epithelium. For a long time zinc sulfate has been known to produce necrosis 
of the olfactory epithelium (Smith, 1938). 
Procedure. The treatment procedure used in my study followed the one 
applied by Schoots et al. (1978). Mice were lightly anesthetized by an 
intraperitoneal injection of 30 mg/kg of sodium pentobarbital. After 12 min 
they were brought into deeper narcosis with ether and 15μ1 of 0.17 M (= 5o) 
zinc sulfate solution was once injected forcibly into both nares to maximize its 
contact with the olfactory epithelium. A 50 μΐ syringe (Unimetrics) was used, 
inserting its blunted and polished needle of 0.5 mm diameter about 2 mm deep 
into each nostril. Throughout this procedure, the mouse was held nose down 
and its throat was immediately aspirated to avoid ingestion or inhalation of 
fluid. The external nares were blotted with absorbent paper. To prevent 
cooling of the animals after treatment, they were kept at an ambient 
temperature of 30 С. A comparable procedure was applied with physiological 
saline in the control animals. 
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Evaluation. Zinc sulfate is a toxic substance causing, among other things, 
anorexia (Thor and Flannelly, 1977). Various authors mention adverse effects 
of intranasal zinc sulfate irrigation, but only few reported deaths or 
illnesses among the experimental animals. Schoots et al. (1978) reported that 
13% of the animals were dead within a few hours after treatment and 9% were 
ill. Slotnick and Gutman (1977) found that water-deprived rats would not 
drink on the day after zinc sulfate irrigation. Furthermore, their animals 
showed labored breathing and secretions from the nares 2-3 days 
posttreatment. Some animals appeared ill or lethargic for up to three days. 
Schoots et al. (1978) observed lowered body weights and a lowered food 
consumption in their zinc sulfate-treated mice for up to three days. Thor 
and Flannelly (1977), too, found weight losses in their zinc sulfate-irrigated 
rats but not in animals that had been forced to ingest some zinc sulfate 
solution. Their interpretation was that a greater amount of zinc had been 
absorbed through the nasal epithelium rather than via the digestive system. 
In my opinion, the observed weight loss and the lowered food consumption 
can both be explained better by a short-lasting anosmia-induced anorexia. 
This conclusion is supported by the finding (Section 2.4.3) that animals 
anosmized by inserting tubes into both nares dropped in weight more than 
controls did. A zinc-intoxication was surely absent there. 
Another point of consideration is the effectiveness of zinc sulfate 
irrigation. Within hours after treatment the olfactory epithelium is nearly 
completely destroyed (Matulionis, 1975a and b ) . Winans and Powers (1977) 
reported a 90-95% destruction of it but there was no visible damage to the 
vomeronasal organ. In my study, eight treated animals (two from each of the 
strains C57BL/6, DBA/2, СЗН/St, and СРВ-K) were compared histologically 
with eight saline-treated animals from the same strains. The olfactory 
epithelium was destroyed by zinc for at least 99% but the vomeronasal organ 
appeared to be damaged only near its opening in the nasal cavity. 
Nevertheless, the method is not infallible. Behavioral verification of anosmia 
showed that about 4% of the treated animals are still able to smell (Schoots et 
al., 1978). Anosmia appeared to last for at least five days. 
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Although intranasal application of zinc sulfate is a peripheral anosmization 
technique, it is not entirely without central effects. The degeneration of the 
olfactory epithelium extends to the olfactory bulb (Estable-Puig and De 
Estable, 1969; Ferriere and Margolis, 1975; Margolis et al., 1974). Some 
central effects of zinc sulfate treatment are even detectable up to one year 
posttreatment, e.g. lowered levels of carnosine and carnosine synthetase and 
lower weight of the olfactory bulbs (Harding et αϊ., 1978). However, 
regeneration of the olfactory epithelium and the return of the sense of smell 
is rather quick (Barnett et al., 1975; Edwards et al., 1972; Schoots et 
al., 1978), and the central effects of zinc sulfate seem to be confined to the 
olfactory system. 
We conclude that intranasal application of zinc sulfate may have undesirable 
effects. However, ill-affected animals either die shortly after treatment or 
recover within a few days. Any toxic effects of zinc sulfate are transient 
rather than chronic. All in all, the zinc sulfate method, in combination with 
a test for anosmia and a strict criterion of illness, is a suitable way of 
producing anosmia. 
2.4.2.2 Other chemical methods 
Many substances other than zinc sulfate, including some local anesthetics, 
have been applied intranasally to produce anosmia: Xylocaine (Latané et 
al., 1972), procaine (Doty and Anisco, 1973), bismuth-iodoform (Hunter and 
Dixson, 1983; Michael and Keverne, 1968), nupercaine (Shelesnyak and 
Rosen, 1938), Triton X-100, vinblastine sulfate (Nadi et al., 1981), formalin 
(Orbach and Kling, 1966), and silver nitrate (Shelesnyak and Rosen, 1938). 
Because Nadi et al. (1981) reported destruction of the mature olfactory 
receptor cells using 5 mM N-ethylmaleimide, I carried out a pilot study to 
determine whether this substance is suitable to anosmize mice. The results 
were not encouraging: a few animals fell ill, others were non-anosmic. 
In view of the fact that Graziadei (1973), Graziadei and Monti-Graziadei 
(1978), and Moulton (1974) demonstrated a continuous turnover of olfactory 
neurons, Harding and Wright (1979) used a number of mitotic inhibitors to 
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induce anosmia. Colchicine seemed to be the most promising. Since they did 
not mention any adverse effects and reported complete anosmia in all 
experimental animals one week posttreatment, I attempted to repeat this 
experiment. Initially, a few animals were treated with colchicine, using the 
same concentration (0.25 mM) as did Harding and Wright (1979), but using 
the method described in Section 2.4.2.1 for zinc sulfate. When these animals 
were tested for anosmia according to the procedure of Section 2.5.1, they 
could not be distinguished from saline-treated controls. Harding (personal 
communication) attributed this to the lower volume of colchicine solution 
employed, to the great discriminative power of the test on anosmia applied, 
and to a, possibly, too short contact between the colchicine and the olfactory 
epithelium due to blotting the nose and aspirating the throat. Therefore, 40 
male mice (10 from each of the strains C57BL/6, DBA/2, C3H/St, and CPB-K) 
were treated with colchicine, following as closely as possible Harding and 
Wright's (1979) technique. 
Procedure. Mice were anesthetized as described in Section 2.4.2.1. 
Then, 50 μΐ of a 0.25 mM colchicine solution was once injected forcibly into 
both nares. A 50 μΐ syringe (Unimetrics) was used, inserting its blunted and 
polished needle of 0.5 mm diameter about 2 mm into each nostril. During this 
procedure, the mouse was not held nose down, the back of its throat was not 
aspirated, nor were the external nares blotted. The animals were kept at an 
ambient temperature of 30 С until they recovered from anesthesia. 
Evaluation. Not a single animal proved to be anosmic. Obviously, 
colchicine is not a useful alternative to zinc sulfate. A possible explanation 
for our failure to replicate Harding and Wright's results with colchicine is the 
nature of the applied test for anosmia. Colchicine-mice may have suffered 
from anorexia and, for this reason, appeared to be anosmic in Harding and 
Wright's food-searching test. Our test seems more discriminative (see Section 
2.5). 
Local anesthetics, although capable of producing anosmia, have serious 
drawbacks. Firstly, as Alberts (1974) noted, they may entail secondary 
effects on central brain structures. Up till now, no systematic study has 
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been made of these. Further, contrary to zinc sulfate, these drugs also 
affect the vomeronasal nerves (Wysocki, 1979). Moreover, their anosmic 
effects are short-lasting, allowing only a brief recovery period between 
treatment and observation. Thus, a hang-over from the narcosis necessary 
for irrigation could interfere with the effects of anosmia per se. It is 
concluded that neither colchicine and N-ethylmaleimide, nor any local 
anesthetic, are suitable for anosmizing mice. 
2.4.3 The intubation technique 
Ruddy (1980) presented a technique of nasal intubation for rendering rats 
anosmic. Into each nasal cavity a polyethylene tube is inserted, extending 
from the nostril past the area containing the olfactory receptors. This 
technique has one obvious advantage over nasal occlusion in that it does not 
seriously hamper respiration. The technique was adapted to mice as follows. 
Procedure. Mice were anesthetized as described in Section 2 .4 .2 .1 . Two 
polyethylene tubes (outside diameter 0.61 mm, inside diameter 0.28 mm) were 
lubricated with vaseline and inserted, one into each nostril, as deep as was 
possible (10-12 mm) and then cut off. Care was taken that the ends of the 
tubes did not extend outside the nares. Control animals were intubated with 
tubes 5 mm long that had been slightly widened at the rostral end. To 
recover, the animals were separately placed into a heated cage. After 48 h, 
anosmia was tested (Section 2.5.1) and, subsequently, a cold mirror was used 
to check whether the animal was breathing through its nose. A check was 
made on the correct position of the polyethylene tubes. 
Evaluation. A total of 294 mice were examined. Mice with a long tube 
should be anosmic, the controls non-anosmic. Of strain C3H/St, 17 animals 
were intubated with a long tube, 15 served as controls. Of the 
experimentáis, one died and one had lost the tubes. In the test for anosmia, 
it appeared to be impossible to discriminate between anosmic and non-anosmic 
animals. The other 262 mice belonged to strains C57BL/6 (107), DBA/2 
(122), and CPB-K (33). Here, too, the discrimination between anosmic and 
non-anosmic animals using the procedure described in Section 2.5.1.1 turned 
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out to be problematic. As criterion for anosmia the contours found with zinc 
sulfate- and saline-treated animals were used. The results did not differ 
between these strains and are pooled here. Of 134 controls, 5 died or 
became ill (4%), 46 were anosmic (340o), and 83 were not (62%). Of the 128 
expérimentais, 8 died or fell ill (β'Ό), 36 were non-anosmic (28o), and 84 were 
anosmic (66%). In all animals body weights dropped sharply on the first day 
posttreatment (about 1 g, Ρ < 0.01, Mann-Whitney U-test; Siegel, 1956). The 
controls rapidly regained their normal body weights but the experimental 
animals stayed at lower weights, at least until the test for anosmia. 
The technique of intubation seems to be relatively harmless. As an 
experimental approach, it is, however, clearly inferior to intranasal irrigation 
with zinc sulfate. The latter is the only suitable method, with appropriate 
controls, for reliably producing anosmia in mice. 
2.4.4 Olfactory cues 
Olfactory input can be manipulated not only by using the above methods, 
but also by offering discrete olfactory stimuli. 
Here, the novel environment used was an illuminated plexiglass observation 
cage internally measuring 50 χ 30 χ 15 cm, with a perforated plexiglass cover. 
In this cover, 15 cm removed from three sides, a 13 mm hole was drilled, into 
which a cylinder containing filtering-paper soaked in cod-liver oil (olfactory 
cue) or in water (control) could be placed. There were no objects in the 
cage. Underneath the floor, a paper sheet was present, divided by lines into 
15 quadrangles. Three sides were shielded by a metal screen. After each 
observation the cage was cleaned with a 0.5% Halamid solution, rinsed with 
tap water, and dried with a clean towel. 
Single male mice of strains C57BL/6, DBA/2, C3H/St, and СРВ-K were 
placed in the center of the cage and observed directly and continuously for 
15 min, while locomotor activity and the frequencies of rearing, leaning, 
sniffing, defecation, urination, grooming, and freezing were registered. If 
grooming or freezing occurred for a total duration of к sec, that session was 
prolonged for к sec. The score for rearing was assembled from two 
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sub-scores: rearing in the quadrangle beneath the olfactory stimulus and 
rearing elsewhere in the cage. 
2.5 INTERPRETING OLFACTORY DEFICIENCIES 
Several studies have indicated the possibility of failures following 
intranasal irrigation with a chemical (Barnett et al., 1975; Edwards and 
Warner, 1972; Maruniak et al., 1975; Schoots et al., 1978). Therefore, a 
test for checking anosmia is mandatory. Various test paradigms have been 
developed to ascertain anosmia. Some of these are rather laborious, requiring 
training of the animal to establish a conditioned aversion towards an odor, the 
retention of which is tested later. The test apparatuses used are also 
diverse, ranging from elaborate, such as olfactometers, to very simple. The 
test most often used is that in which buried food has to be located (Alberts 
and Galef, 1971; Edwards et al., 1972; Maruniak et al., 1975; Thor et 
al., 1976). The food may consist of mouse food-pellets, sugar-cubes with or 
without amylacé ta te, cookies, cheese, chocolate, etc . Many times, the criterion 
for anosmia is an arbitrary one. Since the treatments may have side-effects , 
such as general malaise or anorexia, an animal might classify as anosmic solely 
for these reasons. I do not consider food-searching tests to be of great 
discriminative power. Similarly, general malaise may interfere with anogenital 
sniffing and mounting frequency, as measured by Flannelly and Thor (1976) 
and Thor and Flannelly (1977) to define anosmia in the rat. On the other 
hand, because zinc sulfate does not destroy the vomeronasal system, which is 
involved in sexual behavior (Wysocki, 1979), the induced anosmia need not 
influence these behaviors. Instead of using one of these tes ts , which involve 
only an appetitive stimulus, it seems preferable to employ an appetitive and 
an aversive stimulus simultaneously. 
2.5.1 Odor-preference test 
This test , designed by Vandenbergh (1973) and modified by Schoots et 
al. (1978), was applied in a slightly altered form. Single mice were placed in 
a plexiglass chamber of 15 χ 11 χ 9 cm giving access to two side-tunnels 
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(diameter: 4 cm; length: 11 cm). Inside these tunnels, at 7.5 cm from the 
entrance, a perforated partition was present. The open space behind one of 
these partitions contained mouse food-pellets (appetitive stimulus) and the 
other contained tobacco from three shredded, freshly smoked cigars (eversive 
stimulus), a most malodorous substance. The mice were observed 
continuously for 12 min and the time (in sec) spent in each tunnel was 
recorded. If in the course of a period an animal froze or groomed for a total 
duration of к sec, that session was prolonged for к sec, except when 
freezing or grooming occurred in either tunnel. The test apparatus was 
turned around in a random way after sessions to control for possible 
side-preferences. 
2.5.1.2 Interpreting results 
Schoots et al. (1978), employing the described test, found strain 
differences in test scores. Both zinc sulfate- and saline-treated animals from 
strain DBA/2 showed a stronger tendency to stay in a tunnel compared with 
their C57BL/6 counterparts. Thus, for each strain separately, they 
established a criterion to distinguish anosmic from non-anosmic animals. I 
used a slightly modified version of their procedure: considering the 
simultaneous distributions of cigar time (t = x) and food time ( i , = y), 
estimates were made of the a posteriori probability, P[C\x,y] -
/«.(^»yî/tfoC^'y) + f - r i^y)] · that given animals with the response (лс,у) 
ö S Ζ 
belong to the saline controls. In this equation f_(x,y) and f_(a:,y) are the 
simultaneous distributions of (x,y) for the saline- and the zinc sulfate-treated 
populations, respectively. Their estimates are obtained by means of a kernel 
function method (Parzen estimators). In this method, around each point 
(aCj-.y·), i = l , . . . . n, a kernel function kAx.y) is laid, a bivariate normal 
density with a correlation coefficient equal to 0. The mean of these kernel 
functions is then the estimate of f(a:,y) (Hermans and Habbema, 1976). 
Neither χ nor y, however, can be smaller than zero (truncated distribution). 
To account for this, all kernel functions кЛх.у') are truncated and these 
truncated bivariate normal kernel functions are now used to estimate f (x .y) . 
By means of a discriminant analysis, ALLOC (Habbema et Л., 1974), a 
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contour, representing estimated α posteriori probabilities of 0 .5, may be 
drawn for each genetic group (Figs. 1 and 2 ) . Individuals with values on 
the right-hand side of the contour (P[C\x,y] < 0.5) were considered to be 
anosmic. 
2.6 DESIGN OF THE EXPERIMENTS AND TESTING PROCEDURES 
Male mice were observed in the large open-field at the age of 90 ± 7 days. 
Observations took place between 09.30 and 19.30 h. The testing sequence of 
animals from different experimental groups varied unsystematically. After 
either 13 or 15 days, which were waiting periods applied randomly over 
individuals from different groups, the mice were treated with either saline or 
zinc sulfate between 10.30 and 12.30 h. A split-litter design was adhered to 
as strictly as possible. After treatment, the animals were deprived of food 
for 24 h and, 48 h later, checked for illness and screened for anosmia. Mice 
were considered ill if they displayed piloerection, lethargy, and 
unresponsiveness to handling. These were excluded. Twenty-four hours 
ai ter the test for anosmia (96 h posttreatment), the mice were observed in 
the open-field for the second time. For each individual, this second 
observation took place at about the same time of day as the first. Mice were 
weighed between 08.30 and 10.00 h on the first observation day, on treatment 
day, on the first day posttreatment, on the day of the test for anosmia, and 
on the second observation day. 
For the classical Mendelian cross, strains C57BL/6 (Pj^ ) and DBA/2 (P, ) 
were used as parental strains. Both reciprocal F^'s were bred. The DB 
hybrids served as parents of the F, and the backcross generations: F, = DB 
χ DB; B1 = DB χ C57BL/6; B 2 = DB χ DBA/2. The numbers of mice used in 
each generation and experimental group are given in Table 1. To study the 
behavioral change from first to second observation, the scores of the 
saline-animals of the second open-field session were tested against the scores 
of all other animals as observed in the first session. 
The diallel cross between strains C57BL/6, DBA/2, C3H/St, and CPB-K 
comprised 300 animals from 100 litters. From all 16 possible crosses one litter 
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(hybrids) or two litters (inbreds) were raised simultaneously, constituting 
one replication or block. Five such replications were bred consecutively. 
Three mice from each litter were observed in the open-field. From each 
litter, two mice were treated with zinc sulfate, one with saline. In the 
second observation, only one of the two anosmized animals was observed, the 
other was kept in reserve. To study the behavioral change, the scores of 
the latter, measured of course in the first session, were tested against those 
of the saline-mice of the second session. Overbreeding was practiced to 
ensure that the required number of litters of appropriate age, containing 3 or 
4 males, would be available for each cross and in each replication. 
For the simplified triple-test cross no additional mice were bred. The 
populations necessary for this analysis were extracted from the diallel cross 
in the way described in Section 2.7.4. 
2.7 QUANTITATIVE-GENETIC METHODS 
2.7.1 Assumptions 
The assumptions underlying my quantitative-genetic analyses are: 
1. diploid 'segregation, 2. no multiple allelism, 3. parents homozygous at all 
loci, and 4. independent distribution of alleles among parents. Highly inbred 
mouse strains are used, hence assumptions 1 and 3 are fulfilled. In a 
Mendelian analysis only two different alleles can be present at each locus, so 
assumption 2 is also fulfilled. In the diallel cross analysis assumptions 2 and 
4 can be tested for. Because the triple-test cross lacks reciprocal crosses, 
the absence of maternal effects cannot be tested for and has to be assumed. 
Maternal effects can be detected and dealt with in a full diallel cross and in a 
classical Mendelian cross with reciprocal crosses available. Some additional 
assumptions have to be made for second-degree analyses, viz. part of the 
Mendelian cross analysis and the diallel and triple-test cross analyses. For 
these, independent action of non-allelic loci (no epistasis) and the absence of 
genotype-environment interactions have to be assumed. Epistasis can be 
tested for and genotype-environment interactions may be removed from the 
data by choosing an appropriate scale. 
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Several criteria may be applied in choosing a scale of measurement (Kirk, 
1968; Smith, 1976; Wright, 1952). If genotype-environment interactions are 
absent, the variances of inbred and F. generations should be equal. This 
can be tested by means of Bartlett's test, if necessary corrected for low 
numbers of generations (Sachs, 1974). According to Kerbusch et al. (1981), 
Pearson product-moment correlations between means and standard deviations, 
means and variances, and squared means and variances can also be calculated 
in order to check for any systematic covariation between these measures. 
These tests are sensitive to deviations from homoscedasticity as well. 
Because in animal breeding experiments the nonsegregating generations nearly 
always have population sizes of less than 50 litters, no test for normal 
distributions of the data is available. Only a visual inspection is then 
possible (Kerbusch et al., 1981). A scale is judged appropriate if none of 
the mentioned tests, that is, Bartlett's test and the three different 
product-moment correlations, are significant. Furthermore, the data should 
appear to be normally distributed. Transformations used in the classical 
cross were ln(a: + 1), /(x) + /{x + 1), 1/(л + 1), and the untransformed 
scale. In the diallel and simplified triple-test crosses, the cubic-root and the 
square transformation were also applied and the log(x + 1) scale was used 
instead of the In (л + 1) scale. Not always an adequate scale could be found, 
however. In such cases a scale was chosen that violated the tested 
assumptions as little as possible. In general, inhomogeneity of within-cell 
variances does not seem to be a serious problem but if the variances are a 
function of the cell means, i .e. if there are significant correlation 
coefficients, serious difficulties arise (Smith, 1976). 
2.7.2 Classical cross 
The Mendelian cross-breeding design consists of two inbred parental 
strains, their reciprocal F^ hybrids, their Fj generation, and the backcrosses 
between F, hybrids and parental strains. 
The model used in this analysis can be found in Section 1.9.2, except for 
the maternal effect of the inbreds (m·), which can be analyzed because 
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reciprocal F,'s were bred. The maternal effect of hybrid mothers cannot be 
estimated with this design (contrary to what Kerbusch et al.. 1981, claimed). 
A simple model, excluding epistasis, can be presented graphically in the form 
of a genetic triangle (Fig. 3; Bruell, 1962). The model becomes more 
complicated if some experimental treatment is applied. This introduces t and 
all interactions of t with the genetic parameters. The resulting model is 
presented in Table 2 and the perfect-fit solutions for a situation without 
treatment are entered in Table 3. 
Usually there is no need for a complex model such as presented here to 
account for the observed generation means: a model with fewer parameters 
will do in most cases. The analysis can proceed along two ways. First, we 
shall consider the method (I) put forward by Broadhurst and Jinks (1961), 
Hayman and Mather (1955), Jinks and Jones (1958), and Mather and Jinks 
(1982). In this method the parameters are estimated from their perfect-fit 
solutions, together with their standard errors (Table 3). The deviation of 
each parameter from zero can then be tested with an approximate С test 
(Mather, 1951). This provides a model comprising those parameters that are 
larger than zero. 
The partitioning of the variances requires the absence of any non-allelic 
interaction. If such interactions are present, scale transformations are 
applied to find an empirical scale on which these interactions do not 
contribute significantly to the variation. Apart from estimating interactions 
and their standard errors, epistasis can be detected by the three scaling 
tests devised by Mather (1949; Table 3). 
Another scaling test has been developed by Cavalli (1952): the joint 
scaling test. For m, d, and h, weighted least squares are estimated from the 
generation means, neglecting any epistasis. For weighting, the reciprocals of 
the squared standard errors of the means must be used, contrary to 
Kerbusch et al. (1981) and Kerbusch and van Abeelen (1981), who used the 
reciprocals of the variances. 
A chi-square test can be applied to the expected and observed generation 
means. If the probability is nonsignificant, epistasis is assumed to be 
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absent. The procedure, with a worked example, is presented in full by Gale 
et al. (1977) and Mather and Jinks (1982). This test can easily be expanded 
to more complex models. Kerbusch et al. (1981) used this property in their 
model-searching procedure, in which a joint scaling test is applied to all 
possible models (method I I ) . The number of possible models is reduced by 
assuming the presence of m in all models and by taking· into account the 
interaction parameters only if the parameters of the corresponding main 
effects are also part of the model. Thus, a model containing i, for instance, 
is considered only if d is present. The goodness of fit of all models can now 
be compared. First, all models with the same number of degrees of freedom 
(= number of generations - number of parameters) are compared. The model 
with the lowest chi-square is selected as the best-fitting one of that subset of 
all possible models. Now models with other numbers of degrees of freedom 
are compared. This is done by forming an F ratio of the two chi-squares 
denoting the fit of the two models to be compared, after division by the 
corresponding degrees of freedom. The most parsimonious model, that is, the 
model explaining the highest possible percentage of the variation present in 
the data with as few parameters as possible, is selected as the best-fitting 
model. If a complete model, i.e. a model containing all possible parameters, 
is fitted in a situation without an experimental treatment, method II becomes 
equivalent to method I. If some experimental treatment is applied, however, 
14 populations are available to estimate 13 parameters. A perfect-fit solution 
cannot be found in such a situation. Here, С avalli's procedure, adapted for 
a 13-parameter model, can be used as method I. For the analysis of the 
means of the present classical cross, both methods were applied to be able to 
compare their relative merits. 
If a scale can be found on which epistasis and genotype-environment 
interactions are absent, the partitioning of variance can be pursued as 
follows. The variances of the nonsegregating generations provide estimates of 
Τ (threptic variance); they are pooled to give a common estimate. 
Previously, the variance of an F, generation was demonstrated to equal iD + 
ІН + T, and should thus be larger than T. This can be tested by means of 
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F tests but, due to the Tryon-effect, significance is not always reached. It 
can be shown that the sum of the variances of the two backcrosses equals 
iD + IH + 2T. From these equations D and H can be estimated. The 
difference between the B. and B, variances estimates Idh, taking the sign 
into account. If it differs from zero, it provides evidence of the presence of 
both additivity and dominance. Furthermore, since the backcross to the 
parent carrying the majority of dominant alleles has the lower variance, the 
sign of this sum gives additional information on the direction of the 
dominance. If h/d is equal in magnitude over all loci, then (Ihd)2 should 
equal DH and the ratio (lhd)I/DH should approach unity. 
2 . 7 . 2 . 1 Worked example 
The worked example presented here is the analysis of the frequency of 
leaning against the wall during the first observation. Individual scores were 
used as experimental units in the subsequent classical analyses. The 
selection of an adequate scale is presented in Table 4. As can be seen, the 
un transformed scale is adequate and it is used for the subsequent analysis. 
First, we examine the differences between generations, employing t tests . If 
no differences exist, a genetic analysis is superfluous. The differences 
between Pj and P 2 (t = 3.03, df = 111, Ρ < 0 .01), Pj and DB (t = 4.37, df = 
110, Ρ < 0.01), P 1 and BD (Í = 2.26, df = 98, Ρ < 0.05), ?2 and DB (t = 
8.02, df = 105, Ρ < 0.001), P 2 and BD (t = 5.87, df = 93, Ρ < 0.001), and, 
finally, DB and BD (t = 2.25, df = 92, Ρ < 0.05) are all significant. 
Mather's scaling tests are also performed, using the formulae of Table 3. 
The results are presented in Table 5. Neither test is significant so that the 
assumption of absence of epistasis is not rejected. We proceed with 
estimating the components of the means (Table 3 ) . This is demonstrated for 
parameter d, which is estimated as è(89.1 - 74.0 - 100.8 + 111.3) = 12.8. 
The standard error is found as iv'(832.1/59 + 568.3/54 + 382.4/41 + 590.3/70) 
= 3 .4 . This gives а С value of 12.8/3.4 = 3.76, which is significant at the 
0.001 level. The results for all parameters are entered in Table 5. Only 
parameters m, d, and тп- differ significantly from zero, confirming the 
absence of epistasis. The potence ratio, h/d, is estimated as -0.60. 
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For the analysis of var iance we f irst estimate Τ from the n o n s e g r e g a t i n g 
g e n e r a t i o n s . Although thei r variances a r e homogeneous, significance is 
near ly reached (0.05 < Ρ < 0.10, Bar t le t t ' s t e s t ) . Especially the v a r i a n c e of 
s t ra in C57BL/6 is l a r g e , possibly due to poor canalization. T h e r e f o r e , Γ is 
estimated from t h e pooled F, var iances , yielding a value of 499.6. The F-
var iance is significantly la rger than Τ (F = 1031.7/499.6 = 2.07, df = 69,92; 
Ρ < 0.01). D is estimated as 4V,;, - 2 ( V
n
 + V
n
 ) = 4 χ 1031.7 - 2(757.9 + 
2 1 2 
782.4) = 1046.2, leading to an estimate of i χ 1046.2/1031.7 = 0.51 for 
h2f », us ing t h e var iance of the F« generat ion as an estimate of Vp. H is 
estimated as 4 ( V
n
 + V
n
 - V
w
 - T) = 4(757.9 + 782.4 - 1031.7 - 499.6) = 
ь 1 b 2 t2 
36.0. The degree of dominance is t h u s estimated as /(36.0/1046.2) = 0.19 
and h 2 ( b » = [ ( i χ 1046.2) + (i χ 36.0)]/1031.7 = 0.52. Now, к can be 
estimated as d2/D = 12.8 2/1046.2 = 0.16, and as Пг/Н = ( - 7 . 7 ) V 3 6 . 0 = 1.65. 
F u r t h e r , V
n
 - Vn = -24.5 = Zhd, leading to (-24.5)V(1046.2 χ 36.0) = 0.02 
B l a2 
for ( Z d h ) V D H . 
Employing t h e same untransformed scale, Kerbusch ' s model-searching 
p r o c e d u r e was applied to these data. F i r s t , within each g r o u p of models with 
t h e same number of degrees of freedom, the best-f i t t ing model is found, 
being the model with the lowest c h i - s q u a r e . The r e s u l t i n g models are 
p r e s e n t e d in Table 6, toge ther with t h e i r respect ive ch i-squares d iv ided by 
t h e degrees of freedom. Models m and mil do not fit the data well. The 
other models a r e compared with each other b y forming F rat ios of t h e divided 
c h i - s q u a r e s . When we compare model mdh with the o t h e r models, no 
significantly b e t t e r - f i t t i n g model is found, and it is se lected as the 
best-f i t t ing and most parsimonious model. T h e estimates of t h e p a r a m e t e r s of 
th i s model a re p r e s e n t e d in Fig . 3, toge ther with the graphic r e p r e s e n t a t i o n 
of the observed a n d expected generation means for leaning. If t h e estimates 
from this method a r e u s e d to estimate к a n d t h e potence r a t i o , we g e t к = 
d2/D = 9.3V1046.2 = 0.08, Нг/Н = 23.8V36.0 = 15.7, and h/d = 2 .56. 
2 .7 .3 Diallel cross 
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Since the introduction of the diallel cross method in the field of behavior 
genetics by Broadhurst (1960), who used it to analyze the genetic 
architecture of open-field behavior in rats, the method has been widely 
employed. When using the diallel cross method, several alternative 
approaches, summarized by Wearden (1964), are available to the investigator. 
The most frequently applied method is the analysis developed by Hayman 
(1954a and b , 1963) and Jinks and Hayman (1953) for a replicated diallel 
cross, which may provide very detailed information. 
A diallel cross consists of η inbred strains and all possible F. crosses 
between them, including reciprocal crosses. Modifications of this design are 
possible: reciprocal crosses are sometimes omitted if maternal (or paternal) 
influences are assumed to be absent (half-diallel; Jones, 1965) or only a part 
of all possible crosses is raised (partial diallel; Chaudhari et al., 1977; 
Kearsey, 1965; Pederson, 1980). Sometimes only one replication is bred (see, 
for instance, Henderson, 1981a and b) . Modifications of the method have also 
been proposed for cases where the strains employed are not completely 
homozygous at all loci (Dickinson and Jinks, 1956; Eberhart and Gardner, 
1966; Matzinger and Kempthorne, 1956). Further, an analysis of a diallel 
design with a replicated leading diagonal has been presented by Jones (1965). 
The method was presented in full by Crusio et al. (1984) and their treatise is 
followed here. For a comprehensive theoretical treatment of the diallel cross 
the reader is referred to the literature (Hayman, 1954a and b ; Mather and 
Jinks, 1982). 
2.7.3.1 Worked example 
The worked example presented here is the analysis of locomotor activity 
during the first observation. Litter means were used as experimental units in 
the subsequent analyses and are presented in Table 7. To analyze 
genetically the data of experimental and control groups, the scores of the two 
animals in a litter were added to find the main effects and subtracted to find 
the interactions of treatment with main effects. 
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Notation. Based on the nomenclature of Hayman (1954a) and Mather and 
Jinks (1982), where a dot indicates summation over all values from 1 to η of 
the omitted suffix, we write: 
η = number of strains employed 
β = number of replications of the diallel table (blocks) 
δ = number of nested replications of the leading diagonal 
( i .e . replications of the diagonal within blocks) 
y = mean phenotypic value of a cross between a female of the г and a 
r rs 
male of the s strain, where г = 1 to η and s = 1 to η 
y = mean phenotypic value of the г inbred strain 
у = mean phenotypic value of the u litter of cross r s , where u = 1 to 
y_ = the sum of all entries on the r row 
у = the sum of all entries in the г column 
the sum of all entries in the diallel table 
у = the sum of all entries in the diallel table of the u block 
.u 
the sum of all entries on the main diagonal (inbreds) 
ЛГ = mean of all entries in the diallel table = у /η2 
о ^..' 
M = mean of all entries on the main diagonal of the diallel table = y /re 
Anaiysis. The selection of an adequate scale for locomotor activity is 
presented in Table 8. As can be seen, the untransformed, the square-root, 
and the cubic-root scale all meet the preset criteria. The untransformed 
scale is used for the subsequent analysis. 
The formulae necessary to calculate the sums of squares for the different 
components of variance, are presented in Table 9. For each separate block 
these sums of squares are calculated for each effect (with 0 = 1, of course). 
Then these sums of squares are summed over blocks. Next, a block of sums 
is formed by summing the corresponding cells of all individual blocks. Again 
the sums of squares are calculated for each item and these have to be divided 
by β (unfortunately, this has not always been done; Kerbusch, 1974). The 
interaction between the main effects and the randomized blocks is obtained by 
calculating the difference between the sums of squares summed over blocks 
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and the divided sums of squares of the block of sums. The number of 
degrees of freedom for such an interaction is the product of the degrees of 
freedom for the effect and (β - 1). 
The total amount of variance present is obtained by calculating the 
between-litter sums of squares and hence equals Z y * , , - (£y„„„) 2 /ß[(6 -
l)n + n2] with df = 3[(6 - l ) n + n2] - 1, which in the present case yields 
S S tota l = ( 4 0 2 · 3 2 + 382.72 + + 141.72) - (34187.2)Vl00 = 750935.5, with 
df = 99. This total variance is composed of four different components: 1. the 
between-cell variance ( a + b + c + d ) , 2. a component stemming from the 
variance between blocks ( B ) , 3. the interaction of the between-cell variance 
with the randomized blocks (Bxt = Βχα + Bxb + Bxc + Bxd), and 4. a 
'diagonal term' originating from the variance between the δ litters per block 
of each inbred strain. 1, 2, and 4 are calculated separately, as are Βχα, 
Bxc, and Bxd. Bxt and Bxb are obtained by subtraction. 
The diagonal term has to be calculated first, and equals the within-column 
component of a normal one-way ANOVA, where each column is composed of 
6 l itters from the u block of cross rr. In all, there will be nf5 columns. 
The number of degrees of freedom associated with this component is therefore 
(S - 1)ηβ = 20. Thus, S S d i n a l = (402.3 2 + 382.7 2 + . . . . + 141.7 2 ) -
[(402.3 + 382.7) 2 + + (180.7 + 141.7) 2 ]/δ = 4456371.1 - 8807281.3/2 = 
52730.5. Now we can calculate the sums of squares associated with the 
variance between blocks: S S blocks = i y 2 u ^ ^ 5 " 1 ) n + n2^ 
(by
 u ) V ß [ ( 6 - l)n + n 2 ] = (6338.42 + . . . . + 6756.1 2 ) /20 - (34187.2)2/100 = 
46540.7, with df = β - 1 = 4. The between-cell variance may also be 
calculated: S S between-ceU = 4 4 6 3 - l 2 / 1 0 + 2059.3 2/5 + + 1534.32/5 + 
1892.7 2/10 - (34187.2) 2/100 = 546054.0, with df = n2 - 1 = 15. From these 
values we can then obtain Βχί = S S t o t a l - S S b e t w e e n . c e l l - S S ^ ^ j t e r m -
S S b l o c k s = 7 5 0 9 3 5 · 5 - 546054.0 - 52730.5 - 46540.7 = 105610.3, with df = (β -
l ) ( n 2 - 1) = 60. This component may be pooled with the diagonal term to 
give a residual. For the subsequent analysis we do not need the 6 separate 
Utters from the inbred strains any more. The new entries in the diallel table 
become the mean values of the 6 litters (Table 10). At this point we can 
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compute the a, b., 02, c, and d sums of s q u a r e s from the block of sums 
(with β = 5) and from all blocks separate ly (with β = 1) . This is i l lustrated 
for the block of sums only. Some p r e p a r a t o r y calculations can be found in 
Table 11. 
The sums of s q u a r e s for item α are obtained as follows: SS = [(20166.5 2 + 
16298.82 + 18401.5 2 + 13508.2 2) - (20166.5 + + 13508.2) 2 /4]/[2 χ 5 ж (4 
+ 2 χ 2 - 2 ) ] = 410668.6, with df = 4 - 1 = 3. Item b ; g ives : 2(2714.5)V[4 
χ 3 χ (4 + 2 - 1) χ 5] = 49123.4, with df = 1. For b 2 we g e t : 2[(6777.5 2 + 
8578.6 1 + 7421.5 2 + 7829.8 2 ) - (6777.5 + + 7829.8) 2 /4]/[2 χ (4 + 4 - 2) 
χ 5] = 56936.0, with df = 3. Before we calculate b and b , , we have to find 
с and d: SS C = [460.9 2 + 278.2 2 * 119.3 2 + (-858 .4 2 ) ]/ (2 χ 4 χ 5) = 
26022.7, df
c
 = 3 ; S S d = [73.7 2 + (-22.9) 2 + + (-182.1) 2 ]/20 - SSC = 
570904.4/20 - 26022.7 = 2522.5, dfd = 3. Components b and b ^ a re found by 
s u b t r a c t i n g the o t h e r components from t h e between-cell v a r i a n c e : SS^ = 
546054.0 - 410668.6 - 26022.7 - 2522.5 = 106840.2, df b = 6; S S b = 106840.2 -
49123.4 - 56936.0 = 780.8, dfb = 2. The same p r o c e d u r e is followed for each 
block separate ly , which gives five values for each component. These a re 
summed and the ear l ier obtained value for the sum block is s u b t r a c t e d from 
this sum. The remainder const i tutes the block interaction of t h a t component 
( e . g . Βχα = Oj + a2 + a^ + a4 + a 5 - a S U J 7 l b j o c ; c ) . Now we can form F-ratios 
from the mean s q u a r e s of each effect with its block interact ion. The 
between-cell var iance a n d block component a re tes ted against t h e pooled 
res idual . The complete r e s u l t s of th is analysis are found in Table 12. 
Finally, the mean s q u a r e s of y
r
 and у a re calculated, which gives 51618.1 
a n d 24130.4, respect ive ly , each with df = ηβ - 1 = 19. These values lead to 
an F-ratio of 2.14 (0.05 < Ρ < 0 .10). 
In the n e x t p a r t of the analysis we leave aside possible reciprocal 
differences. T h e r e f o r e , we form new entr ies into the diallel table by 
calculating the mean over reciprocals ; t h e new y
r s u
 will t h u s equal (y
rsu
 + 
у )/2. Because 6 = 2, the resul t is t h a t each e n t r y is now b a s e d on the 
same number of animals. F u r t h e r , a block of means is c o n s t r u c t e d in which 
у = ï y / β . We calculate the var iance (V ) of the e n t r i e s on each row 
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( a r r a y ) for the blocks separate ly and calculate t h e covariance (W ) for each 
a r r a y e n t r y with the corresponding n o n - r e c u r r e n t p a r e n t . For the f irst 
block the ent r ies on the f irst a r r a y become: 392.5, 370.2, 360.0, and 315.2 
(compare Table 7 ) . The variance (V»,) of these equals 1055.4. The 
covariance (W,,) for the p a i r s 392.5 with 392.5, 370.2 with 264.2, 360.0 with 
322.5, and 315.2 with 211.8 is 2195.9. For each a r r a y the variance and 
covariance of the mean-block are also determined. The resu l t s are entered in 
Table 13. Two two-way ANOVAs are now performed, one on the W + 
V va lues , the o t h e r on the W - V va lues , u s i n g blocks and a r r a y s as 
columns and rows. These analyses can be found in Table 14. The a r r a y 
differences a re te s ted against the block interact ions b u t if no significant 
block differences, as t e s t e d against the res idual var iance, are detected, the 
a r r a y differences may be tes ted against the pooled block and residual mean 
s q u a r e ( F D R ) · The n e x t s tep is a jo int-regress ion analysis (Mather, 1951 
a n d 1967b) of W on V for the five b locks . To this end, we have to 
calculate for each block the sums of s q u a r e s associated with V and W and 
t h e covariance of V and W . For the f i rs t block we obtain SSy = 
(1055.4 2 + + 2455.9 2 ) - (7059.1) 2 /4 = 1137496.3, S S W = (2195.9 2 + 
+ 2574.5 2 ) - (9659.8) 2 /4 = 77813.2, and cov(W
r
,V
r
) = (1055.4 χ 2195.9 + . . . . 
+ 2455.9 * 2574.5) - (7059.1 χ 9659.8)/4 = 286394.9. These sums of s q u a r e s 
a r e pooled over blocks to give the total sums of s q u a r e s of V : 1137496.3 + 
18690202.0 + 13876892.9 + 24411395.7 + 43719873.6 = 101835860.5; the total 
sums of s q u a r e s for W
r
 = 77813.2 + 28683403.4 + 14309037.6 + 32517925.8 + 
19242465.8 = 94830645.8, and the total covariance of V„ and W„ = 286394.9 + 
23050153.2 + 14004183.6 + 24999633.8 + 26391404.4 = 88731769.9. The joint 
slope ( i . e . the slope of the regress ion of W on V ) equals cov(W
r
,V
r
)/SSy 
= 88731769.9/101835860.5 = 0.871. The i n t e r c e p t is found as І
 Г
 - 0.871
 Г
 = 
4808.8 - (0.871 χ 3152.4) = 2063.1 (W
r
 a n d V
r
 a r e der ived from the block of 
m e a n s ) . The sums of s q u a r e s of t h e var iance explained by the joint 
regress ion is a r r i v e d a t b y dividing the s q u a r e of the total covariance of V 
a n d W
r
 by the total sums of s q u a r e s of V
r
: 88731769.92/101835860.5 = 
77313894.6, with df = 1. We can also compute t h e sums of s q u a r e s of the 
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variance explained for each block separately and pool these: 
(286394.92/1137496.3) + + (26391404.4V43719873.6) = 84165079.2. The 
difference between this total and the sums of squares of the variance 
explained by the joint regression is 6851184.6, which is caused by the 
heterogeneity of the regression between the blocks, and it has β - 1 = 4 
degrees of freedom associated with it. This leaves, as sums of squares for 
the remainder, the difference between the joint-regression item SS plus the 
heterogeneity SS and the total SS (= the total sums of squares of Vf ) = 
94830645.8 - 77313894.6 - 6851184.6 = 1065566.6. The total number of degrees 
of freedom for this joint-regression analysis is βη - 1 = 19. Hence, for the 
remainder are left 19 - 1 - 4 = 14 df. The remainder-item mean square is 
used to test the significance of the heterogeneity of regression, which in turn 
is used to test the joint-regression item against. If the heterogeneity of 
regression is nonsignificant, this item may be pooled with the remainder to 
test the joint-regression item. This gives in this case f i io = 79.4 (Ρ < 
0.001). The analysis is entered in Table 15. The error necessary to test 
the deviation of the intercept from zero equals the square root of the 
remainder mean square. The associated i-value with df = df · j is then 
гОбЗ.І/ЛбІвгб.г = 2.36. The error of the joint slope is formed as the square 
root of the ratio of the remainder mean square and the total sums of squares 
of V
r
 = /(761826.2/101835860.5) = 0.086, with f = 0.871/0.086 = 10.1, with the 
same number of degrees of freedom to test the deviation of this slope from 
zero (P < 0.001), and ( = (1 - 0.871)/0.086 = 1.5 to test the deviation from 
unity. Calculating the variance of the entries on the main diagonal of the 
block of means, we obtain Vp = 12990.1. The equation W
r
2
 = 12990.1 V
r
 now 
defines the parabola that, at least in theory, limits the values of W and 
V (from the block of means, of course) when W is plotted against V (Fig. 
4). Now the Spearman rank correlation coefficient of the W + V values with 
the corresponding values of the r parent is determined (Siegel, 1956). In 
all, we have nß = 20 such pairs of values available, which yields r = -0.308, 
with df = nß - 2 = 18 (nonsignificant). 
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The statistics needed for the estimation of genetic parameters are: Vp (the 
variance of the parental scores) , V—(the variance of the array means), 
W (the mean of W ) , and V (the mean of V ) , the theoretical expectations 
of which are shown in Table 16. These expectations are derived on the basis 
of an ideal model, in which the slope of the regression of W on V equals 
unity. The statistics are calculated for each block separately (with β = 1) 
and entered in Table 16, together with the values obtained from the block of 
means (with β = 5 ) . Returning to the regression analysis, it is noted that 
the intercept estimates ¿(Л - Я,) which, however, contains an environmental 
component ( T ) . As an estimate of Τ we use the pooled Bxf and diagonal term 
mean square obtained in the partitioning of variance according to Hayman's 
procedure (Table 12) which equals 1979.3. We can now obtain ì(D - Η,) = 
W
r
 - V
r
 + (n - 1)Τ/2ηβ = 4808.8 - 3152.4 + (0.075 χ 1979.3) = 1804.8 
(W and V are derived from the block of means). The previous equation can 
also be written as : W„ = V„ - (0.075 χ 1979.3) + 1804.8. Based on this 
equation and on the observed V values (from the mean block) we calculate 
expected W
r
 values: 4143.7, 6244.5, 2643.3, and 6203.5 (C57BL/6, DBA/2, 
C3H/St, and CPB-K-array, respectively). The sum of the squared deviations 
between the observed and expected W 's yields after division by (n - 2) a 
measure of the residual variance: [ ( 7 8 5 . 2 ) 2 + (-200.6) 2 + (-172.7) 1 + 
( - 4 1 1 . 8 ) 2 ] / ( n - 2) = 428092.0. The square root of this residual variance is 
the standard error of estimate, leading to a ζ-value of 1804.8/654.3 = 2.76 
(P < 0.01). 
Several parameters can be estimated from the statistics presented in Table 
15; these can be found in Table 15, too, together with the perfect fit 
solutions of these parameters. The formulae used to estimate the narrow and 
broad heritabilities are identical to those derived by Mather and Jinks (1982), 
except for the use of the total variance (between-Utter variance) in the 
denominator (this is done per block for the estimates based on each separate 
block and over all litters for the estimate from the mean block), giving values 
of 3896.3, 8539.1, 7088.4, 8559.2, and 8990.4 (blocks), and 7585.2 (mean 
block), respectively. In this way all phenotypic variance (including the part 
stemming from reciprocal differences) is included in the denominator. 
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2.7.4 Simplified triple-test cross 
The triple-test cross (TTC) was developed by Kearsey and Jinks (1968), 
based on the North Carolina design 3 of Comstock and Robinson (see Mather 
and Jinks, 1982). Several modifications of the TTC are available . The full 
TTC (Kearsey and Jinks, 1968) consists of two inbred tester strains, 
designated L, and L,, and their F, that are crossed to individuals from a 
heterogeneous population. The latter may be an F, derived from Ц and L, 
or a wild population. In the modified TTC of Jinks and Virk (1977), the two 
testers and their F, are crossed to a set of inbred strains. If the F, is 
omitted, we have a simplified TTC (sTTC; Jinks et al., 1969). The sTTC 
design thus consists of η inbred strains crossed to two tester strains chosen 
for their phenotypic extremes. Because the design is augmented with the 
η parental strains themselves, 3n cells are to be bred. The latter design is 
used here. The generations necessary for this analysis were extracted from 
the full diallel cross. 
The various modifications of the TTC have not often been used in behavior 
genetics since Fulker's (1972) introduction of the sTTC into the field. 
Henderson (1978, 1981a) used the design to study locomotor activity in mouse 
pups. His tester strains, that should have been phenotypic extremes (Jinks 
et al, 1969), were inadequate, however. This seriously biases the analysis of 
a sTTC (Virk and Jinks, 1977). Wimer and Wimer (1982) used it to 
investigate neural variables in mice. Singleton and Hay (1982) used the 
design to investigate aggression in wild mice. Drewek and Broadhurst (1981) 
employed it to study alcohol preference in the rat . Later they augmented 
this sTTC to a full TTC (Drewek and Broadhurst, 1983). The full TTC was 
used to investigate escape-avoidance conditioning in a wild population of 
Rattus norvégiens (Hewitt and Fulker, 1981, 1983). 
2.7.4.1 Worked example 
As a worked example we again take locomotor activity during the first 
observation. Litter means were used as experimental units. The analysis of 
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the scores of anosmized mice, mice observed two times, and their respective 
controls was analogous to that employed in the diallel cross. As stated 
before, the data were extracted from the full diallel cross. For each 
variable, appropriate, i.e. phenotypically extreme, testers could be selected 
in this way. The diallel was replicated five times, which means that for each 
Έ, hybrid five litters were available. Ten litters were available for the 
inbreds. To avoid biases due to unequal cell sizes, five litters were 
randomly chosen from each inbred strain to provide for the parental 
generations. The extra litters were not used, except those of the two 
testers; these were used for the within-tester crosses. The data are 
presented in Table 17. 
For locomotor activity, the highest strain (L,) was C57BL/6 and the lowest 
(Lj) was strain СРВ-K. First, we calculate the error which equals the 
within-cell sums of squares: SS error = (402.32 + 580.72 + . . . + 178.32 + 
180.72) - (2153.42 + . . . + 1024.02)/5 = 7090173.7 - 6947723.9 = 142449.8, with 
3R(P - 1) = 3 χ 4 χ (5 - 1) = 48 degrees of freedom, β is the number of 
replications, as in the diallel cross. The error mean square is thus found as 
2967.7. From the values presented in Table 17 a sumblock is constructed and 
for each strain the Sums (L, + L,), Differences (L, - L,), and Epistasis-item 
(Lj + Lj - P) are calculated (Table 18). From the formulae in Table 18 we 
find the sums of squares for these three items. s s s u m s = ( 3 ? 3 4·6 2 + 
3532.22 + 3490.72 + 2859.32)/10 - 13616.82/40 = 42999.8, with η - 1 = 3 
degrees of freedom; this gives a mean square of 14333.3. Tested against the 
error, we obtain an F value of 14333.3/2967.7 = 4.83 (P < 0.01). For 
S SDifferences w e £ e t ( 8 8 4 · 8 2 + 586.42 + 422.12 + 810.72)/10 - 2704.02/40 = 
13423.5, also with η - 1 = 3 degrees of freedom, giving a mean square of 
4474.5. This leads to an F value of 4474.5/2967.7 = 1.51 (nonsignificant). 
The S S E p i s t a s i s is found as (1581.22 + 2213.02 + 1692.42 + 1990.92)/15 -
7477.52/60 = 16480.7, again with η - 1 = 3 degrees of freedom. The mean 
square of 5493.6 gives an F value of 1.85 (nonsignificant). Finally, the 
Pearson product-moment correlation, corrected for small η (Sachs, 1974), 
between the sums and differences is calculated. This yields in this case a 
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corrected r of -0.23, with η - 2 = 2 degrees of freedom, leading to a t value 
of 0.34 (nonsignificant). The error mean square can be taken as an estimate 
of T. The expected mean square for the Sums-item equals Τ + і(Ш. As an 
estimate of D we get 2(14333.3 - 2967.7)/5 = 4546.2. For the mean square of 
the Differences the expectation is Τ + ißH, which means that Η = 2(4474.5 -
2967.7)/5 = 602.7. The degree of dominance is •(602.7/4546.2) = 0,36. To 
estimate the heritability, we use iD * ІН + Τ = 5391.5 as an estimate of Vp. 
Hence, h2r
n
) = 2273.1/5391.5 = 0.42, and h 2 ( b . = (2273.1 + 150.7)/5391.5 = 
0.45. 
2.7.5 Interpretation 
Classical cross. In the analysis of the means, employing method I, we 
arrived at a model consisting of parameters m, d, and m-. The absence of 
dominance is confirmed in the partitioning of variance: Я and Idh are very 
small compared to Τ or D. In the presence of dominance we could have 
obtained information about the allele distribution among the parents by 
comparing the potence ratio with the degree of dominance. Assuming equal 
gene effects and disregarding sign, the potence ratio will overestimate the 
degree of dominance, as measured by the dominance ratio, if alleles are 
dispersed and it will be about equal to the degree of dominance if alleles are 
associated. Ambidirectional dominance is indicated if the potence ratio 
underestimates the degree of dominance. Because dominance is negligible 
here, h2/H and (Edh)VDH cannot be interpreted. In the presence of 
dominance the latter ratio approaches unity if h/d is constant in magnitude 
and sign for all allele pairs involved. If h/d varies among loci, the ratio is 
smaller than one. The number of effective factors, k, estimated through 
d and D, is very small, and no Tryon-effect is observed. These two facts 
indicate the possibility that in these two strains leaning in a novel 
environment is under the control of very few, possibly one or two, 
segregating factors. 
The genetic architecture emerging from this analysis, i.e. only additive 
genetic effects present, would suggest an evolutionary history of stabilizing 
selection for intermediate levels of leaning in a novel environment. 
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We now turn to the analysis of the means with method II (Kerbusch's 
model-searching procedure). The model found is quite different from that 
obtained above. No maternal effect is detected, but dominance is found to be 
very large (h/d = 2.56). It must be noted that the F, scores exceed those 
of the highest parent, strain C57BL/6. Because neither method I nor method 
II revealed epistasis, the position of the F^ should be a good indication of the 
presence of dominance. That dominance was not detected by method I may be 
explained by the observation that the formula used to estimate h is very 
sensitive to small deviations of the backcross and F , means (Kerbusch and 
van Abeelen, 1981). This point is stressed by the estimation, in method I, 
of h as -7.7, albeit nonsignificant, whereas method II, in contrast, indicates 
that h equals +23.8, which seems to be a more realistic value. The fit of the 
mdh model is sufficient (P > 0.05) and it describes the data better than does 
the mdm- model found by method I. 
The analysis of variance is not changed, of course, which leaves us with 
an important disparity: dominance is indicated in the analysis of the means 
but not in that of the variances. This disparity may be explained in part by 
the questionable adequacy of the scale (0.05 < Ρ < 0.10; Bartlett's tes t) . 
This might have made the dominance component spuriously low in the 
partitioning of the variance. Further, the estimate of d may be low due to 
dispersion of alleles among the parents, which is supported by the fact that 
h/d grossly exceeds /(H/D). 
We may conclude that directional dominance is present but, due to 
dispersion of alleles among the parents and a failure of the partitioning of the 
variances, its magnitude cannot easily be estimated. Further, and for the 
same reasons, the low estimate of the number of effective factors should be 
judged with great care. In all, there is weak evidence that leaning in a 
novel environment has been subjected to past directional selection for high 
scores. 
Diallel cross. The interpretation of the results of Hayman's analysis is 
straightforward. The α item tests primarily additive variance, the b item 
tests for allelic interaction stemming from dominance effects. Items α and 
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b are free from any reciprocal effects and need not be tested against с and 
d, respectively, had these been significant (Kerbusch, 1974; contrary to 
Mather and Jinks, 1982). The Ь item may be divided into three different 
sources of variance: b, tests for directional dominance, that is, the mean 
deviation of the F,'s from their midparent values (Ih), bo tests for additional 
dominance effects that can be accounted for by genes having unequal allele 
distributions over strains, and, finally, b , tests for residual dominance 
effects. Items с and d both test for reciprocal effects: с will test average 
maternal (or paternal) effects of each strain, due to extrachromosomal 
inheritance or differences in pre- and postnatal maternal care. Item d will 
test for those reciprocal differences that are not ascribable to c, for example 
when the maternal effects of strains differ between various F, crosses. The 
block effect (B) tests whether the differences between blocks are significant. 
Even if В is significant, we may still use the block-effect interaction as error 
to test each effect, since the block variation does not enter into the mean 
squares of these interactions (Kerbusch, 1974). 
In the present example the Hayman ANOVA detects the presence of 
additive genetic variance as well as dominance. The dominance is directional 
in nature, but differences in allele distribution between strains also appear. 
Some systematic reciprocal effects do exist, which must be prenatal in nature, 
because all litters had been raised by foster mothers. These reciprocal 
effects seem to be mainly maternal, since the variance of у is almost 
significantly larger than that of у (which does not altogether exclude 
paternal effects; Topham, 1966). Some seasonal (block) effects are detected, 
too. 
We now turn to the analysis of variance and covariance. If dominance is 
present, W plotted against V should be a straight line of unit slope. 
Therefore, W + V
r
 should differ significantly among strains, whereas W -
V should be homogeneous. Deviations from these expectations indicate the 
presence of epistatic interactions, multiple allelism, and/or correlated allele 
distributions, the absence of which were assumptions to be tested (see 
above). When alleles are not distributed independently among parents, the 
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V;W graph will not be a straight line of unit slope, but will be concavely 
curved upwards in the case of allele dispersion and concavely curved 
downwards if alleles are associated (Coughtrey and Mather, 1970; Hill, 1964). 
I consider these curvatures to be only weak indications, however (see also 
Baker, 1978). 
Two two-way ANOVAs of W + V and W - V (Table 14) were performed. 
Because W + V differs significantly over arrays but not over blocks, the 
presence of dominance is indicated, which is consistent with the significant 
Ь item in Hayman's ANOVA. The W - V values do not differ over arrays, 
but do over blocks. This latter heterogeneity had already been detected by 
the significant В item. The absence of any differences of W - V over 
arrays is a first indication that the assumptions are not violated. The 
joint-regression analysis (Table 15) shows a significant joint-regression item, 
indicating that the V:W graph is a straight line. The regression is not 
heterogeneous over blocks. The joint slope is estimated as 0.87 and not 
significantly different from unity, whereas it is significantly different from 
zero. This confirms the absence of epista tic interaction, multiple allelism, 
and correlated allele distributions. 
A variance-covariance graph can be highly enlightening. Apart from 
giving information about allele distribution and the presence and nature of 
epistatic interaction (Coughtrey and Mather, 1970; Mather, 1967a), some 
further interesting conclusions may be drawn from it. The intercept, as 
stated before, estimates i(D - H , ) . Therefore, the V:W graph will cut the 
axis below zero if overdominance is present, at zero if there is complete 
dominance, and at the upper part of the W -axis if dominance is incomplete. 
This is only true, however, if the V and W values are corrected for 
environmental variance, T. In the present case (Fig. 4) the intercept 
deviates significantly from zero, indicating incomplete dominance. If values 
are corrected for Τ we obtain an estimate of ¿(D - Я.) that is also higher 
than zero. Thus, incomplete dominance is present. If there is no dominance 
at all, the points of the graph should cluster at a single point, where V = 
iD and W = iB. This point should lie on the limiting parabola W * = Vp 
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χ V . Further, the V:W graph can tell us something about the relative 
proportion of dominant alleles carried by each strain. The lower intersection 
of the limiting parabola with the V.-W line indicates 100% dominant alleles, the 
higher one indicates 0C6 dominant alleles. The dominance order of the strains 
used in the present experiment is therefore C3H/St - C57BL/6 - CPB-K -
DBA/2, from high to low (as apparent from the relative order of their W + 
V
r
 values), but DBA/2 and СРВ-K differ only very slightly. Strain C3H/St 
carries close to 100% dominant alleles, strain C57BL/6 approaches 75%, and 
strains DBA/2 and СРВ-K are both around 65% dominant alleles. In this 
case, however, the distribution of the V;W scores of each strain (plotted in 
Fig. 4) is rather heterogeneous over blocks, as the significant block 
differences of W - V have already shown. The findings about dominance 
order and relative amount of dominant alleles should be interpreted with great 
caution. 
If the amount of dominance associated with certain strains, as measured by 
W + V , is significantly correlated with the phenotypic scores of those 
strains, directional dominance is indicated. The rank correlation coefficient is 
positive in case of directional dominance for low phenotypic values and 
negative in case of directional dominance for high phenotypic values. The 
present correlation coefficient is negative, but nonsignificant. This 
inconsistency with the results from the Hayman analysis ( b . significant) is 
clearly caused by the aberrant scores of the F / s having strain H as 
recurrent parent. Strain C3H/St, carrying the largest number of dominant 
alleles, has a lower score for the phenotype studied than strain C57BL/6, 
which carries less dominant alleles. Therefore, strain C3H/St must carry 
some alleles that show dominance for low locomotor activity: a case of 
ambidirectional dominance. The significance of the b , item is probably caused 
by the fact that almost all F, scores lie above the midparental value, except 
for the two hybrids of C3H/St and C57BL/6, which are below the midparental 
value. 
At this point, the following remark should be made about the genetic 
components. Because more than two strains are involved, the definitions of 
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the genetic components are slightly different from those presented in Section 
1.9.3. Consequently, the formulae by which the narrow and broad 
heritabilities were derived in Section 1.9.4 are also modified. It is evident 
that D = Z4uvd2, H1 = Z4uvh2, H2 = £16u2v2h2, and (Zh)2 = (liuvh)1 (for 
the derivation the reader is referred to Hayman, 1954b, and Mather and 
Jinks, 1982), will, theoretically, never attain negative values. Due to 
sampling error, however, their estimates may be under zero. If so, this 
parameter will be treated in subsequent calculations as being zero. Of 
course, F = Z8uv(u - v)dh can be negative. Sometimes parameters are 
impossible to calculate, for instance к = (Ih)2/!!? in block I: 1354.8/0. As 
for the interpretation of the estimates of the genetic components, we note that 
no valid estimate of the errors of these components is available. Of course, 
we can look with more confidence at a component that varies only a little over 
blocks, than at one varying markedly. Moreover, the tests described above 
may offer additional clues. If additive variance is present (a is significant), 
D must be significantly larger than zero, as is the case in our example. 
Hj and H2 both estimate dominance variance (and are larger than zero 
because item b is significant) and are equivalent only if allele frequencies are 
equal. If not, H- will be smaller than Д , . Since in the example b , reaches 
significance, the difference between H, and H, should be significant, too. 
Component F also indicates unequal allele distributions and should likewise 
differ significantly from zero in the present case. The sign reveals whether 
dominant or recessive alleles are in excess. If more dominant alleles than 
récessives are present in the inbred lines, F will be positive. The reverse 
will be true if F is negative. The relative frequency of dominant alleles (u) 
is larger than that of recessive alleles (v) . This inequality is also detected 
by uv, which estimates the mean value of uv over all loci and which is 
maximal (0.25) when u = ν = 0.5 for all loci. Item b , is significant and uv = 
0.19, which is smaller than the maximum value, u/v = 2.3, suggesting that 
there are approximately 2-3 times more dominant than recessive alleles. 
( I h ) 2 is estimated to be 4438.4. The presence of directional dominance was 
not detected by the V;W analysis but, since b , is significant, we may assume 
72 
that this value is larger than zero. Further, (Σ7ι)2 is estimated to be zero 
only in block II. Because the F, scores generally lie above the midparental 
values, the sign of Ih will be positive. Due to the ambidirectional dominance 
(see above), {th)2 will be smaller than Eh2. From our estimates of 
(Eh)2 and Η2 we obtain an estimate of k. the minimum number of effective 
factors involved in locomotor behavior in an open-field. In this case, к = 
1.0, but since (Zh) 2 is smaller than ih2, we must assume that this trait is 
controlled by two factors or more. 
The degree of dominance, ¿(H./D), is estimated as 0.66, which is greater 
than zero (the α and the b item are both significant), but smaller than one 
(because i(D - H.) is significantly greater than zero, D must be larger than 
Η.). Dominance is present, but incomplete. Parameter C(h/d) says 
something about the consistency of the ratio of (u - v)h and d over all loci. 
If this ratio is reasonably consistent, C(h/d) will approach 1. If the values 
of d and (u - v)h vary independently over loci, this ratio will approach zero. 
Here this ratio is estimated as 0.83. Thus, (u - v)h/d seems to be relatively 
constant over loci, which seems acceptable. Finally, broad and narrow 
heritabilities may be estimated. From the block of means, estimates of 0.49 
and 0.64 for narrow and broad heritability, respectively, are arrived at. 
Finally, we may now suggest an evolutionary history of stabilizing selection 
for intermediate rates of locomotor activity in a novel environment because of 
the large amount of additive genetic variance and the ambidirectional 
dominance found. 
Simplified triple-test cross. As can be seen from the expected mean 
squares, the Sums-item tests for additive genetic variation and the 
Differences-item for dominance. Here, only additive genetic variation is 
indicated. This is confirmed by the low degree of dominance, resulting in 
nearly equal values for the narrow and broad heritabilities. Further, the 
Pearson product-moment correlation between Sums and Differences is 
nonsignificant. Had it been significant, dominance would have been 
directional, the sign of the correlation coefficient being opposite to that of 
the direction of dominance (Hewitt, 1980). If the correlation is 
nonsignificant, with dominance present, dominance must be ambidirectional. 
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The Epistasis-item is nonsignificant, so the Sums- and Differences-items 
are unbiased by epistasis and the above conclusions seem to be valid. This 
test has some weak points, however. If the testers do not in fact differ at 
all loci at which the inbred strains differ, SSEpistasis m a y b e l a r £ e r t l l a n 
zero even in the absence of epistasis (Virk and Jinks, 1977). Moreover, if 
interaction is balanced, it may go undetected. Fulker (1972) judged this 
possibility to be negligible, which seems acceptable. 
The genetic architecture detected leads us to infer an evolutionary history 
of stabilizing selection for intermediate levels of locomotor activity in a novel 
environment. 
3 RESULTS OF THE BEHAVIORAL ANALYSES 
3.1 UNTREATED MICE 
3.1.1 Manipulation of olfactory cues 
The results of this experiment are entered in Table 19 and were analyzed 
by means of nonparametric methods (Siegel, 1956). It should be noted that 
for each behavioral component, except grooming duration, the mean values 
closely approached the medians. No significant litter influences were detected 
(Кruskal-Wallis one-way analysis of variance). There is but one significant 
difference between the control and the cod-liver oil groups: defecation has 
increased in strain C3H/St (P < 0.03, Mann-Whitney U-test). 
Strain differences were tested by means of the U-test and are given in 
Table 20. The four strains differ for locomotor activity and their relative 
order (B-H-D-K, from high to low) does not change following application of 
the olfactory cue. C57BL/6 and C3H/St are highest for leaning in both 
situations and DBA/2 scores lower than these, but higher than СРВ-K. As 
mentioned in Section 2.4.4, the rearing score was assembled from two 
sub-scores: rearing in the quadrangle beneath the olfactory stimulus and 
rearing in other parts of the cage. For rearing toward the cue, all strains 
differ from each other, except that in the control situation DBA/2 does not 
differ from C3H/St and from СРВ-K. Strains C57BL/6 and DBA/2 do not 
differ significantly for rearing elsewhere in the cage in any situation. 
C3H/St scores lower than C57BL/6 but practically equals DBA/2 and CPB-K 
scores lowest. As far as sniffing is concerned, the order from high to low is 
H-B-D-K in both situations, but C57BL/6 does not differ significantly from 
either C3H/St or DBA/2. For defecation, the order is K-D-H-B in both 
situations but, due to the treatment effect in C3H/St, a few Ρ-values change. 
СРВ-K, C3H/St, and C57BL/6 do not differ for grooming but DBA/2 exceeds 
all three in both situations. Body weights did not differ between control and 
experimental groups and were pooled. C3H/St was heaviest (30.7 ± 0.5 g ) , 
followed by C57BL/6 (26.7 i 0.6 g ) . The latter was almost equal in weight to 
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СРВ-K (26.2 ± 0.4 g) and DBA/2 was lightest (25.3 ± 0.2 g ) . These strain 
differences are significant, except that between C57BL/6 and CPB-K. 
Rearing (both sub-components), leaning, and locomotion were positively 
correlated in both situations (Spearman rank correlation coefficients). In the 
СРВ-K controls, grooming duration correlated positively with rearing in other 
parts of the cage and, in the СРВ-K cod-liver oil group, it correlated with 
both rearing components. Grooming did not correlate with any other 
component in any group. Defecation showed just one correlation, viz. a 
negative one with rearing in other parts of the cage in the C57BL/6 cod-liver 
oil group. For sniffing, there was no specific pattern of phenotypical 
correlations. In the C57BL/6 controls, body weight was negatively correlated 
with both rearing components and with locomotor activity, and positively 
correlated with defecation. In the C57BL/6 cod-liver oil group, it was 
negatively correlated with leaning and locomotor activity. Body weight 
correlated negatively with grooming duration in the C3H/St cod-liver oil 
group. 
There were 28 comparisons between control and cod-liver oil groups. Only 
one comparison (3.5%) showed a significant difference at the 0.05 level. This 
single effect of treatment may represent a chance finding. It seems justified 
to conclude that in this experimental situation cod-liver oil was not an 
exploration-eliciting olfactory stimulus. 
It is interesting to note that the strain difference for open-field rearing 
usually found between C57BL/G and DBA/2 was not present in this nearly 
odor-free situation. This resembles the observation of Schoots et al. (1978) 
in anosmized mice. In addition, the rearing frequencies of these two strains, 
both in the control mice and the mice offered cod-liver oil, are closer to those 
found in my zinc sulfate-treated mice than to those in saline-treated mice 
(Section 3.2). 
3.1.2 Classical cross 
The effects of fostering were examined in the parental strains and the DB 
hybrid. They turned out to be rare. Influences on body weight were found 
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in DBA/2 only (lower weights in fostered mice, Ρ < 0.01, Mann-Whitney 
U-test). Sniffing increased in all three genotypes (P < 0.001 in all cases) 
and so did gnawing (P < 0.05 in all cases). Freezing frequencies and 
durations were reduced in fostered C57BL/6 mice (P < 0.05 for both 
measures). Because these fostering effects were small, they were not 
considered in the biometrical analyses. 
The results of the classical cross can be found in Table 21, together with 
the analyses of the means according to method I and a number of t-tests to 
evaluate the differences between non-segregating generations. 
Body weight. The scaling procedure showed all scales to be adequate. 
The ln(x + 1) scale was selected because it gave the lowest values for 
Bartlett's chi-square and for the three correlation coefficients and because 
visual inspection revealed no important departures from normality. The 
non-segregating generations all differ from each other. Mather's A and С 
tests indicate epistasis, which is of the j - and Ζ-type. A small maternal 
effect is present. Dominance is large and in the direction of high body 
weights. The potence ratio of 46.7 suggests strong overdominance. Method 
II produces a slightly different model: m = 3.28, h = 0.36, I = -0.19, and 
m. = 0.02, which fits the data sufficiently (χ2 = 5.143, df = 3; Ρ > 0.10). A 
potence ratio cannot be computed here. Segregation is indicated, the pooled 
variance within the non-segregating generations (Γ) being smaller than the F, 
variance (F = 2.62, df = 69,203; Ρ < 0.001). 
Locomotor activity. No good transformation is found (Table 22). The 
distribution of untransformed scores was somewhat skewed but the 
square-root scale showed near-normality. All non-segregating generations 
differ among themselves, except C57BL/6 and DB. Mather's A, B, and С are 
highly significant and i-type epistasis is detected. A maternal effect is 
present, but relatively small. No dominance is indicated, although the 
potence ratio is estimated as 1.52. Method II renders a different model: m = 
39.48, d = 4.36, h = -11.85, and Í = 15.47, which fits the data well (x2 = 
6.801, df = 3 ; Ρ > 0.05). This mdhZ model was also found on the raw and 
the log scales. The reciprocal scale yielded an mdhjlm. model. The F» 
variance exceeds the pooled Fj variance (F = 2.37, df = 69,92; Ρ < 0.001). 
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Rearing. The square-root scale is adequate (Table 23). No large 
deviations from a normal distribution were found. Both F, hybrids equal the 
C57BL/6 strain and all three differ from DBA/2. Mather's A, B, and С differ 
from zero and in the analysis of the means, using both methods, i- and 
l-type epistasis are detected. Method II provided identical estimates for i and 
I. No maternal effect is found but additive genetic effects and dominance 
deviations are: m = 20.31, d = 2.36, and h = -16.28. The model fits the data 
excellently (x2 = 0.005, df = 2; Ρ > 0.99). In spite of the rather large 
genetic effects, segregation is not demonstrated if the pooled Ρ and F. 
variances are tested against the ¥„ variance (F = 1.14, df = 69,203). 
Leaning. For the analysis the reader is referred to the worked example in 
Section 2.7.2.1. 
Object-leaning. Mather's A deviates from zero, but i, ;, and I do not. 
Method I reveals, apart from m, only small additive genetic effects. The 
much larger estimates of h, i, j , and 2 all fail to reach significance. Method 
II yields a more complicated model, consisting of m = 4.9Θ, d = -0.85, h = 
0.75, and I = 2.74 (x2 = 5.912, df = 3; Ρ > 0.10). It must be noted that the 
direction of dominance differs for the two methods. The F« variance 
exceeded almost significantly the pooled Ρ and F, variance (F = 1.25, df = 
69,203; 0.05 < Ρ < 0.10). 
Sniffing. No adequate scale is found. The untransformed scores were 
used, giving the lowest, although significant, values for Bartlett's chi-square 
and the three correlation coefficients. The distribution is slightly skewed. 
Each model parameter is significant, except i. Method II provides the same 
model, the estimates of the parameters differing only slightly from those 
obtained with method I (m = 265.90, d = -59.23, h = 845.30, j = 255.03, I = 
-748.97, and m. = 44.84). Its fit is very good (x2 = 0.001, df = 1; Ρ > 
0.95). The same model is found on the other scales. The pooled F, variance 
approximates the F« variance (F = 1.23, df = 69,92). 
Object-sniffing. No dominance, but small maternal and additive genetic 
effects are detected. Dominance is found with method II. The model consists 
of m = 32.80, d = 3.71, h = -5.91, j = -16.85, I = 18.01, and m. = -3.90, and 
78 
fits the data (x2 < 0.001, df = 1; Ρ > 0.95). The pooled Ρ and Fi variance 
is smaUer than that of the F 2 (F = 1.58, df = 69,203; Ρ < 0.01). 
Jumping. Although the distribution is highly truncated, the reciprocal 
scale is the only suitable one. Method I indicates that only m, Z, and 
τη- deviate from zero. Method II produces an almost identical model: m = 
0.77, h = 0.16, I = -0.56, and m- = 0.09 (x2 = 1.910, df = 3; Ρ > 0.50). The 
F, variance is larger than the pooled Ρ and F. variances (F = 1.47, df = 
69,203; Ρ < 0.01). 
Gnawing. All scales failed all criteria. The reciprocal scale was used for 
the subsequent analyses, giving the lowest product-moment correlations and 
Bartlett's chi-square. Although Mather's A, B, and С indicate epistasis, 
parameters i, j . and I do not reach significance in method I. Method II 
yields a more complex, epista tic model: m = 0.73, d = 0.19, h = -0.56, and 
i = 0.5 9 (x2 = 2.783, df = 3; Ρ > 0.30). The same model is found on the 
other scales. The Fj and pooled F, variances did not provide evidence of 
segregation (F = 0.96, df = 69,92). 
Defecation. Although the means suggest complete dominance for high 
scores, neither method I nor method II reveals a significant h. Method I 
yields a simple md model, despite the significance of Mather's C. Method II 
gives an mdi model (m = 5.08, d = -1.34, i = -1.26; χ2 = 1.051, df = 4; Ρ > 
0.90). Segregation was not demonstrated (F = 0.89, df = 69,203). 
Urination. The Ρ and F, variances are homogeneous on all scales, but the 
product-moment correlations are significant and distributions are highly 
truncated. The analyses of un transformed data are presented. The other 
scales yielded almost identical results. Method II gave m = 0.24, h = 1.06, 
and I = -0.88 (x2 = 2.174, df = 4; Ρ > 0.70). The F 2 variance approximated 
the pooled Ρ and Fj variances (F = 1.19, df = 69,203). 
Grooming frequency. Neither scale meets the preset criteria. On the 
ln(x + 1) scale the variances of the non-segregating generations are 
homogeneous and the distribution is normal. The results of method I agree 
well with the model found with method II: m = 2.45, d = -0.28, h = -0.44, 
and m- = 0.12 (x2 = 1.902, df = 3; Ρ > 0.50). The same model is found on 
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other scales. The absence of epistasis allows a partitioning of the variance, 
although the inadequacy of the scale requires some caution in interpreting the 
results. The use of the pooled Ρ and F, variance as an estimator of 
Τ results in a negative estimate of H. Therefore, Τ is estimated as the 
pooled F, variance (= 0.19). This results in 0.29 and 0.08 for D and 
H, respectively. Idh = 0.07, that is, strain DBA/2 seems to carry the 
majority of dominant alleles. The heritability in the narrow sense is 0.41, 
that in the broad sense is 0.46. Using the estimates for d and h from 
method I to estimate к gives 0.3 and 30.8, respectively. Using the estimates 
from method II leads to values of 0.3 and 2.3. The potence ratio exceeds the 
degree of dominance (= 0.53) and the ratio (Zdh)2/DH is very low (0.19). 
The F 2 variance is larger than Г (F = 1.86, df = 69,92; Ρ < 0.01). 
Grooming duration. No adequate scale was found but the reciprocal 
violated the criteria to the least degree since the correlations between the 
variances and the means and squared means did not reach significance. 
Method I indicates only additive genetic effects and method II agrees with 
this: m = 29.59 and d = 22.46 (x2 = 6.329, df = 5; Ρ > 0.20). Epistesis is 
absent; consequently, a partitioning of the variance is attempted in spite of 
the scale inadequacy. The pooled variance within inbreds was used as an 
estimator of Τ (= 507.42), which does not differ from the F, variance (F = 
1.10, df = 69,111). D is estimated as -241.56 and is taken as 
zero. Я equals 678.09, leading to a broad heritability of 0.30. From the 
measures of dominance derives а к of 0.03. E(dh) equals 770.90. 
Freezing frequency. No adequate scale was found. The reciprocal scale 
failed all criteria, except the one requiring homogeneous variances of the 
non-segregating generations (x2 = 7.67, df = 3; 0.05 < Ρ < 0.10). Method II 
yields m - 0.87, d = 0.03, h = 0.07, j = 0.31, and I = -0.28. This model fits 
the data (x2 = 2.287, df = 2; Ρ > 0.30). The same model obtains after the 
square-root and the log transformation. The F, variance equals the pooled Ρ 
and F1 variance (F = 1.12, df = 69,203). 
Freezing duration. Variances were homogeneous on the reciprocal scale 
only (x2 - 6.68, df = 3; 0.05 < Ρ < 0.10) but the other criteria were violated 
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on all scales. The model on the basis of method I is unusual: m and h just 
missed significance, only j and I are significant. Method II gives a model 
containing all parameters except i and m- (m = 0.80, d = 0.05, h = 0.08, j = 
0.49, I = -0.40), which fits the data (x2 = 2.051, df = 2 ; Ρ > 0.30). Γ (from 
Ρ and F. variances) approximates the F, variance (F = 1.28, df = 69,203). 
3.1.3 Diallel cross 
The untransformed cell means of each behavioral variable and body weight 
are entered in Table 24. The Hayman ANOVA can be found in Table 25 and 
the results of the V:W analysis in Table 26. 
Body weight. Variances are inhomogeneous on all scales and the measures 
of central tendency and variation are correlated on the reciprocal scale. The 
quadratic scale is used in the analyses, because it showed the lowest x2 value 
in Bartlett's test. Table 24 shows that all hybrids score higher than their 
highest parent. The variation between cells is highly significant and a 
genetic analysis is appropriate. There is no block effect. Additive genetic 
effects and dominance are found. The dominance is directional for high 
scores, because in the V;W analysis a negative correlation is found between 
W + V and the parental scores (r = -0.90, df = 18; Ρ < 0.001). The 
frequencies of dominant and recessive alleles are equal and к is estimated as 
1.93. Although dominance is present, W + V does not differ over arrays. 
The joint regression explains a sufficient amount of the variation. If the 
intercept is corrected for T, it is almost significantly smaller than 0 (z = 
1.95; P= 0.052). The joint slope deviates significantly from 1, revealing 
serious violations of the assumptions so that the analysis becomes highly 
questionable. 
Locomotor activity. Reference is made to the worked example in Section 
2.7.3.1. 
Rearing. The hybrids rated at least as high as the midparental values 
(Table 24) and the square-root scale appeared to be appropriate. Hayman's 
ANOVA reveals additive genetic effects and dominance. The latter is 
directional, but some dominance deviations are due to unequal allele 
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frequencies. A strong reciprocal effect is also detected, in such a direction 
that hybrids tend to phenotypically resemble the maternal strain. This effect 
seems to be mainly a maternal one (F = 1.99, df = 19,19; 0.05 < Ρ < 0.10). 
The results of the V;W analysis are in agreement: dominance is detected by 
the W + V values differing over arrays and by the significant joint-regression 
item. A high negative correlation, indicating directional dominance for high 
scores, is found between W + V and the parental scores (r = -0.70, df = 18; 
Ρ < 0.001). An estimate of 1.59 is obtained for k. The W - V values do not 
differ among arrays, but are heterogeneous over blocks. Although this does 
not indicate a violation of the assumptions, the joint slope does differ from 
unity. 
Leaning. Additive genetic effects and directional dominance appear in 
Hayman's ANOVA. Here, a block effect crops up. The joint-regression item 
is significant, despite the absence of strain differences in W + V. VI -
V does not differ between arrays and the joint slope equals unity; hence the 
assumptions are fulfilled. The Intercept is not significantly different from 0. 
This is also the case if values are corrected for Τ (ζ = 0.79): dominance is 
complete. Although Hayman's b. reached significance and b, did not, no 
correlation is found between W * V and the parental scores (r = -0.36, df = 
18). Dominance is ambidirectional and the estimate of 2.03 for к is probably 
unrealistically small. The dominance order of the strains turns out to be 
H-D-B-K, from high to low. 
Object-leaning. The V.-W analysis is not completely consistent with 
Hayman's ANOVA. Dominance is detected by the significant joint-regression 
item but W + V does not differ over arrays. W + V is uncorrelated with the 
parental scores (r = -0.06, df = 18); consequently, the estimate of 1.99 
obtained for к is too small. The dominance order of the strains is H-BD-K, 
В and Η being almost equal. The deviation of the joint slope approaches 
significance (f = 1.95; 0.05 < Ρ < 0.10). This indicates that the assumptions 
are not completely satisfied. 
Sniffing. Items b, and b, are both significant, suggesting ambidirectional 
dominance. The joint regression explains a significant part of the variation 
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and the correlation between W + V and the parental scores is nonsignificant 
(r = -0.03, df = 18), confirming the presence of ambidirectional dominance. 
The dominance order of the strains is K-H-B-D. The к value is estimated to 
be relatively low (0.86). The estimate for C(h/d) is unrealistically high. 
Object-snif f ing. The V;W analysis agrees entirely with Hayman's ANOVA. 
Dominance is found in the joint regression analysis and in the ANOVA of W + 
V. The positive, corrected intercept points to incomplete dominance. This 
dominance is directional for high scores, because W + V is negatively 
correlated with the parental values (r = 0.60, df = 18; Ρ < 0.01). An 
estimate of 1.55 is obtained for k. 
Jumping. Dominance is directional for high scores, judged by the 
correlation of W + V with the parental scores (r = -0.69, df - 18; Ρ < 0.001). 
However, the assumptions are violated, because the joint slope differs from 
unity. 
Gnawing. Hayman's ANOVA produces somewhat inconclusive results. Item 
b, is significant, although Ь is not (0.05 < Ρ < 0.10). Dominance, however, 
is clearly present in the V;W analysis: W + V differs over arrays and the 
joint-regression item is significant. Because the correlation between W + 
V and the parental values is 0.51 (df = 18; Ρ < 0.05), dominance is 
directional for low scores. The low estimate of uv indicates unequal allele 
frequencies, but Ь^ is just below significance (0.05 < Ρ < 0.10). There is an 
estimate of 0.99 for k. 
Defecation. No adequate scale was found. The product-moment 
correlations were nonsignificant on the square-root scale. Items b , and 
bo are both significant, which is diagnostic for ambidirectional dominance. 
This is confirmed in the V:W analysis by the absence of a correlation between 
W + V and the parental values (r = -0.26, df = 18). The joint-regression 
item is significant but, since the slope deviates from unity, the assumptions 
are violated. 
Urination. Only residual dominance effects come up in Hayman's ANOVA. 
This is not in accordance with the results of the V:W analysis, because the 
correlation between the parental values and W + V is highly significant (r = 
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0.68, df = 18; Ρ < 0.001). This would indicate dominance in the direction of 
low transformed scores (that means: high untransformed scores). However, 
the dominance order is B-D-H-K, which is not the same as the phenotypical 
rank order of the strains. Significant strain differences being absent, 
dominance seems ambidirectional and the estimate of к (0.27) seems too low. 
Additive genetic effects are not found in the Hayman analysis and Η is much 
larger than D, leading to a negative corrected intercept. The latter, 
however, does not deviate significantly from zero. C(h/d) is unrealistically 
high. 
Grooming frequency. The Hayman analysis shows additive genetic effects 
and dominance, but the nature of the dominance is not revealed. The values 
of W + V did not correlate with the parental values (r = 0.37, df = 18); 
hence dominance is ambidirectional, which explains the extremely low estimate 
for к (0.08). 
Grooming duration. The Hayman and the V;W analyses produce comparable 
results: large additive genetic effects and dominance are present. Dominance 
is complete and ambidirectional (the correlation between W + V and the 
parental scores is 0.33, df = 18). There is a majority of dominant alleles. 
The dominance order of the strains is K-H-B-D. The ambidirectional 
dominance is responsible for the low estimate of 0.47 for k. 
Freezing frequency. Hayman's method reveals high directional dominance, 
as does the V;W analysis, the correlation between W + V and the parental 
values being -0.52, (df = 18; Ρ < 0.05). However, the large deviation of the 
joint slope from unity indicates serious violations of the assumptions. 
Freezing duration. The V:W analysis agrees with Hayman's ANOVA. The 
dominance found is ambidirectional because there is no significant correlation 
between W + V and the parental values (r = -0.44, df = 18; 0.05 < Ρ < 0.10). 
Here too, the joint slope points to serious violations of the assumptions. 
3.1.4 Simplified triple-test cross 
For each variable, extreme tester strains were selected on the basis of the 
results of the diallel cross. Those transformations that proved to be the most 
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adequate ones in the diallel cross analysis were also used in the sTTC 
analysis. The untransformed cell means for all variables have already been 
presented in Table 24. The results of the sTTC analyses can be found in 
Table 27, except those for locomotor activity which were presented in Section 
2 .7 .4 .1 . 
Additive genetic variation is found for leaning, object-leaning, 
object-sniffing, jumping, gnawing, urination, and grooming duration and 
dominance is found for body weight, rearing, leaning, and grooming duration. 
Dominance is ambidirectional, except for body weight, where it is directional 
for high body weights. In three cases, viz. object-sniffing, jumping, and 
freezing frequency, no dominance is detected although the correlation between 
Sums and Differences is significant. Epistasis is detected for rearing only. 
3.2 SALINE- AND ZINC SULFA TE-TREATED MICE 
3.2.1 Allocation of treated animals 
In the diallel and the classical cross, a total of 729 untreated mice had 
been observed. One died before treatment. Prior to the second observation, 
293 received a saline irrigation and 435 were treated with zinc sulfate. The 
effects did not differ between genetic groups and these are pooled. Of the 
controls, one died (0.3o) and two fell ill (0.7°). Of the expérimentais, these 
numbers were 16 (3.7o) and 23 (5.3%), respectively. The other mice were 
subjected to the allocation procedure. The contours found for the 
non-segregating and segregating groups of the classical cross are presented 
in Fig. 1, those for the inbreds from the diallel cross in Fig. 2. For the 
hybrids in the diallel cross, group sizes were too small to produce a reliable 
contour. Nevertheless, it is easy to estimate the α posteriori probabilities of 
individual mice belonging to these groups. In general, the probabilities were 
well below the criterion of 50%; for most animals they were below 20%. A total 
of 17 zinc sulfate-treated animals (3.9%) were classified as non-anosmic. 
Although successfully treated, 60 mice (8.2%) were excluded because of 
various procedural mishaps. 
3.2.2 Classical cross 
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The results of the second observation in the classical cross are presented 
in Table 28. The analyses according to methods I and II can be found in 
Tables 29 and 30, respectively. Partitioning of the variance is not attempted, 
because epistasis and/or genotype-treatment interactions are present in almost 
all phenotypes analyzed. The scores for freezing (both frequency and 
duration) are extremely low and its genetic analysis is not Justified. 
For all variables, distributions were truncated on all scales and showed 
large deviations from normality. Further, no adequate scales were found for 
locomotor activity, sniffing, urination, and grooming duration. The raw scale 
was selected for these because it violated the preset criteria least. On this 
scale none of the product-moment correlations were significant as far as 
locomotor activity is concerned. Two of them were significant for urination. 
The models obtained with method II are nearly always more complex than 
those found with method I, grooming frequency being the only exception. 
With method I dominance is found for sniffing only but with method II it 
appears in all analyses. With method I overall treatment effects or any 
interactions between genetic parameters and treatment are lacking for body 
weight, object-leaning, and gnawing. With method II such effects are found 
for all phenotypes analyzed. Genotype-treatment interactions are absent for 
object-leaning, gnawing, and grooming duration. 
3.2.3 Diallel cross 
Untransformed cell means for treated and control groups are presented in 
Table 31. The results of the Hayman analyses are entered in Table 32 and 
those of the V:W analyses in Table 33. 
Body weight. Zinc sulfate-treated mice are lighter than controls. 
Directional dominance for high body weight is found (the correlation of W + 
V with the parental values equals -0.88, df = 18; Ρ < 0.001). This interacts 
with the treatment: hybrids lose more weight after treatment than inbreds do. 
The assumptions are not fulfilled, however. 
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Locomotor activity. Activity has decreased after treatment and no 
genotype-treatment interaction is found. Dominance is ambidirectional, W + 
V not being correlated with the parental scores (r - -0.24, df = 18). This 
explains the low estimate of 1.18 for k. The dominance order from high to 
low is H-B-K-D, C57BL/6 and СРВ-K differing only slightly. 
Rearing. After anosmization animals score lower. No interaction of 
genotype with treatment is found. Dominance is directional for high scores, 
W + V being negatively correlated with the parental values (r = -0.84, df = 
18; Ρ < 0.001). Although no reciprocal effects are detected in the Hayman 
ANOVA, the variance of y
r
 is larger than that of y (F = 2.92, df = 19; 
Ρ < 0.05). The joint slope indicates violations of the assumptions. 
Leaning. No overall treatment effect is apparent: some hybrids and 
parentale decrease and others (C57BL/6 and some of its hybrids) increase. 
This leads to an interaction of treatment with additive effects. Despite the 
highly significant b , item, dominance is ambidirectional because no correlation 
is found between W + V and the parentals (r = -0.34, df = 18). The 
dominance order is H-D-B-K, DBA/2 and C57BL/6 being almost equal. 
Object-leaning. The variances are heterogeneous on all scales. A 
significant block effect is present here. Treatment interacts with the 
bj item, although no overall treatment effect is found. In spite of the rather 
large b and b , items, dominance is not detected in the V:W analysis. 
Nevertheless, the degree of dominance is estimated as 1.54 and W + V is 
negatively correlated with the parental means (r = -0.48, df = 18; Ρ < 0.05). 
This, combined with the deviation of the joint slope from unity, indicates 
severe violations of the assumptions. 
Sniffing. The highly significant block effect found in the Hayman analysis 
is reflected in the ANOVAs of W + V and W - V. Dominance is complete and 
ambidirectional (W + V does not correlate with the parental values, r = 0.01, 
df = 18), which explains the exceptionally low estimate of 0.05 for k. The 
dominance order is H-K-D-B. There are more dominant than recessive alleles 
present. No overall treatment effect becomes apparent, but treatment 
interacts with b . : most hybrids increase their scores after anosmization, 
whereas all inbreds decrease them. 
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Object - sniffing. Almost all genotypes score higher after treatment. No 
genotype-treatment interaction is found. Dominance is directional for high 
scores, because W + V is negatively correlated with the parental scores (r = 
-0.54, df = 18; Ρ < 0.05). The joint slope, however, indicates violations of 
the assumptions. 
Jumping. Dominance is detected in both Hayman's ANOVA and the 
V.-W analysis. It is complete and directional, the correlation between W + 
V and the parental scores equalling 0.60 (df = 18; Ρ < 0.01). The direction 
is toward small transformed (= large untransformed) scores. No overall 
treatment effect is found, but an interaction of treatment with additive 
genetic effects is: all strains, except C57BL/6, show lower scores after 
treatment. Treatment interacts with blocks, too. The assumptions are 
violated, however. 
Gnawing. All scales failed to fulfil all criteria, except the requirement of 
homogeneity of variances. The cubic-root scale violated the criteria least. 
Only additive genetic effects are found in Hayman's ANOVA and the 
V;W analysis agrees, the joint regression being nonsignificant. The 
assumptions are met, because W - V is constant over arrays. The absence of 
dominance renders the estimates of genetic components unreliable, except for 
D and h1, y There is an overall treatment effect, almost all genetic groups 
showing higher scores after treatment. The genotype-treatment interaction 
found is caused by strain C57BL/6, which shows decreased scores after 
treatment, whereas DBA/2 and C3H/St have increased them and CPB-K 
remains constant. 
Defecation. Dominance is complete and ambidirectional (W + V does not 
correlate with the parental scores: r = -0.22, df = 18). This explains the 
low estimate of 0.04 for k. In general, scores tend to decrease after 
treatment but several genotypes show the opposite effect. No 
genotype-treatment interaction is indicated, however. In spite of the 
nonsignificant blocks-item there is considerable variation over blocks, as 
indicated by the W - V ANOVA and the joint-regression analysis. 
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Urination. Only dominance is found with Hayman's ANOVA. Although 
bj is just below significance (0.05 < Ρ < 0.10), the V:W analysis indicates 
directional dominance for low transformed scores, W + V being positively 
correlated with the parental scores (r = 0.59, df = 18; Ρ < 0.01). The joint 
regression, however, does not reach significance and the slope does not 
differ from zero. The assumptions are not satisfied. The treatment effect is 
in the direction of an increase in numbers of animals urinating in the 
open-field after treatment. 
Grooming frequency. Additive genetic effects and dominance are present. 
The latter is ambidirectional, since W + V is not correlated with the parental 
phenotypes (r = 0.31, df = 18). Accordingly, к is estimated to be 0. No 
overall effect of treatment is found but it interacts with dominance and 
blocks. 
Grooming duration. Dominance is ambidirectional (the correlation between 
V/ + V and the parental scores equals 0.10, df = 18) and an estimate of 0 is 
obtained for k. The reciprocal differences observed are mainly maternal, the 
variance of y
r
 being larger than that of y (F = 8.65, df = 19,19; Ρ < 
0.01). The overall treatment effect present is for increased scores. Complex 
interactions with genotype are found, where all interaction-items are 
significant, except fxb, and ixblocks. 
Freezing frequency. All scales failed. Neither treatment effect, nor any 
interaction of treatment with genotype is observed. Hayman's ANOVA gives 
results different from those of the V;W analysis. Neither significant variation 
between cells, nor dominance is found, but additive genetic effects are 
present. However, the joint-regression item is significant, indicating 
dominance. Nevertheless, H, and Ну are both estimated as 0. The joint 
slope reveals serious violations of the assumptions, perhaps partly caused by 
the utter inadequacy of the scale. 
Freezing duration. Again, all scales were inadequate. The b , item 
detects dominance. This is ambidirectional, VI + V being uncorrelated with 
the parental phenotypes (r = 0.21, df = 18). No treatment effect or 
genotype-treatment interactions are found. Both the W - V ANOVA and the 
joint slope reveal serious violations of the assumptions. 
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3 . 2 . 4 Simplified triple-test cross 
Based on the results of the diallel cross , extreme tester strains were 
selected for each variable. The transformations used in the diallel-cross 
analysis are used again. Untransformed cell means for all variables have 
already been presented in Table 31 and the results of the sTTC analyses are 
entered in Table 34. Overall treatment effects have been dealt with in the 
preceding section. 
Additive genetic effects are found for all variables, except jumping, 
freezing frequency, and freezing duration. Directional dominance for high 
values is found for body weight, rearing, and defecation, while directional 
dominance for low scores is found for jumping. Object-leaning shows 
ambidirectional dominance and for locomotor activity and object-sniffing 
directional dominance is indicated despite the absence of a significant overall 
dominance effect. Epistasis or other violations of the assumptions are present 
for locomotion, object-leaning, sniffing, and urination. Genotype-treatment 
interactions appear for leaning, jumping, gnawing, urination, and grooming 
duration. For rearing and object-leaning a significant interaction between 
treatment and directional dominance emerged, although an interaction between 
treatment and general dominance was not indicated by the txDifferences-item 
3.3 BEHAVIORAL CHANGE 
3.3.1 Classical cross 
The data used in the analysis of behavioral change are given in Table 35. 
The analyses according to methods I and II can be found in Tables 36 and 
37. respectively. Partitioning of the variance is not attempted. 
On all scales and for all variables, distributions were truncate and showed 
serious deviations from normality. No adequate scales were found for 
locomotor activity, sniffing, defecation, urination, freezing frequency and 
duration, grooming duration, and gnawing. The square-root scale was 
selected for defecation, because the three product-moment correlations were 
nonsignificant on it. The reciprocal scale was selected for grooming duration 
90 
and gnawing. On this scale two of the correlations were nonsignificant for 
the former phenotype and variances were homogeneous for the latter. The 
untransformed scale was used for locomotion, sniffing, urination, and 
freezing, because it violated the preset criteria to the least extent. 
3.3.2 Diallel cross 
Untransformed cell means for experimental mice (saline-treated, having 
entered the open-field once before) and control mice (untreated, naive) are 
given in Table 38. The results of the Hayman analysis can be found in Table 
39 and the V;W analysis in Table 40. 
Body weight. Variances were inhomogeneous on all scales. Additive 
genetic effects and directional dominance, the correlation between W + V and 
the parentale being -0.90 (df = 18; Ρ < 0.001), are found. An overall 
treatment effect is present: mice in the second session are about 1 g heavier 
than those in the first session. The criteria are seriously violated, however. 
Locomotor activity. The correlation between W + V and the parental scores 
equals -0.34 (df = 18); hence, dominance is ambidirectional and incomplete. 
The dominance order is H-B-K-D, the latter two being almost equal. There 
is no effect of treatment and treatment interacts with blocks only. 
Rearing. Additive genetic effects and strong directional dominance for 
high scores are apparent, the correlation between W + V and the parentals 
equaling -0.75 (df = 18; Ρ < 0.001). The reciprocal effect found is mainly 
due to maternal factors (F = 3.65, df = 19,19; Ρ < 0.01). A very significant 
treatment effect emerges, which interacts with additive genetic effects: KH 
and strain СРВ-К decrease but all other hybrids and strains increase. The 
assumptions are not met, however. 
Leaning. Dominance is complete and ambidirectional (the correlation 
between W + V and the parental phenotypes is -0.34, df = 18). The 
dominance order is H-D-K-B, but СРВ-K and C57BL/6 are almost equal. The 
joint slope deviates almost significantly from unity (t = 1.99, df = 14; 0.05 < 
Ρ < 0.10). No treatment effect or genotype-treatment interaction is found. 
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Object - leaning. The dominance order, H-B-D-K, does not correlate with 
the parental phenotypes (r = -0.39, df = 18). Dominance is ambidirectional 
and complete. The scores in the second session are increased significantly as 
compared to the first session. There is no genotype-treatment interaction. 
Sniffing. Hayman's ANOVA detects additive genetic effects and dominance, 
the latter predominantly due to unequal allele frequencies. No significant 
correlation is found between W + V and the parentals (r = -0.20, df = 18). 
The dominance order is K-H-B-D, the first two being practically equal. The 
treatment effects vary somewhat in magnitude over strains, which is reflected 
in the almost significant interaction between treatment and additive genetic 
effects (0.05 < Ρ < 0.10). 
Object-snif f ing. Dominance is incomplete and ambidirectional, W + V not 
significantly correlating with the parental phenotypes (r = -0.35, df = 18). 
The dominance order is H-B-D-K. No reciprocal effects are found. 
Nevertheless, maternal influences are significantly larger than paternal 
influences (F = 2.52, df = 19,19; Ρ < 0.05). No effects of treatment are 
found. 
Jumping. Complete, directional dominance for low transformed scores ( = 
high untransformed scores) is present, because the correlation between W + 
V and the parental phenotypes equals 0.65 (df = 18; Ρ < 0.01). An estimate 
of 2.1 is obtained for k. A marked heterogeneity over blocks is encountered. 
No treatment effect is found, but the ίχα item is significant. The criteria are 
seriously violated. 
Gnawing. Variances are homogeneous on all scales, but the three 
correlation coefficients are always significant, except that between the 
squared means and the variances on the cubic-root scale. Additive genetic 
and treatment effects are found and they interact with each other. Treatment 
also interacts with b.. Therefore, it looks as if the criteria are not met. 
Defecation. Additive genetic effects and complete ambidirectional 
dominance emerge in Hayman's ANOVA. This agrees with the absence, in the 
V.-W analysis, of a significant correlation between W + V and the parentals 
( r = -0.27, df = 18). The treatment effect entails larger scores and interacts 
with reciprocal effects. The joint slope deviates from unity, however. 
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Urination. No additive genetic effects are found, but dominance is. 
Hayman's ANOVA indicates ambidirectional dominance, contradicting the 
results of the V;W analysis: W + V is significantly correlated with the 
parental phenotypes (r = -0.59, df = 18; Ρ < 0.01), suggesting directional 
dominance for low scores. This discrepancy may have been caused by 
non-additive interactions as indicated by the violations of the criteria shown 
by the joint slope. Treatment has no effect whatsoever. 
Grooming frequency. The ANOVA shows additive genetic and treatment 
effects. No dominance is found in the Hayman analysis. Nevertheless, the 
joint-regression item is significant and D is not significantly larger than Я , . 
Grooming duration. Additive genetic effects and ambidirectional dominance 
are found; the correlation between W + V and the parentale is nonsignificant 
(r = 0.18, df = 18). A treatment effect, not interacting with genotype, is 
present. 
Freezing frequency. All criteria are violated on all scales: the cubic-root 
scale Is the least unsatisfactory one. The Hayman ANOVA reveals no genetic 
or reciprocal effects, although the maternal influences are significantly larger 
than the paternal effects (F = 2.30, df = 19.19; Ρ < 0.05). The V;W analysis 
shows no dominance either, although W + V is significantly correlated with the 
parental scores (r = -0.48, df = 18; Ρ < 0.05). A large treatment effect is 
present. 
Freezing duration. Again, no adequate scale could be found. Neither 
Hayman's ANOVA, nor the V;W analysis, indicate genetic or reciprocal 
effects, but a treatment effect, interacting with reciprocal effects and blocks, 
is found. 
3.3.3 Simplified triple-test cross 
Extreme tester strains were selected for each phenotype, based on the 
results of the diallel cross. The scale transformations in the diallel cross 
were used again. The untransformed cell means for each variable have 
already been presented in Table 38. The results of the sTTC analyses are 
presented in Table 41. Overall treatment effects have been dealt with in the 
previous section. 
93 
Additive genetic variation is found for locomotor activity, rearing, leaning, 
gnawing, defecation, urination, and frequency and duration of grooming. 
Dominance is indicated for four phenotypes: body weight, rearing, leaning, 
and grooming duration. Dominance turns out to be directional for high body 
weights, but it is ambidirectional in the other three cases. Furthermore, 
directional dominance is indicated for object-sniffing, gnawing, defecation, 
urination, and the frequency and duration of freezing, despite the fact that 
the Differences-item does not reach significance in these cases. Epistasis is 
detected for urination only. 
Genotype-treatment interactions are present for two variables: 
object-leaning and jumping. For body weight, locomotion, leaning, urination, 
and freezing frequency, a significant interaction between treatment and 
directional dominance is indicated, but no interaction between treatment and 
general dominance was found. 
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4 DISCUSSION 
4.1 BEHAVIOR DURING FIRST EXPOSURE TO THE NOVEL ENVIRONMENT 
4.1.1 Comparison of results obtained -with different quantitative-genetic 
methods 
The findings on the genetic architecture and evolutionary history are 
summarized in Table 42. 
Body weight. In the classical cross between strains C57BL/6 and DBA/2 
we find very similar models with methods I and II, the former comprising the 
additional parameter ) . The mhlm- model given by method II seems the more 
acceptable one. The strain difference is thus completely accounted for by a 
reciprocal effect. The diallel cross likewise detected epistatic interactions; 
conclusions on the presence and nature of dominance are thus problematic. 
Epistasis was not detected by the simplified triple-test cross . Additive 
genetic effects clearly appear in the diallel cross but not in the sTTC. We 
may conclude that additive genetic effects are of only minor importance in the 
genetic architecture of body weight. Dominance, probably directional, and 
epistasis are more important and act in such a direction that hybrids score 
higher than their inbred parents. This could also have been caused by 
dispersion of alleles, however. 
The results obtained here are much like those of Henderson (1973, 1979c) 
and Hahn and Haber (1978, 1979). These authors, however, omitted a test 
for epistasis. The main discrepancy is that in the present work no overall 
reciprocal effect was detected. This might have been due to my using a 
different set of inbred strains. 
Locomotor activity. The mdlm- model found with method I must be 
supplemented with h, the presence of which is required in a model containing 
!. Reciprocal effects are not required to find a fitting model with method II, 
although the reciprocal F / s differ significantly. Again, epistasis is of the 
duplicate type, but I is now larger than h. As a result, both F, hybrids still 
score as high as the highest-scoring parent. The diallel cross finds evidence 
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of additive genetic variation and ambidirectional dominance. The latter is not 
seen in the sTTC. 
The genetic architecture obtained for locomotor activity is that additive 
genetic variation is the most important feature of the polygenic system 
underlying this psychophene. Dominance is ambidirectional and, at least in 
some cases, counterbalanced by epista tic interactions. 
Rearing. All analyses indicated epistatic interactions. Contrary to the 
sTTC, the diallel cross suggested directional dominance for high scores. 
This is not compatible with the results of the analyses of the classical cross 
according to methods I and II, which clearly showed that, at least for strains 
C57BL/6 and DBA/2, dominance is in the opposite direction. The diallel cross 
should have indicated either this or ambidirectional dominance. 
Van Abeelen (1975, 1977), in his selection lines SRH and SRL, isolated one 
of the genetic units for which strains C57BL/6 and DBA/2 differ. A 
classical-cross analysis of these inbred selection lines showed additive genetic 
variation only (van Abeelen, 1975; Kerbusch and van Abeelen, 1981). 
However, if Kerbusch's model-searching procedure (method II) is applied 
using the correct weights (cf. Section 2.7.2), an mdh model is obtained 
(transformation ln(a: + 1); m = 3.131, d = 0.566, h = 0.304, χ2 = 1.699, df = 
3; Ρ > 0.70). Therefore, h is positive for the isolated genetic unit. Yet, we 
find a negative estimate of h when more genes are sampled in the cross 
between C57BL/6 and DBA/2. This is only compatible with an ambidirectional 
nature of the dominance. 
It is difficult to evaluate the consequences of the above considerations for 
the genetic architecture of rearing. Clearly, it is such that F« hybrids score 
high in comparison with their parents. In the classical cross, however, we 
saw that the Fj and backcross generations between C57BL/6 and DBA/2 show 
low or intermediate rearing frequencies. One possible cause for this is a 
seasonal effect (see also the end of this section). 
Leaning. All analyses agree in that epistasis does not form part of the 
genetic architecture of wall-leaning and that dominance is clearly present and 
that it is ambidirectional. The reciprocal difference between BD and DB in 
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the classical cross does not materialize in the diallel cross. This strengthens 
the results of the Kerbusch searching procedure, which produced a model not 
including a reciprocal effect. 
The differences between the above findings for wall-leaning and those for 
rearing can be explained by the differential perception of tactile stimuli 
through the vibrissae (cf. Schoots et al., 1978). 
Object-leaning. The model from method II agrees with Mather's scaling 
tests with respect to the presence of epistasis and it seems more realistic 
than that found with method I. The large complementary epistasis is not 
detected in the diallel cross and the sTTC. The diallel cross indicates 
ambidirectional dominance but the sTTC does not. The genetic underpinnings 
of this phenotype apparently contain additive genetic variation and 
ambidirectional dominance, with only minor epista tic effects present in some 
crosses. 
Sniffing. No genetic variation at all is traced by the sTTC. The other 
approaches agree on the presence of substantial amounts of genetic variation, 
resulting in fairly high heritability estimates in the diallel analysis. The 
classical cross between C57BL/6 and DBA/2 shows large duplicate epistasis 
not found in the diallel cross. The genetic architecture of sniffing contains 
additive genetic variation and ambidirectional dominance with, overall, only 
minor duplicate epistasis. 
Object-snif fing. Here too, the classical cross indicates duplicate epistasis. 
The sTTC results are in conflict with the other results. Overall, directional 
dominance for high scores was found in the diallel cross but, since the 
classical cross between C57BL/6 and DBA/2 revealed directional dominance for 
low scores, dominance must be ambidirectional. 
Jumping. Method II produces a more acceptable model, mftim·, than method 
I, mlm-. Dominance and duplicate epistasis are found. The diallel cross 
points to directional dominance for high scores but the large epistatic effects 
render this finding doubtful. The sTTC results deviate from the above in 
that no dominance or epistasis is found. The pronounced epistasis does not 
allow firm conclusions to be drawn on the nature of the genetic architecture. 
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Gnarwing. Here too, dominance and duplicate epistasis emerge from the 
classical cross. The results of the sTTC, as far as dominance is concerned, 
disagree with those of the diallel cross and method II. It seems fair to 
conclude that additive genetic variation and directional dominance for low 
scores occur. Epistasis appears in the cross between C57BL/6 and DBA/2 
but, according to the diallel cross analysis, it turns out to be of minor 
importance. Gnawing seems to be controlled by a rather low number of 
genetic factors. 
Defecation. The sTTC analysis contrasts with the other three analyses in 
that it does not detect any genetic variation. The classical-cross analyses 
reveal no significant dominance, contrary to the diallel cross where 
ambidirectional dominance is found. However, the i-type epistasis occurring 
in strains C57BL/6 and DBA/2 might mimiek dominance effects and, moreover, 
epistasis is large enough to be detected in the diallel cross. Thus, no 
further conclusions can be drawn on the genetic architecture. 
Urination. Dominance and duplicate epistasis were the only effects seen 
in the classical cross. Additive genetic effects, but not dominance, were 
indicated by the sTTC. A genetic architecture of ambidirectional dominance 
and a relatively low degree of duplicate epistasis seems acceptable. 
Grooming frequency. Some dispersion of alleles is suggested by the 
classical analysis. Judged from the diallel cross, such dispersion is of only 
minor importance. The genetic architecture comprises additive genetic 
variation and ambidirectional dominance. 
Grooming duration. In the classical cross, no dominance appeared in the 
analyses of the means, but H was estimated to be relatively large. This 
suggests a completely balanced ambidirectional dominance. However, despite 
the significant d, D turned out to be zero. Apparently, the scale inadequacy 
has seriously biased the partitioning of the variance. The diallel and sTTC 
analyses both indicate additive genetic variation and ambidirectional 
dominance. 
Freezing frequency. The large epistasis detected in the diallel cross 
precludes any confident interpretation regarding the presence and nature of 
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dominance. The results of the sTTC analysis make no sense and, because of 
the scaling· problems in the classical cross , the results of these analyses are 
also suspect. Thus, no conclusions on the genetic architecture are offered. 
Freezing duration. Like the case of freezing frequency, no conclusions on 
the genetic architecture can be drawn because of the scaling difficulties in 
the classical cross and the large epistasis in the diallel cross. The results of 
the sTTC analysis are at variance with the other analyses. 
Our observation that fostering effects were negligible support an earlier 
conclusion (van Abeelen, 1980) that postnatal maternal influences on behavior 
and growth are relatively unimportant in strains C57BL/6 and DBA/2, and the 
decision not to consider these effects in the biometrical analyses seems 
justified. 
The duplicate epistasis as found in the classical cross for almost all 
variables might be due to seasonal effects: the F„ and backcross generations 
were observed at later dates than the other generations. The absence of 
block effects in the diallel cross for several variables which had shown 
duplicate epistasis in the classical cross renders this possibility less likely. 
The duplicate epistasis is most probably real. It is not always detected in 
the diallel cross , however, because the interactions that may be present in 
the classical generations are different from those that may occur in the diallel 
cross. Furthermore, epistasis can be lacking in crosses other than those 
between C57BL/6 and DBA/2. 
4.1.2 Conclusions 
A genetic architecture of additive genetic effects and ambidirectional 
dominance is found for those variables where epistatic effects are of minor 
importance: locomotor activity, leaning, object-leaning, sniffing, 
object-sniffing, urination, and grooming. For these phenotypes past 
stabilizing selection is inferred. The only exception is gnawing, where 
dominance is directional toward low scores. In this case an evolutionary 
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history of directional selection for low scores is deduced. Since gnawing was 
scored when audible, this conclusion seems acceptable. Presumably, sound 
production in a novel environment will render animals more vulnerable to 
prédation. For the other phenotypes, no conclusions on the nature of 
dominance can be drawn because large epista tic interactions were found. 
Rearing is an exception since some of the findings indicate ambidirectional 
dominance. In summary, no inferences can be made about the evolutionary 
history of body weight, jumping, defecation, freezing frequency, and freezing 
duration. 
Some of the questions which prompted this study can now be answered: 
1. The moderate to high heritability estimates obtained demonstrate 
considerable genetic control in the regulation of mouse behavior in a novel 
environment. 2. The various exploratory behaviors carried out in a novel 
environment have been subjected to stabilizing selection in the past. 
An evolutionary history of stabilizing selection is also inferred for some 
psychophenes that cannot be classified as exploratory: locomotor activity, 
grooming frequency, and grooming duration. Locomotion need not be directly 
related to exploration (Simmel and Bagwell, 1983). In exploring novel 
surroundings oriented locomotor activity is necessary but random activity 
could detract from exploration and then be unfavorable. The results are 
exactly as we would expect, namely an evolutionary past of stabilizing 
selection for locomotion. The situation for grooming Is different. When 
entering a novel environment, low levels are advantageous for the animal. In 
fact, the bulk of its grooming activities is executed near the end of the 
observation session, i.e. after the novel environment has, at least in part , 
been explored. This agrees with the stabilizing selection inferred for 
grooming. 
In general, low estimates were obtained for k. Monogenic regulation of 
activity and exploration in a novel environment seems improbable, however, 
for several reasons. First, the ambidirectional dominance (already implying 
multiple factors) renders the estimates of к unreliable. Second, the fairly 
gradual response to artificial selection (van Abeelen, 1974) points to a 
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polygenic system. Simmel and Bagwell (1983) claimed that exploration, 
contrary to general activity, is under monogenic control. They based their 
assertion on the findings of Oliverio et al. (1973) and van Abeelen (1975, 
1977). The well-founded criticisms of Lush (1981) on the conclusions of 
Oliverio et al. (1973) have already been mentioned. Van Abeelen's 
experiments made unifactorial control of the differences in activity and 
exploratory rearing between strains SRH and SRL very likely. The selection 
procedure establishing these strains, however, was specifically designed to 
isolate as few genetic factors as possible, a point clearly misunderstood by 
Simmel and Bagwell (1983). 
4.2 BEHAVIOR OF ANOSMIC AND NON-ANOSMIC MICE DURING SECOND 
EXPOSURE TO THE NOVEL ENVIRONMENT 
4.2.1 Comparison of results obtained with different quantitative-genetic 
methods 
Most models produced by method II resemble those from method I, once it 
is accepted that significance of an interaction parameter implies the presence 
of the corresponding main effects. Nevertheless, some considerable 
discrepancies remain, for example with respect to body weight, 
object-leaning, and object-sniffing. Several minor discrepancies occur for the 
other variables as well. In general, the models from method II fit the data 
well and are more realistic than those from method I. 
Contrary to the classical cross, only a few genotype-treatment interactions 
were found in the diallel cross and the sTTC. Not all interactions observed 
in the classical cross can occur in the generations included in a diallel table. 
Others will only occur in crosses between C57BL/6 and DBA/2. These may 
go undetected in the diallel and sTTC analyses. As in the previous section, 
many contradictions arise between the results of the diallel cross and the 
sTTC analyses. Locomotor activity is the most striking example in that the 
diallel failed to detect epistasis but it found ambidirectional dominance, 
whereas the sTTC did trace epistasis but no overall dominance despite a 
significant correlation between Sums and Differences. 
101 
The absence of a disordinal treatment effect for rearing in strains C57BL/6 
and DBA/2 is surprising and this inconsistency with the results of Schoots et 
al. (1978) is difficult to account for. The reason may be the procedural 
differences between the present study and that of Schoots et al. (1978): their 
animals were naive when observed, whereas in this study the animals had 
been in the open-field once before. Thus, there is the possibility that 
interactions between treatment and prior experience played some part. The 
absence of such interactions is a prerequisite for the analyses of saline- and 
zinc sulfate-treated mice. 
The outcomes of these biometrie analyses can be summarized as follows. 
As far as the main genetic effects are concerned, for almost all variables 
essentially the same genetic architecture was found here as in the first 
observation session. Exceptions are object-leaning, gnawing, and urination, 
in which cases the assumptions were not met. Concerning treatment effects 
and genotype-treatment interactions, no contradictions exist between the 
results obtained with method II and those from the diallel cross. 
4.2.2 Conclusions 
It is difficult to provide a meaningful biological explanation for the 
interactions between treatment and reciprocal effects, as found for body 
weight, defecation, urination, and grooming duration. Some of the genes 
involved may be sex-linked, thereby causing a txc interaction. 
Only few and relatively unimportant interactions of treatment with genotype 
are found. At first sight, this seems to falsify the hypothesis of directional 
selection implying directional dominance for decreases in exploration after 
anosmization (Section 1.10 under 4). Yet, the absence of genetic variation 
for a certain trait (in this case, the treatment effect) need not imply that 
this trait is selectively neutral and unimportant with regard to fitness. On 
the contrary, if a selectively completely neutral trait does exist, at least some 
genetic variation should have been generated by random mutations. The 
absence of any genetic variation rather implies an exceptionally strong 
directional selection, which has eliminated all less favorable alleles. The 
phenotype is then at its most extreme expression. 
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The above situation applies for locomotor activity and defecation, both 
without serious problems in the genetic analyses, and for rearing, 
object-sniffing, and urination. The treatment effect itself is in the direction 
of low scores for locomotor activity, defecation, and rearing, and in the 
direction of high scores for object-sniffing and urination. These findings are 
in agreement with the proposed hypothesis: fewer novel stimuli because of 
anosmization lead to a decrease in exploratory components (rearing and, 
possibly, locomotion) and defecation, and to an increase in behaviors inhibited 
by novelty. 
No treatment effect but only interactions of treatment with additive-genetic 
effects are found for leaning. This indicates that intermediate changes in 
leaning behavior after anosmization are most favorable. This result, different 
from that obtained with rearing, can be explained by tactile stimuli the mice 
received from the wall (cf. Schoots et al., 1978). Further, the results for 
sniffing are somewhat inconclusive, but they are certainly not in accordance 
with the hypothesis. The results for grooming duration, on the other hand, 
agree more with it. If the animal's perception of novelty is diminished by 
anosmization, exploratory activities are generally decreased so that more time 
can be spent on grooming. This increase should not be too large, however, 
lest grooming starts to compete with other self-directed behaviors. The 
findings are in accordance with the above reasoning: increased grooming 
duration after treatment combined with interactions of treatment with additive 
genetic effects and ambidirectional dominance. Regarding the other variables, 
we may conclude that freezing is completely independent of olfactory stimuli, 
whereas the results for body weight, object-leaning, jumping, and gnawing 
cannot be Interpreted because of the serious violations of the assumptions. 
In view of the differentially-balanced information-processing systems in 
strains C57BL/6 and DBA/2, the absence of genotype-treatment interactions 
for most phenotypes is highly unexpected. A possible explanation was given 
in the previous section. Another possibility could be that the disequilibrium 
in the regulatory system of DBA/2 is not affected by olfactory information. 
However, this would reduce the robust results of Schoots et al. (1978) to a 
chance finding. I regard this as improbable. 
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In summary, I conclude that some, although inconclusive, evidence was 
obtained in support of the above hypothesis. 
4.3 BEHAVIORAL CHANGE 
4.3.1 Comparison of results obtained Miith different quantitative-genetic 
methods 
Some marked discrepancies become evident when comparing the results 
provided by methods I and II. The inconsistencies are especially striking for 
freezing frequency and duration. The models rendered by method II fit the 
data well and in general seem more plausible than those from method I. 
There are some exceptions, however. With regard to defecation, for 
instance, method I detects a significant ixd item not included in the model 
from method II. Such a genotype-treatment interaction seems quite likely 
when one inspects the data. This finding is not repeated in the diallel cross , 
however. Several striking contradictions arise when the results of the sTTC 
and the diallel cross are compared, particularly in the cases of object-leaning 
and sniffing. As noted also in the previous section, more genotype-treatment 
interactions were obtained in the classical-cross analyses than in the diallel 
analyses. 
In analyzing the results of this experiment, I assumed the absence of 
interaction between saline treatment and behavioral change, because this 
seems far-fetched. The biometrical findings permit the following conclusions 
on the genetic architecture. Firstly, as far as the main genetic effects are 
concerned, essentially the same genetic architecture is found as that obtained 
in the first observation session. Minor exceptions are gnawing and urination, 
for which the assumptions were not fulfilled. Secondly, only a low number of 
genotype-treatment interactions is found; treatment interacted with additive 
genetic effects in the cases of rearing, jumping, and gnawing. Interactions 
with dominance were found for gnawing only. Overall treatment effects were 
obtained for quite a number of variables. 
4.3.2 Conclusions 
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Again we are facing a situation where only little genetic variation is 
uncovered in the analysis of treatment effects. Moreover, no treatment effect 
at all was detected for locomotor activity, leaning, object-sniffing, and 
urination. In the second observation session, elevated scores were 
encountered for body weight, rearing, object-leaning, defecation, grooming 
frequency, and grooming duration, and depressed scores for the remaining 
variables. 
These facts do not support the proposed hypothesis that in the second 
session the open-field is experienced as less novel. Instead of a fall in 
exploratory behaviors expected in the second observation, an irregular 
pattern of increased, decreased, and stable scores was seen. An alternative 
hypothesis cannot readily be proposed. Perhaps the time-lapse between the 
first and second observations was too long for the mice to experience the 
open-field as familiar. This explanation is vitiated, however, by the large 
number of treatment effects observed. Another (remote) possibility is that 
the experimental procedure employed (nasal irrigation with saline, test for 
anosmia) did interact in some unknown way with the behavioral effects of 
prior exposure to the open-field. Without additional experiments no further 
conclusions can be drawn. 
4.4 CONCLUSIONS ON METHODOLOGY 
4.4.1 Evaluation of the treatments 
It has already been concluded (Section 2 .4 .3) that intranasal irrigation 
with zinc sulfate is the most suitable method currently available for inducing 
peripheral anosmia in the mouse. Intranasal intubation might be an adequate 
alternative for larger rodents. Because of the adverse side-effects , central 
methods are considered unsuitable. 
The efficiency of the zinc sulfate method in producing anosmia, as attained 
in the present s tudy, is at about the same level as that of Schoots et 
al. (1978). In fact, losses due to death (3.7% vs 13.2%) and illness (5.3% 
v s 8.8%) are somewhat lower in the present s tudy, probably because of the 
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increased proficiency of the experimenter. The failure rates of zinc sulfate 
anosmization were very similar in the two studies (3.9% vs 4.4%). The earlier 
conclusion (Section 2.4.2.1) that the zinc sulfate method, in combination with 
an appropriate test for anosmia and a strict criterion for illness, is a suitable 
way of producing1 anosmia, is upheld by the results reported here. 
Further, we can confirm the conclusion of Schoots et al. (1978) that the 
modified test for anosmia, using the Vandenbergh device and statistically 
evaluated by means of the ALLOC procedure, is a very reliable one, even if 
small group sizes are involved. Inspecting the contours of strains C57BL/6 
and DBA/2 found here (Figs. 1 and 2) and those given by Schoots et 
al. (1978), one can see that their shapes vary over experiments. A good 
discrimination between anosmic and non-anosmic animals was always obtained, 
however. The higher variability expected to exist in the scores of 
segregating generations proved to exert little if any influence on the 
efficiency of the test procedure. 
4.4.2 Evaluation of the quantitative-genetic approaches 
The problems now left to be answered concern the merits of the biometrie 
methods applied in this study. To start with, some remarks must be made on 
the scaling procedure. Firstly, in testing the homogeneity of the variances 
of non-segregating generations, which is one of the scaling criteria to be 
met, Kerbusch et al. (1981) recommended Cochran's C-test. As overall group 
size they used the harmonic mean of the group sizes, because Cochran's 
C-test requires equal group sizes (Sachs, 1974). In the present study this 
procedure was tried out (results not shown). Bartlett's test proved to be 
more sensitive to inhomogeneity of variances than Cochran's C-test. 
Secondly, the use of three different product-moment correlations to detect 
possible relations between measures of variation and measures of central 
tendency may at first sight seem somewhat overdone. The present study 
shows, however, that in several cases just one or two of these correlations 
were significant. Using three different correlations is a more sensitive 
approach. 
106 
Sometimes distributions deviated strongly from normality. Urination was 
scored as either zero or one. For freezing frequency and freezing duration 
many scores of zero were observed (floor effect), leading to L-shaped 
distributions. These are notoriously difficult to transform to a more 
satisfactory distribution (Bradley, 1982). Nevertheless, a meaningful analysis 
was possible in several instances, especially so in the analyses of the means 
in the classical cross. This type of analysis apparently is less vulnerable to 
scale inadequacies than are analyses of variance, which is comprehensible 
since transformations have a larger effect on variances than on means. This 
probably explains also the fact, observed in my study as well as by Kerbusch 
et al. (1981), that transformations generally have no influence at all on the 
model provided by the searching procedure. Genotype-environment 
interactions, which are characterized by inhomogeneous variances among the 
non-segregating generations, may often be removed by transformations. 
Epistasis, on the other hand, is detectable by the mean values deviating from 
expectations based on a non-epistatic model and it is hardly ever eliminated 
by transformations. 
Comparing the results of the classical analyses according to method I with 
those obtained with method II, some remarkable things emerge. Firstly, 
method I apparently is a very weak one in the detection of dominance, 
compared to method II. Secondly, if the difference between the reciprocal 
F. ' s is significant, method I, by definition, detects a reciprocal effect. This 
effect is often not found with method II. These observations make sense only 
if one is aware of the fact that, in order to detect dominance, many different 
generations must be compared with each other. This will lead to very large 
standard errors for the estimate of dominance in method I and, consequently, 
to low power. On the other hand, in method II the exclusion of dominance 
from the model will give rise to deviations in the expected means of many 
generations and hence to a large sensitivity for this parameter. The reverse 
reasoning holds in the case of reciprocal effects. Therefore, methods I and 
II both have their weak and strong points. In order to obtain maximally 
reliable results, the following procedure is proposed. In analyzing a classical 
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cross, method I is applied first. Then method II is applied, taking into 
account only those models containing at least the parameters found with 
method I. Ordinarily, this will lead to minor improvements only, but the 
detection of reciprocal effects, in particular, will improve. 
Kerbusch et al. (1981) mentioned the inability of Mather's A, B, and С 
tests to detect epista tic interactions. In the present study, however, these 
tests proved to be very sensitive and nearly always detected epistasis. This 
discrepancy must be caused by Kerbusch et al. (1981) using incorrect 
weights, not only in Cavalli's joint-scaling test (see Section 2.7.2), but also 
in Mather's ABC-tests.. However, Kerbusch's model-searching procedure 
appears to be highly sensitive in detecting epistasis, which makes the 
ABC-tests superfluous. 
The test for additive genetic effects in the diallel cross (Hayman's a) has 
been criticized by Bulmer (1980) and Walters and Gale (1977). In fitting his 
reciprocal-effects model, Hayman (1954a) used a progressive fitting 
procedure, thereby changing a non-orthogonal ANOVA into an orthogonal one. 
As a result, the α item is biased by dominance if b» and/or b , are 
significant. Walters and Gale (1977) proposed an alternative test for additive 
genetic effects. They also fitted a maternal-effects model. Here, too, the 
only modification needed in the ANOVA was in the test for additivity. To 
make inferences about past selection, reliable information on the nature of 
dominance, if present, is of prime importance. With dominance present, the 
test for additivity is only of minor relevance from this point of view. 
Further, if dominance is absent, Hayman's α is unbiased. For these reasons 
I did not consider it necessary to incorporate Walters and Gale's (1977) 
modifications in the diallel analysis. 
Some further remarks must be made on the detection of directional or 
ambidirectional dominance in the diallel cross. Most authors consider a 
significant bj item sufficient proof of unidirectional dominance. As a matter 
of fact, bj measures only the mean direction of the dominance (h) and is, as 
such, a very sensitive test. A significant b . item need not exclude 
ambidirectional dominance because, even with this type of dominance present, 
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h wul often deviate from zero. I am of the opinion that a more conservative 
approach to this problem is to be preferred. In fairly small diallels such as 
the present one, the correlation between the W + V values and the parental 
phenotypes will supply additional information on the direction of dominance. 
With ample replication, a number of degrees of freedom is obtained that is 
large enough for this correlation to reach a sufficient level of sensitivity. 
One conspicuous point is that in all cases where overdominance was 
indicated the assumptions were not met. I have no explanation for this. 
Several theoretical and practical problems are connected with the analysis 
of a simplified triple-test cross. Firstly, it ignores any reciprocal effects. 
With consistent reciprocal effects present (equivalent to a significant с item in 
the diallel), two possible complications arise. The first is encountered when 
sires are used as testers: the Sums-item will be biased (the Differences- and 
Epistasis-items are free from any bias). The other complication occurs in the 
more general case in which dams are used as testers, as was done here. 
Both the Differences- and the Sums-items are then free from any bias but the 
Epistasis-item will be inflated. However, even with this bias, the test for 
epistasis in the sTTC proved to be very weak, as compared with the joint 
regression analysis in the diallel cross. The detection of dominance 
apparently is also a fairly futile undertaking here. A second difficulty 
appears when genotype-treatment interactions have to be analyzed. Often the 
testers are not extreme scorers in respect of these interactions and there is 
a large chance that testers adequate to analyze the main genetic effects 
become inadequate in the analysis of genotype-treatment interactions. These 
considerations lead inevitably to the following conclusions: 1. When employing 
a low number of strains, the sTTC analysis is clearly inferior to the diallel 
cross. 2. If reciprocal differences are present, some items in the sTTC 
analysis are biased. This problem might be overcome by randomization of 
parentale or by breeding both reciprocals of each F, cross, but the latter 
would eliminate the main advantage of this breeding design over the diallel 
cross, namely its economy. 3. Often the sTTC will be an inadequate 
approach to analyze genotype-treatment interactions. 4. Another serious 
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drawback is that, in general, only one or a few phenotypes can be 
investigated because of the requirement of extreme testers. 
When we evaluate the relative merits of the classical cross design and the 
diallel cross design, we see that both have strong and weak points. The 
most important weakness of the classical cross undoubtedly is the fact that, 
since only two strains are employed, the results cannot be generalized to an 
entire, if only theoretical, population. Another weakness is the partitioning 
of the variance, which is clearly biased if epistasis is present. Even with 
epistasis absent, the analysis of variance in the classical cross often yields 
unacceptable results. The diallel cross, on the other hand, is not very 
powerful in the detection of epistasis and unable to dissect the nature of the 
epistasis. Worse, in such a case the results of the diallel cross cannot be 
interpreted at all. The classical cross will thus be the design of choice if 
very precise genetic information on two strains is required. Further, the 
detection of so-called major genes is relatively easy if the results of the 
classical cross are analyzed according to the nonparametric method proposed 
by Collins (Collins, 1967, 1968; Tully and Hirsch, 1982). Major genes can be 
identified in the diallel cross only if dominance is directional. The diallel 
cross is profitable if information of a more general nature is wanted. Of 
course, both designs can supplement each other. 
4.5 CONCLUDING REMARKS 
From this study it is clear that epistatic effects are an almost ubiquitous 
feature of the genetic architectures of the behavioral phenotypes studied. In 
view of the complex ways in which behavior is influenced by manifold 
physiological mechanisms, this is not surprising. It is remarkable, therefore, 
that quantitative-genetic theory and practice pay relatively little attention to 
epistasis. All quantitative-genetic designs employed in the present study use 
some method or another to deal with it, but the diallel cross and the sTTC 
merely test for its presence and further analyses are virtually worthless if 
there is epistasis, whereas the classical cross can handle epistasis only on the 
level of first-degree statistics. But even the classical cross cannot handle 
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higher-order epista tic interactions. The absence of such effects has to be 
assumed and it is doubtful whether this is a permissible assumption. Even in 
cases where epistasis is detected and its nature established, disagreement 
exists on how it should be interpreted in evolutionary terms (Section 1.9.4). 
A further interpretational difficulty crops up when it is stated that directional 
selection entails low levels of additive genetic variation and that 
ambidirectional selection results in relatively high levels: what exactly is 
meant by "low" and "high" ? All too often are deductions on past selection 
based solely on the presence or absence of directional dominance. In 
addition, the effects of disruptive selection on the genetic architecture are 
not known in detail, but the importance of disruptive selection has been 
demonstrated for some behavioral phenotypes (Byers, 1983). 
In my opinion, the foregoing addresses an important question for 
quantitative genetics. Behavior genetics needs well-developed 
quantitative-genetic methods to analyze epistatic interactions and also a more 
refined theory that, based on the genetic architecture, allows inferences on 
past selection. Nevertheless, even the imperfect methods available up to now 
can produce satisfactory results. Improved methods and theory could 
undoubtedly bolster these. 
Important advances in behavior genetics can be expected if the results 
from other fields of investigation, notably neuromorphology and 
neurochemistry, are assimilated. For instance, Wimer and Wimer (1981) 
demonstrated the existence of genetic variation in numbers of granule cells in 
the area dentata of mice and Schwegler and Lipp (1983), who also used a 
genetic approach, succeeded in linking a neuronal variable (numbers of 
hippocampal mossy fiber terminals on the basal dendrites in the pyramidal 
layer) with a behavioral variable (two-way active avoidance learning). 
Further studies on the covariation between neuromorphological or 
neurochemical characters, on the one hand, and behavioral phenotypes, on 
the other, will almost certainly be very fruitful. In this respect, selection 
experiments might prove valuable as well, enabling the study of correlated 
responses. 
I l l 
Although behavior genetics can learn much from other areas, this is by no 
means a one-way road. Other fields of biology can benefit from the 
accomplishments of behavior genetics. This should not be restricted to 
closely linked fields such as ethology, psychopharmacology, and neurobiology; 
more distant areas such as physiology or biomedical sciences could profit as 
well. In my opinion, one important contribution of behavior genetics is the 
demonstration that genetic variation exists for almost any behavior and that 
this variation can be used for the advancement of our understanding of the 
phenotype. There is no obvious reason why this should be limited to 
psychophenes. If it is looked for, genetic variation will be found for almost 
any phenotype. Many researchers tend to disregard it, although it has been 
shown repeatedly that if the genetic variation is manipulated adequately, 
important advances can be made. It should be emphasized that, whether or 
not one is interested in the genetic underpinnings of the phenotype studied, 
ignoring genetic variation is bad strategy. In a well-designed study, each 
possible source of variation is controlled in one of three ways: by keeping it 
constant, by incorporating the source in the experiment and analyzing its 
effects, or by an appropriate, controlled randomization. The use of 
ill-defined animal stock, such as "Swiss-Webster mice" or just "mice", cannot 
be regarded as controlled randomization. Genetically heterogeneous stocks 
should be used only if the heterogeneity is adequately controlled. 
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SUMMARY 
Behavior genetics is concerned with psychophenes or behavioral 
phenotypes. Exploratory behavior is a psychophene that has been 
investigated widely in rats and mice. As is reflected in the definitions 
in the literature, some conceptual problems exist with regard to 
exploration. Often, exploratory activity is merely equated with 
"activity", open-field activity (locomotion), or even seen as the opposite 
of "emotionality". In this study the following broad definition is used: 
exploration is evoked by novel stimuli and consists of behavioral acts 
and postures that permit the collection of information about new objects 
and unfamiliar parts of the environment. This information may be 
visual, tactile, or, especially in the macrosmatic mouse, olfactory. The 
hippocampus plays a prominent role in the processing of such 
information. O'Keefe and Nadel's (1978) theory implies that during 
exploration an internal representation of the environment (a cognitive 
map) is adjusted, presumably by the hippocampus. 
This study addresses problems concerning the regulation, the 
adaptive value, and the evolutionary history of exploratory behavior in 
the house mouse (Mus dome s ficus Rutty). 
Firstly, using three quantitative-genetic designs, viz. the classical 
Mendelian cross, the diallel cross, and the simplified triple-test cross 
(sTTC), considerable genetic control in the regulation of behavior in a 
novel environment was demonstrated. 
Secondly, analysis of these crosses revealed a genetic architecture of 
ambidirectional dominance and additive genetic variation for all 
exploratory behaviors observed, leading to the conclusion that, in the 
evolutionary past, these behaviors have been subjected to stabilizing 
selection, i.e. selection for intermediate levels. This supported my 
hypothesis, which is based on the notions that, upon entering a 
completely novel environment, the rapid gathering of as much information 
as possible is of prime importance and that high levels of exploration 
render the animal more vulnerable to prédation. 
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Thirdly, I studied the behavioral change in animals confronted with 
an environment for a second time. The hypothesis was that animals with 
an efficient information-storage and -retrieval system experience this 
environment as less novel. Hence, I expected lower exploration rates in 
the second observation session and directional dominance for decreases in 
exploratory behaviors since a well-functioning information-processing 
system must be highly adaptive. This hypothesis was not supported: 
an irregular pattern of increased, decreased, and stable exploration 
scores was obtained instead of the expected fall. 
Fourthly, I observed the behavior of anosmized animals. Relative to 
controls, decreases in exploration were expected because obstructing the 
collection of olfactory information will impede the detection of novelty. 
The more efficient the animal's information-processing system is, the 
larger the decreases will be, leading to the hypothesis of directional 
dominance for decrease. Decreases were actually found for several 
exploratory behaviors, but directional dominance for decrease was not. 
In fact, no genetic variation at all was observed for behavioral change 
after anosmization. It must be concluded that directional selection for an 
efficient information-processing system has operated in the evolutionary 
past. This selection has been extremely strong and, as a result, all 
genetic variation has been exhausted. Some related problems were 
studied: 1. Intranasal irrigation with a 5% zinc sulfate solution appeared 
to be a reliable method of anosmization; irrigation with other chemicals, 
intranasal intubation, or central methods such as bulbectomy, were 
judged to be less adequate. A test for ascertaining anosmia, based on 
that of Schoots et al. (1978), was refined. 2. In an experiment 
designed to determine how important odor cues are for the detection of 
novelty and the subsequent elicitation of exploratory behavior, 
observations were made on the responses of mice to the presentation of 
an olfactory cue (cod-liver oil) in an otherwise odorless novel 
environment. The results indicated that this cue did not act as an 
exploration - eliciting stimulus. 
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Fifthly, the merits of the classical Mendelian cross , the diallel cross , 
and the simplified triple-test cross were evaluated. The classical cross 
was analyzed employing two methods: calculating perfect-fit solutions 
for all genetic parameters (method I) and Kerbusch's model-searching 
procedure (method II) . It is concluded that classical crosses can be 
best analyzed by a combination of the two: genetic parameters uncovered 
by method I are to be included in all models that are compared with each 
other by method II. In this way, very detailed genetic information can 
be obtained on two strains. Further, I found that if epistasis is present 
no confident interpretation of the results of the diallel cross is possible. 
In the absence of epistasis, the diallel method provides results that are 
generalizable to the population from which the inbred parents originated. 
Many theoretical and practical problems are connected with the analysis 
of a simplified triple-test cross. My results , in conjunction with 
theoretical considerations, prompt the following conclusions. 1. If low 
numbers of strains are employed, the sTTC analysis is clearly inferior to 
the diallel cross. 2. If reciprocal differences between hybrids are 
present, some items in the analysis are biased. 3. Often the sTTC is an 
inadequate approach for analyzing genotype-treatment interactions. 
4. Only one or a few phenotypes can be investigated simultaneously. 
Finally, behavior genetics has demonstrated that for almost any 
behavior genetic variation exists and that this variation can be used with 
profit for the advancement of our understanding of the phenotype. 
There is no reason why this should be limited to psychophenes ; other 
fields of biology can also benefit from this notion. Ignoring genetic 
variation is most inadvisable and it has been shown repeatedly that if 
the genetic variation is manipulated adequately, important progress can 
be made. 
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SAMENVATT/NG 
De gedragsgenetica houdt zich bezig met psychofenen oftewel 
gedragsfenotypen. Exploratief gedrag is een psychofeen dat bij ratten 
en muizen uitgebreid is onderzocht. Een aantal conceptuele problemen 
die er bestaan met betrekking tot exploratie hebben hun weerslag op de 
definities zoals men die in de literatuur kan aantreffen. Vaak wordt 
exploratieve activiteit zonder meer gelijkgesteld met "activiteit" of 
open-veld activiteit (locomotie), of zelfs beschouwd als het tegendeel van 
"emotionaliteit". In dit onderzoek wordt de volgende ruime definitie 
gehanteerd: exploratie wordt opgeroepen door nieuwe, onbekende stimuli 
en bestaat uit handelingen en houdingen die het verzamelen van 
informatie toelaten over nieuwe objecten en onbekende gedeelten van de 
omgeving. Deze informatie kan visueel, tactiel of, vooral bij de 
macrosmatische muis, olfactorisch zijn. Bij de verwerking van dergelijke 
informatie speelt de hippocampus een belangrijke rol. De theorie van 
O'Keefe en Nadel (1978) houdt in dat er tijdens de exploratie een 
inwendige weergave van de omgeving (een cognitieve landkaart) wordt 
bijgesteld, en wel vermoedelijk door de hippocampus. 
De vragen die dit onderzoek wil beantwoorden betreffen de regulatie, 
de adaptieve waarde en het evolutionaire verleden van exploratief gedrag 
bij de huismuis (Mus domesticus Rutty) . 
Allereerst, gebruikmakend van drie kwantitatief-genetische 
kruisingsmethoden, te weten de klassieke Mendelistische kruising, de 
diallele kruising en de vereenvoudigde triple-test kruising, werd er een 
aanzienlijke mate van genetische bepaaldheid aangetoond bij de regulatie 
van gedrag in een nieuwe omgeving. 
In de tweede plaats bleek uit de analyse van deze kruisingen dat de 
genetische architectuur van alle geobserveerde exploratieve gedragingen 
bestaat uit ambidirectionele dominantie en additieve genetische variatie. 
Dit voerde tot de conclusie dat deze gedragingen in het evolutionaire 
verleden onderworpen zijn geweest aan stabiliserende selectie, d . i . 
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selectie voor middelmatige niveaus. Dit steunde mijn hypothese die 
gebaseerd is op de overwegingen dat bij betreden van een nieuwe 
omgeving het snel vergaren van zoveel mogelijk informatie uiterst 
belangrijk is en dat aan de andere kant een grote exploratieve activiteit 
het dier kwetsbaarder maakt voor predatie. 
Ten derde bestudeerde ik de gedragsverandering van dieren die voor 
een tweede keer werden geconfronteerd met een omgeving. De gestelde 
hypothese was dat dieren met een efficiënt informatieopslag- en 
informatieterughaalsysteem deze omgeving als minder nieuw ervaren. Ik 
verwachtte dus lagere niveaus van exploratie in de tweede 
observatieperiode en directionele dominantie voor afnames van de 
exploratieve gedragingen, aangezien een goed-functionerend 
informatieverwerkend systeem zeer adaptief zal zijn. Deze hypothese 
vond geen steun: een onregelmatig patroon van verhoogde, verlaagde en 
onveranderde niveaus van exploratie werd gevonden in plaats van de 
verwachte dalingen. 
In de vierde plaats observeerde ik het gedrag van geanosmiseerde 
dieren. Ten opzichte van de controle-muizen werd er een afname van de 
exploratie verwacht, omdat door het belemmeren van het verzamelen van 
olfactorische informatie de detectie van nieuwheid zal worden bemoeilijkt. 
Hoe efficiënter het informatieverwerkend systeem van een dier is, hoe 
groter de afnames zullen zijn, hetgeen leidt tot de hypothese van 
directionele dominantie voor afname. Voor verscheidene exploratieve 
gedragingen werden afnames gevonden, maar geen directionele dominantie 
voor deze afnames. In feite werd er in het geheel geen genetische 
variatie voor gedragsverandering na anosmisering waargenomen. Hieruit 
moet de conclusie getrokken worden dat er in het evolutionaire verleden 
directionele selectie voor een efficiënt informatieverwerkend systeem is 
uitgeoefend. Dit is een extreem scherpe selectie geweest, zodat 
dientengevolge alle genetische variatie is uitgeput. Enkele verwante 
problemen zijn ook bestudeerd: 1. Intranasale spoeling met een 
5%- zinksulfaatoplossing bleek een betrouwbare anosmiseringsmethode te 
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zijn; irrigatie met andere chemicaliën, intranasale intubatie of centrale 
methoden zoals bulbectomie werden als minder adekwaat beoordeeld. Een 
test op anosmie, gebaseerd op die van Schoots et aZ. (1978) werd 
verfijnd. 2. In een experiment dat was opgezet om het belang na te 
gaan van geurprikkels voor de detectie van nieuwheid en voor de 
daaropvolgende opwekking van exploratief gedrag, werden observaties 
verricht betreffende de respons van muizen op het aanbieden van een 
geurprikkel (levertraan) in een overigens geurloze nieuwe omgeving. De 
resultaten gaven aan dat deze prikkel geen exploratie-oproepende 
werking heeft. 
Ten vijfde werden de verdiensten van de klassieke Mendel-kruising, 
de diallele kruising en de vereenvoudigde triple-test kruising 
geëvalueerd. De klassieke kruising werd geanalyseerd met behulp van 
twee methoden: het berekenen van perfect-fit oplossingen voor alle 
genetische parameters (methode I) en de procedure van Kerbusch voor 
het zoeken van modellen (methode II) . De conclusie is dat klassieke 
kruisingen het beste kunnen worden geanalyseerd met een combinatie van 
deze twee: genetische parameters die met methode I aangetroffen worden, 
dienen opgenomen te worden in alle modellen die door methode II met 
elkaar vergeleken worden. Op deze manier kan men zeer gedetailleerde 
genetische informatie verkrijgen over twee stammen. Verder vond ik dat 
indien er epistasie aanwezig is geen zinnige interpretatie mogelijk is van 
de resultaten van de diallele kruising. Bij afwezigheid van epistasie 
levert de diallel kruising resultaten op die gegeneraliseerd kunnen 
worden naar de populatie waaruit de ingeteelde ouders voortkwamen. Er 
hangen vele theoretische en practische problemen samen met de analyse 
van een vereenvoudigde triple-test kruising. Mijn resultaten, samen met 
theoretische overwegingen, voeren tot de volgende conclusies: 1. Indien 
kleine aantallen stammen gebruikt worden, blijft de vereenvoudigde 
triple-test kruising duidelijk achter bij de diallele kruising. 
2. Reciproke verschillen tussen hybriden kunnen ongewenste afwijkingen 
in sommige toetsingsgrootheden van de analyse veroorzaken. 3. De 
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methode is vaak niet geschikt voor het analyseren van interacties tussen 
genotype en behandeling. 4. Slechts één of enkele fenotypen kunnen 
tegelijkertijd bestudeerd worden. 
De gedragsgenetica, tenslotte, heeft aangetoond dat er genetische 
variatie bestaat voor bijna ieder gedrag en dat deze variatie met vrucht 
kan worden aangewend ter bevordering van ons begrip van het 
fenotype. Er is geen enkele reden waarom dit beperkt zou moeten 
blijven tot psychofenen; andere gebieden uit de biologie kunnen 
eveneens voordeel trekken uit dit inzicht. Het veronachtzamen van 
genetische variatie valt ten zeerste af te raden en herhaaldelijk is 
aangetoond dat, wanneer de genetische variatie op een adekwate wijze 
gemanipuleerd wordt, er belangrijke vooruitgang kan worden geboekt. 
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Symbols and abbreviations 
Ρ < 0.05 Ρ < 0.01 Ρ < 0.001 
Not calculated 
BOW 
LOG 
REA 
RTC 
REE 
LEA 
LOB 
SKI 
SOB 
В 
D 
H 
К 
Body weight 
Locomotor activity 
Rearing 
Rearing toward the 
C57BL/6J//Nmg 
DBA/2J//Nmg 
C3H/St//Nmg 
CPB-K//Nmg 
cue 
Rearing elsewhere in the cage 
Leaning 
Object-leaning 
Sniffing 
Object-sniffing 
JUM 
GM 
DEF 
URI 
GRF 
GRD 
FRF 
FRD 
Jumping 
Gnawing 
Defecation 
Urination 
Grooming frequency 
Grooming duration 
Freezing frequency 
Freezing duration 
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Figure 1. Simultaneous distribution of performances of mice from the 
classical cross, as observed in the odor discrimination test, and 
the contours depicting probability P{c\x,y) = 0.50 obtained by the 
ALLOC-procedure. Abscissae: time spent in tunnel containing smoked 
cigar tobacco (t ); ordinates: time spent in tunnel containing 
mouse food {t„). Mice with t„ > 270 or t > 90 are not entered in 
the Figure. 
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Figure 2. As Figxu-e 1, but concerning the parental generations of the diallel 
6 
m = 81.6 
C57BL/6 Fi 
h 
DBA/2 
Figure 3. The genetic triangle according to Bruell. Above: Triangle based on 
an mdh model. Below: Triangle based on the observed generation 
means (dots) for leaning against the wall in the first observation. 
Expected values, based on the indicated model, are represented by 
quadrangles. Open symbols represent the F2 generation. See text for 
further explanation. 
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Figure 1*. The VtW graph for locomotor activity in the first observation. 
Entered are values for separate blocks (open symbols) and for the 
block of means (filled symbols); the numbers indicate blocks. See 
text for a further explanation. 
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Table 1. Total numbers of animals employed in the classical cross and the 
numbers of litters from which the animals came. 
Numbers of unfostered animals and litters between parentheses 
Observation 1 Observation 2 
Generations untreated saline zinc sulfate 
animals litters animals litters animals litters 
Pi (C57BL/Ò) 
P2 I DBA 12) 
Fi (DB) 
Fi (BD) 
F2 (DB χ DB) 
В (DB χ C57BL/6) 61* 
В, (DB χ DBA/2) 70 
59 (35) 22 (13) 
51* (13) 19 ( 5) 
53 (23) 18 ( 8j 
41 13 
70 21 
20 
22 
20 (13) 18 (12) 21 (lit) 1б (10) 
19 (5) 17 ( ι*) 20 (5) 13 ( 3) 
20 (8) 16 ( 7) 22 (9) 17 ( 7) 
17 13 19 и 
28 20 28 19 
29 20 29 18 
28 19 29 20 
9 
Table 2. Model employed in the analysis of the classical cross. See text for explanation 
Generation Treatment m. 
г 
¿χ* hxt i*t jx£ £х£ 
C57BL/6 
C5TBL/6 
DBA/2 
DBA/2 
DB 
DB 
BD 
BD 
DB χ DB 
DB χ DB 
DB χ В 
DB χ В 
DB χ D 
DB χ D 
control 
experimental 
control 
experimental 
control 
experimental 
control 
experimental 
control 
experimental 
control 
experimental 
control 
experimental 
О 
о 
о 
о 
1 
1 
1 
1 
i 
г 
i 
ι 
I 
I 
о 
о 
о 
о 
о 
о 
о 
о 
о 
о 
о 
о 
о 
о 
о 
о 
ι 
-ι 
-i 
ι 
о 
о 
о 
о 
1 
-1 
1 
-1 
i 
-i 
i 
-i 
I 
-I 
Table 3. Perfect-fit solutions for the parameters from Table 2, together with Mather's scaling tests, for an 
experiment without treatment 
Parameter Perfect-fit solution Standard error 
m ІВ + JD + ¡tF2 - 2B! - 2В
г
 / (
 в
/ Ц н
в
 + VD / l l ND + l 6 VF / NF + kY2 / NB + % /NB ) 
d IB - ID - JBD
 +
 ¿DB /(V BAN B + VD/UND +
 в р
/1Ш
В 0 + V D B/UN D B) 
h ¿Bj + 6B2 - 8F2 - IjB - 1JD - JBD - ÌDB /(Зб
 в
 /Ng + Зб
 в
 /Ng + 6UVF /Nj, + 9 V B / 4 N B + 9VD/ltND + 
VBD / U NBD + ^B^DB 5 
г 2B1 + 2B2 - UF2 /(J*VB / N B + UVB /N B + Ι6ν^/Νρ_) 
D 2 D 2 
J D - В
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т
г i™ - ^ / ( V B D A N B D + VDB / U NDB ) 
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А
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п
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η η
/ Ν
η π
 + UV,, /Ν
Ώ
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Table 4. Scaling procedure in the classical cross for leaning during the first 
observation 
Generation 
Raw Jx + /x + 1 In (x + 1 ) l/U + 1) 
В 
D 
DB 
BD 
DB x В 
DB χ D 
DB χ DB 
s 
г (m.s2) 
g 
r (m,s) 
2 
r (m2,s2) 
89.I 
7U.0 
111.3 
100.8 
100.2 
84.7 
95.8 
832.1 
568.3 
590.3 
382.U 
757.9 
782.I* 
1031.7 
6.96 
-0. 
-0. 
-0. 
36 
37 
38 
18.6 
17.0 
21.0 
20.0 
19.8 
18.2 
19.3 
12, 
-0, 
11.1 
7.5 
5.3 
1*.3 
10.6 
9.5 
12.6 
«я 
.93 
.75 
-0.78 
-0, .76 
ι*.ι*3 
1*.27 
1*.70 
i*.6o 
U.55 
1*.39 
1*.50 
26, 
0, 
0, 
0, 
0.17 
0.10 
0.05 
0.05 
0.26 
0.12 
0.20 
*** 
.32 
.81 
.86 
.81 
13.2 
11*.8 
9.3 
10.3 
15.1* 
13.2 
13.2 
91* 
0. 
0 
0 
66.5 
27.3 
1*.8 
9.5 
1637.8 
26.9 
2bl*.8 
*** 
.05 
.83 
.91 
.80 
12 
Table 5. Analysis of the means for leaning observed in the first session 
A = 
В = 
С = 
0.0 ± 8.5 
5.1+ ± Θ.0 
-8.0 ± 16.8 
m = 95.0 ± 18.3 
*** 
d = 12.8 ± 3.4 
h = - 7.Τ ± 1*2.8 
г 
3 
ι 
-13.U ± 18.1 
5.1* ± 11.7 
18.8 ± 25.5 
- 5.3 ± 2.3 
Table 6. Model searching procedure for leaning observed in the first session 
df best-fitting model X2/df 
##* 
6 m 13.812 
**# 
5 m h 5.165 
1* m d h 2.037 
3 m d h mi 0.273 
2 m d h m. j 0.292 
1 mdbm.il 0.218 
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Table Τ· Untransformed litter means for locomotor activity in the first 
session, diallel cross 
В 
D 
Η 
К 
1 
2 
3 
ι* 
5 
1 
2 
3 
4 
5 
1 
2 
3 
1+ 
5 
1 
2 
3 
it 
5 
1*02.3 3Θ2.7 
^ 9 0 . 3 5 8 0 . 7 
1(72.0 3 5 1 . 0 
551*.7 3 6 9 . 7 
14*9.7 1*10.0 
3 3 2 . 3 
UUO.O 
4 5 3 . 3 
3 6 6 . 7 
3 9 3 . 3 
3 7 5 . 3 
1*58.7 
3 8 6 . 7 
3 8 2 . 3 
3 7 6 . 3 
3 0 9 . 0 
3 3 5 . 3 
3 1 2 . 3 
2 5 1 . З 
2 1 7 . 0 
I+08.O 
1*53.3 
378.О 
1*25.7 
39l*.3 
2 0 6 . З 322, 
ЗО5.О 241*. 
2l*5.0 260, 
2U7.3 253, 
195.7 291*, 
3 5 9 . 7 
381*. 0 
3 5 3 . 3 
380.О 
1*27.7 
2 5 5 . 3 
31U.3 
2 5 9 . 0 
281*.0 
З 6 0 . З 
,0 
,0 
.3 
.3 
.3 
341*. 7 
1*05.3 
3 8 6 . 0 
1*25.7 
З9І*. 7 
3 2 8 . 7 
1*51*.3 
4 1 3 . 7 
1*26.0 
З 6 7 . 7 
31*8.0 297. 
1*55.3 1*19. 
3 9 3 . 3 31*5. 
3 5 1 . 7 1*01. 
3 0 1 . 0 31*8. 
275-7 
31*3.3 
25l*.3 
31*9.3 
3 1 1 . 3 
.0 
.3 
.0 
.0 
.3 
3 2 1 . 3 
3 6 5 . 3 
315.0 
3 2 7 . 7 
505.7 
379.7 
3 2 0 . 7 
3 1 8 . 7 
3 4 2 . 3 
377.7 
267.О 
3 8 5 . 7 
363.0 
392.0 
3 0 8 . 7 
209.O 21U.7 
197.0 2 6 9 . З 
11*7.3 187.0 
178.3 167.7 
180.7 11*1.7 
11* 
Table 8. Scaling procedure for locomotor activity in the first session, 
diallel cross 
Cross 
Raw хг /χ+/(χ+ΐ) l/(x+l) logU+l) x^^ 
X S* X s' X s' X S' X s' χ s' 
x10~ 2 xl0~2 xlO xlO xlO5 xlO9 xlO2 xlO1* xlO 2 xlO2 
BB 1+і+б бОТ1* 2047 5290 421 132 229 lM 264 55 7б2 19 
BD Ui2 84U 1703 586 Uo6 20 2U3 28 26l 9 74U 3 
BH 391 098 1538 528 396 23 256 U2 259 12 731 U 
BK 367 639U 1398 4379 З82 157 280 2U3 256 73 713 24 
DB 397 2534 1597 158U 398 6U 25U 108 260 31 73U 10 
DD 257 І63І 677 UU1 320 64 396 UOI 2U1 U7 63U 11 
DH 398 2480 1604 151З 399 64 25U 112 260 31 735 10 
DK 3U8 881 1217 USI 373 25 288 59 25U lU 703 U 
ив 396 1255 1577 880 398 30 253 Ui 260 iU 73U 5 
HD 381 85З 1U58 523 З90 22 263 37 258 11 725 3 
ни 366 2562 1363 1U28 3 2 69 277 lUU 256 36 71U 11 
HK 3U3 289U 1202 1271 370 88 297 256 253 51 699 14 
KB 285 2U03 831 729 337 88 359 U51 2U5 61 656 15 
KD 295 1907 883 719 3U3 63 3U4 227 2U7 39 66U 10 
KH 307 1728 955 637 350 57 330 212 2U9 Зб 67З 10 
KK 189 135U 370 227 27U 68 5U2 968 227 66 572 13 
χ 2
1 5 
r (m,s 2 ) 
1 ц 
r (m,s) 
г (ш 8 ,в в ) 
1"» 
15.89 
0.288 
0.233 
0.306 
** 
36.02 
0.55U* 
o.6oU 
0.611 
11.8U 
- 0.0U2 
- 0.130 
- 0.037 
37.04 
*** 
0.950 
0.908 
O.960 
13.3U 
- 0.532* 
- 0.529* 
- 0.531* 
11.67 
- 0.200 
- O.27I 
- 0.197 
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Table 9 · Analysis of var iance of t h e d i a l l e l t a b l e with r e p l i c a t e d blocks and 
r e p l i c a t e d diagonal 
Item df Sums of Squares 
η - 1 dev4y
r> + y^ + 2(6 - l)yrr}/2(n + 26 - 2)0 
s a ^ „ - SS - SS - SS, 
between-cel l а с а 
b l 
Ъ2 
h 
Ып -
1 
η - 1 
ln{n -
1) 
3) 
S (у - пу )г/п{п - 1)(л + 6 - 1)6 
6 d e v 4 y
r # + 2/> r - путг)/{п - 2){п + 26 - 2)і 
ь ъ1 ъ2 
η - 1 Е(и + г/
 и
) г / 2 л В 
і(п - D U - 2) Е(г/
га
 + J/
s r
) 2AB - ï(î / r - - У%г)гІ2П 
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Table 10. Final entries for locomotor activity in the first session in the 
diallel cross analysis, together with some preparatory calculations 
c f B D H К у у -у у +у +2у у +у -hy 
? 
1 392.5 1*08.0 ЗІ*1*.7 321.3 11*66.5 57.1* 3660.6 1305.6 
2 535.5 ^ З . З 1*05.3 365.3 1759.1* -10.1 1*599.9 13 6.9 
В 3 1*11.5 378.0 386.0 315.0 1І*90.5 -73.3 3877.3 1І+0 .З 
1* 1*62.2 U25.7 1*25.7 327.7 161*1.3 178.8 1*028.2 1255.0 
5 1*29.8 ЗЭ^.З 39l*.7 505.7 172l*.5 308.1 1*000.5 11*21.7 
1 332.3 261*.2 328.7 379.7 130І*.9 17.7 3120.5 1535.3 
2 1*1*0.0 27l*.5 1+51*.3 320.7 1І+89.5 63.1* ЗІ*61*.6 1817.6 
D 3 1*53.3 252.7 И З . 7 318.7 11*38.1* 195.1* 3186.8 іб70.6 
1* 366.7 250.3 1*26.0 31*2.3 1385.3 1*5.3 3225.9 172U.1 
5 393.3 21*5.0 367.7 377.7 1383.7 -^З.б 3301.0 1831.0 
1 375.3 359.7 322.5 267.0 132U.5 52.9 321*1.1 1306.1 
2 1*58.7 381*.0 ¡+37.3 385.7 1665.7 25.1 1+180.9 1557.1 
H 3 З б.7 353.3 369.2 ЗбЗ.О 11*72.2 1*9.0 ЗбЗЗ. 11*18.6 
1* 382.3 380.0 376.3 392.0 1530.6 -1*6.7 3860.5 1б02.7 
5 376.3 1*27.7 32І».7 308.7 1І*37 Л 39.0 31*85.2 1537.0 
1 309.0 255.3 275.7 211.8 1051.8 -128.0 2б55.2 1381*.1* 
2 335.3 31І+.3 31*3.7 233.2 1226.5 -78.1* 2997.θ 1598.6 
К 3 312.3 259.0 25l*.3 167.2 992.8 -171.1 2І*91.1 11*87.9 
h 251.3 281*.О 31*9.3 173.0 1057.6 -177.1» 2638.6 ібОО.б 
5 217.0 ЗбО.З 311.3 161.2 10І+9. -303.5 2725.5 1758.3 
У
..
 У
. 
1 11*09.1 1287.2 1271.6 1179.8 511*7.7 1191.0 
2 1769.5 11*26.1 161*0.6 130І+.9 6і1*1.1 11*80.5 
У
 г
 3 1563.8 121*3.0 11*23.2 1163.9 5393.9 1200.6 
1* 11*62.5 131*0.0 1577.3 1235.0 5біІ*.8 1261.8 
5 і!*і6.1* 11*27.3 1398.1* 1353.3 5595.1* і іб0.7 
17 
Table 11. Block of sums of the means of Table 10 and some preparatory-
calculations 
»r. 
Ï 
в 
D 
H 
К 
y.v 
Уг.-У.г 
yr;y.v+2yrr 
Уг?У.г-
w 
2231.5 
19 5.6 
1979.3 
1U2U.9 
7621.З 
1*60.9 
20166.5 
6777.5 
0.0 
-73.7 
22.9 
-1*10.1 
2059.3 
1286.7 
190U.7 
11*72.9 
6723.6 
278.2 
16298.8 
8578.6 
73.7 
0.0 
-85.7 
-266.I 
1956.I* 
1990.I* 
183О.О 
15ЗІ+.З 
7311.1 
119.3 
181*01.5 
71*21.5 
-22.9 
85.7 
0.0 
-I82 .I 
1835.0 
1739.1 
1716.I* 
91*6.1* 
6236.9 
-858.1* 
ІЗ508.2 
7829.8 
1*10.1 
266.1 
182.1 
0.0 
80 2.2 
7001.8 
71*30.1* 
5378.5 
27892.9 
629l*.6 
2711*.5 
м
 т 
У
ш 
У 
* · 
-by 
18 
Table 12. Analysis of variance of 
Item Sums of Squares 
a 
b 
bl 
h 
h 
о 
d 
Between-cell 
Blocks 
Diagonal 
Sxt 
Residual 
Bxa 
Bxb 
flxbj 
Bxb2 
в*ь3 
Bxo 
Bxd 
Total 
1*10668.6 
10681*0.2 
1*9123.1* 
569З6.О 
78О.8 
26022.7 
2522.5 
51*6051*.0 
1*651*0.7 
52730.5 
105610.3 
15831*0.8 
23250.9 
281*80.5 
10019.h 
10537.7 
7923.1* 
19Θ5Θ.8 
31*020.1 
750935.5 
activity in the first session 
df Mean Squares F 
3 
6 
1 
3 
2 
3 
3 
15 
1* 
20 
60 
80 
12 
21* 
1* 
12 
8 
12 
12 
99 
136889.5 
17806.7 
1*9123.1* 
18978.7 
390.1+ 
867I*. 2 
81*0.8 
361*03.6 
ІІ635.2 
2636.5 
176O.2 
1979.3 
1937.6 
II86.7 
250l*.9 
878.1 
990.1* 
165·*.9 
2835.0 
75Θ5.2 
70.6 
15.0 
19.6 
21.6' 
0.1* 
j 
5.2 
0.3 
18.i*1 
5.9' 
19 
Table 13. The variances (V ) of parental rows and the covariances (W' ) of 
parental rows with the non-recurrent parent 
Block II III IV Means 
Array 
В 
D 
H 
К 
1055 .h 
2 0 5 3 . 6 
1U9U.2 
2»*55.9 
5756.Τ 
6 6 8 6 . 0 
1107.5 
3U68.5 
2 2 2 9 . 7 
592l*.1 
1315.1 
1*776.0 
5 1 7 7 . 0 
5 ? 9 6 . 6 
305.1+ 
6 8 9 7 . 9 
8 0 5 . 1 
5190 .7 
1898.5 
9291*. 5 
21*87.3 
1*588.1 
9 8 6 . 9 
1*51*7.1 
Β 
D 
Η 
Κ 
2195.9 8965.8 
2U80.8 10770.0 
21*08.6 3598.1* 
257ΐ*.5 6712.6 
3251.3 11*722.5 
1+531*.1* 17^56.0 
3902.8 1*705.9 
5030.1* 10181.1 
3687.7 
71*60.8 
3089.7 
6771 .1 
W 
г 
5917.1* 
13381*. 9 
1*1*01*. 8 
1151*7.1 
81*53.2 
721*7.5 
101*1.1 
6661*. 1 
••"ι. 
13630.2 
125ΐ*1*.1 
131*6.5 
13562.0 
2 9 7 7 . 2 
3 3 5 1 . 8 
2 3 6 2 . 5 
7 8 9 6 . 3 
3 7 8 2 . 3 
851*2.5 
1*261.0 
17190.θ 
1*928.9 
601*3.9 
21*70.6 
5 7 9 1 . 7 
71*16.2 
10632.0 
31*57.5 
10338.8 
W - ν 
Β 
D 
Η 
Κ 
111*0.5 
1*27.2 
911*.1* 
118.6 
3 2 0 9 . 1 
1*081*. 0 
21*90.9 
321*1*.1 
11*58.0 
1536.7 
1771*.6 
1995.1 
3 2 7 6 . 2 
1950.9 
7 3 5 . 7 
- 2 3 3 . 8 
2172 .1 
- 1 8 3 8 . 9 
1*61*. 0 
- 1 3 9 8 . 0 
21*1*1.6 
11*55.8 
11*83.7 
121*1*.6 
20 
Table lU. Analyses of variance of the estimates of W and V 
Item df Mean Square 
W +V 
r r 
W -V 
r V 
Array Differences 
Block Differences 
Residual 
Total 
Array Differences 
Block Differences 
Residual 
Total 
3 
It 
12 
19 
3 
it 
12 
19 
6587h397.0 
32380863.О 
1^70890^.8 
26508079.O 
199109^.8 
61t96968.1 
1102lt73.8 
23781t65.1+ 
2.03 
2.20 
0.31 
5.89: 
Table 15. The analysis of variance for the regression of W on V 
Item Sums of Squares df Mean Square 
Joint regression 
Heterogeneity 
Remainder 
Total 
Item 
Slope ± SE 
Intercept ± SE 
7731389U.6 
6851181t.6 
IO665566.6 
9 Г57087.9 
Estimate 
0.871 ± 
206З.І ± 
0, 
872, 
1 
It 
lit 
19 
.086 
.2 
7731389'+. 6 
I712796.2 
761826.2 
It 987215.2 
"14 
1.5 
2.1t* 
Table 16. Second-degree statistics for the diallel table with replicated 
blocks and replicated diagonal 
S t a t i s t i c Expectation 
V
r 
D + Τ/δΒ 
J (Ζ) + Il1 - H2 - F) + {δ(η - 1) + 2}T/2&ns& 
ÌD - iF + Т/&П& 
i(D + H1 - F) + {6(n - 1) + 2}Τ/26ηβ 
Parameter P e r f e c t - f i t so lu t ion 
D 
h 
F 
(lh)s 
CWd) 
UV 
u/v 
hU) 
htb) 
к 
Vp - Γ/δ 8 
h(V
r
 - У
г
) + Vp - tn(26 + 1) - 2&}Т/Ш 
k(V - V-) - 2{δ(η - I) 2 + 2n - 2}T/Sn!B 
2V - hW
r
 - 2(n - 2)Τ/&η?> 
k{M0 - Мр)г - l*(n - 1){(и - 1) + &}Т/6пгВ 
iF/{D(H1 - И2)}* 
H2/hHl 
КШ^ + ?}/{(!»ОТ2)* - F} 
(D * Н1 - Н2 - F)/2MS t o t a l 
(о
 + я1 - ів2 - F ) / 2 M s t o t a l 
л*/Я, 
22 
Table 16, continued 
Block I I I I I I IV V Means 
S t a t i s t i c 
V бОЗиЛ 19918.0 12361*. 7 16591.6 13120.8 12990.1 
V- 1088.li 3022.9 2391.0 231*2.9 11+32.3 1917.8 
~W 2ltll*.2 7511.Τ 5252.3 5851.5 Ui 1*7.0 1*808.0 
V 1761*. 0 1*251*.7 3561.2 1*1*19.2 1*297.2 3152.1* 
М0 321.7 383.8 337.1 350.9 31*9.7 Ъ^Ъ.І 
М
р
 297.8 370.1 300.1 315.5 290.2 31І+.7 
Parameter 
Н1 
Н2 
F 
( Σ Α ) ' 
CWd) 
UV 
u/v 
hU) 
htb) 
к 
501*2.3 
- 5 2 5 . 0 
- 2 6 6 . 6 
11*22.1* 
0 . 0 0 
1357.0 
- 1 . 0 0 
0.1*6 
0.1*6 
18926.0 
2931.1* 
1958.3 
8799.6 
0 .39 
- 1 7 7 . 0 
1.03 
0.17 
3.89 
0 .65 
0 .71 
0 .00 
11372.7 
161*1.7 
1711.9 
2 7 3 0 . 6 
0 . 3 8 
1*51+8.2 
0 . 2 6 
1.92 
0 . 6 0 
0 . 6 7 
2 . 6 6 
15599.6 
6 9 0 3 . 8 
5 3 3 6 . 3 
8787.6 
0 .67 
1*081*. 8 
0 . 8 9 
0 . 1 9 
2.1*7 
0.1*9 
0 . 6 5 
0 . 7 7 
12128.8 
9 7 6 3 . 0 
81*90.7 
8661*. 0 
0 . 9 0 
13233.2 
1.10 
0 . 2 1 
2 . 3 2 
0 . 2 9 
0 . 5 0 
1.56 
12792.2 
5 5 7 2 . 8 
1*31*1*.6 
651+7.1 
0.66 
1*1*38.1* 
0 . 8 3 
0 .19 
2 .27 
0.1*9 
0.61* 
1.02 
23 
T. Untransformed litter means for locomotor activity during the first 
observation, the simplified triple-test cross 
1+02.3 
580.7 
351.0 
369.7 
41*9.7 
200.3 
305.0 
26О.З 
253.3 
29І+.З 
297.0 
1+55.3 
393.3 
351.7 
301.0 
21I+.7 
197.0 
1І+7.3 
I67.7 
1І+1.7 
382.7 
1+90.3 
1+72.0 
55I+.7 
1+10.0 
1+08.0 
1+53.3 
378.0 
1+25.7 
З9І+.З 
3UU. 7 
1+05.3 
386.0 
1+25.7 
З9І+.7 
321.3 
З65.З 
315.0 
327.7 
505.7 
309.0 
335.3 
312.3 
251.3 
217.O 
255.3 
ЗІІ+.З 
259.0 
28!+. 0 
З60.З 
275.7 
ЗІ+3.7 
25І+.З 
ЗІ+9.З 
311.3 
209.0 
269.З 
187.0 
178.3 
18O.7 
Table 18. Locomotor activity in the first session, smraned over replicates, 
together with the simplified triple-test cross analysis 
Parents 
L 1 
L
2 
Sums 
Differences 
E p i s t a s i s 
2153.1* 
2309.7 
1U2U.9 
373U.6 
881». θ 
1581.2 
1319.2 
2059.3 
11*72.9 
3532.2 
586Λ 
2213.0 
1798.3 
1956.1* 
153»*. 3 
31*90.7 
1*22.1 
1692.1* 
868.1* 
1835.0 
102U.3 
2859.3 
810.7 
1990.9 
333ишз = E ( L1i + L 2 i ) 2 / 2 ß - U ( L 1 i + ^i)}í/2fSn 
^Differences = í(L1i " L 2 i ) 2 / 2 ß " { E ( L1i " L 2 i ) } 2 / 2 & П 
SS
Epistasis =
 Z ( L1i + L2i - P i ) 2 / 3 ß - Í E ( L1i + L2i " W * * " 
df = n-1 
25 
σ\ Table 19. Effects of an olfactory cue (cod-liver oil), present in an otherwise odorless novel environment, upon 
behavioral components in inbred mice observed over 15 min 
control odor cue control odor cue control odor cue control odor cue 
21 (10) 20 (10) 
252±12 2б9±18 
67±5 81+7 
2.3±0.6 3.0±0.8 
21.7±3.1+ 2lt.8±2.7 
I*l*1±l6 l*10±lU 
3.9+0.U 5.2±0.U 
31+5 35±5 
N a (nb) 
LOC 
LEA 
ETC 
REE 
SNI 
DEF 
GRD 
20 (13) 
3l»0±32 
91±10 
5.U1.0 
35.5±5.2 
388±21 
2.9±0.7 
25±6 
20 (12) 
360±33 
98+10 
1*.θ±1.0 
32.9±1*.5 
392+21 
3.0±0.6 
2&±h 
20 (15) 
181+19 
50+U 
і.5±о.б 
22.2+3.3 
збо+із 
6.3±0.7 
321±h5 
20 (13) 
183+19 
59±ll· 
1.2±0.U 
25.7±1*.0 
Зб2±9 
б.0±0.б 
ЗОІИ51 
20 (lit) 
б ± і з 
22+U 
0.2+0.1 
1».5±1.9 
21б±20 
9.2+1.0 
6U±19 
20 (13) 
78±9 
23±3 
0.1»±0.2 
5.212.0 
21*8+1б 
7.1±0.8 
73+19 
EL · и • . . 
Different from control at P<0.05. Number of animals tested. Number of litters from which the animals came. 
Table 20. Strain differences for behavioral components in inbred mice observed over 15 min in an odorless novel 
environment, with and without an olfactory cue (cod-liver oil) present 
Comparison B - D B - Η В - 1С D - Η D - K H - K 
control odor control odor control odor control odor control odor control odor 
cue cue cue cue cue cue 
LOC *** *** * ** *** *** ** ** 
LEA ** ** *** **# # * 
HTC ** ** * *** *** *** *** 
REE * *** *** 
SHI *** *** *** #* 
DEF ** ** ** *** *** ** 
*** 
*#* 
*** 
#** 
* 
*## 
*** 
**# 
* 
*** 
*** 
*** 
*** 
*** 
*** 
*** 
*** 
*** 
*** 
*** 
*** 
*** 
* x * 
* 
Ю 
—1 
го 
CD 
Table 21. Results of the classical cross (untreated mice) and analysis of the means according to method I 
Variable: BOW LOC REA LOB SN I 
Transformation: In (χ + 1 ) /г + /(χ + i) /χ + /(χ + 1) /χ + /(χ + i) untransformed 
χ s
2
 χ s
2
 χ s
2
 χ Ξ
2
 χ Ξ
2 
Generation 
D 
Β 
DB 
BD 
DB x D 
DB χ В 
DB х DB 
3.26 
3.30 
З.И 
3.1*7 
3.39 
3.1*3 
3.1*0 
5.07 
7.1*1 
5.1*0 
6.Il* 
12.02 
13.1*5 
IS.?"* 
35.1 
1*3.8 
1*1*.1 
1*2.1 
35.1* 
39.7 
37.1 
53.9 
15.3 
16.I 
11.9 
39.5 
16.9 
33.9 
13.1* 
18.1 
18.2 
18.2 
13.1* 
15.8 
15.7 
12.7 
16.9 
10.6 
11.6 
11*.6 
11.1 
15.0 
5.62 
і*.зб 
9.00 
7.90 
6.69 
1*.90 
6.21* 
9.ЗІ* 
12.73 
11.55 
9.13 
9.55 
15.77 
13.55 
280.3 
251.5 
317.1* 
1*07.1 
1*67.1 
535.1* 
501.1* 
7U39 
16786 
887I* 
З561 
5710 
З87І* 
8076 
t-test df 
В -
в -
в -
D -
D -
DB 
D 
DB 
BD 
DB 
BD 
- BD 
111 
110 
98 
105 
93 
92 
2.66 
7.63 
10.32 
11.il* 
41 
ІЗ.89 
* 
З.69 
7.98 
О.36 
2.2h 
7.85 
5.67 
2.51 
6Λ7 
0.20 
0.1Ι* 
* 
7.35 
6.65* 
0.05 
2.00 
7.03 
5.19 
5.1+2 
З.6З 
1.61* 
1.38 
3.05 
7.17 
2.12 
8.O6 
5.32 
Table 21 t continued 
го 
Variable : BOW LOC 
Transformation : In (χ + 1] /E + /(χ + 1 ) 
Scaling test 
Parameter 
estimate SE estimate SE 
A 
В 
С 
-0.15 
-0.05 
0.03 
0.03 
-0.18 о.об 
8.6 
6Л· 
16.6* 
1.3 
1.9 
3.1 
m 
d 
h 
i 
3 
I 
m. 
г 
3.25 
•0.01 
0.U3 
0.03 
0.10 
•0.2k 
0.03 
о.от 
0.01 
0.17 
0.07 
Ο.Οί* 
0.10 
0.01 
37.9 
5.'t 
- 8 . 1 
1.6 
- 2 . 2 
13Λ 
* 
- 1 . 0 
3.1t 
0.7 
8.0 
3.3 
2.3 
l t .8 
o.h 
REA LOB SNI 
/x + /(x + 1 ) 
estimate SE 
/χ + /(χ + 1 ) 
estimate SE 
untransformed 
estimate SE 
U.B L I 
U.Q 1.2 
5.0* 2.1 
3.57 1.19 
О.іі» 0.97 
1.93 1.98 
*** 
-501.9 26.3 
*** 
-21*6.9 23.5 
*** 
-lU9.U 50.2 
*** 
20.3 *** 
2.3 
• 1 6 . 3 ^ 
- l t . 6* 
0.1 
* # * 
l i t . 2 
0.0 
2.2 
0.1t 
l t .1 
2.2 
l . l t 
3.2 
0.3 
6.76 : 
- 0 . 6 3 
-3.79 
- 1 . 7 8 
-2.32 
5.1t8 
-0.55 
2.17 
0.31 
It.Olt 
2.15 
1.39 
3.17 
0.33 
266.5 
-59.2 
*** 
81*3.9 
- 0 . 6 
* * # 
255.0 
• „ * * * 
-71*8.2 
i*l».8 
50.2 
13.0 
116.2 
1*9.1 
35.3 
69.3 
8.0 
Table 21, continued 
Variable: SOB JIM 
Transformation: untransformed 1/(x + l) 
χ s
2
 χ s
2 
G e n e r a t i o n 
D 
В 
DB 
BD 
DB χ D 
DB χ В 
DB χ DB 
33 .0 
3 2 . 6 
U8.8 
1+1.0 
36.7 
32.0 
3U.3 
2 0 0 . 8 
2 0 7 . 1 
1 5 7 Л 
i o U . 3 
2 6 2 . 6 
2 8 3 . 2 
2 7 2 . 9 
0 . 6 8 
0 . 8 5 
0 . 2 7 
0.U6 
0 . 7 1 
0.7!+ 
0.66 
0.11 
0 . 0 8 
0 . 0 7 
0 .11 
0 . 1 2 
0 .11 
0 . 1 3 
t - t e s t df 
В -
в -
в -
D -
D -
DB 
D 
DB 
BD 
DB 
BD 
- BD 
111 
110 
98 
105 
93 
92 
O . l U 
* 
6.31 
3.21 
6.11 
я 
3.07 
* 
3.23 
2 . 9 ^ 
11 .22 
6 . 5 0 
6 .91 
3 .26* 
2 . 9 5 
GNA DEF URI 
1 / U + 1) /ж + /(ж + 1) u n t r a n s f o r m e d 
0.57 
0.90 
0.7б 
0.75 
0.1+7 
0.73 
0.58 
0.11 
0.05 
0.10 
0.11 
о.о8 
0.10 
0.10 
5.12 
2.5k 
h.98 
5.17 
5.52 
3.95 
5.10 
2.07 
2 . S1* 
3.99 
3.16 
1.91 
3.15 
2.58 
0.20 
0.27 
0.36 
0.1+6 
0.59 
0.53 
0.51 
0.17 
0.20 
0.21+ 
0.25 
0.25 
0.25 
0.25 
* * * * # * 
6 .32 8 .97 0.81+ 
„ * * * * * 
2.82 7.16 1.20 
* * * * * л 
2.72 7.72 2.00 
З.Об 0.1+1 2.00* 
2.70 0.15 2.78 
0.10 о Л 7 0 . 8 3 
*# 
Table 21, continued 
Variable: SOB JUM 
Transformation: untransformed l/(x + 1) 
estimate SE estimate SE 
Scaling t e s t 
A 
В 
С 
, *** 
17.ί* 
0 . 6 
. * 
18.0 
U.9 
U.6 
8.7 
*** 
-0.36 0.10 
-0.28* 0.11 
-0.38 0.20 
Parameter 
m 
d 
h 
i 
3 
ι 
32.8 
3.7 
-5.9 
0.0 
-16.8 
18.0 
-3.9 
9.8 
1.8 
23.7 
9Л 
6.7 
IU.3 
1.2 
0.51 
-0.01 
0.75 
0.2б 
0.09 
* 
-0.90 
0.09 
0.21 
O.OU 
0.51 
0.21 
0.15 
0.31 
0.03 
GNA DEF URI 
l/U + 1) 
estimate SE 
/χ + /(x + 1 ) 
estimate SE 
untransformed 
estimate SE 
0.19 
*** 0.37 
*** 0.65 
0.09 
0.09 
0.17 
-0.38 
-0.75 
„ * * 
-2.58 
0.56 
0.U7 
0.91 
-0Λ1 
-0.50 
-0.71* 
0.15 
0.15 
0.27 
*** 0.61» 
*** 
0.17 
•0.35 
0.09 
0.19 
0.1t6 
0.00 
0.18 
0.03 
0.31» 
0.18 
0.12 
0.27 
0.03 
5.28 
-1.29 
- 0 . 5 3 
-1.1+5 
-O.56 
0.32 
0.09 
O.96 
0.1I* 
I .81 
0.95 
0.62 
1.U3 
0.20 
O.O6 
0.03 
1.1*5 
0.18 
-0.18 
* 
-1.10 
O.Olt 
0.30 
O.OU 
0.56 
0.30 
0.19 
0.1*1+ 
0.05 
ω Table 21, continued 
Variable : 
Transformation : 
Generation: 
D 
В 
DB 
BD 
DB x D 
DB x В 
DB x DB 
í-test df 
В - D 111 
В - DB 110 
В - BD 98 
D - DB 105 
D - BD 93 
DB - BD 92 
GRF 
In (χ + 1) 
2.62 0.26 
2.31 0.27 
1.90 0.18 
2.13 0.21 
2.35 0.25 
2.02 0.32 
2.30 О.Зб 
t 
** 
3.21 
*** 
h. U9 
1.72 
*## 
7.89 
**# 
I+.78 
* 
2.50 
GRD FRF FRD 
l / U + 1) x 103 1/(x + 1) l/(x + 1) 
7.8 58.6 0.84 0.07 0.75 0.16 
52.3 
З8.0 
30.7 
15.8 
1+2.7 
27.8 
917.5 
1333.5 
1*1+7.3 
231.1 
1002.0 
556.2 
O.9O 
0.66 
О.69 
0.77 
0 . 9 ^ 
0.80 
O.0I+ 
O.O8 
0.09 
0.08 
0.03 
O.O8 
0.81» 
0.1*6 
0.50 
0.63 
0.90 
0.68 
0.11 
0.20 
0.22 
0.21 
0.08 
0.19 
*** 
10.53 
2.28 
*»* 
3.95 
#** 
5.96 
* # * 
7.1*0 
1.13 O.5O 0.1*5 
1.31 
*** 5.15 
*** U.19 
*** 3.51 
** 2.71 
1.32 
*** 5.18 
##* 1*.25 
**# 3.53 
** 2.77 
Table 21, continued 
Variable : GRF 
Transformation: In {x + l) 
estimate SE 
Scaling test 
A 0.18 0.17 
В 0.05 0.16 
С -0.23 0.32 
Parameter 
#** 
m 
d 
h 
г 
J 
ι 
m • 
2 . 9 3 
*** 
- 0 . 2 7 
- і . б о 
-0.1*6 
- 0 . 1 3 
0 . 7 0 
* 
0.11 
0 .35 
0 . 0 7 
0 . 8 2 
0.3І+ 
0 . 2 3 
0.1*9 
0 .05 
00 
GRD FRF FRD 
1/(χ + 1) χ 103 :/{χ + 1) ΐ/(χ + 1) 
estimate SE estimate SE estimate SE 
U.8 
6.8 
17.5 
10.2 
5.0 
13.U 
*** 
- 0 . 3 2 
- 0 . 0 1 
- 0 . 1 1 
O.I6 
0.09 
0.15 
*** 
-0.1*9 
0.00 
-0.15 
0.10 
0.11* 
0.21* 
21*. 1 
*** 
2 2 . 3 
1*.5 
5 .9 
9 . 2 
5 .7 
- 3 . 6 
1I+.I* 
2 . 0 
2 8 . I 
11*.2 
9.6 
2 2 . 0 
3 .0 
*** 
Ο.65 
0 . 0 3 
Ο.58* 
0 . 2 2 
„ * * 0 . 2 8 
* 
-O.56 
0 . 0 2 
Ο.16 
0 . 0 2 
0 .27 
O.I6 
0 . 0 9 
0 . 2 3 
0 . 0 3 
0 Λ 6 
0 .05 
Ο.85 
О.3І* 
, *** 
0.1*5 
„ * 
-О.83 
0 . 0 2 
Ο.25 
o.oi» 
0.1*1* 
0 .25 
0 .15 
0 . 3 6 
0 . 0 5 
Table 22. Scaling procedure in t h e c l a s s i c a l cross for locomotor a c t i v i t y 
observed in t h e f i r s t sess ion 
Raw /x + /(x + 1 ) In (x + 1 ) 1/(x + 1) 
Generation 
X s ' 
D 
В 
DB 
BD 
DB x D 
DB χ В 
DB χ DB 
320.8 
1*83.8 
1+89.9 
1*1*6.3 
323.0 
397.0 
352.8 
15757.0 
7530.1 
8326.1* 
5133.0 
12722.0 
681*1*. 3 
9181*.1* 
35.11 
1*3.81* 
1*1*. 11 
1*2.11* 
35.1*3 
39.67 
37.15 
53.89 
15.35 
16.10 
11.89 
39.1*9 
16.86 
33.89 
5.68 
6.17 
6.18 
6.09 
5.72 
5.97 
5.81 
0.21 
0.03 
о.оз 
о.оз 
0.13 
O.Ol* 
0.17 
38.38 592.96 
21.28 llt.13 
21.01 13.17 
22.98 16.87 
35.16 191.86 
26.20 30.05 
35.1*7 2216.20 
Х
г
 16.07 
з 
Г (m,s 2 ) -0.97 
г 
r (m,s) 
-0.95 
г ( т г , з г ) -0.96 
г 
39.21* 
-1.00 
-0.99 
•1.00 
85.66 
-1.00 
-1.00 
- 1 . 0 0 
295.62 
1.00 
1.00 
1.00 
31* 
Table 23. Scaling procedure in the classical cross for rearing observed in the 
first session 
Raw /x + /(x +1 ) In (x + 1 ) 1 / (x + 1 ) 
Generation 
D 1*7.^ З 538.02 
В 85.h9 1261.10 
DB 85.25 819.ЗІ* 
BD 85.12 975.Об 
DB χ D U7.89 735.6U 
DB χ В 61*.36 768.27 
DB χ DB 61*.91* 881.13 
Х
г
 9.93* 
з 
г ( т , з г ) 0.9І+ 
г 
# 
г (m,s) О.96 
2 
г ( ш г , з г ) 0.9k 
г 
x s ' 
Х103 х Ю 6 
13.39 
18.09 
18.21* 
18.20 
13.38 
15.77 
15.72 
3. 
0. 
0. 
0. 
12.67 
16.90 
10.59 
11.56 
11*.65 
11.08 
11*.98 
1*1* 
05 
02 
05 
З.7І* 
і*.35 
1*.39 
U.39 
3.73 
1+.09 
1*.0б 
1 1 . 
- 0 . 
- 0 . 
- 0 . 
0.3І+ 
0.26 
0.16 
0.15 
0.37 
0 . і 8 
0.32 
** 
76 
* 
97 
96* 
97 
28.63 
15.02 
13.62 
13.37 
29.87 
18.23 
21.21 
85. 
1. 
1. 
1. 
1+0І*.2б 
117.61* 
63.78 
29.02 
670.1*3 
69.01 
1+30.05 
61+*** 
*** 
00 
** 
,00 
*** 
00 
35 
Table 2h. Untransformed cell means of mice observed in the first session, 
the diallel cross 
В 
H 
К 
в 
H 
î 
в 
D 
H 
К 
В 
D 
H 
К 
В 
D 
H 
к 
В 
D 
H 
к 
В 
D 
H 
К 
В 
D 
H 
К 
В 
D 
H 
К 
2 5 . 9 
3 2 . 3 
З І . і * 
3 1 . 0 
8 3 . 7 
98 Л 
123.U 
6 5 . 1 
6 7 3 . 0 
561*.2 
6 2 9 . 6 
5 6 2 . 0 
1.5 
3 . 3 
3 .5 
1.3 
3 .9 
7 . 3 
5 . 3 
5 . 3 
6 . 8 
10 .0 
5 .0 
9 . 5 
0 . 0 3 
O.hO 
1.1+0 
1.60 
2 9 . 5 
2 5 . 3 
33 .0 
2Θ.3 
9 7 . 7 
78.l i 
9 0 . 9 
6 8 . 9 
6 5 0 . 6 
U80.5 
573.1 
6 0 8 . 6 
5.1 
1.1* 
6.6 
2 . 9 
6 . 5 
6 . 8 
5.1 
9 . 7 
9 . 6 
13.1* 
5.9 
8 . 8 
0 . 3 3 
0.1*7 
0 . 9 3 
0 . 9 3 
B0W 
3 0 . 7 
3 2 . 8 
3 0 . 3 
31 .1 
LEA 
117.9 
9 9 . 3 
9*1.1 
8 2 . 9 
SNI 
666.lt 
556.5 
5 9 0 . 2 
5 9 7 . 3 
JUM 
2 . 5 
1*.1 
1*.7 
2 . 5 
DEF 
5.1* 
5 .9 
1*.2 
9 . 3 
GRF 
7.6 
8.8 
6.8 
7.1* 
FRF 
0.1*0 
0.1*7 
: 0.1*7 
0.1*0 
2 9 . 9 
28.О 
3 1 . 9 
2 6 . З 
9 0 . 9 
79.1* 
8 9 . 9 
1*6.2 
6 0 6 . 6 
551.1 
5 8 8 . 3 
523.9 
5.7 
5.9 
1.9 
0 . 2 
6 . 2 
h.l 
9.6 
6 . 3 
9 . 8 
7 . 7 
10.0 
10.8 
0 . 7 3 
1.33 
0 .80 
0 .20 
62.О 
6 5 . 7 
1*9.1 
1*7.3 
10 .8 
19 .9 
19.0 
11.1 
3 7 . 1 
1*3.9 
1*7.5 
2 9 . 5 
0.1* 
1.0 
0 . 6 
0.1* 
0.1* 
0 . 7 
0.1* 
0 . 5 
2 5 . 8 
7 1 . 3 
2 1 . 8 
7 5 . 9 
0 . 3 
10.5 
31*.3 
3 9 . 3 
71*.1 
1*3.2 
6 0 . 3 
6 5 . 9 
2 0 . 7 
12.1* 
2 5 . 5 
16.O 
1*5.3 
3 3 . 3 
52 .1 
3 7 . 5 
0.1* 
2 . 3 
0 . 8 
0 . 2 
0 . 5 
0 . 5 
0 . 3 
0 . 8 
5 6 . 6 
2 1 9 . 2 
2 8 . 9 
6 7 . 1 
2 . 7 
7 . 1 
2 5 . 2 
2 5 . 9 
REA 
LOB 
S0B 
GNA 
URI 
GRD 
FRD 
59 .7 
6 2 . 0 
3 6 . 3 
5 8 . 5 
15.0 
2 5 . 5 
22.1* 
2 1 . 7 
1*1.2 
50.1* 
55 .5 
1*7.5 
0 . 8 
1.6 
1.3 
0 . 9 
0 . 5 
0.2 
0 . 3 
0 . 7 
32 .9 
5 2 . 3 
1*0.2 
39.1* 
16.1 
7 .5 
9 .6 
25 .1 
81*.2 
8 2 . 7 
7 5 . 9 
2 3 . 0 
2 0 . 6 
2 2 . 0 
2 0 . 5 
7 . 8 
1*1.1* 
1*3.2 
5 2 . 3 
2 6 . 5 
0 . 2 
0 . 3 
0 . 5 
0 . 2 
0.1* 
0 . 2 
0 . 9 
0 . 2 
7 7 . 7 
1*7.3 
1*3.7 
81*.2 
9 . 7 
2 2 . 3 
3 1 . 6 
3 .5 
36 
Table 25. F-values obtained in the Hayman diallel cross analysis of the results from the first session 
Variable 
Transformation 
d f 
BOW REA LEA LOB 
x
?
 /x+/(x+l) /x+/(x+1 ) raw 
SNI SOB JUM 
*** Between cells 
a 
b 
b l 
b2 
bz 
a 
d 
Blocks 
15,80 
3,12 
6,21* 
1, 1* 
3,12 
2, 8 
3,12 
3,12 
1*,80 
6.09 
*** 
12.22 
6.1*5 
*« 
33.01 
0.1*0 
3.93 
0.82 
0.60 
0.10 
6.95 
5.27* 
*** 
10.39 
* 
17.О8 
** 
IO.56 
0.38 
** 
8.50 
0.12 
1.61* 
9.02 
1*0.38 
6.07 
15.01* 
1.1 
3.16 
2.32 
0.53 
I+.05 
З.65 
* 
5.10 
6.89 
1*2.88** 
2.1*1 
1.55 
1.2І+ 
1.00 
*** 
10.75 
6.29 
*** 
12.80 
5.1*5 
* 
7.79 
3.35 
8.U9* 
2.79 
0.10 
11.67 
1».50 
8.69** 
** 
5.02 
166.85*** 
2.87 
1.79 
2.35 
0.36 
, „ *** 
6.83 
' t.sg 
6.19 
6.92 
25.11*' 
6.37' 
0.21» 
2.61 
1.61 
7.67 
ω 
Table 25, continued 
Variable GNA DEF 
Transformation /x+/(x+l) /a;+/(i+1 ) 
df 
Between c e l l s 
α 
Ъ 
Ъ1 
h 
h 
с 
d 
Blocks 
15,80 
3,12 
6,2l* 
1 , Ь 
3,12 
2 , θ 
3,12 
3,12 
M o 
5.21 
12.77 
2.18 
13.28 
2.78 
0.51* 
2.32 
0.12 
1.86 
* 
2.79 
7.55 
I » . * " 
* * 
39.97 
1.1+3 
* 
6.02 
1.85 
2.36 
0.83 
URI GRF GRD FRF FRD 
1/(х+1) х 1 / Э х 1 / Э х 1 / Э log(x+l) 
* 
1.92 
0.68 
3.38* 
5.33 
1.86 
5 Л 1 * 
1.09 
і.зб 
0.73 
* * * 
3.56 
*** 
11.35 
2 . 6 1 * 
U.75 
3.15 
1.73 
0.71» 
l t . 5 8 * 
0.33 
11».81 
39.63 
lU.37 
7 8 Λ 9 
* # * 
15.07 
2.71 
0.83 
2.29 
0.62 
*** 
з.зо 
2.85 
„ * * * 
7.85 
** 
32.37 
3.39 
3.62 
2.67 
0.2U 
0.67 
* • 
3.19 
3.01 
7.79*' 
17.22* 
2.21 
8.57* 
2.51 
о.іі* 
0.91 
Table 26. Results of the analysis of the variance and covariance in the first observation, diallel cross 
u> 
43 
V a r i a b l e 
T r a n s f o r m a t i o n 
W + V a r r a y s 
W + V b l o c k s 
W - V a r r a y s 
W - V b l o c k s 
j o i n t r e g r e s s i o n 
h e t e r o g e n e i t y 
E s t i m a t e 
s l o p e ± SE 
i {D - H1 ) ± SE 
Τ 
D 
h 
h 
F 
AHJ/D) 
h
'(n) 
h
'(b) 
C(h/d) 
UV 
BOW 
χ
2
 χ Ю
-
" 
df F 
3,16 1.38 
1+,12 0.3Θ 
3,16 0 . 5 6 
Ί , 1 2 1.99 
1,18 5 9 . 8 0 
U.lU 0 .T2 
0 . 7 3 ± 0 . 1 0 
-1.0U ± 0 . 5 3 
2 Λ 0 
1.31 
5M 
5.57 
- 0 . 1 3 
2 . 0 5 
O.16 
0.1*9 
0 . 2 5 
] 
/x + 
df 
3,16 
U,12 
3,1* 
1*,12 
1,18 
U . i U 
SEA 
Αχ * D 
F 
* * * 
13.37 
1.29 
0 . 3 0 
5 . 0 7 * 
* * * 
31*. 50 
1.80 
* * 
0 . 6 3 ± 0 . 1 0 
- З . 3 6 ± 2 . 7 7 
6 . 1 2 
6.U7 
19.89 
17.ЗІ* 
8 . 2 3 
1.75 
O.03 
0.1*0 
1.01 
0 . 2 2 
LEA 
/г + Αχ + ι ) 
df F 
3,16 1.86 
1*,12 2 . 1 9 
3,1* 0 . 2 0 
* * 
1*,12 6 . 7 1 
* # * 
1,18 1 3 2 . 5 3 
i*,ii* 0 . 0 7 
0 . 8 7 ± 0 . 0 8 
0 . 5 7 ± 0 . 7 2 
3.37 
6.01* 
3 .77 
3 .85 
- 1 . 2 3 
0 . 7 9 
0 Л 6 
О.58 
О.26 
LOB 
u n t r a n s f o r m e d 
df F 
3,16 0.1*9 
1*,12 1.53 
3,1* 0 . 0 5 
1*,12 13.81* 
1,18 8 .37 
l*,ll* 1.07 
O.6O ± 0 .21 
- 2 . 7 1 ± 2 . 5 9 
5 7 . 6 3 
31*. 1*3 
1*5.26 
1*1*. 21* 
11.1*1* 
1.15 
0 . 1 2 
0 . 2 2 
О.96 
0.2І+ 
SNI 
u n t r a n s f o r m e d 
df F 
3,16 0.5I* 
1+,12 I . 6 9 
3,16 1,65 
1*,12 1.09 
1,18 2 0 . 0 2 * * 
lt, lU 1.93 
O.8I ± . 0 . 1 7 
1171.22 ± 807.61* 
З289.61 
6 7 1 1 . 8 6 
2027 .00 
I 8 8 2 . I 6 
З266.О7 
0 . 5 5 
0.2U 
0.31 
1.66 
O.23 
Table 26, continued 
V a r i a b l e 
T r a n s f o r m a t i o n 
tl + V a r r a y s 
W + V b l o c k s 
W - V a r r a y s 
W - V b l o c k s 
j o i n t r e g r e s s i o n 
h e t e r o g e n e i t y 
E s t i m a t e 
s l o p e ± SE 
i ( ö - Я^) ± SE 
Τ 
D 
h 
h 
F 
AH^D) 
h\n) 
C(h/d) 
uv 
SOB 
u n t r a n s f o r m e d 
df F 
3,16 5 . 1 1 * 
it,12 0 . 6 6 
3,1* 0 . 0 7 
1<,12 б.рИ* 
1,18 3 1 . 7 2 
't,11* 0 . 5 7 
О.89 ± 0 .17 
2 2 . 7 0 ± 2 . 8 5 
1ΐ6.5ΐ* 
11*2.13 
5 1 . 3 3 
1*9.2l* 
1*1*. 05 
O.6O 
0.2І» 
0 .30 
1.28 
0.2І* 
df 
3,16 
1*,12 
3,«* 
It,12 
1,18 
l*,ll* 
JUM 
с
1 / э 
F 
2.1t5 
0 . 3 7 
0.81t 
6 . 6 7 
8 . 2 1 1 
l.ltlt 
0.1*7 ± o . i 6 : 
- 0 . 0 6 ± 0 . 0 8 
0 . 2 7 
0 . 1 9 
0.1t3 
0 . 3 7 
0.1Θ 
1.52 
0 . 0 7 
0 . 2 6 
0 . 8 5 
0 . 2 2 
GNA DEF UBI 
/χ + /(χ + 1 ) /χ + /(χ + i) 1/(χ + 1) 
df F df F df F 
3,16 
l i ,12 
3,16 
l t ,12 
1,18 
I t . l l t 
3.35 
0.29 
1.10 
0.1t7 
* * * 
55.37 
1.12 
3,1.6 
l t ,12 
3,16 
l t ,12 
1,18 
l*,l l* 
0.89 
1.87 
O.Olt 
2.52 
* 
8.10 
0.61* 
3,16 
k,12 
3,1* 
l t ,12 
1,18 
l t , l l * 
1.09 
1.69 
0.11* 
7.75 
11.87' 
1.58 
1.06 ± 0. 
0.12 ± 0 . 
0.1*6 
O.71 
0.2lt 
0.21 
0.27 
0.59 
0.31 
0.38 
0.83 
0.21 
11* 
08 
0, 
- 0 , 
.51* ± 0 . 
.15 ± 0. 
1.21 
О.3І* 
0.93 
0.91* 
0.12 
I.65 
0.07 
0.22 
O.25 
2 0 
33 
0. 
- 0 , 
.73 ± 0.20 
.01 ± 0.01 
0.03 
0.00 
0.02 
0.02 
0.01 
1*.80 
0.00 
0.12 
2.2І* 
0.21* 
Table 26, continued 
Variable 
Trans format ion 
W + V a r rays 
W + V blocks 
V - V a r rays 
W - V blocks 
j o i n t regres s ion 
heterogenei ty 
Estimate 
slope ± SE 
1(0 - Я 3 ) ± SE 
Τ 
D 
"l 
h 
F 
ABJ/D) 
Чп) 
Чъ) 
CWd) 
UV 
( ÏRF 
х
1 / 3 
df 
3,16 
U,12 
3,16 
It,12 
1,18 
It, 11» 
F 
1.81+ 
0.1+9 
0 . 1 9 
2 . 9 6 
»* 
9 .21 
0.1*0 
0 .66 ± 0 . 2 3 
0 .0 1 ± 0 .01 
0 . 0 6 
0 . 0 6 
0 . 0 3 
0 . 0 3 
o.ou 
0.76 
0.16 
0.25 
1.01 
0.20 
GRD 
,
1 / 3 
d f F 
3 , 1 6 10.81* 
1*,12 0 . 9 9 
3 , 1 6 2 . 3 5 
1*,12 2 . 0 9 
*** 
1,18 7 8 . 1 3 
1*,11* 0 . 9 0 
1.00 ± 0 . 1 1 
0 . 0 5 ± 0.21* 
0.31+ 
1.83 
1.61» 
1.20 
1.51» 
0 . 9 5 
0 . 3 5 
0.61» 
0 . 8 6 
0.1Θ 
] FfiF 
x 1 / 3 
d f 
3 , 1 6 
1»,12 
3,1* 
1*,12 
1,18 
l * , l l * 
F 
# 
3 . 2 7 
2 . 1 8 
0.7 1 * 
* 
I+.72 ** 
1 2 . 0 2 
0 . 2 8 
*** 
0 . 3 5 ± 0 . 1 1 
- o . o i * ± 0 . 0 5 
0 . 1 6 
0 . 0 5 
0 . 2 0 
0 . 1 9 
0 . 0 5 
2 . 0 2 
0 . 0 1 
0.21* 
1.33 
0.21* 
FRD 
l o g ( x + 1) 
d f 
3,U 
1*,12 
3 , 1 6 
1*,12 
1,18 
l+,l l+ 
F 
1.16 
3 . 7 5 * 
I . 0 6 
3 . 2 6 
8 . 1 6 * 
Ο.71 
*** 
O.3I+ ± 0 . 1 2 
- 0 . 0 6 ± 0 . 0 7 
0 . 3 1 
0 . 0 7 
0 . 3 1 
0 . 3 1 
0 . 0 5 
2.1І+ 
0 . 0 2 
0 . 2 1 
3 . 6 6 
0 . 2 5 
•с- Table 27. Results of the simplified triple-test cross analysis in the first observation 
Variable 
Transformation 
L1 
b2 
Sums 
Differences 
Epistasis 
df 
3,U8 
3,U8 
3,1+8 
BOW 
α^χίΟ
-1
· 
Η 
D 
2.71* 
8.1*1 
1.25 
REA 
/x+/(x+l) 
В 
К 
1.81 
и.«*·· 
it л U* 
LEA 
/х+/(х+1) 
Η 
К 
LOB 
raw 
Η 
Κ 
F-values 
3.27* 
ι*.6ι 
1.1*1 
1*.82 
0.63 
0.1*8 
SHI 
raw 
Β 
D 
1.27 
1.16 
0.30 
SOB 
raw 
Η 
Κ 
3.78* 
2.20 
1.25 
JUM 
χ
1 / 3 
Η 
Κ 
2.85' 
0.37 
1.21* 
S-D 
Τ 
D 
Η 
ΑΗ/Ό) 
h\n) 
h\b) 
- 1 . 0 0 
2.25 
1.57 
6.68 
2.06 
0.17 
0.52 
-0.67 
6.87 
2.21* 
9.1*0 
2.05 
0.11 
О.3І+ 
C o r r e l a t i o n 
Ο.06 -0.90 
3.1*2 
3.11 
lt.91* 
1.26 
0.25 
0.1+5 
Estimates 
1*2.95 
65.67 
0.00 
0.00 
0.1+3 
0.1+3 
-0.66 
6776.1+1 
725.08 
1*1*0.21 
0.78 
0.05 
0.07 
-0.98 
88.86 
98.66 
1*2.81 
0.66 
о.зз 
0.1*0 
-0.96 
0.1*1 
0.38 
0.00 
0.00 
0.32 
0.32 
Table 27, continued 
V a r i a b l e 
T r a n s f o r m a t i o n 
Ь 1 
ь
г 
GNA 
• * + / ( * + 1 ) 
D 
К 
DEF 
/ x + / ( x + l ) 
D 
В 
df 
Sums 
D i f f e r e n c e s 
E p i s t a s i s 
3,U8 
3,48 
3,1*8 
„ * * 
5.89 
2.1+0 
I.Ol» 
o.i»o 
1.1»5 
0 . 7 9 
l'g.D 2 0.83 -0.53 
Τ 
D 
H 
AH/D) 
'M 
0 . 5 0 
0 . 9 8 
0 . 2 8 
0.51» 
0.1»6 
0 . 5 3 
1.61» 
0 .00 
0 . 2 9 
0 . 0 0 
0.0І+ 
URI 
1 / U + 1 ) 
к 
D 
F - v a l u e : 
* 
3 .90 
2 . 6 5 
1.81 
GRF 
^ 
D 
В 
3 
2 . 6 6 
1.92 
0.1*2 
C o r r e l a t i o n 
O.lU 0 . 0 5 
E s t i m a t e s 
0 . 0 3 
0 . 0 3 
0 . 0 2 
0 . 7 6 
0 . 3 3 
0.1+3 
0 . 0 7 
0 . 0 5 
0 . 0 3 
0 . 7 5 
0 . 2 3 
0 .30 
GRD 
x
1 / 3 
D 
В 
* * * 
10 .70 
* * * 
8 .17 
0.1» 1» 
0 . 6 9 
0.1+1 
1.61 
1.19 
0 . 8 6 
0 . 5 3 
0 . 7 3 
FRF 
x
1 / 3 
H 
в 
0 . 5 7 
1.79 
0 . 3 8 
- 0 . 9 8 * 
0 . 1 5 
0 .00 
0 . 0 5 
0 . 0 0 
0 . 0 7 
FRD 
l o g ( x + l ) 
H 
В 
0 . 8 0 
2 . 1 9 
0.71» 
- 0 . 6 2 
0 . 2 9 
0 .00 
0.1І+ 
0 .00 
0 .11 
Table 28. Results obtained with saline (s) and zinc sulfate-treated (z) mice in the second session, 
classical cross 
Variable BOU LOC REA LEA LOB 
Transformation raw raw /χ + /(χ + 1 ) raw raw 
χ s
z
 χ s
2
 χ s
s
 χ s
2
 χ s
2 
D 
D 
В 
В 
DB 
DB 
BD 
BD 
DB x 
DB x 
DB x 
DB x 
DB x 
DB x 
D 
D 
В 
В 
DB 
DB 
s 
ζ 
s 
ζ 
Ξ 
Ζ 
S 
ζ 
s 
ζ 
s 
ζ 
s 
ζ 
25.6 
22.3 
26.6 
2k.1 
30.8 
28.0 
32.Τ 
28.8 
29.7 
26.0 
30.2 
27.9 
29.8 
27.3 
k.6 
5.0 
U.5 
3.3 
7.7 
2.0 
k.6 
6.2 
10.i* 
10.3 
12.8 
10.8 
13.7 
lU.O 
3i»8 
217 
U81 
300 
k3k 
315 
it 38 
зоб 
315 
257 
359 
282 
377 
225 
20663 
8687 
7738 
2861 
6222 
2722 
5352 
3369 
9393 
5772 
5968 
U005 
7229 
U629 
13.8 
7.8 
21.9 
12.5 
23.2 
18.3 
21.9 
17.3 
15.U 
11.8 
18.3 
13.9 
18.7 
M.k 
IU.5 
15.3 
17.7 
15.0 
11.1» 
11».3 
13.1 
9.9 
15.7 
17.1 
13. U 
11».8 
22.1» 
13.0 
79.0 
58.9 
86.1 
10l».1 
100.2 
98.1 
102.0 
91*. 1 
81.3 
82.2 
93.5 
97.1 
102.3 
72.7 
6U7.8 
1*50.9 
511.9 
571*.6 
789.0 
617.1* 
1*18.3 
571*.i* 
81*1.3 
665.7 
773.0 
710.1 
61»2.5 
598.2 
17.1 
il*.8 
18.2 
21.3 
21.6 
28.5 
26.7 
27.2 
19.O 
22.7 
11.0 
21.1 
18.6 
22.1 
103.8 
61.6 
229.2 
82.5 
II6.I* 
101*.8 
115.0 
66.6 
11*1*.7 
130.7 
196.9 
193.1 
188.7 
137.6 
Table 28, continued 
Variable SNI 
Transformation raw 
SOB 
raw 
JIM 
1/(x + 1] 
GNA 
1/(x + 1) 
DEF 
raw 
D 
D 
В 
В 
DB 
DB 
BD 
BD 
DB x D 
DB χ D 
DB x В 
DB х В 
DB х DB 
DB χ DB 
s 
ζ 
s 
ζ 
s 
ζ 
Ξ 
Ζ 
Ξ 
Ζ 
S 
Ζ 
s 
ζ 
280 
25k 
22k 
187 
312 
273 
373 
337 
1(32 
Ul+3 
k2Q 
ko6 
k6k 
1+02 
U2OI 
7218 
9568 
11*755 
1+281 
5381 
2517 
1*077 
1*168 
61*1*0 
3361 
6232 
5185 
5221 
3 9 . 8 
3 6 . 3 
3 3 . 8 
3U.5 
1*0.7 
1*7.0 
1*3.8 
1*1*.1* 
3 5 . 8 
1*1*.9 
2 1 . 8 
3 6 . 7 
3 3 . 9 
3 7 . 8 
3 5 5 . 8 
i9k.9 
2 9 0 . 2 
189.6 
2 2 5 . 5 
2 1 2 . 9 
111.8 
105.5 
2 5 0 . 7 
2 7 2 . 5 
35·+. 2 
3 3 2 . 7 
2 3 9 . 1 
21*8.0 
0 .39 
0 .75 
0 .71 
0 .30 
0.1*0 
0 .37 
0 . 3 3 
0 .39 
O.61 
O.61 
0 . 7 3 
0.1*2 
0.61* 
O.61 
0 .11 
0 . 0 9 
0 . 1 0 
0 . 0 9 
0 . 0 8 
0 . 0 9 
0 . 0 5 
0 . 0 8 
0 . 1 3 
0 . 1 2 
0 . 1 3 
0.11* 
0 . 1 2 
0 . 1 3 
0.61* 
0.1*5 
0 . 9 1 
0 . 9 3 
0 . 8 7 
0 . 5 8 
0 . 8 0 
0.71* 
0 . 6 1 
0.1*2 
0 . 7 7 
О.65 
0 . 7 8 
0 . 5 3 
0 . 0 9 
0 .10 
0 . 0 5 
0 . 0 3 
0 . 0 7 
0 .11 
0 . 0 8 
0 . 0 8 
0 . 1 2 
0 . 0 9 
0 . 0 8 
0 .11 
0 .11 
0 . 1 2 
5 .8 
6 . 8 
3 . 3 
3 .9 
7 . 6 
6 .5 
7 . 1 
7 . 6 
8 .9 
5 . 3 
5.7 
3.7 
7 . 2 
6 . 1 
12.0 
5.1 
1 1 . 3 
5.1* 
11 .9 
6 . 1 
6 .5 
7.1* 
il*.5 
1*.5 
15.2 
3.6 
18.7 
5 .5 
Table 28, continued 
Variable 
Transformation 
URI 
raw 
GRF 
/χ + /(a; + 1) 
GRD 
raw 
D 
D 
В 
В 
DB 
DB 
BD 
BD 
DB χ 
DB χ 
DB χ 
DB χ 
DB χ 
DB χ 
D 
D 
В 
В 
DB 
DB 
Ξ 
Ζ 
S 
ζ 
Ξ 
Ζ 
s 
ζ 
s 
ζ 
s 
ζ 
s 
ζ 
0.05 
0.50 
0.U5 
0.33 
οΛο 
0.6Θ 
0.12 
0.63 
0.U3 
0.Θ6 
0.38 
0.52 
0.U3 
0.Τ5 
0.05 
0.26 
0.26 
0.23 
0.25 
0.23 
0.11 
0.25 
0.25 
0.12 
0.2І+ 
0.26 
0.25 
0.19 
9.2 
9.1 
Τ.2 
6.9 
6.8 
7.2 
7.1 
8.1 
8.0 
8.0 
6.9 
7.6 
7.1 
8.8 
6.5 
2.6 
2.7 
U.1 
3.0 
1.5 
2.5 
2.5 
U.8 
2.1 
3.7 
5.0 
3.1 
3.8 
352 
5U6 
31 
51 
78 
91* 
78 
157 
180 
201 
71* 
117 
77 
205 
11*3850 
227030 
1*12 
1901* 
3079 
1621 
3072 
11*580 
2211*1 
22607 
збзз 
171*72 
1
*097 
51+1*31* 
Table 29. Analysis of the data from Table 28, according to method I 
Variable 
Transformation 
m 
d 
h 
t 
i. 
3 
I 
t χ d 
t χ h 
t χ •£ 
t χ j 
t χ г 
m. 
BOW 
raw 
Estimate SE 
25.3 
0.2 
8.3 
0.2 
- 0 . 5 
2.0 
-3.U 
-0.U 
2.8 
1.1 
- 0 . 6 
- 1 . 3 
0 . 6 * 
' 2.1+ 
0.3 
5.5 
2.U 
2.3 
1.1* 
3.3 
0.2 
5.5 
2.3 
1.3 
3.3 
0.3 
LOG 
raw 
Est imate 
* * * 
326 
* # * 
57 
-150 
2U7 
10 
-1A 
* 
197 
12 
*** 
-1,99 
*** 
-169 
-6 
*** 
315 
-2 
SE 
52 
13 
126 
52 
51 
ItO 
77 
11 
126 
51 
37 
77 
7 
REA 
/χ + / ( χ + 1 ) 
E s t i m a t e SE 
LEA 
raw 
18.8 
* * * 
3.8 
-12.l t 
6 . 6 * 
- i t . 8 
-2.5 
13.8 
0.8 
-11.5 
- 2 . 8 
- 0 . 9 
7.3 
- 0 . 6 
2.7 
0.6 
6.It 
2.7 
2.7 
1.9 
3.9 
0.1t 
6.1t 
2.7 
1.7 
3.9 
0.1t 
Estimate SE 
*** 
78.0 17.0 
# * * 
13.7 3.8 
17.3 l t i . l t 
* * * 
61+.3 17.0 
l t .0 16.8 
- 0 . 3 12.7 
3.5 25.5 
* * * 
-9.5 2.6 
-136.2 Ui. i t 
-63.7 16.8 
16.З 11.5 
* * 
Tb.5 25.5 
LOB 
raw 
Estimate SE 
-0.6 2.8 
25.5 
1.3 
•20.9 
6.5 
- 7 . 7 
* 
•12.2 
21.2 
- 1 . 3 
-2І+.8 
- 6 . 8 
- 3 . 7 
16.it 
0.6 
8.1t 
1.7 
20.2 
8.1t 
8.1t 
5.8 
12.3 
1.2 
20.2 
8.1* 
5.1* 
12.3 
1.1 
Table 29, continued 
Variable 
Tran s fo rmat ion 
m 
d 
h 
t 
г 
Ó 
I 
t y- d 
t χ h 
t χ г 
t * j 
* χ г 
m. 
SNI 
raw 
Estimate SE 
265 
-62 
*** 
611 
** 
136 
-29 
* 
75 
*** 
-552 
3 
*# 
-зоз 
** 
-120 
19 
186 
*** 
31 
1*8 
13 
115 
1*8 
hl 
37 
70 
10 
115 
hl 
3h 
70 
7 
SOB 
raw 
Estimate SE 
1*0.3 
-1.9 
-21.6 
I6.9 
-1+.3 
-18.1** 
25.3 
-1.1 
-57.2 
-16.2 
-3.6 
* 
38.9 
0.0 
10.7 
2.3 
26.2 
10.7 
10.6 
8.0 
16.1 
1.8 
26.2 
10.6 
7.»* 
16.1 
1.1* 
JUM 
1/(Λ + 1) 
Estimate SE 
0.68 0.2І* 
-0.02 0.05 
0.10 0.57 
-0.2І* 0.2І* 
-0.15 0.23 
-O.Ol* 0.16 
-0.1*1 0.31* 
0.19 O.OI+ 
0.8ο 0.57 
Ο.26 0.23 
-0.07 Ο.15 
-0.56 0.31* 
-0.01 0.03 
GNA 
1/(x + 1) 
Estimate SE 
**# 
0.92 
*** 
0.17 
-0.88 
0.2І* 
-0.19 
о.об 
0.72* 
-0.05 
-0.29 
-0.20 
O.Ol* 
0.15 
0.02 
0.22 
O.Ol* 
0.51 
0.22 
0.21 
0.15 
0.31 
0.03 
0.51 
0.21 
0.13 
0.31 
0.03 
DEF 
raw 
Estimate SE 
*** 
7.9 2.2 
#»* 
-1.6 0.5 
-l*.i 5.2 
-3.8 2.2 
-2.9 2.2 
-1.7 1.5 
3.1* 3.1 
0.1 0.3 
13.3* 5.2 
3.1* 2.2 
-1.9 1.3 
-9.5 3.1 
0.3 0.3 
Table 29, continued 
Variable 
Transformation 
m 
d 
h 
t 
i 
«7 
I 
t χ d 
t χ h 
t χ г 
t χ j' 
t χ г 
UBI 
raw 
Estimate SE 
0.50 
0.15 
0.1+0 
-0.15 
- 0 . 1 7 
-0.69 
-оЛ6 
C i l * 
0.02 
0.07 
0.01 
-0.07 
- 0 . 0 9 
0.31 
0.07 
0.75 
0.31 
0.31 
0.23 
0.1*5 
0.05 
0.75 
0.31 
0.20 
0.U6 
0.05 
GRF 
/x + Ax + 1 ) 
Estimate SE 
**# 9.5 
- ι Λ 
-3.9 
* 
- 2 . 7 
-1.U 
1.3 
1.7 
0 . 1 
5 . 1 
2 . 8 X 
- 0 . 8 
- 2 . 7 
О.«," 
1.3 
0 . 3 
3 . 1 
1.3 
1.2 
0 . 9 
1.9 
0 . 2 
3 . 1 
1.2 
0 . 9 
1.9 
0 . 2 
GRD 
raw 
Estimate SE 
* 
235 
* * * 
-213 
-235 
-21+6* 
10 
* # 
235 
93 
hh 
1+97 
192 
-109 
-265 
9 
109 
35 
255 
109 
103 
85 
150 
31+ 
255 
103 
81+ 
150 
8 
Table 30. Models obtained in the analysis of the data from Table 28, according to method II 
Variable 
Transformation 
BOW 
raw 
LOC 
raw 
REA 
Jx+Jx+Ì 
LEA 
raw 
LOB 
raw 
SNI 
raw 
SOB JUM GNA 3EF 
raw l/(x+l) 1/(x+l) raw 
UBI GHF GRD 
raw VX+/r+1 raw 
m 
d 
h 
t 
i 
3 
I 
t χ d 
t χ h 
t χ i 
t χ j 
t χ I 
m. 
2h. 9 
9 .0 
1.1+ 
- 3 . 8 
0.8 
335 
из 
•175 
21+9 
7 
21ІІ 
•506 
•166 
319 
i 8 . i t 
3.0 
- 1 1 . 7 
2.2 
-»». 5 
13.5 
ι Λ 
76.3 
13.2 
22.1* 
18.7 
5.U 
-7.8 
- 1 7 . 8 
- 1 9 . 7 
16, 
8, 
1 
1, 
Λ 
.6 
.8 
Λ 
2б5 
-61 
613 
131+ 
-28 
80 
-551* 
-296 
-119 
і 8 і 
31 
35.1» 
- 3 . 6 
- 8 . 1 
- 2 . 2 
16.6 
0.51+ 
- 0 . 0 3 
0.1+1+ 
0.02 
- 0 . 6 1 
0.18 
0.7І+ 
0.20 
-0.1+8 
0.07 
0.50 
9.7 
- 1 . 6 
-8.1+ 
-0.1+ 
-1+.8 
5.8 
5.6 
- 5 . 0 
0.35 
о.оі» 
0.77 
-0.15 
-0.1+5 
-0.69 
0.13 
8.1 
- 0 . 8 
- 0 . 8 
- 0 . 2 
111 
-207 
-22 
-13 
139 
227 
X 
af 
р > 
11.08 2.79 10.18 10.77 17.71 0.95 l6.59 5.39 12.83 7.75 8.63 іб .бі 12.1+8 
9 5 7 б і 0 3 9 9 б 7 і о 8 
0.20 0.70 0.10 0.05 0.05 0.80 0.05 0.70 0.20 0.30 0.30 0.05 о . ю 
Table 31. Untransformed cell means of saline and zinc sulfate-treated mice 
observed in the second session, the diallel cross 
Î 
в 
D 
H 
К 
<ƒ в 
?т.о 
3 3 . 1 
3 2 . 9 
32 .5 
ε 
D 
3 0 . 9 
2б.О 
3U.5 
30 .1 
ι a l i n e 
Η 
3 2 . 2 
3 2 . 7 
3 1 . 2 
3 2 . 1 
К 
31.1 
? 8 . 2 
3U.5 
2 7 . 3 
BOW 
Β 
2 5 . 0 
3 0 . 0 
29.1* 
2 7 . 6 
zinc sulfate 
D II 
27.5 28.9 28.1 
22.6 30.9 26.2 
31.1 29.3 28.6 
26.0 30.7 25.1 
В 
D 
Η 
К 
в 
D 
H 
К 
В 
D 
H 
К 
Β 
D 
H 
К 
3 9 8 . 6 
3 7 5 . 6 
1*09.6 
251.1* 
8 2 . 0 
116.6 
9 1 . 8 
7 3 . 8 
8 ι . 0 
8 9 . 8 
129.8 
5 9 . ^ 
17 .θ 
2 7 . 6 
33 .2 
2lt.l* 
3 9 2 . 0 
2 9 7 . 0 
Ui і . б 
3 1 1 . 6 
100.0 
50 .1 
7 7 . 0 
8 0 . k 
113.0 
7 6 . 2 
121.0 
66.8 
2 2 . 0 
17 .8 
3 3 . 0 
19.0 
371.2 
1*77.0 
359.5 
2 5 8 . 0 
116.1+ 
103.8 
5 7 . 3 
60.O 
105.8 
12І*. 
9 3 . 6 
7 9 . 0 
2 9 . 8 
21*.8 
2 6 . 2 
2 5 . 0 
2 9 7 . ? 
280.1* 
367.6 
1 8 ? . 3 
129.0 
10І+.1* 
117.0 
11.0 
6 3 . 0 
71*.8 
101.8 
37.1* 
зо.і* 
2 9 . 2 
21*.8 
10.1 
LOC 
REA 
LEA 
LOB 
З І 9 . 6 
3 0 8 . 8 
збі*.і* 
2 2 2 . 8 
3l*.o 
5 6 . 6 
6 9 . 2 
6 9 . 8 
115.1* 
100.0 
115.6 
6 7 . 6 
21*.9 
3 0 . 6 
3 9 . 8 
2 3 . 8 
316.1* 
183.8 
31(6.2 
188.2 
8 2 . 0 
1І*.1* 
1*8.2 
1*0.1* 
112.0 
58 .8 
103.8 
6 1 . 8 
39 .2 
12.2 
2 9 . 0 
16.6 
3 2 5 . 2 
381*. 8 
2 8 1 . 6 
2 0 9 . 0 
6 8 . 0 
1*1.6 
2 8 . 8 
1*8.0 
123.8 
105.2 
8 0 . 8 
6 6 . 2 
3 3 . 8 
3 6 . 8 
21*. 0 
2 5 . 2 
180.8 
2 3 2 . 2 
2 2 5 . 0 
126.5 
6 1 . 2 
6 5 . 6 
1*1.1* 
2 .1 
6 3 . 6 
7 2 . 0 
8 1 . θ 
2 1 . 0 
2 6 . 6 
1*0.0 
25.1* 
6 . 8 
51 
Table 31, continued 
saline 
а В D Η К 
î 
В 581.0 567.^ 530Д 1+06.6 
D 505.0 1+1*3.1 550.6 h^h.k 
H 521.2 571t.1* 557.5 503.0 
К 1*83.6 528.2 1*80.6 1*71.9 
В Зб.О 1*3.6 1*9.1* 1*1*.0 
D U5.8 37.3 ItU.a 52.0 
H 61.0 58.6 51.3 1*9.0 
К ko.h Si*.1* 1*9.2 26.1t 
В 1.3 2.8 5.6 3.8 
D 2.2 2.3 1+.2 11.6 
H 5.2 8.1* 2.1* 1.1* 
К 2.2 3.1* 1.2 0.0 
В 0.6 1.2 0.2 0.0 
D 0.2 0.3 1.1* 0.0 
H 0.1* 0.2 0.2 0.0 
К 0.6 0.6 0.1* 0.0 
В 7.2 9.0 5.8 3.8 
D 8.6 8.0 k.k 7.6 
H 6.8 8.8 5.8 12.8 
К 10.0 10.0 10.1* 9.1* 
zinc s u l f a t e 
В D H К 
SUI 
558.7 5З6.6 570.1* 379.0 
513.6 I+29.I+ 597.0 1+87.0 
5І+ .8 619.I+ 5l*9.1 5I+I+. 6 
З9І+.6 536.8 I+99.8 383.7 
SOB 
1*1*.О 60.1* 51,. 1, 1,9.2 
50.8 38.U 63.1* 69.2 
61.2 57.8 55.8 51.8 
1*2.6 38.6 57.0 26.2 
JUM 
1*.2 7.0 7.6 3.1* 
2.6 0.2 0.8 3.1+ 
6.0 0.1+ 1.2 0.1+ 
6 . 0 0.2 0.1* 0.0 
GNA 
0.3 1.2 0.2 0.2 
1.8 1.7 0.6 1.0 
1.0 0.8 0.3 0.6 
0.0 1.0 2.1* 0.0 
DEF 
k.k 5Л 7.0 8.0 
5.1* 6.2 5.8 7.0 
5.6 1+.6 l*.l» 10.0 
7.8 8.1» 7.6 10.7 
52 
Table 31, continued 
saline zinc sulfate 
D Η К В D Η 
URI 
В 
D 
H 
К 
0.8 
0.6 
0.6 
0.6 
ол 
0.5 
0.1t 
0.6 
0.8 
0.І4 
0.3 
1.0 
0.0 
0.6 
0.6 
0.1 
в 
D 
H 
к 
в 
D 
H 
к 
в 
D 
H 
к 
в 
D 
H 
К 
11.0 
l6. l t 
10.8 
m.u 
з .з 
170.6 
ЗІ+.6 
110.6 
0 . 0 
0 . 0 
0 . 2 
0 . 2 
0 . 0 
0 . 0 
2.1t 
2 . 8 
I8. l t 
15.3 
12.2 
17.2 
I l t2.0 
338.lt 
86.0 
129.6 
0 . 2 
0 . 0 
0.1t 
O.lt 
2 . 8 
0 . 0 
12.lt 
l t .0 
l i t . 8 
11.8 
10.6 
11.2 
69.6 
70.0 
101.3 
68.8 
0 . 8 
0 . 2 
0 . 3 
0 . 2 
13.6 
6 . 6 
l t .3 
3 . 0 
8 . 8 
i3 . i t 
11.8 
14.9 
61.8 
161.6 
i t i . 8 
215.2 
0 . 2 
0 . 0 
0 . 2 
0 . 1 
1.2 
0 . 0 
1.6 
1.8 
GRF 
GRD 
FRF 
FRD 
0 . 7 
0 . 2 
1.0 
0 . 8 
8 . 6 
13.8 
11.8 
l l t . l t 
lt lt.lt 
85.lt 
lt3.2 
116.8 
0 . 0 
0 . 2 
0 . 0 
0 . 0 
0 . 0 
0 . 6 
0 . 0 
0 . 0 
О Д 
0 . 8 
O.lt 
0 . 8 
16.8 
21.2 
9 . 8 
21.2 
86.6 
681.U 
58.0 
265.О 
O.lt 
0 . 0 
0 . 2 
0 . 0 
2 . 6 
0 . 0 
0 . 6 
0 . 0 
0 . 8 
0 . 8 
0 . 6 
0 . 8 
15.6 
8.1t 
l i t . 8 
13.lt 
116.2 
61.6 
10it.6 
103.8 
O.lt 
0 . 2 
0 . 6 
0 . 2 
8 . 0 
2.1t 
21.1 
0 . 8 
1.0 
0 . 8 
0 . 8 
0 . 5 
18.2 
13.6 
9 . 6 
17.3 
129.8 
83.2 
I l t7.0 
З15.9 
O.lt 
0 . 0 
0 . 6 
0 . 1 
5 . 6 
0 . 0 
5 . 2 
0 . 5 
53 
Table 32. F-values obtained in the Hayman diallel cross analysis of the results from the second session 
Variable 
Transformation 
df 
BOW LOC REA LEA 
/ c + Z r + l 
LOB 
raw 
SNI 
raw 
SOB 
raw 
JUM 
l / ( x + l ) 
Between c e l l s 
a 
Ъ 
bl 
h 
bZ 
о 
d 
B l o c k s 
T r e a t m e n t 
t x a 
t χ Ъ 
t χ Ъ 
t χ Ъ2 
t х Ь
г 
t χ e 
t χ d 
t χ B l o c k s 
Ъ , 8 0 
3,12 
6,21* 
I, 1 * 
3,12 
2 , 8 
3,12 
3,12 
kfio 
1,198 
3,12 
6,21* 
I . 1 * 
3,12 
2 , 8 
3,12 
3,12 
1*,80 
T.31 
21.1+8* 
* 
8 .85 
к 
95 .71 
о . 7 б 
2.6U 
o.s
1
* 
0.1*2 
0.23 
3 2 . 9 2 
0 .31 
0.9 1* 
10.10 
0 . 7 3 
O.OU 
3.20 
0 . 9 8 
1 6 . 9 3 
136.10 
1 1 . 3 3 
67.0lt* 
7 . 5 9 
O.Ul* 
1.02 
2 . 5 5 
0 .91 
3 0 . 5 2 * 
3 .15 
0 . 7 9 
1.03 
0 . 8 i 
0 Л 8 
0 . 8 3 
1.96 
2 . 1 1 
16 .29 
* 
2 5 . 0 3 
30 .02 
12U.11+ 
5.71 
0 . 3 8 
1.97 
0 . 3 2 
0 . 5 3 
3lt.21 
o.lh 
0.1*2 
0 . 3 0 
I . 0 9 
0 . 0 5 
1.1*3 
1.27 
0 . 5 9 
16.91 
1*7.61* 
16.02 
3 8 0 . 7 9 
U . 1 7 · 
о.э
1
* 
0.Θ7 
3 . 1 3 
1.1*0 
1.00 
6 .97 
0 . 7 7 
0.61* 
1.31 
0 .21 
0 . 5 3 
0 . 7 2 
0 . 5 2 
6.21* 
* 
7.5U 
* 
8.1*7 
31*.25 
0 . 5 0 
0 . 5 8 
3.25 
2 . 1 0 
1*.00 
0.81* 
1.29 
1.10 
9 . 7 5 
0 . 9 8 
0.1*2 
0 . 2 6 
1.31 
0.88 
6 . 6 0 
к 
10.35 
11*.80* 
* 
8.01 
* 
3 3 . 2 9 
1.11* 
1.98 
1.13 
* 
5.36 
0 . 2 6 
1.99 
1.90 
8 . 3 6 * 
1.37 
О.63 
О.3І* 
О.17 
0.2І* 
ι*.86 
8 . 9 6 * 
1*.0б 
1 9 . 8 9 * 
0 .32 
0 . 2 9 
2.73 
U . i T 
З.18 
It. 6 8 * 
0.15 
0 . 3 9 
1.73 
0.1*6 
0 . 0 3 
0 . 7 2 
0 . 5 8 
0 . 7 8 
5.1*3 
9 .70 
6 . 5 2 * 
χ 
12.25 
3.01 
2.1(6 
0 . 8 2 
1.58 
0 . 2 0 
1.85 
18 .59* 
О.61 
0 .51 
0 . 5 5 
0.91* 
0 . 5 5 
2.10 
2 . 6 5 * 
Table 32, continued 
Variable 
Transformation 
df 
GNA 
1/3 
DEF Ш І GRF GRD FRF 
і^с+/а;+1 1 / ( x + l ) v£+/x+1 l o g ( x + l ) raw 
FRD 
Between c e l l s 
a 
b 
bl 
Ъ2 
ъ
г 
a 
d 
B l o c k s 
Treatmt 
t χ α 
t χ Ъ 
t χ 
t χ 
t χ 
t X С 
t χ d 
>nt 
Ь
і 
b2 
h 
t χ B l o c k s 
15,80 
3,12 
6,21* 
І . Ь 
3,12 
2 , 8 
3,12 
3,12 
11,80 
1,198 
3,12 
6,2li 
I, 1 * 
3,12 
2 ,8 
3,12 
3,12 
11,80 
1.86 
6 . 3 3 * 
1.0U 
1.79 
0.6ІІ 
1.03 
0.83 
1.21 
0 . 6 9 
12.36 
7 . 0 0 * 
1.96 
2 . 2 1 
0 . 9 3 
11.23 
0 . 7 0 
2 . 8 2 
2 . 1 0 
11.01 
10 .57 
2 . 6 3 
11.06 
1.51 
3 .59 
1.02 
h.21 
1.70 
5 . 5 3 
2 . 1 8 
2 . 0 9 
0 . 3 8 
2 . 0 8 
2.4k 
k.lk 
2.18 
0.60 
2.1i9 
0.6ІІ 
* * 
Ί . 5 3 
U.85 
** 
9 . 0 9 
1.70 
0 .70 
0 . 2 6 
0 . 3 1 
5 .35 
0 . 8 8 
0.8U 
0 . 8 9 
1.68 
0 .11 
* * 
6 . 5 9 
0 . 5 7 
0 . 1 5 
2 . I l l 
10.38 
2.U5 
0 .12 
* 
5 .32 
1.26 
0.81* 
0 . 1 7 
1.U6 
2.1*0 
0 . 7 2 
2 . 5 6 * 
0.9k 
ІІ.32 
1.73 
0 . 7 3 
1.36 
11.28 
3 5 . 6 8 
2 5 7 . 7 7 
11.18 
0 . 0 5 
2 5 . te 
1.87 
15.62 
u.eV 
0 . 8 3 
6 3 . 1 2 ' 
2 2 5 . 2 3 ' 
19 .58 
6 6 . 0 9 
19.69 
11.09 
7 6 . 5 5 
16.87 ' 
2 .31 
1.7Ί 1.80 
6 . 0 8 
О.67 
5 . 6 3 
0 . 3 8 
O.08 
1.ІЮ 
1.16 
1.1I8 
0 . 0 2 
0 . 2 7 
1 Л 5 
0 . 5 3 
0 .66 
З .09 
o.te 
0 . 0 8 
1.59 
6 . 6 5 
0.6U 
13.86 ' 
O.UB 
0 . 0 3 
1.78 
О.96 
1.66 
0 . 0 3 
0.71 
1.06 
0.9h 
0 . 8 0 
1.52 
0 . 6 8 
0 . 0 2 
0.9h 
<^  Table 33. Results of the analysis of the variance and covariance in the second session, diallel cross 
Variable 
Transformation 
BOW 
untransformed 
df F 
LOC 
i/э 
df 
REA 
/χ + /(χ + 1 ) 
df F 
LEA 
/χ + /(χ + 1 ) 
df F 
LOB 
untransformed 
df F 
W + V arrays 3,l6 3.53 
W + V blocks U,12 0.32 
W - V arrays 3,l6 1.13 
(/ - V blocks k,12 0.6k 
joint regression 1,l8 53. l6 
heterogeneity h ,'\ h О.бі 
Estimate 
slope ± SE 
i(D - H-) ± SE 
Τ 
D 
h\n) 
C{h/d) 
uv 
ОЛк ± 0.11 
-99**.Ь2 ± 6 8 6 . 
21*52.50 
2268.17 
66Ц5.83 
6298.02 
202.60 
1.66 
0.21 
0.55 
0.25 
3,16 ^.^k 
U,12 0.78 
3,16 1.17 
U,12 3.01 
1,18 1+5.07 
k,-\k О.76 
0.80 ± 0.12 
0.27 ± 0.25 
О.58 
2.ho 
1.65 
1.13 
0.13 
0.82 
0.72 
0.87 
0.06 
0.17 
3,16 1+2. fh 
U,12 О.28 
3,1* 0.61 
It,12 k.h3 
1,18 138.67 
i t . iU 0.29 
0.76 ± 0.07 
-33.10 ± 18.22 
ЗО.З6 
79.2h 
211.65 
201.36 
55.68 
І .63 
0.17 
О.67 
0.98 
0.21* 
** 
3,16 2.79 
1*,12 2.6 I 
3,1* 0.12 
1*,12 7.21 
1,18 255.h2 
l*,ll* 0.62 
О.92 ± O.O6 
7.65 ± 3.68* 
16.1*0 
67.22 
36.61 
31*. 60 
- 1 . 0 3 
0.7!+ 
0.63 
0.78 
-o.oi* 
0.21* 
3,16 
)|,12 
3,1* 
1*,12 
I,1» 
It,11* 
1.01+ 
0.67 
0.2lt 
3.29 
3.83 
8.86* 
0.58 ± 0.10 
-65.01 ± 31.10 
259.72 
188.3lt 
1*1+8.36 
1*66.29 
25.98 
1.51* 
0.15 
0.38 
0.26 
##* 
Table 33, continued 
Variable 
Transformation 
W + V arrays 
W + V blocks 
У - V arrays 
SNI 
untransformed 
df F 
3,1* 0.60 
1*,12 9.16** 
3,1* 0.28 
W - V blocks U,12 lt.69 
** 
joint regression 1,l8 11.35 
heterogeneity 
Estimate 
slope ± SE 
i(D - Bj) ± SE 
Τ 
D 
h 
h 
F 
AH^D) 
hU) 
h\b) 
C(h/d) 
uv 
't,lit 2.35 
0.77 ± 0.20 
-31*11.73 ± 1*938.15 
11*576.10 
21150.20 
31*797.10 
23577.16 
11*571.1*5 
I.28 
0.30 
0.50 
0.1*7 
0.17 
SOB 
untransformed 
df F 
3,16 2.95 
1*,12 0.37 
3,16 Ο.81 
lt,12 1.20 
1,18 17.1*1 
ι+,ιΐ* 1.69 
0.1*6 ± 0.10 
12.26 ± 5I*.62 
51*7.93 
ltltlt.66 
395.62 
1*31*. 98 
86.75 
0.9I* 
0.17 
0.29 
0.27 
JUM 
i/(x + 1) 
df F 
3,16 11.78 
1*,12 0.89 
3,1* 0.22 
1*,12 8.61 
1,18 51.69 
l*,ll* 1.11 
*» 
0.71 ± 0.10 
-0.03 ± 0.03 
0.23 
0.16 
0.29 
0.28 
-0.05 
1.31* 
0.29 
0.1*7 
-0.73 
0.21* 
GNA 
x
1 / 3 
df 
3,16 
1+,12 
3,1* 
lt,12 
1,1* 
l*,llt 
F 
1.05 
1.51 
O.07 
3.92* 
3.11* 
7.OU 
0.63 ± 0.13* 
0.0' 1 ± 0.09 
0.61* 
0.13 
0.11 
0.13 
0.00 
0.91 
0.07 
0.12 
0.31 
DEF 
/x + /(x + 1) 
df F 
3,16 2.01 
1*,12 2.73 
3,1* 0.11* 
lt,12 6.33** 
1,1* 16.81** 
l*,ll* 1*.17 
0.96 ± 0.11 
0.21 ± Ο.62 
2.87 
2.21* 
l.ltO 
1.1*3 
Ο.27 
0.79 
0.23 
0.31 
Ο.26 
oo T a b l e 3 3 , c o n t i n u e d 
Variable 
Transformation 
W + V arrays 
W + V blocks 
W - V arrays 
W - V blocks 
joint regression 
heterogeneity 
Estimate 
slope ± SE 
KD - Я
і
) ± SE 
Τ 
D 
Hl 
Н2 
F 
ΑΗ^Ό) 
Чп) 
Чь) 
C{h/d) 
и 
URI 
Mix + ι) 
df 
3,16 
4,12 
3,16 
4,12 
1,18 
U.lU 
0.1' 
F 
2.09 
0.1+9 
0.86 
0.81* 
0.1*1* 
0.98 
##* 
ι ± 0.17 
-O.O6 ± 0.07 
0.11+ 
0.02 
О.28 
0.20 
0.08 
3.76 
0.02 
0.33 
1.11 
0.19 
GRF 
/x + 
df 
3,16 
11,12 
3,16 
U,12 
1,18 
U,iU 
/(x + 1) 
F 
2.1*2 
0.1*0 
0.02 
1.36 
*** 
18.61 
0.88 
0.87 ± 0.20 
-0.12 ± 1.83 
7.95 
3.78 
l*.2l* 
3.12 
3.35 
I.06 
0.08 
О.16 
0.81 
О.18 
GRD FRF F3D 
l o g [x + 1) u n t r a n s f o r m e d χ 
df F df F df 
3,16 7.33 3,16 0.10 3,16 0.1*2 
1+,12 1.05 1+,12. I .26 1 J , 1 2 1.35 
3,1* 0.51* 3,16 2 . 8 3 3,16 l i . 3 2 * 
1*,12 5.37 1*,12 I . 2 6 1*,12 1.32 
*** *** *** 
1,18 133.60 1,18 21.09 ι , ι θ 23.25 
ι+,ιΐ* 1.71 i+,ii+ 0.30 i+,i i* 0.09 
0.95 ± O.O8 0.5I* ± 0 . 1 3 0 . 5 0 ± 0 . 1 2 
*** *** **# 
0 . 3 3 ± 0 . 1 0 O.06 ± 0 . 0 1 0.2І* ± 0 . 0 2 
0 . 1 9 0.1*6 1.88 
2.01 0.1І+ O.61 
0 . 6 8 0 . 0 0 0 . 0 0 
0.1*7 0 . 0 0 0 . 0 0 
0.68 0.03 0.15 
0.58 0.00 0.00 
0.65 0.10 0.11 
0.75 0.10 0.11 
0 . 5 2 
0.17 
Table 3U. Results of the simplified triple-test cross analysis of saline- and zinc sulfate-treated mice in the 
second session 
Variable 
Transformat ion 
BOW LOC 
ι/3 
REA LEA LOB SNI SOB JUM 
/г+Ля+і) /α:+/(χ+1 ) raw raw raw ΐ/(χ+ΐ) 
В 
К 
В 
К 
В 
К 
К 
В 
Sums 
D i f f e r e n c e s 
E p i s t a s i s 
t χ Sums 
t x D i f f e r e n c e s 
' S - D 
t χ r, S-D 
Τ 
D 
Η 
AH/D) 
h\n) 
h\b) 
df 
3,1*8 
3,1*8 
3,1*8 
3,1*8 
3,1*8 
U.57 
11.18 
1.93 
О.91 
1.1*0 
-1.00 
0.60 
2117.15 
3022.81 
8622.13 
I . 6 9 
0 . 2 6 
0 . 6 3 
11.00 
0 . 2 5 
l*.0l* 
2.1*7 
I . 2 6 
1.00 
0.11 
0.51* 
2.11* 
0 . 0 0 
0 . 0 0 
0 . 6 7 
0 . 6 7 
10.07 
17.72 
1.75 
0.05 
1.05 
- 0 . 9 7 
0 . 9 7 
28.07 
101.79 
187.69 
І .36 
0.1+0 
0.78 
F - v a l u e s 
##* 
11*. 53 
0 . 1 9 
1.83 
2.81 
О.76 
5 . 6 8 
3.1*1* 
* 
1*.07 
0 . 3 9 
0 . 3 6 
C o r r e l a t i o n s 
0.51* 
-0.61* 
- 0 . 3 9 
0 . 9 7 
E s t i m a t e s 
17.02 
92.10 
0.00 
0.00 
0.73 
0.73 
238.82 
M+7.31 
2 3 2 . 8 6 
О.72 
0.1*3 
0.51* 
6.72 
2.1Θ 
if 
3.97 
1.33 
0 . 3 9 
0 . 7 3 
- 0 . 5 9 
20957.1*7 
1*7926.81* 
9860.O8 
0.1*5 
0.51 
О.56 
U.20 
1.15 
О.82 
0.02 
0.38 
-0.97 
-0 .90 
577 .25 
739.9I+ 
35 .35 
0 . 2 2 
0 . 3 9 
0.1*0 
2.10 
1*.73 
O.O6 
* 
3.01 
2.65 
0 . 9 8 
0 . 8 1 
0.21 
0.09 
С.ЗІ 
1.81» 
o.ii» 
0.37 
Table З^, continued 
Variable 
Tran s format ion 
L1 
L2 
Slims 
Differences 
Epistasis 
t * Sums 
t χ Differences 
rS-D 
* *
 rS-D 
Τ 
D 
Η 
Aa/D) 
h\n) 
df 
3,J»8 
3,48 
3,1*8 
3,1*8 
3,1*8 
2 
2 
GNA 
х
1 / Э 
D 
К 
3.1*1** 
i.8l 
І.іб 
1.20 
* 
lt.12 
-0.95 
0.39 
0.53 
0.51 
0.17 
0.58 
0.31 
0.36 
DEF 
/ε+/(χ+ΐ) 
К 
Η 
2.82* 
3.1*5* 
0.15 
0.79 
1.92 
*** 
-1.00 
-о.бз 
з.оі* 
2.21 
2.98 
1.16 
0.23 
0.38 
URI GRF GRD FRF FRD 
'\/(х+]) /r+/(i+l) logíar+l) raw χ 
К 
в 
1».25 
2.19 
3.86* 
3.32* 
0.32 
0.72 
0.1*5 
0.13 
0.17 
0.06 
о.бо 
0.37 
0.1*3 
D D 
В Η 
F-values 
* *** 
2.88 22.10 
2.28 2.31 
0.97 1.05 
2.23 31.85 
*** 
1.51 30.1*5 
Correlations 
0.18 -0.56 
** 
-0.1*0 -1.00 
Estimates 
7.92 0.20 
5.96 I.69 
U.06 0.10 
0.83 0.25 
0.25 0.79 
О.З
1
* 0.81 
H 
В 
1.1*1 
1.1*1 
1.70 
1 .29 
0.1*7 
-о.бз 
0.10 
0.58 
0.10 
0.10 
1.00 
0.07 
0.11 
H 
D 
0.26 
1.0U 
1.61* 
0.57 
0.51* 
-0.56 
0.90 
1.58 
0.00 
0.03 
0.00 
0.00 
Table 35· Results of the classical cross pertaining to untreated mice from the first session (l) and to 
saline-treated mice from the second session (2): behavioral change 
Variable BOW LOC REA LEA LOB 
Transformation raw raw /ж + /(χ + 1) raw raw 
χ s
2
 χ s
2
 χ s
2
 χ s
2
 χ s
2 
D 
D 
В 
В 
DB 
DB 
BD 
BD 
DB χ 
DB χ 
DB χ 
DB χ 
DB χ 
DB χ 
D 
D 
В 
В 
DB 
DB 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
25.0 
25.6 
26.6 
26.6 
29.3 
30.8 
31.2 
32.7 
28.6 
29.7 
30.5 
30.2 
29.6 
29.8 
3.1 
k.6 
5.3 
h.5 
3.1 
7.7 
7.8 
k.6 
11.2 
10.it 
13.6 
12.8 
16.6 
13.7 
305 
3h8 
hi 5 
1*81 
1*67 
k3k 
hk2 
1*38 
323 
315 
39U 
359 
3H9 
377 
13191 
20663 
7081* 
7738 
5572 
6222 
6632 
5352 
15921 
9393 
5207 
5968 
7379 
7229 
13.2 
13.8 
18.1 
21.8 
18.3 
23.2 
18.2 
21.9 
13.1 
15. и 
16.1 
18.3 
15. k 
18.7 
13.1* 
il*.5 
11.2 
17.7 
11.9 
11.1* 
10.5 
13.1 
16.0 
15.7 
15.0 
13.1* 
12.0 
22.1* 
73.8 
79.0 
88.1 
86.1 
108.9 
100.2 
97.3 
102.0 
88.3 
81.3 
105.2 
93.5 
92.З 
102.3 
612.7 
61*7.8 
780.1 
511.9 
561*. 3 
789.О 
1*81*.8 
1*18.3 
865.5 
8U1.3 
528.2 
773.0 
821.2 
61*2.5 
9.7 
17.1 
6.1* 
18.2 
22.7 
21.6 
17.O 
26.7 
13.0 
19.0 
11.1* 
11.0 
13.9 
18.6 
69.7 
103.8 
66.8 
229.2 
113.6 
116.1* 
111.8 
115.0 
66.2 
ll*l*.7 
IUI*.5 
196.9 
116.2 
188.7 
σ\ Table 35 > continued 
Variable SHI 
Transformation raw 
SOB 
raw 
JUM 
l/(x + 1) 
GKA 
1/(x + 1) 
DSF 
/a; + /(x + 1 ) 
D 
D 
В 
В 
DB 
DB 
BD 
BD 
DB « D 
DB x D 
DB x В 
DB х В 
DB х DB 
DB x DB 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
277 
280 
258 
221* 
312 
312 
ІЮ8 
373 
k62 
1*32 
532 
1*20 
1*98 
I6h 
6532 
1*201 
17838 
9568 
8З69 
1*281 
1*789 
2517 
5931 
1*168 
1*833 
ЗЗ61 
6167 
5185 
31.2 
39.8 
32.3 
33.8 
1*8.3 
1*0.7 
1*1.0 
1*3.8 
36.5 
35.8 
31*.6 
21.8 
35.8 
33.9 
І85.6 
355.8 
221.3 
29О.2 
1lU.lt 
225.5 
ІЗ6.9 
111.8 
208.8 
250.7 
31U.1 
35U.2 
271.6 
239.1 
0.70 
0.39 
0.87 
0.71 
0.25 
o.Uo 
0.50 
0.33 
0.73 
0.61 
0.75 
0.73 
0.6ο 
0.6U 
0.1? 
0.11 
0.06 
0.10 
0.05 
ο.οθ 
0.12 
0.05 
0.11 
0.13 
0.11 
0.13 
0.13 
0.12 
0.55 
0.6U 
0.88 
0.91 
0.73 
0.87 
0.7U 
0.8ο 
0.U9 
о.бі 
0.75 
0.77 
0.5U 
0.78 
0.11 
0.09 
о.об 
0.05 
0.1 1 
0.07 
0.10 
0.08 
0.09 
0. 12 
0.09 
0.08 
0.08 
0.11 
5.31 
U.76 
2.29 
3.31 
5.03 
5.U5 
5.23 
5.U3 
5.53 
6.02 
3.75 
U.59 
5.2U 
5.15 
1.89 
2.56 
2.10 
и.Об 
U.26 
2.55 
3.78 
1.06 
1.58 
1.1*6 
3.22 
3.53 
2.1U 
U.13 
Table 35, continued 
Variable URI GRF GRD FRF FRD 
Transformation raw In (χ + 1) 10/(χ + i) raw raw 
D 
D 
В 
В 
DB 
DB 
BD 
BD 
DB 
DB 
DB 
DB 
DB 
DB 
D 
D 
В 
В 
DB 
DB 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
0.1І+ 
0 . 0 5 
0 . 2 6 
0 Л 5 
0 . 3 9 
o.Uo 
0.h2 
0 . 1 2 
0 . 6 7 
оЛз 
0.1+9 
0 . 3 8 
O.ÔU 
оЛз 
0 . 1 3 
0 . 0 5 
0 . 2 0 
0 . 2 6 
0 .25 
0 . 2 5 
0 .25 
0 .11 
0 . 2 3 
0 . 2 5 
0 . 2 6 
0.2U 
0.2h 
0 . 2 5 
2.61* 
3.00 
2 . 3 8 
2 . 5 6 
1.90 
2.kl 
2 . 1 7 
2.51+ 
2 . 3 3 
2 . 7 5 
2 . 1 1 
2.1*6 
2 . 3 3 
2 . 5 ? 
0.21* 
0 . 3 0 
0 . 2 6 
0 . 2 3 
0 . 2 3 
0 . 2 5 
0 .20 
0 . 1 7 
0 . 2 3 
0 . 2 6 
0 . 3 2 
о.зо 
0 . 2 6 
0 . 2 5 
0 . 0 8 
0 . 0 7 
0 . 5 0 
o.n 
0 . 3 8 
0 . 2 1 
0.30 
0 . 1 8 
0 . 1 3 
0 .10 
0.1*0 
0.21* 
0.21* 
0 .22 
0 . 0 1 
0 . 0 0 
0 . 0 7 
0 .05 
0 . 1 9 
0 . 0 2 
0 .05 
0 .01 
0 . 0 1 
0 . 0 0 
0 .11 
O.Olt 
0 . 0 3 
0 . 0 3 
0 . 3 7 
0.1*2 
0 . 1 0 
0 .35 
0.9 1* 
0 . 2 5 
0 . 7 9 
0 .35 
0 . 6 9 
0 . 5 0 
0 . 1 1 
0.21* 
0 . 6 2 
0 . 1 1 
0 . 6 5 
0 . 8 i 
0 . 0 9 
0.1*5 
1.00 
о.зо 
0 . 6 9 
0.21* 
0 . 9 5 
1.52 
0 . 1 6 
0 . 1 9 
1.36 
0 . 1 0 
3.1 
8 .5 
0 . 7 
2 .2 
9 . 8 
3.5 
12 .8 
1*.1 
11*.2 
5.2 
1.5 
1.8 
7 . 5 
0 . 7 
1*5.7 
3 2 6 . 8 
6 . 3 
33 .7 
2 3 0 . 2 
7U.8 
808.1* 
8 8 . 7 
1233.0 
181*.6 
21*.1* 
19.1 
285.1* 
6 . 7 
OS 
U) 
tr Table 36. Analysis of the data for behavioral change from Table 35, according to method I 
Variable 
Transformation 
m 
d 
h 
t 
ί 
3 
I 
t * d 
t χ h 
t χ i 
t x Q 
t χ I 
Ms 
BOW 
raw 
Estimate SE 
#*# 25.Τ 
- 0 . 3 
10.б 
0.3 
0.2 
* 
3.1 
- 5 . 3 
0.1 
- 0 . 5 
-оЛ 
1.0 
- 0 . 5 
1.0 
2.2 
0.3 
5.3 
2.2 
2.2 
і Л 
3.1 
0.2 
5.3 
2.2 
1.3 
3.1 
о.з 
LOC 
raw 
Estimate SE 
кб2 
#*# 
82 
„ * * 
-380 
- 1 1 2 * 
-59 
-h9 
* * # 
361» 
9 
269 
100 
9 
- i l t 8 
-б 
51* 
iU 
133 
5U 
53 
1*3 
82 
11 
133 
53 
ito 
82 
8 
REA 
/я + /(χ + 1 ) 
Estimate SE 
*** 
22.2 2.5 
*** 
3.5 0.5 
** 
-18.6 5.9 
-3.3 2.5 
* 
-5.1* 2.5 
-1.3 1.7 
16.8 3.6 
-0.8* 0.1+ 
5.1+ 5.9 
2.2 2.5 
1.6 1.6 
-1+.3 3.6 
-0.3 0.1+ 
LEA 
raw 
Estimate SE 
102.7 
8 . 7 * 
-21.5 
* 
-39.5 
-20.9 
11.7 
21.5 
1.8 
9 8 . 0 * 
* 
38.7 
1.2 
# 
-57.8 
- 3 . 3 
16.I+ 
3.5 
39.7 
16.I+ 
16.2 
11.8 
2І+.3 
2.5 
39.7 
16.2 
10.8 
2І+.3 
2.1+ 
LOB 
raw 
Estimate SE 
** 
23.1+ 7.5 
0.2 1.6 
-27.З 18.O 
-8.6 7.5 
-10.6 7.5 
-9.9 5.3 
25.9 10.9 
-1.1 1.1 
18.3 18.0 
3.9 7.5 
8.6 1.8 
-11.5 10.9 
-0.7 1.1 
T a b l e 3 6 , c o n t i n u e d 
Variable 
Tran s format ion 
m 
d 
h 
t 
г 
3 
l 
t χ d 
t χ h 
t χ i 
t * j 
t χ г 
m. 
SNI 
raw 
Estimate SE 
336 
-57 
565 
-66 
-76 
173 
* 
-5U9 
9 
255 
73 
* 
6h 
*# 
-180 
** 
38 
kk 
12 
105 
1+1* 
1*3 
33 
61* 
9 
105 
1*3 
30 
61* 
7 
SOB 
raw 
Estimate SE 
1*5.1 
0.7 
-1*0.0 
-12.2 
-10.θ 
* 
-17.2 
* 
39.0 
1.8 
39.3 
9.6 
8.6 
-26.2 
-1.9 
9.9 
2.1 
2l*.1 
9.9 
9.8 
7.2 
11*.8 
1.7 
2l*.1 
9.8 
6.8 
il*.8 
1.2 
JUM 
1/(x + D 
Estimate SE 
0.33 
O.O8 
I.16 
-0.11 
0.31* 
-0.02 
* 
-1.15 
-o.oi* 
0.26 
0.23 
-0.03 
-0.16 
0.05 
0.22 
O.Ol* 
0.52 
0.22 
0.21 
O.I5 
0.31 
0.03 
О.52 
0.21 
O.ll* 
0.31 
0.03 
GNA 
1/(х 
E s t i m a t e 
О.78 
* * * 
О.16 
-0.1*9 
* 
- 0 . 3 7 
-O.Ol* 
0 .10 
0.1*9 
0 . 0 2 
0 . 6 9 
0.31+ 
0 . 0 6 
- 0 . 3 7 
- 0 . 0 1 
+ D 
SE 
0 . 1 9 
0.0І+ 
0.1*5 
0 . 1 9 
0 . 1 9 
O.ll* 
0 . 2 8 
0 . 0 3 
0.1*5 
О.19 
0 . 1 2 
0 . 2 8 
0 . 0 3 
DEF 
/x + /(x + 1 ) 
Estimate SE 
*** 
I+.81 I.06 
*#* 
-1.15 0.2І* 
1.07 2.1*9 
1.38 I.06 
-O.9O 1.05 
-O.92 0.73 
-O.61 1.1*9 
-0.39 0.17 
-3.81* 2.1*9 
-1.50 1.05 
0.1*1* 0.61* 
2.30 1.50 
0.03 0.17 
Table Зб, continued 
Variable 
Transformation 
m 
d 
h 
t 
г 
3 
I 
t χ d 
t χ h 
t χ г 
t x j 
t χ г 
m. 
Ш І 
raw 
Estimate SE 
0.1*1 
** 
0.19 
0.61 
0.06 
- 0 . 1 8 
- 0 . 6 1 
- 0 . 7 0 
-0.07 
0.17 
- 0 . 0 8 
0.01 
-0.15 
- 0 . 0 6 
0.30 
0.06 
0.72 
0.30 
0.30 
0.21 
0.1*1* 
O.Ol* 
0.72 
0.30 
0.19 
0.1.1. 
0.05 
GRF 
In (χ + 1) 
Estimate SE 
*** 2.70 
-0.2B 
-0.66 
0.2U 
-0.05 
0.01+ 
0.22 
O.Ol* 
-O.89 
- 0 . 3 8 
- 0 . 0 2 
0.1*2 
0 . 1 0 * 
0.31 
0.07 
Ο.76 
0.31 
0.31 
0.23 
0.1*7 
0.05 
0.76 
0.31 
0.21 
0.1*7 
0.05 
GRD 
10/(χ + 1) 
Estimate SE 
#* 0.30 
*** 
0.21 
-O.26 
- 0 . 1 3 
-O.OU 
- 0 . 0 1 
0.22 
0.02 
0.37 
O.I6 
O.O9 
-0.17 
- 0 . 0 2 
0.11 
0.03 
0.27 
0.11 
0.11 
0.09 
0.17 
0.02 
0.27 
0.11 
0.08 
0.17 
0.02 
FRF 
raw 
Estimate SE 
0 . 2 2 
- 0 . 0 9 
0 . 2 2 
Ο.89 
0 . 0 9 
-O.65 
0 . 1 5 
- 0 . 0 5 
- I . 9 2 
- O . 9 6 * 
- 0 . 2 2 
1.31 
0 . 0 1 
0.1*9 
0 . 1 0 
1.19 
0.1+9 
0.1*8 
0 . 3 6 
0 . 7 3 
0 .07 
1.19 
0.1*8 
0 . 3 3 
0 . 7 3 
0 . 0 7 
FRD 
raw 
Estimate SE 
- 2 . 7 
- 2 . 7 
17.З 
3.1 
6.3 
- 1 0 . 9 
- 7 . 3 
1.0 
0.8 
-І+.9 
-11.3 
- 0 . 5 
0.5 
8.2 
1.8 
21.5 
8.2 
8.1 
7.1 
13.8 
1.1 
21.5 
8.1 
6.5 
13.8 
1.1* 
Table 37. Models obtained in the analysis of the data for behavioral change from Table 35, according to Method II 
Variable BOW LOC REA LEA LOB SNI SOB JUM GNA DEF URI GRF GRD FRF FRD 
Transformation raw raw vSWx+l raw raw raw raw l/(x+l) l/(x+l) »5+/x+1 raw ln(x+l) 1/(x+l) raw raw 
m 
d 
h 
t 
i 
3 
г 
t χ d 
t κ h 
t * г 
t χ J 
t χ I 
т . 
2 5 . 9 
- 0 . 3 
10.2 
- 0 . 1 
3.1 
- 5 . 1 
0.1 
1.0 
- 0 . 6 
1.0 
399 
71* 
-2U0 
289 
16. 
2, 
-5, 
- 1 , 
9. 
.θ 
.9 
.9 
Л 
.k 
82 
7. 
21 
.6 
.8 
Λ 
11, 
- 1 , 
3, 
- 2 , 
8, 
.3 
.8 
.0 
.6 
.0 
260 
-57 
737 
i» 
170 
-61+5 
101 
85 
-95 
38 
3lt.lt 
- 2 . 9 
- 1 3 . 6 
- 2 . 7 
23.2 
3.1 
16.1 
-11.9 
0.30 
0.10 
1.26 
- 0 . 0 2 
о.зб 
- 1 . 2 2 
0.13 
0.75 
0.17 
-0.U3 
-0.05 
0.U7 
5.30 
-1.1*0 
-1.1*7 
0.19 
0.09 
1.17 
0.06 
-0.1*1* 
-1.06 
2.61* 
-0.18 
-0.1*1 
-0.17 
0.26 
0.19 
-0.06 
0.02 
0.21 
- 0 . 0 8 
0.30 
-0.02 
- 0 . 5 6 
0.31 
- 0 . 6 7 
1.0 
-1. l t 
6.3 
3.1* 
2.1 
- 1 0 . 0 
- l t . l t 
-9.1* 
df 
Ρ > 
0.2І* 12.08 16.52 16.32 16.39 8.0U 12.32 13.15 
1* 10 9 11 9 1* 6 7 
0.99 0.20 0.05 0.10 0.05 0.05 0.05 0.05 
7.71 13.92 12.1*0 11.32 17.93 11.62 I.89 
9 11 8 10 10 7 6 
0.50 0.20 0.10 0.30 0.05 0.10 0.90 
Table 38. Untransformed cell means of untreated mice in the first session and 
of saline-treated mice in the second session, the diallel cross data 
for behavioral change 
Î 
в 
D 
H 
К 
tf в 
2 7 . 0 
3 1 . 5 
3 1 . 1 
30.1» 
f i r s t 
D 
2 9 . 3 
2 5 . 3 
3 2 . 9 
2 8 . 5 
s e s s i o n 
H 
зол 
3h.2 
29.6 
3 1 . 0 
к 
30.0 
2 8 . 3 
32.1 
2 6 . 6 
BOW 
В 
2 7 . 0 
3 3 . 1 
3 2 . 9 
3 2 . 5 
s e c o n d 
D 
3 0 . 9 
2 6 . 0 
3^.5 
30 .1 
s e s s i o n 
H 
3 2 . 2 
3 2 . 7 
31 .2 
32 .1 
31.1 
28.2 
3U.5 
27.3 
В 
D 
H 
К 
1*27.1 
ІЮб.б 
3 8 5 . 0 
зоз.ι* 
1+15.2 
271*.6 
3 8 2 . h 
260.8 
3 9 8 . 2 
3 9 5 . 0 
3 7 8 . 2 
31*2.0 
LOC 
356.1* 398.6 
3l*l*. 0 375.6 
375.Ь 1*09.6 
193.1 251.h 
3 9 2 . 0 
2 9 7 . 0 
1*11.6 
311 .6 
371.2 
1*77.0 
359.5 
2 5 8 . 0 
2 9 7 . 2 
280. !* 
З 6 7 . 6 
182.З 
REA 
В 
D 
H 
К 
в 
D 
H 
к 
51*.9 
5 5 . 6 
1*2.8 
1*0.6 
7 2 . 5 
9h.2 
12І+.1+ 
61*.0 
7 8 . 6 
1*3.8 
53.1* 
6 5 . 2 
95.1* 
79.1* 
92.I* 
6 7 . 6 
57.1* 
61.ι* 
31*.7 
6 6 . 8 
1ll*.0 
9 5 . 0 
9 9 . 2 
93.1* 
87.1* 
8 0 . 0 
68.1* 
2 1 . 6 
8 2 . 0 
116.6 
9 1 . 8 
7 3 . 8 
LEA 
92.1* 
71».0 
9 5 . 0 
1*7.1 
81.O 
8 9 . 8 
129.8 
59 Λ 
100.0 
50 .1 
7 7 . 0 
80.1* 
113.0 
7 6 . 2 
121.0 
6 6 . 8 
116.1* 
103.8 
5 7 . 3 
6 0 . 0 
105.8 
12l*.8 
9 3 . 6 
7 9 . 0 
129.0 
ιοΐ*.ι+ 
117.0 
11.0 
6 3 . 0 
71*.8 
101.8 
37.1* 
LOB 
Β 
D 
Η 
Κ 
9.0 
ιΐ*.8 
15.8 
6.6 
26.6 
12.5 
26.6 
12.2 
11*.1* 
28.1* 
23.0 
25.0 
19.2 
20.2 
25.0 
8.1 
17.8 
27.6 
33.2 
21*.Ц 
22.0 
17.8 
33.0 
19.0 
29.8 
21*.8 
26.2 
25.0 
30.1* 
29.2 
21*.8 
10.1 
68 
Table 30, continued 
? 
в 
D 
H 
К 
<f в 
681.Τ 
590 .2 
650.1+ 
5 7 6 . 6 
f i r s t 
D 
61*9.2 
1+80.1 
5 9 7 . 2 
575.1+ 
s e s s i o n 
H 
6 8 0 . 0 
572.1+ 
6 0 3 . 7 
6 3 9 . 6 
К 
59h.h 
sw+.o 
629.О 
5I+O.8 
SNI 
В 
581.0 
5 0 5 . 0 
521.2 
1+83.6 
s e c o n d 
D 
567.I+ 
1+1+3.1 
57I+.I* 
528 .2 
s e s s i o n 
H 
530.1+ 
5 5 0 . 6 
5 5 7 . 5 
1+80.6 
К 
1+06.6 
kïk.k 
503.О 
1+71.9 
S0B 
Β 37.8 1+9.2 37.0 
D 1+2.1+ 33.8 56.О 
H 1+7.0 55.8 56.8 
К 26.0 31.0 51.0 
1+0.2 
1+2.0 
5 8 . 0 
2 9 . 5 
36 .0 
1+5.8 
6 1 . 0 
1+0.1+ 
1+3.6 
3 7 . 3 
5 8 . 6 
31+.1+ 
1+9Л 
1+1+.2 
5 1 . 3 
1*9.2 
1+1+.0 
52 .0 
1+9.0 
26.1+ 
JUM 
в 
D 
H 
К 
0 .2 
1.0 
0 . 8 
0.2 
6.1+ 
1.9 
6 . 8 
1.1+ 
2 . 0 
3 .6 
6 . 2 
2 . 0 
1+.2 
1+.0 
3 .0 
0 . 3 
1.3 
2 . 2 
5 . 2 
2 . 2 
2 . 8 
2 . 3 
8.1+ 
3.1+ 
5 .6 
1+.2 
2.1+ 
1.2 
3 .8 
11.6 
1.1+ 
0.0 
GNA 
Β 
D 
H 
К 
0 . 5 
0 .8 
0.0 
0.Ί+ 
0.1+ 
1.7 
1.1+ 
0.1+ 
1.0 
2 . 0 
1.8 
0.1+ 
0 . 2 
0.1» 
1.0 
0 . 5 
0 . 6 
0 . 2 
0.1+ 
0 . 6 
1.2 
0 . 3 
0 . 2 
0 . 6 
0 . 2 
1.1+ 
0 .2 
0.1+ 
0 .0 
0 . 0 
0 .0 
0 . 0 
DEF 
В 
D 
H 
К 
1+.2 
11.6 
5.0 
1+.0 
7 . 2 
6.1+ 
5 .0 
8 .2 
5 .8 
6.1+ 
5 .3 
10.2 
8 . 2 
1+.2 
10.2 
7 . 7 
7 . 2 
8 .6 
6 . 8 
10.0 
9 .0 
8.0 
8 .8 
10.0 
5 . 8 
1+.1+ 
5.8 
10.1+ 
3.8 
7 . 6 
12 .8 
9.1+ 
69 
Table 38, continued 
first session second session 
D Η К В D К 
? 
в 
D 
H 
К 
В 
D 
H 
К 
В 
D 
H 
К 
в 
D 
H 
К 
o.h 
1.0 
О Д 
0 . 6 
6 . 2 
T . θ 
l t .6 
10. h 
2 3 . 6 
U9.θ 
2 1 . 2 
8 5 . 6 
0 . 0 
О Д 
1.0 
1.6 
0 . 6 
0.1* 
O.U 
0 . 8 
9.6 
13.0 
6 . 0 
8 .2 
7 8 . 0 
2 0 2 . 5 
3 1 . 6 
79.6 
0 . 2 
0.1* 
0 . 6 
0.1* 
0 . 6 
0 . 2 
0 . 5 
1.0 
8.6 
7 . 2 
6.5 
7.8 
1*3.2 
5 9 . 2 
3l*.2 
30.1* 
0 . 2 
0 . 6 
0 . 6 
0 . 2 
0.1* 
0 .0 
1.0 
0 . 3 
10.0 
9.8 
7.8 
9.6 
7 2 . 6 
5 3 . 8 
2 9 . 6 
6 3 . 0 
0 . 8 
1.8 
0 . 6 
0 .5 
UBI 
GRF 
GRD 
FRF 
0 . 8 
0 . 6 
0 . 6 
0 . 6 
11.0 
16.I» 
1 0 . 8 
llt.l* 
3 8 . 3 
170.6 
31*. 6 
110.6 
0 . 0 
0 . 0 
0 . 2 
0 . 2 
0.1* 
0 . 5 
0.1* 
0 . 6 
18.1* 
1 5 . 3 
12.2 
17.2 
11*2.0 
338.1* 
8 6 . 0 
129.6 
0 . 2 
0 . 0 
O.U 
0.1* 
0 . 8 
0.1* 
0 . 3 
1.0 
11*.8 
11.8 
10.6 
11.2 
69.O 
7 0 . 0 
101.3 
68.8 
0 . 8 
0 . 2 
0 . 3 
0 . 2 ' 
0 .0 
0 . 6 
0 . 6 
0 . 1 
8 .8 
13.1* 
11 .8 
il*.9 
6 1 . 8 
161.6 
1*1.8 
2 1 5 . 2 
0 . 2 
0 . 0 
0 . 2 
0 . 1 
В 
D 
Η 
К 
0 . 0 
3 . 2 
1*2.6 
3 1 . 0 
2 . 6 
6 . 0 
11*.6 
6.6 
1.0 
1 5 . 8 
13 .5 
3 . 8 
FRD 
6.8 0.0 
1*5.8 0.0 
12.6 2.1* 
9.5 2.8 
2.8 
0.0 
12.1* 
1*.0 
13.6 
6.6 
U.3 
3.0 
1.2 
0.0 
1.6 
1.8 
70 
Table 39. ^ -values obtained in the Наушап diallel cross analysis of the results for behavioral change as 
presented in Table 38 
Variable 
Trans format ion 
df 
BOW 
raw 
LOC REA 
¿с+Л:+1 
LEA 
raw 
LOB 
raw 
SNI 
raw 
SOB 
raw 
JUM 
l/(x-H 
Éetween cells 15,00 6.71 
a 3,12 10.35 
Ъ 6,2h 8.22 
b1 1,1* 52.1+6 
b2 3,12 0.1*0 
2,8 3.28 
3,12 0.78 
3,12 0.50 
1*,80 0.12 
1,198 h.^S* 
3,12 I.60 
6,21* 1.01 
i,U 0.52 
3,12 1.1*6 
2,8 0.83 
3,12 1.68 
3,12 1.07 
1*,80 O.S1* 
3 
о 
d 
Blocks 
Treatment 
t x a 
t χ Ъ 
t χ b 
t * b 2 
t * b 3 
t χ a 
t χ d 
t χ Blocks 
12.OU 
1*5.33 
9.1*3 
8.55 
**· 
** 
*** 
12.2k 
28.85 
3.75 
U.61* 
1*.69 
7.51 
1*.17 
6.25* 
1*.58 
1*.68" 
6.00 
i i . s e " 
1*.2б* 
1.35 
2.Ц1* 
0.81 
2.95* 
0.61* 
1.53 
0.88 
0.03 
1.32 
1.00 
0.38 
2.58 
2 . 7 1 * 
17.80 
11*6.59 
** 
10.35 
0.16 
5.53* 
0.21 
1.72 
*** 
13.27 
. * 
1*.32 0.88 
2.72 
0.16 
0.23 
I.Ol* 
0.7I* 
0.1*3 
10.1*8 
68.71*** 
2.51 
2.19 
1.65 
1.13 
* 
3.03 
0.01 
0.68 
1.21* 
0.27 
3.36 
0.15 
0.28 
0.93 
1.1*7 
6.19 
18.61** 
0.32 
2.85 
1.05 
1.15 
*** 
7.70 
*** 
11.21+ 
2.6О 
0.71* 
0.29 
0.75 
0.9I+ 
0.71* 
0.73 
0.50 
1*.36 
3.21 
5.17* 
2.38 
1.72 
О.26 
*** 
8.23 
38.18 
3.37 
1.1*0 
2.58 
1.80 
0.1*2 
0.88 
0.35 
0.51 
1*.13 
5U.82** 
0.1*7 
2.09 
1.98 
1.25 
# * 
1*.55 
0.27 
0.81* 
О.58 
O.60 
0.38 
0.87 
0.30 
0.90 
0.75 
7.59 
53.од' 
2.25 
0.7I* 
3.72 ( 
0.68 
6.07* 
1.55^ 
З.60' 
0.99 
0.01 
2.68 
1.33 
1.50 
0.17 
1.86 
Table 39, continued 
Variable 
Transformation 
df 
GHA DEF URI GRF 
log(x+i: 
GRD 
log(x+l) 
FRF 
i/ 3 
FRD 
-
l/3 
Between c e l l s 
a 
Ъ 
Ъ1 
ъ
г 
а 
d 
Blocks 
Treatment 
t χ a 
t χ b 
* χ 
t χ 
t χ 
t χ с 
t χ d 
*! 
Ъ2 
ъ
г 
t χ Blocks 
15,80 
3,12 
6,21» 
1,Ь 
3,12 
2,8 
3,12 
3,12 
U,80 
1,198 
3,12 
6,21* 
1Λ 
3,12 
2,8 
3,12 
3,12 
!*,80 
1.83 
6.1*0 
0.81 
0.31 
0.67 
1.39 
0.68 
2.21* 
1.1*1 
13.57 
3.95* 
1.11* 
23.07 
0.22 
0.62 
0.99 
1.31 
0.87 
3.83 
* 
5.15 
7.66 
7.67 
0.1*5 
**# 
20.96 
Ι .26 
2.61* 
1.21* 
6.03* 
2.18 
2.09 
0.38 
2.08 
2.51* 
1+.71** 
2.18 
Ο.6Ο 
2 . 6 Ι 
2.1*6 
1*.08** 
13.1*9* 
1.51* 
9.1*1 
2.38 
0.67 
0.39 
0.02 
0.50 
1.69 
1.31* 
2.01* 
1.1*9 
2.36 
ι.8ι 
0.31 
2.06 
, *** 
12.01* 
1.1*1 
0.00 
2.00 
1.11* 
0.1+1 
1.58 
1.59 
* * * 
29.75 
0.37 
0.70 
0.1+9 
0.73 
0.80 
0.59 
0.16 
1.80 
11.72 
# * * 
56.11 
*** 
12.73 
11.29 
23.13 
0.11 
0.91 
0.80 
1.1*9 
23.61 
0.50 
1.25 
0.89 
1.1*1* 
1.10 
0.1*8 
0.51 
1.07 
1.38 
1.70 
2.06 
6.19 
1.1+2 
1.00 
0.32 
0.1*9 
0.23 
*** 
13.38 
0.75 
0.26 
0.10 
0.21 
0.51* 
3.1*0 
0.80 
2.1*3 
1.56 
2.05 
1.86 
1*.77 
0.36 
1.55 
0.75 
0.86 
0.57 
13.1*1 
0.65 
0.28 
0.20 
0.26 
0.39 
3.5ΐ ' 
1.2І* 
2.66* 
Table 1*0. Results of the analysis of variance and C' 
Variable 
Transformation 
BOW 
untransformed 
df F 
LOC 
untransformed 
df F 
W + V arrays 3,16 2.21 
W + V blocks It, 12 0.38 
W - V arrays 3,l6 0.30 
W - V blocks It, 12 2.09 
joint regression 1,18 26.55 
heterogeneity I t , lit 2.37 
Estimate 
slope ± 
l(D 
Τ 
D 
h 
AHJ/D) 
hlb) 
C(h/d) 
uv 
V 
0.60 ± 0.10 
SE -1381.38 ± 619.39* 
2592.07 
1370.62 
6896.12 
7031.2k 
-25lt.68 
2.2lt 
0 . I 6 
0.53 
0.25 
3,16 
!t,12 
3,16 
It,12 
1,18 
l t , l l | 
1.11 ± 
2.16 
1.36 
Ο.62 
i.uit 
65.22 
O.ltó 
0.15 
5581*.jk ± 2827.60°' 
10999.lt8 
38268.87 
15929.90 
13162.98 
9hk5.h3 
Ο.65 
0.52 
О.63 
0.1*6 
0.21 
e of the data for behavioral change from Table 38 
REA 
/ χ -
df 
3,16 
1*,12 
3,16 
k,12 
1,18 
Αχ + 1 ) 
F 
*** 
19.17 
0.53 
1.51* 
1.07 
56.93 
LEA 
untransformed 
df 
3,U 
It, 12 
3,1* 
1*,12 
1,18 
F 
1.21 
З.69* 
0.2І+ 
lt.18* 
65.1tO 
LOB 
untransformed 
df F 
3,16 1.21* 
It,12 0.36 
3,1t 0.05 
It,12 6.97** 
*** 
1,18 69.91 
i t . iU o.it5 ' t , l i t 0.52 l t , l l t 1.08 
0.70 ± 0. 
•21.57 ± 13. 
35.5I* 
56.58 
11*2.81* 
130.19 
57.22 
1.59 
0.07 
0.1*7 
1.07 
0.23 
** 
,10 
,22 
0.79 ± 0, 
21*.86 ± 259. 
1008.97 
1938.92 
1839.^7 
171*9.39 
-1231.62 
0.97 
O.58 
0.7I* 
-1.1*7 
0.21* 
,10 
,59 
0. 
-5 
.85 ± 0.10 
.12 ± 5.00 
26O.26 
11*5.02 
I65.52 
I86.76 
I6.O2 
1.07 
0.12 
0.23 
0.28 
Table 1*0, continued 
Variable 
Transformat ion 
SNI 
untransformed 
df F 
SOB 
u n t r a n s f o r m e d 
df F 
¡/ + V a r r a y s 
W + V b l o c k s 
W - V a r r a y s 
W - V b l o c k s 
j o i n t r e g r e s s i o n 
h e t e r o g e n e i t y 
E s t i m a t e 
3,16 
1*,12 
3,1* 
1*,12 
1,18 
1*,1U 
1.1*6 
3.09 
0.07 
і*.зі» 
1*6.09 
0 . 2 3 
s l o p e ± SE 
HD 
Τ 
D 
h 
h 
F 
h\n) 
h\b) 
C(h/d) 
uv 
1.06 ± 0.17 
Hj) ± SE 2 6 0 7 . 5 9 ± 2l*77.2l* 
11*016.55 
21U95.76 
11065.1*0 
7766.12 
13761*.!*5 
0 . 7 2 
0.21 
0 . 2 9 
0 . 8 2 
0.18 
3,16 
1*,12 
3,1* 
1*,12 
1,18 
14,1U 
1.51 
0.1*1* 
0.01+ 
І..55" 
9 2 . 0 7 
2 . 0 9 
0.9I* ± 0 . 0 9 
81.35 ± 21.93 
5 2 7 . 0 9 
1*33.05 
107.63 
1U6.66 
- 3 2 . 7 8 
0 . 5 0 
0 . 2 5 
0 . 2 9 
0.31* 
JUM 
i / ( x + 1) 
d f F 
* * * 
3,16 9-87 
1*,12 0.71 
3,1* 0.56 
1*,12 6 . 6 8 * * 
1,1» 9.98* 
I t . l l * 6.01 
* * * 
0.58 ± 0.07 
•0.01 ± o.oi* 
0.18 
0.11* 
0.18 
0.18 
0.09 
1.11* 
0.08 
0.22 
1.86 
0.2І* 
| 
d f 
3,16 
1+,12 
3,1* 
1*,12 
1,1» 
U.iU 
3NA 
C
1 / 3 
F 
1.1*3 
0.1+8 
0.17 
1*.07 
2.21 
3.67* 
*** 
0.28 ± 0.10 
0.02 ± O.O6 
0.62 
0.09 
0.03 
0.05 
-0.11 
0.56 
0.13 
0.11+ 
0.1*0 
DEF 
untransformed 
df F 
3,16 3 . 6 7 * 
1+,12 I.5I* 
3,16 0.17 
1*,12 2.07 
1,18 2.Ο7 
1
* , i l * 0.55 
Ο.27 ± 0.20 
- 8 . 6 2 ± 5 . 9 I 
22.1*6 
5.73 
1*0.22 
I t i . 8 1 
- 1 . 0 1 
2.65 
0.08 
0.1*0 
0.26 
Table ho, continued 
Variable 
Transformation 
W + V arrays 
W + V blocks 
W - V arrays 
W - V blocks 
joint regression 
heterogeneity 
Estimate 
slope ± SE 
l(D - Hj) ± SE 
Τ 
Ό 
h 
h 
F 
AHJ/D) 
hU) 
h\b) 
C(h/d) 
uv 
UBI 
/χ + /(χ + 1 ) 
df F 
3,16 1.16 
It,12 0.35 
3,l6 O.60 
I*,12 О.6З 
1,18 7.23* 
U,lU O.83 
O.5U ± 0.21* 
-0.26 + 0.1+1* 
O.9I* 
0.12 
I.IU 
1.08 
0.23 
S.OU 
0.00 
0.22 
1.30 
0.21* 
GRF 
log 
df 
3,16 
1*,12 
3,16 
1*,12 
1,18 
i+.iU 
(χ + 1) 
F 
2.03 
0.50 
O.65 
2.29 
25.7k 
1.27 
0.79 ± 0.15 
o.o-1 ± 0.01 
0.10 
0.06 
0.00 
0.00 
0.03 
0.29 
0.11 
0.12 
1.70 
0.17 
GKD 
log (χ + 1) 
df F 
3,16 6.76** 
1*,12 0.85 
3,1» 0.55 
*** 
1+,12 10.Θ5 
*** 1,18 65.92 
1»,18 0.78 
1.01 ± 0.13 
0.06 ± 0.10 
0.17 
0.71 
0.1*8 
0.31* 
0.1*8 
0.83 
0.1*1 
0.59 
n.7fi 
FRF 
x
1/ 3 
df 
3,1* 
1*,12 
3,1* 
lt,12 
1,18 
1*,18 
0.2-
-o.o-
1 i 
F 
0.51 
** 
7.70 
0.02 
19.1*8 
1.30 
0.1*5 
** 
: 0.20 
1 ± 0.03 
0. 
0. 
0, 
0. 
0, 
1. 
0. 
0. 
.39 
.05 
.10 
.12 
.03 
Λ7 
.00 
.07 
FRD 
x
1 / 3 
df 
3,1* 
1*,12 
3,16 
1*,12 
1,1* 
l+,i8 
F 
0.11 
*** 
10.72 
O.O6 
*** 
il*.57 
0.11 
1*.50* 
-0.10 ± 0.11+ 
-0.06 ± 0.15 
2.68 
0.35 
0.58 
0.80 
0.07 
I.28 
0.01 
0.08 
0.18 0.31 0.35 
Table 1*1. Results of the simplified triple-test cross analysis pertaining to untreated mice in the first session 
and to saline-treated mice in the second session: behavioral change 
Variable 
Transformat ion 
Sums 
Differences 
E p i s t a s i s 
t χ Sums 
t x Differences 
S-D 
t x r, S-D 
Τ 
D 
Η 
AB/D) 
hU) 
h\b) 
df 
3,1*8 
3,1*8 
3,1*8 
3,1*8 
3,1*8 
BOW 
raw 
Η 
D 
1.86 
LOC 
raw 
В 
К 
*« 
5.52 
*** 
10.32 0.1*2 
0.96 
0.33 
2.53 
*# 
-0.99 
** 
-0.99 
2377.30 
816.72 
8865.97 
3.29 
O.08 
0.52 
1.33 
0.98 
0.93 
-0.78 
-0.97* 
13326.81* 
21*117.01 
0.00 
0.00 
0.1*8 
0.1*8 
REA 
/с+/(х+1) 
В 
К 
1*.09* 
*** 
11.00 
2.50 
0.53 
2.21 
-0.88 
-0.79 
29.59 
36.57 
118.30 
1.80 
0.21* 
0.62 
LEA 
raw 
Η 
К 
LOB 
raw 
Η 
К 
F-values 
** 
1*.52 
, *** 
7.Il* 
1.62 
0.97 
0.32 
1.11* 
1.95 
0.37 
2.87 
0.07 
Correlations 
-0.30 
0.99* 
-0.85 
0.17 
Estimates 
1093.13 
15З9.62 
2681*.95 
1.32 
0.30 
0.57 
286.68 
16.1*6 
108.65 
2.57 
0.03 
0.11 
SNI 
raw 
В 
D 
2.62 
I.61 
0.70 
0.1*7 
I.09 
0.20 
0.39 
21*520.51 
15892.87 
6022.3І* 
О.62 
0.23 
0.28 
SOB 
raw 
H 
К 
0.70 
2.27 
1.02 
1.1+3 
0.03 
-0.99' 
0.95 
573.31 
0.00 
290.93 
0.00 
0.11 
JUM 
1/(х+1) 
к 
H 
2.70 
0.71 
0.21+ 
ι*.οΐ** 
0.12 
0.93 
-0.87 
0.21 
O.II+ 
0.00 
0.00 
0.25 
0.25 
Table 1»1, continued 
Variable 
Transformation 
df 
GNA 
X ^ 
D 
К 
DEF 
raw 
К 
H 
Sums 
Differences 
Epistasis 
t x Sums 
t x Differences 
3,1*8 
3,U8 
3,1*8 
3,1*8 
3,1*8 
3.01 
1.1*8 
0.88 
1.00 
1.1+6 
6.83 
1.59 
2.18 
1.1U 
1.52 
'S-D 
t χ r, S-D 
1.00 
0.92 
-1.00 
0.27 
Τ 
D 
Η 
AH/D) 
h\n) 
h\b) 
0.70 
0.56 
0.13 
0.1*9 
0.28 
'0.31 
3.00 
7.00 
0.71 
0.32 
0.52 
0.55 
URI 
х+/(ж+1) 
В 
к 
7.16 
0.70 
3.37 
1.39 
O.Ul 
-0.98* 
*** 
1.00 
0.95 
2.31* 
0.00 
0.00 
0.55 
0.55 
ORF 
log(x+l) 
D 
В 
F-values 
3.93* 
2.36 
I.89 
1.35 
0.35 
Correlat: 
-О.65 
0.21 
GRD 
logd+l) 
D 
В 
9.61* 
2.91 
0.93 
1.32 
1.27 
Lons 
0.13 
0.7I* 
Estimates 
0.11 
0.13 
O.O6 
0.68 
0.3І* 
0.1*2 
О.19 
О.67 
0.15 
0.1*7 
0.59 
0.66 
FRF 
л:
1/3 
H 
В 
0.52 
1.38 
0.01 
0.71 
0.30 
** 
-1.00 
-0.98 
0.39 
0.00 
0.06 
0.00 
O.Ol* 
FRD 
x
l / 3 
H 
В 
0.31 
0.91» 
0.12 
0.70 
0.32 
** 
-0.99 
-0.86 
2.82 
0.00 
0.00 
0.00 
0.00 
Table k2. Summary on genetic architecture and evolutionary history of phenotypes observed in the first session 
Phenotype 
BOW 
LOC 
REA 
LEA 
LOB 
SNI 
SOB 
JUM 
GNA 
DEF 
URI 
GRF 
GRD 
FRF 
FRD 
Additive genetic 
effects 
present 
present 
present 
present 
present 
present 
present 
present 
present 
present 
absent 
present 
present 
indeterminate 
indeterminate 
Dominance Epistasis 
present, of indeterminate nature pronounced 
incomplete, ambidirectional minor 
present, ambidirectional ? pronounced 
complete, ambidirectional absent 
complete, ambidirectional minor 
complete, ambidirectional minor 
incomplete, ambidirectional minor 
present, of indeterminate nature pronounced 
complete, directional for low minor 
doubtful pronounced 
ambidirectional minor 
complete, ambidirectional absent 
complete, ambidirectional absent 
indeterminate indeterminate 
indeterminate indeterminate 
Evolutionary history 
indeterminate 
stabilizing selection 
stabilizing selection ? 
stabilizing selection 
stabilizing selection 
stabilizing selection 
stabilizing selection 
indeterminate 
directional selection for low 
indeterminate 
stabilizing selection 
stabilizing selection 
stabilizing selection 
indeterminate 
indeterminate 




STELLINGEN 
1. De vereenvoudigde triple-test kruising stelt de zaken wat al te 
eenvoudig voor. 
Dit proefschrift (hoofdstuk 4.4.2). 
2. Drewek en Broadhurst (1983) maken niet aannemelijk dat hun formule 
voor het berekenen van heritabiliteit beter is dan die van Whitney et 
al. (1982). 
Drewek, K.J. & Broadhurst, P.L. (1983). More on the heritability 
of alcohol preference in laboratory mice and rats. Behav. Genet. 
13:123-125. 
Whitney, G., McClearn, G.E. & DeFries, J.C. (1982). Heritability 
of alcohol preference in laboratory mice and rats: Erroneous 
estimates. Behav. Genet. 12:543-546. 
3. Het inconsistente gebruik van symbolen en procedures geeft de 
kwantitatief-genetische literatuur een chaotisch aanzien. 
4. De biologische nomenclatuur dient een weloverwogen compromis te zijn 
tussen de taxonomische feiten en de gebruikswaarde van de namen van 
de betreffende organismen. 
Hagendijk, Α., Soest, J.L. van, & Zevenbergen, H.A. 
(1982). Taraxacum sectie Vulgaria Dahlstedt. Flora Neerlandica. 
deel IV, afl. 10. 
5. Het valt te betreuren dat Mabberley (1982) geen conservering van de 
geslachtsnaam Barclaya Wallich heeft voorgesteld, zodat voor deze 
waterlelieachtigen nu de naam Hydrostemma Wallich moet worden 
gebruikt. 
Mabberley, D.J. (1982). William Roxburgh's "Botanical description 
of a new species of Swietenia (Mahogany)" and other overlooked 
binomials in 36 vascular plant families. Taxon 31:65-73. 
Crusio, W.E. & Bogner, J. (1984). Proposal to conserve 
2515 Barclaya against Hydrostemma (Nymphaeaceae). Taxon 
(submitted). 
β. Het zou een affront zijn om na zo lange tijd alsnog een standbeeld voor 
Sir Ronald Fisher op te richten. 
Kerbusch, J.M.L. (1974). Dissertatie K.U. Nipnegen, stelling 16. 
Raaijmakers, W.G.M. (1978). Dissertatie K.U. Nipnegen, stelling 
18. 
7. Rainer Knussmann grijpt zelf mis. 
Knussmmn, R. (1982). Der Mann, ein Fehlgriff der Natur, Gunner 
& Jahr. Hamburg. 
Nijmegen, 26 januari 1984 VI.E. Crusio 




