"Pedestrian exposure" is defined as the exposure risk of pedestrians to collisions with motor vehicles. It is one of the important factors influencing pedestrian crashes. Because pedestrian exposure or even pedestrian volume counts are not readily available, population density is usually used as a substitute in pedestrian crash prediction models. Unfortunately, population density is not a good replacement for pedestrian exposure because it does not account for the amount of walking people do. This study investigates the relationship between the weekly pedestrian exposure in rural areas of Connecticut and factors such as population density, presence of sidewalks, number of lanes, area type, traffic control type, and median household income. General linear modeling and Tukey and Duncan multiple comparison of means methods are used to identify the significant factors. Only the number of lanes, area type, and sidewalk system significantly explain the variation in the resulting pedestrian exposure prediction model. This study suggests extra improvement in pedestrian facilities for the areas with high pedestrian exposure. Ongoing research will take advantage of the model to estimate pedestrian crash models in rural areas of New England.
Pedestrians are extremely vulnerable in crashes with motor vehicles, and for this reason, although pedestrian crashes make up only 2 percent of highway injuries, they constituted 13 percent of highway fatalities in 1997 in the United States (1) . In Connecticut, for example, pedestrian fatalities represented 13.7 percent of all traffic fatalities in 1998. Despite tremendous progress made in transportation safety, especially research on pedestrian travel patterns and improvement of pedestrian facilities in the past three decades, more than 5,220 pedestrians were killed and 69,000 pedestrians were injured in 1997 (1) . On average, a pedestrian was killed in a traffic crash every 97 min, and a pedestrian was injured in a traffic crash every 6 min in 1996 (2) .
Since 1986, however, pedestrian fatalities have actually decreased. In 1996, 5,412 pedestrians were killed in traffic crashes in the United States-a decrease of 20 percent from the 6,779 pedestrians killed in 1986 (2) . This decrease appears more pronounced when the number of crashes per person in the population is considered; population increased from 237,626,036 in 1986 to 265,283,783 in 1996 (3). However, does that mean it was safer to walk in 1996 than in 1986? Actually, the decline may be due to the attendant reduction in walking as a travel mode rather than an improvement in pedestrian safety, because people tend to drive rather than walk with increasing motorization. If we want to learn what factors improve or worsen pedestrian safety, is more accurate to assess pedestrian safety by how many people actually walk on the streets.
Because the actual pedestrian time spent walking or pedestrian volumes are costly to observe and therefore not readily available, population density is usually used as a substitute in pedestrian crash prediction models. However, population density does not necessarily relate directly to the actual number of people walking on the streets. For example, tourist sites frequently attract large numbers of visitors who are not counted in the population density. In other words, there is an unexpected high pedestrian volume that cannot be represented by the population density in these areas. In some areas the low pedestrian volume compared with the high population density may be attributed to the high vehicle-owner rate. Prediction models based on population density are, therefore, intrinsically unreliable.
The purpose of this study is to learn how to estimate pedestrian exposure in rural areas for more accurate reporting of pedestrian crash statistics. Many studies have investigated pedestrian safety in urban areas because of the higher frequency of pedestrian crashes occurring there. However, there is little research studying the pedestrian activities in rural areas despite the fact that 32 percent of fatalities apparently occur in rural or suburban areas rather than urban areas (1). Our study summarizes research findings on the effects that road features, neighborhood and land use, site characteristics, and demographic characteristics have on pedestrian activities in rural areas of Connecticut. It also sets forth the pedestrian exposure prediction model for determining or predicting the pedestrian travel patterns in rural areas.
LITERATURE REVIEW
In risk analysis "exposure" is a concept describing the opportunity for a random event to occur, that is, the number of trials. Consequently, identifying the appropriate measure of exposure for a particular risk event is extremely important for analyzing the likelihood of its occurrence (4) . For pedestrian safety analysis, this exposure measure should account for the extent to which people place themselves at risk of being hit by a motor vehicle. If these criteria are met, the exposure metric can be a reliable explanatory variable for predicting pedestrian crashes.
The choice of pedestrian exposure measure strongly influences the risk analysis results. Keall examined pedestrian crash data using the exposure measures "time spent walking" and "number of roads crossed" (5) . These two measures of risk are more precise than the most common mode of presenting pedestrian crash statistics-number of crashes per person in the population. In Keall's study, crashes per person overestimated the risk for people under 30 years old, underestimated the risk for people over 79 years old, and underestimated the risks of males compared with females (5).
Many studies investigate how site characteristics are associated with both pedestrian exposure (represented by probability of choosing walking as a travel mode) and pedestrian crashes. Hess et al. studied the relationship between site design and pedestrian travel in a mixed-use, medium-density environment (6) . They investigated site design characteristics, such as the mean block size, completeness and continuity of the sidewalk system, and on-street parking. The findings showed that these factors significantly influenced the likelihood of choosing walking as a travel mode. Shriver's results supported the conclusion that neighborhood transportation, land use, and design characteristics affected pedestrian activities (7 ). Knoblauch et al. found that sites without sidewalks were more than twice as likely to have pedestrian crashes than sites with sidewalks (8) .
A large number of studies have recognized the indirect relationship between pedestrian crashes and economic or demographic factors. For example, Bagley investigated the probability of sites being hazardous given socioeconomic and crime data (9) . Roberts et al. [as reported by McMahon and colleagues (10) ] noted a relationship between economic and ethnic differences with the pedestrian crash rate. Epperson recognized that the economic status of the neighborhood significantly influenced the predicted pedestrian crashes (11) . McMahon and colleagues studied demographic variables such as the percentage of single parents with children, the percentage of housing stock built after 1980, whether 85 percent of households were composed of families, and whether the unemployment rate was less than 1.75 percent (10) . The study showed that percentage of single parents with children and housing stock built after 1980 significantly influenced "walking along the road" crashes. The conclusion was that factors contributing to that type of crash included not only geometric characteristics of the sites but also demographics and neighborhood characteristics (10) . The indirect economic or demographic factors may influence the pedestrian exposure that is directly related to pedestrian crashes.
McMahon et al. identified the risk to pedestrians who were walking along the roadway (10). However, there are several types of pedestrian activities, each bearing quite different risks of experiencing conflict with motor vehicles, for example, crossing a road, walking along a road, and walking on a sidewalk. Actually, 45 percent of all pedestrian crashes involve a pedestrian crossing a road, whereas only 14.1 percent involve a pedestrian walking along a road (12) . Statistics suggest that crossing the street might be more dangerous than walking along the roadways or the crossing pedestrian exposure might be larger than the walking along the roadway pedestrian exposure.
Case-control methods to predict pedestrian crashes or exposure have been widely applied (7, 13, 14) . For example, Hess selected sites by controlling the variables that former research considered had an effect on pedestrian volume, such as gross population density, land use, and income. The hypothesis is that when control variables were held constant, other factors such as the mean block size and completeness and continuity of the public sidewalk system affected pedestrian volume (6) .
In our study several factors that may be important contributors to the prediction of pedestrian exposure-site characteristics, traffic control types, demographic data, land use characteristic, and road site features-are investigated using general linear regression model. The weekly crossing pedestrian volume is used as the measure of pedestrian exposure, the dependent variable in the prediction model.
METHODOLOGY AND DATA PROCESSING

Study Design
Variable Selection
To estimate the pedestrian exposure in rural areas, 32 sites from rural areas in Connecticut were selected for specific site characteristics. The factors that may influence pedestrian activities are from the following categories:
• Pedestrian amenities: Sidewalk is used as an independent variable to represent the site characteristic because sidewalk is an important pedestrian-friendly design. In general, sites with sidewalks can attract more pedestrians than sites without sidewalks.
• Traffic control: Pedestrian-friendly traffic control designs such as marked crosswalk, traffic signal, and so on, are assumed to encourage people to cross at the location.
• Demographic data: Median household income is an important demographic characteristic expected to be associated with pedestrian exposure. Previous studies show that neighborhoods with high income usually have less pedestrian activity than neighborhoods with low income.
• Land use characteristics: Area type can greatly influence the pedestrian travel patterns. For example, pedestrian travel patterns in commercial areas are not the same as those in residential areas. Furthermore, pedestrian exposure in tourist and college campus areas is expected to be quite different from others.
• Road site features: Some road geometric features can influence pedestrian exposure-the number of lanes, road width, and so on. For example, wider highways negatively affect pedestrians by significantly increasing the distance that must be traversed to get to the other side.
Variable Description
The traffic control categorical variable is defined with five values: 3. Low-density residential areas have houses that are spaced apart and often are not visible from the road. Sidewalks are rare in these areas. Areas with little to no development are included in this category (5 sites).
4. Village areas consist of smaller buildings and residences set back from the road. Sidewalks may or may not be present (7 sites).
5. Medium and low-density commercial areas have commercial development, often with sidewalks. This area type includes commercial development such as gas stations, fast food, and supermarkets. On-street parking is not likely to be found in this type of area (3 sites).
6. Tourist areas usually include crosswalk and sidewalk without signal. Higher pedestrian exposure is expected, and pedestrians' activities may be constant throughout the day with less pronounced peaks during commuting and lunch time than at other areas (5 sites).
7. Campus areas usually include crosswalks, sidewalks without signal, and narrow streets and speed limit. Much higher pedestrian exposure is expected, and pedestrians' activities are greatly changed throughout the day with pronounced peaks during class and lunch or dinnertime (1 site).
Data Collection and Processing
Collection of Field Data
The data on pedestrian activity were collected in May, June, October, and November of 1999, with the exception of one count in Storrs, which took place in November 1998. All data counts were carried out in noninclement weather, thereby avoiding undesirable conditions. For each site, a weekday count as well as a weekend count was conducted. The weekday count was conducted on a typical weekday; the weekend count was taken mostly on Saturday. Sunday counts were conducted at sites where, based on the characteristics of the site, they were expected to yield the more significant results; a town center with little retail activity, but with community amenities such as a church is an example.
Because each site featured different characteristics, such as pedestrian crossing facilities or crosswalks, not all pedestrian activities were applicable to each site. However, with respect to this study, which is investigating alternative measures of pedestrian exposure to crashes, only the total number of crossing pedestrian exposures was of interest. Walking on the sidewalk was not included because it is assumed that these pedestrians are unlikely to be hit by an automobile. Generally, observations took place from 8:00 a.m. to 5:30 p.m.
Processing of Field Data
To obtain a single measure of pedestrian exposure for each observation site, the field data were processed by adding up all possible pedestrian exposures except for walking along the highway. Table 1 shows the weekday and weekend pedestrian volume and the total weekly pedestrian volume computed using the following relationship:
where V = total weekly pedestrian volume, V wd = weekday pedestrian volume, V we = weekend pedestrian volume.
Collection and Processing of Demographic Data
The next step was to gather the demographic characteristics of the vicinity of each site. The type of demographic data used in this study was median household income obtained from the 1990 census and customized for the geographic area of each site using digital street maps. The median household income is based on the households within walking distance around the study site. The walking distance to the study site is defined as 1097 m (3,600 ft), which corresponds to 20 min of walking at a speed of 0.9 m (3 ft) per second. Thus the neighborhood within walking distance was defined as a polygon encompassing all areas that are within 1097 m (3,600 ft) when walking on streets.
Analysis Methodology
Many previous studies have found a nonlinear relationship between pedestrian exposure and the independent variables, and the value of pedestrian cannot be negative. Scatter plots of raw data showed that there might be a positive linear relationship between lnV and lnP. Therefore, the general form for our prediction model was as follows:
where P = computed population density in the walk area, α = exponent on population density to be estimated, X S = site characteristics, X D = demographic characteristics, X L = land use characteristics, X R = road characteristics, β 0 , β S , β D , β L , and β R = parameters to be estimated, and ⑀ = error term.
After the natural log transformation, Equation 2 is turned into a simpler linear form as follows:
Generalized linear regression, the statistical analysis system procedure, is used to perform the linear regression and estimate the parameters for the covariates. Here, the counted weekly pedestrian volume crossing the street is regarded as the response variable. Most of the explanatory variables are categorical variables except for P (population density). These explanatory variables are assumed to be independent from each other, and only the main effects are considered. That is, the interaction effects between different predictor variables or 
ANALYSIS AND RESULTS
To identify the patterns between pairs of continuous variables in a model, we examined the relationship between the variables using a matrix plot. There are three continuous variables in our model: natural log of weekly pedestrian exposure (lnV ), natural log of population density in the walking area (lnP), and median household income (M ). The relationships between lnV versus lnP and lnV versus M are identified. If the plots are randomly distributed and lack linear patterns, the linear relationship between two variables is not obvious, such as the relationship between lnV and M. Otherwise the linear relationship between two variables is obvious, such as the relationship between lnV and lnP. Despite the fact that the selected sites cover a wide income range from $16,822 to $60,953 per year, after the test of between-subject effects, the income factor shows a nonsignificant role in the model prediction and should be discarded.
Because the income was a significant demographic variable in some previous pedestrian exposure models, the inconsistent conclusion in our study may be due to the limited number of sites. However, we still need to be cautious when using the median household income (M ) to predict pedestrian exposure. Figure 1a shows the lack of a clear relationship between variable lnV and M and Figure 1b shows the possible linear relationship between lnV and lnP. After discarding the income variable, the model estimation was undertaken with the rest of the variables: population density, area type, traffic control type, number of lanes, and sidewalk. Only the population density is entered as a continuous variable. Others are all categorical variables. The following is the full model: To test the significance of variables regression coefficients were tested for each variable using Type III sum of squares (SSIII). Also referred to as partial sum of squares, SSIII is considered by many to be the most accurate coefficient because the hypothesis for an effect does not involve parameters of other variables (16, 17) . Estimation results (shown in Table 3 ) as Model 1 reveal that natural log of population density in the walking area (lnP) is nonsignificant; factors such as with or without sidewalk (X w ), number of lanes ( X l ), area type (X a ), and traffic control type (X s ) are significant in predicting the response variable lnV at the 90 percent significance level. On the basis of previous studies that show population density has a significant effect on pedestrian exposure, population density is temporarily kept in the model to be tested further.
However, whether or not specific levels within each categorical variable are significantly different from each other is still unclear until a multiple means comparison method, such as Tukey or Duncan grouping, is undertaken. The significance of all levels in each categorical variable is open to the test. Table 4 gives the results of main effect of levels in each categorical variable.
In results of the Tukey and Duncan method, levels indicated by the same letter code are not significantly different from each other. Table 4 shows that these differences for the sidewalk, number of lanes, and traffic control type are consistent for both Tukey and Duncan methods. However, using Tukey methods, there are some overlaps between insignificantly different levels for area type, which means there is not a single way to group the seven area types. There are no overlaps using the Duncan method, though. Because the Duncan method is more sensitive in identifying the difference between the levels, we use only the Duncan method to regroup the categorical variables. As shown in Table 4 , the coefficients on tourist area and downtown are not significantly different from each other in the Duncan method. Consequently, they are combined into a single category, as are the other levels. Therefore, we estimated Model 2, in which area type is reduced from seven levels to three levels and traffic control type from five to two. Table 5 shows the new categorical variables in Model 2.
Model 3 is a reduced model derived from Model 2 without the traffic control type variable because this effect is confounded with the others; that is, it is not independent, but somewhat correlated with other factors. As can be seen in Table 3 , in Model 2 and Model 3, the negative coefficient for the population density (lnP) means high population density causes lower pedestrian exposure when other factors are controlled, which is opposite to the positive relationship between lnV and lnP shown in scatter plots of raw data in figure 1b . Therefore, population density in the walking area (lnP) should be discarded from the predicted model. Now, there are three categorical variables in the new restricted model (Model 4)-with or without sidewalk, number of lanes, and area type.
Based on F-extra test between full Model 1 and Model 2 (as depicted in Table 6 ), the null hypothesis that the surplus variables in full model are nonsignificant at 95 percent level of significance cannot be rejected. That is, the evidence does not prove that the additional information in Model 1 helps to better predict pedestrian exposure. Compared with Model 1, the alternative Model 2 is much simpler, Table 6 ) suggests that the variable traffic control type is not an important contributor to predict pedestrian exposure. Finally, the small increases in residual deviance of Model 4 compared with Model 3 (see Table 3 ) is offset by the reduction in model complexity. Generally, the more parameters in a model, the more unstable it is; therefore, Model 4 is preferred in this case. Table 7 shows the predicted values, based on the three variables in Model 4, for each combination of predictor variables. Because of the limited number of sites and actual characteristics, some cell combinations are not observed, such as sites in tourist or downtown areas without sidewalks. We predicted values for these site types anyway for comparison purposes. It can be seen that the predicted values are very close to the observed values.
CONCLUSIONS
Pedestrian exposure is an important variable in the prediction of pedestrian crashes because it represents pedestrians' risk of being struck by vehicles (18) . There are many factors that might influence pedestrian travel patterns and pedestrian volumes such as population density, demographic characteristics, site characteristics, land use, and highway geometric characteristics (19) .
In this study, on the one hand, the effects of several factors do not conform to our expectation. For example, population density is not significant. It shows that pedestrian safety analyses based on population density may distort the true risk values. Second, control is still nonsignificant despite the fact that according to our observation when counting, most pedestrians appear to use a crosswalk or wait for the signal when crossing the street. The reason for the nonsignificance of the control variable may be that the control type effect is confounded with the others; that is, it is not independent, but somewhat correlated with other factors. Actually, it can be regarded as a response to high pedestrian volumes, rather than a contributor to high pedestrian volumes.
Furthermore, it is interesting to find that the median household income is not significant either. The result is different from many previous studies (9-11), which are usually done under an urban setting or urban, suburb, and rural mixture conditions. The discrepancy might be due to the limited number of sites or the homogenous data resource because all of our data are from rural areas of Connecticut. It is obvious that the vehicle-owner ratio is higher in rural areas, and variations for the demographic factors such as neighborhood environment, household median income, and unemployment are not as significant as they are in urban areas. Thus, the study suggested the necessity of considering an urban setting and rural setting separately. On the other hand, some factors have expected effects. For example, sidewalk has a positive effect. The provision of a sidewalk system apparently encourages people to walk for trips in the area. Two-lane highway attracts more people to cross than four-lane highway, probably because it is less threatening and poses less risk for pedestrians to crash with vehicles. This finding also shows that area type is a significant contributor to predicting pedestrian volume. Campus area type has the greatest positive effect on pedestrian exposure. Next to that are tourist and downtown areas. These areas, therefore, deserve additional consideration for improvements in pedestrian facilities, such as warning devices, speed limit, stop sign, marked crosswalk, and so on. Furthermore, the model presents an effective way to categorize area type into three categories rather than the original seven types, which may be difficult to differentiate.
The model provided us with a simple way to predict the pedestrian exposure in rural areas using variables that are readily available, such as sidewalk system, number of lanes on the highway, and area type. Therefore, time-consuming and expensive manual pedestrian counts and unreliable substitute population density can be replaced by a predicted value. In addition, it is expected that a greater number of either pedestrians or vehicles would increase the likelihood of a site being dangerous, so this prediction model can be used to identify potentially hazardous locations for pedestrians. It is helpful for further research and analysis on the pedestrian crash rate (20, 21) .
Because our study is limited to pedestrian crossing volumes in rural areas of Connecticut, new models should be estimated before applying the results to other regions. The limited number of sites did not cover all site feature combinations indicated in Table 7 . Hence, future research could include collecting counts at sites with those combinations to test the predicted pedestrian exposure, using the same process and testing the significance of all variables if applied 
TABLE 7 Predicted Weekly Pedestrian Exposure Values
in an urban setting, and collecting pedestrian information from other states to learn how these effects differ geographically. The predicted pedestrian exposure to walking trips is prepared for the facilities studied to be used for analyzing pedestrian fatality and injury rates in our future research.
