Abstract: Homogeneous Markov chains with discrete state-space and time are very straightforward to simulate, due to the memorylessness property. In this talk, we consider sampling from the normalised restriction of a Markov chains joint distribution to a subset defined by two kinds of constraints: univariate constraints, restricting individual chain variables to belong to certain sets, and multivariate constraints, restricting non-adjacent groups of chain variables to be unequal but equivalent under a predefined equivalence relation. The multivariate constraints, in particular, present some challenges. An efficient sampling method involving Metropolis-Hastings with some pre-tabulated distributions is described.
INTRODUCTION
This paper forms part of a creative algorithmic songwriting project, in which song lyrics, musical structures, melodies and harmonies, and possibly timbres will be generated algorithmically, or interactively with algorithmic input. In developing a lyric generation model, the first method we considered was a one-step Markov chain constrained to rhyme and scan. This model was surprisingly challenging to implement. This paper describes our implementation, via Metropolis-Hastings sampling, and the resulting output.
The role of randomness in the creative process has been investigated by many artists and theorists. Artistic works may be 'curated' from random stimuli, as in found poetry (Seely, 2003) and the cut-up technique (Ryding et al., 2014) , or produced according to a probabilistic model designed by the artist, in visual art (e.g., Challinor, 1971) and in orchestral works such as by Cage and Xenakis (Roberts, 2016, pp. 280-282) . Artists employ random methods as part of a "methodical quest for the new" (Díaz, 2011) , and in recognition of the challenged position of authorial intent in modern critical theory (Wimsatt and Beardsley, 1946; Barthes, 1967) .
General (that is, non-rhyming) random text generation has been implemented according to various probabilistic models, including one-or multi-step Markovian character or word models (Shannon, 1948) , recurrent neural networks (Sutskever et al., 2011) and discourse structure relations (McKeown, 1985; Hovy, 1993) .
More recently, several authors have considered the random generation of rhyming verse, based on models such as knowledge-based systems (Díaz-Agudo et al., 2002) , recurrent neural networks (Zhang and Lapata, 2014) , grammatical templates (Oliveira, 2012) and finite state acceptors (Ghazvininejad et al., 2016) .
The aesthetic interest of the liminal space between order and chaos (Challinor, 1971 ) may be grounded in its apophenic and polysemic potential, and in involving the audience in the creative process (Tormey and Tormey, 1983) . For our project, to match the aesthetic of the musical material, we seek output that is blatantly computer-generated, and yet has tantalising suggestions of jumbled, inchoate meanings. Thus we do not require the long-range coherence of the recent methods cited above. Accordingly, we seek a simple, efficient model to produce random text subject only to the formal constraints of rhyme and scansion.
DATA SOURCES
Two types of data are required as input: text samples, in order to estimate the one-step Markovian text model, and a pronunciation dictionary, in order to formulate the rhyme and scansion constraints.
For legal simplicity, in this study we use classic novels that are out of copyright: Jane Austen's 1817 Northanger Abbey and Herman Melville's 1851 Moby-Dick, both sourced from Project Gutenberg (2017) . Each source was preprocessed by removing all punctuation other than apostrophes and capitalising all text.
An indispensable resource to this project is the CMU Pronunciation Dictionary (Weide, 1998) , which gives pronunciation (both phonemic and stress) for over 125 000 words (and proper nouns et cetera) used in modern American English. For comparison, a typical vocabulary for an adult native speaker of English is generally estimated at under 50 000 (Brysbaert et al., 2016) . A typical entry in the dictionary (a plain text file) reads
and indicates how to pronounce 'stochastically.' The tokens in this entry are separated by spaces. The first identifies the word, and the remaining tokens specify its phonemes. The vowels are syllable nuclei, and suffixed with numerals 0, 1 or 2 to indicate stress. We conflate primary and secondary stress, categorising every syllable as stressed (1 or 2) or unstressed (0).
PROBLEM
Rhyme and scansion (Brown et al., 2006, pp. 605-619) are two features common (though not universal) to English language poetry. As this topic is likely familiar, an example will suffice. The first stanza of W.H. Mearns's 1899 poem Antigonish (Mearns, 1992) reads as follows:
As I was going up the stair, I met a man who wasn't there! He wasn't there again today, oh how I wish he'd go away! The underlined syllables are stressed. Scansion is the requirement that the stressed syllables occur according to some regular pattern; in this case, a simple alternation between unstressed and stressed (iambic tetrameter).
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A 1 The set of unstressed syllables A 2 The set of stressed syllables A 3 The set of unstressed word-initial syllables A 4 The set of stressed word-initial syllables A 5 The set of unstressed word-final syllables A 6 The set of stressed word-final syllables A 7 The set of unstressed monosyllables A 8 The set of stressed monosyllables Table 1 . Each of the sets A 1 , . . . , A 8 is a subset of the syllables appearing in the generating lexicon, that is, in the words found in both the sample text and the CMU Dictionary. We include A 7 and A 8 for completeness, though in practice we allowed any monosyllabic word to appear in a stressed or unstressed position, so that A 7 and A 8 were equal, comprising every single-syllable word.
Rhyme is the requirement that given sets of syllables (shown in red and blue) sound the same, from the vowel onward. A syllable's phonemic content from the vowel onward is called its rime (Kirtley et al., 1989) .
Other common requirements in verse are that rhymes not be formed by repeating a word, and that the end of each line be the end of a word.
Mathematical formulation
Sampling froman ordinary Markov chain is straightforward. Here we wish to sample conditionally on some constraints, that is, to sample from the normalised restriction of the joint distribution described by the Markov chain to a subset of the sample path space described by the constraints. We consider constraints of two kinds: univariate constraints, which restrict the values of individual variables within the Markov chain, and multivariate constraints, which constrain chain variables relative to each other. As applied to the lyric generation problem, the states of the Markov chain represent syllables in words, the univariate constraints represent the scansion and word-boundary requirements, and the multivariate constraints represent the rhyme requirements.
Consider a finite-length homogeneous Markov chain (X t : t ∈ {1, . . . , T }) with discrete state space S = {1, . . . , |S|} and one-step transition probability matrix M . Assume there is a unique stationary distribution µ, and that X 0 ∼ µ. Let A = (A 1 , . . . , A U ) be a sequence of subsets of S, and B = (B 1 , . . . , B V ) be more specifically a partition of S. A univariate constraint requires a chain variable to belong to a particular set in A, e.g., X i ∈ A j . A multivariate constraint requires that two or more chain variables be distinct members of the same set in B, e.g., X i = X j & ∃k X i , X j ∈ B k . In our application, U = 8, with the subsets in A as shown in Table 1 . The subsets in B are the rimes appearing in the lexicon.
Noting that one of the sets A i may equal S, we can assume without loss of generality that exactly one univariate constraint applies to each chain variable. Therefore let u = (u t | t = 1, . . . , T ) be a sequence of indices in {1, . . . , U } encoding the constraints
Also we suppose there are R multivariate constraints encoded into an R × T binary matrix Q; in particular, if Q rs = Q rt = 1, then a multivariate constraint applies between X s and X t , i.e.,
Multivariate constraints are clearly transitive, and we do allow the rows of Q to have more than two entries of 1. On the other hand, any two multivariate constraints sharing a time index can be combined into one row in Q, and we therefore assume without loss of generality that no column of Q has more than one positive entry.
Lastly, to avoid self-rhymes, we impose the constraint that
ALGORITHM
The problem we first considered ignored self-rhyme avoidance; we sought to sample from the normalised restriction of the Markov chain (X t ) subject to the constraints (1) and (2). For brevity, our solution of this problem is not presented in detail. Our algorithm comprised one phase to sample the multivariately constrained chain variables (that is, the rhymed syllables) via Gibbs sampling, followed by another to sample the remaining
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Markovian arcs according to univariate and boundary constraints. This solution relied on exact calculation of conditional probabilities of rhymed syllables, conditional on other fixed syllables and the constraints.
Under the constraint (3), these conditional probabilities become difficult to calculate exactly, and thus we instead use a Metropolis-Hastings algorithm to sample the multivariately constrained chain variables.
Sampling the univariately constrained variables, conditionally on fixed values of the multivariately constrained variables, is relatively straightforward, and can be done efficiently in a second phase. This is a sequence of inhomogeneous Markovian bridges, as defined in Fitzsimmons et al. (1993) , spanning the gaps between consecutive rhymed syllables, though much simpler to deal with because our time and state spaces are discrete.
For application to the random verse problem, some preprocessing is required. Firstly, we determine the set of words appearing in both the text sample and the dictionary, to give the problem's lexicon. As there may be a number of words, names et cetera that appear in the text sample but not in the dictionary, this fragments the text sample into a number of sequences of known words. The state space S is the collection of syllables in the lexicon. Each word in the lexicon contributes one or more states; for instance, the syllable '-lous' at the end of the word 'marvelous' would be a distinct state from the syllable '-lous' at the end of the word 'perilous.' The state space is indexed by the set {1, . . . , N }.
The text sample fragments are then used to estimate the N ×N transition matrix M of a one-step Markov chain on the syllable state space. This estimate is made in direct proportion to the transition frequencies seen in the fragments, with the exception that states only observed at the ends of fragments are assumed to transition to the first syllable of any word in the lexicon, in proportion to their occurance in the fragments. Naturally, each non-word-terminal syllable must only transition to the following syllable in the same word, but the terminal syllables of common words will generally have multiple positively-weighted following states.
The frequency of words in the fragments gives a good initial approximation to the stationary distribution µ of M . This approximation is multiplied by the transition matrix until it stops changing (to within a tolerance).
Within the lexicon, each syllable's word position (word-interior, word-initial, word-final, monosyllable), dichotomous stress and rime are determined.
Algorithm
We employ an MCMC variant sometimes known as 'Metropolis-Hastings-within-Gibbs' (Gilks, 1996, p. 85) in order to sample multivariately constrained chain variables. After sufficient burn-in, the remaining chain variables can be efficiently sampled by exact computation of their conditional distributions.
The Constrained Markov Sampling (CMS) algorithm is shown in Algorithm 1. The initialisation phase determines the subsets T 1 Q , . . . , T R Q of the index set {1, . . . , T } that correspond to each of the R multivariate constraints, so that, for each r, the rth multivariate constraint is that the states X t for t ∈ T r Q be distinct but all belong to one set in the partition B; e.g., the syllables at positions indexed by T r Q must all rhyme but differ. It is also convenient to define T Q as their union, the set of all multivariately constrained variables' time indices.
To fully specify the CMS algorithm, we must select a proposal distribution g K for each K = 2, 3, . . . , according to which the algorithm will initialise and generate candidates for each multivariately constrained set of chain variables, and the stopping criterion. Also, to make the algorithm explicit, we should clarify how the probabilities appearing in it are computed.
The sampling distributions g K are only required for values of K such that a set of K chain variables appears in a multivariate constraint. In our application, K = 2, 3 may be the only necessary cases, since rhyming schemes rarely require more than three syllables all to rhyme. A proposal distribution similar to the required conditional distributions will improve convergence. With this aim, and letting K = |T r Q |, we simply sample v r according to the distribution h K of the rime if K variables are drawn from µ conditionally on their all rhyming but being distinct (but otherwise independently), and then sample the variables x t in random order without replacement from the restriction of µ to that rime. We name g K the resulting multivariate distribution on (x t1 , . . . , x t K ), and we expect this to be a reasonable approximation for the required conditional distribution of (X t : t ∈ T r Q ) given the values of X t for t ∈ T Q \ T r Q . The distribution h |T r Q | can easily be pretabulated via a recursive calculation.
For brevity we consider only the main loop probability ratio, in the special case where r is neither the earliest nor the latest rhyme appearing in the rhyming scheme. That is, we assume that
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CMS(M, A, B, u, Q)
Initialisation:
Determine the stationary distribution µ of M . For each r ∈ {1, . . . , R}:
For each r ∈ {1, . . . , R}:
Until
Repeat until satisfaction of a stopping criterion:
Choose r uniformly at random from {1, . . . , R}:
Final univariately constrained sampling:
Sample
. For each remaining gap, with x p and x q assigned, p + 1 < q, but x s unassigned ∀p < s < q:
For s = p + 1, . . . , q − 1:
Algorithm 1. Constrained Markov Sampler algorithm. All probabilities are with respect to the sample path measure P of the unconstrained, length-T Markov chain with initial distribution µ and transition matrix M .
both exist. The other probabilities required in Algorithm 1 can be calculated according to similar principles.
Letting C t and C t denote either A ut , {X t } or {X t } as required, we have
where ∆(C) is the |S| × |S| diagonal matrix with entries ∆(C) jk = 1 where j = k ∈ C, and 0 otherwise. The ∆(C) multiplications are implemented by elementwise multiplications by pretabulated length-|S| vectors.
OUTPUT
Algorithm 1 was implemented in Matlab 2017a on a Dell Latitude E7470 with an Intel Core i7-6600U CPU and 16 GB of RAM. The two text samples are Northanger Abbey at 77 682 words and Moby-Dick at 216 109 words. Preprocessing of these samples to determine the lexicons, transition matrices, stationary distributions, stress sets A and rime partitions B took 67 seconds and 524 seconds, respectively. We slightly varied Algorithm 1 in practice, by running it repeatedly, with each subsequent run initialised from the rhyme-constrained syllables of the previous run. The stopping criterion was that each rime had changed. Our method then produced ten limericks from each sample, taking 120 seconds based on Northanger Abbey and 1247 seconds based on Moby-Dick. An interesting insight is gained by considering the distribution of rare and common words and (word-final) rimes appearing in the output. Each word in the lexicon appears at least once in the text sample, but common words such as TO may appear many times; accordingly, each lexicon word can be assigned a "lexical proportion." The distribution of the lexical proportions of words used characterises writing style, indicating whether the text mostly sticks to the few most common words, or relies more evenly on a wider vocabulary.
Were it not for the rhyme and scansion constraints, we would expect the distribution of words output by the algorithm to approximate the lexical proportions. But since these discrete distributions have very large supports, it is difficult to test that d irectly. Figure 1 (left) focuses on only the lexical proportions of the words seen, rather than the words themselves, demonstrating an apparent similarity between the lexical proportion distributions. This suggests that the constraints do not greatly alter the vocabulary, or at least, do not favour rarer or more common words.
Figure 1 (right) shows a similar comparison of the word-final rimes appearing in the text sample and those appearing in rhyme-constrained positions in the output. The algorithm polynomially favours more common rimes; it seems that because we are conditionally sampling from a Markov chain, it is extremely unlikely that two or three syllables constrained to rhyme will select a less common rhyme.
CONCLUSION
We have found a solution to the problem of Subsection 3.1 suitable for our application. A limitation is that, for small lexicons or strict, crowded rhyming schemes, the feasible space might become disconnected under the proposal distribution, that is, the Markov chain resulting from the main loop might become reducible. An unforeseen issue with the problem formulation is that it polynomially favours more common rimes.
In future work, we hope to replace the Markov model with a more sophisticated probabilistic text model. A generative model (Prince and Smolensky, 2008) is appealing, as it may coordinate well with generative models of music composition (Lerdahl and Jackendoff, 1985) .
