Efficient algorithms for k-means clustering frequently converge to suboptimal partitions, and given a partition, it is difficult to detect k-means optimality. In this paper, we develop an a posteriori certifier of approximate optimality for k-means clustering. The certifier is a sublinear Monte Carlo algorithm based on Peng and Wei's semidefinite relaxation of k-means. In particular, solving the relaxation for small random samples of the data set produces a highconfidence lower bound on the k-means objective, and being sub-linear, our algorithm is faster than k-means++ when the number of data points is large. We illustrate the performance of our algorithm with both numerical experiments and a performance guarantee: If the data points are drawn independently from any mixture of two Gaussians over R m with identity covariance, then with probability 1−O(1/m), our poly(m)-time algorithm produces a 3-approximation certificate with 99% confidence.
to be tight, which many real-world data sets fail to satisfy. When the PengWei relaxation is not tight, we can still round the solution of the k-means semidefinite program (SDP) as in Mixon, Villar, and Ward (2016) , but this is extremely slow compared to k-means++.
Amazingly, while the k-means SDP is slow, we can still use it to produce a competitive sublinear Monte Carlo approximation certificate. In particular, running the SDP on a random sample of the data yields a nonnegative random value whose expectation is a lower bound on the k-means value of the complete data set. In practice, the resulting a posteriori lower bound is a substantial improvement over the k-means++ guarantee, and furthermore, when the data set is large, we can compute our lower bound faster than k-means++ can cluster.
In this paper, we first describe the natural Monte Carlo implementation of the k-means++ guarantee. We then apply similar ideas to the k-means SDP of a random sample of the data set. Next, we prove that our method provides near-optimal bounds for k-means clustering when the data is drawn from a mixture of Gaussians. Figure 1 presents numerical experiments that illustrate the performance of our method on real-world data. We conclude with a discussion of possible ways to improve our results in future work.
Method
Given {x i } i∈T ⊆ R m , the we seek the partition of T that minimizes the k-means objective:
A common heuristic for this optimization problem is Lloyd's algorithm, also known as the k-means algorithm, which alternates between computing centroids of the current partition and re-assigning points to the nearest centroid. This method is very fast, each iteration costing only O(kmN ) operations, where N = |T |. Moreover, one may initialize with random proto-centroids in such a way that the corresponding partition of T has random k-means value W such that
Lloyd's algorithm with this initialization is known as k-means++ (Arthur and Vassilvitskii (2007) ), and since the k-means value monotonically decreases with each iteration of Lloyd's algorithm, one may conclude that k-means++ is O(log k)-competitive with the optimal k-means solution on average. The present paper is concerned with quickly computing a lower bound on the optimal k-means value of a given problem instance. To this end, one may apply (1) to produce a Monte Carlo approximation certificate. Specifically, observe that V := W/(8(log k+2)) satisfies three conditions: (i) realizations of V can be computed efficiently,
(ii) V ≥ 0 almost surely, and
While we do not have direct access to EV , we may leverage these three features of V to quickly conclude with statistical confidence that val(T -IP) > B for some B.
Specifically, we may perform a hypothesis test
by drawing independent instances V 1 , . . . V of V and computing a test statistic:
This test statistic can be computed efficiently due to (i). Assuming H 0 , then
where the first inequality applies Markov's inequality with (ii), whereas the final inequality is due to H 0 . As such, given T , we may reject H 0 with p-value η = (B/T ) , i.e., with confidence 1 − η.
This in turn implies val(T -IP) > B by (iii).
Unfortunately, applying this procedure with V = W/(8(log k + 2)) will often produce a loose lower bound on the output of k-means++. For example, running k-means++ on the MNIST training set of 60,000 handwritten digits from LeCun and Cortes (2010) with k = 10 produces k-means values over 39, whereas V tends to lie below 3. How can we get a better a posteriori approximation certificate?
In theory, we could run the Peng-Wei semidefinite relaxation:
where D T denotes the T × T matrix whose (i, j)th entry is x i − x j 2 . Indeed, for each partition
Ct is feasible in this semidefinite program with value equal to the partition's k-means value. As such, val(T -IP) ≥ val(T -SDP), but computing val(T -SDP) is computationally prohibitive unless the data set is sufficiently small (say, ≤ 1, 000). Recently, the authors established that, if the clusters are sufficiently well behaved, then this SDP relaxation is tight, and furthermore, tightness can be established quickly from the optimal clustering by constructing a dual certificate (Iguchi et al. (2015) ). Sadly, many real-world data sets (such as MNIST) do not exhibit such nice behavior, and so new techniques are required.
What follows is the main idea of this paper: Draw a small subset S ⊆ T at random and put V := val(S-SDP). Then V satisfies (i)-(iii) above, and so we may compute the test statistic (2) to conclude a high-confidence lower bound on val(T -IP). Indeed, (i) follows from S being small, (ii) is obvious, whereas (iii) is less trivial: Theorem 2.1. Pick s ≤ |T | and draw S uniformly from
is feasible in (S-IP), and so
where (3) follows from the fact that the centroid of points {x i } i∈Ct∩S minimizes the sum of squared distances from those points. Next, every feasible point of (S-IP) corresponds to a feasible point of (S-SDP) with the same value, and so val(S-SDP) ≤ val(S-IP). The result then follows from taking the expectation and combining with the previous bound.
Furthermore, this lower bound provides a substantial improvement over the k-means++ guarantee. Case in point, for the MNIST training set, this choice of V tends to be around 37 when |S| = 450. Figure 1 illustrates additional numerical experiments along these lines.
We conclude this section with a theoretical guarantee that our method yields a 3-approximation certificate when the data comes from a mixture of Gaussians model. The constant 3 is not tight; rather, we selected this constant to make the proof clean, which appears in Section 4. Perhaps the most important part of Theorem 2.2 is that it suffices to solve the k-means SDP with only s = m log m, a considerable savings in runtime when T is large.
Discussion
This paper provides a sub-linear Monte Carlo approximation certificate that performs well on real-world data. Additional improvements would likely come from more information about the distribution of val(S-SDP). For example, if we had an almost-sure upper bound on val(S-SDP), then Hoeffding's inequality would enable us to use the sample average as a test statistic instead of the minimum. According to our experiments on the MNIST data set, the sample average of val(S-SDP) is within a fraction of being optimal (see Figure 1) , and so we expect tighter lower bounds to hold accordingly. We suspect that improvements of this sort could arise by first computing geometric properties of the data set; we leave this analysis for future work. (2010)). The horizontal line at 39.2160 is an upper bound for the k-means value val(T -IP) obtained by running k-means++ with k = 10, whereas the horizontal line at 2.1512 is the lower bound given by (1). Between these lines, we plot the average of val(S-SDP) over 10 samples as a function of |S| = s. Here, the error bars correspond to one standard deviation.
(right) Running times for k-means clustering algorithms as a function of number of data points. Draw different numbers N of points from a fixed mixture of two Gaussians in R 4 . As expected, MATLAB's built-in implementation of k-means++ exhibits linear complexity in N , whereas the running time of the k-means SDP is much slower. By contrast, the running time of our Monte Carlo certifier is independent of the number of points, and each trial produced a 2-approximation certificate with confidence ranging from 97.2% to 99.7% (here, we used = 11). In fact, our certifier was faster than k-means++ when clustering over one million points. The SDPs were solved using SDPNAL+v0.5 (Yang et al. (2015) ).
Proof of Theorem 2.2
Put N = |T |. Without loss of generality, we may assume the Gaussians are centered at rv and −rv for some r ≥ 0; here, v denotes the first identity basis element. Then for some n, we have x i = rv+g i for i ∈ {1, . . . , n} and x i = −rv + g i for i ∈ {n + 1, . . . , N }, where the g i 's are independent with standard Gaussian entries. Then the planted clustering C 1 = {1, . . . , n}, C 2 = {n + 1, . . . , N } is feasible in (T -IP), and so
where the second inequality follows from the fact that the centroid of points {x i } i∈Ct minimizes the sum of squared distances from those points.
To estimate val(S-SDP), let µ denote the S × 1 vector whose ith entry is x i 2 , and let y denote the S × 1 vector whose ith entry is x i , v . Then it is straightforward to verify that
where G is the m × S matrix whose ith column is g i . Put
This motivates the following definition:
Then F is a seminorm on the space of real symmetric matrices (i.e., it satisfies all of the usual norm properties, though not necessarily non-degeneracy). We can estimate this seminorm in terms of more familiar quantities (cf. Lemma 9 in Mixon, Villar, and Ward (2016) ):
Lemma 4.1. Let · * and · 2→2 denote nuclear and spectral norms, respectively. Then
Proof. Von Neumann's trace inequality gives that
where α 1 ≥ · · · ≥ α N and β 1 ≥ · · · ≥ β N are the singular values of M and X, respectively. Since X is feasible in (6), X is necessarily stochastic, and so β 1 = 1. From this we obtain the first bound:
Since we additionally have i∈[s] β i = tr(X) = k, we may also conclude
This lemma then gives
We may combine with (5) to get val(S-SDP) = 1
To conclude the argument, we estimate (4) and (7) with the help of well-known deviation bounds:
Proposition 4.2 (Lemma 1 in Laurent and Massart (2000) ). Suppose Q has chi-squared distribution with n degrees of freedom. Then P Q ≥ n + 2 √ nt + 2t ≤ e −t and P Q ≤ n − 2 √ nt ≤ e −t ∀t ≥ 0. (2012)). Let G be an m × s matrix whose entries are independent standard Gaussian random variables. Then G 2→2 ≤ √ s + √ m + t with probability ≥ 1 − 2e −t 2 /2 .
The right-hand side of (4) 
