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On the peripheral spectrum of positive elements
Egor A. Alekhno
Belarusian State University, Minsk, Belarus
Abstract. Let A be an ordered Banach algebra with a unit e and a cone A+. An element p of A is said
to be an order idempotent if p2 = p and 0 ≤ p ≤ e. An element a ∈ A+ is said to be irreducible if
the relation (e − p)ap = 0, where p is an order idempotent, implies p = 0 or p = e. For an arbitrary
element a of A the peripheral spectrum σper(a) of a is the set σper(a) = {λ ∈ C : |λ| = r(a)}, where
r(a) is the spectral radius of a. We investigate properties of the peripheral spectrum of an irreducible
element a. The conditions under which σper(a) contains of or coincides with r(a)Hm, where Hm is
the group of all mth roots of unity, and the spectrum σ(a) is invariant under the rotation on angle 2πm
for some m ∈ N, are given. The correlation between these results and the existence of a cyclic form
of a is considered. The conditions under which a is primitive, i.e., σper(a) = {r(a)}, are studied.
The necessary assumptions on the algebra A which imply the validity of these results, are discussed.
In particular, the Lotz-Schaefer axiom is introduced and finite-rank elements of A are defined. Other
approaches to the notions of irreducibility and primitivity are discussed. The conditions under which
the inequalities 0 ≤ b < a imply r(b) < r(a), are studied. The closedness of the center Ae, i.e.,
of the order ideal generated by e in A, is proved.
Mathematical Subject Classification. 47A10, 46B40, 46H30, 46H10
Keywords. Ordered Banach algebra, Irreducible element, Peripheral spectrum, Primitivity, Lotz-Schae-
fer axiom, Finite-rank element, Center.
1 Introduction and preliminaries
Let A be a (complex) Banach algebra with an algebraic unit e and A+ a (closed, convex) cone
in A. As usual, for elements a, b ∈ A the symbol a ≥ b (or b ≤ a) means a − b ∈ A+.
Under this ordering, A is an ordered linear space. From the definition of the cone, it follows
that the inequalities a ≥ b and b ≥ a imply a = b for all a, b ∈ A and αx + βy ≥ 0 for all
elements x, y ∈ A+ and all scalars α, β ∈ R+. The elements of A+ are called positive. If
e ≥ 0 and the inequalities a, b ≥ 0 imply ab ≥ 0 then A is called an ordered Banach algebra.
An important example of an ordered Banach algebra is the algebra of (linear, bounded) operators
on an ordered Banach space. Namely, if E is an ordered Banach space with (closed) cone E+
then the algebra B(E) of all operators on E is an ordered Banach algebra under the natural
order if and only if the linear space E+ − E+ is dense in E. In particular, if E is a (complex)
Banach lattice then the algebra B(E) is an ordered Banach algebra.
The study of ordered Banach algebras was initiated in [13, 15]. In these papers and in a num-
ber of subsequent ones the main emphasis was on the study of spectral properties of positive
elements. Nevertheless, in spite of the considerable progress in this direction, several aspects
of the theory have received almost no attention. In particular, the properties of the peripheral
spectrum of positive elements in ordered Banach algebras were not enough studied. The main
purpose of this note is to take a step in this direction.
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We recall some well-known notions which will be necessary later on. Let B be a Banach
algebra with a unit. The spectrum [9, p. 19] of an element b of B is the set
σ(b;B) = {λ ∈ C : λ− b is an invertible element of B}.
When no confusion can occur, we write σ(b) to denote σ(b;B). The resolvent set ρ(b;B)
[1, p. 245] of b is the complement of the spectrum, i.e., ρ(b;B) = C \ σ(b;B). As is well
known, the spectrum σ(b;B) is a non-empty compact set (we assume B 6= {0}). The spectral
radius r(b) [9, p. 23] of an element b is defined via the formula r(b) = max {|λ| : λ ∈ σ(b;B)}.
By the Gelfand formula [9, pp. 11, 23], the equality r(b) = lim
n→∞
‖bn‖
1
n
B holds. The peripheral
spectrum σper(b;B) (see, e.g., [13, Section 4]) of an element b is the set
σper(b;B) = {λ ∈ σ(b;B) : |λ| = r(b)}.
Obviously, σper(b;B) is also a non-empty compact set. Next, the resolvent function [1, p. 245]
R(·, b) : ρ(b;B) → B of b is defined by R(λ, b) = (λ − b)−1 and is an analytic function on
the open set ρ(b;B). In particular, if λ0 is an isolated point of σ(b;B) then in a sufficiently
small punctured neighbourhood of this point a Laurent series expansion
R(λ, b) =
+∞∑
j=−∞
bλ0,j(λ− λ0)
j (1)
holds, where bλ0,j ∈ B for all j ∈ Z. Of course, this expansion also holds when the point
λ0 /∈ σ(b;B); in this case, bλ0,j = 0 for j ≤ −1. If λ0 = r(a), we will simply write bj instead
of bλ0,j . A point λ0 is said to be a pole [1, p. 264] of the resolvent R(·, b) of order k ∈ N
whenever λ0 is an isolated point of σ(b;B), bλ0,j = 0 for j < −k, and bλ0,−k 6= 0; in this case,
the identities bbλ0,−k = bλ0,−kb = λ0bλ0,−k hold. If k = 1 then λ0 is called a simple pole.
The considerable progress in the study of the peripheral spectrum was attained in the case
of ordered spaces. The results concerning to the spectral theory of non-negative matrices, i.e.,
to the spectral theory in finite dimensional (Archimedean) Riesz spaces, and, in particular, to
properties of the peripheral spectrum of non-negative matrices can be found in [16, Chapter 1]
and [1, Chapter 8]. Properties of the peripheral spectrum of positive operators on Banach lat-
tices are considered, e.g., in [16, Chapter V and, in particular, Sections V.4 and V.5] (see also
[2, 1, 11]). Some results concerning to the peripheral spectrum of positive elements in ordered
Banach algebras can be found in [13, Section 4]. Below, as far as necessary, we recall some
results in these directions. Now we mention only the following result [15]. If A is an ordered
Banach algebra such that the spectral radius function in A is monotone, i.e., the inequalities
0 ≤ a ≤ b in A imply r(a) ≤ r(b), then r(a) ∈ σper(a); in particular, this is true when the cone
A+ is normal and, hence, when the ordered linear space A is Dedekind complete.
The paper is organized as follows. In the second section properties of the peripheral spec-
trum of irreducible elements are studied (see, in particular, Theorem 12) and some assumptions
on the algebra A which allow obtaining nice spectral properties, are considered. In the next
section, using a special assumption (the Lotz-Schaefer axiom), the results of the preceding sec-
tion will be made more precisely and, moreover, the notion of finite-rank elements in ordered
Banach algebras and the conditions of the primitivity of irreducible elements are discussed.
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Another approach to the notion of irreducibility is considered in the fourth section. In the next
section, conditions under which the inequalities 0 ≤ b < a imply r(b) < r(a) are studied.
In the last section, the closedness of the center Ae of an ordered Banach algebra A is proved.
For any unexplained terminology, notations, and elementary properties of ordered Banach
spaces, we refer the reader to [7]. For information on the theory of Riesz spaces, Banach lattices,
and operators on these spaces, we suggest [1, 6] (see also [16]). More details on elementary
properties of Banach algebras can be found in [9] (see also [8]). Throughout the note, unless
stated otherwise, A will stand for an arbitrary ordered Banach algebra with a unit e 6= 0.
2 The peripheral spectrum of irreducible elements
An important result in the spectral theory of positive elements is the theorem about the Frobe-
nius normal form. For the case of matrices it means that (see, e.g., [16, p. 31]) an arbitrary
non-negative matrix A can be transformed into a block lower-triangular matrix

A11 0 . . . 0
A21 A22 . . . 0
. . . . . . . . . . . .
An1 An2 . . . Ann


using a simultaneous permutation of rows and columns, where the matrices A11, . . . , Ann are
irreducible. We recall that a matrix D is called irreducible [16, p. 19] whenever it can not be
transformed to the formD =
(
D11 0
D21 D22
)
using a simultaneous permutation of rows and columns,
whereDii 6= D for i = 1, 2 (the zero 1×1matrix is irreducible). Obviously, σ(A) =
n⋃
i=1
σ(Aii).
Therefore, we obtain the dependence of the spectrum of an arbitrary non-negative matrix A on
the spectrum of irreducible matrices.
Now we consider the case of an ordered Banach algebra A. An element p ∈ A is called
an order idempotent [4] if 0 ≤ p ≤ e and p2 = p. Under the partial ordering induced by A,
the set of all order idempotentsOI(A) ofA is a Boolean algebra and its lattice operations satisfy
the identities p ∧ q = pq and p ∨ q = p+ q − pq for all p, q ∈ OI(A) (see [4]). For p ∈ OI(A)
and a ∈ A, we put pd = e−p and ap = pap. Obviously, p
d ∈ OI(A). A positive element a ∈ A
is said to be order continuous [4] if pαa ↓ 0 and apα ↓ 0 in A whenever pα ↓ 0 in OI(A).
1
The collection of all order continuous element of A will be denoted by An. The algebra A is
called order regular if An is a subsemi-group of A, i.e., a, b ∈ An for every a, b ∈ An. Next,
an order idempotent p ∈ A is called a-invariant [4], where a ∈ A, if pdap = 0. A positive
element a ∈ A is said to be irreducible [4] whenever a has no non-trivial (i.e., p 6= 0 and p 6= e)
invariant order idempotents; all other elements of A are called reducible. An element a ∈ A+ is
said to be irreducible with respect to an order idempotent p ∈ OI(A) whenever there exists no
q ∈ OI(A) such that 0 < q < p and (p− q)aq = 0. An element b ∈ A is called a block [4] of
an element a ∈ A+ if there exists a-invariant order idempotents p1 and p2 satisfying the relations
p2 < p1 and b = ap2pd1 . An element b is called a spectral block of an element a ∈ A
+ [4] if b is
a block of a and r(b) = r(a). An element a ∈ A+ is said to have the Frobenius normal form [4]
1In [5] the notion of order continuity was extended to the case of an arbitrary element a ∈ A, not necessarily
positive. However, for our purposes, we can limit oneself to this special situation only.
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if there exists a-invariant order idempotents p0, p1, . . . , pn, which determine this form, such that
e = pn ≥ pn−1 ≥ . . . ≥ p0 = 0 and if the relation r(apipdi−1) = r(a) holds for some i = 1, . . . , n
then apipdi−1 is irreducible with respect to pip
d
i−1. In this case, we have the inclusion [4]
σ(a) ⊆
n⋃
i=1
σ(apipdi−1). (2)
An order continuous element a ∈ A is said to be spectrally order continuous [4] if for every
spectral block b of a the condition that r(a) is a pole of R(·, b) of order k implies the order
continuity of the element b−k (see (1)). The spectral radius r(a) is called a finite-rank pole
(abbreviated an f -pole) of the resolvent R(·, a) of a positive element a ∈ A if the inequalities
0 ≤ b ≤ a imply r(b) ≤ r(a) and if r(b) = r(a) then r(a) is a pole of R(·, b).
The theorem about the Frobenius normal form has the following form [5]:
Theorem 1. Let an ordered Banach algebra A be Dedekind complete and let an element a of
A be spectrally order continuous. Assume that r(a) > 0 and r(a) is an f -pole of R(·, a). Then
the element a has the Frobenius normal form.
Example 2. (a) Let us consider the ordered Banach algebra B(E), where E is an arbitrary
Banach lattice. If T ∈ B(E) then, on the one hand, the notion of order continuity can be defined
for the operator T on E, i.e., [6, p. 46] if a net xα
o
−→ 0 then Txα
o
−→ 0. The collection of
all order continuous operators on E is denoted by Bn(E). On the other hand, the notion of
order continuity can be defined for T as of an element in the ordered Banach algebra B(E)
which is defined only for a positive operator. These two notions may differ. Moreover [5],
the inclusion (Bn(E))
+ ⊆ (B(E))n and the converse one do not hold in general. Nevertheless,
in the case of a Dedekind complete Banach lattice E these two notions coincide. i.e., we have
(Bn(E))
+ = (B(E))n, and, in particular, the algebra B(E) is order regular.
A positive operator T on a Banach lattice E is called (band) irreducible [1, p. 349] if
T has no non-trivial invariant bands. Obviously, OI(B(E)) is the collection of all order
projections on E. If E is Dedekind complete then every band B in E is a projection band
and we have the one-to-one correspondence between the set of all bands in E and the set of
all order projections on E. Therefore, an operator T on a Dedekind complete Banach lat-
tice E is an irreducible operator if and only if T is an irreducible element of the ordered Ba-
nach algebra B(E). Next, if E is a Dedekind complete Banach lattice, the Lorenz seminorm
‖x‖L = inf {sup ‖yα‖E : 0 ≤ yα ↑ |x|} is a norm on E (e.g., the order continuous dual E
∼
n
separates points of E or E is an AM-space with an order unit), and T is a positive order con-
tinuous operator on E with r(T ) > 0 then [4] r(T ) is an f -pole of the resolvent R(·, T ) if and
only if r(T ) is a finite-rank pole of R(·, T ), i.e., r(T ) is a pole of R(·, T ) and the residue T−1
of R(·, T ) at r(T ) is a finite-rank operator. Various assumptions under which an operator T has
the Frobenius normal form in a special case of the algebra B(E) can be found in [4] .
(b) IfE is an ordered linear space and an element x ∈ E+ then the order idealEx generated
by x is the set [7, p. 103]
Ex = {y ∈ E : −λx ≤ y ≤ λx for some λ ∈ R
+}. (3)
Under the algebraic operations and the ordering induced be E, Ex is a real ordered linear space
satisfying Ex ⊆ E
+ − E+. If A is an ordered Banach algebra and b ∈ An then A
+
b ⊆ An.
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The order ideal Ae is called [5] the center of A. As will be shown in Section 6, Ae is closed
in A and, hence, is a real ordered Banach algebra. Again, if e ∈ An then A
+
e
⊆ An. However,
in general, the inclusion e ∈ An does not hold (see [5]). Nevertheless, in every case, the algebra
Ae is order regular. Indeed, let a ∈ (Ae)n and b ∈ A
+
e
. If pα ↓ 0 in OI(Ae) then for some
λ ≥ 0, we have 0 ≤ pαab ≤ λpαa ↓ 0 in Ae; analogously, abpα ↓ 0. Thus, ab, ba ∈ (Ae)n.
The author does not know an example of an ordered Banach algebra which is not order
regular. 
It follows from the theorem about the Frobenius normal form (see Theorem 1) and the inclu-
sion (2) that the spectrum of a wide class of positive elements of an ordered Banach algebraA is
determined by the spectra of irreducible elements. The next result and Corollary 5 make more
precisely this result for the case of the peripheral spectrum.
Lemma 3. Let B be a Banach algebra with a unit u. Let elements b, p0, p1, . . . , pn ∈ B with
n ∈ N satisfy (u − pj)bpj = 0, p0 = 0, pn = u, and pipj = pmin {i,j} for all i, j = 0, . . . , n.
Then r(bqj ) ≤ r(b) and
σper(b) =
⋃
{σper(bqj) : r(bqj) = r(b)},
where qj = pj − pj−1 and bqj = qjbqj for j = 1, . . . , n.
Proof. We mention first that for an arbitrary scalar λ belonging to the unbounded connected
component ρ∞(b) of the resolvent set ρ(b) the identity (u − pj)R(λ, b)pj = 0 holds for all
j = 0, . . . , n. Indeed, using an elementary induction, we get (u − pj)b
npj = 0 for all n ∈ N.
Whence, in view of the expansion R(λ, b) = 1
λ
+ 1
λ2
b+ . . . with λ > r(b), we have the identity
(u− pj)R(λ, b)pj = 0. Taking the unique extension of the analytic function (u− pj)R(λ, b)pj
to λ ∈ ρ∞(b), we conclude that the last identity holds for all λ ∈ ρ∞(b); in particular,
(u− pj)R(λ, b)qj = 0. (4)
Now let us consider a non-zero scalar λ ∈ ρ∞(b). The proof will be completed if we will
check the invertibility of the element λ − bqj for every j = 1, . . . , n. To this end, we define
the element z via the formula z = 1
λ
(u− pj) + qjR(λ, b)qj +
1
λ
pj−1. Using (4) and the equality
qjbpj−1 = 0, we have
(λ− bqj )z = u− pj + (λ− bqj )qjR(λ, b)qj + pj−1 = u− qj + qj(λ− bqj )R(λ, b)qj =
= u− qj + qj(λ− b+ b(u− qj))R(λ, b)qj = u+ qjb(u− qj)R(λ, b)qj =
= u+ qjb(u− pj + pj − qj)R(λ, b)qj = u+ (qjb(u− pj) + qjbpj−1)R(λ, b)qj =
= u+ qjb(u− pj)R(λ, b)qj = u.
Analogously, z(λ− bqj ) = u. 
As the next example shows, the inclusion (2) cannot make more precisely in general.
Example 4. If a ∈ A, q is an idempotent of A, and q 6= e then 0 ∈ σ(aq). Thus, the inclu-
sion (2) is proper in general. We shall show that the identity σ(a)\{0} = (σ(apd)∪σ(ap))\{0}
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also does not hold, where p is an a-invariant order idempotent. To see this, we consider the space
ℓ∞ of all bounded sequences and define the operator S on ℓ∞ via the formula
Sx = (x1, 0, 0, 0, x3, 0, 0, 0, x5, . . .) + (0, x2, x4, x6, 0, x8, x10, x12, 0, . . .),
where x = (x1, x2, . . .) ∈ ℓ∞. As is easy to see, S is invertible. Put T = I + S. Obviously,
1 /∈ σ(T ). The band B = {x ∈ ℓ∞ : x2k = 0 for all k ∈ N} is T -invariant and
PBTPBx = (x1, 0, x3, 0, x5, 0, x7, 0, x9, . . .) + (x1, 0, 0, 0, x3, 0, 0, 0, x5, . . .),
where PB is the order projection on B. In particular, 1 ∈ σ(PBTPB). 
Corollary 5. Let order idempotents p0, p1, . . . , pn determine the Frobenius normal form of
an element a ∈ A. Then
σper(a) =
⋃
{σper(aqj) : r(aqj) = r(a) and aqj is irreducible with respect to qj},
where qj = pjp
d
j−1 for j = 1, . . . , n.
Keeping the preceding corollary in mind, we now turn to the study of the peripheral spec-
trum of irreducible elements. Firstly, let us recall some spectral properties of irreducible ele-
ments. It should be mentioned at once that there exists an ordered Banach algebra A such that
every positive element ofA is irreducible; the latter is equivalent to the identityOI(A) = {0, e}.
For example, the ordered Banach algebra A = A0 ⊗ C obtained from an ordered Banach alge-
braA0 by adjoining a unit or the algebrasC(K) of all continuous functions onK andB(C(K)),
whereK is a connected (Hausdorff) compact. Therefore, in general, one cannot expect any dis-
tinctive spectral properties of irreducible elements and, hence, a special class of ordered Banach
algebras should be distinguished. We shall say that an ordered Banach algebra A has a disjunc-
tive product [4] if for any a, b ∈ An with ab = 0 there exists an element p ∈ OI(A) satisfying
ap = pdb = 0. The algebra B(E), where E is a Dedekind complete Banach lattice, has [4]
a disjunctive product. Next, an element a ∈ A is said to be algebraically strictly positive, in
symbols a≫ 0, whenever p1ap2 > 0 for all 0 < p1, p2 ∈ OI(A). The next result holds [4].
Theorem 6. Let A be an ordered algebra with a disjunctive product and with the Boolean
algebraOI(A) Dedekind complete. Assume that a non-zero element a ∈ A is order continuous,
that r(a) is a pole of R(·, a) of order k, and that a−k is also order continuous. If the element a
is irreducible then the following statements hold:
(a) The spectral radius r(a) > 0;
(b) The point r(a) is a simple pole of R(·, a);
(c) The residue a−1 ≫ 0 and the resolvent R(λ, a)≫ 0 for all λ > r(a);
(d) If 0 ≤ b < a and if some element c ∈ An satisfies 0 < r(b)c ≤ bc then r(b) < r(a).
The following lemma and Corollary 8 show that, under additional assumptions on A, the
condition about the order continuity of the coefficient a−k of the Laurent series expansion of
R( · , a) around r(a) in the preceding theorem can be rejected.
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Lemma 7. Let an ordered Banach algebra A be order regular and let a ∈ An. Then the resol-
vent R(λ, a) ∈ An for all λ > r(a).
Proof. For an arbitrary number n ∈ N, we define the elements bn and cn as follows
bn =
1
λ
e+ . . .+
1
λn
an−1 and cn =
1
λn+1
an +
1
λn+2
an+1 + . . . .
Obviously, bn + cn = R(λ, a), cn → 0 as n → ∞, and, since A is order regular, bn ∈ An.
Let pα ↓ 0 in OI(A) and let pαR(λ, a) ≥ x with x ∈ A. Fix an index α0. For every α ≥ α0,
the inequality x ≤ pαbn + pα0cn holds and, hence, x − pα0cn ≤ pαbn ↓α≥α0 0. Therefore,
x ≤ pα0cn → 0 as n→∞. Finally, x ≤ 0 or pαR(λ, a) ↓ 0. Analogously,R(λ, a)pα ↓ 0. 
Corollary 8. Let an ordered Banach algebraA be order regular and let An be closed in A. Let
an element a ∈ An such that r(a) is a pole of the resolvent R(·, a) of order k. Then a−k ∈ An.
Proof. The identity a−k = lim
λ↓r(a)
(λ− r(a))kR(λ, a) holds. It only remains to recall the pre-
ceding lemma and the closedness of An. 
If E is a Dedekind complete Banach lattice such that the Lorenz seminorm ‖ · ‖L is a norm
on E (see Example 2(a)) then [12] the set (B(E))n is closed in B(E). Consequently, the wide
class of ordered Banach algebras of the formB(E) automatically satisfies the assumption about
the closedness of An.
Thus, it follows from Theorem 6 and the preceding corollary that, under the next assump-
tions on A, order continuous irreducible elements have nice spectral properties:
(A1) An ordered Banach algebra A is order regular and has a disjunctive product, the Boolean
algebraOI(A) is Dedekind complete, and the set An is closed in A.
If E is a Dedekind complete Banach lattice and P is a non-zero order continuous projection
on E such that P ≫ 0 as an element of B(E) then [4] dimR(P ) = 1, where R(P ) is the range
of the operator P . In particular, in view of part (c) of Theorem 6, “as a rule”, the residue T−1 of
the resolvent R(·, T ) of an irreducible operator T at r(T ) is a rank-one operator. On the other
hand, as is well known, if Z is a Banach space and a projection Q ∈ B(Z) then Q is a rank-one
operator if and only if Q is a minimal idempotent of the algebra B(Z), i.e., QB(Z)Q = CQ.
In the case of an arbitrary ordered Banach algebra A and of an idempotent b ∈ A, the condition
b≫ 0 does not imply the minimality of the idempotent b. For this reason, we must axiomatize
this property and make the following assumption:
(A2) Every algebraically strictly positive idempotent b of A is minimal.
As usual, through La and Ra, we will denote the operators on an algebra B defined by
Lab = ab and Rab = ba, (5)
where a, b ∈ B, and through N(S), we will denote the null space of the operator S acting
between two linear spaces.
7
Proposition 9. An ordered Banach algebraA satisfies Axiom (A2) if and only if for an arbitrary
idempotent b≫ 0 of the following identity holds
dimN(I − Lb) ∩N(I − Rb) = 1. (6)
In general, the next result is true: If B is a Banach algebra and an idempotent b ∈ B then b
is minimal if and only if (6) holds.
Proof. Let A satisfy Axiom (A2) and let a ∈ A such that a = ba = ab. Then a = bab = λb
for some λ ∈ C. For the converse, if b2 = b≫ 0 then for every a ∈ A the element bab belongs
to N(I − Lb) ∩ N(I − Rb). On the other hand, this space contains b and, hence, bab = µb for
some µ ∈ C. 
For the study of the peripheral spectrum of a positive operator on a Banach lattice, the possi-
bility of the restriction of a problem to the case of operators on the spaceC(K) of all continuous
functions on a compact spaceK which is simpler for the study, is important. Recall that if E is
a Riesz space satisfying Axiom (OS), i.e., [16, p. 54] if the inequalities 0 ≤ zn ≤ λnz, where
zn, z ∈ E and λ = (λ1, λ2, . . .) ∈ ℓ1, imply the existence of sup
n
n∑
j=1
zj , then the order ideal Ex
generated by x is, under the Minkowski norm ‖ · ‖x defined by
‖y‖x = inf {λ ∈ R
+ : −λx ≤ y ≤ λx} (7)
with y ∈ Ex, an AM-space with order unit x [16, p. 102]. Therefore, by the Kakutani-
Bohnenblust-M.-S.Krein theorem [6, p. 201], Ex is lattice isometric onto a space C(K) and,
moreover, under this isomorphism, x is mapped onto the constant-one function 1K . Evidently,
every Dedekind complete Riesz space E satisfies Axiom (OS). Now let E be a Dedekind com-
plete Banach lattice. Recall that an operator T on E is said to be regular [6, p. 12] if it can
be written as a difference of two positive operators. As is well known, every regular operator
is bounded. By the Riesz-Kantorovich theorem [6, p. 14], the space Lr(E) of all regular op-
erators on E is a Dedekind complete Riesz space. Hence, if T ∈ Lr(E) then the order ideal
(B(E))T is lattice isometric onto a spaceC(K). We axiomatize this property and make the next
assumption:
(A3) The order ideal Ab generated by the non-zero element b ∈ A
+ is lattice isomorphic onto
a space C(K) and, under this isomorphism, x is mapped onto 1K .
Every complex Riesz space E is the complexification of the real Riesz space ER satisfying
Axiom (OS) (see [16, Section II.11]). In this case, the algebra L(E) of all operators on E is
isomorphic onto the complexification of the algebra L(ER) and, in particular, every T ∈ L(E)
has a unique decomposition T = T1 + iT2, where Tj are real maps on EC, i.e., Tj(ER) ⊆ ER
for j = 1, 2. Defining the set Ar of all regular [5] elements of an ordered Banach algebra A by
Ar = A
+ − A+, we axiomatize this property and make the next assumption:
(A4) The equality a + ib = 0 with a, b ∈ Ar implies a = b = 0.
We continue our discussion with two auxiliary results.
Lemma 10. Let B be a Banach algebra with a unit, let b ∈ B, and let m, k ∈ N. If λ0 ∈ σ(b)
and the set {λ0, λ0e
i 2pi
m , . . . , λ0e
i 2pi
m
(m−1)} ∩ σ(b) consists entirely of poles of R(·, b) of orders
which are not greater than k, then λm0 is a pole ofR(·, b
m) of order which is not greater than km.
8
Proof. Put ωj = e
i 2pi
m
j with j = 0, . . . , m − 1. We claim first that λm0 is an isolated point
of σ(bm). Indeed, if a sequence {ξn} in σ(b
m) satisfies ξn 6= λ
m
0 for all n and ξn → λ
m
0 as
n → ∞ then, taking into account the identity σ(bm) = f(σ(b)) with f(z) = zm, we find
a sequence {µn} in σ(b) with the property µ
m
n = ξn. Let {µnr} be an arbitrary convergent
subsequence of {µn}. If µnr → µ0 ∈ σ(b) then µ
m
0 = λ
m
0 and, hence, µ0 = λ0ωj for some
j = 0, . . . , m − 1. Therefore, µ0 is an isolated point of σ(b). Thus, µnr = µ0 for sufficiently
large r and for such r, we have ξnr = λ
m
0 , a contradiction.
For arbitrary numbers λ, z ∈ C the identity λm − zm =
m−1∏
j=0
(λ − ωjz) holds. The latter
implies
λm − bm =
m−1∏
j=0
(λ− ωjb). (8)
If Uλm
0
is a punctured neighbourhood of the point λm0 satisfying Uλm0 ⊆ ρ(b
m) then the set
V = {λ ∈ C : λm ∈ Uλm
0
} is open and the inclusion V ⊆ ρ(ωjb) holds for all j = 0, . . . , m− 1.
Now, using (8), we obtain
R(λm, bm) =
m−1∏
j=0
R(λ, ωjb) (9)
for all λ ∈ V . Let us consider an arbitrary sequence {λn} in C satisfying λn 6= λ
m
0 for all n and
λn → λ
m
0 . It is not difficult to show that there exists a sequence {θn} in C with the properties
θn 6= λ
m
0 , θ
m
n = λn for all n, and θn → λ0 as n → ∞. Obviously, θn ∈ V for all sufficiently
large n. In view of the identity (9), we have
(λn − λ
m
0 )
kmR(λn, b
m) = (θmn − λ
m
0 )
kmR(θmn , b
m) = (θmn − λ
m
0 )
km
m−1∏
j=0
R(θn, ωjb) =
=
m−1∏
j=0
(θmn − λ
m
0 )
kR(θn, ωjb) = (−1)
m+1
m−1∏
j=0
(θmn − λ
m
0 )
kR(θnω
−1
j , b) =
= (−1)m+1
m−1∏
j=0
(θmn − λ
m
0 )
kR(θnωj, b) =
= (−1)m+1
m−1∏
j=0
(m−1∑
l=0
θm−1−ln λ
l
0
)k
·
m−1∏
j=0
(θn − λ0)
kR(θnωj , b) =
= (−1)(m+1)(k+1)
m−1∏
j=0
(m−1∑
l=0
θm−1−ln λ
l
0
)k
·
m−1∏
j=0
(θnωj − λ0ωj)
kR(θnωj, b) → 0
as n→∞. 
Letm ∈ N. Consider a nonempty subset J of the set {1, . . . , m}. Let J = {j1, . . . , jr} with
r = 1, . . . , m. We define the shift J−1 of J via the formula J−1 = {j1−1, . . . , jr−1}, where
in the case of jk = 1 for some k = 1, . . . , r, we put jk − 1 = m. Now, using the elementary
induction, the set J − l can be defined easily for every l ∈ N. Obviously, J −m = J .
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Lemma 11. Letm ∈ N and let J be a nonempty subset of {1, . . . , m}. If l is a minimal natural
number satisfying J − l = J then l is a divisor ofm.
Proof. Evidently, J − kl = J for all k ∈ N and l ≤ m. The representation m = nl + r
holds with n, r ∈ N and 0 ≤ r < l. Therefore, J = J − (nl + r) = J − r. Whence, using
the minimality of l, we infer r = 0. 
Let be a Banach algebra with a unit. As is well known, if an element a ∈ B then the identi-
ties σ(La;B(A)) = σ(Ra;B(A)) = σ(a;A) hold (see (5)). We shall say that a point λ ∈ σ(a)
is the joint eigenvalue of a whenever there exists a non-zero element c ∈ B satisfying
ac = ca = λc. (10)
Now let A be an ordered Banach algebra, let a ∈ A, and let b ∈ A+. The joint spectrum of
an element a with respect of b is the set σj(a; b;A) of all complex numbers λ such that there
exists an element c ∈ A which is not nilpotent, satisfies (10), and has the representation in
the form c = c′ + ic′′, where c′ and c′′ belong to the order ideal Ab (see (3)). Again, when no
confusion can occur, we write σj(a; b) to denote σj(a; b;A).
Below, throughHm withm ∈ N, we will denote the group of allm
th roots of unity.
Now we are ready to state and to prove the main result of this paper.
Theorem 12. Let an ordered Banach algebraA satisfy Axioms (A1)-(A4). Let a be a non-zero,
order continuous, and irreducible element of A such that r(a) is a pole of R(·, a). Let m ∈ N,
m > 1. The following statements are equivalent:
(a) am is reducible;
(b) For some divisor m′ of m, m′ > 1, there exist non-zero order idempotents p1, . . . , pm′ of
A satisfying
m∑
j=1
pj = e, pj′pj′′ = 0 for j
′ 6= j′′, and pja = apj+1 for all j = 1, . . . , m′,
where for j = m′, we put j + 1 = 1;
(c) For some divisorm′′ ofm, m′′ > 1, and for all j = 0, . . . , m′′ − 1 the points r(a)ei
2pi
m
j are
poles of R(·, a).
If the condition (b) holds then the spectrum σ(a) is invariant under the rotation on angle 2π
m′
,
i.e., σ(a) = 2π
m′
σ(a).
Moreover, σper(a) ∩ σj(a; a−1) = r(a)Hm0 for somem0 ∈ N.
Below, we shall say that an arbitrary element a ∈ A has the cyclic formwhenever there exist
order idempotents p1, . . . , pm′ with m
′ > 1 satisfying the conditions of part (b). In this case,
p1, . . . , pm′ is said to determine the cyclic form of a.
Proof. (a) =⇒ (b) Taking into account the reducibility of am, we find a non-trivial order
idempotent q1 of A satisfying q
d
1a
mq1 = 0. Obviously, q
d
1aa
m−1q1 = 0. Since the algebra
A has a disjunctive product (Axiom (A1)), there exists an order idempotent q2 of A such that
qd1aq2 = q
d
2a
m−1q1 = 0. Using the elementary induction, we find q1, . . . , qm ∈ OI(A) satisfying
qd1aq2 = q
d
2aq3 = . . . = q
d
maq1 = 0. The identity
m∏
j=1
qj = 0 (11)
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holds. To see this, keeping the relation
aqj = qj−1aqj (12)
for j = 1, . . . , m (for j = 1, we put j − 1 = m) in mind, we have
(
e−
m∏
j=1
qj
)
a
m∏
j=1
qj =
(
qm −
m∏
j=1
qj
)
a
m∏
j=1
qj =
=
(
qmq1 −
m∏
j=1
qj
)
a
m∏
j=1
qj = . . . =
(
qmq1 . . . qm−1 −
m∏
j=1
qj
)
a
m∏
j=1
qj = 0.
The irreducibility of a and the relation q1 6= e imply (11).
For r ∈ {1, . . . , m}, we put Pr = {J ⊆ {1, . . . , m} : card J = r}. Now we assume
the validity of the identity ∏
k∈J
qk = 0 (13)
for all J ∈ Pr, where r = 2, . . . , m and for r = m, we obtain (11). Let us show that in this
case either there exists the required collection of idempotents or the identity (13) is valid for all
J ∈ Pr−1. To this end, let (13) hold for all J ∈ Pr, r ≥ 2. Then for all J1, J2 ∈ Pr−1, J1 6= J2,
we have ∏
j∈J1
qj ·
∏
k∈J2
qk = 0. (14)
We shall say that two subsets J1, J2 ∈ Pr−1 is equivalent whenever J1 − l = J2 for some
l ∈ N (see the remarks before Lemma 11). As is easy to see, the relation introduced above is
an equivalence relation on Pr−1 really. Thus, the set Pr−1 is the union of (disjoint) equivalence
classes I1, . . . , It with t ∈ N. Clearly, if J ∈ Is, where s ∈ 1, . . . , t, then J − 1 ∈ Is.
By Lemma 11,ms = cardIs is a divisor ofm. If J ∈ Is then
Is = {J, J − 1, . . . , J − (ms − 1)} (15)
Fix s. In view of (12), (13), (14), and (15), for an arbitrary set J0 ∈ Is, we have(
e−
∑
J∈Is
∏
j∈J
qj
)
a
∏
j∈J0
qj =
=
(
e−
∑
J∈Is
∏
j∈J
qj
) ∏
k∈J0−1
qj · a
∏
j∈J0
qj =
( ∏
k∈J0−1
qj −
∏
k∈J0−1
qj
)
a
∏
j∈J0
qj = 0.
Since J0 is arbitrary, we obtain
(
e−
∑
J∈Is
∏
j∈J
qj
)
a
∑
J∈Is
∏
j∈J0
qj = 0. Thus, for every s ∈ 1, . . . , t
either
∑
J∈Is
∏
j∈J0
qj = 0 or
∑
J∈Is
∏
j∈J0
qj = e. Moreover, either the former of these equalities hold
for all indexes s or, in view of (14), the second one holds for the unique index s0 (if r = m then
s0 = t = 1 and ms0 = m). We consider the second case. Let Is0 = {J1, . . . , Jms0} and let
Jj−1 = Jj − 1 for all j = 1, . . . , ms0 . Now we define required order idempotents p1, . . . , pms0
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via the formula pj =
∏
r∈Jj
qr for j = 1, . . . , ms0 . Obviously,
ms0∑
j=1
pj = e and pj′pj′′ = 0 for
j′ 6= j′′. Next, for an arbitrary index j = 1, . . . , ms0 , we have
apj+1 = a
∏
r∈Jj
qr =
∑
J∈Is0
∏
r∈J
qr · a ·
∏
r∈Jj+1
qr =
=
( ∑
J∈Is0
∏
r∈J
qr
) ∏
r∈Jj+1−1
qr · a =
( ∑
J∈Is0
∏
r∈J
qr
) ∏
k∈Jj
qk · a =
∏
r∈Jj
qr · a = pja.
The order idempotents pj are non-zero. Indeed, if pj = 0 for a index j = 1, . . . , ms0 then
apj+1 = 0 and, hence, p
d
j+1apj+1 = 0. Thus, pj+1 = 0. Using the elementary induction, we
conclude pj = 0 for all j, a contradiction (we have shown that if p1, . . . , pm′ satisfies the condi-
tions of part (b) then pj 6= 0 for all j = 1, . . . , m
′ and, hence, pj 6= e for all j). Now we assume
that there exists no such index s0. The latter implies the equality
∏
k∈Jj
qk = 0 for all J ∈ Is and
all s, i.e., the validity of the relation (13) for all J ∈ Pr−1.
Now, using the identity (11), i.e., (13) for r = m, and the construction above and taking
the finite number of steps, either we will construct the required collection of order idempotents
p1, . . . , pm′ or we will reduce the problem to the case when the identity (11) holds with r = 1,
i.e., to the case of q1, . . . , qm = 0. The latter is impossible as q1 6= 0.
(b) =⇒ (a) As was shown above, if p1, . . . , pm′ satisfy the condition of part (b) then pj is
not-trivial for all j = 1, . . . , m′. Now, using the elementary induction, we have
pja
m′ = apj+1a
m′−1 = a2pj+2am
′−2 = . . . = am
′
pj+m′ = a
m′pj
for an arbitrary index j, whence
pja
m = pja
m′ m
m′ = am
′
pja
(m′−1) m
m′ = . . . = ampj.
Finally, pja
mpdj = 0 and, in particular, a
m is reducible.
(b) =⇒ (c) We define the element d via the formula d =
m′∑
j=1
ei
2pi
m′
jpj , where the order
idempotents p1, . . . , pm′ satisfy the condition of part (b). As is easy to see, the element d is
invertible and d−1 =
m′∑
r=1
e−i
2pi
m′
jpr. We have the equalities
ei
2pi
m′ dad−1 = ei
2pi
m′
( m′∑
j=1
ei
2pi
m′
jpj
)
a
( m′∑
r=1
e−i
2pi
m′
jpr
)
=
= ei
2pi
m′
m′∑
j,r=1
ei
2pi
m′
(j−r)pjapr = ei
2pi
m′
m′∑
j=1
ei
2pi
m′
(j−(j+1))apj+1 = a.
Therefore, σ(a) = ei
2pi
m′ σ(dad−1) = ei
2pi
m′ σ(a). Consequently, part (b) implies the invariance
of the spectrum σ(a) under the rotation on angle 2π
m′
. In particular, the points r(a)ei
2pi
m′
j belong
to σper(a) for j = 0, . . . , m
′ − 1 as r(a) ∈ σ(a). Let us show that these points are simple
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poles of R(·, a). Using the identity λ − a = ei
2pi
m′ d(λe−i
2pi
m′ − a)d−1 for all λ ∈ C, we obtain
R(λ, a) = e−i
2pi
m′ dR(λe−i
2pi
m′ , a)d−1 for all λ ∈ ρ(a). Let λ0 be a pole ofR(·, a) of order k. Then
λ0e
i 2pi
m′ is an isolated point of σ(a) and we have the equalities
lim
λ→λ0ei
2pi
m′
(λ− λ0e
i 2pi
m′ )kR(λ, a) = lim
λ→λ0ei
2pi
m′
(λ− λ0e
i 2pi
m′ )ke−i
2pi
m′ dR(λe−i
2pi
m′ , a)d−1 =
= lim
λ→λ0ei
2pi
m′
(λe−i
2pi
m′ − λ0)
kei
2pi
m′
ke−i
2pi
m′ dR(λe−i
2pi
m′ , a)d−1 =
= lim
µ→λ0
(µ− λ0)
kei
2pi
m′
(k−1)dR(µ, a)d−1 = 0.
Thus, the point λ0e
i 2pi
m′ is a pole of R(·, a) of order which is not greater than k. On the other
hand, r(a) is a simple pole of R(·, a) and so the points r(a)ei
2pi
m′
j , j = 0, . . . , m′ − 1, are also
simple poles of R(·, a).
(c) =⇒ (a) For j = 0, 1, . . . , m′′ − 1, we put ωj = ei
2pi
m′′
j . Using the identity [9, p. 22]
1
1−zm′′ =
1
m′′
m′′−1∑
j=0
1
1−ω−1j z
which is valid for all complex numbers z /∈ {ω0, . . . , ωm′′−1}, we have
1
λm′′−zm′′ =
1
m′′λm′′−1
m′′−1∑
j=0
ωj
λωj−z for all λ, z ∈ C satisfying
z
λ
/∈ {ω0, . . . , ωm′′−1}. Therefore,
for λ from a sufficiently small punctured neighbourhood of r(a), we obtain
m′′λm
′′−1R(λm
′′
, am
′′
) =
m′′−1∑
j=0
ωjR(λωj, a). (16)
In view of our condition and Lemma 10, r(a)m
′′
is a pole ofR(·, am
′′
). Assume that the element
am is irreducible. Then the element am
′′
is also irreducible. Consequently, in view of Ax-
iom (A1), r(a) > 0, the point r(a)
m is a simple pole of the resolvent R(·, am
′′
), and the residue
(am
′′
)−1 ≫ 0. The point r(a) is also a simple pole of the function λ → R(λm
′′
, am
′′
). Indeed,
r(a) is an isolated singular point of this function and for every natural k ∈ N the relation
(λ− r(a))kR(λm
′′
, am
′′
) =
(λm
′′
− r(a)m
′′
)kR(λm
′′
, am
′′
)
(λm′′−1 + λm′′−2r(a) + . . .+ r(a)m′′−1)k
(17)
holds. Therefore, for every k > 1, we have
lim
λ→r(a)
(λ− r(a))kR(λm
′′
, am
′′
) = 0. (18)
Let kj be the order of the pole of R(·, a) at the point r(a)ωj , where j = 0, 1, . . . , m
′′ − 1.
We claim equality kj = 1 (this fact is not assumed in part (c); moreover, we mention that
the cone A+ is not assumed to be normal). Put l = max
0≤j≤m′′−1
kj . Proceeding by contradiction,
we suppose l > 1. Therefore, using the identities (16) and (18), we obtain
0 =
m′′−1∑
j=0
ωj lim
λ→r(a)
(λ− r(a))lR(λωj, a) =
13
=
m′′−1∑
j=0
lim
λ→r(a)
(λωj − r(a)ωj)
l 1
ωl−1j
R(λωj, a) =
m′′−1∑
j=0
1
ωl−1j
a−l,r(a)ωj
and so
m′′−1∑
j=0
1
ωl−1j
a−l,r(a)ωj = 0. (19)
Taking into account the integral representation of the coefficients of the Laurent series expan-
sion of the resolvent R(·, a) around the point ωj and using the functional calculus, for arbi-
trary j0 satisfying kj0 = l, we get a−1,r(a)ωj0a−l,r(a)ωj0 = a−l,r(a)ωj0 and a−1,r(a)ωj0a−l,r(a)ωj = 0
for j 6= j0. Now, from the (19), it follows that
0 = a−1,r(a)ωj0
m′′−1∑
j=0
1
ωl−1j
a−l,r(a)ωj =
1
ωl−1j0
a−l,r(a)ωj0 .
Therefore, a−l,r(a)ωj0 = 0, a contradiction. Thus, l = 1. Next, according to (17),
lim
λ→r(a)
(λ− r(a))R(λm
′′
, am
′′
) =
(am
′′
)−1
m′′r(a)m′′−1
.
Using the last equality and the identity (17) once more, we obtain
(am
′′
)−1 = lim
λ→r(a)
(λ− r(a))
m′′−1∑
j=0
ωjR(λωj, a) =
m′′−1∑
j=0
a−1,r(a)ωj
and, hence,
(am
′′
)−1a−1,r(a)ωj = a−1,r(a)ωj (a
m′′)−1 = a−1,r(a)ωj .
In other words, for all j = 0, 1, . . . , m′′ − 1 the idempotents a−1,r(a)ωj belong to the space
N(I−R(am′′ )−1)∩N(I−L(am′′ )−1). In view of Axiom (A2) (see Proposition 9 and, in particular,
the identity (6)), this space is one-dimensional. Therefore, taking into account the condition
m′′ > 1, we get a−1,r(a)ωj = 0 for all j. This contradiction establishes that a
m is reducible.
Now we suppose that Axioms (A3) and (A4) hold and show that for somem0 ∈ N, we have
the equality σper(a) ∩ σj(a; a1) = r(a)Hm0 . As is easy to see, in view of Axiom (A4), the com-
plexification (Aa−1)C of the order ideal Aa−1 generated by a−1 is isomorphic onto the complex
linear subspace A0 = {b + ic : b, c ∈ Aa−1} of A. On the other hand, in view of Axiom (A3),
the order idealAa−1 is lattice isomorphic onto a spaceC(K) and, under this isomorphism, a−1 is
mapped onto 1K . In particular,Aa−1 is a Riesz space and so the space (C(K))C can be identified
with A0, i.e., with the complexification (Aa1)C of Aa−1 . If for a number λ ≥ 0 and b ∈ Aa−1 ,
the inequalities−λa−1 ≤ b ≤ λa−1 hold then, taking into account the identity aa−1 = r(a)a−1,
we have −λr(a)a−1 ≤ Lab ≤ λr(a)a−1. The latter implies the La-invariance of Aa−1 and
the relation ‖Lab‖a−1 ≤ r(a)‖b‖a−1 . Whence ‖L̂a‖B(Aa−1 ) = r(a), where the positive operator
L̂a is a restriction of La to Aa−1 . Thus, r(L̂a) = r(a). Since a−1 is a minimal idempotent (Ax-
iom (A2)) for arbitrary b ∈ A, we find a scalar f(b) satisfying a−1ba−1 = f(b)a. The function
f on Aa−1 defined above is linear and positive and satisfies the inequality |f(b)| ≤ ‖b‖a−1 for
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all b ∈ Aa−1 . In particular, the functional f is bounded. Since a−1 ≫ 0, f is strictly positive.
For arbitrary a, b ∈ Aa−1 , we have the equalities
f(ab)a−1 = a−1aba−1 = r(a)a−1ba−1 = r(a)f(b)a−1.
Whence for the adjoint operator L̂a
∗
, we get (L̂a
∗
f)(b) = f(ab) = r(a)f(b) or L̂a
∗
f = r(a)f .
Fix λ0 ∈ σper(a)∩σj(a; a1). There exists an element x0 ofA which is not nilpotent, satisfies
the relations Lax0 = Rax0 = λ0x0, and has the representation in the form x0 = x
′
0+ ix
′′
0 , where
x′0, x
′′
0 ∈ Aa−1 . In particular, x0 ∈ (Aa−1)C and L̂ax0 = λ0x0. For the element x0 the modulus
|x0| exists, belongs to Aa−1 , and is given by |x0| = sup
ϕ∈[0,2π]
|(cosϕ)x′0 + (sinϕ)x
′
0|. We can
assume ‖|x0|‖a−1 = 1. For the element ax0 = ax
′
0 + iax
′′
0 ∈ (Aa−1)C and for the modulus of
this element in (Aa−1)C, we have
|ax0| = sup
ϕ∈[0,2π]
|(cosϕ)ax′0 + (sinϕ)ax
′
0| ≤ a sup
ϕ∈[0,2π]
|(cosϕ)x′0 + (sinϕ)x
′
0| = a|x0|.
Whence r(a)|x0| = |λ0x0| = |ax0| ≤ a|x0| or 0 ≤ (a − r(a))|x0|. On the other hand,
0 = a−1(a − r(a))|x0| and a−1 ≫ 0. Thus, r(a)|x0| = a|x0|; analogously, r(a)|x0| = |x0|a.
Therefore, for λ > r(a), we have
R(λ, a)|x0| =
1
λ
|x0|+
1
λ2
r(a)|x0|+ . . . =
|x0|
λ
(
1 +
r(a)
λ
+
(r(a)
λ
)2
+ . . .
)
=
|x0|
λ0 − r(a)
and, hence, a−1|x0| = |x0|; analogously, |x0|a−1 = |x0|. Consequently, we have the equality
|x0| = a−1|x0| = a−1|x0|a−1 = µa−1 for some µ ∈ R. Since ‖|x0|‖a−1 = 1, we infer µ = 1
and so |x0| = a−1. There exists (see [14, Lemma 5.1(I)]) an operator S on (Aa−1)C depending
upon x0 and satisfying the identity L̂a = r(a)λ
−1
0 S
−1L̂aS; analogously, R̂a = r(a)λ−10 S
−1R̂aS
for the same operator S, where R̂a is a restriction ofRa toAa−1 . Now, if λ
′ ∈ σper(a)∩σj(a; a1)
and Lax = Rax = λ
′x for x ∈ (Aa−1)C then L̂aSx =
λ0λ′
r(a)
Sx and R̂aSx =
λ0λ′
r(a)
Sx.
Whence λ0λ
′
r(a)
belongs to the set σper(a) ∩ σj(a; a1). Finally, since λ0 and λ
′ are arbitrary, the
set 1
r(a)
σper(a) ∩ σj(a; a1) is the group of all m
th
0 roots of unity for some m0 ∈ N. We used
Axiom (A4) where b is an algebraically strictly positive idempotent only. We didn’t use the as-
sumption that x0 is not nilpotent (this assumption from the definition of σj(a; b) will be needed
for the validity of Lemma 15 and Corollary 16).
The proof of the theorem is now complete. 
In the proof of the preceding theorem, using a numberm of part (a), a numberm′ satisfying
the conditions of part (b) was found. A number m′ is not uniquely determined. Indeed, for
the cyclic matrix
(
0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0
)
two situations m′ = 2 and m′ = 4 are possible (then the required
order idempotents of part (b) correspond, in the former, to the coordinates {1, 3} and {2, 4}
and, in the second case, to {1}, . . . , {4}). For the case of the analogous cyclic 6 × 6 matrix
three situationsm′ = 2 ({1, 3, 5} and {2, 4, 6}),m′ = 3 ({1, 4}, {2, 5}, and {3, 6}), andm′ = 6
({1},. . . ,{6}) are possible.
As is easy to see from the proof of Theorem 12, if p1, . . . , pm′ satisfying the conditions of
part (b) exist then part (c) holds with m′′ = m′. In is not known if the converse is valid. I.e.,
does part (b) hold with m′′ = m′ if part (c) holds? In other words, the author does not know
15
the direct proof of the implication (c)=⇒ (b) of the preceding theorem. Nevertheless, in the fol-
lowing particular case such a proof is possible. Let the condition of part (c) of Theorem 12 hold
and let the number m′′ have the representation in the form of the product m′′ = m1 . . .mn,
where n ∈ N, mk are prime numbers for all k = 1, . . . , n, and mk′ 6= mk′′ for all k
′ 6= k′′. Ob-
viously, for arbitrary k = 1, . . . , n and all j = 0, 1, . . . , mk−1 the points r(a)e
i 2pi
mk
j
are poles of
R(·, a) and so (see the proof of the implication (c) =⇒ (a)) amk is reducible. In view of the va-
lidity of the implication (a) =⇒ (a) and sincemk is a prime number, there exists non-zero order
idempotents pmk ,1, . . . , pmk,mk determining the cyclic form of the element a. For an arbitrary n-
tuple (j1, . . . , jn), where jk = 1, . . . , mk for all k = 1, . . . , n, we put pj1,...,jn = pm1,j1 . . . pmn,jn .
If (j′1, . . . , j
′
n) 6= (j
′′
1 , . . . , j
′′
n) then pj′1,...,j′n ⊥ pj′′1 ,...,j′′n and, hence, the number of order idempo-
tents pj1,...,jn is equal to m
′′. Next,
m1∑
j1=1
. . .
mn∑
jn=1
pj1,...,jn = e, pj1,...,jna = apj1−1,...,jn−1, and
pj1−m′′,...,jn−m′′ = pj1,...,jn . If for some r ∈ N the equality pj1−r,...,jn−r = pj1,...,jn is valid
then for all k = 1, . . . , n the number mk is a divisor of r. Therefore, r = m1 . . .mkl = m
′′l
with l ∈ N. Finally, the collection {pj1,...,jn} determines the cyclic form of a.
The next result makes more precisely correlations between the valuesm,m′, andm′′.
Corollary 13. Under the assumptions of Theorem 12, the following equalities hold
min {m ∈ N : am is reducible} =
= min {m ∈ N : there exist p1, . . . , pm inOI(A) determining the cyclic form of a}
= min {m ∈ N : r(a)ei
2pi
m
j is a pole of R(·, a) for j = 0, 1, . . . , m− 1};
if am is irreducible for allm or such p1, . . . , pm does not exist then we suppose that the respec-
tive minimum is equal to one.
We continue with the following two auxiliary results.
Lemma 14. Let c ∈ A+, let p0, p1, . . . , pn, where n ∈ N, be a collection of c-invariant order
idempotents satisfying the relations e = pn ≥ . . . ≥ p1 ≥ p0, and let qj = pjp
d
j−1 for all
j = 1, . . . , n. If for every j the elements cqj are nilpotent then the element c is also nilpotent.
Proof. For n = 1 the assertion is obvious. Let us assume n > 1. We consider first the case
of cqj = 0 for all j and will show the identity c
n = 0. To this end, using the induction on
k = 1, . . . , n, we shall prove the validity of the equality qsc
kqj = 0 for all j = 1, . . . , n and
s = max {1, j − k + 1}, . . . , n which, for k = n, implies qsc
nqj = 0 for all s and j. In view of
the relation
n∑
j=1
qj = e, we obtain c
n = 0. If j < s then 0 ≤ qscqj ≤ p
d
s−1cpj ≤ p
d
j−1cpj = 0.
Taking into account our condition, we have the equality qscqj = 0 for j ≤ s. Therefore, for
k = 1 our induction hypothesis is true and the identity c =
n−1∑
s=1
n∑
j=s+1
qscqj holds. Assume
the validity of our assertion for some k < m. Since n− k + 1 ≥ max {1, j − k + 1} for all j,
we obtain qsc
kqj = 0 for s ≥ n − k + 1 and this equality also holds for j < s + k. Therefore,
ck =
n−k∑
s=1
n∑
j=s+k
qsc
kqj . Evidently, qmc
k+1qj = 0 for all j and qsqj = 0 for s 6= j. Now, for
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arbitrary indexes l and t with l ≤ m− 1, we have
qlc
k+1qt = qlcc
kqt =
n∑
j=l+1
qlcqj ·
n−k∑
s=1
n∑
j=s+k
qsc
kqjqt =
n∑
j=l+1
qlcqj ·
t−k∑
s=1
qsc
kqt.
Consequently, if t− k ≤ l then qlc
k+1qt = 0, as desired.
In a general case, we mention first the validity of the equality (ck)qj = (cqj)
k for all k ∈ N
and j = 1, . . . , n. Indeed, the case of k = 1 is obvious. If the required equality is true for
some k then
(cq)
k+1 = (cq)
kcq = (c
k)qcq = qc
kqcq = qck+1q − qckqdcq = (ck+1)q.
Now we choose kj ∈ N satisfying c
k
qj
= 0 for all j = 1, . . . , n. Putting k = max
1≤j≤n
kj , we have
(ck)qj = (cqj)
k = 0. As was showed above, ckn = 0. 
For a non-zero element q ∈ OI(A), we put A(q) = {a ∈ A : qaq = a}. Under the linear
operations, the multiplication, the norm, and the order induced by A, the linear space A(q)
is an ordered Banach algebra with unit q being a closed subalgebra of A. We mention at
once the following properties of A(q) [4]: (a) For the order interval [0, q] in A the identity
OI(A(q)) = OI(A) ∩ [0, q] is valid; (b) An element z ∈ A(q) is irreducible with respect q if
and only if z is irreducible in A(q); (c) The identity (A(q))n = An ∩ A(q) holds; (d) If A has
a disjunctive product then A(q) also has a disjunctive product. From this remarks, it follows
that if A satisfies Axiom (Aj) for some j = 1, 3, 4 then A(q) also satisfies this axiom.
Lemma 15. Let A satisfy Axiom (A1). Let an element a ∈ An such that r(a) > 0 is a pole of
R(·, a) and the residue a−1 possesses a modulus |a−1|. Let the collection of order idempotents
p0, p1, . . . , pn determine the Frobenius normal form of the element a. Then the inclusions
σper(a;A) ∩ σj(a; |a−1|;A) ⊆
⊆
⋃
{σper(aqj ;A(qj)) ∩ σj(aqj ; (aqj)−1;A(qj)) : r(aqj) = r(a)} ⊆ σper(a;A) (20)
hold with qj = pjp
d
j−1 for j = 1, . . . , n.
Proof. We denote the middle part of (20) by S. By Corollary 5, to check the left inclusion
in (20), it suffices to establish the relation⋃
{σper(aqj ;A) ∩ σj(a; |a−1|;A) : r(aqj) = r(a)} ⊆ S.
To this end, let λ ∈ σj(a; |a−1|;A) and let |λ| = r(a). Then there exists an element c ∈ A
which is not nilpotent, satisfies ac = ca = λc, and has a representation in the form c = c′ + ic′′
with c′, c′′ ∈ A|a−1|. For arbitrary j = 0, 1, . . . , n, the order idempotent pj is |a−1|-invariant
and, hence, is c-invariant. Therefore, for j = 1, . . . , n, we have
qdj cqj = (p
d
j + pj−1)cpjp
d
j−1 = pj−1cqj ;
analogously, qjaq
d
j = qjcp
d
j . Thus, qjaq
d
j cqj = 0. Consequently,
λcqj = qjacqj = qjaqjcqj + qjaq
d
j cqj = aqjcqj ;
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analogously, λcqj = cqjaqj . In view of Lemma 14, there exists an index j0 such that cqj0 is
not nilpotent. In particular, cqj0 6= 0 and, hence, λ ∈ σ(aqj0 ). On the other hand, Lemma 3
yields r(aqj0 ) ≤ r(a). Therefore, r(aqj0 ) = r(a), aqj0 is irreducible with respect qj0 , and
λ ∈ σper(aqj0 ;A(qj0)). Then [4] r(a) is a simple pole of R(·, aqj0 ) and for λ from a sufficient
small punctured neighbourhood of r(a) the identity
R(λ, aqj0 ) =
1
λ
(pdj0 + pj0−1) + qj0R(λ, a)qj0
holds. Thus, 0 ≤ (aqj0 )−1 = (a−1)qj0 . The last equality implies (c
′)qj0 , (c
′′)qj0 ∈ A(aqj0 )−1 and,
hence, λ ∈ σj(aqj0 ; (aqj0 )−1;A(qj0)).
To check the right inclusion in (20), mention the next inclusion σper(aq;A(q)) ⊆ σper(aq;A)
for arbitrary q ∈ OI(A). In fact, if (λ − aq)b = b(λ − aq) = e for an element b ∈ A then
(λ− aq)bq = bq(λ− aq) = q. Now it only remains to recall Lemma 3. 
Theorem 12 and the preceding lemma imply the next consequence which characterizes
the peripheral spectrum of an arbitrary positive element of A.
Corollary 16. Let the assumptions of Lemma 15 satisfy, let A satisfy Axioms (A3) and (A4),
and let the algebra A(q) satisfy Axiom (A2) for every non-zero q ∈ OI(A). Then the inclusions
σper(a;A) ∩ σj(a; |a−1|;A) ⊆ r(a)
n⋃
s=1
Hms ⊆ σper(a;A)
hold with somem1, . . . , mn ∈ N.
We close this section with the next assertion about elements having the cyclic form.
Proposition 17. Let an element a ∈ A have the cyclic form. Suppose that there exists at least
one pole of the resolvent R(·, a) among points of σper(a). Then the decomposition a
m =
m∑
j=1
bj
holds, where 1 < m ∈ N, bj′bj′′ = 0 for j
′ 6= j′′, and r(bj) = r(a)m for all j = 1, . . . , m. If,
in addition, a ∈ A+ then there exists such a decomposition that bj′ ∧ bj′′ = 0 for j
′ 6= j′′.
Proof. Using our condition, we find order idempotents p1, . . . , pm of A, where m > 1,
satisfying pja = apj+1 for j = 1, . . . , m. Evidently, pja
m = apj+1a
m−1 = . . . = ampj ,
whence pja
mpj = a
mpj = pja
m for all j and pj′a
mpj′′ = 0 for j
′ 6= j′′. Therefore, putting
bj = pja
mpj , we obtain a
m =
m∑
j=1
bj . Fix an index j. Let λ0 be a pole of R(·, a) and let
|λ0| = r(a). Since the equality pjR(λ, a) = 0 is impossible λ for sufficiently close to λ0,
λ 6= λ0, there exists a number s ∈ N satisfying pjaλ0,s 6= 0 and pjaλ0,t = 0 for t < s.
Keeping the identity aaλ0,s = r(a)aλ0,s+aλ0,s−1 in mind and using the elementary induction, it
is not difficult to check the validity of the relation anaλ0,s =
n∑
t=0
λt0C
t
naλ0,s−(n−t) for all n ∈ N,
where Ctn are binomial coefficients. The latter implies the equality pja
maλ0,s = λ
m
0 pjaλ0,s or
bjaλ0,s = λ
m
0 aλ0,s. Thus, λ
m
0 ∈ σ(bj). Taking into account the inequality r(bj) ≤ r(a)
m, we
have r(bj) = r(a)
m. In view of the definition of bj , the last assertion is clear. 
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3 The Lotz-Schaefer axiom
In the spectral theory of positive operators the next Lotz-Schaefer theorem is one of the most
significant results (see [16, pp. 351-352]). In some situations, e.g., in the case of irreducible
operators (see [2]), this theorem allows the study of points of the peripheral spectrum of an op-
erator to reduce to the case of poles only.
Theorem 18. Let T be a positive operator on a Banach lattice E and let r(T ) be a finite-rank
pole of R(·, T ). Then the peripheral spectrum σper(T ) of T consists entirely of poles of R(·, T ).
As was mentioned above (see Axiom (A2) and the remarks before this axiom), algebraically
strictly positive projections in an ordered Banach algebra A can be considered as a generaliza-
tion of rank-one operators. Moreover, the residue a−1 of the resolvent R(·, a) of the irreducible
element a at the point r(a) satisfies this condition (see Theorem 6(c)). An element b ∈ A is said
to be relatively algebraically strictly positive whenever there exists a non-zero order idempo-
tent q of A such that b ∈ A(q) and q1aq2 > 0 for all 0 < q1, q2 ∈ OI(A)∩ [0, q]; in this case, we
write b≫q 0. Obviously, b≫ 0 if and only if b≫e 0. As is easy to see, if P is a non-zero order
continuous projection on a Dedekind complete Banach lattice E being relatively algebraically
strictly positive element in the ordered Banach algebra B(E) then dimR(P ) = 1. On the other
hand, the collection F (E) of finite-rank operators on E is an algebraic ideal of B(E) and if
a non-zero operator T ∈ F (E) then the algebraic ideal generated by T in B(E) coincides
with F (E). Keeping these remarks in mind, we define the set F(A) of finite-rank elements
of an ordered Banach algebras A as the (two-sided) algebraic ideal generated by the set of all
relatively algebraically strictly positive order continuous projectors of A; if such projectors do
not exist, we put F(A) = ∅. If a ∈ A(q) is a relatively algebraically strictly positive element
of A(q) then a is such an element of A, and, hence, F(A(q)) ⊆ F(A). Now, axiomatizing
the respective theorem, we can introduce the Lotz-Schaefer axiom in the following manner:
(ALS) If a is a positive element ofA, r(a) is a pole ofR(·, a), and the residue a−1 is a finite-rank
element then the peripheral spectrum σper(a) of a consists entirely of poles of R(·, a).
If E is a Dedekind complete Banach lattice admitting a weak order unit x > 0 and a strictly
positive order continuous functional f then the projection 1
f(x)
f ⊗x≫ 0 in the ordered Banach
algebra B(E) and, hence, F(B(E)) = F (E). Therefore, the Lotz-Schaefer theorem implies
the validity of Axiom (ALS) for a wide class of ordered Banach algebras of the form B(E). If
we want the validity of a similar axiom for a wider class of algebras of the form B(E) then we
must introduce the next weaker axiom:
(A′LS) If a is a positive element of A, r(a) is a pole of R(·, a), the residue a−1 is an order
continuous element, and a−1 ≫ 0 then the peripheral spectrum σper(a) of a consists
entirely of poles of R(·, a).
Now if E is an arbitrary Dedekind complete Banach lattice then the ordered Banach alge-
bra B(E) satisfies Axiom (A′LS). Moreover, the last two conditions of this axiom automatically
hold when the element a is irreducible (see Theorem 6(c)). However, as the results below show
(see, e.g., Theorem 23), in the case of an arbitrary positive elements Axiom (ALS) is more useful
than Axiom (A′LS).
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Nevertheless, there are other cases when an algebra A need not satisfy Axiom (ALS). If
OI(A) = {0, e} then e ≫ 0 and, hence, F(A) = A. Next, if A = L∞(Ω, µ), with µ a σ-finite
diffuse measure on a σ-algebra, then there exist no algebraically relatively strictly positive ele-
ments in A and, hence, F(A) = {0}.
If we will assume that the residue a−1 is a minimal idempotent of A instead of a−1 ∈ F(A)
then Axiom (ALS) is valid for the algebra B(E), where E is an arbitrary Banach lattice. Unfor-
tunately, the residue a−1 of the resolvent R(·, a) of an irreducible element a which belongs to
an ordered Banach algebraA satisfying Axiom (A1) need not be a minimal idempotent (see [4]).
Therefore, under this assumption, Axiom (ALS) is employed only for a narrow class of ordered
Banach algebras. Moreover, as the next example shows, Axiom (A′LS) in its present form and
Axiom (ALS)with the assumption about the minimality of a−1 do not hold in general for an arbi-
trary ordered Banach algebra A. This example also shows that the peripheral spectrum σper(a)
of an irreducible element a need not be cyclic while r(a) is a pole of R(·, a) and the residue
a−1 ≫ 0.
Example 19. Consider the space ℓ∞ of all bounded sequences x = (x1, x2, . . .). Under the nat-
ural algebraic operations, multiplication, and sup-norm, this space is a commutative Banach
algebra with unit e = (1, 1, . . .). Fix an arbitrary number λ0 ∈ C and a sequence {zn} in C
satisfying |zn| = 1, zn 6= λ0 for all n, λ0 6= 1 , z1 = 1, zn 6= zm for all n 6= m, and zn → λ0 as
n→∞. Define the sequence z ∈ ℓ∞ by z = (z1, z2, . . .) and consider the algebraic wedgeK0
generated by e and z, i.e.,
K0 =
{ n∑
j=0
αjz
j : n ∈ N and αj ∈ R
+ for all j = 0, 1, . . . , n
}
.
We claim that the closure K0 of K0 is a normal cone. Indeed, for arbitrary y =
n∑
j=0
αjz
j with
αj ∈ R the inequalities
∣∣∣ n∑
j=0
αj
∣∣∣ ≤ ‖y‖ℓ∞ ≤ n∑
j=0
|αj| holds as z1 = 1. Therefore, if αj ≥ 0 for
j = 0, 1, . . . , n then
‖y‖ℓ∞ =
n∑
j=0
αj . (21)
Let x ∈ ℓ∞ and let ±x ∈ K0. There exist two sequences {xn} and {yn} in K0 satisfying
xn → x and yn → −x and, hence, xn + yn → 0 as n → ∞. Let xn =
kn∑
j=0
αnjz
j and
yn =
kn∑
j=0
βnjz
j , where αnj, βnj ≥ 0 for all n and j = 1, . . . , kn. Then
kn∑
j=0
(αnj + βnj)z
j → 0
and so 0 ≤
kn∑
j=0
αnj ≤
kn∑
j=0
(αnj + βnj)→ 0 as n→∞. Taking into account the identity (21), we
have ‖xn‖ℓ∞ =
n∑
j=0
αnj → 0. Therefore, x = 0. Thus, K = K0 is a cone and, under the order
induced by K, ℓ∞ is an ordered Banach algebra. In view of the relation zn 6= zm with n 6= m,
the system {e, z, z2, . . .} is linearly independent and, in particular, every element w ∈ K0 has
a unique representation in the form w =
n∑
j=0
ωjz
j with ωj ≥ 0. Now if u =
m∑
j=0
µjz
j ∈ K0 and
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0 ≤K0 w ≤K0 u then ‖w‖ℓ∞ =
n∑
j=0
ωj ≤
n∑
j=0
µj = ‖u‖ℓ∞. Thus, K0 is a normal cone and,
hence [7, p. 81, Exercise 9], K is normal. We mention at once that the relation K −K 6= ℓ∞
holds as the Banach space ℓ∞ is not separable; in particular, K is not generating. Obviously,
r(z) = 1 and R(λ, z) = ( 1
λ−z1 ,
1
λ−z2 , . . .) for all λ /∈ σ(z) = {z1, z2, . . .}. In particular, ξ = 1 is
an isolated point of σ(z). For λ close to this point and λ 6= 1 the inequality |λ− 1| ≤ |λ− zn|
holds for all n. Whence
∣∣∣ (λ−1)2λ−zn
∣∣∣ ≤ |λ − 1| and so (λ − 1)2‖R(λ, z)‖ℓ∞ ≤ |λ − 1| → 0
as λ → 1. Thus, ξ = 1 is a simple pole of R(·, z). Let r = inf
n>1
|1− zn| > 0. For arbitrary
ǫ and λ satisfying 0 < ǫ < r and |λ−1| < ǫ, we have |λ− zn| ≥ |1− zn|− |λ−1| ≥ r− ǫ and,
hence,
∣∣∣ λ−1λ−zn
∣∣∣ ≤ ǫr−ǫ → 0 as ǫ → 0. Consequently, limλ→1
∣∣∣ λ−1λ−zn
∣∣∣ = 0 uniformly in n = 2, 3, . . .
and so the residue R(·, z) at the point ξ = 1 is equal to e1 = (1, 0, 0, . . .). If we can verify
the identity OI(ℓ∞) = {0, e} (under the order induced by K) then this means the validity of
the relation e1 ≫ 0 while the point λ0 is not an isolated point of the spectrum σ(z). To this end,
let the sequence p ∈ OI(ℓ∞). Then p is a characteristic function χA of a subset A of N which
has a representation in the form p =
n∑
j=0
θjz
j with θj ≥ 0. If 1 /∈ A then (χA)1 = 0, whence
n∑
j=0
θj = 0 or p = 0. If 1 ∈ A then 1 /∈ N \ A, whence p = e, as required. Obviously,
the residue e1 is a minimal idempotent of the algebra ℓ∞. Moreover, as is easy to see, we can
choose the sequence {zn} such that the peripheral spectrum σper(z) of the irreducible element z
is not cyclic. 
Now, assuming the Lotz-Schaefer axiom (ALS), we continue the study of the peripheral
spectrum and, in particular, will obtain some consequences of Theorem 12.
Before, we discuss the following property of the algebra B(E), where E is a complex Ba-
nach lattice being the complexification of the real Banach latticeER. Let {Sn} and {Tn} be two
sequences in the space Br(E) = Br(ER) of all regular operators on E such that the sequence
{Sn+ iTn} converges in B(E). Then {Sn} and {Tn} are also convergent. Indeed, fix a number
ǫ > 0 and find an index k ∈ N satisfying ‖Sn − Sm + i(Tn − Tm)‖B(E) < ǫ for all n,m ≥ k.
Using the condition Sn ∈ Br(E) and the inequality ‖y + iz‖E ≥ max {‖y‖E, ‖z‖E} for all
y, z ∈ ER, we have
‖(Sn − Sm)x‖E ≤ ‖(Sn − Sm)x+ i(Tn − Tm)x‖E < ǫ
for an arbitrary element x ∈ ER with ‖x‖E = ‖x‖ER = 1. Whence ‖Sn− Sm‖B(ER) < ǫ and so
‖Sn − Sm‖B(E) < 2ǫ. Thus, the sequence {Sn} is convergent; the case of {Tn} is analogous.
We axiomatize this property and make the next assumption:
(A5) The convergence of the sequence {bn + icn}, where {bn} and {cn} are two sequences
in Ar, implies the convergence of {bn} and {cn}.
Evidently, if an ordered Banach algebra A satisfies Axiom (A5) then the algebra A(q) also
satisfies this axiom for every non-zero order idempotent q of A. Next, as the example of the or-
dered Banach algebra C1[a, b] of all complex functions x represented in the form x = x1 + ix2,
where the functions x1, x2 : [a, b] → R are continuously differentiable, under the natural alge-
braic operations, multiplication, order, and norm ‖x‖C1[a,b] = max
t∈[a,b]
|x(t)|+ max
t∈[a,b]
|x˙(t)|, shows,
Axiom (A5) does not imply the normality of a cone A
+.
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Theorem 20. Let an ordered Banach algebra A satisfy Axioms (A1)-(A5) and (A
′
LS). Let
an element a of A be non-zero, order continuous, and irreducible. Let the point r(a) be a pole
of R(·, a). Then the peripheral spectrum σper(a) consists entirely of poles of R(·, a) and has
the form σper(a) = r(a)Hm for somem ∈ N.
Proof. In view of Theorem 12, it suffices to establish the inclusion σper(a) ⊆ σj(a; a−1).
To this end, let λ0 ∈ σper(a). Since A satisfies Axiom (A
′
LS), λ0 is a pole of R(·, a) of order k.
The relations aaλ0,−k = aλ0,−ka = λ0a hold. We claim that k = 1 and the residue aλ0,−1 has
the representation in the form aλ0,−1 = z
′+ iz′′, where the elements z′, z′′ ∈ Aa−1 . The last two
assertions imply the inclusion λ0 ∈ σj(a; a−1). To check them, let λ0 = r(a)(cosϕ + i sinϕ)
with ϕ ∈ [0, 2π). We have the equalities
aλ0,−k = lim
λ→λ0
(λ− λ0)
kR(λ, a) = lim
t↓1
(tλ0 − λ0)
kR(tλ0, a) = lim
t↓1
(t− 1)kλk0
∞∑
j=0
1
(tλ0)j+1
aj =
= lim
t↓1
(t− 1)k
∞∑
j=0
cos ((k − j + 1)ϕ) + i sin ((k − j + 1)ϕ)
tj+1
aj .
Fix an arbitrary sequence {tn} in R satisfying tn ↓ 1 and put
bn = (tn − 1)
k
∞∑
j=0
cos ((k − j + 1)ϕ)
tj+1n
aj and cn = (tn − 1)
k
∞∑
j=0
sin ((k − j + 1)ϕ)
tj+1n
aj .
Obviously, bn + icn → aλ0,−k as n→∞ and ±bn ≤ (tn − 1)
k
∞∑
j=0
1
tj+1n
aj → a−k; analogously,
for {cn}. Taking into account Axiom (A5), we conclude the convergence of {bn} and {cn} and
the validity of the representation aλ0,−k = x
′ + ix′′, where −a−k ≤ x′, x′′ ≤ a−k. If k > 1 then
a−k = 0 and, hence, x′, x′′ = 0 or aλ0,−k = 0, a contradiction. Thus, k = 1, as required. 
Lemma 21. If A satisfies Axiom (ALS) then A(q) also satisfies this axiom for every non-zero
q ∈ OI(A).
Proof. Let 0 ≤ a ∈ A(q), let r(a) be a pole of Rq(·, a), where Rq(·, a) is a resolvent of a
inA(q), and let the residue a−1 ofRq(·, a) at the point r(a) satisfy the condition a−1 ∈ F(A(q)).
We can assume r(a) > 0. The inclusions [4]
ρ∞(a;A) ⊆ ρ(a;A(q)) and ρ(a;A(q)) \ {0} ⊆ ρ(a;A) (22)
hold, where ρ∞(a;A) is the unbounded connected component of ρ(a;A). Moreover, for arbi-
trary λ ∈ ρ(a;A(q)) \ {0}, we have the identity [4]
R(λ, a) = Rq(λ, a) +
1
λ
qd. (23)
Thus, r(a) is a pole of R(·, a) and the residues of R(·, a) and Rq(·, a) at r(a) coincide. In view
of the inclusion F(A(q)) ⊆ F(A), a−1 ∈ F(A). If λ ∈ σper(a;A(q)) then λ ∈ σper(a;A) and,
hence, λ is a pole of R(·, a). Taking into account the first inclusion of (22), we infer that λ is
an isolated point of σ(a;A(q)). Consequently, in view of (23), λ is a pole of Rq(·, a). 
The next result which follows easily from Corollary 5, Theorem 20, the inclusions (22), and
the preceding lemma, characterizes the peripheral spectrum of a wide class of positive elements.
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Corollary 22. Let A satisfy Axioms (A1), (A3)-(A5), and (ALS), let the algebra A(q) satisfy
Axiom (A2) for every non-zero q ∈ OI(A), and let an element a ∈ An such that it has the Frobe-
nius normal form and r(a) is a pole of R(·, a). Then the identity σper(a) = r(a)
n⋃
s=1
Hms holds
with somem1, . . . , mn ∈ N.
As the next theorem shows, Axiom (ALS) can be employed to positive elements having
the Frobenius normal form. Moreover, this result, Theorem 20, and the preceding corollary
illustrate the importance of the notion of finite-rank element as we define it above. It also shows
that our definition in the abstract case is the right one to use.
Theorem 23. Let an ordered Banach algebra A satisfy Axiom (A1). Let an element a ∈ An
have the Frobenius normal form. If r(a) is a pole of R(·, a) then the residue a−1 is a finite-rank
element.
Proof. The idea is borrowed from the proof of the implication (d) =⇒ (c) of Theorem 2.14
in [4]. Let order idempotents p0, p1, . . . , pn, e = pn ≥ . . . ≥ p0 = 0, determine the Frobenius
normal form of a. Put qj = pjp
d
j−1 for j = 1, . . . , n. If r(a) = 0 then r(aqj) = 0 and aqj is
irreducible with respect qj for all j, whence aqj = 0. Thus, OI(A) ∩ [0, qj ] = {0, qj} and so
qj ≫qj 0. On the other hand, a−1 = e =
n∑
j=1
qj ∈ F(A).
Now we can suppose r(a) > 0. For the proof, we use induction on n. For n = 1 the element
a is irreducible and it remains to use Theorem 6(c). Next, assume that the desired assertion is
proved if a parameter of the induction lies between 1 and n− 1 ≥ 1. Let us verify our assertion
for n.
We consider first the case of the identity r(apn−1) = r(a) and show the inclusion
(a−1)pn−1 ∈ F(A). (24)
The relation [4] (apn−1)−1 = (a−1)pn−1 holds in A. If r(a) /∈ σ(apn−1) then (apn−1)−1 = 0 and
(24) is obvious. Let r(a) /∈ σ(apn−1). Then [4] r(a) is a pole of Rpn−1(·, apn−1) in A(pn−1)
(see the proof of Lemma 21). The order idempotents pn−1, . . . , p0 are apn−1-invariant. If
r(aqj) = r(apn−1) then aqj is irreducible with respect qj in A and so in A(pn−1). By the in-
duction hypothesis, the residue (apn−1)−1 ∈ F(A(pn−1)) (see the proof of Lemma 21 once
more) and, hence, (apn−1)−1 ∈ F(A).
Consider the case of the identity r(apdn−1) = r(a) and show the inclusion
(a−1)pdn−1 ∈ F(A). (25)
Assuming without loss of generality that r(a) ∈ σ(adpn−1), we have the relations
(a−1)pdn−1 = (apdn−1)−1 ∈ F(A(p
d
n−1)) ⊆ F(A).
Both inequalities r(apn−1) ≤ r(a) and r(apdn−1) ≤ r(a) cannot be strict simultaneously.
To complete the proof, we consider three possible cases.
Case 1: r(apn−1) = r(apdn−1) = r(a). As was shown above, the inclusions (24) and (25)
hold. For λ ∈ ρ(a;A) \ {0}, we have the identity [4]
pn−1R(λ, a)pdn−1 = R(λ, apn−1)pn−1ap
d
n−1R(λ, apdn−1) (26)
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which implies
pn−1apdn−1 = (apn−1)−1pn−1ap
d
n−1(apdn−1)0 + (apn−1)0pn−1ap
d
n−1(apdn−1)−1 ∈ F(A)
as F(A) is an algebraic ideal. Using the a−1-invariance of pn−1, we obtain a−1 ∈ F(A).
Case 2: r(apn−1) = r(a) and r(apdn−1) < r(a). Then (24) holds. Moreover, we have [4]
pdn−1a−1 = 0. Hence, taking into account (26), we conclude a−1 ∈ F(A).
Case 3: r(apn−1) < r(a) and r(apdn−1) = r(a). Then (25) holds. Moreover, we have [4]
a−1pn−1 = 0. Hence, taking into account (26), we conclude a−1 ∈ F(A). 
We mention the following important consequence of the preceding theorem which shows
once more that the definition of an f -pole is the right and natural one to use (see [4], where
the detail discussion of this notion can be found).
Corollary 24. Let A be a Dedekind complete and let a ∈ A be a spectrally order continuous
element with r(a) > 0. If r(a) is a finite-rank pole ofR(·, a) then the residue a−1 is a finite-rank
element.
It is not known if the point r(a) is an f -pole of R(·, a) of an arbitrary irreducible element a
of A such that r(a) is a pole of R(·, a) (of course, under the assumptions of Theorem 6). As can
be shown (see [4]), the affirmative answer to this question is equivalent to: 0 ≤ b < a implies
r(b) < r(a), which will be discussed in Section 5. In particular, it is not known if the converse
to the preceding corollary is true.
We now turn our attention to the conditions of the primitivity of irreducible element a in
an ordered Banach algebra A. Recall that an element b of an arbitrary Banach algebra B is
called primitive if the peripheral spectrum σper(b) contains at most one point; all other elements
of B are called imprimitive.
We begin with the next criteria of the primitivity.
Theorem 25. Let an ordered Banach algebraA satisfy Axioms (A1)-(A5) and (ALS). Let a ∈ A
be a non-zero irreducible element such that r(a) is a pole of R(·, a). The following statements
are equivalent:
(a) The element a is primitive;
(b) The element am is primitive for allm ∈ N;
(c) The element am is irreducible for allm ∈ N;
(d) The sequence {( a
r(a)
)n} converges to an algebraically strictly positive element.
Proof. The implication (a) =⇒ (b) follows at once from the identity σ(am) = f(σ(a)) with
f(z) = zm and the implication (b) =⇒ (a) is obvious.
(a) =⇒ (c) If am is reducible for some m ∈ N then m > 1 and, in view of Theorem 12,
the points r(a)ei
2pi
m′′
j ∈ σ(a) for all j = 0, 1, . . . , m′′ − 1 withm′′ > 1, a contradiction.
(c) =⇒ (a) Proceeding by contradiction and using Axiom (ALS) and Theorem 20, we con-
clude the validity of the identity σper(a) = r(a)Hk with k > 1. Taking into account Theorem 12
once more, we obtain the reducibility am of for somem > 1, which is impossible.
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(a) =⇒ (d) We shall prove first the next assertion: If b is a primitive positive element of
an arbitrary ordered Banach algebra A0 such that r(b) > 0 is a simple pole of R(·, b) then
( b
r(b)
)n converges to the residue b−1 of R(·, b) at r(b). Indeed, we define the element c by
c = b− r(b)b−1. The Spectral Mapping Theorem yields σ(c) = (σ(c) ∪ {0}) \ {r(b)}. Taking
into account the primitivity of b, we infer r(c) < r(b) or r( c
r(b)
) < 1. By the Gelfand formula,
the equality r( c
r(b)
) = lim
n→∞
‖cn‖A0
r(b)n
holds and, in particular, ( c
r(b)
)n → 0 as n → ∞. Using
the identities bb−1 = b−1b = r(b)b−1, we obtain the relations b−1c = cb−1 = 0. Therefore,
bn = cn + r(b)nb−1 for all n. Consequently, the relations ( br(b))
n = ( c
r(b)
)n + b−1 → b−1
hold, as required. Now it only remains to remember Theorem 6(b),(c). According to it, r(a) is
a simple pole of R(·, A) and a−1 ≫ 0 as a is irreducible.
(d) =⇒ (c) If am is reducible for some numberm > 1 then pdamp = 0 for some non-trivial
p ∈ OI(A). Evidently, pdamnp = 0 for all n ∈ N. Thus, 0 = pd( a
r(a)
)mnp→ pda−1p as n→∞
and, hence, pda−1p = 0. The latter contradicts to the algebraic strict positivity of a−1. 
A non-zero order idempotent p ofA is called order minimal if the equality
n∑
j=1
pj = e, where
pj ∈ OI(A) for j = 1, . . . , n and pj′pj′′ = 0 for j
′ 6= j′′, implies the existence of an index j0
satisfying p ≤ pj0 .
Corollary 26. Under the assumptions of Theorem 25, each of the following conditions guar-
antees the primitivity of the element a:
(a) The element a≫ 0;
(b) The element ap > 0 for some order minimal p ∈ OI(A).
Proof. (a) We shall show the irreducibility of am for all m ∈ N. In view of part (a)
of the preceding theorem, the latter implies the desired assertion. To this end, we assume
qdamq = 0 for some m > 1 and q ∈ OI(A). Since A has a disjunctive product, there exists
an order idempotent q1 satisfying q
daq1 = q
d
1a
m−1q = 0. We can suppose q 6= e. Then
q1 = 0 and so a
m−1q = 0. If m > 2 then there exists an order idempotent q2 satisfying
aq2 = q
d
2a
m−2q = 0 and so am−2q = 0. Finally, using a reverse finite induction, we obtain
aq = 0 or q = 0, as required.
(b) Proceeding by contradiction and taking into account Theorems 25 and 12, we find
p1, . . . , pm ∈ OI(A) with m > 1 determining the cyclic form of the element a and, in par-
ticular, pja = apj+1 for all j = 1, . . . , m. In view of the order minimality of p, we choose
an index j0 satisfying p ≤ pj0 . Then the equalities pa = ppj0a = papj0+1 hold and, hence,
ap = papj0+1p = 0, a contradiction. 
If b is an element of a Banach algebra B with a unit u such that r(b) ∈ σ(b) then b+ λu is
primitive for all numbers λ > 0. The next result makes more precisely this fact.
Corollary 27. Let A satisfy Axioms (A1)-(A5) and let a, b ∈ A
+. If a+ b is irreducible, bp > 0
for all 0 < p ∈ OI(A), and r(a+ b) is a pole of R(·, a+ b) then a+ b is primitive.
Proof. Again, proceeding by contradiction and taking into account Theorems 25 and 12, we
find p1, . . . , pm ∈ OI(A) with m > 1 determining the cyclic form of a + b and, in particular,
pj(a + b) = (a + b)pj+1 for all j = 1, . . . , m. Therefore, 0 = pj(a + b)pj = apj + bpj > 0,
a contradiction. 
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An element a of A is said to be symmetric whenever paq = qap for all p, q ∈ OI(A).
Corollary 28. Suppose that all assumptions of Theorem 25 are satisfied and, in additional,
the element a is symmetric. Then the element a is primitive if and only if a+ r(a)e is invertible.
Proof. The necessity is obvious. We shall prove the sufficiency. Proceeding by contra-
diction, we find p1, . . . , pm ∈ OI(A) with m > 1 determining the cyclic form of a. In view of
the validity of the implication (b) =⇒ (c) of Theorem 12 and our condition, the natural number
m is odd. Then p1ap2 = ap2 > 0. Since a is symmetric, p2ap1 > 0. On the other hand,
p2ap1 = ap3p1 = 0, a contradiction. 
As follows from Theorem 25, if an element a of A is irreducible and primitive then am is
irreducible for all m ∈ N. Unfortunately, the relation am ≫ 0 need not hold for any m in
the case of an integral operator even (see [2]). Nevertheless, we have the next result.
Corollary 29. Suppose that all assumptions of Theorem 25 are satisfied and, in additional,
the element a is primitive. If am0 ≫ 0 for somem0 ∈ N then a
m ≫ 0 for all naturalm ≥ m0.
Proof. Proceeding by contradiction, we findm > m0 and non-zero p, q ∈ OI(A) satisfying
pamq = 0. Obviously, pam0am−m0q = 0. Since the algebra A has a disjunctive product, we
have pam0p1 = p
d
1a
m−m0q = 0 for some p1 ∈ OI(A). According to our condition, p1 = 0 and
so am−m0q = 0. In view of Theorem 25, the element am−m0 is irreducible and, hence, q = 0,
a contradiction. 
For the case of an arbitrary (not necessarily irreducible) element a ∈ A+, we have the next.
Proposition 30. Let A be an ordered Banach algebra. Let a ∈ A be a positive element such
that r(a) is a pole of R(·, A) and every point α ∈ σper(a) is an eigenvalue of either the operator
La or the operator Ra on A. The following statements hold:
(a) The sequence an → 0 as n→∞ if and only if r(a) < 1;
(b) If r(a) = 1 then the sequence {an} is convergent if and only if r(a) is a simple pole of
R(·, a) and the element a is primitive;
(c) If r(a) > 1 then the sequence {an} is not convergent.
Proof. (b) Let r(a) = 1 and let {an} be convergent. Then ‖an‖A ≤ c for all n and some
constant c ∈ R+. For all λ ∈ R, λ > 1, we have
(λ− 1)2‖R(λ, a)‖A = (λ− 1)
2
∥∥∥ ∞∑
j=0
1
λj+1
aj
∥∥∥
A
≤
(λ− 1)2
∞∑
j=0
1
λj+1
‖aj‖A ≤ C(λ− 1)
2
∞∑
j=0
1
λj+1
= C(λ− 1)2
λ
λ− 1
= Cλ(λ− 1)→ 0
as λ ↓ 1. Thus, r(a) is a simple pole of R(·, a). Now we consider α ∈ σper(a). In view of our
condition, α is an eigenvalue of La (the case of Ra is analogous), i.e., ab = αb for some non-
zero b ∈ A. Obviously, anb = αnb for all n ∈ N and the sequence {αnb} converges. Therefore,
{αn} converges. The latter is possible for the case of α = 1 only and, hence, a is primitive.
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The converse assertion, namely, the relation an → a−1 as n → ∞, was shown in the proof of
the implication (a) =⇒ (d) of Theorem 25.
(a) The sufficiency is clear. We shall check the necessity. Assume that an → 0 as n → ∞.
This implies r(a) ≤ 1. If r(a) = 1 then, as was mentioned above, an → a−1 and, hence,
a−1 = 0, a contradiction.
(c) If r(a) = 1 then {an} is unbounded and, in particular, is not convergent. 
4 Other viewpoints on the irreducibility and
the primitivity
Recall that an element a ∈ A+ is said to be irreducible whenever the equality pdap = 0,
where p ∈ OI(A), implies p = 0 or p = e. Irreducible elements were introduced in [10] for
the case of Banach lattice algebras and in [4] for the case of ordered Banach algebras. Under
the natural assumptions, these elements have nice spectral properties and, under such a notion
of irreducibility, the theorem about the Frobenius normal form holds. Nevertheless, the purpose
of this section is to establish some results which allow us in a new fashion to take a glance at
the algebraic nature of such notions as the irreducibility and the primitivity and, thus, to break
some ground for further research of these notions in an ordered Banach algebras.
Let E be a Dedekind complete Banach lattice. As usual, we denote the set of all opera-
tors on E of the form
n∑
j=1
fj ⊗ xj , where fj ∈ E
∼
n , xj ∈ E, and (fj ⊗ xj)x = (fj(x))xj for
all j = 1, . . . , n and x ∈ E, by E∼n ⊗ E. The band (E
∼
n ⊗ E)
dd generated by E∼n ⊗ E in
the Banach lattice Lr(E) with the r-norm ‖T‖r = ‖T‖B(E) is called [1, p. 193] the band of
abstract integral operators. As is easy to see, (E∼n ⊗ E)
dd ⊆ Ln(E) and if T ∈ Lr(E) and
S ∈ (E∼n ⊗ E)
dd then TS, ST ∈ (E∼n ⊗ E)
dd. In particular, under the r-norm, (E∼n ⊗ E)
dd is
an ordered Banach algebra (possibly, without a unit). If E is a function space and E∼n separates
points ofE then, by the Lozanovsky theorem [1, p. 199], (E∼n ⊗E)
dd coincides with the band of
regular integral operators on E. Next, as can be shown (see [17]), if an arbitrary Banach lattice
E possesses the non-trivial band E∼c of all σ-order continuous functionals, i.e., E
∼
c 6= {∅}, and
admitts a σ-order continuous irreducible operator T thenE∼n = E
∼
c and E
∼
n separates the points
of E. We also recall that in a Banach algebra B with or without a unit the wedge operatorWb
on B [8, pp. 17, 70], where b ∈ B, is defined by Wb = bab for a ∈ B. As is easy to see,
r(Wb) ≤ r(b)
2 (we put r(b) = lim
n→∞
‖bn‖
1
n
B if B does not have a unit).
Theorem 31. LetE be a Dedekind complete Banach lattice such thatE∼n separates points ofE.
Let T be a non-zero positive order continuous operator onE such that r(T ) is a pole ofR(·, T ).
If the restriction of the wedge operatorWT to (E
∼
n ⊗ E)
dd is an irreducible operator then two
operators T and T ′ are also irreducible and, moreover, primitive, where T ′ is the restriction of
the adjoint operator T ∗ to E∼n .
Proof. Consider a T -invariant band B 6= {0}. Fix λ > r(T ). Using the R(λ, T )-invariance
of this band and the inequality TR(λ, T ) ≤ λR(λ, T ), we find a non-zero element z0 ∈ B
+
satisfying Tz0 ≤ λz0. For an arbitrary non-zero functional h0 ∈ (E
∗)+ such that T ∗h0 ≤ λh0,
we have WT (h0 ⊗ z0) ≤ λ
2h0 ⊗ z0. As is easy to see, the operator WT is order continuous
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on (E∼n ⊗ E)
dd. Therefore, h0 ⊗ z0 is a weak order unit in (E
∼
n ⊗ E)
dd. If z ∈ E+ and z0 ⊥ z
then (h ⊗ z0) ∧ (h ⊗ z) = h ⊗ (z0 ∧ z) = 0, whence h ⊗ z = 0 or z = 0. Thus, z0 is a weak
order unit. Consequently, B = E and the irreducibility of T has been proved. In particular,
T ′ is (see [2], the proof of Theorem 1) also irreducible. Moreover, there exist a weak order unit
x0 ∈ E and a strictly positive functional f ∈ E
∼
n satisfying Tx0 = r(T )x0 and T
∗f0 = r(T )f0.
Now let us verify the primitivity of the operator T . In view of the inclusion [1, p. 256]
ρ∞(T ∗;B(E∗)) ⊆ ρ(T ′;B(E∼n )), the latter implies the primitivity of T
′. Proceeding by con-
tradiction, we find ([2]; see also part (b) of Theorem 12) elements y1, . . . , ym, where m > 1,
satisfying
m∑
j=1
yj = x0, yj′ ∧ yj′′ = 0 for j
′ 6= j′′, and Tyj+1 = r(T )yj for j = 1, . . . , m.
Define the functionals gj ∈ E
∗ via the formula gj = P ∗yjf0, where Pyj is the order projection
from E onto the projection band Byj generated by yj . Obviously,
m∑
j=1
gj = f0, gj′ ⊥ gj′′ for
j′ 6= j′′, and gj ∈ E∼n . Taking into account the identities T
∗gj = T ∗P ∗yjf0 = P
∗
yj+1
T ∗f0, we
have the relation T ∗gj′ ⊥ T ∗gj′′ for j′ 6= j′′. Moreover, (T ∗gj)yk = gj(yk−1) = 0 for k 6= j+1,
whence (T ∗gj)(x0 − yj+1) = gkyj+1 = 0 and so (T ∗gj ∧ gk)x0 = 0. Since x0 is a weak order
unit, the last equality implies T ∗gj ⊥ gk for k 6= j + 1. Consequently,
T ∗gj − r(T )gj+1 ⊥ r(T )
m∑
n=1
n 6=j+1
gn −
m∑
n=1
n 6=j
T ∗gn.
On the other hand,
m∑
n=1
T ∗gn = r(T )
m∑
n=1
gn or
T ∗gj − r(T )gj+1 = r(T )
m∑
n=1
n 6=j+1
gn −
m∑
n=1
n 6=j
T ∗gn,
whence T ∗gj = r(T )gj+1 for all j = 1, . . . , m. Put fj = gm−j+1. Evidently,
T ∗fj+1 = T ∗gm−j = r(T )gm−j+1 = r(T )fj.
Thus, WT
m∑
n=1
fn ⊗ yn = r(T )
2
m∑
n=1
fn ⊗ yn. Therefore,
m∑
n=1
fn ⊗ yn is a weak order unit in
the band (E∼n ⊗E)
dd. This contradicts to the relation fj ⊗ yk ⊥
m∑
n=1
fn ⊗ yn for all j 6= k. 
It is not known if the converse to the assertion of the preceding theorem holds. Nevertheless,
as the next result shows, we can assert the converse in the case of the Banach algebraMn(C) of
all n × n matrices with complex entries and the natural multiplication and order. We mention
first that a matrix A ∈Mn(C) is irreducible if and only if the transpose A
t of A is irreducible.
Theorem 32. Let T be an n × n positive matrix. Then T is irreducible and primitive if and
only if the wedge operatorWT onMn(C) is irreducible.
Proof. In view of Theorem 31, it is enough to verify the necessity. Clearly, we can as-
sume n > 1. Let the inequality WTS ≤ λS hold for a number λ ≥ 0 and a non-zero positive
matrix S ∈Mn(C). Since the matrix T is primitive, T
k is strongly positive for some k ∈ N (see
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Theorem 25), i.e., all its entries are strictly positive. Therefore, λkS ≥ W kTS = T
kST k and so
S is also strongly positive. Finally,WT is irreducible. 
The following result suggests another approach to the notion of irreducibility in ordered
Banach algebras.
Theorem 33. Let T be an n × n matrix. Then T is irreducible if and only if the operator
LT +RT onMn(C) is irreducible.
Proof. Necessity. We recall first that (see the equalities (5)) (LT + RT )Q = TQ + QT ,
where Q ∈ Mn(C). Let the inequality LTS ≤ λS holds for a number λ ≥ 0 and a non-zero
positive matrix S ∈ Mn(C), S = [sij ]. There exist indexes i0, j0 = 1, . . . , n such that the entry
si0j0 > 0. If s
j0 is the jth0 column of S then, in view of the inequality TS ≤ λS, we have
Tsj0 ≤ λsj0 . Taking into account the irreducibility of T , we obtain sij0 > 0 for all i = 1, . . . , n.
On the other hand, the inequality StT t ≤ λSt holds, T t is irreducible, and st0j0i > 0 for all i,
where St = [stij ]. As was shown above, s
t
ji > 0 or sij > 0 for all i, j, and we are done.
Sufficiency. Let the operator LT + RT be irreducible. In particular, LT + RT ≥ 0. Then
0 ≤ (LT +RT )I = 2T or T ≥ 0. Assume that T is reducible. Then for some k = 1, . . . , n− 1
there exist indexes j1, . . . , jk satisfying tij = 0 for all i /∈ J and j ∈ J , where J = {j1, . . . , jk}.
Consider the band B inMn(C) defined by
B = {S ∈Mn(C) : sij = 0 for all i /∈ J and all j}.
Let S ∈ B. If TS = [(ts)ij ] then for i /∈ J , we have
(ts)ij =
n∑
m=1
timsmj =
∑
m/∈J
timsmj +
∑
m∈J
timsmj = 0.
If ST = [(st)ij] then (st)ij = 0 for i /∈ J . Thus, the band B is LT +RT -invariant, which is
impossible. 
5 When does 0 ≤ b < a imply r(b) < r(a)?
Let T be an order continuous irreducible operator on a Banach lattice E, let r(T ) be a pole
of R(·, T ) of order k, and let the coefficient T−k of the Laurent series expansion of R(·, T )
around r(T ) also be order continuous (the latter holds if, e.g., the Lorenz seminorm ‖ · ‖L
on E is a norm). Then [4] the operator inequalities 0 ≤ S < T , where S, T ∈ B(E), imply
the spectral radius inequality r(S) < r(T ). In particular, if S, T ∈ Mn(C), T is irreducible,
and 0 ≤ S < T then r(S) < r(T ). As was mentioned above (see remarks after Corollary 24),
the analogous question, i.e., the validity of the inequality r(b) < r(a) where 0 ≤ b < a and
the element a is irreducible, remains open in the case of an ordered Banach algebra. The purpose
of the present section is to discuss a number of additional conditions under which the answer to
this question is affirmative. We mention at once that in research of this problem the assumption
that r(a) is a pole of R(·, a) is natural absolutely and cannot be even reject in the case of
operators (see [2, 3]).
Theorem 34. Let A be a finite-dimensional ordered Banach algebra with a disjunctive product
and let a, b ∈ A. If the element a is irreducible then 0 ≤ b < a implies r(b) < r(a).
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Proof. We claim that all assumptions of Theorem 6 hold. Indeed, if elements qj ∈ OI(A)
with j = 1, . . . , k and qj′qj′′ = 0 for j
′ 6= j′′ then q1, . . . , qk are linearly independent. There-
fore, there exists a maximal collection of pairwise disjoint elements {p1, . . . , pn} in OI(A).
Obviously,
n∑
j=1
pj = e. We have the identity
OI(A) =
{∑
j∈J
pj : J ⊆ {1, . . . , n}
}
. (27)
Actually, if an order idempotent p of A satisfies 0 < ppj < pj for some j = 1, . . . , n then
0 < ppj < pj and the collection {p1, . . . , pj−1, ppj, pdpj, pj+1, . . . , pn} consists of pairwise
disjoint elements. The latter contradicts to the maximality of {p1, . . . , pn} and, hence, either
ppj = 0 or ppj = pj . Putting J = {j : ppj > 0}, we obtain p = p
n∑
j=1
pj =
∑
j∈J
ppj =
∑
j∈J
pj ,
and (27) has been checked. In particular, the Boolean algebra OI(A) is Dedekind complete.
Consider a net {bα} satisfying bα ↓ 0 inOI(A). As was shown above, bα =
∑
j∈Jα
pj for every α,
where Jα ⊆ {1, . . . , n}. Evidently, if bα′ < bα′′ then Jα′ ( Jα′′ . From the latter, we conclude
easily the existence of an index α0 such that bα0 = 0. Thus, the equality A
+ = An holds. On
the other hand, as is well known, the spectrum σ(x;B) of every element x of an arbitrary finite-
dimensional Banach algebraB with a unit is finite and consists of poles of the resolventR(·, x).
Now it only remains to use part (d) of Theorem 6. 
As the next example shows, the preceding theorem is not valid without the assumption about
a disjunctive product.
Example 35. Consider the ordered Banach algebra A0 = C
n, where n ∈ N and n ≥ 2, under
the natural algebraic operations, multiplication, and order and under some algebra-norm. Then
the ordered Banach algebra A obtained from A0 by adjoining a unit gives the required example.
Another example is the ordered Banach algebra A = C2 under the natural algebraic operations
and order, the multiplication given by (x1, x2)(y1, y2) = (x1y1, x1y2 + x2y1), and the norm
‖(x1, x2)‖A = |x1| + |x2|. Indeed, as is easy to see, the element e = (1, 0) is a unit of A,
OI(A) = {0, e}, and the spectrum σ(x;A) = {x1}, where x = (x1, x2). Then every element
of the algebra A is irreducible, 0 ≤ (1, 0) < (1, 1), and r((1, 0)) = r((1, 1)) = 1.
The situation does not change in the case of the algebra of the form B(E). Indeed, let
H be an arbitrary real Hilbert space and let z ∈ H with ‖z‖H = 1. Under the order gener-
ated by the ice cream cone K = {y ∈ H : 〈y, z〉 ≥ 1√
2
‖y‖H}, the space H is a real ordered
Banach space. Since the cone K is generating, B(H) is a real ordered Banach algebra and,
hence, B(HC) is a complex ordered Banach algebra, where HC is the complexification of H .
If dimH ≥ 3 then [5] the center (B(HC))I = {λI : λ ∈ R} and, in particular, we have
OI(B(HC)) = {0, I}. There exists (see [5] once more) a non-zero positive operator T satis-
fying T 2 = 0. Obviously, I + T is an irreducible element of B(HC), 0 ≤ I < I + T , and
r(I) = r(I + T ) = 1. On the other hand, if E is a two-dimensional ordered Banach space with
generating cone E+ then, as is well known, E+ is a lattice cone. From the latter follows easily
that the ordered Banach algebra B(E) has a disjunctive product and, hence, Theorem 34 can be
applied in this case. 
An arbitrary Banach algebra B with a unit is said to be Fredholm if the following three
conditions hold:
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(a) The open subset Φ(B) of B is determined and Φ(B) = −Φ(B). Elements of Φ(B) are
called Fredholm;
(b) Two functions nul, def : B → N ∪ {0,±∞} are determined such that nul b = nul (−b)
and def b = def (−b) for all b ∈ B and the set InvB of invertible elements of B satisfies
InvB = {b ∈ B : nulb = def b = 0};
(c) The punctured neighbourhood property holds: if b ∈ Φ(B) then there exists a number ǫ > 0
such that nul(λ− b) and def (λ− b) are constants on the set {λ ∈ C : 0 < |λ| < ǫ}.
As is well known, the Banach algebra B(Z), where Z is an arbitrary Banach space, is
Fredholm (see [1, Section 4.4]). In this case, Φ(B(Z)) coincides with the class of all Fredholm
operators on Z and nul T = dimN(T ) and def T = codimR(T ) for all T ∈ Φ(B(Z)).
Moreover, every Banach algebra B with a unit u is Fredholm (see [8, Sections F2 anf F3]),
i.e., the set Φ(B) and two functions nul and def on B satisfying the required properties can
be defined. Nevertheless, in [8] for the determination of these objects the notion of inessential
ideal J was used. That is, J is an algebraic ideal and zero is the only possible accumulation
point of σ(b;B) for each b ∈ J . In this case, the set Φ(B) is defined by
Φ(B) = {b ∈ B : u− ab,u− ba ∈ J for some a ∈ B}. (28)
In the definition of the Fredholm algebra given above the notion of inessential ideal is not
required. Moreover, in some cases, e.g., of the algebra C(K), where the compact spaceK does
not contain unisolated points, the zero ideal is a unique inessential ideal.
Theorem 36. Let an ordered Banach algebra A satisfy Axiom (A1) and let the cone A
+ be
normal. Let a, b ∈ A be such that 0 ≤ b < a, the element a is irreducible, r(a) is a pole of
R(·, a). Then each of the following conditions guarantees the inequality r(b) < r(a):
(a) A is a Fredholm algebra and r(a)− a ∈ Φ(A);
(b) There exists an inessential ideal J of A which contains the residue a−1;
(c) The ideal F(A) of finite-rank elements is inessential.
Proof. (a) Proceeding by contradiction, we assume r(b) = r(a). For arbitrary ǫ ∈ [0, 1),
we define the element aǫ by aǫ = (1 − ǫ)a + ǫb. Obviously, 0 ≤ b ≤ aǫ ≤ a. Therefore,
in view of the normality of the cone A+, r(aǫ) = r(a). Moreover, r(a) − aǫ → r(a) − a as
ǫ → 0 and, hence, r(a) − aǫ ∈ Φ(A) for sufficiently small ǫ. Fix such a number ǫ. Then
nul (λ − aǫ) and def (λ − aǫ) are constants on the set {λ ∈ C : 0 < |λ − r(a)| < δ} for
some δ > 0. On the other hand, for λ close to r(a), we have the inclusion λ − a ∈ InvA
or nul (λ − a) = def (λ − a) = 0. Since the element λ − aǫ is invertible for |λ| > r(a),
the identities nul (λ − aǫ) = def (λ − aǫ) = 0 hold for |λ| > r(a) and so for all numbers λ
satisfying 0 < |λ − r(a)| < δ. Therefore, for such λ the element λ − aǫ is invertible and,
in particular, r(a) is an isolated point of σ(aǫ). Using the normality cone A
+ once more, we
conclude that r(a) is a simple pole of R(·, aǫ). The residue (aǫ)−1 satisfies the relations
r(a)(aǫ)−1 = aǫ(aǫ)−1 ≤ a(aǫ)−1 or 0 ≤ (a− r(a))(aǫ)−1.
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On the other hand, a−1(a− r(a))(aǫ)−1 = 0. Taking into account the relation a−1 ≫ 0, we get
a(aǫ)−1 = r(a)(aǫ)−1 = aǫ(aǫ)−1 = ((1− ǫ)a+ ǫb)(aǫ)−1
and, hence, (a − b)(aǫ)−1 = 0. The element aǫ is also irreducible and so (aǫ)−1 ≫ 0. Now
the last equality yields a = b, a contradiction.
(b) As was mentioned above, A is a Fredholm algebra and the set Φ(A) of Fredholm ele-
ments can be defined via the formula (28). The coefficients a−1 and a0 of the Laurent series
expansion of R(·, a) around r(a) satisfies e − (r(a) − a)a0 = e − a0(r(a) − a) = a−1 and,
hence, r(a)− a ∈ Φ(A). Now the required assertion follows at once from part (a).
(c) It suffices to observe the inclusion a−1 ∈ F(A) and to use part (b). 
6 The closedness of the center
A normed algebra with a unit e and with a (closed, convex) coneA+ is called an ordered normed
algebra [5] if e ≥ 0 and the inequalities a, b ≥ 0 imply ab ≥ 0. The center [5] of an ordered
normed algebra A is called the order ideal Ae generated by e (see Example 2(b)), i.e.,
Ae = {a ∈ A : −λe ≤ a ≤ λe for some λ ∈ R
+}.
The aim of this section is to prove the closedness of the center Ae in A (Theorem 38).
As was shown in [5], if an element a ∈ Ae then a
2 ≥ 0. The next result makes more
precisely this fact.
Lemma 37. In an arbitrary ordered normed algebra A the following identity holds
Ae = {a ∈ A : (λ+ a)
2 ≥ 0 for every λ ∈ R}.
Proof. In view of the remarks above, it suffices to show that if (λ + a)2 ∈ A+ for all
real λ then a ∈ Ae. To this end, we consider the Banach algebra B being a completion of A
and K = A+, where the closure was taken in B. Obviously, K is a wedge and K · K ⊆ K.
The relations a2 ∈ A+ and (λ2 − a2)2 ∈ A+ with λ ∈ R are valid. For λ > r(a) the element
(λ2 − a2)−1 is well defined and belongs to K. Whence λ2 − a2 ∈ A+ ·K ⊆ K. On the other
hand, λ2 − a2 ∈ A. In view of the closedness of A+ in A, λ2 − a2 ∈ K ∩A = A+. Therefore,
0 ≤A+ a
2 ≤A+≤ λ
2
e and, in particular, a2 ∈ Ae. Next, using the relation (e ± a)
2 ∈ A+, we
obtain ±2a ≤A+ e+ a
2. Finally, a ∈ Ae. 
Theorem 38. The center Ae is a closed subset of an arbitrary ordered normed algebra A.
Proof. Consider a sequence {an} in the center Ae satisfying an → a in A as n → ∞.
Then (λ + an)
2 ≥ 0 for all λ ∈ R and, hence, (λ + a)2 ≥ 0. In view of the preceding lemma,
the element a ∈ Ae. 
The Minkowski norm ‖ · ‖e can be defined on the center Ae (see (7)). Under this norm,
Ae is a (real) ordered normed algebra. The next result follows immediately from the equality
Ae =
∞⋃
n=1
n[−e, e], the Baire category theorem, and the preceding theorem.
Corollary 39. In an ordered Banach algebra A the embedding (Ae, ‖ · ‖A) → (Ae, ‖ · ‖e) is
continuous. In particular, there exists a constant c > 0 satisfying ‖a‖e ≤ c‖a‖A for all a ∈ Ae.
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