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Tato diplomová práce se zabývá návrhem a vývojem nástrojů na generování syntetické
datové sady pro potřeby dopravní analýzy. První část obsahuje stručné uvedení do pro-
blematiky detekce automobilů a renderovacích metod. Pro generování přizpůsobitelné sady
statických trénovacích obrázků a syntetického videa z jediné fotografie je použit Blender
a sada skriptů. Je dbáno na co nejrealističtější výstup vhodný pro další zpracování na účely
analýzy dopravy, produkovaná data jsou bohatě automaticky anotována. Dosažené výsledky
jsou otestované na detektoru vozidel nad reálnými testovacími daty a úspěšností detekce po-
rážejí reálné trénovací datasety. Vyhodnocena je také výpočetní náročnost nástrojů. Závěr
obsahuje shrnutí přínosu práce a výčet možných rozšíření do budoucna.
Abstract
This Master’s thesis deals with the design and development of tools for generating a synthe-
tic dataset for traffic analysis purposes. The first part contains a brief introduction to the
vehicle detection and rendering methods. Blender and the set of scripts are used to create
highly customizable training images dataset and synthetic videos from a single photograph.
Great care is taken to create very realistic output, that is suitable for further processing
in field of traffic analysis. Produced images and videos are automatically richly annotated.
Achieved results are tested by training a sample car detector and evaluated with real life
testing data. Synthetic dataset outperforms real training datasets in this comparison of the
detection rate. Computational demands of the tools are evaluated as well. The final part
sums up the contribution of this thesis and outlines some extensions of the tools for the
future.
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V súčasnosti prebieha stále intenzívnejší vývoj výpočtovej techniky vo všetkých oblastiach
života. Z nich veľmi významné sú oblasti týkajúce sa automatizácie a dopravy. Automa-
tická analýza dopravy je veľmi užitočná a má mnoho praktických použití – či už sa jedná
o pokročilé riadenie premávky, napomáhanie policajným a bezpečnostným zložkám, alebo
len o monitorovanie dopravy pre štatistické účely.
Základom dopravnej analýzy z pohľadu počítačového videnia je detekcia objektov v obra-
ze. Jedná sa o dopravné značky, registračné značky vozidiel, ale predovšetkým samotné vo-
zidlá. Pre účely zisťovania dopravnej situácie je tieto nutné rozpoznať a klasifikovať. K tomu
slúžia detektory automobilov, ktoré v prípade, že pracujú na princípoch strojového učenia,
je potrebné natrénovať na vhodnej dátovej sade.
Cieľom tejto práce je teda navrhnúť, implementovať a otestovať nástroje pre generovanie
syntetickej dátovej sady vhodnej pre trénovanie detektorov vozidiel, prípadne zdokonaľova-
nie iných prostriedkov pre analýzu dopravy. Výsledkom je dvojica nástrojov vytvárajúcich
umelo generované snímky vozidiel a syntetický videozáznam premávky.
Štruktúra práce je nasledovná. Nasledujúca kapitola sa zaoberá stručným úvodom do pro-
blematiky detekcie automobilov v obraze, predstavuje základné princípy používaných me-
tód, základné motívy strojového učenia a zdôrazňuje nutnosť kvalitnej anotácie vstupných
dát. V jej závere sú spomenuté niektoré významné existujúce dátové sady automobilov
a prehľad uskutočnených pokusov o syntézu umelých datasetov.
Tretia kapitola slúži na stručné uvedenie do oblasti 3D modelovania a renderovania.
Stručne vysvetľuje princípy použité výslednými generátormi a niektoré pojmy vyskytujúce
sa ďalej v tejto práci.
Štvrtá kapitola sa krok za krokom do detailov venuje návrhu a implementácii nástroja
na generovanie umelej dátovej sady pre trénovanie detektorov vozidiel. Objasňuje tiež vý-
hody oproti tradičným spôsobom získavania podkladových dát. Záverom tejto kapitoly sú
prezentované vzorové ukážky výstupu implementovaného generátora.
V piatej kapitole je detailne popísaný návrh a implementácia druhého z nástrojov, slú-
žiaceho na syntézu videa s premávkou pre potreby dopravnej analýzy. Opäť postupne pre-
vádza použitými postupmi, detailnejšie sa venuje spôsobu kalibrácie kamery a mapovaniu
trojrozmernej scény do fotografie pozadia.
Kapitola číslo 6 sa zaoberá zhodnotením oboch nástrojov, a to najmä testovaním vy-
generovanej dátovej sady na referenčnom detektore automobilov a porovnaním jej pou-
žiteľnosti a robustnosti s reálnymi bežne dostupnými dátovými sadami. Zistené výsledky
sú prehľadným spôsobom prezentované čitateľovi. Skúma sa tu tiež výpočtová náročnosť
procesu generovania a vplyv rôznych prvkov na ňu.
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V predposlednej kapitole sú stručným spôsobom zhrnuté možné ďalšie rozšírenia funkci-
onality nástrojov a ďalší vývoj práce. Tiež sa v nej polemizuje o veľkosti vplyvu jednotlivých
týchto prípadných úprav na kvalitu a rýchlosť produkovaného výstupu.
Záverečná kapitola rekapituluje a zhodnocuje dosiahnuté výsledky. Vyzdvihuje tiež prí-
nos tejto práce vzhľadom na možnosť aplikovať vytvorené nástroje v praxi.
Táto práca je vypracovaná v náväznosti na Semestrálny projekt. Ten sa zaoberal z pre-
važnej časti návrhom a implementáciou generátora statických snímkov, preto je na ňom
okrem teoretickej kapitoly 2 vo veľkej miere založená najmä kapitola 4. Analýza dosiahnu-




Detekcia automobilov v obraze z kamery je oproti podobným detekčným úlohám využí-
vaným v oblasti dopravy výrazne zložitejším problémom. Detekovať dopravné značky, prí-
padne registračné značky vozidiel je výrazne jednoduchšie vďaka presne definovaným tva-
rom a farbám, ktoré tieto detekované objekty nadobúdajú. Naproti tomu automobily sú
vyhotovené v širokej škále rozmerov, proporcií a farieb. Preto je prakticky nemožné ich
tvar popísať nejakým všeobecne platným formálnym spôsobom. Ak sa pridá aj vplyv rôz-
nych svetelných podmienok, je zložité určiť, aké lokálne vlastnosti obrazu budú pre detekciu
vozidla kľúčové.
Napriek rozdielu v náročnosti úlohy je detekcia vozidiel nemenej užitočná pre prax
a to v širokej škále možných aplikácií, napríklad na adaptívne riadenie semaforov [41].
Preto je vhodné ju ďalej skúmať a rozvíjať aj metódy schopné detekovať vozidlá z rôznych
smerov pohľadu. Najbežnejším prípadom v súčasnosti sú detektory pracujúce s čelným
alebo zadným pohľadom na automobil, s prítomnosťou malej uhlovej odchýlky [34]. Tieto
však zlyhávajú pri detekcii z ostatných pohľadov – stačí pritom, ak je automobil snímaný
len čiastočne z boku, napríklad kamerou umiestnenou na stĺpe pri ceste.
2.1 Metódy detekcie
Postupne sa objavujú algoritmy schopné realizovať úspešnú a pomerne robustnú detekciu
vozidiel. Stručný prehľad existujúcich metód je uvedený v [20]. Takmer všetky realizované
prístupy k detekcii môžeme rozdeliť do dvoch hlavných skupín, podľa základného využíva-
ného princípu [20].
2.1.1 Metódy založené na odčítaní pozadia
Princípom metód patriacich do tejto skupiny je vytvorenie modelu pozadia a jeho odčítanie
od aktuálneho snímku. Tento spôsob sa často využíva pri spracovávaní videozáznamov
z nekalibrovanej statickej kamery.
Ako príklady algoritmov pre detekciu automobilov založených na tejto metóde je možné
uviesť algoritmy prezentované v [18] [24] [19].
Jednou z nevýhod tejto skupiny algoritmov je fakt, že sa nedokážu úspešne popasovať
len s jednotlivým snímkom, potrebujú referenčný model pozadia [27]. Takisto sú veľmi
citlivé na zmeny svetelných podmienok. Nie je tiež možné nimi detekované objekty nijako
klasifikovať [22]. Tieto fakty im značne uberajú na robustnosti a zužujú sa tak oblasti
5
možného použitia. Podľa [20] sú tieto metódy výrazne menej spoľahlivé a robustné ako
nasledujúca skupina.
Na zdokonaľovanie algoritmov tejto skupiny je cielený navrhnutý nástroj generujúci
syntetické video.
2.1.2 Metódy využívajúce strojové učenie
Hoci majú algoritmy tejto skupiny relatívne krátku históriu, sú aktuálne preferované a použí-
vané výrazne častejšie, pretože dosahujú lepšie výsledky aj za sťažených podmienok [20].
Základom ich funkcionality sú rôzne varianty strojového učenia. Príkladom je možné uviesť
algoritmy predstavené v [21] [23]. Prakticky pracuje celá táto skupina algoritmov v základe
na unifikovanom princípe. Pre ich správne fungovanie je potrebná trénovacia dátová sada,
ktorá sa použije na naučenie detektora.
Kvalita dátovej sady použitej na trénovanie je veľmi dôležitá. Aj požiadavky na jej
rozsiahlosť sú často veľmi vysoké. Úspešnosť detekcie výsledného detektoru je zväčša tým
vyššia, čím rozsiahlejšia, robustnejšia a variabilnejšia je sada vzoriek použitých na jeho
natrénovanie.
Pri určovaní ľudskej pózy na hĺbkových dátach z Kinectu bolo preukázané [32], že vý-
razne rozsiahle trénovacie dátové sady poskytujú značnú výhodu oproti datasetom bežnej
početnosti. Je však nemysliteľné ručne anotovať dáta v počte rádovo stoviek tisíc obrázkov.
Okrem kvalitnej trénovacej sady je dôležité vybrať vhodné slabé príznaky, ktoré sa budú
vo vstupnom obraze vyhľadávať a ďalej agregovať do robustného klasifikátoru. Takýmito
príznakmi môžu byť napríklad Haarovské príznaky (pre detekciu prvýkrát úspešne použité
v [36]), histogram orientovaných gradientov [9] i mnohé ďalšie, prevažne založené na šedotó-
novom obraze alebo gradientoch. Vyčerpávajúce porovnanie rôznych obrazových príznakov
aj s ich vyhodnotením je uvedné v [20].
Bežne používanými trénovacími metódami sú Support Vector Machine, Random Forest
[14], prípadne AdaBoost [13]. Všetky využívajú množstvo slabých príznakov na vytvorenie
silného klasifikátora.
2.2 Základné princípy strojového učenia
Úlohou tejto kapitoly je okrajovo priblížiť základy strojového učenia, nevenuje sa jeho
problematike nijak väčšmi do hĺbky.
Strojové učenie je oblasťou umelej inteligencie, ktorá sa zaoberá systémami, ktoré sa
dokážu
”
učiť“. V tomto prípade chápeme pod pojmom učenie sa zmenu vnútorného stavu
systému, ktorá zefektívni schopnosť prispôsobenia sa zmenám okolitého prostredia [38].
Strojové učenie má široké uplatnenie, najmä v oblasti spracovania obrazu, kde sa používa
pri detekčných úlohách a klasifikácii.
Prvotná definícia strojového učenia bola formulovaná už v roku 1959 Arthurom Samu-
elom ako oblasť výskumu, ktorá umožňuje počítačom učiť sa bez toho, aby boli explicitne
naprogramované [33].
Základnými typmi úloh pre algoritmy strojového učenia sú predovšetkým:
• klasifikácia – roztrieďuje vstupné údaje do viacerých tried
• regresia – odhaduje číselnú hodnotu výstupu podľa vstupu
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• zhlukovanie – zhlukuje objekty do skupín na základe podobných vlastností, predo-
všetkým v prípade učenia bez učiteľa
Pri detekčných úlohách a spracovávaní obrazu sa využíva predovšetkým klasifikácia.
Algoritmy strojového učenia je možné podľa spôsobu učenia rozdeliť do niekoľkých zá-
kladných kategórií [38]:
Učenie s učiteľom (supervised learning)
Algoritmus je trénovaný tak, že pre daný vstup je známy požadovaný správny výstup (na-
príklad trieda pri klasifikácii) a úlohou je nájsť dostatočne generalizované mapovanie vstu-
pov na výstupy. Algoritmus pre učenie potrebuje trénovaciu dátovú sadu. Na základe nej
bude následne schopný určovať správne výstupy pre nové vstupy. Nežiadúcim javom u tejto
skupiny algoritmov je preučenie, takzvaný overfitting, kedy sa algoritmus príliš prispôsobí
trénovacím dátam a na testovacej sade nebude produkovať správne výstupy. Väčšina de-
tektorov automobilov pracuje práve na základe tohoto typu učenia.
Učenie bez učiteľa (unsupervised learning)
Ku vstupným dátam algoritmu nie je vopred známy výstup. Úlohou algoritmu je nájsť
vo vstupných dátach určitú štruktúru.
Semi-supervised learning
Ide o kombináciu predošlých dvoch prístupov, kedy je známy výstup len pre časť vstupných
dát.
Spätnoväzobné učenie (reinforcement learning)
Učenie prebieha pomocou dostávania spätnej väzby od okolia, kedy sa algoritmus snaží
postupne maximalizovať odmenu.
Navrhnutý generátor umelej trénovacej dátovej sady sa vzťahuje práve na detektory
založené na algoritmoch prvej skupiny.
2.3 Potreba anotácií
Dátová sada pre trénovanie detektora automobilov založeného na strojovom učení nemôže
byť len ľubovoľný súbor obrazových dát. Tieto musia byť príslušne anotované, teda doplnené
o metadáta predstavujúce nejakú doplnkovú informáciu, ktorú počítačový systém nedokáže
priamo extrahovať z týchto snímok.
Práve dôkladná anotácia je najzdĺhavejšou časťou procesu získavania trénovacieho data-
setu. Časová náročnosť nespočíva v samotnom získaní videozáznamu či fotografií, ako by sa
mohlo zdať. Je nutné v obraze starostlivo označiť regióny obsahujúce automobil, prípadne
zaznačiť ďalšie užitočné doplnkové údaje, ako napríklad triedu automobilu či uhol pohľadu
kamery.
Tento anotačný proces ide len ťažko zautomatizovať, ručná anotácia je pritom zdĺhavá
a monotónna práca. Ručné anotovanie rozsiahlej a kvalitnej dátovej sady tak trvá desiatky,
dovolím si tvrdiť, že až stovky človekohodín. Práve preto je snaha experimentovať s umelo
generovanými, automaticky korektne anotovanými dátovými sadami [32].
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2.4 Existujúce dátové sady automobilov
Hlavným dôvodom slabého rozvoja algoritmov pre detekciu automobilov je nedostatok voľne
dostupných dátových sád obsahujúcich scény dopravných komunikácií s variabilnými sve-
telnými podmienkami [20].
Detekčné úlohy na rozpoznanie tváre alebo ľudskej postavy majú dlhšiu históriu a teda
je aj množstvo dát dostupných na trénovanie väčšie. Ľudia majú navyše väčší počet spo-
ločných čŕt na rozdiel od automobilov, kde sa jednotlivé modely od seba pomerne výrazne
líšia. Tento fakt prispieva k tomu, že pre rovnako úspešné natrénovanie napríklad detek-
cie ľudských tvárí postačuje objemovo menší dataset ako by tomu bolo v prípade detekcie
vozidiel.
Dostupné dátové sady automobilov majú často nevalnú kvalitu obrazových dát či ano-
tácií, prípadne sú obmedzené čo do ich početnosti. Nasleduje prehľad vybraných verejne
dostupných datasetov áut s ich stručným popisom.
UIUC Image Database for Car Detection [6]
Jedná sa o jednu z najstarších verejne dostupných dátových sád (rok 2002). Obsahuje
550 šedotónových obrázkov automobilov z bočného pohľadu o rozmeroch 100× 40 pixelov.
Vzhľadom na toto limitovanie zorného uhla je aj jeho praktické použitie obmedzené.
CBCL Car Data [25]
Táto sada obsahuje 516 šedotónových obrázkov automobilov z predného a zadného pohľadu
s rozlíšením 128× 128 pixelov. Na každom z nich je automobil zarovnaný na jeho stred.
Toyota Motor Europe Motorway Dataset [7]
Dátová sada pozostávajúca z 28 videoklipov o celkovej dĺžke približne 27 minút (viac než
30 000 snímok videa) a s rozlíšením 1024 × 768 pixelov. Zaznamenané boli v roku 2011
z palubnej kamery automobilu idúceho po diaľniciach severného Talianska. Obrazové dáta
sú poloautomaticky anotované za použitia laserového skeneru. Tento dataset je kvalitný
a pomerne variabilný, obsahuje rozličné dopravné situácie a svetelné podmienky.
KITTI Dataset [16]
Pomerne rozsiahla sada obsahujúca 7 481 trénovacích farebných obrázkov automobilov z rôz-
nych smerov pohľadu, zachytených palubnou kamerou z idúceho auta.
Caltech Cars 2001 [26]
Sada 526 farebných obrázkov získaných z idúceho auta a obsahujúcich automobily zo zad-
ného pohľadu. Rozmery snímok sú 360 × 240 pixelov. Keďže chýbajú akékoľvek anotácie,
sú tieto dáta len obtiažne použiteľné.
2.5 Existujúce synteticky generované dátové sady
Vytváranie umelých dátových sád v oblasti spracovania obrazu a počítačového videnia je
pomerne zložité. V závislosti na požadovanej detekčnej úlohe môže stáť generovanie umelých
dát s vysokou mierou podobnosti s reálnymi veľa úsilia. Preto nie je o takúto syntézu veľa
pokusov a takýto prístup je stále veľmi inovatívny.
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Jedným z mála existujúcich syntetických datasetov v oblasti detekcie v obraze je sada
obrazových dát pre určenie pózy ľudskej postavy [32]. Objemovo je veľmi rozsiahla, po-
zostáva z vyše 300 000 trénovacích snímok. Vytvorenie tejto sady nie je veľmi náročné,
pretože nezáleží na vzhľade a vizuálnej kvalite výstupu – relevantný je len hĺbkový kanál.
V prípade tvorby trénovacej sady pre detektor automobilov je ale nutné vytvárať vi-
zuálne verné výsledky, pretože pre detektor je dôležitá úplná obrazová informácia. To síce
značne zvyšuje náročnosť generovania takéhoto datasetu, ale napriek tomu je v nasledu-





Táto kapitola má za úlohu priblížiť základné metódy použité pri generovaní výstupu oboch
implementovaných nástrojov a vysvetliť niektoré pojmy používané v ďalších kapitolách.
Preto je štruktúrovaná prevažne do nezávislých odsekov venujúcich sa priblíženiu konkrét-
nych hesiel. Nie je jej účelom venovať sa 3D realistickému zobrazovaniu do hĺbky a pokrývať
celé spektrum teoretických znalostí o ňom.
Renderovanie [40]
Renderovaním chápeme v tomto kontexte tvorbu realistického dvojrozmerného obrazu na zá-
klade 3D počítačového modelu a ďalších informácií o scéne, ako sú napríklad poloha a konfi-
gurácia kamery, použité materiály a textúry či osvetlenie. Pri výpočte renderovaného obráz-
ku sa berú do úvahy fyzikálne javy a princípy, ako napríklad odraz svetla, tvorba tieňov,
priesvitnosť a priehľadnosť. Aplikuje sa perspektívna projekcia z trojrozmerného do dvoj-
rozmerného priestoru. Pri vhodne nakonfigurovanom rendereri a kvalitne spracovanej scéne
je možné dosiahnuť veľmi realistických výsledkov, dôraz sa kladie najmä na šírenie a roz-
ptyl svetla v scéne. Základnými typmi renderovacích algoritmov sú ray tracing, ray casting,
rasterizácia a radiozita. Práve prvý menovaný je použitý v tejto práci pre tvorbu výstupov.
Ray tracing
Metóda sledovania lúča poskytuje pomerne realistický výstup, no kvôli časovej náročnosti
nie je vhodná na renderovanie v reálnom čase. Je pomocou nej možné simulovať širokú
škálu optických efektov, ako sú viacnásobné zrkadlové odrazy či priehľadnosť. Princípom
tohoto renderovacieho algoritmu je sledovanie svetelného lúča z kamery cez každý pixel
výsledného obrázku a výpočet farby objektu, ktorý je cezeň viditeľný. Smer lúča od kamery
je zvolený kvôli významnej úspore výpočtov. V prípade opačného smeru sledovania lúčov
smerom od svetelných zdrojov drvivá väčšina z nich do kamery nikdy nedorazí a tak by sa
ich výpočet vykonával zbytočne. Pokročilejším variantom produkujúcim ešte realistickejší
výsledok je rekurzívne sledovanie lúčov. Vtedy lúč dopadajúci na povrch môže generovať
až 3 ďalšie lúče – tieňový lúč smerujúci k svetelnému zdroju, odrazený lúč a v prípade









Obrázek 3.1: Schéma ilustrujúca algoritmus sledovania lúča pre renderovanie obrázku.
Zdroj: [39]
Textúrovanie
Textúrovanie umožňuje dodať trojrozmerným objektom realistický vzhľad definovaním farby
a optických vlastností ich povrchu. Existujú rôzne typy textúr, schopné ovplyvňovať na-
príklad aj hodnotu normálových vektorov 3D modelu. Spôsob, akým je textúra na objekt
natiahnutá, je definovaný pomocou mapovania, ktoré často vychádza z určitého geome-
trického primitíva. Textúry môžeme rozdeliť na rastrové (textúru tvorí rastrový obrázok)
a procedurálne, vyjadrené pomocou matematickej funkcie. U procedurálnych textúr nezá-
leží na rozlíšení a sú stále rovnako detailné, nie všetky tvary je však možné matematicky
vyjadriť.
MIP mapping
MIP mapy sú predpočítané optimalizované série obrázkov vytvorených z textúr, ktoré majú
za úlohu urýchliť renderovací proces a zvyšovať vizuálnu kvalitu výstupu potláčaním vzniku
aliasu (nežiadúcich artefaktov v obraze). Výstižný názov je odvodený od latinského multum
in parvo (
”
mnoho v malom“), na základe ich vzhľadu – MIP mapa totiž obsahuje viaceré
kópie základnej textúry v rôznych úrovniach zmenšenia.
Mäkké a tvrdé tiene
Osvetlený objekt v scéne vrhá do svojho okolia tieň. Podľa charakteru tohoto osvetlenia
sa môže jednať o takzvaný mäkký alebo tvrdý tieň. Tvrdé tiene sú spôsobené bodovým
zdrojom svetla a majú veľmi výrazné ostré hrany. Väčšina tieňov pri renderovaní sledova-
ním lúča má tvrdý charakter. Mäkké tiene sú menej výrazné a nemajú tak ostré hrany.
Sú spôsobené väčším plošným svetelným zdrojom a často pôsobia na renderovaných sním-
kach reálnejšie. Viditeľné porovnanie obidvoch typov tieňov na rovnakej scéne z generátora




Generovanie sady umelo vytvorených obrázkov ako prostriedok pre získanie trénovacieho
súboru dát pre detektor je stále pomerne nezvyčajný prístup. Ak má detektor automobilov
vo výsledku pracovať nad snímkami z reálnej živej premávky, existuje predpoklad, že by
mal byť na súbore takýchto reálnych dát aj natrénovaný. V súčasnosti však už vývoj pro-
dukovania realistickej trojrozmernej grafiky pokročil natoľko dopredu, že je možné umelo
vytvoriť scénu takmer na nerozoznanie od skutočnej.
Toto je aj základom myšlienky generátora umelej dátovej sady. Ak budú generované
oblasti záujmu dosahovať dostatočnú mieru vernosti a reálnosti, bude ich možné spoľahlivo
použiť na učenie detektoru automobilov, ktorý bude vo výsledku vykazovať vysokú úspeš-
nosť detekcie na záznamoch z reálnej premávky.
Ideálna sada trénovacích dát by mala pokrývať v dostatočnom rozsahu všetky okolnosti,
ktoré môžu pri reálnom využití výsledného detektoru nastať. V prípade všesmerového de-
tektoru automobilov sa jedná najmä o pokrytie všetkých možných uhlov pohľadu kamery.
Splnením tejto požiadavky významne narastá objem potrebnej trénovacej sady oproti de-
tektoru, ktorý je špecializovaný na práve jeden smer, v ktorom sa automobily na snímkach
zo statickej kamery objavujú. V praktických realizáciách sa jedná zväčša o kolmý čelný po-
hľad na prichádzajúci automobil, s odchýlkou niekoľkých stupňov horizontálne a vertikálne.
Ďalším ohľadom, v ktorom by mala byť trénovacia sada automobilov dostatočne varia-
bilná, sú rôzne svetelné podmienky. Intenzita slnečného žiarenia a smer odkiaľ prichádza
vytvárajú v obraze rôzne artefakty. Jedná sa najmä o tiene, ktoré sú podľa aktuálnej miery
slnečného svitu rôzne ostré a výrazné. Ostré poludňajšie slnko za jasného počasia vytvára
výrazné tiene s prudkým prechodom, ktoré významne menia charakter vstupného obrazu
pre detektor. Podľa dennej doby majú vrhané tiene takisto rôznu dĺžku a ich smer sa
mení vzhľadom na polohu a geografickú orientáciu automobilu. V prípade, že sa kamera
snímajúca premávku nedokáže dobre adaptovať na aktuálne svetelné podmienky, vznikajú
v obraze prepaly, prípadne je podexponovaný a tmavý. Z toho dôvodu, ak chceme zachovať
dobrú funkčnosť detektoru aj v takýchto náročných podmienkach, je vhodné, aby trénovacia
sada obsahovala okrem vzoriek s bežnými svetelnými podmienkami aj vzorky poznamenané
týmito svetelnými extrémami.
Cieľom prvého z dvojice vytvorených nástrojov je teda vytvoriť generátor syntetickej
trénovacej sady, ktorý je robustný a vyvážený – dosahuje realistické výsledky a jednu snímku
vyrenderuje za rozumne krátku dobu. Vernosť výsledkov je nutné posudzovať nielen subjek-
tívne voľným okom, ale predovšetkým tým, ako tieto dáta spracuje samotný detektor – teda
overovaním úspešnosti detekcie, ktorú pri natrénovaní týmito umelými dátami dosiahne.
Aby sa použitie takéhoto generátora oplatilo, musí po zadefinovaní parametrov praco-
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vať úplne bezobslužne a dostatočne rýchlo. Tým sa rozumie to, že musí za rovnaký čas,
eventuálne mieru ľudskej námahy, vytvoriť výrazne viac trénovacích vzoriek, ako by bolo
vytvorených bežným spôsobom.
4.1 Výhody oproti tradičným spôsobom získavania dát
Bežným postupom pre získanie trénovacieho datasetu je jeho tvorba z fotografií alebo vi-
deozáznamu. Jedná sa o zdĺhavý manuálny proces, ktorý sa dá len ťažko zautomatizovať.
Podstatou je ručná anotácia týchto snímok, teda v prípade detektoru automobilov extra-
hovanie regiónov obsahujúcich automobil, prípadne niektorých ďalších informácií, ktoré
detektor dokáže využiť. Ako príklad je možné uviesť veľkostnú triedu automobilu, prípadne
smer pohľadu kamery. Niektoré z nich je však zložité pri tradičnej ručnej tvorbe trénovacej
sady presne určiť.
Práve informácia o smere pohľadu vzhľadom na stred vozidla môže byť pre všesmerový
detektor užitočná a môže prispieť k urýchleniu procesu detekcie. Tento smer však nie je
pre celý obraz uniformný, pri perspektívnej projekcii sa líši v jednotlivých bodoch snímky.
Tento rozdiel je demonštrovaný na obrázku 4.1. Je zreteľne vidieť, že strieborný automobil
je vyobrazený viac zboku, červený automobil sa javí na pohľad viac spredu, jeho bočnú
stranu takmer vôbec nie je vidieť. Ak teda budeme brať do úvahy uhol vzhľadom na os
prechádzajúcu pozdĺžne stredom automobilu, červenú Toyotu vidíme pod ostrejším uhlom.
Obrázek 4.1: Rôzne uhly pohľadu v rôznych bodoch snímky videozáznamu
Ak je kamera snímajúca dopravnú situáciu kalibrovaná a premávka smeruje v rovno-
bežných priamych pruhoch, je možné informáciu o smere pohľadu získať aj pri ručnom
anotovaní. Pri umelo generovanom datasete však môžeme uhol pohľadu určiť úplne presne.
Okrem toho je možné nagenerovať snímky aj z uhlov, z ktorých by snímanie reálnej pre-
mávky bolo náročné.
Veľkou výhodou generátoru je teda možnosť doplniť vytvárané oblasti záujmu veľmi
detailnými anotačnými údajmi, ktoré by bežnými spôsobmi nebolo možné popísať, prípadne
len obtiažne. Okrem uhla pohľadu sa jedná najmä o presný popis svetelných podmienok
scény, prípadne model zobrazeného automobilu. Je nutné brať do úvahy aj možnosť ľudskej
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chyby, najmä pri ručnom anotovaní veľkého objemu obrazových dát – generátor poskytuje
za každých okolností bezchybne popísaný výstup.
4.2 Použité nástroje
Po zvážení rôznych 3D modelovacích nástrojov a renderovacích enginov sa ako najrobustnej-
ší a pre daný účel najvhodnejší zjavil Blender [2]. Jedná sa o multiplatformný software
s otvoreným zdrojovým kódom, poskytujúci kompletnú sadu nástrojov pre vytvorenie a úpra-
vu realistickej scény a automatizované renderovanie. Je možné použiť viacero vstavaných
renderovacích enginov. Ako základ pre generátor poslúžila verzia 2.69.
Blender je možné veľmi dobre skriptovať v jazyku Python. Poskytuje rozsiahle API1 [3],
pomocou ktorého je ho možné takmer kompletne ovládať a široko konfigurovať aj pomocou
externého skriptu. V klasickom grafickom prostredí Blenderu tak v podstate prebiahalo
len úvodné zostavenie a základná konfigurácia scény. Výsledkom je tak súbor so scénou
vo formáte .blend, všetku potrebnú variabilitu medzi jednotlivými výstupnými snímkami
a celkové riadenie generovania zaobstaráva obslužný skript v jazyku Python.
Vytvorené riešenie založené na kombinácii Blenderu a Pythonu je tak veľmi robustné
a ďalej jednoducho rozšíriteľné. Blender je multiplatformným nástrojom, je teda zabez-
pečená aj jednoduchá prenositeľnosť na rôzne softvérové platformy. Generátor bude fun-
govať v podstate s ľubovoľnou inštaláciou Blenderu vo verzii 2.6x a vyššej, jedinými
podmienkami pre úspešné spustenie obslužného skriptu je prítomnosť súboru so scénou
a Pythonovského modulu PyPNG [1] použitého na dodatočné spracovanie výstupu.
4.3 Návrh a implementácia
Navrhnutý generátor dávkovo generuje regióny s automobilom. Každý snímok dávky ob-
sahuje centrálne umiestnený, náhodne vybraný automobil s definovanými materiálovými
vlastnosťami, ako napríklad farba karosérie. Pomocou svetelného zdroja simulujúceho slnko
sa nastavia svetelné podmienky scény a zvolí sa pozícia kamery z parametrizovateľných in-
tervalov. Na pozadie scény a rovinu, na ktorej sa auto nachádza, sa aplikujú zvolené textúry.
Je možné taktiež simulovať rozmazanie, takzvaný motion blur, ktoré vzniká pri zachytení
rýchlo sa pohybujúceho objektu stacionárnou kamerou.
Takto pripravená scéna sa vyrenderuje s mierne širším zorným poľom, ako je vyžadované.
Zároveň sa vytvorí aj hĺbková mapa objektu predstavujúceho automobil. Na základe nej
sa následne vypočíta jeho presné ohraničenie a vytvorí sa výsledná snímka s percentuálne
určeným prebytočným okrajom.
V prípade potreby je možné výsledok renderu dodatočne spracovať a aplikovať naň
rôzne efekty na zvýšenie jeho reálnosti a simuláciu nepresností kamery. Sú nimi napríklad
zmena jasu, kontrastu, prípadne saturácie obrazu.
4.3.1 Príprava scény
Základným stavebným kameňom generátoru je scéna, s ktorou sa ďalej manipuluje. V tomto
prípade postačuje veľmi jednoduchá scéna – pre vytvorenie výsledných generovaných oblastí
nie je potrebné ju nijako obohacovať prebytočnými objektami.
1Application Programming Interface – rozhranie pre programovanie aplikácií
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Centrálnym objektom scény je model automobilu. Umiestnený je doprostred a zacho-
váva reálne proporcie vozidla. Blender pre meranie dĺžky a vzdialeností používa takzvané
Blender units. Model automobilu je zmenšený do takej mierky, aby jeho rozmery v týchto
jednotkách zodpovedali rozmerom jeho reálnej predlohy v metroch. Údaje o rozmeroch
konkrétnych modelov automobilov sú bežne dostupné, nanešťastie sú roztrúsené a chýba
kvalitný a ucelený prehľad technických parametrov.
Pre zvýšenie variability produkovaných snímok je možné naviac deformovať dĺžku a šírku
modelov automobilov v rozsahu 0,5 až 2-násobku základného rozmeru. Jednak tak vzniknú
na pohľad tvarovo
”
nové“ modely automobilov, zvýšenie dĺžky tiež môže simulovať chybu
snímača kamery, keď sú niekedy snímané pohybujúce sa objekty natiahnuté. V základnom
nastavení sa však tieto zmeny rozmerov neaplikujú.
V počiatku súradnicovej sústavy je umiestnená vodorovne orientovaná plocha predsta-
vujúca vozovku. Každý model automobilu je pozicovaný tak, aby sa svojím najnižším bo-
dom, spodnou časťou pneumatík, dotýkal tejto plochy. Tým sa zabezpečuje typické umiest-
nenie vozidla na vozovke a zabraňuje sa levitovaniu modelu nad cestou. Všetky dostupné
modely automobilov uložené v scéne sú umiestnené prakticky cez seba na rovnaké miesto
a majú zakázanú viditeľnosť. Pre každú generovanú snímku sa následne povolí zobrazenie
pre renderovanie jedného náhodne vybratého auta z celej sady.
Sada dostupných automobilov pozostáva z 41 kvalitne spracovaných 3D modelov áut.
Všetky pochádzajú z voľne dostupného zdroja [10] a sú do scény importované z rôznych for-
mátov, prevažne .lwo (LightWave 3D Object). Pokrytá je široká škála segmentov osobných
automobilov, kvôli dosiahnutiu dostatočnej variability generovanej sady. Medzi dostupnými
sa nachádzajú modely od miniautomobilov (napríklad Fiat Cinquecento) až po veľké SUV2
(napríklad Porsche Cayenne).
V scéne chýbajú modely väčších úžitkových a nákladných automobilov či autobusov. Je
to spôsobené predovšetkým nedostatkom kvalitných voľne dostupných 3D modelov týchto
segmentov. Taktiež je mierny problém rozšíriť použitú paletu modelov o ďalšie, najmä
moderné automobily, kedy kvalitné modely síce existujú, no nie sú dostupné zadarmo a voľne
k použitiu. Pri výbere modelov je nutné dbať aj na rozumnú mieru detailov. Vysoko kvalitne
spracované modely s veľkým počtom polygónov zbytočne zvyšujú výpočtovú náročnosť
generátora. Pri generovaných výsledných snímkach s rozmermi strán v rádovo desiatkach
pixelov postačujú aj menej detailné modely. Existuje však hranica aj v tomto smere, kedy
by z použitého 3D modelu mal byť jednoznačne identifikovateľný model automobilu, ktorý
reprezentuje.
Na každom automobile sú použité materiály snažiace sa o čo najväčšiu možnú podob-
nosť s reálnymi. Veľký dôraz je kladený najmä na materiály použité na karosériu, okná,
disky kolies a pneumatiky. Materiál použitý na okná simuluje polopriesvitné, jemne do ze-
lena tónované sklá, niektoré modely naviac používajú na niektoré súčasti mierne tmavšiu
variantu tohoto materiálu. Výsledná podoba materiálu okien je vybratá tak, aby doká-
zal interpretovať verné odlesky a skryť interiér automobilu, ktorý nemá väčšina objektov
vymodelovaný. Materiál karosérie pripomína kov lakovaný metalickou farbou. Farba je pa-
rametrizovateľná, zložky sa nastavujú vo farebnom modeli HSV. Tento bol zvolený namiesto
základného modelu RGB pre svoju schopnosť jednoduchšie reprezentovať základný odtieň
pomocou zložky Hue. Vo výsledku je možné obslužným skriptom vygenerovať rôznu farbu
karosérie pre každý jednotlivý výstupný snímok. Rozsah, z ktorého sa farby náhodne vy-
berajú, je užívateľsky parametrizovateľný obmedzovaním rozsahu jednotlivých farebných
2Sport Utility Vehicle – športovo-úžitkové vozidlo
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zložiek ľubovoľnými intervalmi. Bez obmedzenia sa tak dá zobraziť automobil s farbou
karosérie z úplného farebného spektra.
Neodlučnou súčasťou scény je osvetlenie. To zaobstaráva jeden svetelný objekt simu-
lujúci slnko. Blender poskytuje priamo typ lampy simulujúci slnečné svetlo. Toto svetlo je
produkované plošne po celej scéne, nezáleží teda na konkrétnom umiestnení tohoto svetel-
ného zdroja, len na jeho rotácii. Pre zachovanie jednoduchosti scény je slnko umiestnené
kolmo hore nad stredom scény vo výške 50 jednotiek.
Celkový náhľad základného rozmiestnenia surovej scény je vyobrazený na obrázku 4.2.
Slnko je na ňom pre demonštračné účely posunuté mierne nižšie.
Obrázek 4.2: Náhľad rozloženia scény
4.3.2 Generovanie premenlivej pozície kamery
Pre tvorbu použiteľnej dátovej sady pre všesmerový detektor automobilov je dôležité zahr-
núť širokú škálu pozorovacích bodov. To sa dosahuje variabilným umiestňovaním kamery
v scéne.
Scéna je snímaná jednou kamerou s pomerom strán 1:1. Táto kamera je ukotvená
ku stredu renderovaného automobilu tak, že je na neho stále upriamená bez ohľadu na jej
polohu. K tomuto sa ako pomocný kotviaci bod v Blenderi využíva objekt typu Empty,
ktorý sa do výslednej snímky nerenderuje. Kamera je umiestnená v konštantnej vzdialenosti
od stredu automobilu tak, aby pri zvolení ľubovoľne veľkého modelu bol tento v zábere po-
krytý celý z ľubovoľného smeru pohľadu. Takéto širšie zorné pole sa ešte bude v neskorších
fázach generovania ďalej orezávať. Pre dosiahnutie rôznych uhlov pohľadu na automobil
sa rotuje namiesto samotnej kamery jej kotviacim bodom a kamera sa takto pohybuje
po guľovej ploche pologule nad stredom scény. Spôsob umiestnenia kamery v scéne je de-
monštrovaný na obrázku 4.3, oranžový bod reprezentuje kotviaci Empty objekt.
Maximálny horizontálny rozsah uhlov umiestnenia kamery vzhľadom na automobil tvorí
plných 360◦. Vertikálny rozsah je potom od 0◦ do 90◦, kde 0◦ znamená pohľad priamo zboku
na úrovni stredu automobilu a 90◦ pohľad kolmo zhora na strechu automobilu. U oboch
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Obrázek 4.3: Spôsob umiestnenia kamery v scéne
smerov je možné umiestniť kameru s presnosťou na desatinu stupňa. To umožňuje sní-
mať automobil takmer z celej polguľovej plochy nad ním. Obrázok 4.4 predstavuje ukážku
obrázkov vygenerovaných s rôznym umiestnením kamery v plnom rozsahu.
Obrázek 4.4: Príklady rôznych možných generovaných uhlov pohľadu
Rozsahy uhlov v oboch smeroch je možné obmedzovať viacerými intervalmi pre zvýšenie
špecificity generovaného datasetu. Je teda možné generovať napríklad len snímky áut kolmo
zozadu s odchýlkou do ±10◦ v horizontálnom a +5◦ vo vertikálnom smere.
Pri umiestňovaní kamery definovanom pomocou týchto dvoch uhlov sa prejavuje jeden
menší problém. Týka sa rovnomerného rozloženia pravdepodobnosti použitého pre náhodné
generovanie pozície kamery v zadanom rozsahu. V prípade, že rozsah uhlov nijako neob-
medzíme a budeme generovať v plnom rozsahu polguľovej plochy, nastane situácia, kedy
pri vrchnom póle tejto plochy budú možné umiestnenia kamery rozmiestnené výrazne hus-
tejšie ako pri jej bočných okrajoch. Preto vzniknú niektoré slepé miesta, odkiaľ nebude po-
hľad generovaný nikdy, kdežto pri póloch bude umiestnenie kamery generované tak nahusto,
že viacero pozícií kamery bude zodpovedať jednému a tomu istému reálnemu umiestneniu.
Ilustrácia problému na guli s menším počtom priesečníkov je na obrázku 4.5. Už na pohľad
je sieť priesečníkov oranžových liniek na póloch výrazne hustejšia.
Tento problém však nie je natoľko zásadný, aby významne obmedzoval funkčnosť gene-
rátora ako celku. Pri súčasnom rozlíšení generovania uhlov v obidvoch smeroch (0,1◦) sa
väčšina slepých miest eliminuje a zhustenie siete na vrchnom póle nepredstavuje problém.
V najhoršom prípade sa pre vyrovnanie zastúpenia pozícií kamery na rôznych úrovniach
guľovej plochy generovanie sady rozdelí na viacero čiastkových s menšími uhlami rozsahu.
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Obrázek 4.5: Ilustrácia problému s rozložením možných umiestnení kamery
4.3.3 Simulácia rôznych svetelných podmienok
Významným faktorom prispievajúcim k celkovej rôznorodosti dátovej sady, ktorého zahr-
nutie prispieva k lepším výsledkom detektoru, je zmena vonkajšieho osvetlenia prostredia,
v ktorom sa automobil nachádza. Osvetlenie sa na scéne prejavuje najmä vzhľadom tieňov
a rôznych odleskov na lesklých povrchoch. Detektor by sa mal dokázať adaptovať rôznym
svetelným podmienkam, preto sa na variabilitu prirodzeného nasvetľovania hľadí aj pri vy-
tváraní generátoru syntetickej trénovacej sady.
K zmene svetelných podmienok prispievajú dve základné súčasti. Prvou z nich je inten-
zita slnečného žiarenia. Tú je možné pre každý generovaný snímok nastavovať v rozmedzí
6 stupňov. Prvý stupeň zodpovedá zamračenému počasiu bez priameho slnečného žiarenia,
v tomto prípade nie sú v scéne vrhané žiadne tiene. Posledný stupeň rozsahu reprezentuje
ostré horské slnko – vrhané tiene sú intenzívne a výrazné. Ostatné medzistupne plynulo pre-
chádzajú medzi týmito dvoma extrémami, no vrhané tiene sú na výsledne vyrenderovanom
obraze stále ostré.
Obrázek 4.6: Príklady možných nastavení osvetlenia scény
Druhým faktorom, ktorý dotvára nasvetlenie scény, je orientácia slnečných lúčov. Ro-
tácia slnka v horizontálnom smere okolo zvislej osi Z simuluje geografickú orientáciu scény,
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teda určenie východo-západného smeru, v ktorom sa vrhajú tiene. Rotácia vo vertikálnom
smere okolo pozdĺžnej osi X lampy zase v spolupráci so simulovanou atmosférou verne do-
tvára efekt dennej doby. Ak je v tomto smere slnko otočené o 0◦, jedná sa o pravé poludnie
a slnko je v najvyššom bode, svietiace kolmo nadol. Prípadné tiene majú minimálnu dĺžku.
Rotácia o 89◦ zase reprezentuje slnko tesne nad obzorom, pri jeho západe. V tomto prípade
sa celá scéna mierne sfarbí do oranžova, ako to býva pri reálnom západe slnka. Vrhané tiene
sú veľmi dlhé.
Rozdiel v rôznych nastaveniach parametrov ovplyvňujúcich osvetlenie je zobrazený na
obrázku 4.6. Tri snímky v hornom rade ukazujú rôznu geografickú orientáciu scény, teda
smer vrhaného tieňa; intenzita slnečného žiarenia a výška slnka nad obzorom sa nemení.
V strednom rade je možné pozorovať meniacu sa výšku slnka nad obzorom a teda simulá-
ciu dennej doby; intenzita a smer slnečných lúčov sú pri tejto trojici snímok konštantné.
Posledný rad demonštruje zmenu intenzity slnka medzi obrázkami pri zachovaní jeho fixnej
polohy.
4.3.4 Simulácia pohybu automobilu
Väčšina detektorov sa spolieha na rozloženie hrán a gradientov v spracovávaných obrazo-
vých dátach. Väčšina kamier nedokáže zachytiť úplne statický nerozmazaný snímok, ak je
snímaný automobil v pohybe. Miera rozmazania v pozdĺžnom smere je tým vyššia, čím
rýchlejšie sa sledované auto pohybuje. Hrany kolmé na smer pohybu vozidla sú tak rozma-
zané.
Z toho dôvodu je nutné pre zvýšenie miery vernosti umelej dátovej sady realisticky
simulovať pohyb automobilu a to konkrétne možnosťou povoliť pri renderovaní scény motion
blur.
V prípade vytvoreného generátora je toto rozmazanie implementované pomocou takzva-
ného Vector Blur [5] konfigurovateľného v Node Editore [4]. Oproti štandardnej možnosti
povoliť motion blur pre celú scénu je tento prístup výrazne šetrnejší k renderovaciemu
času. Namiesto viacnásobného vykresľovania celej scény pre výpočet rozmazaného obrazu
sa viackrát renderuje len samotný objekt, ktorý je potrebné rozmazať. V prípade použitej
jednoduchej scény, kde sú všetky objekty okrem automobilu kompletne statické, to síce
nepredstavuje zásadné urýchlenie, pri veľkých objemoch dávkovo generovaných snímok je
však každá optimalizácia užitočná.
Príprava scény pre použitie Vector Blur pozostáva z vytvorenia troch kľúčových sním-
kov. Na prvom je model automobilu posunutý o jeden meter dozadu, na prostrednom je
v jeho pôvodnej pozícii a na treťom je posunutý o meter smerom vpred. V Node Editore sa
následne do reťazca kompozície vloží blok typu Vector Blur, v ktorom je hlavným nastaviteľ-
ným parametrom takzvaný Blur Factor. Touto hodnotou v obore reálnych čísel sa nastavuje
miera rozmazania. Minimálna hodnota 0 zodpovedá ostrému statickému snímku bez rozma-
zania. Maximálnou povolenou hodnotou je 1, simuluje sa ňou automobil idúci rýchlosťou
približne 90 km/h pri dobe uzávierky trvajúcej jednu sekundu. Automobil v scéne sa tak
za jeden časový rámec pohne o meter dopredu, čo pri 25 snímkoch za sekundu zodpovedá
práve bežnej cestovnej rýchlosti 90 km/h.
Maximálna hodnota tohoto parametra produkuje už veľmi zreteľné rozmazanie v pozdĺž-
nom smere. Výstupy generátora pri použití rôznych intenzít rozmazania pohybom sú zob-
razené na obrázku 4.7.
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Obrázek 4.7: Generované snímky s rôznou intenzitou rozmazania pohybom
4.3.5 Simulácia chýb kamery a postprocessing
Žiadna reálna kamera neprodukuje úplne dokonalý obraz. Tento fakt prispieva významnou
mierou k odlíšeniu počítačovo generovanej grafiky od reálnych záberov. Umelo renderovaná
grafika je pre ľudské oko príliš dokonalá, preto sa do procesu renderovania dodatočne pri-
dávajú umelo vytvárané defekty kamery a chyby expozície. To má za následok zvýšenie
vernosti produkovaného obrazu.
Z bežných nedokonalostí kamery generátor implementuje takzvaný Depth of Field (roz-
mazanie objektov pred a za rovinou zaostrenia), celkové rozostrenie obrazu, preexponova-
nie a podexponovanie snímky. Efekt Depth of Field sa prejavuje výraznejším rozostrením
snímky na jej okrajoch. Všetky použité efekty sa v Blenderi do renderovacieho reťazca pri-
dávajú na koniec v Node Editore. Zmeny expozície, najmä teda výrazné prepaly, je možné
ovládať zmenou hodnôt jasu a kontrastu celého výsledného snímku. Podporovaná je aj čias-
točná desaturácia, prípadne zvýraznenie farieb pomocou úprav hodnôt Saturation a Value
HSV farebného modelu výsledného snímku.
Extrémne nastavenia týchto parametrov dodatočného spracovávania môžu viesť k napo-
hľad mierne nerealistickým snímkom, no tieto sú tiež veľmi vhodné pre trénovanie detektora
schopného pracovať aj nad záznamom v obtiažnych svetelných podmienkach. Aj referenčné
dátové sady pozostávajúce z reálnych snímok vozidiel [16], [25] obsahujú podobné, vizuálne
nepríťažlivé, trénovacie obrazy. Ukážku aplikovania rôznych dodatočných efektov predsta-
vuje obrázok 4.8.
Obrázek 4.8: Príklady snímok simulujúcich nedokonalosti kamery
4.3.6 Realistické pozadie scény
Verné spracovanie samotného modelu auta a realistické svetelné podmienky ešte neposta-
čujú na to, aby boli výsledné generované regióny vhodné pre natrénovanie detektoru. Je
nutné model umiestniť do pomerne realistického prostredia, ktoré simuluje reálne pozadie
dopravných situácií. Realisticky nasvetlený model automobilu na sivom pozadí bez odles-
kov okolia na karosérii má pre trénovanie detektoru veľmi nízku úžitkovú hodnotu. Preto
je nutné na všetky objekty vytvárajúce pozadie aplikovať vhodné textúry.
Plocha predstavujúca vozovku, po ktorej sa pohybuje automobil, je potiahnutá náhodne
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vybratou textúrou zo sady 8 voľne dostupných textúr cesty. Istá miera variability je aj tu,
keďže nie všetky tieto textúry reprezentujú asfaltovú cestu s pruhmi. Zastúpené sú taktiež aj
panelové a dokonca aj nespevnené poľné cesty. Textúra je orientovaná v smere jazdy vozidla
a posunutá a zmenšená tak, aby bol na nej automobil umiestnený v jazdnom pruhu.
Po zvážení možností, ako jednoducho a efektívne vyriešiť realistické pozadie za auto-
mobilom, padla voľba na otextúrovanie takzvaného World Background, teda guľovej plo-
chy reprezentujúcej oblohu sveta okolo scény. K tomuto sa využívajú špeciálne vytvorené
HDRI obrázky. Obsahujú fotografiu kompletného 360◦ okolia daného konkrétneho miesta
roztiahnutú do obdĺžnikovej plochy. Príklad takejto fotografie je na obrázku 4.9. K nama-
povaniu takejto textúry na oblohu sa využíva ekvidištantná valcová projekcia [37].
Obrázek 4.9: Jedna z fotografií použitá pre textúru pozadia scény. Zdroj: [12]
Pre rozmanitosť sa textúra pozadia vyberá z 31 dostupných, pochádzajúcich z voľne
dostupného zdroja [12]. Tieto pokrývajú rôznorodé prostredia, od mestského centra, cez les
až po vidiecke cesty. Zastúpené sú aj snímky zo zimného prostredia so snehom. Všetky
textúry sú zmenšené na jednotnú veľkosť 2000 × 1000 pixelov a boli vyberané tak, aby
neobsahovali objekty umiestnené vo veľkej blízkosti miesta, odkiaľ boli nasnímané. To preto,
aby bol zachovaný aspoň čiastočne realistický pomer veľkosti objektov v pozadí vzhľadom
na veľkosť modelu auta.
Obrázek 4.10: Neúmerná veľkosť pozadia scény
Napriek tejto snahe niekedy voľným okom veľkosť prvkov pozadia nekorešponduje s veľ-
kosťou modelu auta. Tento problém nastáva najmä u textúr, u ktorých sú niektoré nafotené
objekty relatívne blízko. Vtedy sú oproti centrálnemu modelu auta neúmerne veľké, ako je
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vidno na obrázku 4.10. Pri takomto type projekcie nie je možné jednoducho meniť zväčšenie
textúry bez vedľajších efektov, najmä narušenia nadpájania textúry v krajných bodoch.
Z ľudského pohľadu takéto pozadie veľkosťou nekorešponduje s objektom a výrazne na-
rúša dojem reálnosti celej scény. Pre účely trénovania detektoru však tento jav nepredstavuje
zásadný problém. Detektor potrebuje mať v pozadí prakticky ľubovoľné objekty – dôležité
je najmä to, že obraz obsahuje hrany a gradienty a že sa nejedná o monotónnu jednofarebnú
plochu. Preto táto
”
chyba na kráse“ nemá vplyv na požadovanú funkcionalitu generátora
a použiteľnosť vytváraných snímok.
4.3.7 Renderovanie pripravenej scény
Blender ponúka v základe dva renderovacie enginy. Jednoduchší a rýchlejší Blender Inter-
nal Renderer a pomalší renderer Cycles, ktorý ale produkuje o niečo realistickejší výstup.
Pre účely generátoru, najmä vzhľadom na fakt, že výsledné snímky bude detektor spraco-
vávať v nízkom rozlíšení, padol výber na prvý menovaný.
Tento renderovací engine je stále dobre konfigurovateľný a ovládateľný pomocou Py-
thonu, navyše sa postup renderovania dá vopred presne špecifikovať pomocou už spomína-
ného Node Editoru. Náhľad výsledného rozvetvenia uzlov generátora je na obrázku 4.11.
Renderuje sa do súborov vo formáte .png s maximálnym rozlíšením 300 x 300 pixelov.
Adresár, kde sa budú výstupy konkrétnej dávky ukladať, je možné špecifikovať parame-
trom na vstupe obslužného skriptu. Všetky potrebné úpravy uzlov pre jednotlivý snímok
sa vykonávajú v obslužnom skripte, samotné renderovanie je tiež spúšťané odtiaľ.
Renderovanie prebieha metódou ray tracing, otextúrované objekty využívajú na mierne
urýchlenie renderovania automaticky generované MIP mapy. Textúry sú filtrované pomocou
algoritmu Elliptical Weighted Average. Vzhľadom na fakt, že model auta je od kamery
pomerne vzdialený a výsledné obrázky majú malé rozlíšenie, nie je potreba pri renderovaní
využívať pokročilé, veľmi realistické metódy. Pre účely trénovania detektorov je súčasne
dosahovaná reálnosť tieňov a odleskov okolia postačujúca.
Obrázek 4.11: Základná konfigurácia uzlov Node Editoru pre renderovanie
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Spolu s výsledným snímkom je vykreslená a uložená do osobitného súboru aj jeho hĺb-
ková mapa. Táto obsahuje len model auta bez vozovky a pozadia a slúži pre ďalšie spra-
covanie výsledného obrazu. Pri jej generovaní je využitá dodatočná renderovacia vrstva,
ktorých Blender pre podobné účely poskytuje niekoľko. Ukážka generovanej hĺbkovej mapy
je na obrázku 4.12.
Obrázek 4.12: Hĺbková mapa snímku renderovaná spoločne s výstupom
4.3.8 Vytváranie výsledných oblastí záujmu a automatická anotácia
Z dôvodu rôznych natočení kamery, faktu, že je upriamená na bod uprostred automobilu
a rozdielnych proporcií jednotlivých áut, nie je možné renderovať finálne oblasti záujmu
ihneď. S rozšíreným zorným poľom sa renderuje širšie okolie automobilu a to sa následne
oreže na štvorcovú oblasť tak, aby obsahovala len automobil a percentuálne určené okolie.
Táto hodnota je v základe nastavená na 50%. Pre získanie obdĺžnika ohraničujúceho au-
tomobil v obraze slúži súbežne uložená hĺbková mapa. Percentuálna hodnota pre výpočet
dodatočného okolia sa následne aplikuje na dlhšiu stranu tohoto obdĺžnika.
Výsledný región záujmu sa oreže podľa novovzniknutých rozmerov z pôvodného snímku
a uloží sa ako finálny výstup. K týmto manipuláciám s obrazovými dátami sa využíva modul
PyPNG [1], o ktorý je nutné inštaláciu Blenderu obohatiť. Proces orezania na percentuálne
určené okolie vozidla je znázornený na obrázku 4.13. Červený obdĺžnik v pravej časti pred-
stavuje ohraničujúci rámček automobilu vypočítaný na základe príslušnej hĺbkovej mapy
(v strede).
Obrázek 4.13: Postup pri orezávaní finálnej snímky podľa hĺbkovej mapy
Ku každému vygenerovanému obrázku sa ukladá aj súbor užitočných anotačných dát.
Jedná sa najmä o uhly pohľadu kamery, intenzitu a smer slnečného žiarenia a model kon-
krétneho automobilu. Anotácie sú generované vo formáte CSV a súbor obsiahnutých dát
je možné kedykoľvek rozšíriť o prípadné ďalšie užitočné údaje, ktoré je možné o aktuálnom
stave scény získať.
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4.4 Príklady generovaných dátových sád
Pre ilustráciu možností generátora a stručný prehľad jeho parametrov uvádzam príklad
dvoch ukážkových generovaných sád. Ku každej z nich je priložený aj príkaz, ktorým bol
generátor spustený, aby bol zrejmý vplyv jednotlivých jeho parametrov. Jedná sa o sady
s uhlami pohľadu, ktoré sa v praxi používajú asi najčastejšie. Prvý je dataset obsahujúci
snímky vozidiel priamo zozadu s malou smerovou odchýlkou (obrázok 4.14), nasleduje da-
taset odpovedajúci typickému pohľadu z priemyselnej kamery sledujúcej premávku umiest-
nenej na stĺpe pri okraji cesty (obrázok 4.15).
Kompletný prehľad všetkých platných parametrov a úplný popis použitia nástroja je
obsahom prílohy B.
blender.exe -b scene.blend -P batch.py -- total=5000
camx=350..370 camy=0..6 sunx=0..359 suny=0..40
suni=0..5 contrast=0..15 brightness=-10..10
Obrázek 4.14: Vzorová dátová sada, pohľad zozadu. Horizontálna odchýlka pohľadu do
±10◦, vertikálna do +6◦; slnečný svit všetkých intenzít a smerov, výška nad horizontom
40◦ až 90◦; modifikovaný jas a kontrast
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blender.exe -b scene.blend -P batch.py -- total=5000
camx=140..160 camy=20..35 blur=0.7 sunx=0..359
suny=0..10 suni=0..5 contrast=0..5 brightness=0..5
Obrázek 4.15: Vzorová dátová sada, pohľad z kamery pri ceste. Horizontálny uhol pohľadu
od 140◦ do 160◦, vertikálna od 20◦ do 35◦; slnečný svit všetkých intenzít a smerov, výška




Druhým vytvoreným nástrojom nápomocným pri analýze dopravy je skript vytvárajúci
video s náhodne synteticky generovanou premávkou zo zadanej fotografie dopravnej ko-
munikácie. Takto vytvorený záznam napomáha spresňovať softvér analyzujúci dopravnú
situáciu z videozáznamu, pracujúci najmä na princípoch odčítania pozadia v jednotlivých
snímkoch.
Pri dosiahnutí určitej miery vernosti umelo generovaného výstupu poskytuje tento oproti
bežným videozáznamom dopravy hneď niekoľko výhod. Je možné úplne bezobslužne vyge-
nerovať hodiny videozáznamu len z jedinej fotografie, nie je nutné video natáčať ručne.
Pre získanie vyššej variability je tiež ideálne z daného miesta vždy získať viacero fotografií
za rôznych svetelných podmienok a generovať tak sadu videí. Táto výhoda sa však ne-
prejavuje veľmi zásadne v prípade dostupného videozáznamu z dopravnej či bezpečnostnej
kamery, ktorá nahráva za každých okolností.
Ďalšou výhodou je možnosť vo výslednom videu podľa potreby parametrizovať hustotu
premávky a rýchlosť vozidiel. Je tak možné získať napríklad záznam s hustou premávkou
aj v miestach, kde je bežne dopravná situácia veľmi pokojná a takéto video by bežným
spôsobom nebolo možné zaznamenať. Vhodnou kombináciou s nastavením rýchlosti vozidiel
sa ponúka možnosť simulovať dopravné situácie od pomalej premávky v zápche po rýchlu
na voľnej diaľnici.
Najväčšiu výhodu z pohľadu ďalšieho spracovávania videozáznamu dopravnej situácie
však predstavuje automatická anotácia generovaného videa. Práve tá je najviac nápomocná
prípadnému zdokonaľovaniu softvéru vykonávajúceho analýzu tohoto záznamu. Pre každý
rámec výsledného videa sa ukladá obrázok s mapou rozmiestnenia a viditeľnosti jednotlivých
automobilov, informácia o značke a modeli každého z nich a v neposlednom rade mapa
tieňov nimi vrhaných.
Práve informácia o tieňoch najviac spresňuje schopnosti detekcie analyzátora. Ten, ak
pracuje na princípe odčítania pozadia, má často problém s videami natočenými za silného
slnečného svitu – automobily vrhajú výrazné ostré tiene, pohybujúce sa zároveň s nimi a de-
tekčný algoritmus do oblasti s automobilom zahrnie aj tento tieň. Tento problém je zná-
zornený na obrázku 5.1. Ak budú pri učení algoritmu k dispozícii videozáznamy s presnými
informáciami o vrhaných tieňoch, očakáva sa zlepšenie detekčných schopností.
S využitím známej mierky 3D modelu automobilu, jeho rozmerov v skutočnom svete
a dĺžky trajektórie, ktorú v scéne prejde, je možné určiť jeho presnú rýchlosť a túto tiež
zahrnúť do anotačných údajov pre ďalšie využitie. Je však nutné podotknúť, že mierka
veľkosti objektov v scéne nie je určená úplne presne. Pomery rôznych modelov automobilov
si navzájom korešpondujú, no nemusia úplne presne súhlasiť s rozmermi jazdného pruhu
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Obrázek 5.1: Chybne detekované vozidlo, do ohraničujúceho rámčeka (červená farba) je
zahrnutý nesprávne aj tieň
na fotografii, môže nastať malá odchýlka. Pre úplne presné určenie rýchlosti generovaných
vozidiel by bolo nutné poznať a do parametrov skriptu zahrnúť presnú šírku jazdného pruhu
zachyteného na vstupnej fotografii.
5.1 Použité nástroje
Podobne ako pri predchádzajúcom nástroji generujúcom statické snímky padla voľba na Blen-
der. Dokáže renderovať aj videosekvencie pri zachovaní veľmi širokých možností ovládania
pomocou skriptu v jazyku Python. Prvky, z ktorých riešenie technicky pozostáva, sú opäť
rovnaké – jedná sa o .blend súbor s predkonfigurovanou scénou a obslužný skript obsahujúci
logiku.
Rovnako sa využíva aj Pythonovský modul PyPNG, v tomto prípade na spracovanie
vstupných fotografií nutných pre beh skriptu. Pre zjednodušenie kalibrácie kamery sú vy-
užité niektoré funkcie z BLAM, kalibračného toolkitu pre Blender [15].
5.2 Návrh a implementácia
Výsledné riešenie generuje z vstupnej fotografie prázdnej dopravnej komunikácie videozá-
znam o definovanej dĺžke s doplnenou náhodne generovanou premávkou. Na základe vstupu
sa načíta sada 3 fotografií (obrázok 5.2). Prvá z nich slúži ako pozadie scény, druhá slúži
ako maska pre objekty v popredí (stĺpy osvetlenia, billboardy, zvodidlá a podobne) a tretia
obsahuje informácie o jazdných pruhoch. Na základe informácií o úbežníkoch vo vstupnom
obraze sa nakalibruje kamera umiestnená uprostred scény.
Keď sú už známe parametre kamery, vypočíta sa poloha a rozsah jazdných pruhov
v scéne a náhodne sa na ne nageneruje doprava. Hustota premávky, rýchlosť vozidiel a farby
ich karosérií sú parametrizovateľné. Rovnako je možné nastaviť svetelné podmienky scény
za pomoci svetelného zdroja simulujúceho slnečné žiarenie. V ideálnom prípade by pre za-
chovanie vernosti a reálnosti výstupu mali korešpondovať s podmienkami, za akých bola
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získaná fotografia pozadia. Nakoniec sa spustí vykresľovanie celej scény spolu s ukladaním
obrazových anotačných údajov.
Obrázek 5.2: Vstupné fotografie potrebné pre vytváranie videozáznamu: pozadie (vľavo),
maska (vpravo), definícia jazdných pruhov (dole)
5.2.1 Príprava scény
Scéna je opäť jednoduchá – všetky objekty dotvárajúce okolie sú už súčasťou fotografie
slúžiacej ako pozadie. V počiatku súradnicovej sústavy je umiestnená vodorovne orientovaná
plocha veľkých rozmerov. Táto predstavuje rovinu vozovky a po správej kalibrácii kamery
vo výslednom videu kopíruje vozovku. Je na ňu aplikovaný jednoduchý bezfarebný materiál
s parametrom Shadows Only, ktorý zaručuje, že samotná plocha nebude vo výslednom videu
viditeľná, ale stále bude prijímať a vykresľovať tiene vrhané ostatnými objektami. Tým sa
docieli realistický efekt vrhania tieňa autami priamo na vozovku, ktorá pritom bude len
naplocho zobrazená ako pozadie. Ak by postačovali videá bez tieňov, tento objekt by v scéne
nemusel byť vôbec prítomný. Výrazne by sa však zmenšila miera vernosti produkovaného
videozáznamu.
Do scény je importovaná rovnaká sada automobilov ako v predošlom nástroji. Sú použité
rovnaké materiály, snažiace sa o realistický vzhľad. Jediný rozdiel spočíva v tom, že v tomto
prípade má každý model vytvorenú vlastnú kópiu materiálu karosérie, narozdiel od nástroja
generujúceho statické snímky, kedy všetky modely zdieľali jediný materiál. Je tak z toho
dôvodu, že je nutné naraz zobrazovať viacero automobilov rôznych farieb, kdežto predtým
bolo stále v zábere kamery len jediné vozidlo. Pestrosť generovaných vozidiel je zachovaná,
rovnako chýbajú modely veľkých nákladných vozidiel.
Farba karosérie je opäť parametrizovateľná špecifikovaním intervalov farebných zložiek
modelu HSV. Je tak možné veľmi presne vymedziť paletu farieb automobilov podľa aktuál-
nej potreby. Okrem tohoto spôsobu je naviac pridaná možnosť obmedziť farby na predom
definovanú paletu najbežnejších farieb automobilov. Táto bola získaná zo vzorkovníkov
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pre autolaky rôznych značiek a modelových ročníkov [35] a mala by približne odrážať reál-
nu farebnú situáciu na súčasných cestách. Obsahuje 75 často používaných farieb, prevažujú
tmavé odtiene a rôzne odtiene šedostriebornej.
Keďže s modelmi áut sa bude pri generovaní premávky manipulovať, ich pôvodné roz-
miestnenie v scéne nehrá rolu. Dôležitá je len ich orientácia, miera zväčšenia a pozícia na osi
Z tak, aby sa pneumatikami dotýkali vozovky a nenadnášali sa. Vozidlá sú orientované
pozdĺžne v smere osi Y. Po nakalibrovaní kamery pre niekoľko rôznych pozadí som vybral
referenčný model vozidla a jeho zväčšenie upravil tak, aby veľkostne a vzhľadovo korešpon-
doval so šírkou jazdného pruhu a aby pôsobil automobil vo výslednom videu proporčne
správne. Na základe tejto hodnoty zväčšenia a rozmerov reálnych predlôh modelov boli
upravené mierky všetkých ostatných vozidiel pre zachovanie veľkostných pomerov. Modely
vozidiel majú na počiatku zakázanú viditeľnosť pre renderovanie, táto sa tiež modifikuje
pri umiestňovaní na jazdné pruhy.
Posledným objektom v scéne je lampa typu Sun, ktorá sa stará o realistické denné osve-
tlenie. Je opäť umiestnená vysoko nad stredom scény, pretože pri tomto type osvetľovacieho
objektu nezáleží na presnom umiestnení.
5.2.2 Kalibrácia kamery
Pre dosiahnutie efektu 3D modelov jazdiacich v jazdných pruhoch je nutné do scény vhodne
namapovať kameru na základe charakteristík vstupného obrázku slúžiaceho ako pozadie.
Kamera má fixné umiestnenie, aby nebolo nutné pre každé generované video meniť zväčšenie
modelov umiestnených v scéne. Zvolená bola pozícia [0; 0; 2]. Namapovanie kamery následne
spočíva v určení jej ohniskovej vzdialenosti a vo vypočítaní a aplikovaní rotačnej matice.
Pre tieto výpočty využívam funkcie implementované v BLAM kalibračnom toolkite [15].
Vstupom pre tento proces sú dva úbežníky, ktoré dokážeme z bežnej fotografie určiť.
Pre jednoduchosť sú na vstupe reprezentované obrazovými 2D absolútnymi súradnicami,
pričom bod [0; 0] predstavuje ľavý horný pixel fotografie. Úbežník je bod, v ktorom sa
rovnobežné priamky v priestore zdanlivo zbiehajú. Prvý požadovaný úbežník je pre priamky
v smere osi X, teda smerom
”
do fotografie“. Druhý je pre priamky v smere osi Y, teda
v kolmom horizontálnom smere. Obrázok 5.3 znázorňuje polohu týchto dvoch bodov, prvý
úbežník je priesečníkom červených priamok, druhý sa nachádza v bode, kde by sa pretli
priamky zelenej farby, teda naľavo, ďaleko za hranicou fotografie.
Obrázek 5.3: Hľadanie úbežníkov na fotografii
Postup výpočtu ohniskovej vzdialenosti pomocou dvoch úbežníkov je detailne predsta-
vený v [17]. Úbežníky zoradíme vzostupne podľa súradnice x a prevedieme do normalizova-
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ných relatívnych obrazových súradníc, kde bod [0; 0] predstavuje stred obrázku a zároveň
hlavný bod, takzvaný principal point [30]. Označme úbežníky Fu, Fv, hlavný bod P . Pra-




|FuPuv| · |FvPuv| − |PPuv|2
Nákres situácie je na obrázku 5.4. Takto získanú ohniskovú vzdialenosť vynásobenú predde-










Obrázek 5.4: Schéma pre výpočet ohniskovej vzdialenosti. Zdroj: [17]
Získanú hodnotu ohniskovej vzdialenosti ďalej využijeme spolu s úbežníkmi pri určení
rotačnej matice kamery. Postup tohoto výpočtu sa detailne rozoberá v [17]. Výsledná matica
o rozmeroch 3× 3 sa ešte upraví vynásobením potrebnými rotačnými maticami pre rotácie
v príslušných hlavných osiach. Výsledkom tejto modifikácie je nasmerovanie kamery tak,
aby bola snímaná scéna orientovaná v smere osi Y. Takto upravená matica sa nastaví ako
parameter kamery matrix world. Dodatočne ešte nastavíme rozlíšenie kamery na hodnotu
rozlíšenia fotografie s pozadím.
5.2.3 Určenie jazdných pruhov
Po úspešnom určení parametrov kamery tieto ďalej využijeme pre určenie polohy a dĺžky
jazdných pruhov. Podkladom pre tento proces je vstupná fotografia so zobrazenými stredmi
jazdných pruhov. Jazdné pruhy smerujúce od pozorovateľa sú zaznačené tenkou zelenou
čiarou, pruhy v opačnom smere sú odlíšené červenou farbou (obrázok 5.2 dole). Tento
spôsob vyznačenia jazdných pruhov mi príde najjednoduchší na realizáciu a intuitívny,
s jednoznačnou vizuálnou reprezentáciou.
Polohu jazdných pruhov v scéne je možné zistiť pomocou namapovania bodov z 2D
obrazu do 3D scény. Pre tento úkon je nutné najprv získať projekčnú maticu [8]. Kamera
je v tomto bode už správne nastavená a tak vieme zistiť všetky potrebné parametre pre jej
určenie – vnútorné parametre kamery, jej rotačnú maticu R a vektor polohy v scéne t.
Vnútorné parametre pozostávajú z ohniskovej vzdialenosti, veľkosti senzoru kamery









kde f je ohnisková vzdialenosť, w a h horizontálne, respektíve vertikálne rozlíšenie ka-
mery, γ predstavuje koeficient skosenia osí kamery (pre bežné skosenie 90◦ je rovný 0) a S
je rozmer pixelu (podiel rozlíšenia a fyzických rozmerov senzora) [8] [28].
Výslednú projekčnú maticu P o rozmeroch 3× 4 teda vypočítame [8] [29] ako
P = Ki ·
1 0 0 00 1 0 0
0 0 1 0
 · [R> −R>t
0>3 1
]
Pri projekcii z trojrozmerného priestoru do 2D obrázku sa stráca hĺbková informácia.
Keďže je určené, že jazdné pruhy ležia v rovine XY na súradnici z = 0, vieme túto skutoč-
nosť využiť pri spätnom mapovaní pixelu dvojrozmerného obrázku do 3D priestoru scény.
Všetky potrebné pixely vstupného obrázku (ležiace v rovine vozovky) tak budeme mapovať
na súradnicu z = 0.
Táto spätná projekcia bodu x z obrazu do bodu p trojrozmerného priestoru scény s nu-





kde M je ľavá horná podmatica rozmerov 3× 3 projekčnej matice P a C je invertovaná
matica M vynásobená štvrtým stĺpcom projekčnej matice P [31].
Pretože je scéna orientovaná rovnobežne s osou Y, nie je nutné mapovať do 3D pries-
toru celé priamky označujúce pruhy. Postačujúce je pre každý pruh zobrať ľubovoľný pixel
priamky, ktorá reprezentuje jeho stred, premietnuť ho vyššie uvedeným spôsobom do 3D
priestoru a uložiť jeho x súradnicu.
Pre získanie všetkých vyznačených jazdných pruhov sa s využitím modulu PyPNG
prechádzajú spodná a bočné hrany spodnej polovice obrázku vo vzdialenosti 5 pixelov
od okraja. V prípade, že sa narazí na jasne zelený (pruh v smere jazdy), prípadne jasne
červený (pruh proti smeru jazdy) pixel, pruh sa zaznamená a uloží. Je ošetrené zazname-
návanie duplicitných pruhov pri širších čiarach, v prípade susedných bodov znamenajúcich
výskyt pruhu sa tento uloží iba raz.
Pre úplnú definíciu jazdných pruhov je nutné ešte vymedziť ich začiatok a koniec, teda
úrovne, na ktorých sa budú generované automobily objavovať a miznúť. Jedna z týchto
úrovní je určená bodom v strede spodnej hrany obrázku, druhá je definovaná implicitne
bodom v polovici šírky obrázku a jednej tretine výšky obrázku zhora. Vertikálnu súradnicu
tohoto bodu je možné podľa potreby užívateľsky meniť – na každej snímke dopravnej komu-
nikácie sa táto v pozadí stráca v inej časti obrázku, preto nemôže byť zadná orezová rovina
definovaná napevno. Obrázok 5.5 ukazuje porovnanie snímok s rozdielnym umiestnením
zadnej orezovej roviny. Obidva referenčné body z fotografie sa premietnu do 3D priestoru
a ich získaná y súradnica sa použije pre začiatok, respektíve koniec trajektórie vozidiel.
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Obrázek 5.5: Potreba parametrizovateľného umiestnenia zadnej orezovej roviny
5.2.4 Generovanie premávky
V tejto fáze sú k dispozícii už všetky potrebné informácie na to, aby sa mohlo pristúpiť
ku generovaniu premávky. To prebieha pomocou modifikácie scény a pridávania kľúčových
snímkov na časovú os. Každý priechod auta scénou pozostáva z jeho umiestnenia na začiatok
vybraného jazdného pruhu, otočenia do príslušného smeru jazdy a výberu farby karosérie.
Následne sa pre toto vozidlo povolí zobrazenie pre renderer a na aktuálnu pozíciu časovej osi
sa vloží kľúčový snímok. Poloha vozidla sa nastaví pomocou zmeny súradnice y na koniec
jazdného pruhu a opäť sa na príslušne určenú hodnotu časovej osi vloží kľúčový snímok.
Po jeho vložení sa zobrazenie modelu pre renderer naspäť zakáže.
Blender medzi dvojicami kľúčových snímkov interpoluje pozíciu modelu automobilu
a generuje tak plynulý pohyb. Každý nový pridávaný kľúčový snímok má v základe nasta-
venú interpoláciu Bézierovou krivkou, čo spôsobuje postupné zrýchľovanie a spomaľovanie
auta na okrajoch jeho trajektórie. Toto je v tomto prípade nežiadúcim efektom, pre ano-
táciu rýchlosti je ideálne, aby sa generované automobily pohybovali rovnomerne. Preto je
nutné pred každým pridaním kľúčového snímku tomuto nastaviť lineárnu interpoláciu.
V reálnom živote sa automobily nepohybujú v jazdných pruhoch dokonale za sebou,
akoby po koľajnici. Preto je aj pri generovaní premávky zavedená jemná variácia. Pre
každé auto je vygenerovaná malá náhodná odchýlka na osi x, ktorá spôsobuje posunutie
auta o kúsok vľavo, prípadne vpravo od definovanej polohy pruhu.
Pôvodná stratégia generovania premávky po jednotlivých modeloch áut sa neosvedčila.
Mala zaručiť ich maximálne využitie a tiež zabezpečiť, že nenastane požiadavka umiest-
niť jeden 3D model automobilu naraz na viacero jazdných pruhov. Lineárnym prechodom
cez všetky dostupné modely automobilov sa každý z nich postupne v časových odstupoch
náhodne umiestňoval na jeden z pruhov, až kým sa nedosiahla požadovaná dĺžka videa.
Vznikal však pri tom veľmi nepríjemný artefakt. Systém prideľovania jazdných pruhov ne-
kontroloval ich dostupnosť v danom časovom rámci a tak sa mohlo stať, že v tom istom
čase bolo na jeden pruh umiestnených viacero vozidiel. Vznikali tak kolízie, kedy najrých-
lejšie z áut
”
preletelo“ cez ostatné pomalšie automobily. Takáto kolízia je zaznamenaná na
obrázku 5.6. Tento prístup ku generovaniu by taktiež neumožňoval jednoduchým spôsobom
regulovať hustotu vytváranej premávky, preto som nakoniec implementoval iný spôsob.
Je ním generovanie premávky po jednotlivých pruhoch, ktoré umožňuje jednoducho
upravovať jej hustotu. Postupne po jednom sa zoberú jazdné pruhy a na každý z nich
sa začnú umiestňovať automobily. Umiestňovanie pre pruh prebieha s inkrementujúcim sa
časom, kým sa nedosiahne koniec videa. Pre každý model automobilu sa vedie evidencia ča-
sových intervalov, kedy je obsadený (je v danom intervale vykresľovaný na nejakom pruhu).
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Obrázek 5.6: Kolízie modelov áut, kolidujúce vozidlá sú zvýraznené zakrúžkovaním
Vyberá sa stále náhodné vozidlo. V prípade, že je obsadené, sa opäť náhodne vyberie iný
model, to sa opakuje dokým sa nenarazí na auto pre žiadaný interval dostupné. Pre zame-
dzenie vzájomným kolíziám sa kontroluje snímok, v ktorom dokončil jazdu v danom pruhu
predchádzajúci generovaný automobil. Ak je ukončenie trajektórie súčasne generovaného
auta naplánované na skorší snímok, pozdrží sa natoľko, aby tieto vozidlá došli do cieľa až
po sebe a nezrazili sa.
Hustotu premávky určuje rozdiel medzi začiatočnými kľúčovými snímkami dvoch v jed-
nom pruhu po sebe idúcich automobilov. Je ju možné regulovať v 5 stupňoch, pričom
najhustejšie nastavenie generuje nový automobil v intervale 0,5 až 1,5 sekundy a najredšie
každých 7 až 15 sekúnd. Obrázok 5.7 obsahuje porovnanie nastavenia okrajových stupňov
hustoty premávky na rovnakej scéne. Rýchlosť automobilov je určená rozdielom medzi po-
čiatočným a koncovým kľúčovým snímkom daného modelu a je ju možné špecifikovať para-
metrom na vstupe. Predvolená základná rýchlosť automobilov je 90 km/h s odchýlkou ±10
km/h.
Nástroj ponúka aj možnosť zapnúť odložený štart premávky, kedy je na vstupe zadaný
počet sekúnd zo začiatku videa, kedy budú generované snímky bez umiestnených vozidiel.
Obrázek 5.7: Rozdiel medzi nastavením najredšej (vľavo) a najhustejšej (vpravo) možnej
premávky
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5.2.5 Simulácia rôznych svetelných podmienok
Široká škála možných nastavení osvetlenia scény je dôležitá najmä preto, aby bolo možné
vzhľad generovaných prvkov vizuálne dopasovať k pozadiu, ktoré predstavuje fotografia
a generované video vyzeralo ako celok verne a realisticky. Fotografie pozadia môžu byť
získané za najrôznejších svetelných podmienok – od ostrého slnka po zamračené počasie,
v rôznych denných dobách, s tieňami variabilnej intenzity vrhanými v rozličných smeroch
a dĺžkach.
Spôsob osvetlenia scény je prevzatý z prvého nástroja generujúceho statické snímky
a mierne modifikovaný. Opäť je možné rotáciou lampy predstavujúcej slnko meniť geo-
grafickú orientáciu scény a dennú dobu. Keďže poloha slnka sa v čase nemení, je možné
pomocou uhlov na vstupe zadať len jednu jeho pozíciu, nie celý interval možných. Intenzita
slnečného žiarenia je odstupňovaná jemnejšie, nastavenie má 13 možných úrovní.
Osvetľovací model je doplnený o možnosť mäkkých tieňov. Tie sú v Blenderi dosiahnuté
zapnutím Environment Light v nastaveniach sveta na hodnotu energie 0,75, kedy sa zapne
globálne osvetlenie scény svetlom vyžarujúcim zo všetkých strán. V základnom nastavení
skriptu sú tieto mäkké tiene povolené. Okrem vplyvu na vzhľad tieňov tento parameter
výrazne mení charakter osvetlenia celej scény, objekty automobilov budú celkovo viac pre-
svetlené. Porovnanie vplyvu oboch variánt na rovnakú scénu je na obrázku 5.8. Pri použití
mäkkých tieňov sa tiež mierne prejavuje nežiadúci efekt vo forme ich zašumenia, zreteľný
najmä v anotačných súboroch.
Obrázek 5.8: Rozdiel medzi nastavením mäkkých (vľavo) a ostrých (vpravo) tieňov pri
zachovaní rovnakého smeru aj intenzity slnečných lúčov
Na dosiahnutie verných výsledkov pre konkrétnu vstupnú fotografiu je vhodné venovať
nasteveniu osvetľovacích parametrov pozornosť a dostatok času.
5.2.6 Renderovanie a anotovanie pripravenej scény
Po rozvrhnutí, naplánovaní a nasvetlení celej scény sa táto vyrenderuje do výsledného
videa vo formáte H.264. Rozlíšenie kopíruje rozlíšenie vstupných fotografií a framerate je 24
snímok za sekundu. Takto je video pre ľudské oko ešte dostatočne plynulé, vyššie hodnoty
by zbytočne predlžovali čas potrebný pre jeho vytváranie.
Aj v tomto prípade je renderovacím enginom Blender Internal Renderer s obdobnými
nastaveniami, aké boli použité pri generátore statických snímkov (sekcia 4.3.7). Adresár
pre ukladanie výstupu je opäť užívateľsky definovateľný.
Pre dosiahnutie realistickejšieho videa je guľová plocha oblohy scény, World Background
potiahnutá textúrou z reálneho prostredia. K tomuto účelu je využitá jedna z HDRI fotogra-
fií použitých aj pri vývoji predchádzajúceho nástroja (sekcia 4.3.6). Táto je vybraná tak, aby
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obsahovala neutrálne objekty (prevažne stromy v pozadí), produkovala uveriteľné odlesky
a vyhovovala tak pre väčšinu pozadí. Bez použitia tejto textúry by karosériám a skleneným
plochám automobilov odlesky úplne chýbali a výsledok by pôsobil značne umelo. Samotná
obloha scény sa pritom do videa nerenderuje, slúži výlučne pre simulovanie falošných od-
leskov objektov vo videu.
Obrázek 5.9: Nastavenie kompozitovacích uzlov pre generovanie videí a anotácií
Fotografia tvoriaca pozadie často obsahuje objekty, ktoré sú umiestnené v popredí, pred
jazdiacimi vozidlami. Jedná sa predovšetkým o rôzne stĺpy, dopravné značenie, zvodidlá či
reklamné panely. Tieto je nutné zachovať v popredí aj na generovanom videu. Najjedno-
duchším spôsobom, ako to dosiahnuť, je vymaskovať ich a v miestach kde sa nachádzajú
vo videu zobrazovať namiesto generovaných objektov príslušné pixely z pozadia. Maska
je definovaná užívateľom pomocou vstupného obrázku. Objekty, ktoré sa majú nachádzať
v popredí je na ňom nutné vyznačiť purpurovou farbou (hexadecimálne označenie #FF00FF).
Táto farba bola zvolená s ohľadom na charakter farebnosti typických fotografií dopravných
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komunikácií. Keďže je nepravdepodobné, aby sa na nej vyskytoval objekt takejto farby, je
ju možné použiť ako kľúčovú farbu pre maskovanie.
Výsledný render teda pozostáva z troch cez seba umiestnených vrstiev – pozadia, vrstvy
s generovanými objektami a ich tieňmi a najvyššej vrstvy s fragmentami fotografie pozadia
podľa určenej masky. Tieto vrstvy sa vytvárajú nezávisle na sebe a do finálnej snímky kom-
binujú v Node Editore za pomoci uzlu Alpha Over, ktorý určuje výsledný obraz na základe
priesvitnej zložky vstupných obrazových dát.
Dôležitou súčasťou výstupu nástroja je súbor anotačných údajov, jednak vo forme obra-
zových dát ukladaných pre každú snímku videa, ako aj vo forme textového popisu. Infor-
mácia o tom, kde presne sa v snímku nachádza konkrétny model automobilu, sa ukladá
pre každú snímku do číslovaného .png súboru s prefixom cars . Každý objekt modelu au-
tomobilu má priradený vlastný identifikátor, takzvaný Object Index. Tento sa využíva pri
tvorbe týchto anotačných snímkov, a to tak, že sa pixely anotačného obrázku v miestach,
kde sa vo výslednom snímku nachádza automobil s daným indexom, zafarbia príslušným
odtieňom sivej. Berie sa pritom ohľad aj na prekrývanie sa vozidiel. Miesta bez prítom-
ného automobilu ostávajú čiernej farby. K tomuto označovaniu sa využíva Node Editor,
konkrétne výstup renderovacej vrstvy IndexOB a uzly typu Map Range, ColorRamp a Mix.
Keďže sa daný model môže objaviť v snímke videa maximálne raz, nie je nutná identifikácia
na úrovni, kedy by každá inštancia automobilu vo videu mala vlastný identifikátor.
Druhým typom obrazovej anotácie je informácie o výskyte tieňov vrhaných na vozovku
v snímkach. Táto je uložená pre každú snímku do číslovaného .png súboru s predponou
shadows . Pre zobrazenie výlučne len tieňov sa používa dodatočná renderovacia vrstva,
do ktorej je zahrnutý len objekt predstavujúci rovinu cesty. Tiene naň vrhané sa do výstup-
ných anotačných snímok ukladajú na bielom pozadí. Toto je opäť dosiahnuté za pomoci
kompozitovacích uzlov. Výsledné rozloženie Node Editoru je vyobrazené na obrázku 5.9,
spracovanie tieňov predstavuje oddelenú sekciu v spodnej časti.
Textová časť anotačných dát sa zaznamenáva už pri generovaní premávky a ukladá
využiteľné informácie o automobile ako napríklad jeho typ, farbu, čísla snímkov výskytu
alebo rýchlosť pre každú inštanciu vozidla vo videu.
5.3 Výstup vytvoreného nástroja
Ako ukážku možností nástroja a pre stručný prehľad významu jeho parametrov uvádzam
snímky z dvoch rôznych syntetizovaných videozáznamov aj s príslušnými anotačnými obráz-
kami (obrázky 5.10 a 5.11). V oboch prípadoch prebehla snaha o čo najlepšie zladenie
svetelných podmienok scény ku fotografii slúžiacej ako pozadie. Ku každej sérii obrázkov je
priložený aj príkaz, ktorým bol generátor daného videa spustený.
Kompletný prehľad všetkých platných parametrov a úplný popis použitia nástroja je
obsahom prílohy C.
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blender.exe -b video.blend -P videosynth.py -- len=120 imgbase=131111 A
vp1=498.573;111.107 vp2=498.573;111.107 sunx=25 suny=45 suni=5 hard
Obrázek 5.10: Vzorová ukážka vygenerovaného videa s anotáciami, pozadie 1
blender.exe -b video.blend -P videosynth.py -- len=120 imgbase=IMG 00002
farend=1 vp1=518.72;-91.2094 vp2=-31512.4;-159.036 intensity=4 sunx=85
suny=50 suni=8 palette





Táto kapitola sa zaoberá zhodnotením dosiahnutých výsledkov obidvoch implementovaných
nástrojov. Pri hodnotení produkovaného výstupu je nutné brať do úvahy okrem jeho kvality
aj dobu potrebnú na jeho vytvorenie. Príliš pomaly vytváraný výstup u oboch nástrojov
stráca konkurenčnú výhodu oproti tradičným prístupom vytvárania dátovej sady, respektíve
záznamu videa. Do skúmania časovej náročnosti je zahrnutá aj analýza vplyvu rôznych
prvkov na čas behu skriptov, aby bolo možné naznačiť kompromis medzi realistickými
výsledkami a rýchlosťou ich tvorby.
Sekcie 6.1 a 6.2 skúmajú vlastnosti umelo generovanej dátovej sady z pohľadu ich prak-
tického využitia pre trénovanie detektorov automobilov a teda celkovej použiteľnosti. Sú
vo veľkej miere založené na práci a poznatkoch Ing. Romana Juránka, Ph.D. publikovaných
v [22]. Vyhodnocujú syntetickú dátovú sadu na základe úspešnosti ňou natrénovaného de-
tektora v porovnaní s trénovaním na reálnych dátach.
6.1 Porovnanie s inými dátovými sadami
Umelé dátové sady produkované vytvoreným nástrojom boli vyhodnotené na detekčnej
úlohe detekcie automobilov z pohľadu zozadu. Vzorový detektor bol postupne natréno-
vaný na troch rôznych trénovacích sadách obrázkov. Prvou sadou bol CBCL Car dataset
[25] pozostávajúci z 516 obrázkov automobilov zachytených pohľadom spredu a zozadu,
každý z nich v rozlíšení 128 × 128 pixelov. Ako druhá sada pre trénovanie bol použitý
dataset KITTI [16] obsahujúci 7 481 automaticky anotovaných obrázkov zachytených pa-
lubnou kamerou idúceho automobilu. Tretia sada pozostávala z 15 000 obrázkov zo zadného
pohľadu, získaných synteticky za pomoci mnou vytvoreného nástroja. Výber reprezentatív-
nych obrázkov každej z týchto sád je pre porovnanie na obrázku 6.1. Zdrojom negatívnych
trénovacích dát bol rozsiahly súbor náhodných fotografií.
Ako zdroj testovacej sady obrázkov pre nestranné porovnanie bola zvolená manuálne
vybratá podmnožina videozáznamov nedávno publikovaného datasetu TME Motorway [7]
obsahujúca 9 videoklipov s celkovo vyše 23 000 snímkami. Táto sada videí je zaznamenaná
palubnou kamerou automobilu idúceho po diaľniciach a je doplnená laserovým skenerom
získanou znalosťou pravdy, takzvaným ground truth. Medzi anotovanými objektami sa na-
chádzajú osobné i nákladné automobily.
Použitým detekčným modelom bol verejne dostupný Aggregate Channel Features detek-
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Obrázek 6.1: Príklady obrázkov použitých dátových sád: KITTI (hore), CBCL (v strede),
syntetizovaný daatset (dole). Zdroj: [22]
tor [11]. Je významným detektorom dosahujúcim veľmi dobré výsledky v oblasti detekcie
chodcov, môže však byť použitý aj na rôzne ďalšie detekčné úlohy, v tomto prípade na de-
tekciu vozidiel. Pracuje v režime skenovacieho okna, kedy sa vstupný obraz prehľadáva po-
stupne pomocou okna definovanej veľkosti, a trénuje sa v ňom kaskáda posilňovaných stro-
mov, takzvaných boosted trees. Uzly obsahujú jednoduché porovnávacie funkcie na úrovni
pixelov a listy stromu obsahujú odozvy detektoru trénované algoritmom AdaBoost [13].
Detailný popis trénovacej metódy je popisovaný v [11]. Ako vstup pre trénovanie tohoto
detektoru slúžili postupne všetky tri spomenuté dátové sady. Vzorky predkladané detektoru
o rozmeroch 64× 64 pixelov obsahovali obrázok v odtieňoch sivej, gradienty hrán a kanály
histogramu orientovaných gradientov. Kaskáda detektoru pozostáva zo štyroch úrovní, ka-
ždá z nich je trénovaná na 5 000 pozitívnych a 25 000 negatívnych vzorkách. Počet stromov
jednotlivých úrovní bol nastavený na 2, 8, 64, respektíve 1024.
Umelo vygenerované obrázky automobilov pôsobia pre ľudské oko častokrát až príliš
konformne a dokonalo. Na rozdiel od nich reálne trénovacie dáta sú často mimoriadne ne-
ostré, prepálené či podexponované. Na mnohých z nich je dokonca ťažko voľným okom
rozpoznať kontúry automobilu. Napriek tomuto, pomerne výraznému, subjektívnemu vizu-
álnemu rozdielu umelých trénovacích dát od reálnych, obstála umelo vygenerovaná dátová
sada v testovaní spomedzi troch jednoznačne najlepšie. Ňou natrénovaný detektor dokázal
dosiahnuť mieru úspešnosti detekcie 86% pri výskyte len 0,5 nesprávnych detekcií na jeden
obrázok. Trénovacia sada KITTI obsadila druhé miesto, detektor natrénovaný datasetom
CBCL dopadol najhoršie. Výsledky tohoto testovania sú reprezentované ROC1 krivkami
a pre možnosť porovnania vyobrazené na obrázku 6.2. Ukážka vybraných snímok z testo-
vacieho datasetu s vyznačenými detekciami je na obrázku 6.3.
1Receiver Operating Characteristic
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Obrázek 6.2: ROC krivky detektorov natrénovaných na rôznych dátových sadách. Vodo-
rovná os predstavuje počet falošných detekcií na jednu snímku, vertikálna os predstavuje
takzvaný miss rate. Lepší výsledok predstavuje krivka bližšie ľavého dolného rohu grafu.
Detektor natrénovaný syntetickými dátami (modrá farba) podáva lepší výsledok ako reálne
trénovacie dátové sady (červená, respektíve zelená farba). Zdroj: [22]
6.2 Natrénovanie všesmerového detektoru
Ďalším experimentom overujúcim použiteľnosť syntetickej dátovej sady bolo natrénova-
nie jednoduchého všesmerového detektoru automobilov. Detektor nakonfigurovaný rovnako
ako v predchádzajúcom prípade bol natrénovaný na sade 5 000 vzoriek náhodne vytvo-
rených generátorom, bez akéhokoľvek obmedzenia pozorovacích uhlov. Výsledky detekcie
boli vyhodnotené na ručne anotovaných testovacích dátach pozostávajúcich z videozázna-
mov diaľničnej premávky statickou kamerou. Ako je zrejmé z ROC krivky na obrázku 6.4,
dosiahnutá miera úspešnosti je nižšia ako v prípade detektora automobilov z predošlého ex-
perimentu, špecializovaného na pohľad zozadu. Tento výsledok sa dá očakávať – všesmerová
detekcia je podstatne zložitejšou úlohou ako rozpoznávanie z jedného predom daného uhla.
Výsledky experimentu sa však aj v tomto prípade dajú označiť za dobré. Všesmerový detek-
tor, ktorý bol predmetom experimentu, dokázal dosiahnuť takmer 60% úspešnosť detekcie
pri miere jednej falošnej detekcie na snímok. Na objektívne porovnanie chýbajú existujúce
všesmerové reálne dátové sady.
6.3 Výpočtová náročnosť generovania dátovej sady static-
kých snímkov
Časová náročnosť vytvoreného nástroja bola meraná vygenerovaním ukážkových sád po-
zostávajúcich z 500 obrázkov bez obmedzenia zorného uhla a spočítaním priemerného času
potrebného na vytvorenie jednej snímky. Referenčným strojom na ktorom boli výkonnostné
testy vykonávané, bol osobný počítač osadený procesorom Intel i7-4770 o frekvencii 3,4 GHz
a 8 GB pamäte RAM, s operačným systémom Windows 8.1 x64.
Prvý test bol zameraný na vplyv jednotlivých prvkov zvyšujúcich reálnosť generovaných
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Obrázek 6.3: Výsledky detekcie nad testovacou sadou. Oblasti detekované za pomoci syn-
tetického trénovacieho datasetu sú vyznačené modrou farbou, červená reprezentuje oblasti
detekované detektorom naučeným na sade KITTI, detektor trénovaný datasetom CBCL
označuje zelená farba. Čiernou sú vyznačené ignorované oblasti (nákladné vozidlá, prípadne
príliš malé objekty) a tmavozelená označuje ground truth. Zdroj: [22]
snímok, ako sú rozmazanie, či úpravy jasu a kontrastu. Zistil som, že použitie týchto modifi-
kácií pri dodatočnom spracovávaní nemá takmer žiadny vplyv na výsledný čas generovania.
Malé rozdiely v nameraných časoch sú spôsobené najmä tým, že nie je možné replikovať
úplne rovnaký dataset dvakrát. Niektoré výsledné snímky sú časovo mierne náročnejšie ako
ostatné, predovšetkým to závisí od zložitosti použitého modelu a konkrétnych nastavení
scény.
Nájdenie obdĺžnika ohraničujúceho automobil v snímku a orezanie výstupu na základe
neho je náročnejší úkon ako postprocessing. Preto sa aj na celkovom čase prejavuje vý-
raznejšie.
Najzdĺhavejšou časťou generovania výslednej snímky je renderovanie s textúrovaným
pozadím. Pri odstránení textúry oblohy a cesty sa podarilo skrátiť čas potrebný na vy-
tvorenie sady snímok takmer na polovicu. Táto úspora času je spôsobená tým, že Blender
pri trasovaní lúčov nemusí počítať odlesky okolia na modeli automobilu. Výsledné obrázky
však majú úplne prázdne pozadie a tak chýbajú odlesky na karosérii a sklách. Takéto
obrázky sú však takmer nepoužiteľné pre trénovanie detektora, keďže nemajú charakter re-
álnych snímok a obsahujú v obraze menší počet hrán. Výraznú časovú úsporu teda takýmto
spôsobom nemožno dosiahnuť. Úplné výsledky prvého výkonnostného testu sú prehľadne
uvedené v tabuľke 6.1.
Druhý výkonnostný test skúma vplyv základného rozlíšenia výslednej snímky (pred
orezaním na základe hĺbkovej mapy) na rýchlosť generovania. Podľa zistení toto rozlíšenie
ovplyvňuje výsledný renderovací čas vo veľkej miere, má však tiež vplyv aj na množstvo
detailov, ktoré obrázok obsahuje. Hoci nižšie použité rozlíšenie dosahuje výrazne lepší čas,
po orezaní výslednej snímky nemusí táto obsahovať v obraze dostatok detailov pre účely
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Obrázek 6.4: ROC krivka všesmerového detektoru natrénovaného na umelo vygenerovanej
dátovej sade. Vodorovná os predstavuje počet falošných detekcií na jednu snímku, vertikálna
os predstavuje takzvaný miss rate. Lepší výsledok predstavuje krivka bližšie ľavého dolného
rohu grafu. Zdroj: [22]
Renderovaná dátová sada Celkový čas Čas na obrázok
Základné nastavenia, bez rozmazania a efektov 38 min 7,252 s 4,57 s
Koeficient rozmazania 0,4 až 1,0 37 min 59,186 s 4,56 s
S efektami dodatočného spracovávania 37 min 24,521 s 4,49 s
Bez orezu snímky, uložená hĺbková mapa 33 min 14,559 s 3,99 s
Bez orezu snímky, neuložená hĺbková mapa 32 min 55,769 s 3,95 s
Bez aplikovaných textúr 20 min 36,881 s 2,47 s
Tabulka 6.1: Vplyv rozličných prvkov na renderovací čas; generovaná dátová sada pozostáva
z 500 obrázkov so základným rozlíšením 300× 300 pixelov
trénovania detektoru.
Tento experiment priniesol jedno prekvapivé zistenie. Základné rozlíšenie o hodnote
250× 250 pixelov dosahuje mierne lepší renderovací čas ako 200× 200 pixelov, takže sa javí
ako najlepší kompromis. Táto časová inverzia je spôsobená pravdepodobne tým, že Blender
pri renderovaní rozdeľuje výsledný obraz do štvorcových blokov, ktoré počíta a vykresľuje
nezávisle na sebe, v prípade presahu niektorých blokov výstup následne oreže podľa žiada-
ných rozmerov. Obrázky obidvoch spomínaných rozmerov pritom potrebujú na svoje úplné
vykreslenie rovnaký počet týchto blokov.
Detailné výsledky meraní výkonnosti sú prezentované v tabuľke 6.2.
Čo sa týka pamäťovej náročnosti, renderovací proces konzumuje pomerne veľké množstvo
operačnej pamäte. Informácie o aktuálnej a maximálnej spotrebe pamäte sú vypisované
Blenderom počas renderovania. Najvyššie hodnoty sa pri generovaní obrázkov so základ-
ným rozlíšením 300 × 300 pixelov pohybujú približne od 850 MB do 1 300 MB, najmä
v závislosti od zložitosti scény (množstvo odleskov, zložitosť textúr pozadia, prípadne in-
tenzita tieňov). Tieto pomerne vysoké hodnoty sú spôsobené tým, že si renderer prednačíta
do operačnej pamäte celú scénu, aj s momentálne nevyužívanými modelmi a textúrami.
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Rozlíšenie renderovaného obrázku Celkový čas Čas na obrázok
150× 150 px 14 min 18,528 s 1,72 s
200× 200 px 25 min 58,162 s 3,12 s
250× 250 px 24 min 0,980 s 2,88 s
300× 300 px 38 min 7,252 s 4,57 s
350× 350 px 44 min 40,108 s 5,36 s
400× 400 px 49 min 11,817 s 5,90 s
Tabulka 6.2: Vplyv základného rozlíšenia renderovaných snímok na renderovací čas; gene-
rovaná dátová sada pozostáva z 500 obrázkov so základnými nastaveniami
V dnešnej dobe spotreba pamäte nepredstavuje zásadnú limitáciu a tak som uvážil, že
v tejto oblasti nie je nutné vykonávať žiadne optimalizácie.
6.4 Vernosť zobrazenia syntetického videa
Objektívne analyzovať použiteľnosť videa synteticky generovaného na pozadí z reálneho
života je pomerne zložité. Jednak chýbajú podobným spôsobom generované realistické vi-
deozáznamy pre priame porovnanie, rovnako tiež v súčasnej dobe doposiaľ nebol výstup
generátora použitý na spresnenie žiadneho analyzátora dopravy. Generované videá tiež nie
sú pre takýto softvér priamym prvotným vstupom, ako to bolo u generátora statických
obrázkov pre trénovanie detektorov. Prípadný softvér pre analýzu dopravy sa musí prv
naučiť spracovať a využiť dodatočné anotačné údaje, ktoré sú dôležitou súčasťou takéhoto
videozáznamu a práve oni majú za úlohu spresniť jeho činnosť nad reálnymi dátami. Od-
hadujem, že predovšetkým využitie informácií o tieňoch v obraze, či umiestnení a rýchlosti
automobilov prispejú k tomuto spresneniu najväčšou mierou.
Preto momentálne zrejme jediným spôsobom, ako vyhodnotiť toto syntetické video, je
subjektívne vizuálne porovnanie s reálnymi videoklipmi zachycujúcimi skutočnú premávku.
Toto porovnanie však nie je úplne jednoznačné. Závisí najmä na zladení nasvetlenia gene-
rovanej scény a svetelných podmienok fotografie tvoriacej pozadie. Ovplyvniť verný dojem
z výsledného videa však môžu aj ďalšie faktory, ako napríklad kvalita fotografie slúžiacej
ako pozadie či správanie sa generovanej premávky.
Dovolím si však tvrdiť, že pri vhodnom nastavení parametrov generovaného syntetic-
kého videa je možné dosiahnuť kvalitný výsledok s vysokou mierou vernosti zobrazenia.
Porovnanie snímky z umelo vytvoreného videa so snímkou z reálneho videa, oboch zachy-
távajúcich dané konkrétne miesto, je na obrázku 6.5. Subjektívne vyhodnotenie vernosti
zobrazených snímok ponechám na čitateľa.
6.5 Výpočtová náročnosť generovania syntetického videa
Časová náročnosť pri generovaní videí s 24 snímkami za sekundu je oproti vytváraniu sady
statických snímkov podstatne vyššia. Na minútu syntetického videozáznamu je tak nutné
vyrenderovať 1 440 snímok, podľa vstupnej fotografie často s vysokým rozlíšením. Hodnota
24 snímok za sekundu bola zvolená ako kompromis medzi rýchlosťou generovania a vizuál-
nou plynulosťou výsledného videa. Oproti štandardnej hodnote 30 snímok za sekundu tak
predstavuje úspora na minúte videa celých 360 snímok.
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Obrázek 6.5: Porovnanie syntetického videa (hore) s reálnym videom (dole) z rovnakého
miesta
Čas potrebný na vygenerovanie jednej snímky videa závisí predovšetkým od počtu au-
tomobilov aktuálne sa nachádzajúcich v obraze a teda nepriamo od hustoty generovanej
premávky. Blender priebežne vypisuje čas renderovania jednotlivých snímok a tak bolo
možné jednoducho odhaliť túto závislosť. Snímky, ktoré neobsahujú žiadny automobil bý-
vajú pri rozlíšení 854 × 480 pixelov vytvorené za čas pod jednu sekundu – priemerný čas
dosahuje hodnotu približne 0, 92 sekundy. Vyrenderovanie snímok s piatimi vozidlami trvá
priemerne približne 3,26 sekundy. Čas potrebný na vytvorenie obrázku s 10 autami dosahuje
v priemere až 7,63 sekundy.
Prehľadnejšou charakteristikou časovej náročnosti je čas potrebný na vytvorenie vzoro-
vého videa určitej dĺžky. Tento údaj je prakticky využiteľnejší ako čas generovania jednej
snímky vzhľadom na počet obsiahnutých vozidiel. Merania výkonnosti prebehli na rovna-
kom referenčnom stroji ako v prípade generátora statických snímkov. Zvolil som referenčnú
vstupnú fotografiu, slúžiacu ako pozadie videí pre všetky merania. Následne som zazname-
nal čas potrebný pre vygenerovanie videoklipov o dĺžke jednej minúty s rovnakými svetel-
nými podmienkami a konfiguráciou scény, no s rozdielnymi nastaveniami hustoty premávky.
Pre porovnanie bola hustota premávky nastavená v prvom prípade na najnižší možný stu-
peň, v druhom na najvyšší. Pre zistenie časovej úspory pri počítaní jednoduchších odleskov
bol test zopakovaný so zakázanou textúrou oblohy slúžiacou ako ich hlavný zdroj. Tabuľka
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6.3 predstavuje súhrn nameraných časov.
Z výsledkov je žiaľ zrejmé, že tvorba takéhoto videa je veľmi pomalá, najmä pri nasta-
vení hustejšej premávky. Napriek tomu, že testy prebiehali na výkonnom počítači, tvorba
dostatočne dlhého videa trvá neúnosne dlhú dobu. Prijateľný čas tvorby jednej snímky,
niečo vyše jednej sekundy, sa dostavil len pri najnižšej možnej hustote premávky. Preto je
nutné zvážiť, či výhody, ktoré so sebou prinášajú detailné anotačné údaje takto vytvoreného
videa, vyvážia dlhú dobu potrebnú na jeho vyrenderovanie.
Hustota premávky Celkový čas Priemerný čas na snímku
Riedka premávka (s textúrou) 31 min 18,19 s 1,30 s
Hustá premávka (s textúrou) 2 h 38 min 13,21 s 6,59 s
Riedka premávka (bez textúry) 35 min 11,18 s 1,47 s
Hustá premávka (bez textúry) 2 h 17 min 43,26 s 5,74 s
Tabulka 6.3: Čas potrebný na vygenerovanie jednej minúty videa s rozlíšením 854 × 480
pixelov z referenčnej fotografie pri rôznych nastaveniach hustoty premávky a textúrovania
pozadia
Pri analýze výkonnosti predchádzajúceho nástroja sa prejavil pomerne značný vplyv
textúry oblohy na renderovací čas. V tomto prípade sa táto textúra nevykresľuje a slúži
len na tvorbu realistickejších odleskov na automobiloch. Pravdepodobne preto nevplýva
na renderovací čas vo veľkej miere. Znateľný časový rozdiel sa objavil len pri generovaní
hustej premávky, pri riedkej premávke vypnutie tejto textúry dobu potrebnú na vytvorenie
videa dokonca predĺžilo. Je však nutné opäť podotknúť, že nie je možné vygenerovať dve
identické videá a preto vznikajú časové odchýlky spôsobené rozdielnym celkovým počtom
áut v jednotlivých snímkach.
Pamäťová náročnosť nástroja pre generovanie videí je vzhľadom na podobný počet ob-
jektov v scéne porovnateľná s pamäťovou náročnosťou predchádzajúceho nástroja. Hodnoty
spotreby pamäte sa pohybujú približne od 800 MB do 1 100 MB. Mierne nižšie hodnoty sú
spôsobené menším počtom uložených textúr v scéne. Používa sa len jediná textúra okolia
simulujúca odlesky na karosérii, na rozdiel od väčšieho množstva textúr oblohy a cesty.
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Kapitola 7
Možné rozšírenia a pokračovanie
vývoja projektu
Obidva nástroje som navrhoval a vytváral tak, aby boli v prípade potreby jednoducho
rozšíriteľné a doplniteľené o ďalšiu funkcionalitu. Najzákladnejším a najjednoduchším rozší-
rením, týkajúcim sa oboch nástrojov, je zvýšenie počtu používaných modelov automobi-
lov. V prípade dostupnosti vhodných kvalitných 3D modelov tak jednoduchým spôsobom
vzrastie variabilita produkovaných výsledkov, čo má priamy vplyv na zlepšenie ich ďalšej
použiteľnosti. Vhodné bude najmä rozšíriť paletu modelov vozidiel o nákladné automobily,
autobusy, prípadne vozidlá s prívesmi. Pridaním ďalších objektov do scény síce vzrastie
pamäťová náročnosť, no rozšírenie do určitej únosnej medze (pri predpokladanom spúšťaní
na výkonných strojoch je táto pomerne vysoko) je žiadúce.
Ďalším vylepšením obidvoch nástrojov, ktoré by mohlo výrazne prispieť k vernejšej si-
mulácii reality je rozsvietenie svetiel automobilov, rovnako zadných ako aj predných svetlo-
metov. Vzhľadom na nutnosť denného svietenia vo väčšine európskych krajín takáto úprava
nájde opodstatnenie aj pri generovaní obrázkov a videí z denného prostredia. Táto úprava
je však vzhľadom na úpravy scény pomerne netriviálna. Je nutné ku každému modelu
pridať a vhodne nastaviť minimálne 4 zdroje osvetlenia predstavujúce svetlá, častokrát
modifikovať materiály použité na kryty svetiel, či dokonca domodelovať svetlám paraboly
usmerňujúce ich žiarenie. Vzhľadom na veľký vplyv na charakter produkovaných výsledkov
je však vhodné toto rozšírenie implementovať v blízkej dobe medzi prvými.
V záberoch z reálnej premávky sa často automobily objavujú v zornom poli čiastočne
prekryté inými autami, málokedy je v zábere auto úplne celé. Prejavuje sa to najmä ak
ide o hustú mestskú premávku a pohľad z rôznych uhlov, nie priamo zozadu. Preto je
vhodné do pozitívnej trénovacej sady detektoru automobilov zahrnúť aj obrázky s čiastočne
prekrytými vozidlami. Možnosť vytvárať umelé snímky automobilov s čiastočným prekrytím
by bola pre variabilitu výstupu generátora určite prospešná. Úplne ideálne by bolo mať
možnosť percentuálne definovať žiadanú mieru prekrytia a túto zaznačiť aj do anotačných
údajov.
Pokiaľ ide o generovanie syntetických videí, vhodným pokračovaním bude vytvoriť mož-
nosť lepšie parametrizovateľného generovania premávky. V súčasnosti je možné definovať
len jej hustotu v diskrétnych stupňoch a rýchlosť. Algoritmus, ktorý premávku na základe
týchto vstupov generuje, je pomerne jednoduchý a chýba mu určitá miera umelej inteli-
gencie. Bolo by vhodné generovanie premávky naviazať na simulačný model, ktorý by bol
schopný produkovať zložitejšie dopravné situácie. Jednalo by sa napríklad o schopnosť au-
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tomobilov adaptívne spomaľovať, prípadne meniť jazdné pruhy. Ideálna by bola možnosť
špecifikovať rôzne stratégie generovania premávky – od dopravnej zápchy po simuláciu ply-
nulej diaľničnej premávky.
Samozrejme je tu tiež priestor pre najrôznejšie ďalšie optimalizácie a menšie úpravy,




Cieľom tejto diplomovej práce bolo oboznámiť sa s problematikou detekcie vozidiel v obra-
ze a možnosťami tvorby umelých dátových sád pre trénovanie detektorov automobilov.
Na základe zistených poznatkov som navrhol a implementoval dvojicu robustných a široko
konfigurovateľných nástrojov pre vytváranie trénovacích dát a simulovanie umelej premávky
vo videu.
Práca úzko nadväzuje na článok publikovaný na konferencii Spring Conference on Com-
puter Graphics 2014 [22] a ďalej pokračuje v ním započatom výskume.
Vytvorený generátor dátovej sady pozostávajúcej zo syntetizovaných obrázkov automo-
bilov ponúka možnosť v krátkom čase bez námahy získať veľké množstvo kvalitných, bohato
anotovaných trénovacích dát. Produkuje realistický výstup a je vhodný pre trénovanie au-
tomobilových detektorov.
Použiteľnosť jeho výstupu bola overená na referenčnom detektore automobilov sníma-
ných pohľadom zozadu. Vzhľadom na to, že pre natrénovanie nebola použitá ani jedna
reálna fotografia, pri testovaní nad reálnymi testovacími dátami dosiahol úctyhodnú úspeš-
nosť detekcie 86% pri zachovaní nízkej miery falošnej detekcie. V teste dokázal poraziť dva
konkurenčné reálne trénovacie datasety a dobre si viedol aj pri natrénovaní všesmerového
detektoru vozidiel.
Druhý navrhnutý nástroj generuje z jedinej vstupnej snímky dopravnej komunikácie
bohato prispôsobiteľné video s umelo doplnenou premávkou. Je doplnené veľkou škálou
anotačných dát, ktoré majú aj obrazový charakter, pre účely zdokonaľovania programov
na analýzu dopravnej situácie. Pri zachovaní nízkej hustoty premávky je výstup produko-
vaný v pomerne uspokojivom čase, no s hustotou požadovanej dopravy žiaľ časová náročnosť
výrazne narastá.
Ak mám prácu zhrnúť, určite je pre oblasť analýzy dopravy prínosom. Jedná sa o mo-
derný, zaujímavý a minimálne v prípade generátora statických trénovacích snímok nená-
ročný spôsob zberu anotovaných údajov. Výsledky naznačujú vysokú použiteľnosť umelo
generovaných obrazových dát pre účely detekcie automobilov, teda je možné sa týmto sme-
rom v budúcnosti viac uberať.
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• Balíček obsahujúci inštaláciu Blenderu, súbory so scénami a skripty potrebné na spú-
šťanie oboch nástrojov v adresári /blender/
• Táto práca vo formáte PDF v adresári /sprava/
• Zdrojové súbory tohoto dokumentu v systéme LATEXv adresári /sprava/latex/
• Ukážku generovaného výstupu oboch nástrojov v adresári /examples/
• Vzorovú sadu vstupných fotografií pre generátor syntetických videí v adresári /input/
• Plagát prezentujúci túto prácu vo formáte PDF v adresári /plagat/
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Příloha B
Užívateľský manuál ku generátoru
statických snímok
Nutnými súčasťami pre beh generátora sú nainštalovaný (prípadne len rozbalený) Blender
vo verzii 2.68+ doplnený o Python modul PyPNG, súbor so scénou scene.blend a obslužný
skript batch.py. Skript pobeží na ľubovoľnej platforme, ktorú podporuje Blender, priložený
balíček obsahuje Blender vo verzii 2.69 pre 64-bit Windows. Bol otestovaný na systéme
Windows 8.1 x64.
Príklad spustenia: blender.exe -b scene.blend -P batch.py -- total=100
dir=C:/directory camx=0..45 camy=0..10;20;25..27 sunx=90 suny=10;20..25
suni=1..3 blur=0.4 dof
Popis parametrov
Prvých 5 parametrov je nutné uviesť v nasledujúcom presnom poradí: -b <súbor so
scénou> -P <súbor so skriptom> -- <<parametre skriptu>>
Dve pomlčky na konci sú nutné a oddeľujú parametre Blenderu od parametrov spraco-
vávaných len obslužným skriptom, samotný Blender ich ignoruje. Všetky parametre obslu-
žného skriptu je nutné písať bez medzier okolo znamienka rovnosti. Na ich poradí nezáleží.
Žiadny z nich nie je povinný, pri vynechaní sa použije implicitná hodnota. Ak nie je špeci-
fikované inak, u číselných parametrov sa očakávajú celočíselné hodnoty.
total=N Počet vygenerovaných obrázkov s autami. Model auta sa vyberá náhodne zo všet-
kých dostupných. Vygenerované súbory sú vo formáte PNG a sú číslované od 1 vyššie.
Predvolená hodnota: 1
dir=directory Adresár, v ktorom bude uložený výstup. Možno uviesť absolútnu cestu,
aj relatívnu vzhľadom na umiestnenie súboru blender.exe. V prípade, že adresár obsahuje
medzeru, je nutné uviesť celý parameter v úvodzovkách, napríklad "dir=moj adresar".
Predvolená hodnota: export
camx=M..N;K Horizontálny uhol, prípadne rozsah uhlov kamery v stupňoch. Hodnota 0◦
znamená pohľad spoza auta v smere jazdy. Kladné hodnoty presúvajú kameru po kružnici
doprava, záporné doľava. V prípade uvedenia jedinej hodnoty budú všetky generované auto-
mobily v sade snímané z tohoto uhla. V prípade uvedenia dvoch hodnôt oddelených dvomi
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bodkami bude každé auto v sade snímané z uhla náhodne vygenerovaného z daného roz-
sahu. Uhly v rozsahu sú generované s rozlíšením 0,1 stupňa. V prípade uvedenia viacerých
hodnôt alebo intervalov sú tieto oddelené bodkočiarkami. Počet hodnôt je neobmedzený,
za poslednou nenasleduje bodkočiarka.
Predvolená hodnota: 0. .359
camy=M..N;K Vertikálny uhol, prípadne rozsah uhlov kamery v stupňoch. Hodnota 0◦
znamená pohľad kolmo zboku na stred auta. Kladné hodnoty presúvajú kameru po kružnici
vyššie, 90◦ znamená pohľad na auto kolmo zhora. V prípade uvedenia jedinej hodnoty
budú všetky generované automobily v sade snímané z tohoto uhla. V prípade uvedenia
dvoch hodnôt oddelených dvomi bodkami bude každé auto v sade snímané z uhla náhodne
vygenerovaného z daného rozsahu. Uhly v rozsahu sú generované s rozlíšením 0,1 stupňa.
V prípade uvedenia viacerých hodnôt alebo intervalov sú tieto oddelené bodkočiarkami.
Počet hodnôt je neobmedzený, za poslednou nenasleduje bodkočiarka.
Predvolená hodnota: 0. .90
sunx=M..N;K Azimut (horizontálny uhol), z ktorého svieti slnko, v stupňoch. Hodnota 0◦
znamená slnko za autom, 90◦ kolmo na pravej strane. Prípadný tieň je vrhaný na opačnú
stranu. Každé auto v sade bude generované s náhodne vybratou pozíciou slnka zo zadaného
rozsahu. V prípade uvedenia viacerých hodnôt alebo intervalov sú tieto oddelené bodko-
čiarkami. Počet hodnôt je neobmedzený, za poslednou nenasleduje bodkočiarka.
Predvolená hodnota: 90
suny=M..N;K Parameter určuje, ako vysoko je slnko nad obzorom. Hodnota 0 znamená
slnko kolmo hore (poludnie, vrhané tiene sú krátke), hodnota 89 predstavuje slnko na obzore
(šero, západ slnka, vrhané tiene sú dlhé). Každé auto v sade bude generované s náhodne
vybratou pozíciou slnka zo zadaného rozsahu. V prípade uvedenia viacerých hodnôt alebo
intervalov sú tieto oddelené bodkočiarkami. Počet hodnôt je neobmedzený, za poslednou
nenasleduje bodkočiarka.
Predvolená hodnota: 20
suni=M..N;K Intenzita slnka. Celočíselná hodnota v rozmedzí 0 až 5 vrátane. Hodnota
0 znamená zamračené bez ostrých tieňov, postupne sa intenzita zvyšuje až po hodnotu 5,
ktorá predstavuje silné horské slnko vrhajúce ostré tiene. Každé auto v sade bude generované
s náhodne vybratou intenzitou slnka zo zadaného rozsahu. V prípade uvedenia viacerých
hodnôt alebo intervalov sú tieto oddelené bodkočiarkami. Počet hodnôt je neobmedzený,
za poslednou nenasleduje bodkočiarka.
Predvolená hodnota: 2
blur=R Maximálna intenzita rozmazania automobilu pohybom, koeficient Blur Factor
v Blenderi. Reálne číslo v rozmedzí 0,0 až 1,0. Hodnoty koeficientu rozmazania budú ge-
nerované náhodne v rozsahu 0 až táto hodnota. Ak je tento parameter vynechaný alebo
nastavený na 0, nepoužije sa rozmazanie vôbec.
dof Ak je zadaný tento parameter, obrázok, z ktorého bude vytvorená výsledná oblasť
záujmu, bude simulovať efekt Depth of Field, teda rozmazanie objektov v popredí a za au-
tomobilom.
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S=R Hodnota saturácie pre dodatočné spracovanie generovaných obrázkov. Reálne číslo
v rozmedzí 0,0 až 2,0. Ak je tento parameter vynechaný alebo nastavený na 1,0, hodnota
saturácie sa nezmení.
Predvolená hodnota: 1,0
V=R Hodnota color value pre dodatočné spracovanie generovaných obrázkov. Reálne číslo
v rozmedzí 0,0 až 2,0. Ak je tento parameter vynechaný alebo nastavený na 1,0, hodnota
value sa nezmení.
Predvolená hodnota: 1,0
brightness=M..N;K Hodnota jasu pre dodatočné spracovanie generovaných obrázkov. Ce-
ločíselná hodnota v rozsahu −50 až 50. Kladné hodnoty obrázok zosvetľujú, záporné stma-
vujú. Ak je tento parameter vynechaný alebo nastavený na 0, hodnota jasu sa nezmení.
Hodnota sa pre každé auto sady generuje náhodne zo zadaného rozsahu. V prípade uve-
denia viacerých hodnôt alebo intervalov sú tieto oddelené bodkočiarkami. Počet hodnôt je
neobmedzený, za poslednou nenasleduje bodkočiarka.
Predvolená hodnota: 0
contrast=M..N;K Hodnota kontrastu pre dodatočné spracovanie generovaných obrázkov.
Celočíselná hodnota v rozsahu −50 až 50. Kladné hodnoty kontrast zvyšujú, záporné
znižujú. Ak je tento parameter vynechaný alebo nastavený na 0, hodnota kontrastu sa
nezmení. Hodnota sa pre každé auto sady generuje náhodne zo zadaného rozsahu. V prí-
pade uvedenia viacerých hodnôt alebo intervalov sú tieto oddelené bodkočiarkami. Počet
hodnôt je neobmedzený, za poslednou nenasleduje bodkočiarka.
Predvolená hodnota: 0
colh=R..S;T Hodnota hue farebného modelu HSV pre farbu karosérie auta. Reálne číslo
v rozmedzí 0,0 až 1,0. Hodnota sa pre každé auto sady generuje náhodne zo zadaného roz-
sahu. Ak je tento parameter vynechaný, berie sa do úvahy pri generovaní farby plný rozsah
hue. V prípade uvedenia viacerých hodnôt alebo intervalov sú tieto oddelené bodkočiar-
kami. Počet hodnôt je neobmedzený, za poslednou nenasleduje bodkočiarka.
Predvolená hodnota: 0,0. .1,0
cols=R..S;T Hodnota saturation farebného modelu HSV pre farbu karosérie auta. Reálne
číslo v rozmedzí 0,0 až 1,0. Hodnota sa pre každé auto sady generuje náhodne zo zadaného
rozsahu. Ak je tento parameter vynechaný, berie sa do úvahy pri generovaní farby plný
rozsah saturation. V prípade uvedenia viacerých hodnôt alebo intervalov sú tieto oddelené
bodkočiarkami. Počet hodnôt je neobmedzený, za poslednou nenasleduje bodkočiarka.
Predvolená hodnota: 0,0. .1,0
colv=R..S;T Hodnota value farebného modelu HSV pre farbu karosérie auta. Reálne číslo
v rozmedzí 0,0 až 1,0. Hodnota sa pre každé auto sady generuje náhodne zo zadaného roz-
sahu. Ak je tento parameter vynechaný, berie sa do úvahy pri generovaní farby plný rozsah
value. V prípade uvedenia viacerých hodnôt alebo intervalov sú tieto oddelené bodkočiar-
kami. Počet hodnôt je neobmedzený, za poslednou nenasleduje bodkočiarka.
Predvolená hodnota: 0,0. .1,0
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L=R..S;T Koeficient pre úpravu dĺžky modelu auta oproti normálu. Reálne číslo v roz-
medzí 0,5 až 2,0. Hodnota vyššia ako 1 auto predlžuje, nižšia skracuje. Hodnota sa pre každé
auto sady generuje náhodne zo zadaného rozsahu. Ak je tento parameter vynechaný, dĺžka
auta sa nezmení. V prípade uvedenia viacerých hodnôt alebo intervalov sú tieto oddelené
bodkočiarkami. Počet hodnôt je neobmedzený, za poslednou nenasleduje bodkočiarka.
Predvolená hodnota: 1,0
W=R..S;T Koeficient pre úpravu šírky modelu auta oproti normálu. Reálne číslo v roz-
medzí 0,5 až 2,0. Hodnota vyššia ako 1 auto rozširuje, nižšia zužuje. Hodnota sa pre každé
auto sady generuje náhodne zo zadaného rozsahu. Ak je tento parameter vynechaný, šírka
auta sa nezmení. V prípade uvedenia viacerých hodnôt alebo intervalov sú tieto oddelené




Užívateľský manuál ku generátoru
syntetického videa
Nutnými súčasťami pre beh generátora sú nainštalovaný (prípadne len rozbalený) Blender
vo verzii 2.68+ doplnený o Python modul PyPNG, súbor so scénou video.blend a obslužný
skript videosynth.py. Skript pobeží na ľubovoľnej platforme, ktorú podporuje Blender,
priložený balíček obsahuje Blender vo verzii 2.69 pre 64-bit Windows. Bol otestovaný na
systéme Windows 8.1 x64.
Príklad spustenia: blender.exe -b video.blend -P videosynth.py -- len=120
imgbase=IMG 00002 vp1=518.72;-91.2094 vp2=-31512.4;-159.036 farend=1
intensity=4 sunx=85 suny=50 suni=8 colh=0.2..0.4;0.75
Popis parametrov
Prvých 5 parametrov je nutné uviesť v nasledujúcom presnom poradí: -b <súbor so
scénou> -P <súbor so skriptom> -- <<parametre skriptu>>
Dve pomlčky na konci sú nutné a oddeľujú parametre Blenderu od parametrov spraco-
vávaných len obslužným skriptom, samotný Blender ich ignoruje. Všetky parametre obsluž-
ného skriptu je nutné písať bez medzier okolo znamienka rovnosti. Na ich poradí nezáleží.
Povinnými parametrami sú imgbase, vp1 a vp2. Ak parameter nie je povinný, pri vyne-
chaní sa použije implicitná hodnota. Ak nie je špecifikované inak, u číselných parametrov
sa očakávajú celočíselné hodnoty.
Nástroj pre správne fungovanie očakáva trojicu vstupných obrázkov vo formáte PNG,
pričom musia ležať v rovnakom adresári a záleží na ich pomenovaní. Cesta a základ názvu
obrázkov (bez prípony) sú špecifikované parametrom imgbase. Obrázok slúžiaci ako pozadie
musí mať názov končiaci príponou back, obrázok so špecifikáciou jazdných pruhov musí
končiť príponou lanes3D a obrázok s maskou príponou mask. Jazdné pruhy v priamom
smere sú vyznačené tenkou zelenou čiarou, v protismere červenou. Pre maskovanie je použitá
purpurová farba #FF00FF.
imgbase=image Cesta a základ názvu vstupných obrázkov. Možno uviesť absolútnu cestu,
aj relatívnu vzhľadom na umiestnenie súboru blender.exe. V prípade, že adresár obsa-
huje medzeru, je nutné uviesť celý parameter v úvodzovkách, napríklad "imgbase=moj
adresar/moj obrazok".
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vp1=R;S Súradnice prvého úbežníku. Dve reálne čísla oddelené bodkočiarkou. Prvá pred-
stavuje absolútnu súradnicu v pixeloch na horizontálnej osi, druhá na vertikálnej osi. Bod
[0; 0] predstavuje ľavý horný roh vstupného obrázku.
vp2=R;S Súradnice druhého úbežníku. Dve reálne čísla oddelené bodkočiarkou. Prvá pred-
stavuje absolútnu súradnicu v pixeloch na horizontálnej osi, druhá na vertikálnej osi. Bod
[0; 0] predstavuje ľavý horný roh vstupného obrázku.
len=N Dĺžka generovaného videa v sekundách. Výsledné video je vo formáte H.264.
Predvolená hodnota: 10
dir=directory Adresár, v ktorom bude uložený výstup. Možno uviesť absolútnu cestu,
aj relatívnu vzhľadom na umiestnenie súboru blender.exe. V prípade, že adresár obsahuje
medzeru, je nutné uviesť celý parameter v úvodzovkách, napríklad "dir=moj adresar".
Predvolená hodnota: export
farend=N Parameter určuje koniec trajektórie generovaných automobilov vo forme vzdia-
lenosti v pixeloch od hornej hrany vstupného obrázku na úrovni jeho horizontálneho stredu.
Celočíselná hodnota v rozmedzí 0 až výška vstupného obrázku v pixeloch.
Predvolená hodnota: jedna tretina výšky vstupného obrázku
empty=N Počet sekúnd zo začiatku videa, kedy sa ešte negeneruje žiadna premávka. Ro-
zumný rozsah predstavuje 0 až celkovú dĺžku videa.
Predvolená hodnota: 0
intensity=N Stupeň intenzity generovanej premávky. Celočíselná hodnota v rozmedzí
1 až 5 vrátane. Hodnota 1 predstavuje najredšiu možnú premávku (vozidlo generované
na jazdný pruh každých 7 až 15 sekúnd), hodnota 5 najhustejšiu (vozidlo generované
na jazdný pruh každých 0,5 až 1,5 sekundy).
Predvolená hodnota: 4
speed=N Základná rýchlosť vozidiel v celých km/h. Generované vozidlá budú nadobúdať
náhodne generovanú rýchlosť z rozsahu ±10 km/h vzhľadom na túto hodnotu. Výsledná
rychlosť každého vozidla v km/h sa zapisuje do anotačného súboru. Minimálna podporovaná
hodnota je 20, maximálna 200.
Predvolená hodnota: 90
palette Parameter vynúti používanie preddefinovanej palety farieb áut založenej na často
používaných reálnych farbách. Ak je zadaný tento parameter, parametre pre špecifikovanie
farebných zložiek farby karosérie sa ignorujú.
sunx=N Azimut (horizontálny uhol), z ktorého svieti slnko, v stupňoch. Hodnota 0◦ zna-
mená slnko svietiace v smere jazdných pruhov, 90◦ kolmo na tento smer. Prípadný tieň je
vrhaný na opačnú stranu. S touto zadanou pozíciou slnka sa generuje celé video.
Predvolená hodnota: 0
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suny=N Parameter určuje, ako vysoko je slnko nad obzorom. Hodnota 0 znamená slnko
kolmo hore (poludnie, vrhané tiene sú krátke), hodnota 89 predstavuje slnko na obzore
(šero, západ slnka, vrhané tiene sú dlhé). S touto zadanou pozíciou slnka sa generuje celé
video.
Predvolená hodnota: 0
suni=N Intenzita slnka. Celočíselná hodnota v rozmedzí 0 až 12 vrátane. Hodnota 0 zna-
mená zamračené bez ostrých tieňov, postupne sa intenzita zvyšuje až po hodnotu 12, ktorá
predstavuje silné horské slnko vrhajúce prudké tiene. S touto zadanou intenzitou slnka sa
generuje celé video.
Predvolená hodnota: 4
hard V prípade, že je zadaný tento parameter, vypne sa používanie Environment Light,
charakter nasvetlenia scény sa zmení a produkované tiene budú tvrdé. V predvolenom
nastavení sa tento parameter nepoužíva a vrhané tiene sú mäkké.
colh=R..S;T Hodnota hue farebného modelu HSV pre farby karosérií áut. Reálne číslo
v rozmedzí 0,0 až 1,0. Hodnota sa pre každé auto vo videu generuje náhodne zo zadaného
rozsahu. Ak je tento parameter vynechaný, berie sa do úvahy pri generovaní farieb plný
rozsah hue. V prípade uvedenia viacerých hodnôt alebo intervalov sú tieto oddelené bod-
kočiarkami. Počet hodnôt je neobmedzený, za poslednou nenasleduje bodkočiarka.
Predvolená hodnota: 0,0. .1,0
cols=R..S;T Hodnota saturation farebného modelu HSV pre farby karosérií áut. Reálne
číslo v rozmedzí 0,0 až 1,0. Hodnota sa pre každé auto vo videu generuje náhodne zo za-
daného rozsahu. Ak je tento parameter vynechaný, berie sa do úvahy pri generovaní farieb
plný rozsah saturation. V prípade uvedenia viacerých hodnôt alebo intervalov sú tieto odde-
lené bodkočiarkami. Počet hodnôt je neobmedzený, za poslednou nenasleduje bodkočiarka.
Predvolená hodnota: 0,0. .1,0
colv=R..S;T Hodnota value farebného modelu HSV pre farby karosérií áut. Reálne číslo
v rozmedzí 0,0 až 1,0. Hodnota sa pre každé auto vo videu generuje náhodne zo zadaného
rozsahu. Ak je tento parameter vynechaný, berie sa do úvahy pri generovaní farieb plný
rozsah value. V prípade uvedenia viacerých hodnôt alebo intervalov sú tieto oddelené bod-
kočiarkami. Počet hodnôt je neobmedzený, za poslednou nenasleduje bodkočiarka.
Predvolená hodnota: 0,0. .1,0
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