Abstract
Introduction
Several real-time signal processing applications require fast computation of matrix factorizations like the eigenvalue and the singular value decomposition. A variety of parallel architectures and algorithms proposed for the computation of these factorizations use Jacobi-like procedures which are amenable to parallel implementation [l] .Central to these Jacobi-like procedures is the transformation of 2 x 2 submatrices of the input data matrix. Coordinate Rotation Digital Computer (CORDIC) [2] algorithms, intended for the computation of inverse tangents and vector rotations, afford the required primitives. Cavallaro and Luk [3] , Delosme [4] , and Yang and Bohme [5] have demonstrated the use of CORDIC for real 2 x 2 matrix transformations. Recently, redundant and on-line CORDIC based approaches have been suggested by Ercegovac and Lang [6] and Lee and Lang [7] .
Arbitrary data matrices occur in time-frequency signal analysis, adaptive detection and high-resolution spectral estimation. The use of CORDIC for complex arithmetic was addressed by Hitotumatu [SI. Earlier work in applying CORDIC to complex matrix transformations is due to Deprettere and van der Veen [9] and Cavallaro and Elster [lo] . In [ll], Delosme suggested the use of implicit CORDIC (rotation angles are not explicitly computed) for two-sided unitary matrix transformations as required in the computation of the SVD of arbitrary matrices.
In this paper, we present a two-sided unitary matrix transformation structured to facilitate integrated evaluation and application through the use of CORDIC primitives. This two-sided transformation is a generalization of previous approaches and may used as an atomic step in parallel SVD and eigenvalue decomposition arrays implementing Jacobi-like algorithms. We discuss implementation alternatives in conventional (non-redundant) CORDIC and the redundant and online enhancements to CORDIC.
Jacobi-like Matrix Algorithms
Jacobi-like algorithms iteratively converge to the desired factorization (SVD, eigenvalue) of a given matrix A , through the application of suitable two-sided unitary (orthogonal for real matrices) matrix transformations to 2 x 2 sub-matrices of the input matrix as The diagonalizing two-sided transformation (l) , is central to parallel Jacobi-like algorithms for computing the SVD/eigenvalues of arbitrary/Hermitian matrices. However, for the SVD of arbitrary matrices, it may not always be possible to satisfy convergence constraints based on the parameters governing the transformation matrices while ensuring diagonalization [12] . An approach to guaranteed convergence is the completion of diagonalization in two steps, each of which requires a two-sided transformation like (2) under the relaxing constraints 8, = e,, dp = 0 6 , de = do and 6, = [12] . The two-step diagonalization may be implemented in a pipelined manner by changing the systolic schedule on the array given in [l] to decrease the overall computation time [14] . We denote the factors as inner and outer matrices with the obvious connotation, and the resulting transformations as the inner and outer transformations (different from inner rotations i. e outer transformation matrices with -a12 5 4,$ 5 a12 and outer rotations where a12 5 4, $ 5 3~1 2 ) .
Q Transformations
The versatility of the Q transformation lies in the judicious use of combinations of inner transformations to affect the arguments of the complex data elements while using the outer rotational transformation to achieve the desired final effect. Table 1 shows some choices for parameters of the inner transformation, e,, Op, 8, and 8,. The Z inner transformations cause the interchange of arguments along either diagonal while the R,C and D inner transformations, respectively, render the data elements along either row, column and diagonal, real. Lemma 1 Applying some combination of inner transformations is equivalent to applying a single inner transformation whose parameters are a sum of the corresponding pammeters of the transformations used, when the parameters of individual transformations are determined using the matriz resulting from application of the previous transformations.
In Table 2 CORDIC may be used to rotate (20, yo) through a given angle zo (U; is chosen to drive z to zero), or compute the inverse tangent of (yo/zo) (ui is chosen to drive y to zero and zn = tan;'(yO/zO)). Due to the nature of the recurrence relations (4), for data of n bit wordlength, no more than n iterations need be performed. Also, the final values of the variables z and y need to be corrected for an accumulated scale factor n-1 n-1 i=O ;=I 3 b"""l i=O
CORDIC and Complex Arithmetic
Walther [2] showed that the domain of convergence of CORDIC is limited by Om, , = 8 i . For a nonrepetitive sequence of angles Om, , sums to % 1.73 radians (99O). Once the angle 8 satisfies 181 > e,,,, the CORDIC algorithms no longer converge. It is necessary that the range of input variables be restricted so that the angles remain within the domain of convergence. Since the argument of a complex number has a range [-a,a], it is necessary, either to extend the range of convergence or use a modified representation for the complex data element. Either of the above methods may be employed to accurately represent the arguments of complex data elements. The advantage of using the modified polar coordinate representation is that no additional CORDIC iterations are necessary. However, the addition of arguments is not straightforward. A set of pre-processing rules is needed to handle the addition of complex arguments. The rules are tabulated in Table 3 , where H is the bit-value representing the halfplane of the argument, and 19 is the value of the argument restricted to the closed right half-plane. To handle subtraction of arguments, a unary negation is also defined. The sign of the modulus after argument addition depends on H (if H = 1, then the sign is negative since the modified polar coordinate representation (5 allows for negative moduli. On the other hand, using the extended range method simplifies argument addition, since the Daggett representation makes use of the wrap-around property of two's complement arithmetic and the argument is in the range [-n,n]. However, additional CORDIC iterations are necessary and the scale factor is different ( K , = 2Kn). 
Implementation of Q transformations
The computational primitives afforded by the CORDIC algorithms in the circular mode are vector rotations and rectangular-to-polar-coordinate conversions (inverse tangent computations). The structuring of Q transformations facilitates the use of these very primitives. We now show how evaluation (of parameters for the inner and outer transformations) and application, is integrated through the use of CORDIC.
Implementing Inner Transformations
We assume that the complex data elements of the input matrix are represented in rectangular coordinates. Since the inner transformation affects only the arguments of the complex data elements, it is convenient to first compute the polar coordinate representations of the data elements. The parameters for inner transformations may then be determined as they depend only on the arguments of the complex data elements (Ta bles 1,2). The inner transformation is accomplished by modifying the arguments of the data elements using the appropriate parameters. A transformation back to rectangular coordinates completes the inner transformation. Two CORDIC operations are required per data element to evaluate the parameters and apply the inner transformation.
Given the parameters, inner transformations may be applied using one CORDIC operation per data element by treating each data element as a vector in the complex plane and rotating it by an angle corresponding to the sum of the appropriate left and right inner transformation parameters. Figure 2 shows the steps in the integrated evaluation (of parameters) and application of inner transformations and Figure 3 outlines the application given the parameters.
In the particular cases of the inner transforma- Additionally, in the case of the Type I Q transformation, the arguments of the elements in the corresponding column are reduced by the arguments of the affected elements. Hence, two pairs of data elements may be identified, where an element of the pair is rendered real and the other is rotated in the complex plane by the negative of the argument of the former element. Vectoring the elements in the lower row of the columns and using the negative of the resulting sequence of os (cf. [7] -rotation angle in decomposed form) to drive the rotation of the data elements in the upper row, accomplishes the inner transformation Figure 4) . Also, in all three cases (Types I, I1 & 111), the inner parameters may be evaluated with an extra addition/subtraction-shift step following the application since they depend only on the arguments of the affected data elements which should now be available in the CORDIC z-registers. 
3.2.2
The outer transformation is essentially a two-sided rotation. Given the parameters (4, $J), there are two approaches outlined in the literature for application of two-sided rotations using CORDIC. From the arithmetic of complex numbers, it is easy to observe that the outer transformation may be applied indepenImplementing 0 ut er Transformat ions dently to the real and imaginary parts.
In the sequential approach [3] , columns and rows of the 2 x 2 matrix are treated as vectors for the left and right rotations, respectively, and a total of eight CORDIC operations (four each for the real and the imaginary parts) are required for application. Another scheme due to Yang and Bohme ( [5] , cf. Appendix A), requires only four vector rotations (two each for the real and the imaginary parts) along with additional arithmetic and scaling operations. Unlike the inner transformation, we cannot generalize the evaluation of parameters for the outer transformations. However, since diagonalization or triangularization is usually the aim of twesided unitary transformations, and the particular Q transformations listed in this paper typify both kinds, we restrict our discussion to the integrated evaluation and application of the respective outer transformations. Diagonalization is required in Types I1 and 111 Q transformations and the Type I Q transformation triangularizes the 2 x 2 matrix. Also, it may be seen from Table 2 that the Q transformations of Types I1 and 111 result in a real 2 x 2 matrix after the respective inner transformations are completed (the lower row is made real in the case of the Type I Q transformation).
In the literature, there are two methods available to compute the parameters required for the diagonalization of a real 2 x 2 matrix. Appendix A details the direct twuangle method for the diagonalization of real 2 x 2 matrices and the scheme due to Yang and Bohme [5] . A disadvantage of the direct twuangle method for diagonalization is that evaluation of the parame ters, which requires two additional CORDIC operations, necessarily precedes application. The scheme due to Yang and Bohme allows simultaneous evaluation and application, using two vector rotations, along with additional arithmetic and scaling operations and we adopt this scheme for the integrated evaluation of parameters and application of the outer transformations in the Types I1 and 111 Q transformations.
The outer transformation in a Type I Q transformation is a triangularization which requires a Givens rotation [13] . It may be treated as a one-sided right rotation with the angle parameter ($ for Type I Q transformation, see Table 2 ) determined by the lower row of the data matrix. Vectoring the lower row of the data matrix yields the parameter and achieves the desired result. However, the upper row (real and imaginary parts) also needs to be rotated by the angle parameter resulting from the vectoring operation. These operations may be done in parallel in a manner similar to the integrated evaluation and application of the inner transformation in the Type I Q transformation.
Thus, the outer transformations may be applied and the parameters required for the Types I, I1 and 111 Q transformations may be evaluated in at most four CORDIC operations (two for the real and two for the imaginary 2 x 2 component matrices).
Area and Time Complexity
To achieve maximum parallelism in the implementation of the Q transformations, four CORDIC modules are needed. Also, no more than four CORDIC modules are necessary to achieve maximum concurrency. However, a mechanism for distribution of the necessary parameters among the modules is necessary as adjacent modules may need to share parameters and exchange data. The proposed arrangement of CORDIC modules to implement a Q transformation is shown in Figure 6 .
Let TQ be the time required to compute a Q transformation. The time complexity analysis presented below is indicative of the maximum parallelism that can be achieved on the architecture of Figure 6 . Let TC be the time to compute a basic CORDIC operation. We know that eight CORDIC operations are necessary for the evaluation and application of the inner transformation i.e. two CORDIC operations per data element in general. If only application of the inner transformation is desired the number of CORDIC operations reduces to four in all, i.e. one CORDIC operation per data element. The same is true for the evaluation and application of inner transformations in OMay not apply to others than Types I, I1 k I11 tion of outer transformations (Types I1 & 111) , if the schemes due to Yang and Bohme are used. As mentioned in the previous section, three CORDIC operations are needed for the integrated evaluation and application of the Type I outer transformation. Table 4 summarizes the area and time requirements (expressed as a sum of the times for inner and outer transformations, respectively) for applying and/or evaluating parameters for Q transformations with conventional (non-redundant) CORDIC.
Scale Factor Correction
The scale factors, as accumulated at the end of the inner and outer transformations, respectively, for the various methods chosen for implementation, are shown in Table 4 . It is assumed that a modified polar coordinate representation of the complex argument is being used. If the extended range CORDIC algorithm is employed, K , should be replaced by K , = 2K,.
Scale-factor correction schemes, based on additional CORDIC-like iterations, are available to correct for K, and K i in 0.25Tc [3, 41. In the case of the extended range CORDIC algorithm an additional shift is necessary.
-Intermodular Data Bus 
Redundant and On-Line CORDIC
In [SI, Ercegovac and Lang present efficient implementations of CORDIC using redundant and online schemes which demonstrate considerable speedup over conventional (non-redundant) CORDIC hardware. The CORDIC recurrence relations are modified to eliminate the need for two shifters, and carrypropagate adders are replaced by redundant adders (carry-save or signed digit). This implies that the modified y-recurrence may only be estimated, necessitating the use of a selection function, depending on the redundant representation used, to ascertain the choice of us from the set { -l , O , 1). Also, the scale factor is now variable and dependent on the sequence of us chosen.
To overcome the variable scale factor problem, Takagi et. al. [17] , suggested a modification of the redundant CORDIC scheme to ensure a constant scale factor for sine and cosine computation. Lee and Lang [7] , extended the constant scale factor redundant scheme (CFR-CORDIC) due to Takagi e t al. for angle calculation and rotation. Both redundant and CFR-CORDIC have been applied to matrix triangularization and SVD [6] . We now describe the use of the methodology presented in [6] for computing the SVD of real 2 x 2 matrices as extended to the evaluation and application of the inner and outer transformations of a Q transformation. With CFR-CORDIC, the hardware to compute scale factors is obviated. Figure 7 shows an organization of redundant and on-line computation modules for the evaluation and application of Q transformations using redundant CORDIC. This is an extension of the diagonal and offdiagonal processor organization for the computation of the SVD described in [6] , since the evaluation of the outer transformation and its application is essentially equivalent to the diagonalization of a real 2 x 2 matrix in the case of Types I1 and I11 Q transformations and a triangularization for Type I Q transformations. The hardware module for the evaluation of 81 and er consists of a partial redundant CORDIC module pipelined with two stages and an on-line module to compute the decomposition digits y' and 7 ' . In addition, there are on-line modules to compute K l , K , and K, four partial on-line CORDIC rotation modules, an on-line multiplication module and eight (one for each of the two outputs of the four CORDIC rotation modules) on-line division and conversion to conventional representation modules. When compared to the hardware for the twesided real 2 x 2 matrix transformation in 
Implementing Outer Transformations

Implementing Inner Transformations
The inner transformations of Types 1-111 Q transformations depend on the arguments of two data elements. The hardware module for the evaluation of 01
and Or in Figure 7 may be utilized to evaluate these arguments. However, instead of the two angle parameters generated in the outer transformation, decomposition digits corresponding to the four inner transformation parameters need be computed. Therefore] internal to the angle evaluation module, an additional module for computing decomposition digits is necessary. Note that the computation of the inner parameters is similar to the evaluation of 81 and Or from Os, , and Odiff [SI. The application of the inner transformation may be treated as two consecutive rotations, corresponding to the left and right inner transformations, of each data element in the complex plane, and an organization similar to Figure 7 may be employed. However, the scale factor must be independently determined for each data element and the scaling factors corresponding to each of the four inner transformation parameters must be passed along the rows and columns. The time complexity is 5n + 10, since it is
Transformat ions similar to the implementation of the outer transformation.
Current Work
In the proposed redundant and on-line CORDIC implementations, both inner and outer transformations were applied sequentially as two consecutive rotations and the overhead due to evaluation was masked by the on-line nature of computations. However, the approaches were based on direct methods. It is possible to reduce the time required to compute inner and outer transformations, from 5n + 6 to 3n + 6 , by using the schemes due to Yang and Bohme and improving the concurrency of computations. This necessitates a scheme for the on-line summation of angles [18] . Also, newer redundant and on-line CORDICschemes [19, 20] may be employed to improve implementations.
Conclusions
In this paper we introduced a two-sided unit ary transformation ( Q transformation) structured to permit integrated evaluation and application using CORDIC primitives. The Q transformation was shown to be useful as an atomic operation in parallel arrays for computing the eigenvalue/singular value decomposition of Hermitian/arbitrary matrices and three specific Q transformations which are needed in such arrays were identified. Issues relating to the use of CORDIC for complex arithmetic were addressed and implementations in both conventional (non-redundant) CORDIC and redundant and on-line modifications to CORDIC were described.
If the time to compute a CORDIC operation in nonredundant CORDIC be Tc, the Q transformations identified in this paper may be evaluated and/or applied in 2Tc using 4 CORDIC modules for maximum concurrency. In either case, 0.5Tc is required to account for scale factor correction. Using an extension of the redundant and on-line CORDIC proposed by Ercegovac and Lang for computing the SVD of real 2 x 2 matrices] it was shown that a Q transformation may be evaluated and/or applied in w 10n i.e twice the time for a real 2 x 2 matrix diagonalization, where n is the desired bit-precision.
A.2 Yang and Bohme Diagonalization
This scheme reduces the computation required in the diagonalization. The principal advantage is that the evaluation of parameters for the rotational transformation is integrated with the application. However, a few additional arithmetic and scaling steps are necessary [SI.
A.2.1 Evaluation and Application
The following are first computed from the input : 
A.2.2 Application
As above, the following are first computed : 
