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Resumen
Se presenta una metodologı´a de seleccio´n de caracterı´sticas basada en el ana´lisis de independencia
estadı´stica y en el ana´lisis de componentes principales (PCA). Se emplean pruebas de hipo´tesis, y
se analizan las variantes lineal y no lineal de PCA; para el caso no lineal se utiliza un kernel RBF.
La metodologı´a esta´ orientada al ana´lisis acu´stico de voces con el fin de determinar la presencia de
algu´n grado de disfonı´a en registros de sen˜ales de voz tomados de personas adultas de la poblacio´n
urbana de la ciudad de Manizales, Colombia. Para la prueba de la metodologı´a, se comparan
los porcentajes de clasificacio´n obtenidos con el conjunto completo de caracterı´sticas y para el
conjunto reducido. Se utiliza una maquina de soporte vectorial (SVM) como clasificador.
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Abstract
A feature selection methodology based on statistical independence and principal components analy-
sis (PCA) is presented. Hypothesis tests are employed, and linear and no linear PCA are analyzed;
in no linear analysis, Kernel RBF was used. Methodology is oriented towards acoustic analysis
of voices in orden to detect any disphony degree in voice signals records from adult people of
urban population of Manizales, Colombia. To prove the methodology, classification percentages
obtained for complete and reduced feature sets are compared. A Support Vector Machine (SVM)
is used as classifier.
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Introduccio´n
El presente trabajo, recopila las actividades realizadas entorno a la Tesis de Maestrı´a en Automa-
tizacio´n Industrial realizada en el a´rea de procesamiento de sen˜ales de voz, especı´ficamente en se-
leccio´n de caracterı´sticas. Se desarrolla una metodologı´a de seleccio´n orientada al ana´lisis acu´stico
de voces, y tiene como bases el ana´lisis de independencia estadı´stica y el ana´lisis de componentes
principales, como herramientas para decidir que´ caracterı´sticas permiten determinar de mejor man-
era, la presencia de algu´n grado de disfonı´a a partir de una muestra poblacio´n de los adultos en la
ciudad de Manizales, Colombia.
Los ana´lisis fueron aplicados sobre diferentes conjuntos de caracterı´sticas, que fueron conforma-
dos teniendo en cuenta caracterı´sticas de dos naturalezas: caracterı´sticas de origen acu´stico, las
cuales poseen una interpretacio´n fı´sica, y caracterı´sticas de representacio´n, las cuales correspon-
den a la utilizacio´n de la transformada Ondita, y no tienen una interpretacio´n fı´sica relacionada.
La metodologı´a contempla la utilizacio´n de pruebas de hipo´tesis, correlacio´n de Spearman, y
ana´lisis de componentes principales, para determinar si determinada caracterı´sticas esta´ en ca-
pacidad de aportar informacio´n necesaria para la tarea de clasificacio´n. En cuanto al ana´lisis de
ix
componentes principales, se analizan las variantes de tipo lineal y no lineal, con el fin de determi-
nar la mejor representacio´n de los datos.
En el primer capı´tulo se expone la fisiologı´a del aparato fonador, aquı´ se brindan los conceptos
teo´ricos a cerca del proceso de produccio´n vocal por parte del aparato fonador humano, comple-
menta´ndolos con las clasificaciones fisiolo´gicas y linguisticas de los fonemas que conforman el
idioma castellano. Se presenta el concepto de patologı´a vocal, se resumen sus efectos, y se de-
scribe en especial la disfonı´a. De igual manera se describe el procedimiento de ana´lisis acu´stico
de voces y las utilidades de este en la valoracio´n de las sen˜ales de voz.
En el capı´tulo dos, se presentan los conceptos del procesamiento digital de sen˜ales que sirvieron de
soporte para el desarrollo del presente trabajo, se revisan las etapas de adquisicio´n y adecuamiento
de la sen˜al, su preprocesamiento, y finalmente se expone la representacio´n de la sen˜al partir de
conceptos matema´ticos como la transformada de Fourier y la transformada Ondita.
El capı´tulo tres trata la estimacio´n de las caracterı´sticas de la sen˜al de voz, presenta la base teo´rica
de su ca´lculo y analiza los algoritmos implementados para el presente trabajo.El capı´tulo cuatro,
presenta los procedimientos utilizados en la metodologı´a de seleccio´n de caracterı´sticas propuesta.
Se describen los procedimientos de independencia estadı´stica y ana´lisis de componentes princi-
pales.
Finalmente, el capı´tulo cinco describe el marco experimental realizado, se presentan las prue-
x
bas realizadas y sus correspondientes resultados. Se presentan tablas comparativas, que permiten
analizar los resultados obtenidos para las diferentes pruebas realizadas.
xi
Capı´tulo 1
Fisiologı´a del aparato Fonador
1.1 Aparato de voz
En general, se considera la voz como el sonido producido mediante la interaccio´n debida a la
vibracio´n de las cuerdas vocales y la articulacio´n ejecutada en las cavidades superiores a la laringe;
la vibracio´n de las cuerdas se debe gracias a la intervencio´n del aire espirado, que al pasar a
trave´s del tracto vocal amplifica el sonido y, ası´ el producto es enriquecido en timbre y sonoridad,
generando un factor especı´fico de identificacio´n personal. Las cualidades sensoriales del sonido
esta´n dadas por su frecuencia e intensidad.
1.1.1 Mecanismo de produccio´n de voz
La produccio´n de la voz involucra tres procesos ba´sicos: [1]
– Fuente, encargada de la generacio´n de los sonidos (pulmones, cuerdas vocales).
– Articulacio´n (modulador), le da forma a los sonidos que se esta´n generando y define la
capacidad de entonacio´n. Comprende el tracto vocal(principalmente, las cavidades oral y
1
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nasal).
– Emisio´n, corresponde a la parte final de las cavidades oral y nasal, por donde se expulsa el
sonido en forma de ondas de presio´n sonora.
El o´rgano vocal humano esta´ compuesto por los pulmones, tra´quea, laringe, faringe y las cavidades
oral y nasal. La parte superior que comienza con la laringe, conocida como el tracto vocal, es
modificable en varias formas mediante el movimiento de la mandı´bula, lengua y labios. La cavidad
nasal esta´ separada de la faringe y de la cavidad oral por la elevacio´n del velo o paladar blando
(Figura 1.1). Cuando los mu´sculos abdominales elevan el diafragma, el aire es expulsado desde los
pulmones hacia la laringe, pasando a trave´s de la tra´quea y el espacio entre las cuerdas vocales (la
glotis). Esta u´ltima separa las cuerdas vocales y se mantiene abierta durante la respiracio´n, pero
en el momento de producir sonidos se va estrechando, de manera intermitente, cerrando el paso
del aire. Este movimiento de apertura y cierre de la glotis (acercamiento, alejamiento y tensio´n de
las cuerdas vocales) esta´ asociado con la entonacio´n que se da al habla. La velocidad con la que
las cuerdas vocales vibran se conoce como la frecuencia fundamental [1]. Tras superar la glotis,
el aire se acerca al tracto vocal, que va variando su forma de manera ra´pida, en funcio´n de los
sonidos que se desee producir. Los articuladores de la cavidad oral (lengua, labios, mandı´bulas,
velo del paladar) actu´an como elementos variables de resonancia, los cuales amplifican o atenu´an
selectivamente los componentes espectrales de la onda de presio´n que hasta aquı´ haya llegado.
Cada una de las resonancias tiene su energı´a concentrada alrededor de cierta frecuencia, conocidas
como formantes.
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Figura 1.1: Esquema del Aparato Fonador Humano
1.1.2 Clasificacio´n fisiolo´gica
Se determina la voz normal como la emisio´n coordinada, armo´nica con todas las cualidades y
buen manejo de los niveles anato´mico-fisiolo´gicos que participan en la produccio´n vocal, entre
ellos el respiratorio, de resonancia, auditivo, emisor, hormonal y de comando [2]. La voz de
cualquier persona esta´ condicionada por sus caracterı´sticas anatomo-fisiolo´gicas particulares. En
general, la estructura ları´ngea y las caracterı´sticas de la voz reflejan la edad, el ge´nero y el estado
de salud y anı´mico. De otra parte, la voz puede ser del tipo hablada, cuando se pone en marcha
el uso habitual de la voz conversacional y, si bien es preciso un funcionamiento adecuado, tanto
de la respiracio´n como de la fonacio´n, no requiere la especial adaptacio´n y acomodacio´n de los
o´rganos y mu´sculos que participan, ya sea en la emisio´n de la voz, en el apoyo respiratorio y en las
estructuras resonantes supraları´ngeas. Otro tipo de voz es la proyectada, en la cual a diferencia del
caso anterior, se da una sutil acomodacio´n y conjuncio´n de un complejo juego posturo-muscular
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y propioceptivo que hace posible la proyeccio´n de la voz en situaciones como presentacio´n en
pu´blico, interpelacio´n a alguien a cierta distancia, intervencio´n en situaciones con niveles fuertes
de ruido de fondo, etc. Sin embargo, para una mayor precisio´n en el estudio de la voz, e´sta puede
ser clasificada de acuerdo al ge´nero, edad y niveles de empleo vocal [3], ası´:
Ge´nero
Las caracterı´sticas fı´sicas del tejido que compone las cuerdas vocales difieren en cada sexo, en
el caso de la mujer, presenta medidas que oscilan entre 3.6 cm de altura, 4.3 cm de anchura y
con dia´metro antero-posterior estimado en los 2.6 cm; la longitud de las cuerdas vocales se situ´a
entre los 1.5 a 2 cm. Respecto al hombre, su laringe es de mayor taman˜o con valores medios de
altura y anchura de 4.9 cm, dia´metro antero-posterior de 3.5 cm. Las cuerdas vocales masculinas
tienen una longitud entre 2 y 2.5 cm. Estas diferencias marcadas generan discriminacio´n en el
valor promedio de los para´metros de emisio´n acu´stica para cada ge´nero.
Edad
La laringe es un o´rgano con caracterı´sticas sexuales secundarias, cuya maduracio´n corre paralela
a la del dience´falo [4]. Esta maduracio´n se prolonga a largo de los distintos perı´odos vitales
que determinan las modificaciones estructurales y fo´nicas notables. Los grupos de edad que se
consideran son los siguientes [3]:
– Neonatal:Se caracteriza por las altas frecuencias. El ataque del sonido es brusco, de fuerte
intensidad y modulacio´n muy reducida.
– Primera Infancia: El ataque se hace menos brusco. A los 18 meses aparece la modulacio´n
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vocal.
– Segunda Infancia: Las variaciones vocales llegan hasta una octava y media de extensio´n.
– Pubertad: La mutacio´n vocal se produce en el varo´n entre los 13 y 14 an˜os, y en la mujer,
entre los 14 y 15 an˜os. Al cumplirse el descenso ları´ngeo se hace notable la disminucio´n de
las frecuencias de los sonidos producidos.
– La senilidad vocal: es ma´s precoz en la mujer que en el hombre y se presenta ma´s marcada
en la voz cantada que en la hablada (60 - 70 an˜os). En la mujer el tono de la voz se hace
grave.
En general, se considera que las modificaciones ma´s marcadas de la voz se dan en la pubertad para
el varo´n, mientras en la senectud para la mujer.
Uso de la voz
En la pra´ctica se consideran los siguientes niveles de empleo vocal [4]:
– Usuario selecto: Corresponde al usuario selecto o especial, en quien au´n una ligera aber-
racio´n vocal le genera consecuencias desastrosas (por ejemplo, la mayorı´a de cantantes y
actores).
Profesional de la voz: Se refiere a personas en quienes una moderada disfuncio´n vocal impi-
de el adecuado desempen˜o de sus labores, (por ejemplo, la mayorı´a de sacerdotes, confer-
encistas y operadores de tele´fonos, fonoaudio´logos, profesores, locutores, entre otros).
– No profesionales y no vocales: Se refiere al trabajador que no da a su voz un uso profe-
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sional, como ejemplo se tiene los obreros, oficinistas, etc. Si bien algunas personas de este
grupo pueden sufrir morbilidad significativa como resultado de un trastorno vocal, e´ste no
les impide realizar sus labores regulares de trabajo.
Paralelamente, orientados a la voz cantada, se ha desarrollado como criterio de clasificacio´n, el tim-
bre de la voz, el cual se define como la cualidad que permite diferenciar dos sonidos, que presenten
la misma intensidad y frecuencia. El timbre corresponde al nu´mero de armo´nicos que conforman
el sonido y, en parte depende del grado de tersura de las cuerdas vocales, de su modo de vibracio´n,
y de las medidas de las cavidades de resonancia (senos paranasales, cavidades supraları´ngeas,
cavidad orofarı´ngea). Se han distinguido dos timbres en la voz humana: Timbre voca´lico y tim-
bre extravoca´lico. El timbre voca´lico corresponde a circunstancias fisiolo´gicas condicionables,
incluyendo aquı´ todas las te´cnicas de aprendizaje; mientras, el timbre extravoca´lico depende ex-
clusivamente de la conformacio´n ları´ngea y sus cuerdas, y es el que caracteriza la voz comu´n de
cada individuo.
1.1.3 Clasificacio´n lingu¨istı´ca
El estudio de los sonidos del habla esta´ relacionado, tanto con la fone´tica, como con la fonologı´a.
En el caso de la fone´tica, se estudia el inventario de los sonidos de una lengua respecto a las difer-
encias articulatorias perceptibles [5]. Mientras, la fonologı´a por su parte, organiza estos sonidos
dentro de un sistema y establece unidades de sonido o fonemas, que son las unidades fonolo´gicas
ma´s pequen˜as en que se puede dividir un conjunto fo´nico, su caracterı´stica principal es la capacidad
para diferenciar significados. En la mayorı´a de los lenguajes, los fonemas pueden ser clasificados
en dos clases:
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– consonantes, que corresponden a aquellos sonidos producidos como consecuencia del choque
o el roce del aire con alguno de los o´rganos fonatorios. Su clasificacio´n se realiza atendien-
do al lugar o punto de articulacio´n, a su modo de articulacio´n, a la vibracio´n de las cuerdas
vocales y a la accio´n del velo del paladar.
– vocales, o sonidos producidos por la vibracio´n de las cuerdas vocales de la laringe. Su
diferente timbre se debe a la variacio´n del volumen de la cavidad bucal que actu´a en calidad
de elemento de resonancia, y a las diferentes posiciones de la lengua, que puede levantarse
por la parte anterior o posterior de la cavidad oral, acerca´ndose al paladar duro. Por lo
tanto, no existen obsta´culos significativos al pronunciarlas, tienen el ma´ximo de sonoridad
y perceptibilidad, siempre son centro y no margen de sı´labas, y son sonidos sonoros. Las
vocales se pueden clasificar segu´n las variaciones espaciales en la cavidad oral, producidas
por el movimiento y ubicacio´n de la lengua.
1.2 Patologı´as en la especificacio´n de la voz
Las particularidades anato´micas y fisiolo´gicas del tracto vocal, en general, esta´n determinadas por
diferentes caracterı´sticas cuyas variaciones definen la tipicidad (en el sentido de la normalidad
del hablante referida a condiciones dadas) o atipicidad de la voz. Las patologı´as esta´n definidas
para cambios o variaciones fuera de los limites determinados como normales en la produccio´n de
voz. Se conoce una gran cantidad de alteraciones de la voz y el habla, que de manera significa-
tiva se reflejan en la naturaleza fı´sica de la sen˜al. Por cuanto, la presencia de patologı´as en los
pliegues vocales puede causar cambios significativos en los patrones de vibracio´n normales de los
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mismos, y que a su vez desmejoran la calidad de la produccio´n vocal, en la pra´ctica, tiene im-
portancia el ana´lisis de las anomalı´as conge´nitas, o aquellas que hayan sido adquiridas, pero que
de manera evidente influyan en la particularidad de la voz y el habla, un ejemplo de esto puede
ser las alteraciones de la voz debidas a la patologı´a del aparato de voz perife´rico, ası´, cualquier
cambio en la laringe condiciona fuertes perturbaciones en las funciones de la produccio´n vocal, las
cuales pueden ser clasificadas en dos grupos: aquellas que generan la disfonı´a y las que llevan a la
afonı´a [6].
1.2.1 Voz eufo´nica o normal
Se determina como la emisio´n coordinada, armo´nica con todas las cualidades y buen manejo de los
niveles anato´mico-fisiolo´gicos que participan en la produccio´n vocal como es el nivel respiratorio,
resonancial, auditivo, emisor, hormonal y de comando [2].
1.2.2 Disfonı´a
Se define como la alteracio´n de una o varias de las cualidades y caracterı´sticas normales de la voz.
Sin embargo, existen por una parte, voces alteradas no patolo´gicas y, por otra, dificultades vocales
que carecen de traduccio´n acu´stica. En [7], se define la disfonı´a como un trastorno momenta´neo o
duradero de la funcio´n vocal considerado tal, por la propia persona o por su entorno. Frecuente-
mente, se manifiesta por la alteracio´n de uno o varios para´metros de la voz, que son, por orden de
frecuencia, el timbre, la intensidad, y altura tonal [7]. Algunas de las causas de la disfonı´a son
– Laringitis aguda. Ocurre por la inflamacio´n de las cuerdas vocales debido a infeccio´n viral
o al uso excesivo de la voz.
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– No´dulos de cuerdas vocales. Aparecen en personas con mal uso vocal; que hablan muy alto,
durante demasiado tiempo, o con mala te´cnica de emisio´n vocal.
– Reflujo gastroesofa´gico. El reflujo de material ga´strico, sobre todo durante la noche, puede
producir irritacio´n de las cuerdas vocales y disfonı´a.
– Para´lisis de cuerdas vocales. Por afectacio´n del nervio recurrente debido a cirugı´a del
tiroides o compresio´n, consecuencia de tumoraciones, o sin causa aparente.
– Otras causas pueden ser tambie´n alergias o traumas de la laringe.
1.2.3 Afonı´a
las razones de su aparicio´n se deben a problemas en el sistema nervioso central, ası´ como en
patologı´as de la laringe. En este caso la voz no se genera, y el habla es posible solo en forma
de susurro. La afonı´a se debe a la para´lisis y/o cortes en los mu´sculos de la laringe, debido a
la afeccio´n de la corteza cerebral o del cerebelo, adema´s, en caso de problemas de infecciones y
traumas del nervio inferior de la laringe o en alguna de sus ramificaciones. Como resultado de
la para´lisis de los mu´sculos que sirven para la contraccio´n y dilatacio´n de la laringe, las cuerdas
vocales no se cierran completamente y la voz desaparece.
Se ha encontrado que en muchos pacientes, las disfunciones en la laringe esta´n caracterizadas
por [8]:
– Incremento en el grado de ronquera, debido a que la voz de estos pacientes contiene compo-
nentes de ruido
– Grandes variaciones en el pitch y las amplitudes pico del mismo.
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– Quebrantos en la generacio´n del pitch durante la emisio´n de vocales sostenidas.
– Presencia de componentes subarmo´nicos en el espectro de la vocal.
– Distorsio´n en la forma de los pulsos del pitch.
– Presencia de componentes de ruido de alta frecuencia.
1.3 Evaluacio´n funcional de la voz
Con el fin de dar una adecuada orientacio´n en el trabajo de entrenamiento o´ de re-educacio´n, se
debe llevar a cabo la observacio´n directa de las estructuras que intervienen en la produccio´n vocal,
para determinar la influencia orga´nica sobre el producto de la emisio´n que se esta´ desarrollando y
el estado en que se encuentra su comportamiento vocal.
1.3.1 Evaluacio´n clı´nica
Los principales objetivos del examen clı´nico de la voz son [9]:
1. Realizar el diagno´stico etiolo´gico, en orden a determinar el grado y extensio´n de la enfer-
medad etiolo´gica,
2. Evaluar el grado y la naturaleza de la disfonı´a,
3. Determinar el prono´stico y monitorear sus cambios.
El estudio de la voz, adema´s de realizar el diagno´stico de cualquier enfermedad etiolo´gica, obtiene
informacio´n sobre el estado en que se encuentra cada uno de los aspectos evaluados que intervienen
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en la emisio´n vocal, precisando ası´, las cualidades de la voz: intensidad, altura tonal, timbre,
duracio´n. Se considera que para obtener un estudio completo de la voz se requiere [10]:
– Valoracio´n del Otorrinolaringo´logo
– Entrevista estructurada
– Ana´lisis acu´stico de la voz
– Examen respiratorio y de o´rganos fonoarticuladores
– Examen de la postura corporal
– Prueba subjetiva de la voz.
Es importante medir de forma objetiva el rendimiento de la funcio´n vocal de una persona, ası´ co-
mo la desviacio´n en su posible deterioro con relacio´n a la norma. Entre los me´todos existentes
para el ana´lisis y diagnostico del tracto vocal se encuentran: la glotografı´a, laringoscopia, electro-
miografı´a, y ana´lisis acu´stico de emisio´n de sen˜ales de voz. Recientemente los investigadores han
venido aumentando su intere´s por el ana´lisis acu´stico de las voces normales y patolo´gicas. Una
de las razones para esta tendencia es que los me´todos acu´sticos tienen el potencial de las te´cnicas
cuantitativas para la valoracio´n clı´nica del funcionamiento del tracto vocal y la laringe.
1.3.2 Ana´lisis acu´stico de la voz
El ana´lisis acu´stico de un sonido articulado (comprendido entre los 16Hz y los 20.000Hz) consiste
en determinar los indicadores fı´sicos de las vibraciones que lo constituyen tales como la frecuen-
cia fundamental, la intensidad, la composicio´n espectral, y las variaciones del sonido modificadas
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por la resonancia que actu´an originando el producto sonoro percibido [11]. Los procedimientos
de ana´lisis y sı´ntesis del espectro acu´stico del habla, mediante te´cnicas de proceso digital, han
permitido avanzar en la investigacio´n sobre el ana´lisis de los componentes fı´sicos de la voz nor-
mal [2]. En los u´ltimos an˜os ha crecido el intere´s por el ana´lisis acu´stico automatizado de voces
normales y patolo´gicas como un me´todo alternativo para el diagno´stico. Este tipo de ana´lisis de-
muestra grandes ventajas sobre los me´todos tradicionales debido a su naturaleza no invasiva y a
su potencial para proveer una medida cuantitativa acerca del estado clı´nico del funcionamiento de
la laringe y el tracto vocal. De este modo, un sistema automa´tico, confiable, preciso y no invasi-
vo para el reconocimiento y monitoreo de anormalidades del habla es una herramienta necesaria
en su valoracio´n y evaluacio´n. Actualmente, existe la tecnologı´a que permite evaluar de manera
objetiva la acu´stica y fisiologı´a del feno´meno, adema´s, provee la retroalimentacio´n visual de los
mecanismos de produccio´n vocal, para comprobar el diagno´stico realizado con pruebas subjetivas.
El empleo de sistemas computarizados en la caracterizacio´n acu´stica y representacio´n de la voz,
provee la posibilidad de analizar indicadores imperceptibles al oı´do humano, lo que ha permitido
adoptarlos como una herramienta de apoyo al diagno´stico con una amplia y creciente aceptacio´n.
En este sentido, se han disen˜ado varios procedimientos, basados fundamentalmente en la medicio´n
de los para´metros o caracterı´sticas acu´sticas (CA) de la voz y de los feno´menos aerodina´micos
que intervienen en la emisio´n vocal (Ana´lisis acu´stico de Voz AAV). Estos procedimientos per-
miten establecer el diagno´stico de la alteracio´n vocal, pero son interesantes en mu´ltiples aspectos:
proporcionan una imagen inicial de algunas deficiencias que manifiesta el malestar vocal y que
permiten que la persona comprenda mejor su trastorno; en ocasiones orientan la reeducacio´n al
sugerir la aplicacio´n de te´cnicas especializadas, segu´n las deficiencias que se hayan encontrado, y
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facilitan, asimismo, el seguimiento de la evolucio´n durante el tratamiento demostrando, por ejemp-
lo, la existencia de la mejorı´a de un para´metro cuya valoracio´n subjetiva por parte del paciente o del
terapeuta puede ponerse en tela de juicio; por u´ltimo, estos me´todos pueden utilizarse para detectar
a personas con riesgo, a las que podrı´a aplicarse provechosamente una pedagogı´a preventiva [7].
13
Capı´tulo 2
Proceso digital de sen˜ales de voz
Las aplicaciones del procesamiento digital de las sen˜ales de voz son amplias, entre las cuales cabe
destacar: la sı´ntesis, el reconocimiento, la compresio´n, la transmisio´n y el mejoramiento de la
calidad, entre otras. En el caso particular del reconocimiento de voz, el procesamiento digital se
inicia con la adquisicio´n y adecuacio´n de la sen˜al que incluye los procesos de conversio´n electro-
acu´stica, amplificacio´n, filtrado pasabajo inicial, ası´ como la conversio´n A/D; todos los anteriores
procesos, tı´picamente, realizados a nivel de hardware. La etapa siguiente consiste en el preproceso
e incluye los procedimientos de segmentacio´n, pre-e´nfasis, filtracio´n y remocio´n de perturbaciones.
Por u´ltimo, esta´ la etapa de ana´lisis de informacio´n que incluye la estimacio´n y seleccio´n de los
para´metros y caracterı´sticas de acuerdo al tipo de aplicacio´n, al cual esta´ orientado el proceso
digital de sen˜ales de voz.
2.1 Adquisicio´n y adecuacio´n de sen˜ales de voz
El objetivo de esta etapa es el acondicionamiento de las sen˜ales salidas de los sensores a una forma
adecuada para su posterior ana´lisis, y consta de los siguientes procedimientos:
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2.1.1 Conversio´n electro-acu´stica
El primer paso en la recoleccio´n de sen˜ales es la transformacio´n, que en el caso concreto se realiza
mediante el micro´fono, el cual ejecuta la conversio´n a energı´a ele´ctrica, de los desplazamientos del
aire debido a cambios de presio´n, correspondientes a la forma natural de generacio´n de la voz.
La conversio´n electro-acu´stica es del tipo ana´loga, esto es,
Γ{x(t)} = y(t) ∼ kx(t) (2.1)
siendo x(t) la sen˜al original de voz y k la constante de linealidad de conversio´n. En la pra´ctica,
hay distorsiones de amplitud y fase que conllevan a la dependencia no lineal entre la entrada y
salida del conversor, haciendo que este sea una fuente potencial de errores en el registro de las
sen˜ales. En este sentido, la seleccio´n del micro´fono es importante durante el registro de voz, el
cual se sustenta ba´sicamente en las siguientes caracterı´sticas te´cnicas:
– Respuesta de frecuencia. Se debe garantizar el que la curva de respuesta de frecuencia sea
constante con el menor rizado o clase de variacio´n, conjuntamente con el mayor ancho de
banda posible.
– Direccionalidad del patro´n. El patro´n es entendido como la forma de concentracio´n de la
energı´a recibida por el micro´fono con respecto al a´ngulo cero desde la fuente de emisio´n
sonora. Los patrones de recepcio´n pueden ser omnidireccionales (patro´n circular) o direc-
cionales (cardioide, elı´pticos, etc.). En el reconocimiento de voz es preferible el uso de mi-
cro´fonos con patro´n direccional, comu´nmente del tipo cardioide, a fin de orientar al ma´ximo
la emisio´n del hablante sobre el sistema (close-talk) y, ası´ mismo, reducir las emisiones de
ruido de fondo [12].
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2.1.2 Conversio´n A/D y compresio´n
Discretizacio´n
En diferentes tareas de reconocimiento, la frecuencia ma´xima nominal de la sen˜al de voz es tomada
igual a 4kHz, debido a que la mayorı´a de sonidos voca´licos tienen energı´a espectral significativa
hasta este valor de frecuencia como se puede observar en la figura 2.1. Sin embargo, en las tareas
asociadas al ana´lisis acu´stico de voz, deben ser considerados los armo´nicos superiores, con fre-
cuencias del orden de 5kHz. Por lo tanto y acorde con el teorema del muestreo, la sen˜al de voz
debe ser digitalizada con una frecuencia de 10 kHz o superior.
Figura 2.1: Espectro medio de energı´a de una sen˜al de voz calculado
De otra parte, la voz exhibe un rango dina´mico entre los 50 y 60 dB, por lo cual serı´a suficiente
codificar la sen˜al con 8 bits, sin embargo, para el caso de sistemas de procesamiento de voz de alta
calidad, se utilizan entre 11 y 20 bits, ya que como es conocido, cada bit adicional contribuye a
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mejorar la relacio´n sen˜al a ruido en 6 dB aproximadamente.
Compresio´n
La compresio´n tiene como objetivo la reduccio´n del taman˜o efectivo de la sen˜al de voz para su
proceso en tiempo real, o bien para su almacenamiento, cumpliendo con los requisitos de calidad
que imponga el sistema especı´fico de aplicacio´n. La clasificacio´n de los me´todos de compresio´n
es relativa a la naturaleza de su disen˜o y comprende dos clases:
a. Compresio´n entro´pica. Considera los flujos de datos sin importar el contenido de la sen˜al
u´til que representan. Es una te´cnica sin pe´rdidas y completamente reversible. Dentro de
esta clasificacio´n se pueden considerar la codificacio´n por longitud de series, que aprovecha
el hecho de que en mu´ltiples tipos de datos son comunes las cadenas de igual contenido,
las cuales pueden reemplazarse por un marcador especial no permitido en los datos en otras
condiciones, seguido del sı´mbolo que indica la serie y luego la cantidad de veces que se
repite. Si el marcador especial ocurre entre los datos, se duplica (como en el relleno de car-
acteres) [13]]. Otro tipo importante de codificacio´n entro´pica es la codificacio´n estadı´stica,
donde se emplea un co´digo corto para representar sı´mbolos comunes y un co´digo largo para
los sı´mbolos menos frecuentes. Como ejemplos se tienen la codificacio´n Huffman y el algo-
ritmo Ziv - Lempel.
b. Compresio´n por fuente. Se basa en modelos aproximativos que buscan una representacio´n de
la estructura de las sen˜ales de voz, lo que, generalmente, presenta pe´rdidas. Ejemplos de este
tipo, son la codificacio´n diferencial ADPCM, y LPC [14], entre otros. Los casos ma´s difun-
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didos en compresio´n de audio por fuente, son los que hacen uso de transformaciones como
la de Fourier, las Wavelet, etc. Au´n cuando se eliminen algunos componentes de frecuen-
cia (dejando por ejemplo, solo los n componentes ma´s importantes), se podra´ reconstruir
la sen˜al con la fidelidad necesaria. El valor n estara´ determinado por los requerimientos de
calidad del sistema. La eliminacio´n de componentes espectrales implica una reduccio´n en el
taman˜o de los datos. Los criterios para esta eliminacio´n dependen del proceso. Por ejemplo,
en la codificacio´n MP3, se efectu´a el filtrado mediante el modelo psicoacu´stico del oı´do hu-
mano (adema´s de efectuarse la compresio´n empleando la Transformada Discreta del Coseno
DCT [15]), con el que se eliminan los elementos redundantes en la muestra.
2.1.3 Fuentes de degradacio´n de sen˜ales acu´sticas
En general, un sistema robusto de reconocimiento automatizado de voz se ve afectado por una
serie de factores que degradan su rendimiento, originados por diferentes fuentes, entre ellas las
siguientes: caracterı´sticas electro-acu´sticas del hardware de conversio´n (parlantes, conectores, mi-
cro´fonos, etc.), adquisicio´n y acondicionamiento de sen˜ales, representacio´n y proceso digital, cam-
bios de las condiciones ambientales, etc. Entre los factores que causan mayor degradacio´n en la
precisio´n del reconocimiento de voz, esta´n el ruido aditivo y la filtracio´n lineal. Otras fuentes
de degradacio´n incluyen los efectos de articulacio´n inducidos por la influencia ambiental (efecto
Lombard), el ruido transiente con alta energı´a e interferencias producidas por sen˜ales de voz de
personas hablantes ubicadas cercanamente (efecto fiesta).
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El ruido aditivo
El rendimiento de un sistema de reconocimiento de voz depende significativamente de los niveles
de ruido que se hayan tenido durante el registro de sen˜ales en el proceso de entrenamiento y
prueba [16]. En la mayorı´a de los casos el ruido ambiental o de fondo, es considerado aditivo
y, por tanto, puede ser modelado como un proceso η(t) estacionario gaussiano aditivo con media
mη y varianza σ2η , que no posee ninguna naturaleza de correlacio´n con la sen˜al de voz x(t), de tal
manera, que la sen˜al resultante es:
y(t) = x(t) + η(t), (2.2)
Filtracio´n lineal
La sen˜al puede de voz puede sufrir una serie distorsiones espectrales durante su produccio´n, reg-
istro y proceso electro´nico. El espacio fı´sico donde se dispone el sistema de recoleccio´n de sen˜ales
puede presentar un nivel cambiante de reverberacio´n y, esto genera influencia sobre el espectro
de la sen˜al. Ası´ mismo, cuando la configuracio´n de los micro´fonos difiere en los procesos de en-
trenamiento con los empleados en la adquisicio´n de las sen˜ales a identificar, el rendimiento del
procedimiento de reconocimiento, en general, es peor. El modelo de ambas formas analizadas de
Figura 2.2: Modelo de degradacio´n de la voz debida a la filtracio´n lineal y al ruido aditivo
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degradacio´n de la sen˜al de voz es representado en la figura 2.2, en el cual la sen˜al de voz es pasada
por un filtro lineal con respuesta a impulso h(t) desconocida, cuya salida es distorsionada por el
ruido aditivo η(t). Las densidades espectrales de potencia (Power Spectral Density - PSD) de cada
uno de los procesos en 2.2 sera´n [17]:
sˆy(ω) = sˆx(ω)
∣∣∣hˆ(ω)∣∣∣2 + sˆη(ω)
Donde sˆx(ω) es la PSD de la funcio´n x(t) y hˆ(ω) la funcio´n de transferencia del canal. Las te´cnicas
de reduccio´n (compensacio´n) de ruido de fondo intentan disminuir la influencia de la perturbacio´n
aditiva, mientras las te´cnicas de ecualizacio´n tratan de disminuir las distorsiones producidas por la
filtracio´n lineal [18].
Ruido de fondo en el AAV
En los sistemas de AAV, el registro de las sen˜ales de voz es severamente degradado por ruido que
puede ser distinguido de acuerdo al tipo de interaccio´n con la sen˜al u´til de voz, ası´, se diferencia
el ruido aditivo y el ruido convolucional. Las componentes de ruido aditivo pueden ser producidas
por el ruido de fondo como ma´quinas y equipos ele´ctricos, mientras que el ruido convolucional,
generalmente es relacionado con las propiedades acu´sticas de la sala. Sin embargo, otros hablantes
y fuentes de ruido, producen campos acu´sticos de intensidad comparable con el hablante principal,
que no pueden ser modelados como ruido aditivo. El ruido del fondo causa directamente errores en
la estimacio´n de las caracterı´sticas acu´sticas de la sen˜al, afectando su precisio´n de estimacio´n [19],
[20]. De otra parte, el AAV con requerimientos altos de precisio´n se debe desarrollar en situaciones
donde exista equilibrio entre las condiciones de prueba y las condiciones de entrenamiento, ası´
mismo, es importante asegurar homogeneidad en la sen˜al de entrada del analizador con las de
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la entrada al sistema de reconocimiento [21], [22]. El rendimiento del AAV empeora si no se
toman las medidas necesarias durante el registro de sen˜ales, realiza´ndolo bajo condiciones de ruido
ambiente y con micro´fonos que sean substancialmente diferentes de las usados durante la fase de
entrenamiento [12], [23], por esto se buscan me´todos robustos de preprocesamiento de la sen˜al
para su mejoramiento a la entrada del AAV, ası´ como te´cnicas de entrenamiento que consideren las
variaciones en las estimaciones de los para´metros representativos de la sen˜al de voz [24].
2.2 Preprocesamiento
En el procesamiento de voz, es necesario llevar a cabo el acondicionamiento y normalizacio´n
de las sen˜ales adquiridas, que contienen perturbaciones introducidas por el ambiente durante su
registro. Ası´ mismo, la sen˜al de voz contiene segmentos no sonoros, en los cuales se considera la
inexistencia de componentes informativas u´tiles. Estos segmentos de ausencia de voz, se eliminan
en el proceso informativo de la sen˜al. Finalmente, se incluye la filtracio´n pre-e´nfasis que acentu´a
las cualidades espectrales de alta frecuencia de la voz.
2.2.1 Regulacio´n de niveles
La normalizacio´n de las sen˜ales de voz, en la pra´ctica se considera para dos para´metros: amplitud
y longitud de ana´lisis. Los resultados de esta normalizacio´n son importantes en la medida en que
ambos para´metros cambian en un rango de valores muy alto. En los sistemas de reconocimiento
de voz, el entrenamiento de los clasificadores tı´picamente se hace sobre sen˜ales con intensidad y
longitud predefinidas, sin embargo, como se ha demostrado, en el momento del reconocimiento,
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es pra´cticamente imposible hacer que el hablante sostenga la intensidad y el tiempo de voz acorde
a los valores de entrenamiento. Au´n en el caso de pequen˜as variaciones de ambos para´metros, que
para el oı´do pasan desapercibidas, se pueden generar serias complicaciones en el reconocimiento
automatizado. Adema´s, hay que tener en cuenta, que la intensidad de la sen˜al no solamente de-
pende de la actividad desarrollada por la persona, sino tambie´n por las condiciones de registro de
la voz, entre ellas, la distancia entre micro´fono y los labios, la ganancia de micro´fono, las pe´rdidas
en los canales de comunicacio´n, entre otros. Lo anterior establece la necesidad de incluir proced-
imientos de normalizacio´n para hacer similares las sen˜ales de voz, tanto en intensidad, como en
longitud.
Ajuste de intensidad
Frecuentemente, la normalizacio´n por intensidad se lleva a cabo mediante la relacio´n de las sen˜ales
en los puntos de salida en los dispositivos de preproceso, por ejemplo la salida de los filtros pasa-
banda se divide por la energı´a total de la sen˜al. Este me´todo es fa´cil de implementar desde punto
de vista computacional y conlleva a la mejora de los resultados.
En los sistemas de procesamiento digital de voz en tiempo real, la normalizacio´n en intensidad se
lleva a cabo antes del ana´lisis, e inmediatamente despue´s de la salida del micro´fono, o registro elec-
tro´nico de la sen˜al. Una forma sencilla de la normalizacio´n en estos casos, consiste en el empleo
de limitadores de nivel (clipping), sin embargo, este me´todo es no lineal, generando distorsiones
espectrales y ruidos perceptibles auditivamente.
Para evitar el efecto de aparicio´n de componentes espurios debido al efecto no lineal del clipping, la
sen˜al de voz se transporta al rango de frecuencias de ultrasonido, donde se realiza, conjuntamente,
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el clipping y la filtracio´n, para luego ser de demodulada. La sen˜al obtenida de estas operaciones
tiene la forma:
zo(t) = cos(ϕ(t)) (2.3)
que se caracteriza por una amplitud constante, y para la cual solamente cambia en el tiempo su
fase instanta´nea ϕ(t). Esta sen˜al denominada voz de nivel constante conserva la inteligibilidad
suficiente y no tiene los problemas de ruidos debidos al clipping, adema´s, representa la sen˜al
normalizada en amplitud, sin embargo la naturalidad de la sen˜al decae.
Un me´todo mejorado consiste en mezclar la sen˜al original x(t) de voz con una sen˜al de ultrasonido
v(t), cuya frecuencia de trabajo Ω es mucho mayor que la ma´xima frecuencia de la sen˜al y(t), esto
es, Ω ωm, y la amplitud a de la sen˜al v(t), es tan grande que se cumple que a > |y(t)|, entonces,
el clipping de la suma y(t) + v(t) corresponde a la modulacio´n PWM, seguidamente se emplea
el promedio en intervalos t = 2pi/Ω, la sen˜al obtenida es filtrada en las frecuencias de audio
incluyendo el valor DC. Ası´ se obtiene la siguiente sen˜al
y0(t) =
c
a
y(t)
donde la constante c depende del para´metro de clipping. Esta sen˜al coincide en forma con la sen˜al
original, pero por magnitud es inversamente proporcional al valor a de la amplitud de la sen˜al de
ultrasonido. Al realizar el promedio de la sen˜al |y(t)|, en el intervalo de tiempo del mismo orden
de el periodo del pitch, entonces se tiene:∣∣∣y0(t)∣∣∣ = c
a
∣∣∣y(t)∣∣∣
donde c es una constante en el intervalo dado. La implementacio´n de la u´ltima expresio´n, se
puede llevar a cabo utilizando un modulador. De esta manera, conservando en cada momento del
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tiempo la sen˜al constante
∣∣∣y(t)∣∣∣ proporcional a la amplitud a de la sen˜al de ultrasonido, se puede
lograr que yo(t) sea constante independiente de la magnitud y(t) y conservando en este caso la
forma de la sen˜al de entrada. Este me´todo provee la normalizacio´n confiable del nivel de la sen˜al
(hasta 3 dB) para cambios de rango dina´mico de la sen˜al de entrada de voz de hasta 40 dB [6].
Otro me´todo de ajuste, corresponde a los sistemas de control automa´tico de ganancia (CAG) . Por
cuanto estos conllevan a efectos no lineales que generan distorsiones de estructura compleja en las
sen˜ales originales de voz, en algunos casos se incluyen modificaciones a las compensaciones del
efecto no lineal [6].
Ajuste de tiempo
En cuanto a la normalizacio´n de la sen˜al de voz por longitud de tiempo, tı´picamente, los sistemas
de reconocimiento exigen la igualdad en los patrones contra las sen˜ales a comparar exigiendo la
normalizacio´n de las sen˜ales de entrada. El me´todo de ajuste de tiempo ma´s sencillo consiste en
la normalizacio´n lineal, como resultado la sen˜al uniformemente se comprime o expande hasta la
longitud del patro´n. En este caso, sin embargo no siempre se garantiza la correspondencia ade-
cuada de los intervalos de voz, por cuanto, la velocidad de pronunciacio´n de voz de la persona no
es uniforme (tempo), y por esto diferentes intervalos de voz con ide´ntica informacio´n pueden ser
representados de manera desigual en el eje del tiempo.
Otros me´todos consideran la normalizacio´n no lineal, por ejemplo en [6], utilizando algoritmos
de programacio´n dina´mica se desarrolla la te´cnica de alineamiento temporal o (Dynamic Time
Warping- DTW) para la correspondencia en el reconocimiento de las sen˜ales de voz con sus re-
spectivos patrones de contornos de intensidad del pitch y de los formantes. Despue´s de realizar
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la compresio´n o expansio´n lineal del contorno, y haciendo coincidir los puntos de inicio y final
del patro´n con los de la sen˜al a reconocer, seguidamente se realiza el proceso de seleccio´n de la
funcio´n de deformacio´n, tal que minimice, por un criterio de error dado, la diferencia entre las
sen˜ales comparadas [19], [12]. Esta te´cnica de normalizacio´n exige su aplicacio´n a todos los pa-
trones de referencia en la etapa de entrenamiento, en la cual adema´s de determinar el valor medio
para cada muestra de entrenamiento, se calcula tambie´n la dispersio´n (desviacio´n esta´ndar) sobre
diferentes segmentos de los contornos en un nu´mero apreciable (> 20). Los valores de dispersio´n
obtenidos ası´, se emplean para la determinacio´n de los pesos de cada segmento en funcio´n inver-
samente proporcional; durante el ca´lculo del grado de similitud de dos contornos, con mayor peso
se caracterizan aquellos segmentos del contorno que tengan mayor estabilidad en el conjunto de
sen˜ales de voz de entrada.
Una variacio´n de la te´cnica anterior, consiste en la sincronizacio´n artificial de la sen˜al de voz me-
diante la deformacio´n lineal por segmentos. [6], los cuales corresponden a puntos de referencia en
la estructura del patro´n de voz claramente identificables. Tales puntos pueden ser la aparicio´n de
sonidos fricativos, los golpes glo´ticos, etc.
2.2.2 Deteccio´n activa de voz
Los sonidos producidos cuando los pliegues vocales esta´n muy cerca, es decir, la glotis se estrecha
y se produce una vibracio´n, se denominan segmentos sonoros (voiced); mientras aquellos que
se producen sin la vibracio´n de los pliegues vocales se denominan segmentos sordos(unvoiced).
Dado que la informacio´n de las sen˜ales de voz se considera que esta´ concentrada en los segmentos
sonoros, es entonces, fundamental la determinacio´n de su presencia. Ası´, en los momentos de
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ausencia de sonidos se considera u´nicamente la presencia del ruido. Este proceso de diferenciacio´n
de los tipos de segmentos es denominado deteccio´n activa de voz (Voice Active Detection - VAD)
e incluye la estimacio´n de los momentos de inicio y finalizacio´n de cada segmento sonoro. La
segmentacio´n puede ser realizada por diferentes algoritmos entre los cuales esta´n:
a. Ca´lculo de las densidades de energı´a y cruces por cero [2]
b. Ca´lculo de los momentos de cierre glo´tico (GCI)
Ca´lculo de las densidades de energı´a y cruces por cero
La energı´a de la sen˜al esta´ dada por
E[n] =
∑
m∈Z
x2[m]w[m− n] (2.4)
donde w es la funcio´n ventana de ana´lisis. Sin embargo, el ca´lculo de los cuadrados en la ecuacio´n
(2.4) requiere bastante tiempo de proceso, por lo tanto se usa el ca´lculo de la magnitud en lugar de
los te´rminos cuadra´ticos:
E[n] =
∑
m∈Z
|x[m]|w[m− n] (2.5)
De otra parte, se determina la densidad de cruces por cero, definida como el nu´mero de veces que
la sen˜al cambia de signo, con el objetivo de validar el ana´lisis de energı´a. La densidad de cruces
por cero se determina usando la ecuacio´n (2.6):
Z[n] =
1
N
∑
n∈Z
|sgn(x[m])− sgn(x[m− 1])|w[m− n] (2.6)
Donde N es la apertura de la ventana de ana´lisis de la sen˜al de voz y sgn es la funcio´n signo. La
cantidad de energı´a es mayor durante la emisio´n vocal, mientras la densidad de cruces por cero es
26
Capı´tulo 2. Proceso digital de sen˜ales de voz
mayor en su ausencia (ver figura 2.3). Con el fin de determinar el inicio y el final de cada palabra
se debe tomar inicialmente una realizacio´n del ruido de fondo (el valor aceptado de apertura de
ventana de ana´lisis en tiempo para el proceso de voz es 100 ms) y determinar la energı´a media
y la densidad de cruces por cero del ruido. Basados en las caracterı´sticas del ruido se pueden
fijar umbrales de energı´a y de cruces por ceros para la segmentacio´n. En la figura 2.3 se puede
observar que la energı´a y la densidad de cruces por cero de la sen˜al son mucho mayores durante los
intervalos sonoros que en los sordos. Existen algunos sonidos tales como /s/, /t/, /ch/ entre otros,
Figura 2.3: Palabra cuatro a) Deteccio´n activa de voz, b) Energı´a media de la sen˜al, c) Densidad
de cruces por cero.
cuyos valores instanta´neos de energı´a y densidad de cruces por cero puede ser bastante bajos,
incluso muy similares a los del ruido de fondo, por ejemplo la /t/ de la palabra cuatro mostrada en
la figura 2.3. Por esta razo´n es necesario fijar un umbral de silencio, el cual determina el nu´mero
ma´ximo de tramas con energı´a y densidad de cruces por cero inferiores a los umbrales que puede
ser considerados como parte de los segmentos sonoros. Por otra parte, en el medio ambiente
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puede presentarse el ruido impulsivo que supere los umbrales de energı´a o cruces por cero durante
un periodo de tiempo muy corto, lo cual puede conducir a la deteccio´n incorrecta de inicio del
segmento de voz. Para evitar este problema se fija un umbral de longitud mı´nima que pueda tener
el segmento sonoro. Las longitudes medias de segmentos sonoros e insonoros varı´an de un idioma
a otro, por lo cual la determinacio´n de los umbrales de segmentacio´n se debe escoger empleando
te´cnicas estadı´sticas para cada caso. En [12] se presenta el procedimiento de estimacio´n para el
caso especı´fico de diccionarios reducidos de voz en el idioma espan˜ol. La realizacio´n en lı´nea de
los algoritmos de VAD sobre intervalos cortos de ana´lisis (tı´picamente, 10 ms), se lleva a cabo una
vez se tienen fijados los umbrales de deteccio´n. La decisio´n sobre la aparicio´n de un segmento
sonoro se realiza al satisfacer conjuntamente los valores correspondientes de energı´a y cruce por
ceros, en caso contrario se toma la hipo´tesis de segmento sordo.
2.2.3 Reduccio´n de perturbaciones
Un alto nu´mero de te´cnicas de reduccio´n de ruido han sido propuestas, tanto para un solo mi-
cro´fono, como para arreglos de varios micro´fonos. En el caso del AAV, es comu´n el empleo de la
primera disposicio´n de conversio´n electro-acu´stica.
2.2.4 Filtracio´n de pre-e´nfasis
Una vez detectados los segmentos sonoros de voz, sobre cada uno de ellos se realiza la etapa
de filtracio´n que acentu´a las frecuencias altas de la sen˜al de voz, debido a que el modelo del
tracto vocal utilizado atenu´a fuertemente estas componentes. El filtro de pre-e´nfasis obedece a la
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expresio´n recursiva dada por la ecuacio´n:
xp[n] = x[n] + aprex[n− 1] (2.7)
cuya funcio´n de transferencia asociada esta´ dada por:
H(z) = 1 + aprez
−1 (2.8)
La adecuada filtracio´n pre-e´nfasis asegura la uniformidad en los niveles medios espectrales de cada
segmento sonoro de ana´lisis. Los objetivos de utilizar el filtro pre-e´nfasis son
– Reducir el efecto de la pendiente espectral de -20dB presente en los segmentos de voz.
– Amplificar la zona del espectro superior a 1kHz donde la percepcio´n auditiva se hace sensi-
ble.
El valor o´ptimo del coeficiente de pre-e´nfasis apre, esta´ dado en funcio´n de la sen˜al de entrada;
sin embargo, se escoge un valor constante con el fin de acentuar adecuadamente la estructura de
los formantes. Un valor razonable, en este caso, oscila entre entre 0.9 y 0.95. La respuesta en
frecuencia de este filtro se muestra en la figura 2.4. La apreciacio´n del efecto del filtro de pre-
e´nfasis, se observa mediante el uso del espectrograma, el cual provee una medida cualitativa de la
acentuacio´n de las frecuencias altas. En la parte inferior de la figura 2.5, se observa la aparicio´n
de frecuencias alrededor de los 7000Hz que no eran visibles antes del proceso de la filtracio´n
pre-e´nfasis.
2.2.5 Ventaneo
El proceso digital de sen˜ales de voz se hace empleando te´cnicas de ana´lisis en intervalos cortos de
tiempo, suponiendo la estacionariedad del proceso aleatorio de voz. En este caso, la estimacio´n
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Figura 2.4: Respuesta en frecuencia del filtracio´n de pre-e´nfasis
de los para´metros de voz se realiza sobre porciones de la sen˜al, con longitud o apertura suficiente
para considerar la invariabilidad estadı´stica en el tiempo del proceso. Se considera que las sen˜ales
de voz presentan una dina´mica estacionaria en intervalos entre los 20 y 40 ms [12]. Sea w(n)
una ventana de secuencia real con apertura finita, utilizada para seleccionar el intervalo corto de
ana´lisis de la sen˜al. Se considera que las ventanas son secuencias causales, es decir que comienzan
en n = 0 y su apertura es representada porN . La mayorı´a de las ventanas utilizadas son sime´tricas
con respecto al tiempo (N − 1)/2 y su transformada de Fourier esta´ dada por:
wˆ(ω) = |wˆ(ω)| e−jω[(N−1)/2] (2.9)
Donde el te´rmino de fase es de dependencia lineal, correspondiente al retardo de la ventana que la
hace causal. Para obtener el intervalo corto de ana´lisis de la sen˜al s(n) que finalice en un tiempo
igual a m se utiliza la siguiente relacio´n:
v(n) = x(n)w(m− n) (2.10)
Donde se observa que las caracterı´sticas temporales del intervalo han cambiado con respecto a la
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Figura 2.5: Espectrogramas para el fonema voca´lico /a/. Arriba: segmento original. Abajo: seg-
mento con pre-e´nfasis
sen˜al x(n) al ser multiplicado por la ventana. De la misma manera, las caracterı´sticas espectrales
tambie´n varı´an, la cuales para v(n) quedan determinadas por la convolucio´n entre la sen˜al original
y la ventana en el dominio de la frecuencia:
vˆ(ω) =
1
2pi
pi∫
−pi
xˆ(ω − θ)wˆ(−θ)e−jθmdθ (2.11)
Asumiendo que la ventana esta´ centrada en n = 0, esto es, wˆ(ω) = |wˆ(ω)|, la ecuacio´n anterior se
puede escribir como:
vˆ(ω) =
1
2pi
pi∫
−pi
xˆ(ω − θ) |wˆ(θ)|dθ (2.12)
|wˆ(−θ)| ha sido reemplazado por |wˆ(θ)| debido a que la magnitud del espectro es una funcio´n par
de θ. De (2.12), se deduce que la magnitud ideal de la ventana corresponde a |wˆ(θ)| ≈ 2piδ (θ), para
que vˆ(ω) = xˆ(ω). Esto implica que w(n) = 1 para todos los valores de n, lo cual no representa
una funcio´n ventana con apertura finita. Sin embargo, la aproximacio´n anterior se extiende a las
ventanas usadas normalmente con el fin de conservar las caracterı´sticas espectrales de la sen˜al
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xˆ(w).
Las ventanas ma´s comunes tienden a tener un espectro pasa bajos con el lo´bulo principal en las
bajas frecuencias y una serie de lo´bulos laterales atenuados. Como ejemplo se tiene la ventana
rectangular, que esta´ definida por:
w(n) =

1 0 ≤ n ≤ N − 1
0 Otrovalor
(2.13)
Otro tipo comu´n de ventana es la de Hamming:
w(n) =

0.54− 0.46 cos ( 2pin
N−1
)
0 ≤ n ≤ N − 1
0 Otrovalor
(2.14)
Con el fin de obtener el espectro de la ventana aproximado a la funcio´n delta impulso, esta debe
tener el lo´bulo principal angosto con alta atenuacio´n en los lo´bulos laterales. El lo´bulo principal
estrecho ayuda a conservar las caracterı´sticas espectrales de la sen˜al, mientras la atenuacio´n de
los lo´bulos laterales evita que el ruido de otras partes del espectro deforme el espectro real en
la frecuencia dada. La ventana rectangular conserva intactas las caracterı´sticas temporales de la
sen˜al, pero realiza un corte abrupto de la misma en los bordes de la ventana. Las caracterı´sticas
espectrales de la ventana rectangular son las siguientes: lo´bulo principal bastante estrecho el cual
se decrementa en N . La altura de todos los lo´bulos aumenta con N mientras que la atenuacio´n
de los lo´bulos laterales se mantiene mas o menos constante al rededor de -20 dB con respecto al
lo´bulo principal, lo cual permite que gran cantidad de energı´a espectral indeseable se introduzca
en el espectro a la frecuencia dada. Por estas razones en el procesamiento de las sen˜ales de voz no
se utiliza la ventana rectangular, prefirie´ndose el uso de ventanas, tales como Hamming, Hanning,
Blackman y Kaiser. Estas ventanas tienden a cambiar las caracterı´sticas temporales de la sen˜al,
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pero con el beneficio de producir un truncamiento menos abrupto de la sen˜al en los bordes. Otro
aspecto importante del proceso de ventaneo es que al multiplicar una sen˜al por la ventana de
Hamming o Hanning la longitud efectiva del intervalo de ana´lisis se reduce aproximadamente
en un 40% debido a la atenuacio´n de la sen˜al en los bordes de la ventana. Por esta razo´n, se
recomienda que al deslizar la ventana para tomar la siguiente trama de la sen˜al de voz se vuelvan
a tomar algunas muestras de la trama anterior, es decir que debe haber traslapamiento entre dos
ventanas consecutivas. En el procesamiento de voz se utilizan ventanas con duracio´n entre 20 y 40
ms y se utiliza un traslape entre 10 y 20 ms [12].
2.3 Representacio´n de sen˜ales de voz
2.3.1 Representacio´n estacionaria
Cualquier sen˜al f(t) de energı´a o potencia finita, esto es, f(t) ∈ L2(R), puede ser representada
por medio de un conjunto de valores o coeficientes {fn ∈ C}, expresados en dependencia de un
espacio funcional de coordenadas, ası´:
f(t) =
∑
n
fnφn(t) (2.15)
donde {φn(t) ∈ L2(R)} consiste de un conjunto de funciones elegidas a priori, denominadas fun-
ciones base, siendo n el orden de la funcio´n dentro del conjunto {φn(t)}. La descomposicio´n
(2.15) en funciones base se denomina representacio´n espectral generalizada de Fourier. La elec-
cio´n de conjuntos bases se realiza, preferiblemente, sobre los sistemas ortogonales. En forma gen-
eral, el desarrollo de la expansio´n (2.15) involucra una serie con cantidad infinita de te´rminos, cuya
33
Capı´tulo 2. Proceso digital de sen˜ales de voz
convergencia esta´ garantizada por la completitud del respectivo sistema base de expansio´n [25]. En
el caso de considerar la ortogonalidad de la expansio´n (2.15), los coeficientes fn, son determinados
de acuerdo a la condicio´n del mı´nimo error cuadra´tico medio, el cual es definido como:
ε2(t) =
1
T
∫
T
∣∣∣∣∣f(t)−
N∑
n=0
fnφn(t)
∣∣∣∣∣
2
dt, donde ε2 ≥ 0 (2.16)
Con lo cual los coeficientes se determinan por la expresio´n:
fn =
1
T
∫
T
f(t)φn(t)dt (2.17)
El conjunto de los coeficientes {fn}, que genera un subespacio de L2(R), se denomina espectro y
provee una forma de representacio´n parame´trica de la sen˜al f(t) ∈ L2(R), mientras el producto es-
calar 〈fn, φn(t)〉 se define como la componente espectral de la sen˜al. Cualquiera de las dos formas:
la serie generalizada de Fourier o el espectro {fn} determinan unı´vocamente la sen˜al f(t). Debido
a que la cantidad de sistemas ortogonales completos es inconmensurable, la eleccio´n del mejor
sistema base de representacio´n tiene un amplio sentido pra´ctico. En el proceso de voz, se difundio´
el empleo de las funciones exponenciales de Fourier dado en forma de funciones exponenciales
complejas del tipo:
φn(t) = e
jnω0t, (2.18)
donde n ∈ {0,±1,±2, ...} se denomina armo´nico, siendo ω0 = cte 6= 0. La forma generalizada
(representacio´n integral) de las series 2.18 se conoce como la Transformada de Fourier y esta´
definida como:
fˆ(ω) =
1√
2pi
∫ ∞
−∞
f(t)e−jωtdt, (2.19)
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cuya transformacio´n inversa es
f(t) =
1√
2pi
∫ ∞
−∞
fˆ(ω)ejωtdω (2.20)
siendo {f(t)} ∈ L1(R) ∩ L2(R).
En la pra´ctica, se consideran extensiones del ana´lisis espectral de Fourier, entre las cuales esta´n los
siguientes:
Ana´lisis Cepstrum
Dado por la expresio´n:
f˘(t˘) =
∣∣∣∣∣∣
∞∫
−∞
log |fˆ(ω)|2e−it˘ωdω
∣∣∣∣∣∣
2
(2.21)
considerando la funcio´n par f(t), la cual se extiende a |fˆ(ω)|2, y por tanto a log |fˆ(ω)|2. Por lo
cual, (2.21), se puede escribir que:
f˘(t˘) = 4
 ∞∫
0
log |fˆ(ω)|2 cos t˘ωdω
2 (2.22)
El ana´lisis cepstrum es empleado en casos en que se tenga un cara´cter oscilatorio significativo en
el espectro, esto es, de hecho un caso muy frecuente.
Sin embargo, la Transformada de Fourier y sus derivaciones son herramientas que permiten trasladar
un problema de un dominio al otro, conservando toda la informacio´n, pero no brindan la posibil-
idad de tener informacio´n cruzada en ambos dominios al mismo tiempo. Si las sen˜ales que se
quieren analizar son no estacionarias a lo largo del tiempo ni de la frecuencia, entonces no se
pueden analizar con estas transformaciones, sino que se requiere tener de forma conjunta informa-
cio´n de la evolucio´n temporal y frecuencial de las sen˜ales.
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Transformada de Gabor
Una solucio´n propuesta al problema de la localizacio´n tiempo-frecuencia proviene de los traba-
jos de Gabor [26], quie´n introdujo el concepto de ventana, permitiendo ası´ la delimitacio´n de la
funcio´n a estudiar en el tiempo antes de realizar su descomposicio´n frecuencial de (2.19), siendo
g(t) la funcio´n ventana, que desliza a lo largo de la funcio´n en el tiempo mediante traslaciones,
determinadas por el factor de traslacio´n τ . La sen˜al a analizar, se multiplica con la ventana en la
posicio´n adecuada y seguidamente se lleva a cabo la transformacio´n espectral.
Sτ (ω) = fˆg(τ, ω) =
1√
2pi
∫ ∞
−∞
(f(t)g(t− τ))e(−jωt)dt (2.23)
La funcio´n g(t) registra la influencia de una pequen˜a porcio´n de la funcio´n f(t) alrededor del in-
stante de observacio´n t = τ . De esta forma, se estudia la distribucio´n de frecuencia y se logra una
mejor localizacio´n temporal inexistente en la transformada de Fourier. La seleccio´n de la misma
ventana corresponde a diferentes criterios de optimizacio´n del proceso (en los dominios temporal
o frecuencial). En la aplicacio´n de estas te´cnicas se han estado utilizando los espectrogramas: El
espectrograma de banda ancha utiliza una ventana g(t) muy estrecha en el tiempo, mientras el
espectrograma de banda estrecha busca una mejor localizacio´n de la distribucio´n de energı´a en
el dominio frecuencial. En la figura 2.6 se aprecia la diferencia en la distribucio´n de energı´a en
el plano tiempo-frecuencia para estos dos tipos de espectrogramas. El primero permite una bue-
na localizacio´n temporal, lo cual se aprecia por las franjas verticales. El espectrograma de banda
estrecha localiza mucho mejor en frecuencia, reflejado por las franjas horizontales. Esta´ te´cnica
desplaza una ventana de apertura fija a lo largo del dominio temporal de la sen˜al y extrae el con-
tenido frecuencial en dicho intervalo. Las funciones base para esta transformacio´n son generadas
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Figura 2.6: Espectrograma correspondiente al fonema voca´lico /a/. Arriba: banda ancha. Abajo:
banda estrecha
de la modulacio´n y traslacio´n de la funcio´n ventana g(t). El obsta´culo principal de esta te´cnica
y por consiguiente de todas aquellas basadas en e´sta, es la ventana fija tiempo-frecuencia. En la
figura 2.7 se muestra el recubrimiento del plano tiempo-frecuencia de acuerdo a la transformada
de Fourier y series exponenciales. Adema´s, para poder entender el efecto de la transformada Ga-
bor, se representa el mapeo del plano para el caso de los espectrogramas de banda ancha y banda
estrecha. Suponiendo la estacionariedad de la voz, en el proceso digital de sen˜ales, es frecuente
el empleo del ana´lisis de intervalos cortos de tiempo (Short Time Fourier Analysis), en el cual se
define el par de transformaciones discretas de Fourier
fˆN [k] =
N−1∑
n=0
fN [n]e
−j2pink/N , 0 ≤ k < N (2.24)
fN [k] =
1
N
N−1∑
n=0
fˆN [n]e
j2pink/N , 0 ≤ n < N (2.25)
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Figura 2.7: Recubrimiento del plano tiempo-frecuencia, para (a) Transformada de Fourier y series
exponenciales,(b) Muestreo de Shannon, (c) Espectrograma de banda ancha y (d) Espectrograma
de banda estrecha
2.3.2 Representacio´n no estacionaria
La Transformada Wavelet (WT) permite la localizacio´n conjunta de eventos en tiempo-frecuencia;
e´ste ana´lisis incluye la te´cnica de ventaneo con regiones de taman˜o variable (ver figura 2.8). En
este caso, se usan aperturas largas de tiempo, donde se requiera informacio´n ma´s precisa a baja
frecuencia o aperturas cortas donde se requiera informacio´n de alta frecuencia. El ana´lisis Wavelet
es efectivo en la localizacio´n de particularidades, tales como tendencias, puntos de quiebre, dis-
continuidades en derivadas de alto orden, autosimilaridad, etc. [27]. En contraposicio´n con lo
que ocurre en el caso de empleo de STFT, si se desea una mejor localizacio´n de la distribucio´n
resultante en el tiempo, se escoge una ventana estrecha en tiempo, que va dividiendo el plano
tiempo-frecuencia en recta´ngulos alargados en el sentido de la frecuencia y estrechos a lo largo
del tiempo. Si por el contrario, se desea una mejor discriminacio´n en la frecuencia, las ventanas
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se rotan en su recubrimiento del plano 90o (ver figura 2.7). La uniformidad del recubrimiento, una
vez elegida la ventana, lleva a difı´ciles compromisos de resoluciones que no siempre encuentra
fa´cil solucio´n. En la WT, se lleva a cabo la descomposicio´n en diferentes componentes frecuen-
Figura 2.8: Recubrimiento del plano tiempo-frecuencia a trave´s de la transformada Wavelet
ciales, de tal manera que cada una de las componentes tenga una resolucio´n de acuerdo con su
escala [28].
La funcio´n Wavelet madre ψ(t) de variable real t, que oscila en el tiempo, debe estar bien localizada
en el dominio temporal, donde, la localizacio´n temporal se expresa en la forma habitual de ra´pido
decaimiento hacia cero cuando la variable independiente t tiende al infinito:∫ ∞
−∞
ψ(t)dt = 0 (2.26)∫ ∞
−∞
tm−1ψ(t)dt = 0 (2.27)
siendo (m− 1) el valor del orden del momento de la funcio´n ψ(t).
A partir de la funcio´n madre, se generan el resto de funciones de la familia mediante cambios de
escala y traslaciones {ψa,b(t), a > 0, b ∈ R}. La funcio´n madre, tradicionalmente se ajusta a
escala unidad. El para´metro de escala a queda asociado a un estiramiento o encogimiento de la
funcio´n madre. Ası´, dada una funcio´n localizada en el tiempo s(t), su versio´n escalada sa(t) se
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define como
sa(t) =
1√
a
s
(
t
a
)
, a ∈ R, a > 1 (2.28)
esta funcio´n mantiene la misma forma que s(t) pero sobre un intervalo de representacio´n (soporte)
ma´s amplio. Si el para´metro de escala se hace menor que 1, pero mantenie´ndolo siempre positivo
(para evitar una inversio´n de la funcio´n) se obtiene una compresio´n del soporte de la funcio´n. El
para´metro de traslacio´n b, permite la localizacio´n temporal de la distribucio´n de energı´a. A partir
de la funcio´n madre ψ(t), se generan las funciones Wavelet ψa,b(t) mediante operaciones conjuntas
de cambio de escala y traslacio´n
ψa,b(t) =
1√|a|ψ
(
t− b
a
)
(2.29)
En [28], se demuestra que si la funcio´n madre ψ(t) es real, entonces la familia de funciones
definidas por su traslacio´n y escalamiento conforman una base completa del espacio, y por lo
tanto, se puede representar cualquier funcio´n (sen˜al de energı´a finita f(t) ∈ L2(R)) mediante una
combinacio´n lineal de las funciones ψa,b(t), calculando los coeficientes de tal descomposicio´n en
la forma del producto escalar. La Transformada Wavelet se describe por:
C(a, b) =
∫ ∞
−∞
f(t)ψ∗a,b(t)dt
C(a, b) =
1√|a|
∫ ∞
−∞
f(t)ψ∗
(
t− b
a
)
dt = 〈f(t), ψa,b(t)〉
(2.30)
donde el para´metro a es denominado de escala, mientras b se denomina de traslacio´n, ambos
varı´an de forma continua por todo el eje real, esto es, a, b ∈ R, a > 0. La funcio´n f(t), puede ser
reconstruida unı´vocamente utilizando la expresio´n [29]
f(t) =
1
Cψ
∫ ∞
−∞
∫ ∞
−∞
〈f(τ), ψa,b(τ)〉ψa,b(t)dadb
a2
(2.31)
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donde la constanteCψ, denominada condicio´n de admisibilidad, depende so´lo de la funcio´n Wavelet
madre ψ(t), de acuerdo con
Cψ = 2pi
∫ ∞
−∞
∣∣∣ψˆ(ξ)∣∣∣2 |ξ|−1dξ <∞ (2.32)
La condicio´n de admisibilidad asegura que la funcio´n Wavelet madre no tenga contenido a frecuen-
cia nula (o que e´ste resulte despreciable)(ver ecuacio´n 2.26) y con ello, que las versiones dilatadas
resultantes de la funcio´n madre este´n todas centradas a frecuencias diferentes. A diferencia del ca-
so de las expresiones de Fourier, la transformada f(t) → C(a, b) representa con redundancia una
funcio´n de una variable en un espacio bidimensional y, por lo tanto, estas funciones Wavelet no
forman una base ortonormal real. El muestreo apropiado de los para´metros de la funcio´n Wavelet
permite eliminar la redundancia, obtener una base ortonormal de Wavelets de soporte compacto y
definir la metodologı´a para el ca´lculo eficiente de los coeficientes Wavelet.
41
Capı´tulo 3
Estimacio´n de caracterı´sticas de la voz
En la identificacio´n automatizada de sen˜ales de voz, es comu´n el empleo de dos tipos de para´metros
de informacio´n denominados caracterı´sticas de voz (CV): las caracterı´sticas acu´sticas (CA) que
califican las cualidades vocales y poseen un sentido fı´sico determinado; y las caracterı´sticas de
representacio´n, que corresponden a valores calculados a partir de diferentes formas de repre-
sentacio´n de la voz y, a los cuales, en general, no les corresponde algu´n sentido fı´sico. En el
primer caso, aunque se han llevado a cabo numerosos estudios de correlacio´n de las CA, sus resul-
tados, adema´s de ser ambiguos pueden ser contradictorios en el ana´lisis de tipicidad (normalidad)
o diferentes alteraciones de la voz [30]. De este modo, la seleccio´n apropiada de la medida de las
CA y su interpretacio´n no convergen a una solucio´n totalmente confiable en la identificacio´n de
patologı´as de la voz. Uno de los principales problemas en el agrupamiento de las caracterı´sticas
de voz de acuerdo con su uso principal, es que muchas de ellas son sensibles a varias propiedades
acu´sticas. Esta mutua dependencia puede ser una de las razones para que su interpretacio´n sea
aparentemente contradictoria en los diferentes resultados encontrados en la literatura [30].
Para las caracterı´sticas de representacio´n, especial desarrollo tienen los coeficientes obtenidos a
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partir de la Transformada Wavelet (WT) o coeficientes Wavelet (CW), que han sido probados en
la extraccio´n de para´metros orientada a la discriminacio´n de casi todo tipo de sen˜ales, mostrando
ser muy efectivos [31, 32].
3.1 Caracterı´sticas acu´sticas
Las CA pueden ser agrupadas de acuerdo a las respectivas propiedades acu´sticas que deben medir,
y las cuales en la pra´ctica se asocian en dos categorı´as [19]:
3.1.1 Para´metros cuasiperio´dicos
Estos para´metros reflejan las variadas formas de periodicidad presentes en las perturbaciones en la
sen˜al de voz. Entre los principales para´metros de este grupo esta´n:
Frecuencia fundamental (F0)
La informacio´n proso´dica, es decir, la velocidad de entonacio´n, esta´ dominada por la frecuencia
fundamental F0 de vibracio´n de las cuerdas vocales, cuyo inverso a su vez, se conoce como perı´odo
fundamental T0 [33].
En forma general, la definicio´n de periodicidad se determina para intervalos infinitos de ana´lisis,
sin embargo, para efectos pra´cticos (por ejemplo de ca´lculo computacional), su estimacio´n se real-
iza sobre intervalos finitos, que permitan cubrir varios perı´odos del pitch, o de manera instanta´nea
a partir de la diferencia entre dos momentos consecutivos del cierre glo´tico.
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La estimacio´n del pitch es importante en diversas aplicaciones entre otras, los sistemas de decodi-
ficacio´n acu´stico-fone´tica, sistemas de codificacio´n para voz, a baja y media velocidades (donde la
evaluacio´n precisa del pitch lleva a la notable mejora en la calidad asociada a la voz codificada),
sistemas que operan en tiempo real, tales como plataformas de ayuda a discapacitados (asistencia
para aprendizaje de sordos en procesos de habla, apoyos de diagnostico post-quiru´rgico, etc.),
obtencio´n de sistemas de conversio´n de texto a voz, basados en el contorno del pitch, entre otros
[34].
En la estimacio´n del pitch, se consideran las siguientes restricciones [34]:
– Los segmentos de voz son altamente no estacionarios, o corresponden al producto de vibra-
ciones irregulares de las cuerdas vocales.
– La excitacio´n glo´tica no es rigurosamente perio´dica.
– Existe una importante interaccio´n entre la excitacio´n y el tracto vocal, en donde la periodi-
cidad que se observa en la sen˜al resultante, es debida a la accio´n conjunta de la excitacio´n
casi-perio´dica y los primeros formantes de banda estrecha.
– La segmentacio´n del inicio y del final de zonas sonoras debe realizase con alta precisio´n,
tarea que no siempre es fa´cil de implementar.
– Alto margen dina´mico de variacio´n del para´metro F0. Por tanto, dicha estimacio´n debe re-
stringirse a un intervalo de valores permitidos, en donde las ventanas de tiempo se ajusten de-
pendiendo del hablante considerado, pudiendo abarcar entre 2 y ma´s de 20ms (50−500Hz),
para cubrir voces desde nin˜os o sopranos, hasta barı´tonos, o entre 6 y 12 ms (80− 170Hz),
para el caso de locutores adultos promedio.
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Los diferentes me´todos de ca´lculo del pitch, de acuerdo a las te´cnicas estadı´sticas de estimacio´n,
pueden dividirse en:
– Estimacio´n por promedios de ensamble, cuando en su ca´lculo no se considera el desarrollo
de la sen˜al en el tiempo.
– Estimacio´n por promedios de tiempo, cuando se considera el desarrollo temporal para la
sen˜al analizada.
Ası´ mismo, de acuerdo a la implementacio´n de las te´cnicas empleadas de estimacio´n del pitch en
tiempo real, estas se dividen en:
– Ana´lisis estacionario (en intervalos cortos de tiempo).
– Ana´lisis no estacionario (generalmente, recurriendo a las transformadas conjuntas tiempo-
frecuencia).
En la mayorı´a de los sistemas, la metodologı´a utilizada en el ca´lculo del pitch, consta de tres
partes [33]:
– El preprocesamiento que adema´s de adecuar las caracterı´sticas de sen˜al a la entrada del
sistema, busca tambie´n reducir la informacio´n redundante en la misma.
– La extraccio´n de para´metros asociados a la estimacio´n del pitch.
– El postprocesamiento que corrige los posibles errores del sistema de deteccio´n.
En [34], se realiza un descripcio´n mas detallada de estos me´todos.
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Recientemente, la utilizacio´n de la WT [2,35,36] para el calculo del pitch ha mejorado los niveles
de confiabilidad y precisio´n, gracias a la estimacio´n del Instante de Cierre Glo´tico (GCI - Glottal
Closure Instant), el cual presenta discontinuidad en su forma de onda en el momento en que la
glotis se encuentra cerrada, y a partir del cual, el pitch es calculado determinando la distancia entre
dos instantes consecutivos.
Muchas de las alteraciones en la voz se caracterizan por la inestabilidad en la generacio´n del pitch
durante la emisio´n de vocales sostenidas. Con el fin de evaluar la estabilidad de la generacio´n de
F0 y su distorsio´n en la forma de onda de los pulsos, se utilizan los siguientes para´metros [9]:
1. Grado de Ausencia de Voz (DUV - degree of unvoiceness): que se define como el nu´mero de
segmentos Nunv que no son sonoros sobre el nu´mero total de segmentos de voz Nt durante
la emisio´n de vocales sostenidas:
k1 = Nunv/Nt (3.1)
Con el fin de evaluar el verdadero nu´mero de cortes de voz, se eliminan los segmentos de
inicio y fin de la vocal.
2. Grado de Estabilidad: definido como:
k2 = Nstab/Np (3.2)
donde, Nstab es el nu´mero de periodos en toda la zona estable y Np el nu´mero de todos los
periodos para la emisio´n vocal. La deteccio´n de las zonas estables (segmentos en donde la
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generacio´n de F0 es casi constante) puede ser llevada a cabo usando el algoritmo descrito
en [9].
Los formantes
En el espectro de una sen˜al de voz se encuentran regiones de e´nfasis o resonancias y de dee´nfasis
o antiresonancias [19], ambas resonancias, denominadas formantes, siguen patrones comunes
en la mayorı´a de los humanos, por cuanto estos obedecen, en primera instancia, a sus medidas
antropome´tricas [4], [23]. En la pra´ctica se analizan 5 formantes (notados respectivamente como
F1, F2, F3, F4, F5), junto con sus correspondientes anchos de banda (BW1, · · · , BW5) y energı´as
(EF1, · · · , EF5). Si se considera el tracto vocal como un perfecto cilindro cerrado a nivel de la
glotis y abierto al nivel de los labios con una longitud promedio de 17.5 cm (media aproximada
de una laringe de hombre adulto), entonces, los primeros cuatro formantes estara´n cerca de los
500, 1500, 2500y3500Hz, respectivamente [2].
El ana´lisis de los formantes y su ancho de banda da una calificacio´n sobre la eficiencia de la ar-
ticulacio´n vocal y, mediante la bu´squeda de valores o´ptimos se encuentran las emisiones vocales
correctas [3]. La estimacio´n de los formantes emplea algoritmos basados en modelos de repre-
sentacio´n de la voz con un nu´mero reducido de indicadores, a partir de los cuales es posible su
reconstruccio´n adecuada. Para esto, se emplean te´cnicas de prediccio´n lineal, basadas en el mod-
elado del tracto vocal mediante un filtro de solo polos, que permite predecir la pro´xima muestra
como una combinacio´n lineal de las muestras anteriores [37]
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3.1.2 Para´metros de perturbacio´n
Destinados a medir la componente relativa de ruido en la sen˜al de voz. Para la estimacio´n de
las perturbaciones de los para´metros de la frecuencia fundamental y amplitud pico, es comu´n
el empleo del promedio relativo de perturbacio´n (RAP Relative Average Perturbation) definido
como [4], [10]:
ϑRAP =
(
n∑
i=1
∣∣ zi−1+zi+zi+1
3
− zi
∣∣)
n∑
i=1
zi
(3.3)
siendo n el nu´mero de ciclos consecutivos analizados.
Jitter
Cuando el para´metro de perturbacio´n zi en 3.3 se refiere al periodo de la frecuencia fundamental.
Estas variaciones fueron observadas por primera vez en [38].
Shimmer
Cuando el para´metro de perturbacio´n zi en 3.3 se refiere al pico ma´ximo de la sen˜al pico a pico.
Relacio´n armo´nico - ruido (HNR - Harmonic Noise Ratio)
Corresponde al promedio de la componente de ruido η(t) de la emisio´n vocal, y la cual no tiene
una competencia glo´tica adecuada [2].
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Relacio´n excitacio´n glo´tica - ruido (GNE - Glottal to Noise excitation Ratio)
Es la estimacio´n del ruido basada en la presuncio´n de que los pulsos glo´ticos resultantes de la
colisio´n de los pliegues vocales conllevan a una excitacio´n sincro´nica en las diferentes bandas de
frecuencia [30]. El ruido turbulento generado durante la constriccio´n conlleva a una excitacio´n
no correlacionada. El sincronismo es expresado por la correlacio´n entre envolventes de diferentes
bandas de frecuencia.
3.1.3 Estimacio´n de las caracterı´sticas acu´sticas
Estimacio´n de la Frecuencia Fundamental
Se consideran tres diferentes algoritmos de estimacio´n del pitch, ası´ [39]:
– Intervalos cortos de tiempo:
- Basado en el ca´lculo simple de la Funcio´n de Auto Correlacio´n (FAC).
- Basado en el ca´lculo mejorado de la Funcio´n de Auto Correlacio´n (FAC).
– Transformada conjunto tiempo - frecuencia:
- Basado en el ca´lculo de la Transformada Wavelet Discreta
Intervalos cortos de tiempo: En los me´todos de ana´lisis de intervalos cortos de tiempo, los segmen-
tos de voz con apertura T , se procesan como si cada uno de ellos tuviese propiedades estadı´sticas
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independientes:
xw[n] =
∞∑
m=−∞
Γ {x[m]}w[n−m] (3.4)
Donde x[n] es la sen˜al digitalizada de voz, w[n] es la funcio´n ventana centrada respecto a la apertu-
ra T, que es escogida, de tal manera, que facilite la extraccio´n de las CA. Γ(·) es la transformacio´n
a la cual se somete la secuencia aleatoria original.
Algoritmo simple de FAC: En este caso, el algoritmo es denominado Short Time Cross Correlation
Function (STCCF), el cual toma en (3.4) la funcio´n rectangular de ventaneo, w[n] = 1, por lo que
la FAC se determina en forma vectorial como [40]:
Rx(τ) =
~xi~xi+τ
|~xi| |~xi+τ | (3.5)
donde la estimacio´n T0 del periodo fundamental se define como el argumento para el cual el STC-
CF toma su ma´ximo valor, ası´:
T0 = arg {max(τ)} ,∀T0min ≤ τ ≤ ∀T0max (3.6)
La estimacio´n del pitch al realizarse sobre segmentos cortos de voz, supone previamente la toma
de la decisio´n en cada intervalo de ana´lisis sobre las siguientes hipo´tesis: la presencia de sonidos
(λ=1) o su ausencia (λ=0). Como umbral de deteccio´n γ puede ser empleado el primer coeficiente
de reflexio´n derivado de (3.7) [41]:
r1x(τ) =
~xi~xi+1
|~xi| |~xi| =

≤ γ, λ = 0
> γ, λ = 1
(3.7)
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Algoritmo mejorado de FAC En general, la estimacio´n del pitch basada en FAC esta´ afectada por
la funcio´n de autocorrelacio´n de la forma de la ventana empleada [42]:
Rx(τ) ≈ Ra(τ)
Rw(τ)
(3.8)
Ası´, para un tren de funciones delta con periodo T0, definidos como
x(k) =
∞∑
n=−∞
δ(k − k0 − nT0), 0 ≤ k0 ≤ T0 (3.9)
siendo k0 la fase de los pulsos con la ventana, se tiene que (3.8) sera´
Rx(T0) =
∑
n
w(k0 + nT0)w(k0 + (n+ 1)T0)
Rw(T0)
∑
n
w2(k0 + nT0)
(3.10)
Esto es, la exactitud del algoritmo depende directamente de la forma de la ventana empleada.
Se considera que en aplicaciones de voz, la ventana de Hanning es preferible a otras formas por
su menor sensibilidad a cambios ra´pidos de la sen˜al [42]. Un factor adicional de distorsio´n en
el ca´lculo de la funcio´n de correlacio´n es la discretizacio´n del proceso original con periodo de
muestreo 4τ , cuya FAC tambie´n sera´ discreta:
R[n] ≡ R(n∆τ) (3.11)
En el caso de encontrar un ma´ximo local entre los intervalos de correlacio´n (m − 1)4τ y (m +
1)4τ , o sea, r[m − 1] < r[m] < r[m + 1], entonces, una primera estimacio´n del pitch podrı´a
ser τmax = m4τ , con lo cual se obtendrı´a una resolucio´n igual a 4f = fs4τ/T0. Teniendo en
cuenta los valores reales del pitch (≤ 300Hz) y de los esta´ndares existentes en las velocidades de
discretizacio´n de sen˜ales de voz (≈10.000Hz), el valor de resolucio´n estara´ alrededor de los 9 Hz,
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obtenie´ndose una precisio´n lı´mite en la estimacio´n del orden del 3%. En [42], se proponen difer-
entes tipos de interpolacio´n alrededor del punto m4τ , para mejorar la calidad de la estimacio´n.
Estimacio´n de los formantes
El ancho de banda de los formantes BWi se define como el grupo de frecuencias que hay desde
la caı´da posterior y anterior de 3 dB. La energı´a del formante sera´ el valor del pico y el valor del
formante la frecuencia donde se encuentre el pico anterior [2]. Para predecir la pro´xima muestra
como una combinacio´n lineal de las muestras anteriores se tiene que:
yˆ(n) = −
q∑
k=1
aky(n− k) (3.12)
donde q es el orden del predictor y ak son los coeficientes de prediccio´n lineal (LPC) que pueden
ser calculados de dos maneras:
– Calculando las raı´ces del filtro que representan los LPC, lo cual es computacionalmente
pesado y, por tanto dificulta el ana´lisis en tiempo real.
– Calculando la envolvente del espectro a partir de los LPC y, luego estimar sus picos. Los coe-
ficientes ak pueden ser determinados a partir del ca´lculo de coeficientes de autocorrelacio´n.
De esta manera, se tendra´n q coeficientes de prediccio´n lineal por cada trama de la sen˜al de voz.
Tambie´n es habitual aplicar la transformacio´n homomo´rfica de los coeficientes LPC, obteniendo
como resultado los coeficientes LPC cepstrales (la transformada de Fourier inversa del espectro de
amplitud logarı´tmico) que representan la respuesta aproximadamente logarı´tmica o psofome´trica
del oı´do humano. Los coeficientes LPC cepstrales ck presentan la ventaja de convertir el ruido
convolucional en ruido aditivo y permiten separar la excitacio´n glo´tica de los para´metros del tracto
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vocal. Seguidamente, se emplea el tipo de ventaneo que acentu´e los pesos de los LPC cepstrales
con el objeto de obtener mayor discriminacio´n de la envolvente espectral.
Estimacio´n del GNE
Fundamentalmente, el algoritmo de ca´lculo del GNE consta de las siguientes etapas:
1. Filtracio´n predictiva lineal inversa para obtener los pulsos glo´ticos (si los hay).
2. Filtracio´n pasa banda de la sen˜al residual empleado la ventana de Hanning (con ancho de
3000Hz) centrada en las diferentes bandas de frecuencia.
3. Ca´lculo de la envolvente de Hilbert para los diferentes bandas de frecuencia (con ancho de
banda y frecuencias centrales fijas), ası´ como de sus respectivos coeficientes de correlacio´n
para intervalos de ana´lisis (retardos) en el rango de −0.3 < t < 0.3 ms.
4. Finalmente, el ma´ximo coeficiente de correlacio´n corresponde al GNE.
3.2 Caracterı´sticas de voz usando WT
Las te´cnicas de estimacio´n CV planteadas en [31, 32], proponen modelos adaptativos para la se-
leccio´n de un nu´mero reducido de coeficientes Wavelet que retengan la informacio´n discriminante,
teniendo como criterio de optimizacio´n el error de representacio´n. Sin embargo, estas te´cnicas
asumen que cada una de las muestras del conjunto inicial tengan igual taman˜o, es decir, para el
caso de cada uno de los segmentos de voz determinados implicarı´a la existencia de el alineamien-
to temporal, que puede ser realizado a trave´s del Dynamic Time Warping (DTW), no obstante
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este procedimiento requiere de la supresio´n de informacio´n en las sen˜ales que este´n muy ale-
jadas (por defecto o por exceso) de la longitud de referencia escogida. La metodologı´a propuesta
en [43, 44, 45], no toma en consideracio´n el alineamiento temporal de las sen˜ales discretizadas.
Adema´s, se sugiere la forma de seleccio´n de los coeficientes de descomposicio´n de la WT que son
independientes de la longitud en muestras de cada sen˜al.
3.2.1 Estimacio´n de caracterı´sticas de representacio´n usando WT
Existen variados algoritmos de seleccio´n de los coeficientes y niveles de representacio´n de las WT
en la representacio´n de las sen˜ales de voz. En [46] se propone un algoritmo que corresponde a la
modificacio´n del presentado en [44]. Gracias a su propiedad de concentracio´n de energı´a, la WT
distribuye las caracterı´sticas especı´ficas de la sen˜al en diferentes bandas de frecuencia. Haciendo
uso de esta propiedad, el algoritmo de estimacio´n de CV se describe de la siguiente manera:
1. Seleccio´n de la Wavelet ortogonal de soporte compacto ψ(t)
2. Ca´lculo del respectivo filtro pasabajo de descomposicio´n h[m] [47].
3. Determinacio´n de los valores de fi[n], i = 1, .., Ns (nu´mero de muestras), como una secuen-
cia discretizada para el segmento de voz.
4. Ca´lculo de los coeficientes caj, j = 1, ..., J por la expresio´n (A.3), sobre J escalas de aprox-
imacio´n, que cubren J octavas de frecuencia. Donde ca0 = fi[n] corresponde al nivel de
aproximacio´n cero.
5. Seleccio´n de los p coeficientes de mayor amplitud en cada escala de aproximacio´n caj .
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6. Conformacio´n del vector de caracterı´sticas x para fi[n], con dimensionalidad Nf = J × p.
3.2.2 Seleccio´n de la Wavelet Madre
Variadas aplicaciones wavelet explotan la capacidad de representar eficientemente una clase par-
ticular de funciones con un nu´mero pequen˜o de coeficientes wavelet diferentes de cero.
La seleccio´n de ψ debe ser tal, que produzca el ma´ximo nu´mero de coeficientes Wavelet, cuyo valor
sea cercano a cero. De otra manera, la sen˜al f(t) tiene pocos coeficientes Wavelet de representacio´n
no despreciables, si la mayorı´a de los coeficientes a escalas finas tienden a cero, lo cual depende,
en mayor medida, de la regularidad de la funcio´n f , de los momentos de desvanecimiento de ψ y
del taman˜o del respectivo soporte compacto.
En [48] se prueba que si f cumple con la condicio´n de regularidad y ψ tiene una cantidad suficiente
de momentos de desvanecimiento, entonces los coeficientes wavelet | 〈f, ψj,n〉 | sera´n pequen˜os
para las escalas finas de 2j . Donde ψ tiene p momentos de desvanecimiento, si se cumple que
∫ ∞
−∞
tkψ(t)dt = 0 para 0 ≤ k ≤ p
Si f tiene una singularidad aislada en t0 y si t0 se encuentra dentro del soporte de ψj,n(t) =
1√
2
ψ( t−2
jn
2j
), entonces 〈f, ψj,n〉 podra´ presentar una amplitud significativa. Si ψ tiene un soporte
compacto de taman˜o K, en cada escala 2j existen K wavelets ψj,n cuyo soporte incluye a t0. Para
minimizar el nu´mero de coeficientes de amplitud alta se debe reducir el taman˜o del soporte de
ψ. Se dice que la funcio´n de escalamiento φ tiene soporte compacto si y solo si h tiene soporte
compacto y sus soportes son iguales. Si los soportes de h y φ son iguales a [N1, N2] entonces el
soporte de ψ es [N1−N2+1
2
, N2−N1+1
2
].
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Si f tiene pocas singularidades aisladas y es muy regular entre singularidades, se debe buscar la
wavelet que presente alta nu´mero de momentos de desvanecimiento para generar una gran cantidad
de coeficientes 〈f, ψj, n〉 de valor cercano a cero. Si la densidad de singularidades se incrementa,
serı´a recomendable reducir el taman˜o del soporte, y su costo serı´a la reduccio´n de los momentos
de desvanecimiento.
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La seleccio´n de las CV es, tal vez, la etapa ma´s importante en el desarrollo de sistemas automa-
tizados de proceso y clasificacio´n de la voz. Todo para´metro de ana´lisis debera´ cumplir con las
siguientes propiedades [49]:
– Debe ser fa´cilmente medible y poco dependiente de las perturbaciones ambientales (ruidos,
interferencias, etc.).
– Su estimacio´n debe ser estable en el tiempo.
– No debe ser imitable.
El ana´lisis de datos en altas dimensiones se ha convertido en un problema comu´n, el cual requiere
de altos recursos computacionales, presenta dificultad de representacio´n, adicionalmente, el alma-
cenamiento, transmisio´n y procesamiento de estos datos demanda grandes sistemas. Por tanto, es
favorable reducir la dimensionalidad de los datos, mientras se mantenga la estructura original de
los mismos casi intacta. [50] Adema´s, existen otras dos razones principales, por las cuales se debe
mantener la dimensionalidad del espacio de caracterı´sticas tan pequen˜o como sea posible: costo
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de medida y precisio´n en la clasificacio´n. Un nu´mero limitado de caracterı´sticas simplifica la rep-
resentacio´n tanto del patro´n como del clasificador, lo que resulta en un clasificador ma´s ra´pido y
que usa menos memoria. Por otro lado, la reduccio´n exagerada en el nu´mero de caracterı´sticas
podrı´a llevar a una pe´rdida en el poder discriminante, empobreciendo la precisio´n del sistema de
reconocimiento. [51]
4.1 Preproceso de caracterı´sticas
La estimacio´n de cualquier CV, ζi, es muy sensible a factores tales como: las condiciones acu´sticas
de toma de sen˜ales (ruido de fondo, hardware de registro electro´nico, tiempo del dı´a en que se le
toman las muestras al paciente, contenido de las palabras, etc.), por lo que la primera tarea a
resolver en su clasificacio´n, usualmente, es el preproceso de datos de las realizaciones, que esta´
orientado a aumentar la efectividad en el uso de los para´metros representativos de cada clase. Una
parte ba´sica en el preproceso de datos esta´ en la eliminacio´n de datos ano´malos debidos a posibles
errores en el proceso de medicio´n, influencia de fuertes perturbaciones, etc. En este caso, cualquier
valor ano´malo del vector ζik(l) se expresa mediante el valor crı´tico de la distribucio´n de Student
tp,n−2 [52]:
|ζik(l)−m1ζik |
σζi
≤ tp,Ne−2 (Ne − 1)
1/2(
(Ne − 2) + (tp,Ne−2)2
)1/2 , (4.1)
siendo m1ζik y σζik , respectivamente los valores extremos de la media, y varianza del arreglo en
ana´lisis ζik; p es el nivel de significancia. Este me´todo permite la agrupacio´n de valores cada
arreglo ζ(l) en tres grupos:
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|ζ(l)−m1ζ | ≤ (5%, Ne) ; (4.2)
(5%, Ne) ≤ |ζ(l)−m1ζ | ≤ (10%, Ne) y (4.3)
|ζ(l)−m1ζ | ≥ (10%, Ne) (4.4)
Los valores de ζ(l) relativos al primer grupo no deben ser eliminados, los del segundo necesitan un
elemento de juicio adicional para ser eliminados, mientras los del tercer grupo siempre se eliminan.
La deteccio´n de valores ano´malos por toda la matriz ζik(l), adicionalmente permite hacer clara la
calidad de medicio´n de cada realizacio´n de CV. Ası´, si en la realizacio´n del ana´lisis acu´stico de un
paciente dado ocurre un error sistema´tico de medicio´n es de esperar que aparezcan como ano´malos
varios de los valores de la matriz ζik(l) por i. En este caso, es preferible que estas muestras de
pacientes sean eliminadas del ensamble y reemplazadas por otros registros. Ası´ mismo, se puede
juzgar indirectamente sobre la estabilidad de la estimacio´n de cada CV ζ(l), en la medida en que
se incremente desmesuradamente el nu´mero de valores ano´malos en la matriz inicial por todos los
l, para valores fijos de i, k, con mayor certeza se deducira´ que hay problemas en la estimacio´n de
ζik [2].
4.2 Reduccio´n de dimensionalidad
4.2.1 Pruebas de independencia estadı´stica
Con el propo´sito de observar y evaluar las CV que discriminen adecuadamente las dos clases de
voz se realizan los siguientes procedimientos:
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– Pruebas de Hipo´tesis, para comparar las clases desde el punto de vista de los promedios de
cada una de las componentes del espacio de caracterı´sticas. F .
– Correlacio´n por rangos de Spearman, para detectar algu´n grado de dependencia o indepen-
dencia de parejas de variables.
– Ana´lisis de componentes principales, con el propo´sito de reducir la dimensio´n del espacio
caracterı´stico, adema´s para detectar dependencia o independencia en dicho espacio.
Prueba de hipo´tesis
Con el fin de asegurar que cada una de las CV sea apta para lograr el grado suficiente de discrimi-
nacio´n entre las voces patolo´gicas y las normales, se analizan las siguientes hipo´tesis
– H0: no existe diferencia significativa en la media de cada CV ξi ∈ F para discriminar las
dos clases.
– H1: existe una diferencia significativa del promedio en cada ξi ∈ F .
En este trabajo, la prueba de las anteriores hipo´tesis se realizo´ empleando el me´todo t-Student. Sea
ξi = [x1, x2, ..., xNi ] el vector correspondiente a las mediciones de la CV, con media µ y varianza
σ2, ambas desconocidas. A partir de las Ni observaciones por clase, se estiman los valores de µ y
σ2. Ası´, un intervalo de confianza bilateral al 100(1− α)% para la media verdadera es
(µ¯1 − µ¯2)−t(α/2,N1+N2−2)σ¯µ¯1−µ¯2 ≤ µ1 − µ2 ≤ (µ¯1 − µ¯2)+
+t(α/2,N1+N2−2)σ¯µ¯1−µ¯2
(4.5)
con
σ¯2µ¯1−µ¯2 =
N1σ¯
2
1 +N2σ¯
2
2
N1 +N2 − 2
(
1
N1
+
1
N2
)
(4.6)
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donde t(α/2,N1+N2−2) representa el punto porcentual de la distribucio´n t con N1 + N2 − 2 grados
de libertad. Si el intervalo de confianza dado por la ecuacio´n (4.5) contiene el valor 0, entonces no
se rechaza la hipo´tesis nula (H0), en caso contrario, se acepta la hipo´tesis alternativa H1. Ası´, si la
hipo´tesis nula es rechazada, se asume que existe diferencia entre la media de cada clase.
Ana´lisis de correlacio´n por rangos
Como medida de asociacio´n entre las CV, el ana´lisis no parame´trico de correlacio´n por rangos es
utilizado para observar su mutua dependencia. Una de estas medidas de asociacio´n es el coeficiente
de rango de Spearman [53]. Los valores de los coeficientes de correlacio´n por rangos esta´n entre
−1 y 1, donde un valor cercano a cero indica que no existe una asociacio´n entre las variables. El
coeficiente de correlacio´n de Spearman rs es definido como el coeficiente de correlacio´n lineal
entre los rangos Ri de ξi y los rangos Si de χi con ξi, χi ∈ F
rs =
Ns∑
i=1
(Ri −R)(Si − S)√
Ns∑
i=1
(Ri −R)2
√
Ns∑
i=1
(Si − S)
(4.7)
Aunque se pierde alguna informacio´n al reemplazar los datos originales por sus rangos, el coe-
ficiente de Spearman es ma´s robusto a la presencia de anomalı´as en los datos que la correlacio´n
lineal, debido a que pequen˜as variaciones no influyen en el rango de los datos. La transformacio´n
del espacio original al espacio de rangos genera la linealizacio´n entre las CV [53].
4.2.2 Ana´lisis de componentes principales PCA
Es tal vez uno de los me´todos de reduccio´n de dimensio´n ma´s utilizado, en gran parte debido a
su simplicidad conceptual y a la eficiencia computacional de sus algoritmos. Tambie´n conocido
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como la transformacio´n de Karhunen-Loe`ve [54], siendo una poderosa herramienta que permite
extraer la estructura de un conjunto de datos de alta dimensionalidad.
PCA lineal
Inicialmente su campo de accio´n se centra en las transformaciones lineales de los datos, y busca
maximizar la varianza direccional de una manera no correlacionada, ortogonalizando el sistema
de coordenadas en el que se describen originalmente los datos; de esta manera el problema de
reduccio´n de dimensionalidad tiene un solucio´n analı´tica exacta. Geome´tricamente, el hiperplano
generado por los primeros L componentes Principales es el hiperplano de regresio´n que minimiza
las distancias ortogonales a los datos. Por esta razo´n, PCA es un me´todo de regresio´n sime´trica,
contrario a la regresio´n lineal esta´ndar. Es comu´n que un nu´mero pequen˜o de componentes prin-
cipales sea suficiente para representar la mayor parte de la estructura de los datos. Estos primeros
componentes principales generalmente son usados como punto de partida por otros algoritmos,
tales como Regresio´n Projection Pursuit, Curvas Principales o Mapas de Kohonen entre otros.
De igual manera, existen varias arquitecturas de Redes Neuronales con capacidad de extraer los
componentes principales de un conjunto de datos [54].
Sin embargo, el PCA lineal solo esta´ en capacidad de encontrar un subespacio lineal, lo que indica
que no puede manejar datos con relaciones no lineales. En general, no se sabe cuantos compo-
nentes principales se deben tener en cuenta, aunque existen algunas reglas empı´ricas para decidir.
Por ejemplo, eliminar aquellos componentes cuyos autovalores sean menores a cierta fraccio´n del
mayor de los autovalores, o tener en cuenta los necesarios para representar cierto porcentaje de la
varianza total. [54].
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Figura 4.1: PCA representa la direccio´n de la ma´xima varianza
El algoritmo computacional de ca´lculo de PCA lineal empleado corresponde al me´todo matri-
cial, cuyo objetivo es encontrar los autovectores de la matriz de covarianza. Dichos autovectores
describen la direccio´n de los componentes principales de los datos originales, y su significancia
estadı´stica esta´ dada por el autovalor correspondiente. Este me´todo puede estructurarse de la sigu-
iente manera [54]:
1. Conformacio´n de la matriz inicial de datos X, a partir de vectores muestra xi, i=1,2,. . . ,m.
2. Centralizacio´n del primer momento, calcular x¯ y restarlo de cada xi.
3. Ca´lculo de la matriz de covarianza C.
4. Determinacio´n de los autovectores y autovalores para la matriz C.
Cν = λν (4.8)
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en donde λ es un autovalor y ν un autovector.
5. Organizacio´n de los autovalores de tal manera que:
λ1 > λ2 > · · · > λn (4.9)
6. Seleccio´n de los primeros d 6 n autovalores y generar el nuevo set de datos en la nueva
representacio´n.
PCA no lineal
PCA es una te´cnica utilizada para transformar linealmente un conjunto de datos en un nuevo con-
junto de variables no correlacionadas de dimensio´n pequen˜a que representa la mayor parte de la
informacio´n. A trave´s del uso de funciones Kernel, dichas variables se puede transformar de una
manera no lineal. El Kernel PCA es una extensio´n no lineal de PCA en donde los componentes
principales son calculados en un espacio de caracterı´sticas de altas dimensiones, el cual esta´ rela-
cionado de una manera no lineal con el espacio de entrada. [55]
Dado un conjunto centrado de observaciones xk, k = 1, . . . ,M , y debido a que todas las solu-
ciones ν con λ 6= 0 en (4.8) esta´n contenidas en el espacio generado por x1,. . . ,xM , la ecuacio´n
(4.8) es equivalente a
λ(xk · ν) = (xk · Cν) (4.10)
Para el caso de KPCA, tambie´n es necesario la solucio´n de la ecuacio´n (4.10), pero en un espacio
producto punto F , el cual se relaciona con el espacio de entrada a trave´s de un mapeo no lineal,
Φ : RN → F, x→ X (4.11)
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Cabe anotar que dicho espacio F , al cual puede referirse como espacio de caracterı´sticas, puede
tener una dimensionalidad muy alta, inclusive infinita. La matriz de covarianza en F es
C¯ =
1
M
M∑
j=1
Φ (xj) Φ (xj)
T (4.12)
entonces, se necesita resolver
λV = C¯V (4.13)
encontrando los autovalores λ ≥ 0 y los autovectores V ∈ F . Aquı´ nuevamente, todas las solu-
ciones V con λ 6= 0 esta´n contenidas en el espacio generado por Φ(x1),. . . ,Φ(xM), lo que permite
concluir los siguientes momentos [55]: primero, se puede considerar que
λ(Φ (xk) · V ) = (Φ (xk) · CV ) (4.14)
para k = 1, . . . ,M , y segundo, existen los coeficientes αi(i)(i = 1, . . . ,M), tales que
V =
M∑
i=1
αiΦ (xi). (4.15)
Si se combinan (4.14) y (4.15), se obtiene
λ
M∑
i=1
αi (Φ (xk) · Φ (xi)) = 1
M
M∑
i=1
αi
(
Φ (xk) ·
M∑
j=1
Φ (xj)
)
(Φ (xj) · Φ (xi)) (4.16)
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Se define la matriz K de dimensiones MxM , como
Kij = (Φ (xi) · Φ (xj)) (4.17)
lo que significa que
MλKα = K2α (4.18)
en donde α denota el vector columna con entradas α1,. . . ,αM . Para encontrar las soluciones de
(4.18), se resuelve
Mλα = Kα (4.19)
para los autovalores diferentes de cero.
Sean λ1 ≥ λ2 ≥ . . . λM , los autovalores de K (las soluciones Mλ de (4.18)), y α1, . . . , αM el
conjunto completo de los autovectores correspondientes, siendo λp el ultimo autovalor diferente de
cero (asumiendo Φ 6= 0) se normalizan α1, . . . , αp con el fin de que los correspondientes vectores
en F sean normalizados, es decir
(
V k · V k) = 1 (4.20)
para k = 1, . . . , p, combinando (4.15) y (4.19), lo anterior se convierte en la condicio´n de normal-
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izacio´n para α1, . . . , αp :
1 =
M∑
i,j=1
αki α
k
j (Φ (xi) · Φ (xj))
=
M∑
i,j=1
αki α
k
jKij =
(
αk ·Kαk) = λk(αk · αk) (4.21)
Para el ca´lculo de los componentes principales, es necesario realizar las proyecciones sobre los
autovectores V k en F (k = 1, . . . , p). Sea x un punto de prueba, con una imagen Φ(x) en F,
entonces
(
V k · Φ (x)) = M∑
i=1
αki (Φ (xi) · Φ (x)) (4.22)
puede considerarse como el Kernel PCA correspondiente a Φ [55].
Ejemplos de funciones kernel
La matriz de productos punto K puede ser calculada seleccionando un kernel k(x, y) de tal manera
que k(xi, xj) = Φ(xi) · Φ(xj) = Kij , con el fin de evitar cualquier ca´lculo en el espacio de
caracterı´sticas con altas dimensiones. [55]
Entre los kernel comu´nmente utilizados se tienen los siguientes:
– polinomiales,
k (x, y) = (x · y + 1)d (4.23)
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Figura 4.2: KPCA realiza PCA en un espacio de altas dimensiones
– las funciones base radiales (RBF),
k (x, y) = exp
(
−‖x− y‖
2
2σ2
)
(4.24)
– tipo Red Neuronal.
k (x, y) = tanh ((x · y) + b) (4.25)
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4.2.3 Ana´lisis discriminante
El objetivo del Ana´lisis Discriminante puede resumirse como, encontrar una funcio´n que retorne
valores escalares que permitan una buena discriminacio´n entre diferentes clases de los datos de
entrada. Estos discriminates son usados luego para entrenar clasificadores o para visualizar cier-
tos aspectos de los datos. En este sentido, el Ana´lisis Discriminante puede entenderse como un
preprocesamiento supervisado o extraccio´n de caracterı´sticas, supervisado en el sentido de que es
necesario informarle al algoritmo que muestras de entrenamiento corresponden con que clase [56].
Ana´lisis discriminante lineal
El Ana´lisis Discriminante Lineal (LDA - Linear Discriminant Analysis), busca aquellos vectores
que mejor discriminan las clases en un espacio inicial (en lugar de aquellos que mejor representan
los datos). De una manera mas formal, dado un nu´mero de caracterı´sticas independientes, el LDA
crea una combinacio´n lineal de estas, que permita la mayor diferencia entre las medias de las clase
deseadas. Matema´ticamente, se definen dos medidas para todas las muestras en todas las clases:
(i) una llamada Matriz de dispersio´n intra-clase
Sw =
c∑
j=1
Nj∑
i=1
(
xji − µj
) (
xji − µj
)T (4.26)
donde xji es la i-e´sima muestra de la clase j, µj es la media de la clase j, c es el nu´mero de clases , y
Nj es el nu´mero de muestras en la clase j, y (ii) la otra es llamada Matriz de dispersio´n entre-clases
Sb =
c∑
j=1
(µj − µ) (µj − µ)T (4.27)
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en donde µ representa la media de todas las clases.
EL objetivo es maximizar el valor entre-clases, mientras se minimiza el valor intra-clase. Una
forma de hacerlo es maximizando la relacio´n det|Sb|
det|Sw| . La ventaja de utilizar esta relacio´n es, que se
ha comprobado que si Sw es una matriz no singular, dicha relacio´n se maximiza cuando lo vectores
columna de la matriz de proyeccio´n W , son los autovectores de S−1w Sb.
Ba´sicamente, se busca una funcio´n f : X → RD, tal que f(x) y f(z) son similares cuando x y z
lo son, y diferentes en otro caso. En el caso especial del Ana´lisis Discriminate Lineal se busca una
funcio´n lineal
f(x) =W Tx, W ∈ RNxD (4.28)
en donde W es la matriz de transformacio´n.
Discriminante de fisher
Probablemente el ejemplo ma´s conocido de un discriminante lineal corresponde al Discriminante
de Fisher, que busca la direccio´n w que separa correctamente las medias de las clases (una vez
se proyectan en la direccio´n correcta) mientras se logra una varianza pequen˜a alrededor de las
mismas. Se espera que sea simple decidirse, con un error pequen˜o, por una de las clases a partir de
dicha proyeccio´n. La cantidad que mide la diferencia entre las medias es llamada Varianza entre-
clases y la cantidad que mide la varianza alrededor de la media de cada clase es llamada Varianza
intra-clase respectivamente. Por tanto, el objetivo es encontrar una direccio´n que maximize la
varianza entre-clases al mismo tiempo que minimiza la varianza intra-clase.
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Figura 4.3: Discriminante de Fisher para dos clases. Se busca la direccio´n w, para la cual la
diferencia entre las medias de clases (µ1y µ2) proyectadas en dicha direccio´n es grande y que la
varianza alrededor de dichas medias (σ1 y σ2) es pequen˜a.
4.2.4 Ana´lisis de informacio´n mutua
Considerese dos variable aleatorias discretas X y Y con valores en dos alfabetos [57]
χ = {xk|k = 0,±1, . . . ,±K} y (4.29)
γ = {xj|j = 0,±1, . . . ,±J} (4.30)
donde xk y yj son valores discretos y, (2K + 1) y (2J + 1) son los nu´meros de niveles discretos
respectivamente. Se define
p(xk) = P (X = xk), p(yj) = P (Y = yj) (4.31)
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como las probabilidades de que las variables X y Y tomen los valores xk y yj . Entonces la Infor-
macio´n Mutua I(X,Y ) entre las variables X y Y es
I(X, Y ) =
+K∑
k=−K
+J∑
j=−J
p(xk, yj) log
(
p(xk, yj)
p(xk)p(yj)
)
(4.32)
donde p(xk, yj) es la funcio´n de probabilidad conjunta de las variables discretas X y Y. Se consid-
era a I(X, Y ) como la informacio´n relativa a la variable X que puede ser obtenida observando la
variable Y .
La informacio´n mutua tiene las siguientes propiedades:
– Simetrı´a de la informacio´n mutua entre X y Y, I(X, Y ) = I(Y,X)
– No negativa I(X,Y ) > 0
– La informacio´n mutua puede ser expresada en te´rminos de la Entropı´a de las dos variables
I(X, Y ) = H(X)−H(X|Y ) = H(Y )−H(Y |X) (4.33)
donde
H(X) =
+K∑
k=−K
p(xk) log
(
1
p(xk)
)
(4.34)
es la Entropı´a, que representa la cantidad promedio de informacio´n que ofrece la variable X,
72
Capı´tulo 4. Seleccio´n de caracterı´sticas de voz
y
H(X|Y ) = H(X, Y )−H(Y ) (4.35)
es la Entropı´a Condicional de X dado Y, y representa la cantidad de incertidumbre existente
sobre la variable X despue´s de observar la variable Y, y donde
H(X, Y ) =
+K∑
k=−K
+J∑
j=−J
p(xk, yj) log
(
1
p(xk)p(yj)
)
(4.36)
es la Entropı´a Conjunta de X y Y, y representa la cantidad promedio conjunta de informacio´n
dada por las variables X y Y.
Seleccio´n de CV empleando la informacio´n mutua
La informacio´n mutua puede ser determinada como el criterio de seleccio´n de las CV, ası´ [58]:
f (X) = max
f∈F
I (Y,X) (4.37)
el objetivo es entonces, seleccionar el conjunto de CV que tienen la mayor informacio´n mutua con
la respectiva clase, al mismo tiempo que se obtiene la menor informacio´n mutua entre dichas CV.
f = max
Xi
I (Y,Xi)− β
∑
i,j=1
I(Xi, Xj) (4.38)
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En esta seccio´n se muestran las pruebas y resultados obtenidos para la metodologı´a propuesta de
seleccio´n de caracterı´sticas de voz orientada a la identificacio´n de patologı´as. Se determino´ que la
poblacio´n para la cual se llevarı´a a cabo el estudio serı´a la poblacio´n urbana adulta de la Ciudad
de Manizales, personas de ambos ge´neros y que pertenecen al periodo de estabilidad vocal, es
decir, con edades entre los 19 y 54 an˜os de edad. Las clases dentro de las cuales fueron ubicadas
las voces de los pacientes evaluados subjetivamente fueron: clase Normal (k = 1) y clase con
Disfonı´a(k = 2).
5.1 Base de datos fuente
La muestra representativa de la poblacio´n seleccionada, fue evaluada de forma subjetiva por parte
del especialista en fonoaduologı´a, y una vez realizado el diagno´stico inicial se llevaron a cabo las
respectivas sesiones de grabacio´n con aquellas personas que amablemente colaboraron de man-
era consciente con la investigacio´n. El procedimiento de grabacio´n fue realizado en condiciones
controladas de ruido ambiente.
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5.1.1 Recoleccio´n de sen˜ales de voz
La muestra de ana´lisis en el presente trabajo consta de un total de 91 registros de voz, clasificados
ası´:
Ge´nero Valoracio´n
42 Hombres 40 Normales
49 Mujeres 51 Disfonı´as
Tabla 5.1: Muestra de ana´lisis y valoracio´n del especialista
Las propiedades de los archivos de audio generados para cada una de las sen˜ales son las siguientes:
– Formato de registro tipo *.wav.
– Frecuencia de muestreo igual a 22kHz.
– Bits por muestra igual a 16.
– Canales de grabacio´n - 1 (monofo´nico).
5.1.2 Conjunto de datos
El registro de voz consta de la pronunciacio´n en una forma natural de las cinco vocales del idioma
castellano, /a/, /e/, /i/, /o/, /u/.
Para el presente trabajo, las pruebas fueron realizadas sobre los siguientes conjuntos de datos,
segu´n la forma que se considera cada realizacio´n:
– Cada realizacio´n corresponde al segmento /a/.
– Cada realizacio´n corresponde a un vector conformado por las caracterı´sticas de los 5 seg-
mentos {/a/, /e/, /i/, /o/, /u/}.
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– Cada realizacio´n corresponde a uno de los segmentos [/a/; /e/; /i/; /o/; /u/], es decir, cada
segmento es tomado como una realizacio´n independiente.
5.2 Conformacio´n de los espacios de caracterı´sticas
Teniendo en cuenta lo expuesto en el capı´tulo 3, ası´ como las naturaleza especı´fica de los algo-
ritmos de ca´lculo de las CV, en el presente trabajo se restringe el ana´lisis sobre tres diferentes
espacios, ası´:
Espacio de Caracterı´sticas Acu´sticas (CA1): Consta de las siguientes CA estimadas de forma
directa sobre el registro de voz:
– Frecuencia Fundamental (algoritmo AMDF)
– Jitter
– Shimmer
– Armo´nico Ruido
– Formante 1
– Ancho de Banda del Formante 1
– Energı´a del Formante 1
– Formante 2
– Ancho de Banda del Formante 2
– Energı´a del Formante 2
– Energı´a del segmento
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Espacio derivado de Caracterı´sticas Acu´sticas (CA2): Consta de las siguientes CA estimadas
de forma derivada sobre el registro de voz:
– Frecuencia Fundamental (Algoritmo de Childers)
– Jitter
– NEP
– GNE
– HNR
Espacio de Caracterı´sticas de Representacio´n (CW): Consta de las CV estimadas a partir de
los coeficientes de descomposicio´n Wavelet F ⊂ RM . Los para´metros escogidos en la
estimacio´n de las CV son los siguientes
- Funcio´n madre ψ(t) → familias Daubechies, Symlets, Coiflets, Meyer, biorthogonal
spline y reverse biorthogonal spline
- Nu´mero de escalas de aproximacio´n J = 6. Despue´s del sexto nivel de aproximacio´n,
se encontro´ que no se retiene informacio´n representativa del segmento de voz (ver
figura 5.1).
- Nu´mero de coeficientes seleccionados por escala, p = 2.
En total se obtienen 12 CV, a partir de 2 coeficientes de la Transformada Wavelet por cada
uno de los 6 niveles de descomposicio´n tenidos en cuenta para el ana´lisis [46].
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Figura 5.1: Seis escalas de aproximacio´n del segmento de voz /a/.
5.3 Ana´lisis estadı´stico del espacio de caracterı´sticas
Cada uno de los registros de voz fueron preprocesados acorde a los algoritmos presentados en
el capı´tulo 2. Una vez conformada la matriz inicial de datos, con un total de 91 muestras y a
partir de las cuales fueron extraı´das las 11 caracterı´sticas acu´sticas para CA1, 5 para CA2 y 12
caracterı´sticas de representacio´n para CW; se realizo´ el ana´lisis estadı´stico de los mismos llevando
a cabo los procedimientos de Prueba de hipo´tesis, Ana´lisis de correlacio´n por rangos y el Ana´lisis
de componentes principales, descritos en el capı´tulo 4.
5.3.1 Prueba de hipo´tesis
Se realizaron las 11 pruebas de hipo´tesis sobre espacio de caracterı´sticas CA1 tabla 5.2, 5 pruebas
para el CA2 tabla 5.3 y 12 pruebas para el CW tabla 5.4; sobre la media de cada caracterı´stica xi
siguiendo la ecuacio´n (4.5), con un intervalo de confianza del 95%, y un nivel de significancia del
5%.
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CA1 Caracterı´stica Rechaza H0 Intervalo de confianza
1 Pitch No -0.01 ≤ µ ≤ 0.0399
2 Jitter No -0.0012 ≤ µ ≤ 0.0005
3 Shimmer Si 0.0007 ≤ µ ≤ 0.003
4 HNR No -0.000 ≤ µ ≤ 0.0001
5 F1 Si 0.0563 ≤ µ ≤ 0.7306
6 BWF1 Si 0.001 ≤ µ ≤ 0.0094
7 EF1 Si 0.0871 ≤ µ ≤ 0.3888
8 F2 No -0.1305 ≤ µ ≤ 1.1602
9 BWF2 Si 0.0006 ≤ µ ≤ 0.0126
10 EF2 Si 0.1380 ≤ µ ≤ 0.5609
11 E Si 0.028 ≤ µ ≤ 0.0102
Tabla 5.2: Resultados prueba de hipo´tesis para CA1
CA2 Caracterı´stica Rechaza H0 Intervalo de confianza
1 Pitch No -16.2794 ≤ µ ≤ 33.98159
2 Jitter No -0.0703 ≤ µ ≤ 0.1266
3 NEP Si -0.1556 ≤ µ ≤ -0776
4 GNE Si 0.0294 ≤ µ ≤ 0.1063
5 HNR Si -8.9055 ≤ µ ≤ -5.5923
Tabla 5.3: Resultados prueba de hipo´tesis para CA2
5.3.2 Ana´lisis de correlacio´n por rangos
Se calculo´ el coeficiente de correlacio´n de Spearman para cada par de caracterı´sticas para los tres
espacios conformados (CA1, CA2, CW). La matrices de correlacio´n por rangos obtenidas en cada
caso, se observan en las figuras 5.2(a), 5.2(b) y 5.3.
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CW Coeficiente Rechaza H0 Intervalo de confianza
1 c11 No -0.048081 ≤ µ ≤ 0.124842
2 c12 No -0.040943 ≤ µ ≤ 0.135831
3 c21 No -0.057971 ≤ µ ≤ 0.193823
4 c22 No -0.055608 ≤ µ ≤ 0.196972
5 c31 Si 0.162217 ≤ µ ≤ 0.548874
6 c32 Si 0.181570 ≤ µ ≤ 0.562471
7 c41 No -0.246689 ≤ µ ≤ 0.436232
8 c42 No -0.241890 ≤ µ ≤ 0.424520
9 c51 Si -1.364304 ≤ µ ≤ -0.547752
10 c52 Si -1.331879 ≤ µ ≤ -0.539226
11 c61 No -0.719508 ≤ µ ≤ 0.002833
12 c62 Si -0.724954 ≤ µ ≤ -0.008289
Tabla 5.4: Resultados prueba de hipo´tesis para CW
(a) (b)
Figura 5.2: Matriz de correlacio´n por rangos para: (a) CA1; (b) CA2.
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Figura 5.3: Matriz de correlacio´n por rangos para CWT
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5.3.3 Ana´lisis de componentes principales
Para evaluar el desempen˜o de esta metodologı´a, se conformaron 12 conjuntos de datos a partir de
los conjuntos descritos en 5.1.2 y los espacios conformados en 5.2; entre estas doce variantes se
encuentran conjuntos de CV de naturaleza u´nica (acu´sticas o´ de representacio´n), ası´ como aquellos
en donde se tienen en cuenta CV de naturaleza diferentes (acu´sticas y de representacio´n). Los
conjuntos conformados y su correspondiente dimensio´n, son los siguientes:
Conjunto Dimensio´n
CA1-a [11]
CA2-a [5]
CWT-a [12]
CA1-unidas [11x5]
CA2-unidas [5x5]
CWT-unidas [12x5]
CA1-indep [11]
CA2-indep [5]
CWT-indep [12]
Combina-a [11+5+12]
Combina-unidas [55+25+60]
Combina-indep [11+5+12]
Tabla 5.5: Conjuntos de datos utilizados
PCA Lineal
Las figuras (5.4(a)), (5.4(b)), (5.5(a)) y (5.5(b)) muestran las curvas de la varianza acumulada para
cada uno de los ana´lisis realizados, se puede observar el ra´pido crecimiento de algunas de estas
curvas, lo que permite una mayor reduccio´n en la dimensionalidad del conjunto de datos.
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(a) (b)
Figura 5.4: Varianza acumulada para: (a) CA1-a, CA2-a y CWT-a; (b) CA1-unidas, CA2-unidas y
CWT-unidas.
(a) (b)
Figura 5.5: Varianza acumulada para: (a) CA1-indep, CA2-indep y CWT-indep; (b) combi-a,
combi-unidas y combi-indep.
83
Capı´tulo 5. Marco experimental
PCA No Lineal
Las figuras 5.6(a), 5.6(b) , 5.7(a) y 5.5(b) muestran las curvas de la varianza acumulada obtenidas
en cada uno de los ana´lisis realizados para el caso no lineal.
(a) (b)
Figura 5.6: Varianza acumulada para: (a) CA1-a, CA2-a y CWT-a; (b) CA1-unidas, CA2-unidas y
CWT-unidas.
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(a) (b)
Figura 5.7: Varianza acumulada para: (a) CA1-indep, CA2-indep y CWT-indep; (b) combi-a,
combi-unidas y combi-indep.
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5.4 Pruebas de clasificacio´n
Una vez se tiene el clasificador, es necesario evaluar su utilidad midiendo el porcentaje de obser-
vaciones que fueron clasificadas correctamente. Esto genera una estimacio´n de la probabilidad de
casos correctamente clasificados [46].
5.4.1 Validacio´n del clasificador
Se presentan dos me´todos para estimar la probabilidad de e´stos: prueba de muestras independi-
entes(ITS) y validacio´n cruzada(VC).
– Prueba de muestras independientes: si el conjunto de muestras es grande, se puede dividir
en un conjunto de entrenamiento y un conjunto de validacio´n. Se usa el conjunto de en-
trenamiento para construir el clasificador y se clasifican las observaciones del conjunto de
validacio´n usando la regla de clasificacio´n. La proporcio´n de observaciones correctamente
clasificadas es el porcentaje de clasificacio´n estimado. Como el clasificador no ha visto
los patrones en el conjunto de validacio´n, el porcentaje de clasificacio´n estimado no esta´
sesgado. Los pasos para evaluar el clasificador usando este me´todo son
1. Separar aleatoriamente la muestra en dos conjuntos de taman˜o nTEST y nTRAIN , donde
nTEST + nTRAIN = Ns.
2. Construir el clasificador (e.g., Bayesiano, Red Neuronal, SVM) usando el conjunto de
entrenamiento.
3. Presentar cada patro´n del conjunto de validacio´n al clasificador y obtener una etiqueta
de clase para e´l. Dado que se conoce la clase correcta para estas observaciones, se
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puede contar el nu´mero de correctamente clasificados NCC .
4. El porcentaje en que las observaciones son correctamente clasificadas es
P (CC) = 100 ∗ NCC
nTEST
(5.1)
La ventaja de este me´todo reside en que no emplea mucho tiempo de proceso; sin embargo,
su evaluacio´n puede tener una alta varianza, que puede depender en gran medida de los datos
que finalmente quedan tanto para el conjunto de entrenamiento como para el de validacio´n.
De este modo la evaluacio´n puede ser significativamente diferente dependiendo de co´mo es
hecha la particio´n inicialmente.
– Validacio´n cruzada con k-particiones: El concepto ba´sico consiste en dividir el conjunto de
muestras en k particiones de taman˜o kp = Ns/k, con Ns siendo el nu´mero total de patrones
en FX . Una particio´n es reservada como conjunto de validacio´n mientras los restantes k−1
son usadas como conjunto de entrenamiento. El modelo es entrenado k veces a trave´s del
conjunto de muestras completo. Cuando e´ste muy pequen˜o para dividirlo en un so´lo conjunto
de entrenamiento y validacio´n, es recomendable usar validacio´n cruzada [59]. El siguiente
procedimiento permite estimar el costo de clasificar de forma incorrecta una observacio´n
usando validacio´n cruzada.
1. Dividir aleatoriamente el conjunto de muestras en k particiones.
2. Retener una de las k particiones con objeto de validacio´n. Denominar kT
3. Usar las restantes k − 1 particiones para entrenar el clasificador.
4. Presentar el conjunto de validacio´n kT al clasificador y obtener las etiquetas de clase.
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5. Determinar el error de clasificacio´n. eci = NCIkp .
6. Repetir desde el paso 2 al 5 hasta que las k particiones hayan sido usadas como con-
junto de validacio´n.
7. Determinar el promedio de los k errores.
La ventaja de este me´todo es su poca sensibilidad a la particio´n de los datos. Cada dato logra
estar en el conjunto de validacio´n una vez, y k − 1 veces en el conjunto de entrenamiento.
La estimacio´n de la varianza se reduce a medida que k incrementa. La desventaja de este
me´todo es que el algoritmo de entrenamiento debe ser evaluado k veces, elevando el tiempo
de ca´lculo.
– LOO: Por u´ltimo el me´todo LOO Leave-one-out es una validacio´n cruzada de k particiones
tomada en el lı´mite donde k = Ns. Esto significa que ks veces, de forma independiente,
el modelo es entrenado sobre todos los datos exceptuando 1 punto. Luego, la validacio´n es
hecha para tal punto. Nuevamente el error promedio es calculado y usado para evaluar el
modelo.
Debido al reducido nu´mero de muestras por clase, la te´cnica de Validacio´n cruzada de k particiones
fue usada como medida de confiabilidad [60] en la evaluacio´n del desempen˜o de cada uno de las
te´cnicas de reconocimiento de patrones. Esta medida, a su vez permitira´ una seleccio´n de la te´cnica
ma´s adecuada en te´rminos de generalizacio´n dados por el error promedio y su desviacio´n [61].
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5.4.2 Resultados del clasificador usando Prueba de Hipo´tesis
Conjunto Completo Reducido σC σR
CA1-a 78.75 78.75 12.96 3.42
CA2-a 87.50 92.50 7.65 5.23
CWT-a 92.50 86.25 2.80 5.23
CA1-unidas 83.75 82.50 16.89 13.55
CA2-unidas 86.25 87.50 6.85 0.00
CWT-unidas 98.75 99.00 2.80 0.00
CA1-indep 81.25 77.50 13.26 5.59
CA2-indep 82.50 91.25 9.27 3.42
CWT-indep 92.50 75.00 8.15 8.84
Tabla 5.6: Clasificacio´n utilizando CV seleccionadas con PH
En 5.6, se muestran los resultados obtenidos en la clasificacio´n utilizando el conjunto completo
de datos, al igual que los resultados que se obtienen al utilizar solamente aquellas caracterı´sticas
sen˜aladas por la prueba de hipo´tesis. En un primer grupo {CA1 − a, CA2 − a, CWT − a}, el
porcentaje de acierto se mantiene estable o se mejora para las dos primeras, al mismo tiempo que
se nota un descenso en el valor de la varianza de clasificacio´n para el procedimiento VC; pero
en el caso de las CWT, el porcentaje desciende considerablemente y la varianza aumenta. Para
el segundo grupo {CA1 − unidas, CA2 − unidas, CWT − unidas}, el porcentaje de acierto
se mantiene estable para todas, y para el caso de la varianza se presenta reduccio´n en los tres
casos, siendo destacable el valor 0 alcanzado para CA2-unidas y CWT-unidas. Para el tercer grupo
{CA1− indep, CA2− indep, CWT − indep}, el porcentaje solo se mantiene estable para CA2-
indep, en los otros dos casos este desciende, y en cuanto a la varianza, su valor disminuye para
CA1-indep y CA2-indep, pero aumenta para CWT-indep.
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Conjunto Completo Reducido σC σR CP retenidos
CA1-a 76.25 78.75 11.18 7.13 8/11
CA2-a 85.00 86.25 5.59 9.27 5/5
CWT-a 87.50 82.50 11.69 6.85 4/12
CA1-unidas 87.50 78.75 6.25 12.18 29/55
CA2-unidas 90.00 73.75 8.39 8.15 14/25
CWT-unidas 95.00 96.25 5.23 3.42 12/60
CA1-indep 79.25 78.50 4.73 2.05 9/11
CA2-indep 81.25 81.75 4.76 3.49 5/5
CWT-indep 83.50 78.25 5.11 5.42 5/12
combina-a 97.50 96.25 3.42 5.59 13/28
combina-unidas 97.50 92.50 3.42 2.80 37/140
combina-indep 92.75 88.50 1.85 4.28 16/28
Error prom. 3.42 σ prom. 5.97
Tabla 5.7: Clasificacio´n SVM de CV seleccionadas con PCA Lineal
5.4.3 Resultados del clasificador usando PCA lineal
En 5.7 se resumen los resultados obtenidos al aplicar la metodologı´a de reduccio´n de dimension-
alidad a trave´s de PCA. Se muestran resultados para doce conjuntos de caracterı´sticas, en donde
se tienen en cuenta CV de naturaleza u´nica, ası´ como conjuntos que incluyen la combinacio´n de
las mismas. Se observan los porcentajes de acierto alcanzados por el clasificador para el conjunto
completo y para el conjunto reducido, al igual que el numero de componentes principales retenidos
para cada prueba, esto para un criterio del 90% de la varianza acumulada. Para los conjuntos CA1-
a, CA2-unidas, CWT-unidas, combi-a y combi-unidas, se manifiesta un aumento en el porcentaje
de acierto en la clasificacio´n. Para CWT-a, CA1-unidas y CA2-indep el porcentaje se mantiene
estable. Caso contrario ocurre para CA2-a, CA1-indep, CWT-indep y combi-indep, en donde se
ve una disminucio´n, aunque leve, en el porcentaje de acierto.
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Conjunto Completo Reducido Reducido 2 CP retenidos CP retenidos 2
CA1-a 76.25 78.75 76.25 8/11 4/11
CA2-a 85.00 86.25 77.50 5/5 3/5
CWT-a 87.50 82.50 85.00 4/12 3/12
CA1-unidas 87.50 78.75 67.50 29/55 16/55
CA2-unidas 90.00 73.75 60.00 14/25 7/25
CWT-unidas 95.00 96.25 96.25 12/60 10/60
CA1-indep 79.25 78.50 61.50 9/11 4/11
CA2-indep 81.25 81.75 66.00 5/5 3/5
CWT-indep 83.50 78.25 68.50 5/12 3/12
combina-a 97.50 96.25 82.50 13/28 8/28
combina-unidas 97.50 92.50 90.00 37/140 26/140
combina-indep 92.75 88.50 78.00 16/28 8/28
Tabla 5.8: Clasificacio´n SVM de CV seleccionadas con PCA Lineal con dos criterios de retencio´n
La tabla 5.8, es una versio´n ampliada de 5.7, en donde se analiza el desempen˜o con otra estrategia
de seleccio´n del nu´mero de componentes principales retenidos. Para este segundo caso, se retienen
los componentes principales que tienen un autovalor mayor o igual al valor de la media de los
autovalores.
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Conjunto Completo Reducido σC σR CP retenidos
CA1-a 67.50 70.00 11.18 5.23 8/11
CA2-a 78.75 78.75 5.59 5.59 5/5
CWT-a 85.00 81.25 12.18 9.88 4/12
CA1-unidas 50.00 51.25 0.00 11.18 29/55
CA2-unidas 72.50 66.25 10.46 11.35 14/25
CWT-unidas 50.00 82.50 0.00 20.44 12/60
CA1-indep 62.00 59.75 9.38 11.26 9/11
CA2-indep 69.50 69.50 4.89 4.89 5/5
CWT-indep 79.75 74.00 7.26 2.40 5/12
combina-a 73.75 86.25 13.55 8.15 13/28
combina-unidas 50.00 45.00 0.00 12.02 37/140
combina-indep 81.50 80.50 7.83 2.27 16/28
Tabla 5.9: Clasificacio´n Bayesiano de CV seleccionadas con PCA Lineal
Conjunto Completo Reducido Reducido 2 CP retenidos CP retenidos 2
CA1-a 67.50 70.00 68.75 8/11 4/11
CA2-a 78.75 78.75 68.75 5/5 3/5
CWT-a 85.00 81.25 85.00 4/12 3/12
CA1-unidas 50.00 51.25 53.75 29/55 16/55
CA2-unidas 72.50 66.25 53.75 14/25 7/25
CWT-unidas 50.00 82.50 85.00 12/60 10/60
CA1-indep 62.00 59.75 44.75 9/11 4/11
CA2-indep 69.50 69.50 56.25 5/5 3/5
CWT-indep 79.75 74.00 69.00 5/12 3/12
combina-a 73.75 86.25 80.00 13/28 8/28
combina-unidas 50.00 45.00 66.25 37/140 26/140
combina-indep 81.50 80.50 72.50 16/28 8/28
Tabla 5.10: Clasificacio´n Bayesiano de CV seleccionadas con PCA Lineal con dos criterios de
retencio´n
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5.4.4 Resultados del clasificador usando PCA No lineal
Conjunto Completo Reducido σC σR CP retenidos
CA1-a 83.75 80.00 5.59 12.02 9/11
CA2-a 88.75 78.75 8.15 5.59 4/5
CWT-a 93.75 95.00 4.42 5.23 8/12
CA1-unidas 92.50 91.25 5.23 7.13 49/55
CA2-unidas 87.50 85.00 4.42 5.59 21/25
CWT-unidas 97.50 96.25 5.59 5.59 44/60
CA1-indep 78.50 70.25 5.33 7.15 10/11
CA2-indep 83.00 76.75 3.38 6.99 4/5
CWT-indep 81.25 81.75 2.50 5.63 10/12
combina-a 97.50 98.75 5.59 2.80 22/28
combina-unidas 98.75 95.00 2.80 5.23 113/140
combina-indep 92.25 92.75 3.11 5.26 24/28
Tabla 5.11: Clasificacio´n SVM de CV seleccionadas con PCA No Lineal
En 5.11 se resumen los resultados obtenidos al aplicar la metodologı´a no lineal de reduccio´n de
dimensionalidad a trave´s de KPCA. El kernel utilizado fue´ del tipo RBF. Se muestran resultados
para los mismos conjuntos de datos tenidos en cuenta para PCA. Se observan los porcentajes de
acierto alcanzados por el clasificador para el conjunto completo y para el conjunto reducido, al
igual que el numero de componentes principales retenidos para cada prueba, esto para un criterio
del 90% de la varianza acumulada. Para los conjuntos CA2-a, CWT-a, CET-unidas, CA2-indep y
combi-unidas se manifiesta un aumento en el porcentaje de acierto en la clasificacio´n. Para CA1-
a, combi-a y combi-indep el porcentaje se mantiene estable. Caso contrario ocurre para CA1-
unidas, CA2-unidas, CA1-indep y CWT-indep, en donde se ve una disminucio´n, aunque leve, en
el porcentaje de acierto.
La tabla 5.12, es una versio´n ampliada de 5.7, en donde de analiza el desempen˜o con otra estrategia
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Conjunto Completo Reducido Reducido 2 CP retenidos CP retenidos 2
CA1-a 83.75 80.00 81.25 9/11 10/11
CA2-a 88.75 78.75 81.25 4/5 4/5
CWT-a 93.75 95.00 88.75 8/12 7/12
CA1-unidas 92.50 91.25 93.75 49/55 52/55
CA2-unidas 87.50 85.00 87.50 21/25 21/25
CWT-unidas 97.50 96.25 97.50 44/60 31/60
CA1-indep 78.50 70.25 70.25 10/11 10/11
CA2-indep 83.00 76.75 76.75 4/5 4/5
CWT-indep 81.25 81.75 82.00 10/12 10/12
combina-a 97.50 98.75 95.00 22/28 21/28
combina-unidas 98.75 95.00 97.50 113/140 104/140
combina-indep 92.25 92.75 91.50 24/28 24/28
Tabla 5.12: Clasificacio´n SVM de CV seleccionadas con PCA No Lineal con dos criterios de
retencio´n
de seleccio´n del nu´mero de componentes principales retenidos. Para este segundo caso, se retienen
los componentes principales que tienen un autovalor mayor o igual al valor de la media de los au-
tovalores.
Conjunto Completo Reducido σC σR CP retenidos
CA1-a 67.50 63.75 11.18 11.18 7/11
CA2-a 78.75 81.25 5.59 9.88 4/5
CWT-a 85.00 87.50 12.18 7.65 3/12
CA1-unidas 53.75 46.25 14.39 7.13 23/55
CA2-unidas 72.50 67.50 10.46 18.96 11/25
CWT-unidas 50.00 37.50 0.00 9.88 9/60
CA1-indep 62.00 51.50 9.38 10.80 8/11
CA2-indep 69.50 57.50 4.89 6.79 4/5
CWT-indep 79.75 78.50 7.26 4.09 4/12
combina-a 73.75 83.75 13.55 5.59 10/28
combina-unidas 50.00 50.00 0.00 0.00 27/140
combina-indep 81.50 81.50 7.83 5.48 13/28
Tabla 5.13: Clasificacio´n Bayesiano de CV seleccionadas con PCA Lineal
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Conjunto Completo Reducido Reducido 2 CP retenidos CP retenidos 2
CA1-a 67.50 63.75 63.75 7/11 4/11
CA2-a 78.75 81.25 81.25 4/5 3/5
CWT-a 85.00 87.50 87.50 3/12 3/12
CA1-unidas 53.75 46.25 42.50 23/55 16/55
CA2-unidas 72.50 67.50 70.00 11/25 7/25
CWT-unidas 50.00 37.50 83.75 9/60 10/60
CA1-indep 62.00 51.50 51.50 8/11 4/11
CA2-indep 69.50 57.50 57.50 4/5 3/5
CWT-indep 79.75 78.50 78.00 4/12 3/12
combina-a 73.75 83.75 83.75 10/28 8/28
combina-unidas 50.00 50.00 50.00 27/140 26/140
combina-indep 81.50 81.50 81.50 13/28 8/28
Tabla 5.14: Clasificacio´n Bayesiano de CV seleccionadas con PCA No Lineal con dos criterios de
retencio´n
Conjunto Completo Reducido Reducido 2 Reducido K Reducido K2
CA1-a 75.00 78.75 80.00 80.00 81.25
CA2-a 82.50 88.75 70.00 78.75 81.25
CWT-a 93.75 82.50 80.00 95.00 88.75
CA1-unidas 91.25 86.25 72.50 91.25 93.75
CA2-unidas 86.25 75.00 56.25 85.00 87.50
CWT-unidas 96.25 96.25 96.25 96.25 97.50
CA1-indep 81.00 78.75 57.25 70.25 70.25
CA2-indep 81.00 81.75 65.25 76.75 76.75
CWT-indep 82.75 76.25 68.25 81.75 82.00
combina-a 96.25 96.25 81.25 98.75 95.00
combina-unidas 98.75 86.25 88.75 95.00 97.50
combina-indep 92.25 88.50 75.75 92.75 91.50
Tabla 5.15: Comparacio´n de resultados con PCA y KPCA
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Figura 5.8: Comparacio´n gra´fica de resultados con PCA y KPCA, con dos criterios de retencio´n
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Figura 5.9: Comparacio´n gra´fica de resultados con PCA y KPCA
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Analizando los resultados obtenidos para cada grupo analizado, se puede concluir que: para los
conjuntos que solo tienen en cuenta el fonema /a/, en el caso de las caracterı´sticas acu´sticas, se
presenta un aumento en el porcentaje de clasificacio´n, mientras que para las caracterı´sticas de rep-
resentacio´n este porcentaje disminuye; para los conjuntos que unen las cinco vocales, se presente
lo contrario al caso anterior, es decir, se ve una disminucio´n en el porcentaje de clasificacio´n para
las caracterı´sticas acu´sticas, y se presenta estabilidad para las caracterı´sticas de representacio´n;
cuando se tomaron las vocales como muestras independientes, el comportamiento para el primer
grupo de caracterı´sticas acu´sticas y para el de caracterı´sticas de representacio´n es el mismo, en
cuanto a una disminucio´n en el porcentaje, mientras que para el segundo grupo de caracterı´sticas
acu´sticas se presenta un leve aumento; para el caso en que se combinaron las caracterı´sticas, se
presenta estabilidad en el porcentaje para el primer grupo, es decir, aquel que tenı´a en cuenta solo
la vocal /a/, para los otros dos casos, se presenta una disminucio´n en el porcentaje de acierto.
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Teniendo en cuenta los resultados presentados, se pueden destacar como conclusiones de este
trabajo, las siguientes:
– Se presenta la clasificacio´n detallada de los algoritmos de estimacio´n automatizada de las
caracterı´sticas acu´sticas de voz, sobre las cuales, el intere´s de la comunidad cientı´fica se
encuentra en aumento, esto, evidenciado en el creciente nu´mero de publicaciones en el tema.
En este sentido, se analiza el empleo de las caracterı´sticas acu´sticas en la identificacio´n de
las alteraciones vocales en la poblacio´n colombiana, teniendo en cuenta para este caso, una
de las alteraciones mas comunes en la funcio´n vocal humana, la disfonı´a.
– El ana´lisis de las condiciones de registro sobre los resultados del clasificador, mostro´ la
necesidad de realizar el preprocesamiento del conjunto inicial de caracterı´sticas con el fin de
evidenciar la presencia de datos ano´malos, permitiendo su eliminacio´n, al mismo tiempo que
se normaliza estadı´sticamente la muestra como etapa anterior al ana´lisis y procesamiento de
la misma.
– Se estudian las caracterı´sticas de la voz, con naturaleza distinta a las propiedades acu´sticas.
En particular, se evalu´an algoritmos de estimacio´n de caracterı´sticas de voz empleando los
coeficientes de representacio´n de la transformada Wavelet.
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– Se propone la metodologı´a de seleccio´n de caracterı´sticas de voz, orientada a la identifi-
cacio´n de voces con algu´n grado de disfonı´a. La metodologı´a esta´ basada en el estudio de
dependencia estadı´stica de las caracterı´sticas iniciales de voz y comprende las siguientes
etapas:
1. La prueba de hipo´tesis, compara las clases desde el punto de vista de los promedios de
cada una de las componentes del espacio de caracterı´sticas. F .
2. El ana´lisis de correlacio´n, que detecta algu´n grado de dependencia o independencia de
parejas de variables.
3. La reduccio´n de dimensionalidad, que reduce el nu´mero de caracterı´sticas necesario
para llevar a cabo la identificacio´n, utilizando para ello el criterio de independencia
estadı´stica entre las mismas.
– El desarrollo de la metodologı´a en el caso concreto de identificacio´n de alteracio´n de voz
propuesto, mostro´ como resultado que para 8 de los 12 casos analizados, para PCA Lineal,
y 9 de 12 para PCA No lineal; la metodologı´a presentada permite realizar una reduccio´n
en la dimensio´n del conjunto inicial de caracterı´sticas manteniendo estable el porcentaje de
acierto en la clasificacio´n, e incluso mejora´ndolo. A pesar de tener un mejor desempen˜o en
cuanto al porcentaje de clasificacio´n, el ana´lisis PCA No lineal ocasiona, de manera general,
un aumento en la varianza de clasificacio´n, lo que se convierte en un efecto no deseado.
Adicionalmente, la reduccio´n alcanzada no es tan buena como la alcanzada para el caso del
ana´lisis PCA lineal.
– Los mejores resultados en cuanto a la reduccio´n de dimensionalidad, se obtienen para el
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conjunto CWT-unidas, en donde se obtiene una reduccio´n de casi el 80%. Adicionalmente
el porcentaje de clasificacio´n se mantiene estable, y aparece como uno de los mas altos
dentro de todo el ana´lisis realizado. De lo anterior se puede decir que, las caracterı´sitcas de
representacio´n a partir de todas las vocales unidas, presentan un mejor desempen˜o respecto
a las caracterı´sticas acu´sticas en la tarea de clasificacio´n entre voces normales y con algu´n
grado de disfonı´a. Al revisar las caracterı´sticas seleccionadas para los conjuntos ***-unidas,
es posible notar la presencia de por lo menos una caracterı´stica calculada a partir de cada una
de las cinco vocales, lo que permite pensar que cada uno de los fonemas voca´licos provee
cierta informacio´n propia e independiente, respecto a los dema´s.
– En la actualidad el Grupo de Control y Procesamiento Digital de Sen˜ales (GC&PDS) de la
Universidad Nacional de Colombia, Sede Manizales, cuenta con una base reducida de voces.
Dicha base esta´ conformada por 91 voces de hombres y mujeres con edades entre los 19 y 54
an˜os, discriminadas en voces normales (40) y con algu´n grado de disfonı´a (51). Es necesario
continuar con las labores de recoleccio´n y etiquetamiento de muestras de sen˜ales de voz con
estas caracterı´sticas, especialmente con algu´n grado de disfonı´a, lo anterior con el fin de
ofrecer a mediano plazo, una muestra representativa que contenga un nu´mero considerable
de elementos para cada una de los posibles tipos de disfonı´a: leve, moderada y severa;
hiperfuncional e hipofuncional.
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Ape´ndice A
Transformada Wavelet Discreta
En este caso, los para´metros de dilatacio´n a y traslacio´n b toman solamente valores discretos. La
dilatacio´n de la Wavelet madre, se relaciona como potencias enteras de una escala de referencia
a0, normalmente mayor que 1 ası´ a = aj0. Para la discretizacio´n del para´metro b, se debe tener en
cuenta que el recubrimiento discreto del plano tiempo-frecuencia es localizado en cada escala, ası´
el para´metro de traslacio´n depende del para´metro de escala. Para escalas mayores, la traslacio´n
debe ser mayor. Dado que el ancho de las funciones a cada escala es directamente proporcional
con la misma, se toma una discretizacio´n del para´metro b directamente relacionada con la escala
que se esta´ trabajando b = kb0aj0.
a = aj0
b = kb0a
j
0
(A.1)
con j, k ∈ Z y a0 > 1, b0 > 0.
Una base ortonormal de Wavelets de soporte compacto pueden ser obtenidas al extender L2(R), el
espacio de todas las sen˜ales de energı´a finita, por medio de traslaciones y dilataciones de la funcio´n
Wavelet (ver ecuacio´n (2.29)), ası´
ψj,k(t) = a
−j/2
0 ψ
(
a−j0 t− kb0
) (A.2)
donde m representa la escala y n la traslacio´n temporal. Si se seleccionan escalas y posiciones
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basadas en potencias de 2(a0 = 2), llamadas escalas y posiciones dia´dicas, el ana´lisis sera´ mucho
ma´s eficiente e igual de preciso que el ana´lisis continuo. Una vı´a para implementar este esquema
usando filtros fue desarrollada por Mallat [62,63], cuyo algoritmo es en efecto un esquema cla´sico
conocido como codificador sub-banda de dos canales.
En este caso, la sen˜al f(t) se representa como una serie de aproximaciones (baja frecuencia) y
detalles (alta frecuencia) en diferentes resoluciones. En cada etapa, un par de filtros h, g son
aplicados a la sen˜al de entrada para producir una sen˜al de aproximacio´n y una de detalle respec-
tivamente. La sen˜al de detalle, representa la informacio´n perdida desde una resolucio´n alta, hasta
una ma´s baja. La representacio´n Wavelet es entonces, el conjunto de coeficientes de detalle en
todas las resoluciones y los coeficientes de aproximacio´n en la resolucio´n ma´s baja.
El algoritmo ra´pido para calcular los coeficientes Wavelet, esta´ dado por la siguiente expresio´n
caj,k =
∑
m
h[2k −m]caj−1[m] (A.3)
cdj,k =
∑
m
g[2k −m]caj−1[m] (A.4)
Los filtros h y g son llamados filtros espejo en cuadratura y satisfacen la siguiente propiedad
g[n] = (−1)1−nh[1− n] (A.5)
La etapa de filtrado es seguida por una decimacio´n dia´dica o submuestreo por un factor de 2.
El esquema para una etapa de filtrado a una escala j se muestra en la figura A.1. La descom-
posicio´n Wavelet de una sen˜al s analizada en una escala o nivel j, tiene la siguiente estructura:
[caj, cdj, ..., cd1] (ver figura A.2). Los filtros h y g son derivados de bases de Wavelets ortonor-
males y, por lo tanto la reconstruccio´n de la sen˜al a partir de la descomposicio´n Wavelet es exacta
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Figura A.1: Etapa de descomposicio´n
Figura A.2: Estructura de la descomposicio´n Wavelet: a´rbol Wavelet
y dada por la ecuacio´n (A.6) y se representa en la figura A.3.
caj−1,k = 2
∑
m
(caj,k[m]h[k − 2m] + cdm,k[m]g[k − 2m]) (A.6)
hace alusio´n al ca´lculo real de los coeficientes.
Figura A.3: Etapa de reconstruccio´n
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B.1 Clasificador bayesiano
En este caso de clasificacio´n, el criterio de trabajo consiste en minimizar la probabilidad de error en
un problema de clasificacio´n [64]. El algoritmo de decisio´n bayesiana evalu´a el punto a clasificar
en cada una de las funciones discriminantes construidas para cada clase. En este trabajo se ha
supuesto que las clases tienen igual probabilidad a priori de aparicio´n.
Sea Xi la matriz que contiene los hiperpuntos de cada clase, de taman˜o Nc(muestras por clase) ×
D(No. caracterı´sticas) × C(No. de clases), se procede del siguiente modo:
1. Se calcula el vector de medias µi de Xi.
2. Se calcula la matriz de covarianza Σi de Xi.
3. Se calculan los coeficientes de la funcio´n discriminante para cada clase:
Wi = −1
2
Σ−1i
wi = µiΣ
−1
i
wi0 = −1
2
µiΣ
−1
i µ
T
i −
1
2
ln(| Σi |) + ln(P )
(B.1)
4. Se construye la funcio´n discriminante para cada clase con los coeficientes calculados en B.1:
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gi(x) = x
TWi +wix+ wi0 (B.2)
El punto pertenece a aquella clase que da un mayor valor al evaluarlo en su funcio´n discrim-
inante.
B.2 Redes Neuronales Artificiales
Las redes neuronales esta´n compuestas de elementos simples operando en paralelo. Estos ele-
mentos esta´n inspirados en los sistemas nerviosos biolo´gicos. El modelo de una neurona esta´
compuesto de una entrada escalar p que es multiplicada por un escalar de peso w, un escalar de
polarizacio´n b, una funcio´n de transferencia f y una salida a. Este modelo puede ser descrito por
medio de la ecuacio´n,
a = f(wp+ b) (B.3)
La funcio´n de transferencia f es tı´picamente una funcio´n de paso o una funcio´n sigmoide.
Cabe notar que w y b son para´metros ajustables de la neurona. La idea central de las redes neu-
ronales es que dichos para´metros pueden ser ajustados tal que la red exhiba algu´n comportamiento
deseado. De este modo, se pueden entrenar redes para realizar un trabajo particular ajustando estos
para´metros, o tal vez la propia red pueda ajustarse para alcanzar alguna salida deseada [65].
Una red puede tener varias capas, la primera capa se denomina capa de entrada, la u´ltima capa
es la capa de salida y las capas restantes se denominan capas ocultas. Cada capa tiene una ma-
triz de pesos W, un vector de polarizacio´n b, y un vector de salida a. La arquitectura de una red
neuronal de tres capas se muestra a continuacio´n: Si una capa de la red tiene u´nicamente conex-
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Figura B.1: Arquitectura de una red neuronal de 3 capas
iones hacia las capas que se encuentran a su derecha, la red se denomina de alimentacio´n hacia
adelante. Tı´picamente, las redes de alimentacio´n hacia adelante son entrenadas con una funcio´n
de desempen˜o de gradiente descendiente para determinar co´mo ajustar los pesos para minimizar
el desempen˜o. El gradiente es determinado usando una te´cnica llamada backpropagation, que in-
volucra ca´lculos hacia atra´s a trave´s de la red. En su implementacio´n ma´s simple del aprendizaje
backpropagation, la red actualiza los pesos y las polarizaciones en la direccio´n en la cual la funcio´n
de desempen˜o decrece ma´s ra´pidamente – el negativo del gradiente. Una iteracio´n del algoritmo
puede ser escrita como
wk+1 = wk − αkgk (B.4)
donde wk es un vector de pesos actuales, gk es el gradiente actual, y αk es la tasa de aprendizaje.
Sin embargo la convergencia de este algoritmo es lenta y no siempre se logra alcanzar un mı´nimo
global. El me´todo de Newton o gradiente conjugado, es una alternativa basada en te´cnicas de
optimizacio´n para acelerar la convergencia del algoritmo backpropagation. El paso ba´sico del
me´todo de Newton es
wk+1 = wk −H−k 1gk (B.5)
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donde Hk es la matriz Hessiana (derivadas de segundo orden) del ı´ndice de desempen˜o para los
valores actuales de pesos y polarizaciones. Este me´todo es ma´s eficiente, pero sus requerimientos
computacionales y de almacenamiento son hasta el cuadrado del taman˜o de la red. Existe una clase
de algoritmos llamados cuasi-Newton que actualizan una aproximacio´n de H en cada iteracio´n,
e´stos convergen ma´s ra´pido mientras limitan los requerimientos de memoria [66].
Del mismo modo que los me´todos cuasi-Newton, el algoritmo Levenberg-Marquardt fue disen˜ado
para acelerar la convergencia de los me´todos de segundo orden sin necesidad de calcularH. Cuan-
do la funcio´n de desempen˜o tiene la forma de una suma de cuadrados, la matriz Hessiana puede
ser aproximada como
H = JTJ (B.6)
y el gradiente calculado como
g = JTe (B.7)
donde J es la matriz Jacobiana que contiene las primeras derivadas de los errores de la red con
respecto a los pesos y las polarizaciones, y e es el vector de errores de la red. La matriz Jacobiana
puede ser calculada a trave´s de la te´cnica backpropagation [67] que es un ca´lculo menos complejo
que el de la matriz Hessiana. El algoritmo Levenberg-Marquardt usa esta aproximacio´n a la matriz
Hessiana en la siguiente actualizacio´n
wk+1 = wk −
[
JTJ+ µI
]−1
JTe (B.8)
Cuando el escalar µ es cero, la ecuacio´n (B.8) se traduce al me´todo de Newton (ecuacio´n (B.5)),
usando la aproximacio´n de la matriz Hessiana (ecuacio´n (B.6). Cuando µ es grande, se convierte
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en el me´todo de gradiente descendiente (ecuacio´n (B.4)) con un pequen˜o paso. De este modo, la
funcio´n de desempen˜o es siempre reducida en cada iteracio´n del algoritmo.
En este trabajo se uso´ una red neuronal artificial backpropagation. Se usaron 10 nodos en la capa
oculta y 1 nodo de salida. Las funciones de activacio´n en cada capa son del tipo tansig [65].
Cuando la red produce un +1 corresponde a la voz normal y para la voz patolo´gica se asigna un -1.
Se uso´ un algoritmo de entrenamiento Levenberg-Marquardt [67].
B.3 Ma´quinas de Soporte Vectorial
Las Ma´quinas de Soporte Vectorial (SVM) esta´n sustentadas en el principio de minimizacio´n de
riesgo estructural (SRM) propuesto en [68]. Un subconjunto de funciones encontradas en el pro-
ceso de optimizacio´n minimizan el riesgo actual del problema, de manera que entrenando una
serie de ma´quinas para el objetivo dado, se minimizan el riesgo y la confiabilidad de la dimensio´n
Vapnik-Chervonenkis (VC). Esta dimensio´n implica los requerimientos de almacenamiento de la
te´cnica de aprendizaje y la calidad de sus respuestas para responder a un problema de clasificacio´n.
En forma general, la funcio´n de riesgo actual R(α) es expresada como una cota, para la definicio´n
de la cual se determina el riesgo empı´rico Remp(α) como el promedio de los errores de entre-
namiento para un nu´mero finito y fijo de observaciones {x,y} (xi: patro´n, yi: etiqueta del patro´n
i):
Remp(α) =
1
2l
∑
|yi − f(xi, α)| (B.9)
La cantidad 1
2
|yi − f(xi, α)| ∈ [0, 1] es llamada pe´rdida. Para un nu´mero η tal que 0 < η < 1, que
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representa las pe´rdidas se tiene que [68]
R(α) ≤ Remp(α) +
√(
h(log(2l/h) + 1)− log(η/4)
1
)
(B.10)
donde h es la dimensio´n Vapnik-Chervonenkis (VC).
Sea un grupo de datos de entrenamiento {xi, yi} con i = 1, ..., l, yi ∈ {−1, 1} y xi ∈ F ⊂ RM .
Existe un hiperplano que separa los datos de etiquetas positivas y negativas [69].
xi.w + b ≥ 1− ζi para yi = 1
xi.w + b ≤ −1 + ζi para yi = −1
ζi ≥ 0,∀i
(B.11)
donde w es la normal al hiperplano y ζi son las variables introducidas por errores de clasificacio´n
como violaciones del hiperplano, de manera que
∑
ζi es la cota del error de clasificacio´n. Una
manera natural de an˜adir un costo a la funcio´n objetivo es minimizar ‖w‖2 /2 + C∑ ζi [69],
donde C es una constante elegida por el usuario correspondiente al inverso de la penalizacio´n
de los errores. Ası´, la anterior funcio´n objetivo (ecuacio´n (B.9)) corresponde a un problema de
optimizacio´n convexa entendido como un problema de programacio´n cuadra´tica (QP), cuya forma
dual Wolfe es [70]:
Maximizar:
LD ≡
∑
i
αi − 1
2
∑
αiαjyiyjxixj (B.12)
Sujeto a:
0 < αi < C (B.13)
∑
αiyi = 0 (B.14)
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con solucio´n en forma de:
w =
ns∑
αiyixi (B.15)
donde ns es el nu´mero de vectores de soporte. Por cuanto, en la mayorı´a de los casos el espacio
Figura B.2: Hiperplano separando los datos
de entrada no es lineal, es necesario hacer la transformacio´n de los datos basa´ndose en el producto
interno para mapearlos en el espacio euclidiano H , de manera que [71]:
Φ : Rn → H (B.16)
Luego, el algoritmo de entrenamiento, solo depende de los datos a trave´s de los productos punto
de la forma Φ(xi) · Φ(xj). En este caso, se tiene una funcio´n K llamada kernel definida como
K(xi,xj) = Φ(xi) · Φ(xj)
De manera que solo es necesario reemplazar el anterior kernel en el algoritmo de entrenamiento
(ecuacio´n (B.12)).
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El kernel empleado en el presente trabajo corresponde al ma´s utilizado (RBF - Radial Basis Func-
tion) definido como [72]:
k(xi,xj) = exp(−γ ‖xi − xj‖2) (B.17)
Las ma´quinas de soporte vectorial (SVM), son un tipo de algoritmo relativamente nuevo con un
alto nivel de desempen˜o introducido por V. Vapnik [68]. Usualmente, la gran capacidad de gen-
eralizacio´n de las SVM es explicada por la existencia de un gran margen: fronteras sobre la tasa
del error de un hiperplano que separa los datos con algu´n margen [73]. De hecho, para problemas
con un nu´mero de muestras reducido, esta te´cnica de clasificacio´n ha mostrado mejores resultados
que otras, debido a que su esquema de optimizacio´n depende de un margen y no de una superfi-
cie de error o espacio, esto es, las ma´quinas de soporte vectorial siempre encuentran un mı´nimo
global [71].
La ma´quina de soporte vectorial usada en este trabajo es C-SVM entrenada con el me´todo de
descomposicio´n SMO (Sequential Minimal Optimization) [74] y utilizando un kernel gaussiano
(Radial Basis Function). Se utilizo´ la librerı´a de funciones para ma´quinas de soporte vectorial
LIBSVM [75] para el desarrollo de este esquema de clasificacio´n.
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1.000 -0.287 -0.211 -0.679 0.109 0.081 -0.021 0.118 0.029 0.104 0.235
-0.287 1.000 0.068 0.472 -0.100 -0.100 -0.037 0.024 -0.224 -0.098 -0.234
-0.211 0.068 1.000 0.193 0.126 0.221 0.081 0.133 0.036 0.190 0.269
-0.679 0.472 0.193 1.000 -0.082 -0.066 0.054 -0.088 -0.034 0.039 -0.228
0.109 -0.100 0.126 -0.082 1.000 -0.304 0.261 0.785 -0.543 0.221 0.047
0.081 -0.100 0.221 -0.066 -0.304 1.000 0.024 -0.180 0.520 -0.026 0.791
-0.021 -0.037 0.081 0.054 0.261 0.024 1.000 0.204 0.001 0.367 -0.002
0.118 0.024 0.133 -0.088 0.785 -0.180 0.204 1.000 -0.715 0.193 0.056
0.029 -0.224 0.036 -0.034 -0.543 0.520 0.001 -0.715 1.000 0.154 0.449
0.104 -0.098 0.190 0.039 0.221 -0.026 0.367 0.193 0.154 1.000 0.122
0.235 -0.234 0.269 -0.228 0.047 0.791 -0.002 0.056 0.449 0.122 1.000
Tabla C.1: Matriz de correlacio´n para CA1 tomando /a/
1.000 -0.239 -0.217 -0.598 0.065 0.127 0.004 0.089 0.062 -0.037 0.224
-0.239 1.000 0.206 0.386 0.000 -0.035 0.015 -0.015 -0.055 0.025 -0.035
-0.217 0.206 1.000 0.329 0.017 0.268 0.024 0.050 0.035 0.050 0.244
-0.598 0.386 0.329 1.000 -0.006 -0.180 0.077 -0.040 -0.068 0.077 -0.242
0.065 0.000 0.017 -0.006 1.000 -0.221 0.437 0.271 0.042 0.013 0.151
0.127 -0.035 0.268 -0.180 -0.221 1.000 -0.156 -0.046 0.239 0.154 0.782
0.004 0.015 0.024 0.077 0.437 -0.156 1.000 0.121 0.005 0.009 0.008
0.089 -0.015 0.050 -0.040 0.271 -0.046 0.121 1.000 -0.692 0.111 0.047
0.062 -0.055 0.035 -0.068 0.042 0.239 0.005 -0.692 1.000 -0.022 0.322
-0.037 0.025 0.050 0.077 0.013 0.154 0.009 0.111 -0.022 1.000 0.104
0.224 -0.035 0.244 -0.242 0.151 0.782 0.008 0.047 0.322 0.104 1.000
Tabla C.2: Matriz de correlacio´n para CA1 tomando todas las vocales como muestras independi-
entes.
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1.000 -0.045 -0.058 -0.453 -0.146
-0.045 1.000 -0.161 0.041 0.247
-0.058 -0.161 1.000 -0.386 0.373
-0.453 0.041 -0.386 1.000 -0.298
-0.146 0.247 0.373 -0.298 1.000
Tabla C.3: Matriz de correlaciones para CA2 tomando /a/
1.000 0.197 -0.027 -0.272 -0.024
0.197 1.000 -0.186 0.021 0.160
-0.027 -0.186 1.000 -0.135 0.019
-0.272 0.021 -0.135 1.000 -0.440
-0.024 0.160 0.019 -0.440 1.000
Tabla C.4: Matriz de correlaciones para CA2 tomando todas las vocales como muestras indepen-
dientes
1.000 0.917 0.882 0.855 0.667 0.660 -0.016 -0.028 -0.181 -0.171 0.223 0.246
0.917 1.000 0.855 0.870 0.705 0.700 0.069 0.060 -0.167 -0.160 0.257 0.287
0.882 0.855 1.000 0.965 0.821 0.814 0.061 0.055 -0.086 -0.077 0.231 0.252
0.855 0.870 0.965 1.000 0.846 0.844 0.131 0.127 -0.048 -0.039 0.249 0.283
0.667 0.705 0.821 0.846 1.000 0.986 0.319 0.315 -0.089 -0.089 0.172 0.192
0.660 0.700 0.814 0.844 0.986 1.000 0.337 0.335 -0.064 -0.065 0.164 0.184
-0.016 0.069 0.061 0.131 0.319 0.337 1.000 0.998 0.599 0.595 0.321 0.337
-0.028 0.060 0.055 0.127 0.315 0.335 0.998 1.000 0.610 0.607 0.323 0.338
-0.181 -0.167 -0.086 -0.048 -0.089 -0.064 0.599 0.610 1.000 0.998 0.420 0.403
-0.171 -0.160 -0.077 -0.039 -0.089 -0.065 0.595 0.607 0.998 1.000 0.415 0.400
0.223 0.257 0.231 0.249 0.172 0.164 0.321 0.323 0.420 0.415 1.000 0.977
0.246 0.287 0.252 0.283 0.192 0.184 0.337 0.338 0.403 0.400 0.977 1.000
Tabla C.5: Matriz de correlaciones para CWT tomando /a/
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1.000 0.865 0.723 0.719 0.544 0.546 0.385 0.383 0.062 0.058 0.201 0.213
0.865 1.000 0.787 0.813 0.680 0.693 0.504 0.506 0.124 0.115 0.223 0.235
0.723 0.787 1.000 0.969 0.821 0.819 0.591 0.588 0.185 0.174 0.279 0.301
0.719 0.813 0.969 1.000 0.843 0.853 0.619 0.622 0.207 0.196 0.271 0.294
0.544 0.680 0.821 0.843 1.000 0.980 0.679 0.677 0.214 0.201 0.257 0.271
0.546 0.693 0.819 0.853 0.980 1.000 0.694 0.698 0.241 0.232 0.248 0.264
0.385 0.504 0.591 0.619 0.679 0.694 1.000 0.992 0.583 0.567 0.454 0.465
0.383 0.506 0.588 0.622 0.677 0.698 0.992 1.000 0.581 0.567 0.444 0.454
0.062 0.124 0.185 0.207 0.214 0.241 0.583 0.581 1.000 0.994 0.489 0.510
0.058 0.115 0.174 0.196 0.201 0.232 0.567 0.567 0.994 1.000 0.468 0.499
0.201 0.223 0.279 0.271 0.257 0.248 0.454 0.444 0.489 0.468 1.000 0.970
0.213 0.235 0.301 0.294 0.271 0.264 0.465 0.454 0.510 0.499 0.970 1.000
Tabla C.6: Matriz de correlaciones para CWT tomando todas las vocales como muestras indepen-
dientes
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