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Resumo
Ao longo das últimas décadas, o advento de novas tecnologias possibilitou o estudo de
sistemas que envolvem um número elevado de agentes que interagem entre si. Muitos
destes sistemas que exibem propriedades coletivas emergentes são encontrados nas áreas
de física, biologia, computação e ciências sociais. A teoria de redes complexas, graças a
sua versatilidade, tem se mostrado uma ferramenta matemática muito poderosa no estudo
destes sistemas. Neste trabalho aplicamos redes complexas ao estudo do cérebro. Para
tanto utilizamos imagens de ressonância magnética funcional de voluntários sadios no
estado de repouso. De forma sucinta, utilizamos um atlas bem estabelecido na literatura
para dividir o córtex cerebral em 90 regiões de interesse, definidas a partir da anatomia
cerebral. Com isto, investigamos a interação entre as diferentes regiões cerebrais através de
flutuações espontâneas no sinal BOLD, e desta forma definimos as redes de conectividade
funcional cerebral de nosso estudo. Nossos resultados sugerem que redes construídas desta
maneira apresentam uma estrutura de comunidades bem definida, possuem uma alta
densidade de conexões locais com poucas ligações de longo alcance, e que regiões cerebrais
simetricamente localizadas apresentam-se altamente conectadas. Verificamos também que
redes cerebrais provenientes de dados coletados em curtos períodos de tempo de um
mesmo sujeito apresentam propriedades globais com um alto grau de similaridade. Essa
estabilidade sugere que o cérebro humano no estado de repouso é capaz de se organizar de
tal forma que suas propriedades topológicas globais sejam preservadas.
Palavras-chave: Redes Complexas. Teoria de Grafos. Neuroimagem. Ressonância Mag-
nética Funcional. Conectividade Cerebral. Neuroimagem Funcional. Estado de Repouso.
Abstract
Over the last decades the advent of new technologies made the study of interacting systems
possible. These systems, which involve a high number of agents that interact with each
other and exhibit emergent collective properties, are found in the fields of physics, biology,
computer science and social science. The theory of complex networks has been shown
to be a very powerful mathematical tool in studies of these systems. In this work we
applied complex networks to analyse the human brain. For this purpose, we employed
functional magnetic resonance images from healthy subjects during the resting state.
Briefly, we use a well established atlas to divide the cerebral cortex into 90 regions of
interest based on cerebral anatomy. We then investigated the interactions between different
cerebral regions based on spontaneous fluctuations estimated with the blood oxygen level
dependent (BOLD) signal by defining the cerebral connectivity functional networks. Our
results suggest that networks built this way present a well-defined community structure,
with high-density local connections and few long-range links. In addition, cerebral regions
symmetrically localized are highly connected. We also verified that cerebral networks from
short periods of acquisition for the same subject show global properties with high degree
of similarity. This stability suggests that the human brain is capable to organize itself at
rest in a way that its global topologic properties remain unchanged.
Keywords: Complex Networks. Graph Theory. Neuroimaging. Functional Magnetic Reso-
nance imaging. Functional Connectivity. Functional Neuroimaging. Resting State.
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Nas últimas décadas, o estudo de sistemas complexos, isto é, sistemas compostos
por um grande número de elementos que interagem mutuamente e exibem comportamentos
globais ou propriedades emergentes, tornou-se uma área de pesquisa em expansão marcada
por um caráter interdisciplinar. A referência (BOCCARA, 2004) retrata que tais sistemas
não são guiados por um controle central e apresentam uma dinâmica coletiva auto-
organizada. Muitos fenômenos que presenciamos no mundo real apresentam algum padrão
complexo de conexões bilaterais entre as entidades individuais envolvidas. Neste contexto,
podemos interpretar um sistema complexo como uma rede que une suas várias entidades
individuais, e nessas circunstâncias temos uma concepção de rede complexa. De forma
natural a Teoria de Grafos se apresenta como a estrutura matemática ideal para estudar
estas redes. Para retratar um pouco do contexto histórico do desenvolvimento de toda a
teoria de grafos e/ou de redes complexas, podemos dizer que os anos 1735, 1959, 1967,
1998 e 1999, foram decisivos para a elaboração de toda estas teorias. Mais precisamente
podemos relatar os seguintes episódios:
1735: Neste ano, Leonhard Euler resolveu um enigma que assolava a cidade de Königsberg
(território da alemão até 1945, atual Kaliningrado). Königsberg é cortada pelo rio Prególia,
onde há duas grandes ilhas que, juntas, formam um complexo que na época continha sete
pontes. Este enigma envolvia uma questão simples: Como seria possível fazer um passeio a
pé pela cidade de forma a passar uma única vez por cada uma das sete pontes e retornar
ao ponto de partida. A Figura 1 retrata uma ilustração da disposição das sete pontes em
Königsberg.
Figura 1 – Ilustração disposição das sete pontes na cidade de Königsberg. Imagem disponível
em http://www.mat.uc.pt/„alma/escolas/pontes/.
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Para resolver este problema Euler usou um raciocínio muito simples. Trans-
formou os caminhos em linhas e suas intersecções em pontos, criando possivelmente o
primeiro grafo da história. Neste caso, o grafo de Euler tinha quatro pontos. Todos os
pontos representavam regiões de terra firme, dois pontos representando as margens do rio
e os outros dois pontos representavam as duas ilhas. As linhas que ligavam estes pontos
eram dadas pelas pontes. Assim, o grafo tinha quatro pontos e sete linhas. A Figura 2 nos
mostra uma representação deste grafo.
Figura 2 – Representação abstrata das sete pontes de Königsberg.
Com esta abordagem, Euler resolveu este problema mostrando que era impossí-
vel realizar este passeio passando por todas as pontes sem repetir nenhuma, e assim nascia
o primeiro conceito da Teoria de Grafos. A referência (EULER, 1741) é o artigo original
de Euler, onde ele mostra esta solução (infelizmente este texto está escrito em latim). Vale
ressaltar que Euler não denominava a estrutura que acabara de criar como grafo. Grafo é
um conceito moderno que surgiu a partir do final do século XIX.
1959: Neste ano, Erdös e Rényi iniciaram o estudo de grafos aleatórios e, através de
métodos probabilísticos, estudaram as propriedades destes grafos em função do aumento
do número de ligações entre seus vértices. Veja a referência (ERDÖS; RÉNYI, 1959).
1967: Neste ano, o psicólogo Stanley Milgram promoveu um estudo para avaliar o grau de
ligação entre as pessoas. O experimento que Milgran realizou para promover este estudo
consistia em entregar cartas a pessoas aleatórias da cidade de Nebraska, nos EUA, cujo
destinatário era um corretor que trabalhava em Massachusetts. Então cada pessoa que
possuía esta carta deveria entregá-la ao corretor caso o conhecesse. Caso a pessoa não
o conhecesse, ela deveria entregar esta carta a outra pessoa conhecida que tivesse uma
maior chance de conhecer o corretor. Segundo Milgram, no final do experimento, uma
fração significativa das cartas chegou ao seu destino e o número médio de vezes que a
carta foi passada para outra pessoa foi seis. A referência (MILGRAM, 1967) retrata o
resultado deste experimento. Este estudo originou a teoria dos seis graus de separação e deu
origem ao termo “pequeno mundo” no contexto de grandes redes sociais. Este termo fazia
referência dizendo que os indivíduos, normalmente, não encontravam muita dificuldade em
identificar outros indivíduos. Com isso surge o conceito de rede “pequeno mundo”, que é
uma rede onde grande parte das conexões são estabelecidas entre nós mais próximos.
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1998: Neste ano, Strogatz & Watts fundamentam os conceitos das medidas coeficiente de
clustering e caminho médio caracteristico de um grafo. Com base nesses novos conceitos
também desenvolveram um algoritmo com base em grafos aleatórios, para estudarem o
conceito de redes “pequeno mundo”. Veja referência (WATTS; STROGATZ, 1998).
1999: Neste ano, Albert L. Barabási e Réka Albert publicaram um artigo com a proposta
de um modelo que construía redes onde a distribuição dos nós respeitava uma lei de
potência. Redes que obedecem esta distribuição são denominadas redes livre de escala.
Esta é uma característica de muitas redes reais inclusive das redes da World Wide Web.
Veja referência (BARABÁSI; ALBERT, 1999).
É indiscutível que podemos identificar inúmeras redes complexas ao nosso
redor. Nós mesmos, como indivíduos, somos unidades de uma rede de relações sociais de
diferentes tipos e, como sistemas biológicos, somos o resultado delicado de uma rede de
reações bioquímicas. As redes podem ser objetos tangíveis no espaço euclidiano, como
redes de energia elétrica, rodovias ou internet. Ou podem ser entidades definidas em
um espaço abstrato, como redes de conhecimentos ou de colaborações entre indivíduos.
Além do desenvolvimento da Teoria de Grafos, o estudo de redes complexas gera grandes
desdobramentos nas áreas de ciências biológicas, tecnologia e redes sociais. As aplicações
vão desde Neurociência e Engenharia, até Sociologia e Economia. Algumas destas aplicações
são tratadas na referência (ALBERT; BARABÁSI, 2002).
O grande número de análises comparativas entre redes de diferentes campos
produziu uma série de resultados inesperados. A pesquisa sobre redes complexas começou
com o esforço de definir novos conceitos e medidas para caracterizar a topologia de redes
reais. O principal resultado foi a identificação de uma série de princípios unificadores e
propriedades estatísticas comuns à maioria das redes reais consideradas. A caracterização
de uma rede como “pequeno mundo” ou livre de escala é um destes princípios unificadores.
O estudo de redes complexas foi potencializado com o avanço da tecnologia,
principalmente pelas tecnologias de processamento e armazenamento de dados, pois isto
possibilitou o estudo de uma grande base de dados de redes reais. Estes estudos incluem
redes de transporte, telefonia, internet e World Wide Web, coautorias científicas e de
citações do Science Citation Index, redes provenientes de sistemas de interesse em biologia
e medicina, como redes genéticas, metabólicas e de proteínas. Ao mesmo tempo, foi
possível estudar o comportamento dinâmico de grandes conjuntos de sistemas interagindo
através de topologias complexas, como os observados empiricamente. Isso levou a uma
série de evidências apontando para o papel crucial desempenhado pela topologia da rede
na determinação do surgimento do comportamento dinâmico coletivo.
Outro fator marcante em redes complexas reais é sua estrutura de comunidades,
isto é, estruturas densamente interligadas entre si, com poucas ligações entre grupos
de estruturas diferentes. Para exemplificar este ponto podemos citar as redes de World
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Wide Web, cujas estruturas de comunidades geralmente correspondem a páginas sobre
tópicos comuns. Consequentemente, encontrar as comunidades dentro de uma rede é
uma ferramenta poderosa para compreender o funcionamento da rede, assim como para
identificar uma hierarquia das conexões dentro de uma arquitetura complexa. A Figura 3
nos mostra a estrutura de uma rede de internet. O apelo visual da estrutura de comunidades
desta rede é notável.
Figura 3 – Estrutura da rede de Internet ao nível de “sistemas autônomos” - grupos locais de
computadores representando cada um centenas ou milhares de máquinas. Imagem
extraída da referência (NEWMAN, 2003).
Um aspecto importante que deve ser levado em consideração no estudo de
redes reais físicas é sua perspectiva espacial. As conexões de longo alcance em uma rede
espacial são limitadas pela distância entre dois nós. O número de conexões entre dois nós
é limitado pelo espaço físico disponível para conectá-los. Isto é particularmente evidente
em redes planares, como ruas urbanas, onde apenas um pequeno número de ruas podem
se interseccionar em um cruzamento. E mesmo em redes espaciais não planares, como
redes de companhias aéreas, o número de conexões é limitado pelo espaço disponível no
aeroporto. Estes fatos contribuem para tornar as redes espaciais diferentes de outras redes.
1.2 Hipóteses e Objetivos
Nos últimos anos, muita pesquisa tem sido dedicada ao estudo dos mecanismos
de funcionamento do cérebro e muitos avanços já aconteceram. Olhando para o cérebro
como um órgão do sistema nervoso, ele é constituído de pequenas unidades celulares
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interconectadas, em sua maioria os neurônios e as células da glia. Na maioria dos casos, as
células neurais formam estruturas especializadas no processamento de uma determinada
função, como mostra a referência (BEAR; CONNORS; PARADISO, 2007). Assim, podemos
considerar que o cérebro é uma rede complexa. Em certo sentido, podemos admitir que
esta rede complexa cerebral apresenta características de uma “rede de transporte”. Neste
caso, o termo “transporte” se refere ao transporte de sinais de natureza eletroquímica, que
acontece através dos neurônios. A sugestão natural de considerar os neurônios do cérebro
como nós em uma rede complexa não é uma estratégia viável, uma vez que o número de
neurônios no cérebro da maioria dos animais ultrapassa a ordem de bilhões.
Em um ponto de vista macroscópico, os neurônios são agrupados em grandes
conjuntos com mesma identidade funcional. Isso faz com que diferentes funções sejam
localizadas em regiões restritas no cérebro. No entanto, cada região contribui para a
integração funcional do conjunto. Assim, um estudo visando um comportamento mais
macro do transporte de sinais que acontecem em um cérebro pode ser descrito pela
conectividade cerebral, cujo objetivo é descrever os mecanismos de comunicação entre
diferentes regiões cerebrais. A conectividade cerebral pode ser vista de várias maneiras em
neurociência, mas os conceitos de conectividade anatômica e funcional são fundamentais
para seu entendimento. A conectividade anatômica é caracterizada pelo conjunto de
ligações sinápticas e processos biofísicos de transmissão de sinal presentes na estrutura
cerebral. E a conectividade funcional é caracterizada por medir características dinâmicas
entre sinais de diferentes regiões durante o processamento da informação cerebral, como
retratam as referências (HILGETAG et al., 2000; SHMUEL; LEOPOLD, 2008).
Podemos dizer que o estudo da conectividade cerebral baseia-se em dois con-
ceitos: o de segregação e o de integração. O conceito de segregação é fundamentado pelo
fato de que funções cerebrais que respondem a estímulos de mesma natureza podem
ser mapeadas em regiões especificas. Já o conceito de integração é fundamentado pela
necessidade de uma integração funcional entre diferentes regiões do cérebro que resulta
em uma ativação coordenada de diversos grupos neuronais. Como retratado na referência
(BULLMORE; SPORNS, 2009), a atividade simultânea de diversas regiões corticais, em
conjunto com um padrão bem definido de comunicação, é a principal base neurofisiológica
do processamento da informação nos seres humanos.
Por outro lado, o advento das ferramentas de neuroimagem abriu uma im-
portante janela para a investigação não invasiva do cérebro humano. As técnicas de
mapeamento cerebral como imagens de ressonância magnética funcional (fMRI ), espec-
troscopia funcional do infravermelho próximo (fNIRS), eletroencefalografia (EEG), entre
outras, são utilizadas cada vez mais para mensurar padrões de conexão anatômica ou
funcional do cérebro. Estas técnicas de neuroimagem conseguem avaliar diferentes locais
do cérebro ao longo do tempo. Assim, a aplicação de redes complexas para o estudo
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destas imagens acontece de forma natural. De fato, a união de redes complexas a dados de
fMRI levou a resultados interessantes para a neurociência clínica, como é retratado nas
referências (CARTER et al., 2010; GARRITY et al., 2007; LUI et al., 2008).
O principal objetivo deste trabalho foi o de estudar a estrutura de rede do cérebro
humano. Para isto, desenvolvemos os conceitos matemáticos da teoria de redes complexas
e os aplicamos no estudo da caracterização de redes provenientes da conectividade cerebral
humana. A construção destas redes cerebrais deu-se a partir de imagens de ressonância
magnética funcional de sujeitos no estado de repouso. Todas as simulações numéricas que
serão apresentadas foram feitas utilizando o Matlab (Mathworks, Milford, MA, EUA).
1.3 Organização
Este trabalho está organizado da seguinte maneira: No próximo capítulo,
trataremos de conceitos introdutórios da Teoria de Grafos. No capítulo 3, apresentamos
uma revisão sobre diversos parâmetros estruturais de redes complexas, onde muitos deles
foram avaliados no uso da abordagem proposta. No capítulo 4, discutimos o conceito de
estrutura de comunidades em redes complexas e apresentamos dois algoritmos que se
propõem a realizar esta detecção. No capítulo 5, aplicamos toda a teoria discutida nos
capítulos anteriores para a caracterização de redes de conexões cerebrais, obtidas através
de imagens de ressonância magnética funcional. A seguir, são apresentadas as conclusões
no capítulo 6. Ao final, um apêndice trás algumas implementações computacionais em
Matlab que utilizamos para realizar a detecção de comunidades em nossa rede cerebral.
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2 Introdução à Teoria de Grafos
Neste capítulo, apresentaremos alguns conceitos básicos e a terminologia própria
da Teoria de Grafos, estes que são estritamente necessários para a compreensão do restante
desta dissertação. Não temos a pretensão de tratar a parte teórica e/ou computacional da
Teoria de Grafos nesta dissertação, pois existe uma vasta gama de bibliografias disponíveis
que já o fizeram. Para a elaboração da parte teórica deste capítulo, levamos como base as
referências (NETTO, 2006; CHARTRAND; ZHANG, 2012; BOLLOBAS, 1979; WILSON;
WATKINS, 1990; WILSON, 1996; BUSACKER; SAATY, 1965), que recomendamos ao
leitor caso queira um maior aprofundamento nesta área. Ainda que esta dissertação não
tenha intuito de discussões sobre a parte computacional da Teoria de Grafos, sempre que
for pertinente para desenvolvimento dos capítulos seguintes da dissertação será apresentado
um algoritmo base para o cálculo do conceito apresentado.
2.1 Conceitos Básicos
Nesta seção discutiremos alguns conceitos básicos da Teoria de Grafos. Nesta
teoria, existem duas estruturas a princípio distintas, uma chamada de grafo não-ponderado,
G “ GpV,Eq, e outra de grafo ponderado, Gρ “ GpV,E,W q. Cada uma destas estruturas
ainda pode ser dividida em dirigida ou não dirigida. Nesta dissertação sempre denotaremos
de grafo um grafo não-ponderado, salvo no caso que seja explicitado o contrário. Mais
adiante, nesta seção, vamos restringir ainda mais o uso do termo grafo. E na última seção
deste capítulo faremos uma breve introdução de grafos ponderados.
Parece não haver um consenso na literatura sobre a definição de um grafo, mas
o definiremos da seguinte maneira:
Definição 2.1. Um grafo é uma estrutura G “ GpV,Eq constituída por um conjunto
finito e não vazio V cujos elementos são denominados vértices ou nós, e um subconjunto
de pares de elementos de V , E “ tpu, vq P V ˆ V | u ‰ vu, denominados arestas ou links.
Indicaremos por |V | e |E|, o número de vértices e o número de arestas de G,
respectivamente. Se u, v P V e e “ pu, vq P E, dizemos que a aresta e inicia em u e incide
em v, neste caso dizemos que o vértice v é adjacente ou vizinho ao vértice u. Quando V
é um conjunto unitário e E “ H dizemos que G é um grafo trivial.
Note que a definição de grafo que apresentamos não permite a presença de
laços (loops), isto é, arestas que unem um vértice a ele mesmo; nem múltiplas arestas,
ou seja, pares de vértices conectados por mais de uma aresta. Grafos com qualquer uma
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destas propriedades são chamados de multigrafos. Para mais detalhes sobre multigrafos
pode-se consultar as referências (BOLLOBAS, 1998; DIESTEL, 2006; BONDY; MURTY,
2008; BIGGS, 1994).
A diferença entre grafos não-direcionados e direcionados está no conjunto de
arestas, E, do grafo. Em grafos não-direcionados o conjunto de arestas E é tal que para
qualquer par de vértices vi, vj P V se uma aresta é dada por ek “ pvi, vjq P E, então
existe a aresta simétrica el “ pvj, viq P E com ek “ el. Com isso podemos notar que grafos
não-direcionados são um caso particular de grafos direcionados, uma vez que em grafos
direcionados não necessariamente haverá uma aresta unindo os vértices vj e vi, caso houver
uma aresta unindo os vértices vi e vj.
A fim de ilustrar a definição dada acima, consideremos seguintes exemplos de
grafos não-direcionado e direcionado:
paq Grafo não-direcionado:Gu “ GpV,Euq com V “ tv1, v2, v3, v4u, Eu “ te1, e2, e3, e4, e5u
onde e1 “ pv1, v2q “ pv2, v1q, e2 “ pv2, v3q “ pv3, v2q, e3 “ pv1, v3q “ pv3, v1q, e4 “
pv1, v4q “ pv4, v1q e e5 “ pv3, v4q “ pv4, v3q. Note que |V | “ 4 e |Eu| “ 5.
pbq Grafo direcionado:Gd “ GpV,Edq com V “ tv1, v2, v3, v4u, Ed “ te1, e2, e3, e4, e5u
onde e1 “ pv1, v2q, e2 “ pv2, v3q, e3 “ pv1, v3q, e4 “ pv1, v4q e e5 “ pv3, v4q. Note que
|V | “ 4 e |Ed| “ 5.
A figura abaixo apresenta a ilustração gráfica do exemplo acima.
—————
paq Grafo não-direcionado Gu ————— pbq Grafo direcionado Gd.
Figura 4 – Exemplos de grafos. Aqui o tamanho do vértice está relacionada com a quantidade
de arestas que incidem no vértice.
Em um grafo G tal que |V | “ n, o número de arestas de G, |E| “ K, satisfaz
a seguinte relação
0 ď K ď maxv,
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onde o limitante maxv é atingido em um grafo com n vértices onde todos os vértices
são adjacentes uns aos outros. Para grafos direcionados temos que maxv “ npn ´ 1q, já
para grafos não-direcionados temos que maxv “ npn´ 1q{2. Um grafo onde K “ maxv é
chamado de grafo completo.
Considerando o número de arestas de um grafo, temos a seguinte definição para
grafo esparso e grafo denso:
Definição 2.2. Seja G um grafo com |V | “ n e |E| “ K. Dizemos que G é um grafo
´ esparso se K ! n2;
´ denso se K “ Opn2q.
Outro conceito básico importante é o de subgrafo e apresentaremos sua definição
da seguinte maneira:
Definição 2.3. Seja G “ GpV,Eq um grafo. Se G1 “ G1pV 1, E 1q é um grafo satisfazendo
V 1 Ď V e E 1 Ď E, escrevemos G1 Ď G e dizemos que G1 é um subgrafo de G. Quando
G1 é tal que dois vértices são adjacentes em G1 se e somente se eles são adjacentes em G,
dizemos que G1 é um subgrafo induzido de G. Denotaremos por G1 “ GrV 1s quando G1
for um subgrafo induzido de G.
Em particular, para algumas definições que apresentaremos no capítulo seguinte,
o subgrafo dos vizinhos de um dado vértice vi de G, denotado por Gi é definido como
Gi “ GrVis, onde Vi é o conjunto de vértices de V adjacentes ao vértice vi.
Com finalidade de ilustrar esta definição consideremos os seguintes exemplos:
paq Grafo não-direcionado G “ GpV,Eq com V “ tv1, v2, v3, v4, v5, v6u e E “
te1, e2, e3, e4, e5, e6, e7, e8u onde e1 “ pv1, v2q, e2 “ pv2, v3q, e3 “ pv3, v4q, e4 “
pv4, v5q, e5 “ pv1, v5q, e6 “ pv1, v6q, e7 “ pv3, v7q e e8 “ pv5, v6q. Note que |V | “ 6 e
|E| “ 8.
pbq SubgrafoG11 “ G11pV 11, E 11q deG com V 11 “ tv11, v12, v13, v14, v15u, E 11 “ te11, e12, e13, e14u
onde v11 “ v1, v12 “ v2, v13 “ v3, v14 “ v5, v15 “ v6, e11 “ e2, e12 “ e5, e13 “ e6 e
e14 “ e7. Note que |V 11| “ 5 e |E 11| “ 4.
pcq Subgrafo G12 “ G12pV 12, E 12q de G com V 12 “ tv21, v22, v23, v24u, E 12 “ te21, e22, e23, e24u
onde v21 “ v1, v22 “ v3, v23 “ v5, v24 “ v6, e21 “ e6, e22 “ e7, e23 “ e8 e e24 “ e5. Note
que |V 2| “ 4 e |E2| “ 4.
pdq Subgrafo G13 “ G13pV 13, E 13q de G com V 13 “ tv31, v32, v33u, E 13 “ te31u onde v31 “
v2, v
3
2 “ v5, v33 “ v6 e e31 “ e8. Note que |V 13| “ 3 e |E 13| “ 1.
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A figura abaixo apresenta a ilustração gráfica do exemplo acima.
—–
paq Grafo não-direcionado G —– pbq Subgrafo G11 do grafo G.
—–
pcq Subgrafo G12 do grafo G, neste —– pdq Subgrafo G13 do grafo G, neste
caso temos G12 “ GrV 12s. —– caso temos G13 “ G1 “ GrV1s.
Figura 5 – Exemplo de grafo e subgrafos. Aqui o tamanho do vértice está relacionada com a
quantidade de arestas que incidem no vértice.
2.1.1 Matriz de Adjacência
A representação de um grafo através de sua matriz de adjacência se dá de
maneira natural, a partir das relações de adjacência entre seus vértices. Atribui-se o valor
um para vértices adjacentes e o valor zero caso contrário. Assim, a matriz de adjacência
de um grafo é definida como:
Definição 2.4. Seja G “ GpV,Eq com |V | “ n. A Matriz de Adjacência A do grafo
G é uma matriz nˆ n, com A “ paijq onde:
aij “
#
1 se pvi, vjq P E
0 caso contrário
. (2.1)
para todo i, j “ 1, . . . , n.
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Notemos que a matriz de adjacência de grafos não-direcionados é simétrica,
dada a definição de grafo não-direcionado. Neste caso, os autovalores desta matriz de
adjacência são reais, uma vez que ela é uma matriz simétrica e com entradas reais e assim
o Teorema Espectral, que pode ser consultado nas referências (WATKINS, 2010; PULINO,
2012), pode ser aplicado. A teoria referente ao estudo do espectro de um grafo é chamada
de Teoria Espectral de Grafos, caso o leitor se interesse pelo assunto recomendamos a
seguinte referência (CHUNG, 1997).




0 1 1 1
1 0 1 0
1 1 0 1
1 0 1 0
fiffiffifl A “
»——–
0 0 0 0
1 0 0 0
1 1 0 0
1 0 1 0
fiffiffifl
paq Matriz de adjacência do —
—— grafo da Figura 4-paq.
pbq Matriz de adjacência do —
—— grafo da Figura 4-pbq.
Figura 6 – Exemplo de matriz de Adjacência.
Ao longo desta dissertação todo grafo será caracterizado pela sua matriz de
adjacência, bem como qualquer cômputo de parâmetros estruturais, que apresentaremos
no capítulo seguinte, será dado em função desta matriz. É importante notar que a matriz
de adjacência não é a única forma de caracterizar um grafo. Duas outras maneiras de
fazê-lo são através de sua Matriz de Incidência e de sua Lista de Adjacência, que não
trataremos neste trabalho mas podem ser consultadas nas referências (GODSIL; ROYLE,
2001; SZWARCFITER, 1986).
Optamos por definir o grau de um vértice, dada a noção de matriz de adjacência,
pois assim podemos apresentar um algoritmo que calcula o grau de um vértice do grafo.
Portanto, o grau de um vértice do grafo é definido como:
Definição 2.5. Seja G “ GpV,Eq um grafo. O grau de um vértice v P V , denotado por
kv, é o número de arestas que incidem em v.
Notamos que o número de arestas que incidem em um vértice v do grafo é igual
ao número de vértices adjacentes a v, pois só existirá uma aresta incidindo em um vértice
se houver um vértice vizinho a ele, para juntos definirem uma aresta. Assim podemos
calcular o grau de um vértice v de uma maneira muito simples se levarmos em conta
a matriz de adjacência A, do grafo, basta somar os vértices adjacentes ao vértice v. O
algoritmo abaixo realiza o cálculo de um vértice v do grafo:
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Algoritmo 1: Função que realiza o cálculo do grau de um vértice vi de um grafo,
a partir da sua matriz de adjacência A.
Entrada: Matriz de adjacência A do grafo e o vértice vi.
Saída: Grau do vértice vi.
1 Função CalculaGrauVertice(A, i)
2 faça ki Ð Soma(Api, :q1);
3 // A função Soma(¨) realiza a adição dos valores das entradas do
vetor que lhe é passado como argumento.
4 // Api, :q1 é o vetor cujos elementos são dados pelos valores da
linha i da matriz A.
5 retorne ki;
6 fim
Para calcular o grau de um vértice é necessário somar os valores de todas as
entradas de um vetor, assim a complexidade computacional para o cálculo do grau de um
nó é de Opnq, onde n “ |V |.
Em um grafo direcionado, podemos definir dois graus distintos em um vértice,
o grau de “entrada” e o grau de “saída”. O grau de entrada é o grau que definimos acima,
já o grau de saída é dado pelo número de arestas que partem de v. Como este trabalho
terá foco em grafos não-direcionados, não enfatizaremos muito estes conceitos distintos.
Notamos que o grau de um vértice retrata uma situação local, pois é uma
medida aplicada em cada vértice. No entanto, podemos definir um conceito mais global,
que envolve o grau de vértices em um grafo, e a definição a seguir retrata este conceito
para um grafo não-direcionado.
Definição 2.6. Seja G “ GpV,Eq um grafo. O grau mínimo de G é o número kmin “
mintkv | v P V u. O número kmax “ maxtkv | v P V u é chamado grau máximo de G, e




é chamado grau médio de G.
Com base na definição acima, temos as seguintes relações:
kmin ď k ď kmax e k “ 2|E||V | ,
e estas relações são imediatas a partir da definição.
Os conceitos de grau mínimo, grau médio e grau máximo podem ser aplicados
em um conjunto V 1 Ď V , que nos dá uma informação com relação ao conjunto V 1. Assim,
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se aplicarmos este conceito a um grafo direcionado, devemos primeiramente identificar
os conjuntos dos vértices que possuem arestas que incidem no vértice e o conjunto dos
vértices que possuem arestas que partem do vértice. E então calcular estes parâmetros.
2.2 Cadeias, Caminhos e Ciclos
Nesta seção apresentaremos conceitos fundamentais sobre integração e segrega-
ção em grafos. Para isto, consideremos as seguintes definições:
Definição 2.7. SejaG “ GpV,Eq um grafo. Uma sequência finita de vértices, vi1 , vi2 , . . . , vik P
V , é dita uma cadeia (walk) de vi1 à vik quando pvij , vij`1q P E @j “ 1, . . . , k´1. Dizemos
que a cadeia é fechada se vi1 “ vik ou aberta se vi1 ‰ vik .
Representaremos uma cadeia do vértice vi1 ao vértice vik porW “
`





em que V pWqvikvi1 “ tvi1 , vi2 , . . . , viku e EpWq
vik
vi1 “ tpvi1 , vi2q, pvi2 , vi3q, . . . , pvik´1 , vikqu
são o conjunto de vértices e arestas que pertencem à cadeia, respectivamente. Observamos
que os conjuntos de vértices e de arestas de uma cadeia são ordenados. Diremos que
uma cadeia W 1 “ pV pW 1q, EpW 1qq é uma subcadeia da cadeia W “ pV pWq, EpWqq, e
representaremos por W 1 ĎW , se, e somente se, V pW 1q Ď V pWq e EpW 1q Ď EpWq.
Sobre o conceito de cadeia, podemos definir a união de duas cadeias distintas
se o vértice inicial de uma cadeia é o vértice final da outra, ou vice-versa. Assim se:
´ W 1 “
´
V pW 1qvui1 , EpW 1qvui1
¯
, com o conjunto de vértices e arestas dados por
V pW 1qvui1 “ tui1 , ui2 , . . . , uik , vu e EpW 1qvui1 “ tpui1 , ui2q, . . . , puik , vqu, e;
´ W2 “ `V pW2qwikv , EpW2qwikv ˘ é uma cadeia de v à wik , com o conjunto de vér-
tices e arestas dados por V pW2qwikv “ tv, wi1 , . . . , wik´1 , wiku e EpW2qwikv “
tpv, wi1q, . . . , pwik´1 , wikqu.
Então a cadeia W “ `V pW 1qwikui1 , EpW 1qwikui1 ˘ “ W 1 YW2, é uma cadeia de
ui1 à wik , com V pWqwikui1 “ V pW 1qvui1 Y V pW2q
wik
v “ tui1 , . . . , uik , v, wi1 , . . . , wiku e
EpWqwikui1 “ EpW 1qvui1 Y EpW2q
wik
v “ tpui1 , ui2q, . . . , puik , vq, pv, wi1q, . . . , pwik´1 , wikqu.
Destacamos que podem existir inúmeras cadeias distintas entre dois vértices, uma vez que
duas cadeias são distintas se, e somente se, o conjunto de vértice e de arestas das duas
cadeias são distintos.
Definição 2.8. Seja G “ GpV,Eq um grafo. Um caminho (path) é uma cadeia em que
todas as arestas são distintas.
Analogamente à representação de uma cadeia, denotaremos o caminho do
vértice vi1 ao vértice vik por P “
`




. Notemos que P ĎW, assim todas
as observações apresentadas acima sobre cadeias também são aplicadas a caminhos.
Capítulo 2. Introdução à Teoria de Grafos 32
Definição 2.9. Seja G “ GpV,Eq um grafo e P um caminho de G. O comprimento do
caminho P é o número de arestas que compõem P , isto é, |EpPq|.
Definição 2.10. Seja G “ GpV,Eq um grafo. Um caminho fechado é denominado ciclo.
Análogo aos casos anteriores, denotaremos um ciclo em um vértice v do grafo
por C “ pV pCqv, EpCqvq. Denotaremos o caminho e o ciclo com n vértices por Pn e Cn,
respectivamente. Em particular, o ciclo C3 é o menor ciclo possível em um grafo e é
chamado de triângulo.
A definição de caminho nos permite definir o seguinte conceito de conexidade:
Definição 2.11. Seja G “ GpV,Eq um grafo. Dizemos que G é um grafo conexo se G é
tal que existe ao menos um caminho ligando cada par de vértices de V . Caso contrário, o
grafo é denominado desconexo.
Se G é um grafo desconexo, dizemos que G1 Ă G é uma componente conexa de
G quando G1 é um grafo conexo e não existe um grafo conexo H Ă G tal que G1 Ă H e
G1 ‰ H. Dizemos que dois vértices de um grafo são conectados se ambos pertencerem à
mesma componente conexa do grafo. Correspondentemente dizemos que dois vértices não
são conectados se cada um pertencer a uma componente conexa distinta.
Para ilustrar os conceitos apresentados acima, consideremos o seguinte exemplo:
Consideremos o seguinte grafo, G “ GpV,Eq, onde V “ tv1, v2, . . . , v10u e E “
te1, e2, . . . , e10u em que e1 “ pv1, v2q, e2 “ pv2, v3q, e3 “ pv3, v4q, e4 “ pv4, v5q, e5 “
pv1, v4q, e6 “ pv2, v4q, e7 “ pv7, v8q, e8 “ pv8, v9q, e9 “ pv9, v10q e e10 “ pv8, v10q. Conside-
remos a seguinte cadeia, W ; caminho, P ; e ciclo, C em G:
‚ W “ pV pWq42, EpWq42q, onde V pWq42 “ tv2, v3, v4, v5, v4, v3, v2, v4u e EpWq42 “
te2, e3, e4, e4, e3, e2, e6u.
‚ P “ pV pPq42, EpPq42q, onde V pPq42 “ tv2, v1, v4u e EpPq42 “ te1, e5u.
‚ C “ pCpWq8, EpCq8q, onde V pCq8 “ tv8, v9, v10, v8u e EpPq8 “ te8, e9, e10u.
Note que o grafo G é desconexo, pois não existe nenhum caminho que liga os vértices v5 e v7.
Considere os três seguintes subgrafos: G11 “ G11pV 11, E 11q, onde V 11 “ tv1, v2, v3, v4, v5u
e E 11 “ te1, e2, e3, e4, e5, e6u, G12 “ G12pV 12, E 12q, onde V 12 “ tv6, v7u e V 12 “ te7u, e
G13 “ G13pV 13, E 13q, onde V 13 “ tv8, v9, v10u e V “ te8, e9, e10u. Note que G11, G12 e G13
são componentes conexas de G. A figura abaixo ilustra graficamente este exemplo.
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Figura 7 – Exemplo de cadeia, em azul; caminho, em verde; ciclo, em vermelho e conexidade.
G11, G12 e G13 são componentes conexas em um grafo. Aqui o tamanho do vértice
está relacionada com a quantidade de arestas que incidem no vértice.
Considerando a definição de cadeia e utilizando a representação de um grafo
pela sua matriz de adjacência, deriva-se a seguinte proposição:
Proposição 2.1. O número de cadeias de comprimento ` ligando o vértice vi ao vértice
vj em um grafo G é dado por a`ij , onde a`ij é a entrada de ordem ij da `-ésima potência da
matriz de adjacência do grafo G, isto é, a entrada de ordem ij de A`.
Demonstração. A demonstração desta proposição será feita pelo Principio de Indução
Matemática (PIM) em `.
Passo Inicial: O resultado é verdadeiro para ` “ 1 pois A1 “ A, e o valor aij de A, por
definição de matriz de adjacência, representa o número de cadeias de comprimento um
ligando o vértice vi ao vértice vj do grafo.
Hipótese de Indução (HI): Suponhamos o resultado verdadeiro para ` “ L.
Demonstração do resultado para ` “ L` 1: Estamos interessados em encontrar o número
de cadeias de comprimento L` 1 entre os vértices vi e vj, mas notemos que se vh é um
vértice adjacente a vj e o comprimento da cadeia que liga os vértices vi e vh é L, então o
comprimento da cadeia que liga os vértices vi e vj é L`1. Assim, existem tantas cadeias de
comprimento L`1 ligando o vértice vi ao vértice vj quantas são as cadeias de comprimento
L que ligam o vértice vi a vértices adjacentes a vj . Então, o número de tais cadeias é dado










LAej “ etiAL`1ej “ aL`1ij .
Obs.: A igualdade p˚q, acima, é verdadeira pois ahj “ 0, se ph, jq R E, isto é, se não existe
uma aresta entre os vértices h e j.
Obs.: Para a igualdade p‚q, notemos que se A “ paijq, B “ pbijq, e C “ pcijq são três
matrizes de MnpRq, ei P Rn é o i-ésimo vetor da base canônica do Rn e A, B e C são de
modo que C “ AB, da multiplicação de matrizes sabemos que
etiCej “ cij “
nÿ
k“1
aikbkj “ etiABej. (2.2)
Logo o número de cadeias de comprimento L` 1 ligando o vértice vi ao vértice
vj é aL`1ij . Portanto, conclui-se pelo PIM que para qualquer inteiro ` ě 1, o número de
cadeias de comprimento ` ligando o vértice vi ao vértice vj em um grafo G é dado por
a`ij.
Até este ponto da dissertação, o termo grafo se referia a grafos não-direcionados
e a grafos direcionados, quando não especificávamos o contrário. Agora vamos utilizar o
termo grafo apenas para representar um grafo não-direcionado e o termo dígrafo para
representar um grafo direcionado. Esta nomenclatura é observada em várias referências da
literatura, inclusive nas referências que citamos anteriormente neste capítulo.
As duas subseções seguintes definem os conceitos básicos de segregação e
integração que mencionamos no início desta seção.
2.2.1 Número de Triângulos em Torno de um Vértice de um Grafo
O número de triângulos em torno de um vértice de um grafo integra medidas
importantes de segregação em redes complexas, que serão tratadas no capítulo seguinte.
Porém, conseguimos deduzir este número de forma simples se observarmos a Proposição
2.1, uma vez que se olharmos para o elemento a`ii de A`, temos o número de cadeias
de comprimento ` que ligam o vértice vi a ele mesmo, isto é, o número de ciclos de
comprimento ` do vértice vi. Assim, se ` “ 3, temos o número de ciclos C3 do vértice vi.
Para termos o número de triângulos em torno do vértice vi, basta tomarmos a metade de
a3ii, pois o número de ciclos C3 de um vértice representa duas vezes o número de triângulos
em torno deste vértice, uma vez que para cada ciclo C3 temos duas possibilidades de
trajetórias iguais, uma no sentido horário e outra no sentido anti-horário.
Logo, temos o seguinte corolário que nos dá uma maneira sistemática de calcular
o número de triângulos em torno de um vértice do grafo.
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onde aij, @h, i, j P t1, 2, . . . , nu, é um elemento da matriz de adjacência do grafo.
Demonstração. A demonstração se dá notando que




e pelas considerações feitas no início desta subseção.
Para o cálculo do número de triângulos em torno de um vértice de um dígrafo,
podemos utilizar este mesmo princípio, mas neste caso temos de ter o cuidado em observar
que a existência de um ciclo C3 em um vértice em um sentido de rotação não significará a
existência de outro ciclo C3 igual ao já considerado, no outro sentido de rotação.
Para calcular o número de triângulos em torno de um vértice do grafo, o cálculo
descrito no Corolário 2.1 sugere um cálculo da terceira potência da matriz A. Mas podemos
reinterpretar a multiplicação descrita na equação (2.4) como:
etiA





que é composta por produtos de matrizes por vetor e um produto interno, que em termos
de complexidade computacional tem ordem Opn2q, onde n é a dimensão da matriz A.
Esta estratégia é mais inteligente do que calcular a terceira potência da matriz A, que
tem complexidade computacional de ordem Opn3q, onde n é a dimensão da matriz A, se
calculamos esta potência de maneira usual.
Caso seja necessário calcular o número de triângulos em torno de todos os
vértices do grafo, para este cálculo não temos muitas opções, mesmo repetindo o processo
descrito acima. Pois neste caso temos de realizar este processo n vezes e com isso a
complexidade do cálculo será de ordem Opn3q, mas esta estratégia é ligeiramente mais
rápida que o cálculo da terceira da potência da matriz A uma vez que efetuamos somente
as operações da diagonal da potência cúbica de A.
Com esta discussão, notando que Aei é a i´ésima coluna da matriz A e Atei é
a i´ésima linha da matriz A, propomos o seguinte algoritmo para calcular o número de
triângulos em torno de um vértice do grafo:
Capítulo 2. Introdução à Teoria de Grafos 36
Algoritmo 2: Função que realiza o cálculo do número de triângulos em torno de
um vértice vi de um grafo, a partir da sua matriz de adjacência A.
Entrada: Matriz de adjacência A do grafo e o vértice vi.
Saída: Número de triângulos em torno do vértice vi.
1 Função CalculaNumeroTriangulosVertice(A, i)
2 faça
ti Ð 0.5 ˚ ProdutoInterno(MultiplicaMatrizVetor(A, A(:,i)), A(i,:)’);
3 // Ap:, iq é o vetor cujos valores são dados pelos valores da
coluna i da matriz A.
4 retorne ti;
5 fim
Notemos que a dificuldade computacional do cálculo efetuado acima está na
multiplicação de matriz por vetor, que como já foi discutido, se calculado de forma usual
tem complexidade computacional Opn2q. Para grafos esparsos, podemos utilizar algoritmos
de multiplicação de matriz por vetor que levam em conta o fato da matriz em questão ser
esparsa (na referência (PULINO, 2008) encontramos dois destes algoritmos). Sabendo que
a matriz de adjacência é simétrica, podemos levar este fato em consideração e melhorar
o algoritmo de multiplicação de matriz por vetor, no quesito redução de memória no
armazenamento da matriz. Tudo isso sem falar em estratégias de processamento em
paralelo, uma vez que podemos utilizar destes métodos no cômputo do produto de matriz
por vetor.
2.2.2 Caminhos Mais Curtos Entre Dois Vértices de um Grafo
O comprimento do caminho mais curto entre dois vértices de um grafo integra
medidas importantes de integração em redes complexas, que serão tratadas no capítulo
seguinte. Para tratar do comprimento do caminho mais curto entre dois vértices de um
grafo, necessitamos de uma definição de distância entre os vértices. Assim, definiremos a
distância entre vértices de um grafo da seguinte maneira:
Definição 2.12. Seja G “ GpV,Eq, um grafo. A distância entre vértices em um grafo é
dada por:
d : V ˆ V ÝÑ Z` Y t8u




δpu, vq se os vértices u e v são conectados,
8 se os vértices u e v não são conectados, (2.7)
e δpu, vq é o comprimento de um caminho mais curto entre os vértices u e v.
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Como a definição de distância entre vértices de um grafo envolve o comprimento
mais curto entre os vértices em questão, denotaremos por Pδ “ pV pPδqvu, EpPδqvuq, um
caminho mais curto do vértice u até o vértice v. Uma observação importante é que dada a
definição de comprimento, definida no início da seção 1.2, temos que δpu, vq “ |EpPδqvu|.
O conjunto de vértices e a distância entre vértices em um grafo conexo definem
um espaço métrico. Este fato é apresentado no teorema abaixo:
Teorema 2.1. Seja G “ GpV,Eq um grafo conexo. Então pV, dq é um espaço métrico, isto
é, para todo u, v, w P V , temos:
iq δpu, vq “ 0 ô u “ v;
iiq δpu, vq “ δpv, uq;
iiiq δpu,wq ď δpu, vq ` δpv, wq.
Demonstração. .
iq Notemos que δpu, vq “ 0 ô |EpPδqvu| “ 0 ô EpPδqvu “ H ô u “ v;
iiq Notemos que δpu, vq “ |EpPδqvu| “ |EpPδquv | “ δpv, uq;
iiiq Sejam P 1δ “ pV pP 1δqvu, EpP 1δqvuq e P2δ “ pV pP2δ qwv , EpP2δ qwv q. Então o caminho P “
pV pPqwu , EpPqwu q “ P 1δYP2δ , que não é necessariamente um caminho mais curto entre
os vértices u e w, é tal que:
δpu,wq “ |EpPδqwu |
ď |EpPqwu |
“ |EpP 1δqvu Y EpP2δ qwv |
“lomon
p˚q
|EpP 1δqvu| ` |EpP2δ qwv | ´ |EpP 1δqvu X EpP2δ qwv |
ď |EpP 1δqvu| ` |EpP2δ qwv |
“ δpu, vq ` δpv, wq.
(2.8)
Assim, temos que δpu,wq ď δpu, vq ` δpv, wq.
Obs.: A igualdade p˚q é verificada, pois sabemos da teoria de conjuntos que, se A e B
são dois conjuntos, então |A Y B| “ |A| ` |B| ´ |A X B|. Caso o leitor tenha um maior
interesse em teoria de conjuntos, recomendamos a referência (HALMOS, 2001).
O teorema acima é fundamental para firmar o conceito de distância em um
grafo e com ele podemos importar, dada as conformações necessárias, toda a teoria de
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espaços métricos para o estudo de grafos. Caso o leitor tenha interesse em Topologia dos
Espaços Métricos, recomendamos a referência (DOMINGUES, 1982).
Em geral, os métodos que calculam caminhos mais curtos se baseiam no fato
de que um caminho mais curto entre dois vértices contém outros caminhos mais curtos em
seu interior. Os dois resultados, a seguir, retratam este fato e são fundamentais para o
entendimento do algoritmo que apresentaremos para calcular o comprimento do caminho
mais curto entre dois vértices de um grafo.
Proposição 2.2. Seja G “ GpV,Eq um grafo. Um vértice v P V faz parte do caminho
mais curto entre dois vértices u, w P V se, e somente se, δpu,wq “ δpu, vq ` δpv, wq.
Demonstração. .
ñq Neste caso temos que o vértice v P V faz parte do caminho mais curto entre os
vértices u e w, seja Pδ “ pV pPδqwu , EpPδqwu q este caminho. Sejam P 1δ “ pV pP 1δqvu, EpP 1δqvuq e
P2δ “ pV pP2δ qwv , EpP2δ qwv q. Notemos que Pδ “ P 1 Y P2 uma vez que o vértice v é o único
vértice do caminho Pδ que pertence aos caminhos P 1δ e P2δ e o caminho Pδ é um caminho
mais curto. Dada esta construção observamos que EpP 1δqvs X EpP2δ quv “ H. Logo:
δpu,wq “ |EpPδqwu |
“ |EpP 1δqvu Y EpP2δ qwu |
“ |EpP 1δqvu| ` |EpP2δ qwv | ´ |EpP 1δqvu X EpP2δ qwv |
“ |EpP 1δqvu| ` |EpP2δ qwv |
“ δpu, vq ` δpv, wq,
Assim, δpu,wq “ δpu, vq ` δpv, wq, como queríamos.
ðq Neste caso temos que se u, v, w P V , então existe Pδ “ pV pPδqwu , EpPδqwu q e que
δpu,wq “ δpu, vq ` δpv, wq. Como P é um caminho mais curto entre os vértices u e w,
temos que δpu,wq ‰ 8, como δpu,wq “ δpu, vq` δpv, wq, então δpu, vq ‰ 8 e δpv, wq ‰ 8,
ou seja, os vértices u, v e w são conectados. Então, sejam P1δ “ pV pP1δ qvu, EpP1δ qvuq e
P2δ “ pV pP2δ qwv , EpP2δ qwv q. Suponhamos que v R V pPδqwu , assim existe v P V pP1δ qvuXV pP2δ qwv ,
onde v ‰ v, sendo v tal que Pδ “ P4δ Y P5δ em que P4δ “ pV pP4δ qvu, EpP4δ qvuq e P5δ “
pV pP5δ qwv , EpP5δ qwv q. Consideremos o caminho P3δ “
`
V pP3δ qvv, EpP3δ qvv
˘
com EpP3δ qvv “
EpP1δ qvu X EpP2δ qwv . Assim, notemos que:
iq v P V pPδqwu e que EpPδqwu “ EpP1δ qvu Y EpP2δ qwv ñ δpu,wq “ δpu, vq ` δpv, wq;
iiq v P V pP1δ qvu e que EpP1δ qvu “ EpP4δ qvu Y EpP3δ qvv ñ δpu, vq “ δpu, vq ` δpv, vq;
iiiq v P V pP2δ qwv e que EpP2δ qwv “ EpP3δ qvv Y EpP5δ qwv ñ δpv, wq “ δpv, vq ` δpv, wq.
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Obs.: A implicação dos três itens apresentados acima foi demonstrada na primeira parte
pñq desta proposição.
Logo, temos que:
δpu,wq “ δpu, vq ` δpv, wq
“ rδpu, vq ` δpv, vqs ` rδpv, vq ` δpv, wqs
“ δpu, vq ` δpv, wq ` 2δpv, vq
“ δpu,wq ` 2δpv, vq,
ô
δpv, vq “ 0,
então, v “ v, o que é uma contradição, pois supomos v ‰ v. Assim, temos que v P V pPδqwu ,
como queríamos.
Dada esta proposição, segue-se o seguinte corolário, que retrata a subestrutura
ótima de um caminho mais curto:
Corolário 2.2. Seja G “ GpV,Eq um grafo e o caminho Pδ “
`











com 1 ď j ă k ď l um subcaminho de Pδ. Então o caminho P 1
é um caminho mais curto entre os vértices vij , vik , para todo 1 ď j ă k ď j.
Demonstração. Como vij , vik P V pPδqvilvi1 , então δpvi1 , vilq “ δpvi1 , vijq`δpvij , vikq`δpvik , vilq.
Os parâmetros que apresentaremos no capítulo seguinte levam em conta a
distância do caminho mais curto entre todos os vértices do grafo, assim nesta seção
nos ateremos a um algoritmo que resolve este problema. Antes de discutirmos qualquer
algoritmo que calcule o comprimento do caminho mais curto entre todos os vértices de um
grafo, consideremos a definição da Matriz de Distância de um grafo:
Definição 2.13. Seja G “ GpV,Eq um grafo. A Matriz de Distâncias D do grafo G é
uma matriz nˆ n, com D “ pdijq onde:
dij “ δpvi, vjq (2.9)
para todo i, j “ 1, . . . , n.
Toda a discussão apresentada deste ponto em diante levou como base a referência
(CORMEN et al., 2009). Com um pensamento de “dividir pra conquistar”, poderíamos
pensar que para resolver este problema, bastaria conseguirmos encontrar o comprimento
do caminho mais curto entre quaisquer dois vértices do grafo. O que não é errado, uma vez
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que isto é exatamente o que algoritmo de Dijkstra faz, este algoritmo pode ser consultado
na referência (DIJKSTRA, 1959). Porém, o algoritmo de Dijkstra possui um tempo de
execução de Opn2q, onde n “ |V |, e necessita de estruturas de dados elaboradas. Se
aplicamos este algoritmo para encontrar o comprimento do caminho mais curto entre todos
os vértices do grafo, a complexidade resultante seria de Opn3q. A complexidade de Opn2q,
do algoritmo de Dijkstra, poderia ser reduzida para Opm ` n lnnq, onde m “ |E|, se
usarmos uma estrutura de dados mais complicada ainda. Esta informação é encontrada na
referência (FREDMAN; TARJAN, 1987). Para resolver este problema, também poderíamos
utilizar o algoritmo de busca em largura, que tem complexidade computacional Opn`mq,
no entanto não trataremos deste algoritmo neste trabalho, mas ele pode ser consultado na
referência (CORMEN et al., 2009).
Neste trabalho, como não estamos interessados discutir os conceitos complicados
da parte computacional da Teoria de Grafos, optamos por apresentar o algoritmo de Floyd-
Warshall como método para calcular o comprimento do caminho mais curto entre todos
os vértices de um grafo, pois ele é de fácil implementação, não necessita de estruturas
de dados elaboradas, e tem complexidade computacional Opn3q. Diferente do algoritmo
de Dijkstra, o qual calcula o comprimento do caminho mais curto de vértice a vértice, o
algoritmo de Floyd-Warshall calcula o comprimento do caminho mais curto de todos os
vértices do grafo de uma vez. Vale ressaltar que os algoritmos de Dijkstra e Floyd-Warshall
podem ser aplicados em dígrafos.
O algoritmo de Floyd-Warshall é um algoritmo recursivo, proposto por Robert
Floyd em (FLOYD, 1962) para calcular a matriz de distâncias de um grafo, que considera
os vértices “intermediários” de um caminho mais curto, onde um vértice intermediário de
um caminho u e w P “ pV pPqwu , EpPqwu q é um vértice v tal que v P V pPqwu ztu,wu. Este
algoritmo considera todos os caminhos entre dois vértices vi, vj P V , P “ pV pPqvjvi , EpPqvjvi q,
e então considera dois caminhos distintos, um traçado a partir de um conjunto de vértices
V vkv1 “ tv1, . . . , vku, digamos Pk, e outro e traçado a partir de um conjunto de vértices
V vk´1v1 “ tv1, . . . , vk´1u, digamos Pk´1, com k ď n. Então considera os caminhos mais
curtos Pkδ e Pk`1δ . A vista disto, relaciona os caminhos Pkδ e Pk´1δ e este relacionamento
depende do fato do vértice vk ser ou não um vértice intermediário do caminho Pkδ .
‚ Se vk R V pPkδ qvjvi ztvi, vju, então Pkδ “ Pk´1δ ;
‚ Se vk P V pPkδ qvjvi ztvi, vju, assim Pkδ “ P 1δ Y P2δ , com P 1δ “ pV pP 1δqvkvi , EpP 1δqvkvi q e
P2δ “ pV pP2δ qvjvk , EpP2δ qvjvkq. Então pela Proposição 2.2, temos que δpvi, vjq “ δpvi, vkq`
δpvk, vjq, e pelo Corolário 2.2 que V pP 1δqvkvi ztvi, vku Ă V vk´1v1 e V pP2δ qvjvkztvi, vku Ă V vk´1v1 .
Dada esta discussão, para apresentar a formulação recursiva deste algoritmo,
necessitamos apresentar algum sentido no que seria o valor inicial desta recursão. Como
o resultado final da recursão é a matriz de distâncias do grafo G, então o valor inicial
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@ i, j “ 1, . . . , n.






0 se i “ j,
1 se i ‰ j com pvi, vjq P E,
8 se i ‰ j com pvi, vjq R E,
(2.10)
para todo i, j “ 1, . . . , n. Facilmente percebemos que esta matriz terá a mesma estrutura
da matriz de adjacências A, do grafo, com a exceção de que dado dois vértices que não
são adjacentes, então o valor atribuído à distância adjacente entre estes vértices é infinito.
Portanto, uma formulação recursiva do algoritmo de Floyd-Warshall, que segue







ij se k “ 0,
minpdpk´1qij , dpk´1qik ` dpk´1qkj q se 0 ă k ď n.
(2.11)
Considerando que, para qualquer caminho, todos os vértices intermediários
pertencem a V , a matriz Dpnq “ pdpnqij q é tal que dpnqij “ δpvi, vjq para todo i, j P V .
Assim, com base na recorrência da equação (2.11), o algoritmo abaixo retorna a matriz de
distâncias D “ Dpnq de um grafo.
Algoritmo 3: Função que realiza o cálculo da matriz de distâncias D de um
grafo, a partir da sua matriz de adjacência A, pelo algoritmo de Floyd-Warshall.
Entrada: Matriz de adjacência A do grafo.
Saída: Matriz de Distância D do grafo.
1 Função CalculaMatrizDistancia(A)
2 faça Dp0q Ð MatrizDistanciasAdjacentes(A);
3 // A função acima retorna a matriz dada pela equação (2.10).
4 faça rn,„s Ð Dimensao(Dp0q);
5 // A função Dimensao(¨) retorna a dimensão da matriz que lhe é
passada como argumento.
6 para k Ð 1 até n faça
7 para iÐ 1 até n faça
8 para j Ð 1 até n faça
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Como já foi dito anteriormente, este algoritmo tem complexidade computacional
de Opn3q, fato facilmente notado pelos loops para triplamente encadeados. O algoritmo é
compacto, sem estruturas de dados elaboradas, assim, o algoritmo de Floyd-Warshall é
bastante prático. Outro ponto que pode ser levantado é que como sabemos que a matriz
de adjacência e de distâncias são simétricas, podemos levar este fato em consideração e
melhorar o algoritmo no quesito redução de memória no armazenamento.
Para exemplificar o conceito de matriz de distância, apresentamos a matriz de
distâncias dos grafos das Figuras 4´paq e 5´paq.
D “
»——–
0 1 1 1
1 0 1 2
1 1 0 1
1 2 1 0
fiffiffifl D “
»——————–
0 1 2 2 1 1
1 0 1 2 2 2
2 1 0 1 2 1
2 2 1 0 1 2
1 2 2 1 0 1
1 2 1 2 1 0
fiffiffiffiffiffiffifl
paq Matriz de distâncias do Grafo da
—— Figura 4´paq.
pbq Matriz de distâncias do Grafo da
—— Figura 5´paq.
Figura 8 – Matriz de distância de um grafo.
2.3 Grafos Ponderados
Também parece não haver um consenso na literatura sobre a definição de um
grafo ponderado, mas o definiremos da seguinte maneira:
Definição 2.14. Um grafo ponderado é uma estrutura Gρ “ GpV,E,W q constituída por
um conjunto finito e não vazio V cujos elementos são denominados vértices ou nós, um
subconjunto de pares de elementos de V , E “ tpu, vq P VˆV | u ‰ vu, denominados arestas
ou links e um conjunto de ponderações W “ ρpEq “ tpuv P R|puv “ ρpu, vq, com u, v P
V u, onde a função peso ρ é dada por
ρ : E ÝÑ R
pu, vq ÞÝÑ ρpu, vq
cujos elementos são denominados pesos.
Notemos que grafos não-ponderados são casos particulares de grafos ponderados,
uma vez que podemos considerar que no caso de grafos não ponderados a função peso ρ é
dada por ρ : E ÝÑ t0, 1u. Assim, tudo que definimos para grafos não-ponderados pode
ser redefinido para grafos ponderados considerando as conformações necessárias. Entre
todas as definições que apresentamos nas seções anteriores, a que mais difere para o caso
de grafos ponderados é a de comprimento de um caminho. No caso de grafos ponderados,
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a distância entre dois vértices é dada pela soma dos pesos das arestas do caminho que
liga os vértices. Como o peso de um vértice pode assumir valores negativos, a definição de
distância entre dois vértices pode não ser tão intuitiva, uma vez que o comprimento de
um caminho pode ser negativo.
Para o caso de grafos ponderados, onde os pesos podem assumir valores negati-
vos, a Proposição 2.2 e o Corolário 2.2 não se verificam, assim não podemos empregar o
algoritmo de Floyd-Warshall para calcular a distância entre dois vértices. Um algoritmo
que calcula a matriz de distância do caminho mais curto para grafos ponderados é o
algoritmo de Bellman-Ford. Caso o leitor se interesse por mais detalhes, recomendamos a
referência (CORMEN et al., 2009).
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3 Parâmetros Estruturais de Redes Comple-
xas
Neste capítulo trataremos de alguns parâmetros estruturais de redes complexas.
Os elementos de uma rede complexa serão denotados por nós e links. A matriz de adjacência
da rede e seus elementos serão denotados, respectivamente, por A e aij a menos que seja
especificado o contrário. Idem para a matriz de distância D da rede e seus elementos dij.
Ao longo deste capítulo, denotaremos o número de nós e de links, de uma rede complexa,
por n e m, respectivamente, isto é, n “ |V | e m “ |E|.
Diremos que parâmetros estruturais de redes complexas são “medidas” que
podem caracterizar aspectos estruturais, globais ou locais, da rede. Estas medidas podem
quantificar aspectos de segregação, integração, centralidade, resiliência, entre outros. As
medidas de elementos individuais da rede, como nós ou links, tipicamente quantificam
perfis de conectividade associados a estes elementos e, portanto, refletem a forma como
estes elementos estão incorporados na rede. As medidas de todos os elementos individuais
compreendem uma distribuição, que fornece uma descrição mais global da rede, e são
comumente caracterizadas pela sua média.
A divisão das medidas apresentadas neste trabalho será dada como nas refe-
rências (RUBINOV; SPORNS, 2010; ONIAS et al., 2014), assim as seções deste capítulo
serão divididas pelos tipos de medidas: segregação, integração e centralidade. Em cada
seção será tratada a definição e um algoritmo para calcular o parâmetro em questão.
3.1 Medidas de Segregação
Diremos que o conceito de segregação em redes complexas está relacionado
com a capacidade da rede realizar um processamento especializado dentro de grupos
densamente interligados. Medidas de segregação quantificam principalmente a presença de
tais grupos, conhecidos como clusters ou módulos, dentro da rede.
Neste trabalho, trataremos das seguintes medidas de segregação:
• Coeficiente de clustering;
• Eficiência local;
• Modularidade.
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3.1.1 Coeficiente de Clustering
A definição do coeficiente de clustering foi introduzida em (WATTS; STRO-
GATZ, 1998). Nesse trabalho, Watts & Strogatz definem o coeficiente de clustering de
um nó i de uma rede como a fração do número dos nós vizinhos a i que são conectados
com outros vizinhos do nó i, pelo número máximo de ligações que poderiam existir entre
os vizinhos do nó i. Analisando a definição de Watts & Strogatz, notamos que o número
dos nós vizinhos a i que são conectados com outros vizinhos de i é dado pelo número de
triângulos em torno do nó i. Já para o número máximo de ligações que poderiam existir
entre os vizinhos do nó i, observamos que este número é dado quando consideramos o
subgrafo induzido Gi, subgrafo dos vizinhos do nó i, e consideramos um grafo completo
com o conjunto dos nós de Gi. Entretanto, sabemos que este número é dado por kipki´1q{2,
onde ki é o grau do nó i. Ficando bem atento a esta definição podemos interpetrar o
coeficiente de clustering de um nó i da rede, como a probabilidade do nó i possuir um
triângulo.
Dada a discussão da origem do coeficiente de clustering, temos a seguinte
definição para o coeficiente de clustering de um nó de uma rede complexa:
Definição 3.1. O coeficiente de clustering de um nó i de uma rede complexa é dado por:
ci “ 2ti
kipki ´ 1q , (3.1)
onde ki é o grau do nó i e ti é o número de triângulos em torno do nó i.
Observando a definição acima, notamos que o coeficiente de clustering de um
nó i de uma rede é sempre menor ou igual a um, isto é, 0 ď ci ď 1, uma vez que podem
existir no máximo kipki ´ 1q{2 triângulos e no mínimo nenhum triângulo em torno de um
nó i da rede.
Com o intuito de discutir o quão difícil pode ser o cálculo do coeficiente de
clustering de um nó da rede, nos atentemos primeiramente ao fato de que a complexidade
computacional deste cálculo está no cômputo do número de triângulos em torno deste
nó, uma vez que na equação (3.1) efetuamos somente quatro cálculos aritméticos simples.
Então, com a discussão que apresentamos no capítulo 2, sobre a complexidade do cálculo do
número de triângulos em torno de um vértice de um grafo, concluímos que a complexidade
computacional para o cálculo do coeficiente de clustering de um nó da rede é de, no
máximo, Opn2q.
Para o cálculo do coeficiente de clustering de um nó de uma rede, propomos o
algoritmo abaixo, de fácil implementação:
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Algoritmo 4: Função que realiza o cálculo do coeficiente de clustering de um nó
i de uma rede complexa, a partir da sua matriz de adjacência A.
Entrada: Matriz de adjacência A da rede complexa e o nó i.
Saída: Coeficiente de clustering do nó i.
1 Função CalculaCoeficienteClusteringNo(A, i)
2 faça ki Ð CalculaGrauVertice(A, i);
3 faça ci Ð 0;
4 se ki ě 2 então
5 faça ti Ð CalculaNumeroTriangulosVertice(A, i);




Agora, o coeficiente de clustering da rede é dado como a média do coeficiente







O conceito de eficiência local foi introduzido com o intuito de investigar redes
reais em (LATORA; MARCHIORI, 2001). Neste trabalho, Latora & Marchiori introduziram
uma variável com significado físico, a eficiência. Supondo que uma rede complexa processe
informações de forma paralela, isto é, cada nó pode enviar informações simultaneamente,
ao longo da rede, através de seus links. A medida de eficiência entre os nós i e j é definida
como o inverso da distância do caminho mais curto entre estes nós, assim esta medida não
necessita de uma restrição quando há falta de conexão entre dois nós, uma vez que para
dois nós desconectados a eficiência entre estes nós é zero.
Latora & Marchiori propuseram duas medidas de eficiências distintas para uma
rede complexa: uma denominada eficiência local e outra denominada eficiência global.
Nesta seção trataremos da eficiência local. A eficiência local foi proposta com o intuito de
ser uma medida mais geral que o coeficiente de clustering, sua definição envolve calcular a
eficiência local de cada nó da rede. Dada a discussão de origem da eficiência local, temos a
seguinte definição para a eficiência local de um nó de uma rede complexa:
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onde Vi é tal que Gi “ GrVis e ki é o grau do nó i.
Observando a definição acima, notamos que a eficiência local de um nó i de
uma rede é sempre menor ou igual a um, isto é, 0 ď Elocal,i ď 1, uma vez que a menor
distância do caminho mais curto entre dois nós é 1 e a maior distância do caminho mais
curto entre dois nós é 8.
Com o intuito de discutir o quão difícil pode ser o cálculo da eficiência local de
um nó i da rede, nos atentemos primeiramente ao fato de que este cálculo está no cômputo
das distâncias dos caminhos mais curtos dos nós de Gi, uma vez que na equação (3.2)
efetuamos somente 2ni ` 1 cálculos aritméticos simples, onde ni “ |Vi| em que Gi “ GrVis.
Então, com a discussão que apresentamos no capítulo 2, sobre comprimento de caminhos
mais curtos entre vértices de um grafo, concluímos que a complexidade computacional
para o cálculo da eficiência local de um nó da rede é de, no máximo, Opn3q.
Para o cálculo da eficiência local de um nó de uma rede, propomos o seguinte
algoritmo de fácil implementação:
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Algoritmo 5: Função que realiza o cálculo da eficiência local de um nó i de uma
rede complexa, a partir da sua matriz de distâncias D e dos nós de Gi.
Entrada: Matriz de distâncias D da rede complexa, nó i e vetor vGi cujos
elementos são os nós do subgrafo Gi.
Saída: Eficiência local do nó i.
1 Função CalculaEficienciaLocalNo(D, vGi, i)
2 faça ki Ð Comprimento(vGi);
3 // A função Comprimento(¨) retorna o comprimento do vetor que
lhe é passado como argumento.
4 faça DGi Ð Submatriz(D, vGi);
5 // A função Submatriz(M , v) retorna uma submatriz da matriz M,
onde cada elemento desta submatriz é dado pelos elementos
mij de M com i, j “ tv1, . . . , vku, uma vez que v “ pv1, . . . , vkqt.
6 faça Efi Ð DivisaoElementoAElemento(DGi, 1);
7 // A função DivisaoElementoAElemento(M, λ) retorna uma matriz
M 1 “ pm1ijq onde m1ij “ λ{mij, com M “ pmijq se mij ‰ 0 ou
m1ij “ 0 caso contrário.
8 faça Ef Ð SOMA(Efi);
9 // A função SOMA(¨) realiza a adição dos valores das entradas da
matriz que lhe é passada como argumento.
10 faça Eloc,i Ð Ef{pki ˚ pki ´ 1qq;
11 retorne Eloc,i;
12 fim
Dada a discussão acima, a eficiência local da rede é dada como a média da







Na referência (NEWMAN; GIRVAN, 2004) que é um trabalho sobre detecção de
comunidades, assunto que trataremos no próximo capítulo, Girvan & Newman discutiram e
definiram uma métrica denominada modularidade. Esta medida foi proposta com o intuito
de caracterizar o quão boa era uma estrutura de comunidade em uma rede complexa.
O conceito de comunidades em uma rede complexa está diretamente relacionado com a
concepção de segregação. Assumindo valores no intervalo r´1, 1s a modularidade de uma
rede complexa é diretamente proporcional ao nível de agrupamento dos nós da rede.
Capítulo 3. Parâmetros Estruturais de Redes Complexas 49
O conceito de modularidade que apresentaremos neste trabalho foi redefinido
por Newman na referência (NEWMAN, 2006), e para apresentá-lo é necessário que
apresentemos o conceito de módulo em uma rede complexa.
Definição 3.3. Seja G “ GpV,Eq uma rede complexa. O conjunto dos módulos da rede G
é dado porM “ tM1, . . . , Mru com r ď n, em queMi “ tm1i , . . .mniu Ă V ,MiXMj “ H
se i ‰ j, @i, j “ 1, . . . , r e V “M1 Y ¨ ¨ ¨ YMr.
Para exemplificar esta definição, consideremos o seguinte exemplo:
Figura 9 – Para esta rede, temos que seu conjunto de módulos é dado porM “ tMr,Mg,Mbu
com Mr “ tv1, v2, v3, v4u, Mg “ tv10, v11, v12, v13, v14u e Mb “
tv5, v6, v7, v8, v9u. Aqui o tamanho do nó é proporcional ao seu grau.
Logo temos a seguinte definição de modularidade:










onde ki é o grau do nó i, mi é o módulo que contém o nó i e δpmi,mjq “ δmimj , é o delta
de Kronecker.
Na definição acima, observamos que a fixação dos módulos da rede é feita a
priori, assim a medida de modularidade em uma rede complexa depende do seu conjunto
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de módulos e esta medida se modifica com a alteração destes módulos. Destacamos que o
valor desta medida é maior quanto mais os módulos da rede acomodarem nós agrupados,
onde este agrupamento é dado no sentido de distância.









onde Si é a i-ésima linha da matriz S, uma matriz nˆ r, com S “ psijq tal que sij “ 1 se

















































Logo, Q “ trpStBSq{m, representa a modularidade de uma rede complexa,
onde B é uma matriz n ˆ n, denominada matriz de modularidade, com B “ pbijq onde
bij “ aij ´ kikj
m
.
Observando a similaridade das equações descritas acima, com aspectos da
Hamiltoniana de uma rede de spin, de física estatística, Reichardt & Bornholdt na
referência (REICHARDT; BORNHOLDT, 2006), definem um conceito mais geral de
modularidade da seguinte maneira:










onde ki é o grau do nó i, mi é o módulo que contém o nó i, δpmi,mjq “ δmimj e γ P r0,8q.
Este conceito é mais geral que o apresentado na equação (3.3), pois consegue-se
recuperar o caso anterior se γ “ 1. Com a introdução do parâmetro γ no cálculo da
modularidade, podemos dizer que esta medida passa a ser capaz de detectar estruturas
modulares de maneira mais ou menos restritiva. Assim se temos 0 ď γ ă 1 a medida
modularidade-γ é menos sensível à estrutura dos módulos da rede, e se γ ą 1 esta medida
Capítulo 3. Parâmetros Estruturais de Redes Complexas 51
é mais sensível a esta estrutura. Agora, de maneira análoga à apresentada na equação




onde Bγ “ pbγijq onde bγij “ aij´γ kikjm e a matriz S é a mesma que foi definida anteriormente.
Observando que dadas duas matrizes A PMmˆnpRq e B PMnˆmpRq, temos que trpABq “






portanto, Qγ “ trpBγSStq{m, representa uma maneira compacta de realizar o cálculo da
modularidade-γ de uma rede complexa e observamos que o cálculo de trpBγSStq pode ser
realizado de maneira inteligente aproveitando a estrutura esparsa da matriz SSt.
Agora, dado que modularidade-γ é uma medida mais geral que a medida de
modularidade, a partir deste ponto denotaremos somente de modularidade a modularidade-
γ. Assim, para o cálculo da modularidade de uma rede, propomos o seguinte algoritmo, de
fácil implementação:
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Algoritmo 6: Função que realiza o cálculo da modularidade de uma rede com-
plexa, a partir da sua matriz de adjacência A, dos módulos da rede e do parâmetro
γ.
Entrada: Parâmetro γ, matriz de adjacência A e conjunto M de módulos da
rede complexa.
Saída: Modularidade da rede complexa.
1 Função CalculaModularidadeRede(A, M, γ)
2 // Aqui M é o vetor dos módulos da rede com M “ pm1, . . . , mnqt
onde mi “ ci, se o nó i pertence ao módulo ci.
3 faça mÐ CalculaNumeroLinksRede(A);
4 // A função CalculaNumeroLinksRede(¨) calcula o número de links
da rede, que lhe é passada como argumento, através da sua
matriz de adjacência.
5 faça S Ð MatrizModuloS(M);
6 // A função MatrizModuloS(M) retorna uma matriz S como a
descrita na equação (3.4).
7 faça B Ð MatrizModulolaridade(A, γ);
8 // A função MatrizModulolaridade(A, γ) retorna a matriz de
modularidade da rede cuja matriz de adjacência é dada por A.
9 faça QÐ tr(Bγ ˚ pS ˚ S 1q){m;




Com o intuito de discutir o quão difícil pode ser o cálculo da modularidade de
uma rede, nos atentemos primeiramente ao fato de que a complexidade deste cálculo está nas
duas somatórias da equação (3.6). Mas como cada parcela destas somas é multiplica por um
fator δij , nem todas as parcelas desta soma contribuirão para este cálculo. Assim o cálculo
exato desta complexidade não pode ser feito sem conhecer a priori o conjunto de módulos
da rede. No entanto podemos dizer que este cálculo tem complexidade computacional de,
no máximo, Opn2q, pelo fato de interpretarmos computacionalmente as duas somatórias
como dois loops, ambos de comprimento n, alinhados.
3.2 Medidas de Integração
Diremos que o conceito de integração em redes complexas está relacionado com
a capacidade da rede trocar informações entre regiões distintas. Medidas de integração
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caracterizam este conceito estimando a facilidade com que as regiões de uma rede se
comunicam e são comumente baseadas no conceito de caminho.
Neste trabalho, trataremos das seguintes medidas de integração:
• Caminho médio característico;
• Eficiência global.
3.2.1 Caminho Médio Característico
O caminho médio característico de uma rede complexa foi definido em (WATTS;
STROGATZ, 1998). Neste trabalho, esta medida é definida como o número de links no
caminho mais curto entre dois nós, calculado em média sobre todos os pares de nós. Então,
esta definição envolve calcular a distância média de um nó a todos os outros nós de uma
rede. Para isso consideremos a definição da distância média de um nó i a todos os outros
nós da rede:







Observando a definição acima, notamos que a distância média de um nó é
maior que zero e não é limitada superiormente, uma vez que a distância de um nó i a um
nó j pode ser infinita sempre que estes dois nós não sejam conectados. Com o objetivo
de normalizar o valor da distância média de um nó, notemos que a distância do caminho
mais curto entre dois nós, em uma rede conexa, pode ser de, no máximo, n´ 1. Assim, se
normalizarmos cada distância entre dois nós por este valor, temos que o valor da distância
média de um nó pode ser normalizado pela constante c “ 1{pn´ 1q, e com isso temos que
Li “ cLi é tal que 0 ď Li ď 1, e este número representa o valor da distância média de um
nó i normalizado.
Então para apresentar a definição do caminho médio característico de uma
rede complexa, primeiramente vamos propor o seguinte algoritmo, de fácil implementação,
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para calcular a distância média de um nó aos outros nós de uma rede:
Algoritmo 7: Função que realiza o cálculo da distância média de um nó i aos
outros nós de uma rede complexa, a partir da sua matriz de distâncias D.
Entrada: Matriz de distâncias D da rede complexa e nó i.
Saída: Distância média do nó i.
1 Função CalculaDistanciaMediaNo(D, i)
2 faça nÐ Comprimento(Dpi, :q1);
3 faça DistÐ Soma(Dpi, :q);
4 faça Li Ð Dist{pn´ 1q;
5 retorne Li;
6 fim
Com o intuito de discutir o quão difícil pode ser o cálculo da distância média
do nó de uma rede, nos atentemos ao fato de que a complexidade computacional deste
cálculo está no cômputo das distâncias dos caminhos mais curtos dos nós da rede, uma
vez que na equação (3.8) efetuamos somente n cálculos aritméticos simples. Então, com a
discussão que apresentamos no capítulo 2, sobre comprimento de caminhos mais curtos
entre vértices de um grafo, concluímos que a complexidade computacional para o cálculo
da distância média do nó de uma rede é de, no máximo, Opn2q.
Dada a discussão acima, o caminho médio característico L de uma rede complexa






e temos que 0 ď L ď 8, onde L “ 8 se a rede for desconexa. Entretanto, para redes
conexas temos 0 ď L ď 1 se normalizarmos os valores de distância média dos nós da rede.
3.2.2 Eficiência Global
A discussão de origem da eficiência global foi feita na seção 3.1.2. A eficiência
global foi proposta com o intuito de ser uma medida mais geral que o caminho médio
característico. Sua definição envolve calcular a eficiência global de cada nó da rede. Assim,
temos a seguinte definição para a eficiência global de um nó de uma rede complexa:
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Observando a definição acima, notamos que a eficiência global de um nó i de
uma rede é sempre menor ou igual a um, isto é, 0 ď Ei ď 1, pelo mesmo argumento
apresentado para a eficiência local de um nó.
Com o intuito de discutir o quão difícil pode ser o cálculo da eficiência global
de um nó i da rede, nos atentemos ao fato de que a complexidade computacional deste
cálculo está no cômputo das distâncias dos caminhos mais curtos dos nós da rede, uma
vez que na equação (3.9) efetuamos somente 2n` 1 cálculos aritméticos simples. Então,
com a discussão que apresentamos no capítulo 2, sobre comprimento de caminhos mais
curtos entre vértices de um grafo, concluímos que a complexidade computacional para o
cálculo da eficiência local de um nó da rede é de, no máximo, Opn2q.
Para o cálculo da eficiência global de um nó de uma rede, propomos o seguinte
algoritmo de fácil implementação:
Algoritmo 8: Função que realiza o cálculo da eficiência global de um nó i de
uma rede complexa, a partir da sua matriz de distâncias D.
Entrada: Matriz de distâncias D da rede complexa e nó i.
Saída: Eficiência global do nó i.
1 Função CalculaEficienciaGlobalNo(D, i)
2 faça nÐ Comprimento(Dpi, :q1);
3 faça Efi Ð DivisaoElementoAElemento(Dpi, :q1, 1);
4 faça Ef Ð Soma(Efi);
5 faça Ei Ð Ef{pn´ 1q;
6 retorne Ei;
7 fim
Dada a discussão acima, a eficiência global da rede é dada como a média da






3.3 Medidas de Centralidade
Diremos que regiões importantes de uma rede complexa são aquelas que intera-
gem com muitas outras regiões, facilitando a integração na rede. Essas regiões importantes
são denominadas Hubs e desempenham um papel fundamental na resiliência da rede.
Medidas de centralidade baseiam-se na ideia de que os nós centrais participam em muitos
caminhos mais curtos dentro de uma rede e, consequentemente, atuam como importantes
controles do fluxo de informações.
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Neste trabalho, trataremos das seguintes medidas de centralidade:
• Centralidade de intermediação de um nó;
• Centralidade de intermediação de uma aresta;
• Centralidade de proximidade.
Uma vez que existem medidas de centralidade para nós e links, excepcionalmente
para este caso, não trataremos de uma medida de centralidade de uma rede complexa
como um todo.
3.3.1 Centralidade de Intermediação
O conceito de centralidade de intermediação foi introduzido independentemente
por (ANTHONISSE, 1971) e (FREEMAN, 1977), e mede o grau em que um nó ou link está
em uma posição de mediação, somando as frações dos caminhos mais curtos entre todos
os outros pares de nós que passam por ele. Então, a centralidade de intermediação pode
ser dividida em duas medidas distintas: a centralidade de intermediação de um vértice ou
nó e a centralidade de intermediação de uma aresta ou link. Definiremos estas medidas
nas duas subseções seguintes, mas antes disso necessitamos de uma maneira para calcular
o número de caminhos mais curtos entre dois nós de uma rede. Para isto denotaremos
por σst o número de caminhos mais curtos entre os nós s e t. Então, para discutirmos
uma maneira de calcular este número de caminhos mais curtos, consideremos o seguinte
corolário da Proposição 2.2, que nos dá uma relação do número de caminhos mais curtos
entre os nós s e t e um nó v que pode ou não fazer parte deste caminho:




0 se δps, tq ă δps, vq ` δpv, tq,
σsv ¨ σvt caso contrário.
Demonstração. A demonstração deste corolário segue imediatamente da Proposição 2.2.
Para prosseguir nosso raciocínio, consideremos a seguinte definição:
Definição 3.8. O conjunto dos predecessores do nó v que fazem parte do caminho mais
curto Pδ “ pV pPδqvs , EpPδqvsq é dado por:
Pspvq “ tu P V : pu, vq P E e dps, vq “ dps, uq ` 1u. (3.10)
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Então, a fim de realizar uma contagem de forma combinatória dos caminhos
mais curtos entre dois nós de uma rede temos o seguinte resultado:





Demonstração. Como todos os links da rede são não negativos, o último link de qualquer
caminho mais curto de s para v é um link pu, vq P E tal que δps, uq ă δps, vq. Claramente,
o número de caminhos mais curtos de s para v terminando com esse link é igual ao número
de caminhos mais curtos de s para u. Assim igualdade segue do Corolário 3.1.
Assim, dada esta proposição, propomos o seguinte algoritmo recursivo, de fácil
implementação, para calcular o número de caminhos mais curtos entre dois nós de uma
rede:
Algoritmo 9: Função que realiza o cálculo do número de caminhos mais curtos
entre os nós s e t de uma rede complexa, a partir da sua matriz de adjacências A
e sua matriz de distâncias D.
Entrada: Matriz de adjacências A da rede complexa, matriz de distâncias D da
rede complexa, nó s e nó t.
Saída: Número de caminhos mais curtos entre os nós s e t.
1 Função CalculaNumeroCaminhosMaisCurtosEntreNos(s, t, A, D)
2 se Aps, tq “ 1 ou s “ t então
3 faça σst Ð 1;
4 senão
5 faça σst Ð 0;
6 faça uÐ Predecessor(s, t, A, D);
7 // A função Predecessor(s, v, A, D) retorna um vetor onde
cada um de seus elementos contém um nó predecessor ao nó
v que faz parte do caminho Pδ “ pV pPδqvs , EpPδqvsq, coforme a
definição (3.10).
8 faça l Ð Comprimento(u);
9 para iÐ 1 até l faça
10 σst Ð σst`
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Dado o algoritmo para o cálculo do número de caminhos mais curtos entre
dois nós, que apresentamos, não conseguimos estabelecer a complexidade computacional
deste algoritmo, no entanto propusemos o algoritmo desta maneira, pois o cálculo fica
mais intuitivo e este algoritmo é de fácil implementação. O processo de contar o número
de caminhos mais curtos entre dois nós poderia ser feito fazendo uma pequena alteração
no algoritmo de busca em largura e neste caso sua complexidade computacional seria de
Opn`mq, assim caso o leitor tenha interesse em trabalhar com redes cuja escala é muito
grande recomendamos a implementação do algoritmo de busca em largura para realizar
esta tarefa. Este algoritmo pode ser consultado na referência (CORMEN et al., 2009).
Dada a maneira de calcular o número de caminhos mais curtos entre dois nós
de uma rede complexa, podemos seguir para as subseções seguintes.
Centralidade de Intermediação de um Nó
Em uma rede complexa, um nó que pertence a caminhos de comunicação entre
outros nós exibe um potencial para o controle desta comunicação. O potencial deste
controle é que define a centralidade desses nós. Com uma intuição probabilística, visando
classificar o potencial de controle de um nó, a centralidade de intermediação de um nó
v P V da rede foi definida em (FREEMAN, 1977) e rediscutida em (FREEMAN, 1978) da
seguinte maneira:








onde σstpvq é o número de caminhos mais curtos que ligam o nó s ao nó t que passam pelo
nó v, e σst é o número de caminhos mais curtos que liga o nó s ao nó t.
Dada a definição acima, observamos que o valor de centralidade de intermediação
de um nó da rede não é um valor compreendido entre zero e um. Com o intuito de mover este
valor para o intervalo r0, 1s, pode-se normalizar o valor de centralidade de intermediação
de um nó v pelo número máximo de pares de nós que poderiam existir na rede, sem incluir
o nó v, assim, este valor pode ser normalizado pela constante c “ 2{ppn ´ 1qpn ´ 2qq, e
com isso temos que bv “ cbv é tal que 0 ď bv ď 1 e este número representa o valor da
centralidade de intermediação do nó v normalizado.
Com o intuito de apresentarmos uma maneira mais simples de efetuar o cálculo
da centralidade de intermediação de um nó, vamos introduzir a noção de dependência de
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onde δstpvq “ σstpvq
σst




δs‚pvq. Agora, dada esta notação, temos o seguinte resultado apresentado
na referencia (BRANDES, 2001):






¨ p1` δs‚pwqq. (3.11)
Demonstração. Lembrando que σstpvq ą 0 somente se o nó v se encontra em pelo menos
um caminho mais curto de s para t. Observamos que em qualquer desses caminhos há
exatamente um link e “ pv, wq com v P Pspwq, isto é, e P E e dps, wq “ dps, vq ` 1. Agora,
estendendo a dependência de caminhos aos nós para uma dependência de caminhos aos
links, diremos que σstpv, eq é o número de caminhos mais curtos de s para t que contêm o



















Seja w qualquer nó com v P Pspwq, daí σsw caminhos mais curtos de s para w,
primeiramente vão de s para v e, em seguida, passam pelo link e. Então temos as seguintes
relações entre o número de caminhos mais curtos que conectam os nós s e t:
σstpeq “ σstpv, wq “ σswpvq ¨ σwt se w ‰ t;
σstpeq “ σstpv, wq “ σswpvq ¨ 1 se w “ t;
σstpwq “ σsw ¨ σwt;
σswpvq “ σsv ¨ σvw “ σsv ¨ 1.
Logo, temos a seguinte expressão que relaciona o número de caminhos mais
curtos entre os nós s e t, com o nó v e o link e:











se t ‰ w.
(3.13)




































¨ p1` δs‚pwqq .







Dado o resultado acima, a centralidade de intermediação de um nó v da rede











¨ p1` δs‚pwqq .
A equação acima sugere que o cálculo da centralidade de intermediação de um
nó v da rede seja dividida em etapas, pois para cada nó s da rede, precisamos calcular a
dependência do nó s ao nó v. Com isso, apresentamos o seguinte algoritmo recursivo para
calcular dependência do nó s ao nó v:
Algoritmo 10: Função que realiza o cálculo da dependência entre os nós s e
v de uma rede complexa, conforme equação (3.11), a partir da sua matriz de
adjacências A e sua matriz de distâncias D.
Entrada: Matriz de adjacências A da rede complexa, matriz de distâncias D da
rede complexa, nó s e nó v.
Saída: Dependência entre os nós s e v.
1 Função CalculaDependenciaEntreNos(s, v, A, D)
2 faça δs‚v Ð 0;
3 faça w Ð PredecessorModificado(s, v, A, D);
4 // A função PredecessorModificado(s, v, A, D) retorna um vetor
w “ pw1, . . . , wlqt onde wi é tal que v P Pspwiq.
5 faça l Ð Comprimento(w);
6 para iÐ 1 até l faça
7 σsv Ð CalculaNumeroCaminhosMaisCurtosEntreNos(s, v, A, D);
8 σsw Ð CalculaNumeroCaminhosMaisCurtosEntreNos(s, wpiq, A, D);
9 δs‚v Ð δs‚v ` pσsv{σswq ˚ p1`




Agora, temos o seguinte algoritmo de fácil implementação que calcula a centra-
lidade de intermediação de um nó v de uma rede complexa:
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Algoritmo 11: Função que realiza o cálculo da centralidade de intermediação do
nó v de uma rede complexa, a partir da sua matriz de adjacências A e sua matriz
de distâncias D.
Entrada: Matriz de adjacências A da rede complexa, matriz de distâncias D da
rede complexa e nó v.
Saída: Centralidade de intermediação do nó v.
1 Função CalculaCentralidadeIntermediacaoNov(A, D, v)
2 faça rn,„s Ð Dimensao(A);
3 faça bv Ð 0;
4 para sÐ 1 até n faça
5 se s ‰ v então





Dado o algoritmo para o cálculo da centralidade de intermediação de um nó da
rede que apresentamos, não conseguimos estabelecer a complexidade computacional deste
algoritmo, mas na referência (BRANDES, 2001) encontramos um algoritmo, de imple-
mentação mais complicada, cuja complexidade computacional é de Opmnq. Propusemos
este algoritmo desta maneira, pois o cálculo fica mais intuitivo e este algoritmo é de fácil
implementação. Caso o leitor tenha interesse em trabalhar com redes cuja escala é muito
grande, recomendamos a implementação do algoritmo proposto em (BRANDES, 2001).
Centralidade de Intermediação de um Link
Em uma rede complexa, um link que pertence a caminhos de comunicação entre
muitos nós exibe um potencial para o controle dessa comunicação. Como na centralidade
de intermediação de um nó, o potencial do controle destes caminhos define a centralidade
desse link. A centralidade de intermediação de um link foi inicialmente discutida em
(ANTHONISSE, 1971), e sua definição é extensão natural de centralidade de intermediação
de um nó e é definida da seguinte maneira:
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onde σstpeq é o número de caminhos mais curtos que ligam o nó s ao nó t que passam pela
aresta e e σst é o número de caminhos mais curtos que liga o nó s ao nó t.
Dada a definição acima, observamos que o valor de centralidade de intermediação
de um link da rede não é um valor compreendido entre zero e um. Com o intuito de
mover este valor para o intervalo r0, 1s, pode-se normalizar o valor de centralidade de
intermediação de um link pelo número máximo de links que poderiam existir na rede.
Assim, este valor pode ser normalizado pela constante c “ 2{pnpn´ 1qq, e com isso temos
que be “ cbe é tal que 0 ď be ď 1 e este número representa o valor da centralidade de
intermediação do link e normalizado.
Analogamente ao feito na subseção anterior, vamos apresentar uma maneira
mais simples de efetuar o cálculo da centralidade de intermediação de um link. Vamos
formalizar a noção de dependência de um nó s a um link e, conforme apresentado na





onde δstpeq “ σstpeq
σst
.
Agora, dada esta notação, temos o seguinte resultado apresentado na referencia
(BRANDES, 2008):




¨ p1` δs‚pwqq. (3.14)
Demonstração. Primeiramente notamos que se e “ pv, wq, então w é tal que v P Pspwq.
Assim, obervando a definição de dependência do nó s ao link e, juntamente com o descrito
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Dado o resultado acima, a centralidade de intermediação de um link e da rede









¨ p1` δs‚pwqq .
A equação acima sugere que o cálculo da centralidade de intermediação de um
link e da rede seja dividida em etapas, pois para cada nó s da rede, precisamos calcular a
dependência do nó s ao link e. Com isso, apresentamos o seguinte algoritmo para calcular
a dependência do nó s ao link e “ pv, wq:
Algoritmo 12: Função que realiza o cálculo da dependência entre o nó s e o
link e “ pv, wq de uma rede complexa, conforme equação (3.14), a partir da sua
matriz de adjacências A e sua matriz de distâncias D.
Entrada: Matriz de adjacências A da rede complexa, matriz de distâncias D da
rede complexa, nó s e link e “ pv, wq.
Saída: Dependência entre o nó s e o link e “ pv, wq.
1 Função CalculaDependenciaNoLink(s, v, w, A, D)
2 faça σsv Ð CalculaNumeroCaminhosMaisCurtosEntreNos(s, v, A, D);
3 faça σsw Ð CalculaNumeroCaminhosMaisCurtosEntreNos(s, w, A, D);
4 faça δs‚eÐ pσsv{σswq ˚ p1` CalculaDependenciaEntreNos(s, w, A, D));
5 retorne δs‚e;
6 fim
Agora, temos o seguinte algoritmo de fácil implementação que calcula a centra-
lidade de intermediação de um link e “ pu, vq de uma rede complexa:
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Algoritmo 13: Função que realiza o cálculo da centralidade de intermediação
do link e “ pv, wq de uma rede complexa, a partir da sua matriz de adjacências
A e sua matriz de distâncias D.
Entrada: Matriz de adjacências A da rede complexa, matriz de distâncias D da
rede complexa, nó v e nó w.
Saída: Centralidade de intermediação do link e “ pv, wq.
1 Função CalculaCentralidadeIntermediacaoLinke(A, D, v, w)
2 faça be Ð 0;
3 se Apv, wq ‰ 0 então
4 faça rn,„s ÐDimensao(A);
5 para sÐ 1 até n faça
6 se pDps, wq “ Dps, vq ` 1q && pDps, vq ‰ 8q então






Dado o algoritmo para o cálculo da centralidade de intermediação de um link
da rede que apresentamos, não conseguimos estabelecer a complexidade computacional
deste algoritmo, mas na referência (BRANDES, 2008) encontramos um algoritmo, de im-
plementação mais complicada, cuja complexidade computacional é de Opnmq. Propusemos
este algoritmo desta maneira, pois o cálculo fica mais intuitivo e este algoritmo é de fácil
implementação. Caso o leitor tenha interesse em trabalhar com redes cuja escala é muito
grande, recomendamos a implementação do algoritmo proposto em (BRANDES, 2008).
3.3.2 Centralidade de Proximidade
Essa medida de centralidade também está relacionada ao controle da comuni-
cação em uma rede complexa. Neste caso, um nó da rede é visto como central na medida
em que ele não depende dos outros nós para realizar uma comunicação com outro nó
da rede. A centralidade de proximidade de um nó, de uma rede complexa, foi definida
em (FREEMAN, 1978), com o intuito de realizar uma medida que fosse a maior possível
quando o nó fosse mais central na rede e que esta medida fosse a mais simples possível.
Assim, a centralidade de proximidade de um nó é definida da seguinte maneira:
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Definição 3.11. A centralidade de proximidade de um nó i de uma rede complexa é dada
por:









Neste caso, a soma dessa expressão baseia-se nas distâncias de um nó i para os
outros n´ 1 nós. E L´1 pode ser entendida como o inverso da distância média entre o nó
i e os outros nós. Assim, L´1 é uma medida direta da centralidade de um nó baseada na
distância entre nós, e assume um valor de unidade quando o nó em questão é maximamente
próximo de todos os outros nós e este valor diminui à medida que a distância média entre
o nó i aos outros nós aumenta. Então, dada a definição de centralidade de proximidade de
um nó i de uma rede complexa, notamos que seu valor é sempre menor ou igual a um, isto
é, 0 ď L´1i ď 1, como queríamos.
Com o intuito de discutir o quão difícil pode ser o cálculo da centralidade
de proximidade de um nó i da rede, nos atentemos ao fato de que a complexidade
computacional para realizar este cálculo está no cômputo das distâncias dos caminhos
mais curtos dos nós da rede, uma vez que na equação (3.15) efetuamos somente n ` 1
cálculos aritméticos simples. Então, com a discussão que apresentamos no capítulo 2,
sobre comprimento de caminhos mais curtos entre vértices de um grafo, concluímos que a
complexidade computacional para o cálculo da eficiência local de um nó da rede é de, no
máximo, Opn2q.
Para o cálculo da centralidade de proximidade de um nó de uma rede, propomos
o seguinte algoritmo, de fácil implementação:
Algoritmo 14: Função que realiza o cálculo da centralidade de intermediação de
um nó i de uma rede complexa, a partir da sua matriz de distâncias D.
Entrada: Matriz de distâncias D da rede complexa e o nó i.
Saída: Centralidade de proximidade do nó i.
1 Função CalculaCentralidadeProximidadeNo(D, i)
2 faça rn,„s Ð Dimensao(D);
3 faça Li Ð CalculaDistanciaMediaNo(D, i);
4 faça L´1i Ð pn´ 1q{Li;
5 retorne L´1i ;
6 fim
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4 Detecção de Comunidades em Redes Com-
plexas
Neste capítulo trataremos do conceito de detecção de comunidades em redes
complexas. Com o aumento das aplicações práticas que envolvem o conceito de redes
complexas, o desenvolvimento de algoritmos para a detecção de comunidades em redes
é uma área que está em ascensão, uma vez que o número de nós e links das redes de
aplicações do mundo real chegam à ordem de bilhões, veja referência (KANG; MEEDER;
FALOUTSOS, 2011). Assim, o desenvolvimento de um algoritmo que gere um bom resultado
com um tempo de execução relativamente baixo é o objetivo de muita pesquisa. Neste
trabalho, apresentaremos uma breve introdução de alguns tipos de métodos, disponíveis
na literatura, que se propõem a realizar a detecção de comunidades em redes complexas,
e discutiremos dois algoritmos de tipos de métodos distintos: o algoritmo de Girvan &
Newman (GN) e o algoritmo de Louvain (AL). A escolha do algoritmo de GN deu-se
porque, além de ser historicamente importante, marcou o início de uma nova era no campo
da detecção de comunidades; em testes feitos com redes reais ele apresentou resultados
de acordo com as expectativas (GIRVAN; NEWMAN, 2002). E a escolha do algoritmo
Louvain deu-se pelo fato deste ser computacionalmente veloz (BLONDEL et al., 2008), o
que viabiliza a aplicação deste algoritmo a redes com grande número de nós.
Apresentaremos resultados aplicados a redes reais destes dois algoritmos no
capítulo seguinte, onde aplicamos a detecção de comunidades em redes construídas a partir
de imagens de ressonância magnética funcional.
4.1 Estruturas de Comunidade
Introduzido por Erdös & Rényi em (ERDÖS; RÉNYI, 1959), o conceito de
redes aleatórias não simula bem uma situação de uma rede real, uma vez que em uma rede
aleatória a probabilidade de existir um link unindo dois nós é igual para todos os pares de
nós possíveis. Portanto, a distribuição de links entre os nós é altamente homogênea. Isso
não condiz com a distribuição dos links de uma rede real, uma vez que esta distribuição
altamente heterogênea é uma de suas principais características, tanto globais quanto
locais. Em outras palavras, característica essencial de tais redes é a existência de altas
concentrações de links em grupos de nós e baixas concentrações entre estes grupos. Como
descrito na referência (NEWMAN; GIRVAN, 2004), esta característica das redes reais é
chamada de estrutura de comunidade. E para formalizar este conceito, apresentaremos a
seguinte definição de comunidade em redes complexas:
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Definição 4.1. Uma Comunidade, em uma rede complexa, é um grupo de nós que
provavelmente compartilham propriedades comuns e/ou desempenham papéis semelhantes
dentro da rede.
A definição acima descreve o conceito de comunidade, em redes complexas, de
uma maneira subjetiva, mas ela apresenta este conceito de uma forma mais intuitiva e
clara. No entanto, já havíamos apresentado o conceito de comunidade no capítulo anterior
quando exibimos a definição do conjunto de módulos para rede complexas, uma vez que
os conceitos comunidade e módulo, para redes, são sinônimos. Então, nos referiremos
a comunidades em redes complexas conforme a definição acima, porém, utilizaremos a
definição matemática 3.3, de módulo em redes complexas apresentada na seção 3.1.3.
Assim, um exemplo esquemático de estrutura de comunidade é apresentado na Figura 9
desta seção.
Para citar alguns exemplos de comunidades, podemos dizer que em redes de
World Wide Web, as comunidades podem corresponder a grupos de páginas que lidam com
tópicos relacionados, o que é discutido na referência (FLAKE et al., 2002). Já nos casos
de redes sociais, elas podem corresponder a grupos de indivíduos relacionados, o que é
discutido na referência (LUSSEAU; NEWMAN, 2004).
A detecção da comunidade é importante por identificar módulos na rede, e
com isso permite uma classificação dos nós de acordo com sua posição topológica nos
módulos. Assim, os nós com uma posição central nos seus módulos (isto é, partilhando
um grande número de links com os outros nós do módulo) podem ter uma importante
função no controle e estabilidade dentro do módulo. Em compensação, os nós situados nas
fronteiras entre módulos desempenham um papel importante na mediação das trocas de
informação entre estas comunidades. Essa classificação parece ser significativa em redes
sociais, que é retratado nas referências (GRANOVETTER, 1973; FREEMAN, 1977), e
em redes metabólicas, como descrito na referência (PALUMBO et al., 2005).
Diremos que o problema matemático da detecção de comunidades em uma rede
complexa consiste em encontrar um conjunto de módulos da rede, onde este conjunto é
construído em relação a uma métrica da rede. Como o conjunto de módulos encontrado
depende da métrica utilizada, a aplicação de dois métodos algorítmicos distintos para
realizar a detecção de comunidades em uma mesma rede não necessariamente resultará no
mesmo conjunto de módulos. Assim, este problema pode não possuir uma solução única. A
detecção de comunidades em uma rede arbitrária é uma tarefa computacionalmente difícil.
Na maioria dos casos, o número de módulos da rede é desconhecido, os tamanhos e as
densidades dos módulos são diferentes e, geralmente, o número de nós e links da rede são
muito grandes. À frente destas dificuldades, diversos algoritmos foram desenvolvidos para
tentar resolver este problema, mas cada método apresenta um nível variado de sucesso. Os
métodos disponíveis para a detecção de comunidades podem ser classificados quanto à
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estratégia que eles abordam para alcançar um resultado final; entre eles podemos destacar
os métodos divisivos, aglomerativos, espectrais e de maximização de modularidade.
Com o intuito de apresentar um breve esclarecimento destes métodos, os tópicos
que seguem os retratam de forma concisa.
Métodos Divisivos
Métodos divisivos buscam por links que conectam as diferentes comunidades
e, com isso, os removem iterativamente dividindo a rede em grupos desconexos de nós.
Para isto, cada passo destes métodos é iniciado com uma única rede contendo todos os
nós e então se procede dividindo a rede em sub-redes cada vez menores. Entre os diversos
métodos divisivos disponíveis na literatura, citamos o algoritmo proposto pela Girvan
e pelo Newman, disponível na referência (GIRVAN; NEWMAN, 2002), e o algoritmo
proposto por Radicchi e outros, disponível na referencia (RADICCHI et al., 2004).
Métodos Aglomerativos
Métodos aglomerativos partem do princípio que nós pertencentes à mesma
comunidade tendem a apresentar características semelhantes na rede. Assim, estes métodos
trabalham com medidas de similaridade entre os nós. Logo, estes métodos iniciam com
todos os nós desconectados e aplicam algum critério de similaridade para, progressivamente,
conectá-los e obter as comunidades. Entre os diversos métodos aglomerativos disponíveis na
literatura, citamos o algoritmo de clustering hierárquico, disponível na referência (HASTIE;
TIBSHIRANI; FRIEDMAN, 2001), e o algoritmo proposto por Newman, disponível na
referência (NEWMAN, 2004).
Métodos Espectrais
Métodos espectrais baseiam-se na análise de autovetores das matrizes derivadas
de uma rede complexa. Estas matrizes podem ser a matriz de Adjacência, a matriz
Laplaciana e a matriz Normal. Para definição das duas últimas matrizes mencionadas veja a
referência (SEARY; RICHARDS, 1995). Entre os diversos métodos espectrais disponíveis na
literatura, citamos o algoritmo proposto por Newman, disponível na referência (NEWMAN,
2006).
Maximização da Modularidade
Conforme visto na seção 3.1.3, a medida de modularidade apresenta uma forma
alternativa para se calcular o quão relevante é um agrupamento de nós em uma rede
complexa. Assim, podemos dizer que ela estima a qualidade da divisão de comunidades da
rede. Estes métodos se baseiam no ordenamento dos nós da rede em módulos e com isso
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verificam qual dos arranjos encontrados possui um maior valor da modularidade. Entre os
diversos métodos de maximização de modularidade disponíveis na literatura, citamos o
algoritmo Louvain, disponível na referência (BLONDEL et al., 2008).
Dada esta breve apresentação dos métodos, nas duas seções seguintes trataremos
do algoritmo de Girvan & Newman e do método de Louvain. Em cada seção discutiremos
o processo algorítmico em que os métodos funcionam e suas possíveis limitações. Caso o
leitor queira se aprofundar no assunto de detecção de comunidades em redes complexas,
recomendamos as referências (FORTUNATO; CASTELLANO, 2012; FORTUNATO,
2010).
4.2 Algoritmo de Girvan & Newman
Como citamos anteriormente, o algoritmo de Girvan & Newman é um método
divisivo. Este algoritmo usa a medida de centralidade de intermediação do link, que
discutimos na seção 3.3.1, para avaliar a importância deste link na troca de informações
entre os nós da rede. O processo algorítmico deste método é dado como se segue:
1. Calcular a centralidade de intermediação de todos os links da rede.
2. Remover o link cujo valor de centralidade de intermediação foi o maior. Caso houver
mais de um link com este valor máximo de centralidade de intermediação, remove-se
qualquer um destes links.
3. Caso a rede resultante seja conexa vá para a etapa 2, caso contrário, leve a “menor”
sub-rede à etapa 1.
Para colocar em prática o processo descrito acima, necessitamos informar a
priori o número de comunidades que o algoritmo irá encontrar. Este será o critério de
parada para o loop 2-3. Como o valor da centralidade de intermediação de todos os
links é calculado a cada passo deste algoritmo, sua complexidade computacional é de
Orpm` nqn2s, onde n e m, são respectivamente, o número de nós e links da rede. Assim,
esta complexidade computacional elevada se torna sua principal limitação, fazendo com
que a aplicação deste algoritmo seja limitada a redes com alguns poucos milhares de
nós. Notemos que o passo 2 deste algoritmo é passivo a interpretações diferentes, pois
quando o algoritmo encontra mais de um link cujo valor da centralidade de intermediação
é máximo, a remoção de um destes links é escolhida de forma aleatória. Outro ponto que
também pode ser aberto a interpretações é o passo 3, quando o algoritmo encontra uma
rede desconexa deve-se dar como entrada ao algoritmo a “menor” sub-rede encontrada.
Assim, neste algoritmo inicial, temos de lidar com toda a hierarquia de partições, pois
não há nenhuma especificação de como proceder caso o algoritmo encontre mais de uma
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sub-rede com o mesmo número de nós. Em um refinamento posterior, descrito na referência
(NEWMAN; GIRVAN, 2004), os autores propõe que seja escolhida a partição com o maior
valor de modularidade, um critério que tem sido frequentemente utilizado desde então.
Os detalhes da implementação computacional deste algoritmo podem gerar
algumas dificuldades, portanto propomos a rotina A.1 disponível no anexo A, como uma
possível implementação deste algoritmo. As figuras abaixo ilustram o resultado obtido
pela aplicação da nossa implementação deste algoritmo na detecção das comunidades de
uma rede.
Figura 10 – Nesta rede aplicamos o algoritmo de GN, buscando por 3 comunidades. As comuni-
dades resultantes desta busca foram Mr “ tv1, v2, v3, v4, v5, v6, v7, v8u, Mg “
tv9, v10, v11, v12, v13, v14, v15u eMb “ tv16u. Aqui o tamanho do nó é proporcional
ao seu grau.
Figura 11 – Nesta rede aplicamos o algoritmo de GN, buscando por 4 comunidades. As comuni-
dades resultantes desta busca foram Mr “ tv1, v2, v3, v4, v5, v6, v7, v8u, Mg “
tv9, v10, v11, v12, v14, v15u, Mb “ tv13u e Mm “ tv16u. Aqui o tamanho do nó é
proporcional ao seu grau.
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4.3 Algoritmo de Louvain
O algoritmo de Louvain é uma das abordagens mais populares de maximização
de modularidade devido à sua simplicidade. Este algoritmo usa a medida de modularidade
da rede, que discutimos na seção 3.1.3, para avaliar a disposição das comunidades na rede.
O processo algorítmico deste método consiste basicamente em executar duas fases que são
repetidas iterativamente até a convergência. O algoritmo tem como entrada inicial uma
rede ponderada e executa os seguintes passos:
1. Atribui-se uma comunidade diferente para cada nó da rede, assim nesta partição
inicial existem tantas comunidades quanto nós.
2. Fase 1: Para cada nó i da rede, considera-se seus nós vizinhos j e avalia-se o ganho
de modularidade que ocorreria movendo o nó i de sua comunidade para a comunidade
do nó j. Então, o nó i é colocado na comunidade para a qual esse ganho é máximo.
Se nenhum ganho positivo for possível, o nó i permanece em sua comunidade original.
Este processo é aplicado repetidamente e sequencialmente para todos os nós até que
nenhuma melhoria adicional na modularidade possa ser alcançada.
3. A rede assume a estrutura de comunidades encontradas no passo 2.
4. Avalie se a estrutura de comunidade encontrada no passo 3 é diferente da estrutura
de comunidade atual, se sim pare, caso contrário avance para o passo 5.
5. Fase 2: Esta fase consiste em construir uma nova rede cujos nós são dados pelas as
comunidades encontradas na fase 1 e atribuídas à rede no passo 3. Para isso, os pesos
dos links entre os novos nós são dados pela soma do peso dos links entre os nós nas
suas correspondentes comunidades. Links entre os nós de uma mesma comunidade
levam a auto-loops nestes novos nós.
6. Leve esta nova rede ao passo 1.
Parte da eficiência deste algoritmo acontece na fase 1. A avaliação do ganho
de modularidade é feita calculando a variação da modularidade da rede perante as duas
estruturas de comunidade avaliadas nesta etapa. Assim, uma estrutura de comunidades é
a inicial e a outra é a resultante da entrada do nó i na comunidade de seu nó vizinho j. Na
referência (BLONDEL et al., 2008), que introduziu este método, os autores propõem uma
maneira inteligente de realizar este cálculo, avaliando que esta variação de modularidade
pode ser calculada olhando para alguns nós e links específicos da rede. Porém, para
sermos consistentes com a metodologia que apresentamos na seção 3.1.3, vamos apresentar
uma forma alternativa de efetuar este cálculo baseado nas nossas definições. Para isto
observamos os seguintes fatos:
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1. A variação da modularidade de uma rede, perante a reorganização dos módulos
desta rede é dada por:
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onde, Si e Sf são as matrizes conforme descrito na equação (3.4) e os subíndices i e
f especificam que uma provém do conjuntos de módulos inicial e outra do conjunto
final.
2. A forma aberta da equação compacta apresentada acima é dada da seguinte maneira:
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3. O cálculo realizado na equação acima é o de somar todos os elementos da matriz
δQ “ `qδij˘, com qδij “ bijςij, onde ςkj “ ´ASfk , Sfj E´ @Sik, SijD¯.
4. Durante a fase 1 deste algoritmo são construídas duas estruturas de comunidades
distintas, as denotaremos de inicial (ini) e final (fin). Mais especificamente, são
distintos apenas dois módulos destas estruturas, o módulo onde o nó i estava
inicialmente e o módulo do nó j, vizinho do nó i. Denotaremos estes módulos por
Mnoi e Mnoj, onde cada um possui sua variação final e inicial. Assim temos que:
M ininoizM finnoi “M finnoj zM ininoj “ tiu.







´ @Sinik , Sinil D “
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1 se
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0 c.c.
para todo k, l P t1, . . . , nu. E assim temos que a matriz δQ tem uma estrutura
esparsa dada como descrito na equação acima.
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Então para calcular o valor de ∆Q, necessário na fase 1 do algoritmo de Louvain,
prosseguimos da seguinte maneira:




























. Observamos que da maneira apresen-
tada, este cálculo é realizado de uma forma inteligente, uma vez que sua complexidade
está em somar alguns elementos da matriz B.
Este algoritmo tem algumas vantagens. Primeiramente, seus passos são intui-
tivos e fáceis de implementar. Além disso, o algoritmo é extremamente rápido, alguns
resultados sugerem que sua complexidade computacional seja de Opn log nq, onde n é
o número de nós da rede. Esta rapidez se dá pelo fato de que os possíveis ganhos em
modularidade são fáceis de calcular, como descrito na equação (4.1), e que o número de
comunidades diminui drasticamente após algumas iterações, portanto a maior parte do
tempo de execução é concentrada nas primeiras iterações.
Mas este algoritmo também apresenta alguns pontos negativos. A referência
(FORTUNATO; BARTHÉLEMY, 2007) retrata que métodos de maximização de modulari-
dade não conseguem identificar comunidades menores que certa escala, e que possuem um
limite de resolução das comunidades detectadas. Como o algoritmo de Louvain faz parte
dos métodos de maximização de modularidade ele também sofre esta limitação. Outro
ponto a ser levantado é que a fase 1 deste algoritmo é passiva a interpretação, uma vez
que temos de percorrer todos os nós da rede. Assim, a ordenação dos nós neste percurso
pode influenciar na modularidade encontrada e no tempo de computação.
Os detalhes da implementação computacional deste algoritmo podem gerar
algumas dificuldades, portanto propomos a rotina A.2 disponível no anexo A, como uma
possível implementação deste algoritmo. As figuras abaixo ilustram o resultado obtido
pela aplicação da nossa implementação deste algoritmo na detecção das comunidades de
uma rede para dois valores de γ distintos.
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Figura 12 – Nesta rede aplicamos o algoritmo de Louvain, com γ “ 1.0. As comunidades
resultantes desta busca foram Mr “ tv1, v2, v3, v4, v5, v6, v7, v8u e Mg “
tv9, v10, v11, v12, v13, v14, v15, v16u. Aqui o tamanho do nó é proporcional ao seu
grau.
Figura 13 – Nesta rede aplicamos o algoritmo de Louvain, com γ “ 1.2. As comunidades
resultantes desta busca foram Mr “ tv1, v2, v3, v4, v5, v6, v7, v8u, Mg “
tv9, v10, v11, v13, v15, v16u eMb “ tv12, v14u. Aqui o tamanho do nó é proporcional
ao seu grau.
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5 Aplicações em Neurociência
Neste capítulo abordaremos aplicações das teorias que discutimos nos capítulos
anteriores à neurociência. Mais precisamente, aplicaremos os conceitos já discutidos em
redes complexas a imagens de ressonância magnética funcional.
5.1 Introdução
O cérebro humano é visto como um sistema complexo devido às suas capacidades
funcionais e organização estrutural. De fato, muitas ferramentas empregadas no estudo
da neurociência levam este fato em consideração. Este é um dos motivos pelo qual a
neurociência é uma área interdisciplinar. O principal foco deste trabalho será voltado
para a análise do cérebro por um ponto de vista Físico/Matemático, mas caso o leitor
se interesse em um estudo sobre os aspectos biológicos fundamentais da neurociência
recomendamos as referências (MACHADO, 2002; MESQUITA, 2009).
Podemos dizer que a ascensão do estudo do cérebro humano no estado de repouso
deu-se uma vez que esta metodologia apresenta uma potencial estratégia no diagnóstico de
cérebros doentes, algo que é retratado nas referências (CARTER et al., 2010; GARRITY
et al., 2007; LUI et al., 2008). O estado de repouso do cérebro é caracterizado por uma
condição onde não há nenhuma ativação cerebral ocasionada por uma excitação externa. As
flutuações hemodinâmicas do cérebro humano em repouso são conhecidas como flutuações
espontâneas e são caracterizadas por oscilações de baixa frequência pă 0.1Hzq, como
descrito nas referências (BISWAL; Van Kylen; HYDE, 1997; LOWE; MOCK; SORENSON,
1996). Embora a origem destas flutuações ainda seja objeto de discussões, a maioria dos
padrões encontrados em cérebros no estado de repouso acontece entre as áreas do cérebro
que compartilham a mesma funcionalidade e/ou que são anatomicamente conectadas,
como mostram as referências (BISWAL et al., 1995; HEUVEL; Hulshoff Pol, 2010; De
Luca et al., 2006).
O uso de imagens de ressonância magnética funcional tem sido empregado como
uma técnica padrão para explorar a conectividade cerebral no estado de repouso. E isto
deu-se principalmente devido à sua alta resolução espacial e por ser um procedimento não
invasivo. Uma variedade de procedimentos foram desenvolvidos para avaliar a conectividade
funcional do estado de repouso a partir de dados de ressonância magnética. As referências
(FOX et al., 2005; BECKMANN et al., 2005) retratam alguns destes métodos.
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5.1.1 Imagens de Ressonância Magnética Funcional (fMRI)
A imagem por ressonância magnética funcional (fMRI, do inglês Functional
Magnetic Ressonance Imaging) é uma técnica específica do uso da imagem por ressonância
magnética, que baseia-se na observação de uma resposta secundária a uma atividade
neuronal. Esta resposta é acompanhada por um aumento local do fluxo sanguíneo cerebral;
isto leva a uma ligeira modulação do sinal da ressonância magnética que dá origem ao
mecanismo de contraste conhecido como BOLD (blood oxygenation level-dependent). De
forma bem simplificada, podemos dizer que a aquisição de uma imagem de ressonância
magnética funcional se dá coletando volumes de toda cabeça, onde cada volume é composto
por uma série de fatias transversais e cada fatia é composta por elementos mínimos de
volumes denominados voxels. O tempo que separa a coleta de dois volumes consecutivos é
denominado tempo de repetição (TR) e o valor do TR está relacionado com a resolução
temporal de uma medida. Se fixarmos um voxel e olharmos para ele ao longo de todos os
volumes, teremos uma série temporal onde cada observação da série é dada pela intensidade
do sinal neste voxel. Assim, o resultado final de uma medida de fMRI é um objeto com três
dimensões espaciais e uma dimensão temporal. Recomendamos a referência (HUETTEL;
SONG; MCCARTHY, 2009) para um melhor entendimento deste processo.
O uso de fMRI em cérebros no estado de repouso concentra-se em medir
flutuações espontâneas, ou “atividade intrínseca”, do sinal BOLD. O termo “atividade
intrínseca” resume qualquer atividade neural e metabólica que está acontecendo no cérebro
que não está diretamente relacionada a uma tarefa específica.
5.1.2 Protocolo e Aquisição dos Dados
Todos os sujeitos foram escaneados no mesmo equipamento de MRI de 3T
(Philips Achieva), utilizando a bobina de cabeça de 32 canais Sense Head, utilizando as
seguintes especificações para as imagens:
• Imagens estruturais: T1 weighted sagittal 3D FEE, voxels 1 ˆ 1 ˆ 1 mm3, TE “
3.2 s, TR “ 7 ms, TI “ 900 ms, ângulo de flip “ 8˝.
• Imagens funcionais: T2 weighted gradient echo EPI sequence for BOLD imaging,
voxels 3ˆ 3ˆ 3 mm3, TE “ 30 ms, TR “ 2 s, ângulo de flip “ 90˝.
O protocolo experimental considerado consiste na aquisição de até 5 medidas
de resting state, que denominaremos runs. Cada run levou um tempo de 6 minutos para
ser coletado e o tempo entre duas coletas consecutivas foi o de checar se o voluntário
tinha condições de continuar as medidas. Dado que TR “ 2 s para as imagens funcionais,
então temos em cada run um total de 180 volumes. Na aquisição de cada run o sujeito
foi introduzido na máquina de fMRI e foi orientado a manter-se acordado, de olhos
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fechados e não focar o pensamento em nada específico, isto é, mover seu pensamento para
deveres, afazeres, interesses, ocupações, operações, de forma aleatória. O sujeito também
foi orientado a tentar ao máximo não se movimentar durante a aquisição dos dados.
O protocolo experimental foi aprovado pelo comitê de ética da Unicamp (Pro-
tocolo CAAE n˝ 56602516.2.0000.5404), onde os experimentos foram realizados. Todos
os sujeitos eram pessoas sadias e informaram consentimento por escrito. No total foram
coletadas imagens de 34 sujeitos com idades de 23˘ 5 anos. A maioria dos sujeitos eram
estudantes de graduação.
5.1.3 Pré-Processamento dos Dados
Para o pré-processamento das imagens de ressonância magnética utilizamos
a versão 7.0 do toolbox UF 2C - User Friendly Functional Connectivity, disponível no
site http://www.lni.hc.unicamp.br/app/uf2c/, que é um toolbox aberto em código m. No
pré-processamento dos dados utilizamos as seguintes etapas, cuja importância e os valores
adotados podem ser consultados na referência (POWER et al., 2014) que sumariza estas
informações:
1. Slice timing correction;
2. Regressão de movimento;
3. Regressão da substância branca;
4. Regressão do fluído cérebro espinhal;
5. Remoção de artefatos de movimento.
6. Filtro passa-baixa de 0.08 Hz;
7. Filtro passa-alta de 0.009 Hz.
ok
Como a versão 7.0 da toolbox UF 2C não possui uma ferramenta para remoção
de volumes caracterizados com movimento externo, implementamos as medidas Flamewise
Displacement (FD) e DVARS descritos nas referências (POWER et al., 2012) e (SMYSER
et al., 2010), respectivamente, para realizar a detecção destes artefatos de movimento.
Para realizar a detecção destes volumes com movimento utilizamos os mesmos valores
limiares descritos na referência (POWER et al., 2014), isto é, valor limiar de 0.2 para a
medida FD e valor limiar de 20 para a medida DVARS. Assim, uma vez detectados estes
volumes com movimento, os excluímos dinamicamente. Também excluímos os 15 volumes
iniciais e finais do dado, conforme descrito na referência anterior, para reduzir os efeitos
de borda provocados pela utilização de filtros de sinais digitais.
A ordem dos pré-processamentos foi realizada da forma padrão que esta versão
do UF 2C propõe, mas posicionamos nossas implementações que realizam a remoção dos
volumes com movimento e a exclusão dos volumes iniciais e finais do dado em um passo
imediatamente anterior e imediatamente posterior à realização da etapa de filtragem,
respectivamente.
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Como a remoção dinâmica dos volumes do dado pode ocasionar uma redução
total ou quase total destes volumes, adotamos a estratégia descrita na referência anterior
e descartamos um dado se ele possuísse menos que 50 volumes no final da etapa de
pré-processamento. Assim, após este pré-processamento dos dados, terminamos com o
seguinte conjunto de dados:
Sujeito 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16
n˝ de runs 4 4 4 3 4 5 5 4 5 3 5 5 3 5 5 4
Sujeito 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 -
n˝ de runs 3 3 2 4 5 2 4 2 5 5 5 4 5 4 5 -
Tabela 1 – Relação do número de runs considerados por sujeito.
5.2 Caracterização de Redes Cerebrais
Dada a etapa de pré-processamento dos dados, agora o cérebro foi dividido
em regiões de interesse (ROI’s). Cada ROI é construído com base na observação de um
atlas que realiza uma divisão do cérebro em partes. Esta divisão pode acontecer levando
em conta aspectos anatômicos ou funcionais do cérebro e são organizadas em atlas. Neste
trabalho utilizamos uma divisão anatômica para este particionamento. Esta divisão foi
feita utilizando as 90 regiões corticais do atlas AAL, descrito na referência (TZOURIO-
MAZOYER et al., 2002). A Figura 14 apresenta uma ilustração esquemática dos centros
de massa das 90 regiões do atlas considerado.
Dada a escolha das regiões de interesse, leva-se em conta a disposição espacial
destas regiões no cérebro e é realizada uma média dos voxels que pertenceriam a esta região.
Assim em cada ROI temos um ponto de cada volume do dado. Como uma imagem de
ressonância magnética funcional é composta por vários volumes, no final desta etapa temos
uma série temporal para cada ROI, onde o número de observações desta série resultante é
igual ao número de volumes do dado.
A Figura 14 naturalmente sugere que cada ROI pode assumir a posição de
nó em uma rede. Como para cada ROI temos uma série temporal, podemos estabelecer
uma conexão entre duas regiões de interesse utilizando alguma medida de similaridade
entre duas séries temporais. Assim, cada imagem de ressonância magnética funcional pode
dar origem a uma rede onde cada nó é uma ROI distinta e a força de cada link entre
duas ROI’s é dada pelo valor da similaridade entre as duas ROI’s. Redes construídas
desta maneira descrevem a conectividade funcional do cérebro entre suas diferentes regiões
anatômicas. Denominaremos qualquer rede assim construída de rede cerebral. Vale ressaltar
que não as denominaremos de redes de conectividade funcional cerebral, uma vez que
tratamos somente de dados que refletem a conectividade funcional do cérebro. Neste
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Figura 14 – Ilustração da disposição dos nós da rede cerebral. Esta disposição é baseada nas
regiões anatômicas do atlas AAL. Imagem extraída e adaptada da referência (II et
al., 2016)
trabalho utilizamos a correlação de Pearson, descrita na referência (ROSS, 2009), para
caracterizar a similaridade de duas séries temporais. Como a correlação de Pearson é um
valor no intervalo r´1, 1s, no final desta etapa temos uma matriz W “ pwijq, 90 ˆ 90,
onde wij representa o valor da correlação entre as séries temporais referentes às ROI’s
i e j. Esta matriz também pode ser denominada de matriz de correlação, uma vez que
cada um de seus elementos representa a correlação de duas séries temporais. Portanto,
a rede cerebral resultante é uma rede ponderada, onde o valor do peso de um link é um
número no intervalo r´1, 1s. Como nos capítulos anteriores não trabalhamos o conceito de
redes ponderadas, construiremos uma rede não-ponderada a partir da matriz W fixando
um valor limiar, ρfix, então aceitaremos que existirá um link entre os nós i e j da rede se
tivermos wij ě ρfix, e desta maneira construímos a matriz de adjacências de nossa rede de
estudo. Observamos que esta metodologia sugere que valores ρfix distintos geram redes
cerebrais diferentes. A Figura 15 retrata de forma esquemática os passos que seguem a
ordem de paq à pfq, que utilizamos para a criação das redes cerebrais de nosso estudo.
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paq Imagem de fMRI.
.
pbq Extração das séries temporais.
pcq Pré-processamento dos dados.
.
pdq Divisão em regiões de interesse. Imagem
extraída e adaptada de (LEWIS et al., 2013).
peq Matriz de correlação.
.
pfq Vários valores limiares.
Figura 15 – Ilustração das etapas que realizamos com a finalidade de obter a rede cerebral
de nosso estudo a partir de uma imagem de ressonância magnética. Estas etapas
aconteceram na ordem paq ´ pfq.
Capítulo 5. Aplicações em Neurociência 81
5.3 Resultados e Discussões
Nesta seção, utilizamos a abordagem apresentada nos capítulos anteriores para
estudar as redes cerebrais que caracterizamos da forma descrita na seção anterior. Para
isso, primeiramente investigaremos as redes cerebrais de um mesmo sujeito ao longo de
seus runs. Após esta etapa discutiremos um método de criar uma rede resultante levando
em conta todos os sujeitos, e dedicaremos à parte final desta seção a análise desta rede
resultante.
5.3.1 Análise de Redes Cerebrais Resultantes de Runs de um Mesmo Sujeito
Como encontramos trabalhos que na fase de pré-processamento de seus dados
de fMRI utilizavam a remoção de volumes com movimento e outras referências onde não
era usada esta estratégia, apresentaremos um estudo comparativo das redes cerebrais
obtidas a partir de dados com estes dois pré-processamentos distintos. Vale ressaltar que
não encontramos nenhuma referência na literatura que realiza este estudo utilizando a
teoria de grafos. Nossas análises foram feitas utilizando o Matlab R© e utilizamos scripts que
nós mesmos desenvolvemos, com base nos algoritmos apresentados nos capítulos anteriores,
para estas análises.
Para esta primeira análise verificamos as diferenças que aconteceriam nos
parâmetros de rede avaliados ao longo dos runs de um mesmo sujeito. Nesta análise
levamos em conta os parâmetros grau médio normalizado, coeficiente de clustering e a
eficiência global. A normalização do grau médio deu-se pelo número máximo de ligações
que um nó poderia realizar. Para cada run criamos uma rede cerebral fixando valores
limiares na partição Π : 0 “ x0 ă x1, . . . , xn “ 1 do intervalo r0, 1s, com h “ xi ´ xi´1 “
0.001 @i “ 1, . . . , n. A Figura 16 retrata as curvas destes três parâmetros em função
do valor limiar para cinco redes cerebrais de um mesmo sujeito. Os gráficos da esquerda
retratam os parâmetros de rede obtidos de redes cerebrais construídas a partir de dados,
onde não levou-se em conta uma estratégia de remoção dinâmica de artefatos de movimento
em seu pré-processamento. E os gráficos da direita mostram o caso contrário.
O resultado apresentado na Figura 16 nos sugere que a utilização da estratégia
de remoção dinâmica dos artefatos de movimento para este sujeito tornou suas redes
cerebrais ao longo de seus runs muito mais próximas umas das outras. Assim, potenciais
diferenças entre estes runs são ocasionadas principalmente pela presença de ruído de
movimento externo nos dados. Este fato é exemplificado pela curva do run 5 em todas
as imagens. Nos gráficos da esquerda a rede cerebral proveniente deste run parece ter
um comportamento totalmente distinto das redes provenientes dos outros 4 runs. Já nas
imagens da direita não podemos ter esta conclusão. Vale ressaltar que uma maior presença
de artefatos de movimentos na última coleta de dados é justificável, uma vez que o sujeito
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Figura 16 – Gráficos de parâmetros estruturais das redes cerebrais. As figuras da direita foram
obtidas a partir de redes construídas quando levamos em conta a estratégia de
remoção dinâmica de artefatos de movimento no processamento dos dados. E as
figuras da esquerda, quando não levamos em conta esta estratégia.
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está na máquina de fMRI há mais tempo.
Para apresentar uma análise de todos os sujeitos, vamos computar a máxima
discrepância entre as curvas dos parâmetros de rede referentes aos runs de um mesmo sujeito
para as redes cerebrais provenientes de um mesmo dado com as duas estratégias de pré-
processamento descritas acima. Para computar esta máxima discrepância, primeiramente
calculamos o desvio padrão dos valores dos parâmetros de rede para cada valor limiar
da partição Π. Assim temos uma curva do desvio padrão, de cada parâmetro de rede,
em função do valor limiar. Então diremos que a máxima discrepância do parâmetro em
questão é o máximo valor que o desvio padrão assume com relação a todos os valores
limiares da partição Π. Assim, calculado esta máxima discrepância para cada sujeito,
avaliamos caso a caso a redução ou o aumento desta máxima discrepância entre os dois
tipos de pré-processamento.
Avaliando a redução da máxima discrepância dos parâmetros de redes cerebrais
construídas, levando em conta a estratégia de remoção dinâmica de artefatos de movimento
com relação à máxima discrepância dos mesmos parâmetros quando não utilizamos esta
estratégia, temos os seguintes resultados:
• Em 87.1% dos sujeitos ocorreu uma redução média na máxima discrepância de
55.1˘ 22.4% para o grau médio normalizado;
• Em 67.7% dos sujeitos ocorreu uma redução média na máxima discrepância de
31.3˘ 21.4% para o coeficiente de clustering;
• Em 74.2% dos sujeitos ocorreu uma redução média na máxima discrepância de
33.6˘ 23.0% para a eficiência global.
Obs.: Aqui a média foi dada em relação ao conjunto de máxima discrepância, do mesmo
parâmetro de rede, resultante para todos os sujeitos. A variação da média é dada pelo
desvio padrão deste conjunto.
Estes resultados sugerem que a remoção de artefatos no pré-processamento
dos dados de fMRI reduz a variação das imagens de cada run de um mesmo sujeito e,
com isso, a variação das redes cerebrais obtidas. Além disso, eles evidenciam que grande
parte da diferença observada entre estes runs se dá pelo movimento do sujeito e não por
diferenças em suas redes cerebrais. Nesta mesma linha, a referência (TYSZKA et al., 2013)
retrata que resultados encontrados em dados de adultos com autismo sumiram quando
se aplicava uma correção dos artefatos de movimento. Assim, deste ponto em diante, as
redes cerebrais que consideraremos serão provenientes de dados de fMRI onde utilizou-se
a remoção de artefatos de movimento no pré-processamento destes dados.
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Agora, com o intuito de avaliar a variabilidade entre os runs de um mesmo
sujeito, computamos a máxima discrepância de cada um dos parâmetros de rede, para
cada sujeito, e os apresentamos na Figura 17.





























Figura 17 – Máximas discrepâncias dos parâmetros grau médio normalizado (∆kmax), coeficiente
de clustering (∆Cmax) e eficiência global (∆Emax), dos runs de um mesmo sujeito.
A máxima discrepância foi avaliada para valores limiares no intervalo r0, 5.5s.
Análisando os valores apresentados na Figura 17, temos que a máxima discre-
pância para o grau médio normalizado aconteceu para o sujeito 24, a máxima discrepância
do coeficiente de clustering aconteceu para o sujeito 25 e a máxima discrepância para a
eficiência global aconteceu para o sujeito 07. Agora, olhando para os sujeitos onde essas
máximas discrepâncias nos parâmetros de rede avaliados aconteceram, e denotando por
xkρy, xCρy e xEρy, o valor médio obtido do conjunto de valores de grau médio normalizado,
coeficiente de clustering e eficiência global das redes cerebrais de cada run de um mesmo
sujeito obtidos a partir de um mesmo valor limiar, respectivamente, e de ρMD o valor limiar
que ocasionou uma máxima discrepância, levantamos os seguintes fatos:
• Para o sujeito 24, a máxima discrepância do grau médio normalizado corresponde a
28.2% do xkρMDy.
• Para o sujeito 25, a máxima discrepância do coeficiente de clustering corresponde a
23.1% do xCρMDy.
• Para o sujeito 07, a máxima discrepância do eficiência global corresponde a 34.9%
do xEρMDy.
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Estes resultados sugerem que redes provenientes de dados coletados em curtos
períodos de tempo de um mesmo sujeito apresentam propriedades globais com um alto
grau de similaridade. Essa estabilidade sugere que o cérebro humano em estado de repouso
é capaz de se organizar de tal forma que suas propriedades topológicas globais são
preservadas.
5.3.2 Análise de Redes Cerebrais Resultantes de Vários Sujeitos
Para verificar se encontramos alguma estabilidade dos parâmetros de rede
entre os sujeitos, apresentamos na Figura 18 a média e o desvio padrão dos parâmetros
de rede para todos os sujeitos. Similarmente ao que vimos para sujeitos individuais, o
comportamento dos parâmetros de rede como função do valor limiar é semelhante para
todo o grupo. Assim, os parâmetros globais de rede mostram-se uma métrica confiável para
caracterizar a conectividade funcional de redes cerebrais geradas através de medidas de
fMRI durante o estado de repouso. Ainda nesta figura, observamos que a variabilidade entre
diferentes sujeitos é surpreendentemente baixa. Este fato nos sugere que, qualitativamente,
os parâmetros globais das redes cerebrais de sujeitos distintos ainda são muito semelhantes.
paq Grau médio normalizado ˆ valor limiar.
.
pbq Coeficiente de clustering ˆ valor limiar.
.
pcq Eficiência global ˆ valor limiar.
.
Figura 18 – Gráficos da média dos parâmetros estruturais de redes ˆ valor limiar para as redes
cerebrais dos 28 sujeitos.
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Com a finalidade de criar uma rede cerebral resultante entre todos os sujeitos,
primeiramente devemos adotar uma estratégia para criar uma rede a partir de um valor
limiar. A estratégia que adotamos neste trabalho foi a seguinte: encontrar um valor limiar
tal que o número de links da rede resultante seja o mais próximo possível a 25% do número
máximo de links que poderiam existir na rede. Apesar desta estratégia ser arbitrária, ela
foi pensada com um sentido biológico, uma vez que inúmeros trabalhos retratam que o
cérebro é uma rede organizada, com divisões de áreas responsáveis pela realização de
tarefas específicas e eficiente na troca de informações, então, se tomássemos uma rede com
um grande número de links não respeitaríamos tais restrições. No entanto, outro ponto
que deve ser levantado é: todos os sujeitos contribuíram com mais de um run. Assim,
precisamos inicialmente encontrar uma rede única para cada sujeito. Para esta etapa
optamos por fazer a média das matrizes de correlação de cada run. Para realizar esta
média aplicamos a transformada Z de Fisher em cada uma das matrizes de correlação,
realizamos a média destas matrizes no espaço Z e voltamos para o espaço de correlações
aplicando a transformada de Fisher inversa no resultado obtido. As referências (FISHER,
1915; FISHER, 1921) retratam a transformação de Fisher. Com isso temos uma matriz
de correlação para cada sujeito e assim conseguimos prosseguir com a criação da rede
resultante para todos os sujeitos.
Para a criação de uma rede cerebral resultante entre todos os sujeitos, utilizamos
a ideia de conexões mais frequentes apresentadas na referência (NOVI; RODRIGUES;
MESQUITA, 2016). Como definimos uma rede para cada sujeito, a ideia apresentada
na referência anterior nos diz para olharmos a frequência com que uma mesma conexão
aparece nas redes de todos os sujeitos; caso essa frequência seja maior que um valor limiar
aceitamos que esta conexão apareça na rede resultante. Esta é uma estratégia bem simples
de ser implementada, se olharmos para as matrizes de adjacências das redes de cada sujeito.
Portanto, prosseguindo desta maneira e tomando um valor limiar de 2/3 para a frequência,
construímos a rede cerebral resultante entre todos os sujeitos. Vale ressaltar que esta
rede resultante tem o intuito de refletir as conexões mais frequentes do grupo de sujeitos
avaliados.
Dada a construção desta rede cerebral resultante de todos os sujeitos, vamos
olhar para topografia visual desta rede. Para isso vamos aplicar os algoritmos de detecção
de comunidades, que discutimos no capítulo anterior, na detecção de comunidades desta
rede resultante. Para a construção da topografia desta rede, primeiramente tomamos
as posições espaciais das ROI’s do atlas que utilizamos. Estas posições foram tomadas
conforme apresentado no site da versão 1.0 da toolbox DPARSF - Data Processing Assistant
for Resting-State fMRI, que também realiza o processamento de dados de fMRI, disponível
no link http://www.restfmri.net/forum/DPARSF_V1_0. Assim, tendo em mão estas
posições espaciais, utilizamos a ferramenta AtlasViwerGUI da versão 2.1 do toolbox Homer2
em código m, disponível no site http://homer-fnirs.org/, para gerar as posições espaciais
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dos nós desta rede, que respeitem a interface do cérebro que esta mesma ferramenta
gera. Portanto no final deste processo, temos uma imagem de um cérebro padrão .fig e a
disposição espacial dos ROI’s que respeitam o cérebro desta figura.
Como apresentaremos uma análise espacial da rede cerebral que construímos,
a figura Figura 19 retrata uma divisão esquemática do córtex cerebral em lobos. Como
o atlas que utilizamos para a definição dos nós da nossa rede retrata somente regiões
corticais,’ tomaremos como base esta figura quando tratarmos das posições espaciais dos
nós desta rede.
Figura 19 – Divisão esquemática do córtex cerebral em lobos. Imagem disponível no link
http://simaia.blogspot.com.br/2012/11/como-funciona-o-cerebro.html.
Aplicamos o algoritmo de Girvan & Newman à nossa rede cerebral buscando
por 4 e 5 comunidades. Os valores 4 e 5 foram definidos de forma arbitrária, mas encontrar
uma possível relação destas estruturas de comunidade com as posições espaciais dos 4
lobos cerebrais se torna uma tarefa mais complexa se aumentamos muito o número de
comunidades na nossa busca. Uma vez que nossa rede possui apenas 90 nós, o tempo
computacional da execução do nosso script em Matlab R© não foi muito grande. O resultado
da execução deste algoritmo buscando por 4 comunidades é apresentado na Figura 20
e o resultado da busca por 5 comunidades é apresentado na Figura 21. Nestas figuras
plotamos somente os nós cujo grau era maior que 40% do máximo grau da rede. Com isso
diminuímos um pouco o número de nós e links desta rede para facilitar a visualização.
Notamos que na disposição de comunidades desta rede conseguimos identificar de forma
clara estruturas de comunidade que se restringem aos lobos parietal, occipital e temporal.
Identificamos também outra(s) estrutura(s) de comunidade(s) mais abrangente(s) que
envolve(m) os lobos frontal, parietal e temporal. Fato que é muito interessante, uma vez
que os lobos do córtex cerebral estão associados a funcionalidades distintas.
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Figura 20 – Divisão em comunidades da rede cerebral. Esta divisão foi realizada pelo algoritmo
de GN buscando por 4 comunidades. Links de mesma cor representam conexões entre
nós de uma mesma comunidade. Conexões inter comunidades são representadas
por links de cor cinza. Cada comunidade é representada por uma cor distinta.
Nós com grau menor que 40% do máximo grau da rede foram omitidos nesta
imagem. As letras E, D, A e P referem-se à esquerda, direita, anterior e posterior,
respectivamente. Aqui o tamanho do nó é proporcional ao seu grau.
Sobre o uso do algoritmo de GN para realizar esta tarefa, vale ressaltar que ele
é um método divisivo, assim, quanto mais aumentávamos o número de comunidades que o
algoritmo buscaria, mais a comunidade detalhada na cor azul da Figura 20 era dividida
em subestruturas de comunidades.
Com o intuito de termos uma “segunda opinião” sobre a disposição destas
comunidades, aplicamos o algoritmo de Louvain com γ “ 1 para realizar esta tarefa.
Neste caso o tempo computacional para a execução do nosso script em Matlab R© foi muito
reduzido. O resultado gerado pela execução deste algoritmo é apresentado na Figura 22.
Este resultado mostra uma estrutura similar à encontrada quando aplicamos o algoritmo
de GN e buscamos por 5 comunidades, mas nesse caso a estrutura que se restringe ao lobo
Capítulo 5. Aplicações em Neurociência 89
.
. .
Figura 21 – Divisão em comunidades da rede cerebral. Esta divisão foi realizada pelo algoritmo
de GN buscando por 5 comunidades. Links de mesma cor representam conexões entre
nós de uma mesma comunidade. Conexões inter comunidades são representadas
por links de cor cinza. Cada comunidade é representada por uma cor distinta.
Nós com grau menor que 40% do máximo grau da rede foram omitidos nesta
imagem. As letras E, D, A e P referem-se à esquerda, direita, anterior e posterior,
respectivamente. Aqui o tamanho do nó é proporcional ao seu grau.
temporal é mais ampla, e a estrutura maior identificada se estende pelos lobos frontal e
parietal.
Aplicamos este método com γ “ 1.1, 1.2, 1.3, 1.4, 1.5, mas quanto mais
aumentávamos o valor deste parâmetro, mais comunidades representadas por um único nó
apareciam, assim optamos pelo valor γ “ 1.
Os resultados apresentados nos mostram uma certa robustez na estrutura de
comunidades da rede cerebral resultante, uma vez que a forma desta estrutura foi muito
parecida nas diferentes metodologias empregadas. Contrapondo os resultados obtidos
pelos dois algoritmos que empregamos, apesar dos resultados gerados por ambos os
métodos serem surpreendentes, acreditamos que o algoritmo de Louvain apresentou uma
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Figura 22 – Divisão em comunidades da rede cerebral. Esta divisão foi realizada pelo algoritmo
de Louvain com γ “ 1. Links de mesma cor representam conexões entre nós de uma
mesma comunidade. Conexões inter comunidades são representadas por links de
cor cinza. Cada comunidade é representada por uma cor distinta. Nós com grau
menor que 40% do máximo grau da rede foram omitidos nesta imagem. As letras E,
D, A e P referem-se à esquerda, direita, anterior e posterior, respectivamente. Aqui
o tamanho do nó é proporcional ao seu grau.
melhor disposição destas comunidades, pois neste caso esta disposição evidenciou uma
distinção mais razoável dos links em um mesmo lobo cerebral, resultando em um melhor
agrupamento de regiões que são responsáveis por funcionalidades semelhantes. Outro ponto
a ser considerado a favor deste método é seu tempo de execução, que foi ínfimo comparado
ao tempo de execução do algoritmo de GN. Dada esta discussão, para as considerações que
faremos deste ponto em diante utilizaremos a distribuição de comunidades apresentada na
Figura 22. Mas ressaltamos que a rede cerebral apresentada nas Figuras 20, 21 e 22 é a
mesma, e a única diferença destas figuras é a distribuição das cores que representam as
diferentes comunidades.
Capítulo 5. Aplicações em Neurociência 91
No entanto, se olharmos para a rede cerebral independente de sua estrutura de
comunidades, observamos que esta rede apresenta uma alta densidade de conexões locais e
poucas conexões de longo alcance. Notamos também que as regiões cerebrais que estão
simetricamente localizadas ou que compartilham a mesma funcionalidade estão altamente
conectadas. Agora, como última análise desta rede, vamos olhar para os Hubs desta rede.
Para isso consideraremos somente os nós cujo grau seja maior ou igual a 80% do maior




Figura 23 – Distribuição dos nós cujo grau é maior ou igual a 80% do máximo grau da rede
cerebral. A estrutura de comunidades desta rede é a mesma da Figura 22. As letras
E, D, A e P referem-se à esquerda, direita, anterior e posterior, respectivamente.
Aqui o tamanho do nó é proporcional ao seu grau.
Este resultado nos sugere que as “atividades intrínsecas” que são realizadas
em um cérebro no estado de repouso emana de todos os lobos cerebrais, uma vez que
encontramos em todos os lobos cerebrais ao menos um Hub da nossa rede cerebral. Mas
este resultado também sugere que a maior contribuição da “atividade intrínseca” origina-se
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do lobo parietal. Observamos também que estes Hubs acontecem com predominância no
hemisfério direito.
5.4 Considerações Finais
Neste capítulo, investigamos uma maneira de criar uma rede cerebral a partir
de imagens de ressonância magnética funcional de cérebros humanos no estado de repouso.
Evidenciamos uma estratégia de pré-processamento dos dados de fMRI que diminui a
influência de agentes externos na criação de redes cerebrais a partir destes dados. Analisa-
mos redes cerebrais provenientes de um mesmo sujeito e concluímos que as propriedades
topológicas globais destas redes são estáveis. Empregamos uma metodologia para criar
uma rede cerebral resultante de vários sujeitos distintos, onde os resultados apresentados,
além de serem satisfatórios, colaboram na consolidação desta metodologia. A detecção
da estrutura de comunidades em redes cerebrais se mostra robusta e capaz de detectar
estruturas funcionais em diferentes regiões corticais do cérebro. O estudo da localização
dos Hubs se mostra promissor em destacar uma assimetria das conexões cerebrais.
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6 Conclusão e Perspectivas
Neste trabalho, apresentamos o conceito de redes complexas juntamente com
todo o ferramental matemático necessário para um primeiro entendimento do assunto.
Encaramos o desafio de tentar apresentar todos estes conceitos da forma mais simples
e intuitiva possível. Ao longo de todo este trabalho tentamos seguir esta linha. Nosso
intuito foi o de que esta dissertação conseguisse ser um texto inicial para os iniciantes
na área, não necessariamente matemáticos ou físicos, dado que o conjunto de situações
nas quais o conceito de redes complexas pode ser aplicado acontece nas mais diversas
áreas do conhecimento. No entanto, não deixamos de referenciar qualquer dificuldade
matemática e/ou computacional que poderia ser ocasionada pela forma que apresentamos
estes conceitos.
No capítulo de parâmetros de redes complexas, abordamos as métricas de
segregação, integração e centralidade mais comuns da literatura. Os parâmetros de modu-
laridade e centralidade de intermediação foram apresentados com o intuito de dar uma
primeira ideia dos conceitos que seriam apresentados no capítulo seguinte. Apresentamos
também formas alternativas às apresentadas na literatura para o cômputo de alguns destes
parâmetros estruturais. No capítulo de detecção de comunidades apresentamos uma breve
introdução a alguns métodos que se propõem a realizar esta tarefa, e discutimos dois destes
métodos. Um ponto interessante da discussão que fizemos sobre o algoritmo de Louvain
foi que apresentamos uma maneira matemática intuitiva para realizar o principal passo
deste método, maneira esta que não encontramos em nenhuma literatura pesquisada.
Acreditamos que a parte mais frutífera desta dissertação foi sua parte de apli-
cações. Nossos resultados iniciais evidenciam como a maneira de se pré-processar imagens
de ressonância magnética funcional originam resultados muito distintos da conectividade
funcional cerebral analisada sob o ponto de vista da Teoria de Grafos. Estes resultados
ainda sugerem uma maneira onde “erramos menos” na aproximação da conectividade deste
sistema complexo por um grafo. Na apresentação destes resultados, escolhemos as métricas
mais comuns da literatura, porém optamos por utilizar o parâmetro de eficiência global em
detrimento do caminho médio característico, uma vez que a construção de redes variando
o valor limiar gera casos de redes desconexas, que são difíceis de serem trabalhadas com
esta métrica.
Nossos resultados também sugerem que as redes de conectividade funcional
cerebral de um mesmo sujeito no estado de repouso apresentam propriedades globais
estáveis ao longo de um curto espaço de tempo. E que as propriedades estruturais de
diferentes sujeitos sadios, da mesma faixa etária e com nível de escolaridade semelhante
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apresentam comportamentos qualitativos parecidos. Este fato abre uma janela para estudos
clínicos comparativos entre sujeitos sadios e pacientes com algum distúrbio cerebral. De
uma maneira indireta ajudamos na convalidação de uma nova metodologia que se dispõe a
caracterizar uma rede cerebral resultante de sujeitos distintos, uma vez que aplicamos esta
metodologia e conseguimos detectar padrões de conexão nesta rede resultante que possuem
um grande apelo biológico. Este fato deu-se quando aplicamos algoritmos de detecção
de comunidades nesta rede resultante e conseguimos identificar estruturas funcionais
em diferentes regiões corticais do cérebro. Vale ressaltar que chegamos a esta conclusão
utilizando dois algoritmos de classe de métodos distintos. Identificamos que esta rede
apresenta uma alta densidade de conexões locais com poucas ligações de longo alcance e
que regiões cerebrais simétricas apresentam-se altamente conectadas. Constatamos também
que a maior parte da “atividade intrínseca” do cérebro em estado de repouso origina-se do
lobo parietal. E com esta metodologia conseguimos detectar uma assimetria cerebral que é
uma questão fundamental destas redes.
Um ponto importante, que fica para uma perspectiva futura, é uma análise
funcional das estruturas de comunidades encontradas pelos métodos que empregamos.
Certamente esta estratégia se mostra um potencial método para estudar as redes fun-
cionais do cérebro. Outro ponto que pode contribuir para esta análise é o emprego das
métricas aplicadas a nós da rede. Estas medidas dão informações locais e refletem inúmeras
características, como descritas no capítulo 2.
Embora nossa escolha da rede cerebral deu-se de forma arbitrária, os resultados
que conseguimos nos mostram certo grau de proximidade com o mundo real. Mas encontrar
o valor limiar para definir a rede cerebral, de forma com que ela seja a melhor aproximação
da rede de conectividade cerebral, ainda é nossa pergunta de 1.000.000 de dólares. Outro
ponto a ser levantado é a forma com que comparamos a similaridade de duas séries temporais
que utilizamos para a construção dos links da nossa rede. A referência (PEREIRA, 2013)
nos mostra que a medida de correlação de Pearson nem sempre é um bom classificador de
similaridade entre duas séries temporais. Assim, encontrar formas alternativas de medir
a similaridade de duas séries também é um caminho a ser trilhado. A referência (NOVI;
RODRIGUES; MESQUITA, 2016) retrata um possível acoplamento de duas técnicas de
neuroimagem para a caracterização do estado de repouso do cérebro. Esta estratégia dupla
combinada com os aspectos de redes complexas certamente parece um estudo promissor
para uma melhor caracterização da conectividade cerebral.
Na linha de redes criadas a partir de dados de fMRI, levantamos o questiona-
mento se conseguiríamos resultados distintos se usássemos um particionamento diferente
do cérebro. A rede cerebral do nosso estudo não possui muitos nós, talvez consigamos
inferir outros resultados se utilizássemos um particionamento do cérebro em mais regiões.
Esta também é uma perspectiva a ser levada em conta em um estudo futuro.
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Outra perspectiva futura deste estudo é a criação de uma toolbox com uma
interface gráfica para realizar os procedimentos que descrevemos nesta dissertação de
forma mais intuitiva, livrando o usuário das linhas de comando. Acreditamos que esta
estratégia pode atrair pesquisadores de áreas distintas da matemática e/ou física para se
aventurarem no mundo das redes complexas.
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APÊNDICE A – Implementações
Computacionais em Matlab R©
As implementações computacionais apresentadas abaixo foram criadas na versão
R2012b do Matlab R©.
A.1 Algoritmo_de_Girvan_Newman
1 % Retorna um vetor identificando o modulo que cada no da rede faz parte.
2 % O conjunto de modulos eh identificado pelo algoritmo de Girvan -Newman.
3 % A entrada do algoritmo eh a matriz de adjacencia do grafo e o numero
4 % de modulos que sera identificado.
5 function M = Girvan_Newman_Algorithm(A, k)
6 [n, ~] = size(A);
7 M = zeros(n,1);
8 commu = 1;
9 A_temp = A;
10 while (1)
11 if(commu == k)
12 M(find(M == 0) ’) = k;
13 break;
14 else
15 % Calcula a centralidade de intermediacao de todos o links e
16 % Agrupa o resultado em uma matriz
17 mat_EB = edge_betweenness(A_temp);
18 % Encontra o indice ij da matriz mat_EB
19 [~,imax ,jmax] = Max_el_matrix(mat_EB);
20 % Remove link do grafo com maior centralidade
21 % de intermediacao
22 A_temp(imax ,jmax) = 0;
23 A_temp(jmax ,imax) = 0;




28 % Encontra os nos de todas as redes desconexas encontradas
29 conn_comp = find_conn_comp(A_temp);
30 % Numero de subredes encontradas
31 nNet = length(conn_comp);
32 % Nomeia os nos conforme a rede inicial
33 if(commu ~= 1)
34 for i = 1 : nNet
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35 Ci = conn_comp{i};
36 nnCi = length(Ci);
37 for j = 1 : nnCi
38 nojCi = Ci(j);
39 Ci(j) = beg_name_nodes(nojCi);
40 end
41 conn_comp{i} = Ci;
42 end
43 end
44 % Numero de subredes encontradas
45 nNet = length(conn_comp);
46 % Calcula o numero de nos de todas as subredes encontradas
47 nnNet = zeros(nNet ,1);
48 for i = 1 : nNet
49 nnNet(i) = length(conn_comp{i});
50 end
51 % Seleciona a rede com o menor numero de nos
52 [~, smallNet] = min(nnNet);
53 % Aloca na comunidade ’commu ’ a menor subrede encontrada
54 nodes_out_smallNet = [];
55 for i = 1 : nNet
56 if(i ~= smallNet)
57 nodes_out_smallNet = ...
58 [nodes_out_smallNet conn_comp{i}];
59 else
60 nos_smallNet = conn_comp{i};
61 M(nos_smallNet) = commu;
62 end
63 end
64 beg_name_nodes = nodes_out_smallNet;
65 % Cria uma subrede somente com os nos que nao faziam parte
66 % da menor subrede encontrada
67 A_temp = A(nodes_out_smallNet , nodes_out_smallNet);






Estas rotinas estão disponíveis no repositório do MIT Strategic Engineering no
link http://strategic.mit.edu/downloads.php?page=matlab_networks.
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A.2 Algoritmo_de_Louvain
1 % Retorna um vetor identificando o modulo que cada no da rede faz parte.
2 % O conjunto de modulos eh identificado pelo algoritmo de Louvain. A
3 % entrada do algoritmo eh a matriz de adjacencia do grafo e o valor
4 % gamma relacionado com o calculo da modularidade da rede.
5 function M = Louvain_Algorithm(A, gama)
6 [n,~] = size(A);
7 M = zeros(n,1);
8 first_iteration = true;
9 converged = false;
10 while(not(converged))
11 % Atribui cada no da rede a um modulo diferente
12 M0 = 1 : n;
13 M0 = M0 ’;
14 % ---------------- ETAPA 1 ----------------
15 M_stp1 = Step1_AL(A, M0 , gama);
16 % ----------- ALOCA COMUNIDADES -----------
17 Maux = M;
18 if first_iteration
19 M = M_stp1;
20 eps = 1;
21 first_iteration = false;
22 else
23 for i = 1 : n
24 % Atribui os modulos encontrados apos a etapa 1
25 M(Maux == i) = M_stp1(i);
26 end
27 eps = norm(M - Maux);
28 end
29 if(eps > 1e-10)
30 % ---------------- ETAPA 2 ----------------
31 A = Step2_AL(A, M_stp1);
32 [n,~] = size(A);
33 else








2 % -------------------------------- ETAPA 1 ---------------------------
3 % --------------------------------------------------------------------
4 function M = Step1_AL(A, M0, gama)
5 [n,~] = size(A);
6 % Calcula o numero de links da rede
7 m = sum(sum(double(A > 0)));
8 % Cria a matriz de modularidade
9 B = modularity_matrix(A, gama);
10 M = M0;
11 converged = false;
12 while(not(converged))
13 converged = true;
14 for noi = 1 : n
15 % numeros de vizinhos do noi
16 nvni = sum(double(A(noi ,:) > 0));
17 % encontra os nos que sao vizinhos ao noi
18 vec_nov_noi = find(A(noi ,:) > 0);
19 % calcula modularidade trocando os vizinhos do noi
20 dQ = zeros(nvni ,1);
21 for nov = 1 : nvni
22 if(M(noi) ~= M(vec_nov_noi(nov)))
23 % encontra todos os nos que estao na comunidade do
24 % noi
25 nosCinoi = find(M == M(noi)) ’;
26 % coloca o noi na comunidade do nov
27 M_aux = M;
28 M_aux(noi) = M(vec_nov_noi(nov));
29 % encontra todos os nos que estao na nova comunidade
30 % do noi
31 nosCfnoi = find(M_aux == M_aux(noi)) ’;
32 % calcula a variacao da modularidade gerada pela
33 % troca do noi da comunidade C1 = [(noi) ,(nov)]
34 % para a comunidade C2 = [() ,(noi ,nov)]




39 % procura qual foi a posicao do noi que resultou numa maior
40 % modularidade
41 [maxdQ , pos_no_maxQ] = max(dQ);
42 if(maxdQ > 1e-10)
43 M(noi) = M(vec_nov_noi(pos_no_maxQ));
44 [~,~, M] = unique(M);
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2 % -------------------------------- ETAPA 2 ---------------------------
3 % --------------------------------------------------------------------
4 % cria rede A_new cujos nos sao dados pelas comunidades do vetor M onde
5 % o peso de cada aresta eh dado pelo numero de links entre as
6 % comunidades , esta rede eh dada pela sua matriz de pesos W
7 function W_new = Step2_AL(A, M)
8 n_newR = max(M);
9 W_new = zeros(n_newR);
10 for i = 1 : n_newR
11 for j = 1 : n_newR
12 s = sum(sum(A(M == i,M == j)));
13 W_new(i,j) = s;
14 W_new(j,i) = s;
15 end
16 end
17 end
