Abstract. The performance of classification algorithms in machine learning is affected by the features used to describe the labeled examples presented to the inducers. Therefore, the problem of feature subset selection has received considerable attention. Genetic approaches to this problem usually follow the wrapper approach: treat the inducer as a black box that is used to evaluate candidate feature subsets. The evaluations might take a considerable time and the traditional approach might be unpractical for large data sets. This paper describes a hybrid of a simple genetic algorithm and a method based on class separability applied to the selection of feature subsets for classification problems. The proposed hybrid was compared against each of its components and two other feature selection wrappers that are used widely. The objective of this paper is to determine if the proposed hybrid presents advantages over the other methods in terms of accuracy or speed in this problem. The experiments used a Naive Bayes classifier and public-domain and artificial data sets. The experiments suggest that the hybrid usually finds compact feature subsets that give the most accurate results, while beating the execution time of the other wrappers.
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Introduction
The problem of classification in machine learning consists of using labeled examples to induce a model that classifies objects into a set of known classes. The objects are described by a vector of features, some of which may be irrelevant or redundant and may have a negative effect on the accuracy of the classifier. There are two basic approaches to feature subset selection: wrapper and filter methods [1] . Wrappers treat the induction algorithm as a black box that is used by the search algorithm to evaluate each candidate feature subset. While giving good results in terms of the accuracy of the final classifier, wrapper approaches are computationally expensive. Filter methods select features based on properties that good feature sets are presumed to have, such as orthogonality and high information content. Although filter methods are much faster than wrappers, filters may produce disappointing results, because they ignore completely the induction algorithm. This paper presents experiments with a simple genetic algorithm (sGA) used in its traditional role as a wrapper, but initialized with the output of a filter method based on a class separability metric. The objective of this study is to determine if the hybrid method present advantages over simple GAs and conventional feature selection algorithms in terms of accuracy or speed when applied to feature selection problems. The experiments described in this paper use public-domain and artificial data sets. The classifier was a Naive Bayes, a simple classifier that can be induced quickly, and that has been shown to have good accuracy in many problems [2] .
Our target was to maximize the accuracy of classification. The experiments demonstrate that, in most cases, the proposed hybrid algorithm finds subsets that result in the best accuracy (or in an accuracy not significantly different from the best), while finding compact feature subsets, and performing faster than the wrapper methods.
The next section briefly reviews previous applications of EAs to feature subset selection. Section 3 describes the class separability filter and its hybridization with a GA. Section 4 describes the algorithms, data sets, and the fitness evaluation method used in the experiments reported in section 5. Section 6 concludes this paper with a summary and a discussion of future research directions.
Feature Selection
Reducing the dimensionality of the vectors of features that describe each object presents several advantages. As mentioned above, irrelevant or redundant features may affect negatively the accuracy of classification algorithms. In addition, reducing the number of features may help decrease the cost of acquiring data and might make the classification models easier to understand.
There are numerous techniques for dimensionality reduction. Some common methods seek transformations of the original variables to lower dimensional spaces. For example, principal components analysis reduces the dimensions of the data by finding orthogonal linear combinations with the largest variance. In the mean square error sense, principal components analysis yields the optimal linear reduction of dimensionality. However, it is not necessarily true that the principal components that capture most of the variance are useful to discriminate among objects of different classes. Moreover, the linear combinations of variables make it difficult to interpret the effect of the original variables on class discrimination. For these reasons, we focus on techniques that select subsets of the original variables.
Among the feature subset algorithms, wrapper methods have received considerable attention. Wrappers are attractive because they seek to optimize the accuracy of a classifier, tailoring their solutions to a specific inducer and a domain. They search for a good feature subset using the induction algorithm to evaluate the merit of candidate subsets. Numerous search algorithms have been used to search for feature subsets [3] . Genetic algorithms are usually reported to deliver good results, but exceptions have been reported where simpler (and faster) algorithms result in higher accuracies on particular data sets [3] .
Applying GAs to the feature selection problem is straightforward: the chromosomes of the individuals contain one bit for each feature, and the value of the bit determines whether the feature will be used in the classification. Using the wrapper approach, the individuals are evaluated by training the classifiers using the feature subset indicated by the chromosome and using the resulting accuracy to calculate the fitness. Siedlecki and Sklansky [4] were the first to describe the application of GAs in this way. GAs have been used to search for feature subsets in conjunction with several classification methods such as neural networks [5, 6] , decision trees [7] , k-nearest neighbors [8] [9] [10] [11] , rules [12] , and Naive Bayes [13, 14] .
Besides selecting feature subsets, GAs can extract new features by searching for a vector of numeric coefficients that is used to transform linearly the original features [8, 9] . In this case, a value of zero in the transformation vector is equivalent to avoiding the feature. Raymer et al. [10, 15] combined the linear transformation with explicit feature selection flags in the chromosomes, and reported an advantage over the pure transformation method.
More sophisticated Distribution Estimation Algorithms (DEAs) have also been used to search for optimal feature subsets. DEAs explicitly identify the relationships among the variables of the problem by building a model of selected individuals and use this model to generate new solutions. In this way, DEAs avoid the disruption of groups of related variables that might prevent the algorithm from reaching the global optimum. However, in terms of accuracy, the DEAs do not seem to outperform simple GAs when searching for feature subsets [13, 14, 16, 17] . For this reason, we limit this study to simple GAs.
The wrappers' evaluation of candidate feature subsets can be computationally expensive on large data sets. Filter methods are computationally efficient and offer an alternative to wrappers. Genetic algorithms have been used as filters in regression problems to optimize a cost function derived from the correlation matrix between the features and the target value [18] . GAs have also been used as a filter in classification problems minimizing the inconsistencies present in subsets of the features [19] . An inconsistency between two examples occurs if the examples match with respect to the feature subset considered, but their class labels disagree. Lanzi demonstrated that this filter method efficiently identifies feature subsets that were at least as predictive as the original set of features (the results were never significantly worse). However, the accuracy on the reduced subset is not much different (better or worse) than with all the features. In this study we show that the proposed method can reduce the dimensionality of the data and increase the predictive accuracy considerably.
Class Separability
The idea of using a measure of class separability to select features has been used in machine learning and computer vision [20, 21] . The class separability filter that we propose calculates the class separability of each feature using the KullbackLeibler (KL) distance between histograms of feature values. For each feature, there is one histogram for each class. Numeric features are discretized using |D| equally-spaced bins, where |D| is the size of the training data. The histograms are normalized dividing each bin count by the total number of elements to estimate the probability that the j-th feature takes a value in the i-th bin of the histogram given a class n, p j (d = i|c = n). For each feature j, we calculate the class separability as
where c is the number of classes and δ j (m, n) is the KL distance between histograms corresponding to classes m and n:
where b is the number of bins in the histograms. Of course, other distribution distance metrics could be used instead of KL distance. The features are then sorted in descending order of the distances ∆ j (larger distances mean better separability). Heuristically, we consider that two features are redundant if their distances differ by less than 0.0001, and we eliminate the feature with the smallest distance. We eliminate irrelevant non-discriminative features with ∆ j distances less than 0.001.
The heuristics used to eliminate redundant and irrelevant features were calibrated using artificial data sets that are described later. We recognize that these heuristics may fail in some cases if the thresholds chosen are not adequate to a particular classification problem. However, perhaps the major disadvantage of the method is that it ignores pairwise (or higher) interactions among variables. It is possible that features that appear irrelevant (not discriminative) when considered alone are relevant when considered in conjunction with other variables. For example, consider the two-class data displayed in figure 1 . Each of the features alone does not have discriminative power, but taken together the two features perfectly discriminate the two classes.
To explore combinations of features we decided to use a genetic algorithm. After running the filter algorithm, we have some knowledge about the relative importance of each feature considered individually. This knowledge is incorporated into the GA by using the relative distances to initialize the GA. The distances ∆ j are linearly normalized between 0.1 and 0.9 to obtain the probability p j that the j-th bit in the chromosomes is initialized to 1 (and thus that the corresponding feature is selected). By making the lower and upper limits of p j different from 0 and 1, we are able to explore combinations that include features that the filter had eliminated as redundant or irrelevant. It also allows a chance to delete features that the filter identified as important.
After the GA is initialized using the output of the class separability filter, the GA runs as a wrapper feature selection algorithm. The GA manipulates a population of candidate feature subsets using conventional GA operators. Each Fig. 1 . Example of a data set where each feature considered alone does not discriminate between the two classes, but the two features taken together discriminate the data perfectly. candidate solution is evaluated using an estimate of the accuracy of a classifier on the feature subset indicated in the chromosome and the best solution is reported to the user.
Methods
This section describes the algorithms and the data used in this study as well as the method used to evaluate the fitness.
Algorithms and Data Sets
The GA used uniform crossover with probability 1.0, and mutation with probability 1/l, where l was the length of the chromosomes that corresponds to the total number of features in each problem. The population size was set to 3 √ l. Promising solutions were selected with pairwise binary tournaments without replacement. The algorithms were terminated after observing no improvement of the best individual over consecutive generations. Inza et al. [13] and Cantú-Paz [14] used similar algorithms and termination criterion.
We compare the results of the class separability filter and the GAs with two traditional greedy feature selection algorithms. Greedy feature selection algorithms that add or delete a single feature from the candidate feature subset are common. There are two basic variants: sequential forward selection (SFS) and sequential backward elimination (SBE). Forward selection starts with an empty set of features. In each iteration, the algorithm tentatively adds each available feature and selects the feature that results in the highest estimated performance. The search terminates after the accuracy of the current subset cannot be improved by adding any other feature. Backward elimination works in an analogous way, starting from the full set of features and tentatively deleting each feature not deleted previously. The classifier used in the experiments was a Naive Bayes (NB). This classifier was chosen for its speed and simplicity, but the proposed hybrid method can be used with any other supervised classifiers. In the NB, the probabilities for nominal features were estimated from the data using maximum likelihood estimation (their observed frequencies in the data) and applying the Laplace correction. Numeric features were assumed to have a normal distribution. Missing values in the data were skipped.
The algorithms were developed in C++ and compiled with g++ version 2.96 using -O2 optimizations. The experiments were executed on a single processor of a Linux (Red Had 7.3) workstation with dual 2.4 GHz Intel Xeon processors and 512 Mb of memory. A Mersenne Twister random number generator [22] was used in the GA and the data partitioning.
The data sets used in the experiments are described in table 1. With the exception of Random21 and Redundant21, the data sets are available in the UCI repository [23] . Random21 and Redundant21 are two artificial data sets with 21 features each. The target concept of these two data sets is to define whether the first nine features are closer to (0,0,...,0) or (9,9,...,9) in Euclidean distance. The features were generated uniformly at random in the range [3, 6] . All the features in Random21 are random, and the first, fifth, and ninth features are repeated four times each in Redundant21. Redundant21 was proposed originally by Inza [13] .
Measuring Fitness
Since we are interested in classifiers that generalize well, the fitness calculations must include some estimate of the generalization of the Naive Bayes using the candidate subsets. We estimate the generalization of the network using crossvalidation. In k-fold crossvalidation, the data D is partitioned randomly into k non-overlapping sets, D 1 , ..., D k . At each iteration i (from 1 to k), the classifier is trained with D\D i and tested on D i . Since the data are partitioned randomly, it is likely that repeated crossvalidation experiments return different results. Although there are well-known methods to deal with "noisy" fitness evaluations in EAs [24] , we chose to limit the uncertainty in the accuracy estimate by repeating 10-fold crossvalidation experiments until the standard deviation of the accuracy estimate drops below 1% (or a maximum of five repetitions). This heuristic was proposed by Kohavi and John [2] in their study of wrapper methods for feature selection, and was adopted by Inza et al. [13] . We use the accuracy estimate as our fitness function.
Even though crossvalidation is expensive computationally, the cost was not prohibitive in our case, since the data sets were relatively small and the NB classifier is very efficient. If larger data sets or other inducers were used, we would have to deal with the uncertainty in the evaluation by other means, such as increasing slightly the population size (to compensate for the noise in the evaluation) or by sampling the training data. We defer a discussion of possible performance improvements until the final section.
Our fitness measure does not include any term to bias the search toward small feature subsets. However, the algorithms found small subsets, and with some data the algorithms consistently found the smallest subsets that describe the target concepts. This suggests that the data sets contained irrelevant or redundant features that decreased the accuracy of the Naive Bayes.
Experiments
To evaluate the generalization accuracy of the feature selection methods, we used 5 iterations of 2-fold crossvalidation (5x2cv). In each iteration, the data were randomly divided in halves. One half was input to the feature selection algorithms. The final feature subset found in each experiment was used to train a final NB classifier (using the entire training data), which was then tested on the other half of the data. The accuracy results presented in table 2 are the mean and standard deviations of the ten tests.
To determine if the differences among the algorithms were statistically significant, we used a combined F test proposed by Alpaydin [25] . Let p i,j denote the difference in the accuracy rates of two classifiers in fold j of the i-th iteration of 5x2 cv,p = (p i,1 + p i,2 )/2 denote the mean, and s
is approximately F distributed with 10 and 5 degrees of freedom. We rejected the null hypothesis that the two algorithms have the same error rate at a 0.95 significance level if f > 4.74 [25] . Care was taken to ensure that all the algorithms used the same training and testing data in the two folds of the five crossvalidation experiments. Table 2 has the mean accuracies obtained with each method. The best observed result in the table is highlighted in bold type as well as those results that according to the combined F test are not significantly different from the best at a 0.95 significance level. There are two immediate observations that we can make from the results. First, the feature selection algorithms result in an improvement of accuracy over using a NB with all the features. However, this difference is not always significant (Soybean Large, Pima). Second, the proposed hybrid always reaches the highest accuracy or accuracies that are not significantly different from the highest. The simple GA with random initialization also performs very well, reaching results that are not significantly different from the best for all but two data sets.
In terms of the size of the final feature subsets (table 3) , forward sequential selection consistently found the smallest subsets. This was expected, since this algorithm is heavily biased toward small subsets (because it starts from an empty set and adds features only when they show improvements in accuracy). However, in many cases SFS resulted in significantly worse accuracies than the proposed GA hybrid. The proposed hybrid found significantly-and substantially-smaller feature subsets than the filter alone or the sGA. Table 4 shows the mean number of feature subsets examined by each algorithm. In most cases, the GAs examine fewer subsets than SFS and SBE, and the FilterGA examined fewer subsets than the GA initialized at random. This suggests that the search of the FilterGA was highly biased toward good solutions.
The number of examined subsets can be used as a coarse surrogate for the execution time, but the actual times depend on the number of features present in each candidate subset and may vary considerably from what we might expect. The execution times (user time in CPU seconds) for the entire 5x2cv experiments are reported in table 5. For the filter method, the time reported includes the time to compute and sort class separabilities and the time to evaluate the naive Bayes on the feature subset found by the filter method. The proposed filter method is by far the fastest algorithm, beating its closest competitor by two orders of magnitude. However, the filter found significantly less accurate results for four of the nine datasets. Among the wrapper methods, the hybrid of the filter and the GA is the fastest.
Conclusions
This paper presented experiments with a proposed GA-Filter hybrid for feature selection in classification problems. The results were compared against a simple GA, two traditional sequential methods, and a filter method based on a simple class separability metric. The experiments considered a Naive Bayes classifier and public-domain and artificial data sets. In the data sets we tried, the proposed method always found the most accurate solutions or solutions that were not significantly different from the best. The proposed method usually found the second smallest feature subsets (behind SFS) and performed faster than simple GAs, SFS, and SBE methods. This work can be extended with experiments with other evolutionary algorithms, classification methods, additional data sets, and alternative class distance metrics. In particular, it would be interesting to explore methods that consider more than one feature at a time to calculate class separabilities.
There are numerous opportunities to improve the computational efficiency of the algorithms to deal with much larger data sets. In particular, subsampling the training sets and parallelizing the fitness evaluations seem like promising alternatives. Note that SFS and SBE are inherently serial methods and cannot benefit from parallelism as much as GAs. In addition, future work should explore efficient methods to deal with the noisy accuracy estimates, instead of using the relatively expensive multiple crossvalidations that we employed.
