Abstract-A novel discriminative graph-based fusion (DGF) method is proposed for urban area classification to fuse heterogeneous features from two data sources, i.e., hyperspectral image (HSI) and light detecting and ranging (LiDAR) data. The features include spectral characteristics in HSI, height in LiDAR data, and geometry in image processing technologies like morphological profiles (MPs). Our proposed DGF method couples dimension reduction and heterogeneous feature fusion. The core idea of the proposed method is to search for a projection matrix by minimizing the similarity term that preserves the local geometry of each class and maximizing the dissimilarity term that contains the relation of between-class distance. As a result, the proposed method can pull close together samples of the same class while pushing those of different classes apart in the projected space by fusing graphs constructed by different groups of heterogeneous features. The edges of the graphs are measured by kernel. Furthermore, the multiscale DGF (MS-DGF) is introduced to utilize the capability of similarity measure of different scales of kernel and avoid finding the optimal scale simultaneously. Experiments are conducted on real HSI along with LiDAR data. The corresponding results demonstrate that the proposed method can make an effective fusion of heterogeneous features to make full use of the complementary information of HSI and LiDAR, which facilitates fine classification task of urban area, compared with several state-of-the-art algorithms.
I. INTRODUCTION

H
YPERSPECTRAL image (HSI) can provide a detailed description of the spectral signatures (X, Y , Spectrum) of ground covers. light detecting and ranging (LiDAR) data can provide the height information (X, Y , Z ) of the same surveyed area, which is complementary to HSI. The fusion of both data sources, with the purpose of completing or enhancing a comprehensive object characterization in spectral, spatial, and elevation domains [X, Y , Z , Spectrum, f (X, Y , Spectrum)], is important and promising. The features extracted from HSI and LiDAR data were categorized into three different attributes, i.e., spectral, spatial, and elevation attributes [1] . Once considered together their complementarity can be helpful for characterizing land use [2] . Many techniques have been developed for fusion of these heterogeneous features in a classification task. Summing these fusion strategies up, they can be broadly divided into five categories: based on the feature stack structure, hierarchical scheme, multiple kernel learning (MKL), sparse representation, and manifold learning or graphs. Strategies based on the feature stack structure are natural and simple, which stack elevation and intensity data of LiDAR as additional channels to spectral bands [3] - [5] . Mura et al. [5] pointed out and verified that the fusion strategies do not always perform better than only using a single feature source. Fusion strategies based on hierarchical scheme first process one data source in a classifier and then integrate its output with another data source to obtain the final results [6] , [7] . Fusion strategies based on MKL are an effective kernel-based framework for integrating multisource data [1] , [8] - [10] . The complementary and relevant information contained in the multisource remote sensing data can be fused and utilized by taking into account the basic kernels construction and optimizing configuration in MKL. Fusion strategies based on sparse representation and multitask learning fuse the heterogeneous features by dictionary construction and sparse coefficient solution [11] - [13] . Fusion strategies based on manifold learning fuse the heterogeneous features by mining the manifold structure of these features [14] - [17] . In [17] , a generalized graph-based fusion method was proposed to couple dimension reduction and feature fusion of the original HSI and morphological profiles (MPs) (built on both HS and LiDAR data). In their proposed method, the edges of the fusion graph were weighted by the distance between the stacked feature points.
In this letter, to provide more comprehensive interpretation of objects, we propose a discriminative graph-based fusion (DGF) method to integrate HSI and LiDAR data. Our contributions mainly lie in two points. 1) A discriminative method is constructed by combining the similarity graph and dissimilarity graph. The proposed method can pull close together samples of the same class while pushing those of different classes apart, which facilitates the classification task. 2) The multiscale measurement is used to utilize the capability of similarity measure of different scales of kernel and avoid finding the optimal scale simultaneously. That can improve the capability of similarity measurement and its robustness under different scenarios. The remainder of this letter is organized as follows. The DGF method is introduced in detail in Section II. Section III presents the numerical classification results on real data set and compares the DGF with other fusion methods. Finally, conclusions are drawn in Section IV.
II. DISCRIMINATIVE GRAPH-BASED FUSION METHOD
The main idea of the proposed method is to couple heterogeneous feature fusion and dimension reduction in a lower 1545-598X © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. dimensional space F . Such space has a desirable property: it detects the manifold embedded in the high-dimensional heterogeneous feature space and preserves the local geometry of each class while pushing those samples of different classes apart, which is conducive to the classification task. The method searches for a projection matrix to achieve this objective. The flowchart is shown in Fig. 1 .
A. Notation
The spectral, spatial (the spatial features are extracted from HSI by using morphological filtering), and elevation (normalized digital surface model) features are denoted as
, and
, respectively, where
and n is the number of samples. The stacked data matrices of the spectral, spatial, and elevation features are denoted as 
B. Unsupervised Loss Function
To preserve the geometry of each class, we need to define a similarity matrixW a ∈ R n×n . The similarity matrix can be defined in various ways. In some existing methods [16] , the similarity matrix is binary, i.e.,
In this definition, all the connected nodes have the same weights on their edges, without accounting for actual differences in the spectral, spatial, and elevation proximities of different data sample pairs. However, this may not be true in real cases. Kernel is an effective tool to measure similarity of sample pair [18] . Therefore, the entries of matrix W a (i, j ) are calculated by kernel if samples x i and x j are neighbors in the k-NN and 0 otherwise in our work. We choose Gaussian kernel function to construct the similarity matrix, which is defined as
where σ is a scale parameter, which controls the smoothness of similarity measure. With large σ , the similarity measure is smooth. With small σ , the similarity value is sensitive to variation of similarities, but may reduce generalization ability. The optimal scale σ of different data sets is usually different. To utilize the capability of similarity measure of different scales and avoid finding the optimal scale simultaneously, we adopt a set of Gaussian kernel function with different scales to construct the similarity matrix. We then combine different scales by means of following linear weighting approach:
where d n is the weight for the nth scale σ n and N is the total number of scales.
We specifically define the similarity matrices W 
The connection of two samples is established only if they are similar in both spectral, spatial, and elevation information attributes. By such a fusion method, some false geometric structures can be eliminated. We then define a scalar A as follows:
where F is a projection matrix, L are from the same class, but their embeddings are far away from each other, then A will be large. Minimizing A encourages the samples from the same class to be projected to similar locations in the space F .
To push those samples of different classes apart, we need to define a binary dissimilarity matrix W b ∈ R n×n , where W b (i, j ) = 1 if x i and x j are "far apart," otherwise 0. The "far apart" was defined by finding the z-farthest neighbors in all the samples. We define the dissimilarity matrices . We then define a scalar B as follows: We want our method to simultaneously achieve two goals in the space F : preserving the geometry of each class and pushing those samples of different classes apart. So the overall loss function to be minimized is A/B, that is, the following optimization problem:
The solution
of the minimization problem is given by d eigenvectors associated with the least d eigenvalues λ 1 ≤ λ 2 ≤ · · · ≤ λ d of the following generalized eigenvalue decomposition problem [19] :
The data can be thus projected to a joint space of fusing heterogeneous features by means of simple matrix multiplication 
III. EXPERIMENTAL RESULTS AND ANALYSIS
A. Data Sets Description
The experimental data set is the one used for 2013 IEEE GRSS Data Fusion Contest [16] . This data set was acquired over the University of Houston campus and the neighboring urban area. The HSI has 144 spectral channels that range from 380 to 1050 nm covering the visible and infrared spectrum. Local histogram matching has been applied to the large shadowed area in the right part of the HSI, in order to reduce the impact of the shadow on the classification, which is not the topic of this letter [20] . The LiDAR data were acquired using an Optech Gemini sensor, and the average point density is 35.38 points/m 2 on the ground. The DSM was generated from the original LiDAR point cloud. The image has a spatial size of 349 × 1905 pixels with a spatial resolution of 2.5 m per pixel. There are 15 classes of land covers available in the reference ground truth. The total number of ground reference samples is 15 029. The false color composite image, DSM and classes information are shown in Fig. 2 .
B. Experimental Setup
The proposed method was compared with ten alternative techniques: 1) Raw(HS): using only the original HSI.
2) MPs(HS): using the MPs computed on the first 4 PCs of original HSI. 3) MPs(LiD): using the MPs computed on the LiDAR DSM data. 4) Sta: stacking all features, i.e., X Sta . 5) Principal component analysis (PCA): stacking all the features extracted by PCA from X Sta . 6) MTJ-SRC: multitask joint sparse representation classification [21] . 7) MFL: a multiple feature learning method [22] . 8) CKL: composite kernel learning method [23] , in which μ = 0.3, β = 0.5 were set to weight the spectral kernel and spatial kernel. 9) HF-MKL: heterogeneous features MKL [1] . 10) GGF: generalized graph-based fusion method for HSI and LiDAR data [17] , in which the number of NN was set to 300. All samples were used to build the graphs. Morphological filters are used to extract spatial structural information in this letter. MPs have been shown to have good discrimination capability for remote sensing classification [4] . In this letter, disk-shaped and diamond-shaped structural element (SE) were used to extract MPs. For disk-shaped SE, MPs with 15 openings and closings (ranging from 1 to 15 with step size increment of 1) were computed for both LiDAR DSM data and the first 4 PCs (representing more than 99% of the cumulative variance) of original HSI. For diamond-shaped SE, MPs with ten openings and closings (ranging from 3 to 21 with step size increment of 2) were constructed for both LiDAR DSM data and the first 4 PCs of HSI.
In our proposed method, Gaussian kernel is used to measure similarity between samples pair and the bandwidth σ is set to 1 for DGF and [0.05, 0.5, 1, 1.5, 2] for multiscale DGF (MS-DGF). The weighting coefficients d n in MS-DGF are solved by our previous work [18] . The numbers of NN and farthest neighbors are set to 300 and NC × 300, respectively, where NC is the number of classes. We set the three parameters according to the experiments of the different values. All samples were used to build the graphs.
The support vector machine (SVM) classifier with Gaussian radial basis function kernel was applied in our method. The parameters of the SVM classifier were set the same as in our previous work [24] .
In each experiment, the labeled training samples were randomly selected, and the rest of the samples were used as test samples. Each experiment was conducted with ten trials to avoid biased conclusions, and the average results and variance were reported. Overall accuracy (OA), average accuracy (AA), and Kappa statistic were used to evaluate all classifiers.
C. Experimental Results
How to determine the dimension of the data in the joint space, F is a prior problem to be solved. Therefore, we studied the evolution of accuracy when increasing the dimension of the latent space in which the classifier is trained. Fig. 3 shows the evolution of average OA of ten trials of the proposed methods DGF, MS-DGF, and two competing methods (PCA and GGF) on the number of extracted features after fusion. The highest classification accuracy of each method and the corresponding dimension are marked on the figure. Based on the highest OA of each method, we, respectively, set the reserved dimension in the latent space to 17, 59, 57, and 57 for PCA, GGF, DGF, and MS-DGF in our subsequent classification experiments.
Overall, the numerical results illustrating OA for classification are reported in Table I . Observing the results of just using spectral bands [Raw(HS)], spatial information [MPs(HS)], and height information [MPs(LiD)], respectively, we find that spatial information is most useful for classification. The results of using spatial information can be used as a benchmark to evaluate the validity of heterogeneous feature fusion methods. If a fusion method cannot achieve better classification accuracy than the benchmark, we think that the fusion method is inefficient. According to this standard, PCA is invalid in heterogeneous feature fusion. Among the remaining effective heterogeneous feature fusion methods, our proposed methods are optimal in terms of classification accuracy. Sta and MFL simply stack all the heterogeneous features together and form an extended feature vector. Features from different sources obviously have different meanings, dimension units, and statistical significance. Therefore, they may play different roles in classification. Consequently, the stacked-vector strategy is not a good choice to mine complementary information from different sources. MTJ-SRC was proposed to combine multiple tasks for joint classification based on standard sparse representation classification. In MTJ-SRC, data from multiple sources are jointly represented by a sparse linear combination of the training data. CKL and HF-MKL are two kernel methods, which realize the joint use of heterogeneous features by weighting features using a kernel. Our proposed methods and GGF realize the joint use in the process of graph construction. In all the experiments, the proposed DGF and MS-DGF clearly outperform all the competing methods using the same number of training samples, which verifies the effectiveness of the proposed methods in heterogeneous features fusion. We show the classification maps of our proposed methods in Fig. 4 . As is well known, there occurs the phenomenon of salt and pepper noise in classification map if only using spectral information is used. The introduction of spatial information can smooth classification result and reduce the phenomenon of salt and pepper noise. However, it also makes the class boundary definition inaccurate. To a certain extent, our proposed method can balance these two aspects and can reduce salt and pepper noise and, meanwhile, ensure the accurate definition of the boundary.
The class-specific classification accuracy is shown in Table II . Raw(HS) is good at distinguishing "grass healthy" and "tree," whereas MPs(HS) clearly produces better results on classes "grass stressed," "soil," "residential," "highway," "parking lot1," and "parking lot2," and MPs(LiD) is good at distinguishing "commercial" and "railway." That confirms the complementarity between different features. The proposed DGF and MS-DGF produce higher accuracy on almost all classes than only using a single information type. That confirms that the proposed methods can achieve the joint use of heterogeneous features to mine the complementary information of HSI and LiDAR data for classification.
According to the spectral characteristic of land covers, we categorize the classes of land covers. "grass healthy," "grass stressed," "grass synthetic," and "tree" were categorized as a group, denoted by group 1. "Residential" and "commercial" were categorized as a group, denoted by group 2. "Road" and "highway" were categorized as a group, denoted by group 3. "Parking lot1" and "parking lot2" were categorized as a group, denoted by group 4. The misclassification often occurs in each group if only original spectral information is used. For example, if we only use the original spectral information, "commercial" is hard to be distinguished from "residential," "highway," and "road" are easily confused. Spatial information can significantly improve the classification accuracies of "grass stressed," "residential," "highway," and "parking lot1" in group 1, group 2, group 3, and group 4, respectively. The classification accuracies of "commercial" in group 2 and "railway" can be clearly improved by height information. All of these results show that the multisource heterogeneous features are helpful to realize the fine classification, and the classification performance of the proposed methods shows that it can fuse the multisource heterogeneous features to achieve fine classification for urban area.
IV. CONCLUSION
In this letter, we have proposed a DGF method to fuse heterogeneous features from HSI and LiDAR data for urban area classification. The proposed method can pull close together samples of the same class while pushing those samples of different classes apart in the projected joint space by fusing graphs constructed by different groups of heterogeneous features, which is conducive to the classification task. In the fusion of heterogeneous features, the classification performance of the proposed methods shows that it can fuse the multisource heterogeneous features to achieve fine classification for urban area. Furthermore, in case of MS-DGF and DGF, the experimental results have verified that the multiscale measurement can improve the capability of similarity measurement and enhance robustness.
