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We analytically compute, to linear order in the mass-ratio, the “geodetic” spin precession fre-
quency of a small spinning body orbiting a large (non-spinning) body to the eight-and-a-half post-
Newtonian order, thereby extending previous analytical knowledge which was limited to the third
post-Newtonian level. These results are obtained applying analytical gravitational self-force the-
ory to the first-derivative level generalization of Detweiler’s gauge-invariant redshift variable. We
compare our analytic results with strong-field numerical data recently obtained by S. R. Dolan et
al. [Phys. Rev. D 89, 064011 (2014)]. Our new, high-post-Newtonian-order results capture the
strong-field features exhibited by the numerical data. We argue that the spin-precession will diverge
as ≈ −0.14/(1− 3y) as the light-ring is approached. We transcribe our kinematical spin-precession
results into a corresponding improved analytic knowledge of one of the two (gauge-invariant) ef-
fective gyro-gravitomagnetic ratios characterizing spin-orbit couplings within the effective-one-body
formalism. We provide simple, accurate analytic fits both for spin-precession and the effective
gyro-gravitomagnetic ratio. The latter fit predicts that the linear-in-mass-ratio correction to the
gyro-gravitomagnetic ratio changes sign before reaching the light-ring. This strong-field prediction
might be important for improving the analytic modeling of coalescing spinning binaries.
PACS numbers: 04.20.Cv; 04.25.Nx
I. INTRODUCTION
The general relativistic two-body problem has become
of renewed importance in view of the current develop-
ment of gravitational-wave detectors. It is plausible that
the first detections will concern binary systems made
of spinning black holes, because the spin-orbit interac-
tion can increase the binding energy of the last stable
(circular) orbit, and thereby lead to a larger gravita-
tional wave output. This gives a strong incentive for im-
proving our analytic knowledge of the gravitational spin-
orbit interaction in binary systems. Several analytical-
relativity methods are currently being actively pursued:
post-Newtonian (PN) theory [1, 2], gravitational self-
force (GSF) theory in black hole backgrounds [3, 4],
and the effective-one-body (EOB) formalism [5–8]. Re-
cent years have witnessed a useful synergy between these
methods, with information flowing between them (and
flowing also from the results of full numerical relativity
simulations) [9–24].
The present work will show another instance of such
a synergy between analytical methods: we consider a bi-
nary system where a body having a small mass m1 and a
small spin S1 moves on a circular orbit of radius r0 and
orbital frequency Ω around a non-spinning body having
a large mass m2. We shall start by using analytic GSF
theory [25–31] to compute to linear order in the mass ra-
tio m1/m2, the spin-orbit coupling Ω
SO
1 ·S1 of particle 1,
which is equivalent to knowing the spin precession ΩSO1
of S1 [32].
The GSF result for ΩSO1 (considered as a function of Ω)
will be expanded to high order in a PN expansion, by us-
ing the same technology that we recently used [22, 33, 34]
to derive the PN expansion of Detweiler’s redshift func-
tion [9]. The latter PN-expanded result will then be tran-
scribed within the EOB formalism in terms of higher or-
der contributions to one of the two (gauge-invariant) ef-
fective gyro-gravitomagnetic ratios (geffS∗) characterizing
spin-orbit couplings within the EOB formalism. In ad-
dition, we shall compare our results to a recent work by
Dolan et al. [24] which has provided both an analytical
GSF derivation of ΩSO1 and numerical data on the strong-
field behavior of the first-order GSF contribution to ΩSO1 .
We shall find that our new high PN-order results on ΩSO1
are able to capture strong-field features that are beyond
the reach of the currently available low PN-order ones.
Detweiler [9] has emphasized the usefulness of com-
puting gauge-invariant quantities from GSF theory. He
pointed out that (quasi-)circular orbits provide a calcu-
lable gauge-invariant function |k|(Ω) via the existence of
a helical Killing vector
kµ∂µ = ∂t +Ω∂φ . (1.1)
The function |k|(Ω) relates the norm |k| of kµ [computed
with the regularized perturbed metric gRµν(x
λ) [35, 36],
and evaluated along the world line L1 of particle 1],
|k|2 = −[gRµνkµkν ]1 , (1.2)
to the orbital frequency Ω of the considered circular mo-
tion. The bracket notation [. . .]1 in Eq. (1.2) refers to an
evaluation along the world line L1 of particle 1.
Along the same vein, the existence of a Killing vec-
tor field kµ(xλ) implies the existence of further gauge-
invariant functions. Indeed, at the one-derivative level,
the (helical) world line of particle 1 is endowed with
the following geometrical configuration: {[kµ]1, [Kµν ]1}.
This geometrical configuration is defined by evaluating
2on L1 the vector field kµ(xλ) together with the tensor
field
Kµν(x
λ) ≡ ∇Rµkν(xλ) , (1.3)
where ∇Rµ denotes the covariant derivative associated
with the regularized metric gRµν(x
λ). As kµ is a Killing
vector of gRµν , we have
Kµν = ∇Rµkν = −∇Rν kµ =
1
2
(∂µkν − ∂νkµ) . (1.4)
Moreover, as [kµ]1 differs from the unit four-vector u
µ
tangent to L1 only by the constant factor |k|, and as L1
is a geodesic of gRµν [35, 36], we have
[kλ∇Rλ kµ]1 = [kλKλµ]1 = 0 . (1.5)
If we view the antisymmetric tensor Kµν as an elec-
tromagnetic field, Eq. (1.5) says that its electric-
vector projection Eµ ≡ [Kµνuν]1 = [Kµνkν/|k|]1 van-
ishes. As a consequence, the geometrical configuration
{[kµ]1, [Kµν ]1} is equivalent to the configuration defined
by the two four-vectors {[kµ]1, Bµ}, where
Bµ = [K
∗
µνu
ν ]1 =
[
K∗µν
kν
|k|
]
1
, (1.6)
with K∗µν ≡ 12ηµναβKαβ denoting the Hodge-dual of the
two-formKµν . [Here, and below, all the Riemannian con-
structs are defined by the regularized perturbed metric
gRµν ; e.g., K
αβ ≡ gαµR gβνR Kµν ; ηµναβ =
√−gR ǫµναβ with
ǫ0123 = +1.]
As the two vectors [kµ]1 and Bµ are orthogonal , the
only invariants defined by the configuration {[kµ]1, Bµ}
are the two scalars measuring their norms, ie., |k|, Eq.
(1.2) and |∇k|, defined by
|∇k|2 ≡ [gRµνBµBν ]1 =
1
2
[KµνK
µν ]1 . (1.7)
Therefore, at the one-derivative level, there is only
one new gauge-invariant function associated with
{kµ,∇µkν}, namely the function |∇k|(Ω) relating the
norm |∇k| of ∇µkν to Ω.
At the two-derivative level, we have, along the world
line L1, a geometric configuration defined by [kµ]1,
[∇Rµkν ]1 and [∇Rµνkλ]1 together with the curvature ten-
sor RRµνρσ of g
R
µν . In view of the consequence ∇Rµνkλ =
RRλνµσk
σ of Killing’s equation, and of the Ricci-flatness
of gRµν [36], such a configuration is equivalent to the con-
figuration {[kµ]1, Bµ, Eµν ,Bµν}, where (Eµν ,Bµν) denote
the electric-like and magnetic-like projections of the Rie-
mann (or, equivalently, Weyl) tensor of gRµν with respect
to the time direction uµ = kµ/|k|; e.g.,
Eµν ≡ [RRµανβuαuβ]1 . (1.8)
By contrast to the one-derivative level where one could
only extract one geometric scalar (beyond the zero-
derivative scalar |k|), it is clear that the two-derivative
level gives access, in general, to several new scalars (no-
tably the four independent eigenvalues of the traceless
symmetric tensors Eµν and Bµν , as well as the other
scalars one can build by combining Bµ with Eµν and
Bµν). One of the simplest of those scalars is E2 ≡ EµνEµν .
Correspondingly, one can extract several gauge-invariant
functions of Ω, such as E2(Ω). See below for more details.
The Detweiler-like gauge-invariant functions |k|(Ω),
|∇k|(Ω), E2(Ω), . . ., discussed above have, a priori, only a
kinematical significance. However, they turn out to have
also a dynamical significance. In the case of the original
redshift function ut1(Ω) = dt/ds1 = 1/|k|(Ω), its dynam-
ical meaning was discovered in Refs. [14, 16, 18].
In particular the first-order self-force (1SF) contribu-
tion to |k|2(Ω), i.e., essentially, the double contraction
hkk(Ω) ≡ [kµkνhRµν(xλ)]1 , (1.9)
where hRµν denotes the regularized version of the mass-
ratio-rescaled 1SF perturbation hµν of the background
metric (here taken to be a Schwarzschild metric of mass
m2),
gµν(x
λ;m1,m2) = g
(0)
µν (x
λ;m2)+
m1
m2
hµν(x
λ)+O
(
m21
m22
)
,
(1.10)
was found to be very simply related to the 1SF contri-
bution a1SF(u) to the main EOB potential A(u; ν) [5–7]
describing the interaction energy of the two masses m1,
m2
A(u; ν) = 1− 2u+ νa1SF(u) +O(ν2) , (1.11)
(where ν ≡ m1m2/(m1 + m2)2 is the symmetric mass
ratio) namely [18, 19]
a1SF(u) = −1
2
hkk − u(1− 4u)√
1− 3u . (1.12)
At the one-derivative level, the quantity |∇k| has the
kinematical meaning of the relative precession frequency
between parallely propagated and Lie-dragged spatial
frames along the world line L1 [24, 37]. As noted in [37],
if the Killing vector kµ were simply kµ0 ∂µ = ∂t, |∇k0|
would measure the gyroscopic precession of the (parallely
propagated) spin vector Sµ1 with respect to fixed stars at
infinity. In our case, kµ0 ∂µ = ∂t, is not a Killing vec-
tor, i.e., it does not generate a continuous one-parameter
isometry group; however, it generates a discrete isometry
group (made of gn = exp(nP∂t), where n is an integer
and P ≡ 2π/Ω the orbital period). This fact implies
that, after each orbital period, the difference ||∇k| − Ω|
(where Ω subtracts the effect of the Ω-rotation contained
in the Ω∂φ piece in k
µ) measures, in a stroboscopic way,
the precession of Sµ1 with respect to fixed stars at infinity
(i.e., with respect to ∂t at infinity). More precisely, as one
finds that the Lie-dragged frame lags behind the paral-
lely propagated frame (i.e., that |∇k| is smaller than Ω),
3the stroboscopic spin precession is measured (in a frame
comoving with particle 1) by the angular frequency
Ωprec = Ω− |∇k| . (1.13)
The dynamical meaning of this gauge-invariant kinemat-
ical quantity is furnished by the results of Ref. [7], which
related the spin angular frequency (as seen in a 3 + 1
Hamiltonian description) to the spin-orbit coupling terms
ΩSO1 · S1 +ΩSO2 · S2 (with ΩSO1 and ΩSO2 proportional to
L = x × p) in the Hamiltonian. As we shall discuss in
detail below, in the special case of circular orbits we have
the simple numerical link
ΩSO1 = Ωprec = Ω− |∇k| , (1.14)
in spite of the fact that ΩSO1 and Ωprec a priori measure
spin precessions in different frames (Ωprec referring to
a comoving frame linked to uµ, while ΩSO1 refers to a
laboratory frame linked to ∂t). The simple link (1.14)
along circular orbits has also been recently pointed out
in Ref. [24].
At the two-derivative level, some of the gauge-invariant
kinematical functions that one can compute have also
an interesting dynamical significance. For instance,
the quantity
∫
µ1E2ds1 =
∫
µ1EµνEµνds1 describes the
leading-order tidal correction to the effective action of
the binary system associated with the quadrupolar tidal
deformation of body 1 [38]. [Here, µ1 is the quadrupo-
lar tidal polarization parameter of body 1]. Recently, the
regularized invariant E2 has been computed in PN theory
at the second post-Newtonian level [39]. We see that, in
principle, GSF theory could compute it to all PN orders,
but to first order in m1/m2.
Leaving to future work such a GSF study of higher-
derivative level gauge-invariant quantities, we focus in
the present paper on the spin-orbit function ΩSO1 (Ω) and
on its EOB reformulation in terms of the gauge-invariant
gyro-gravitomagnetic ratio geffS∗ .
II. SPIN-ORBIT COUPLING AND ITS LINK
WITH SPIN PRECESSION
In this section we start by considering a general binary
system, with arbitrary masses m1 and m2 and spins S1
and S2. Before studying the GSF limit where m1 ≪ m2,
let us recall that, within PN theory, the motion of each
member of such a binary system is described, to high
PN accuracy, by the usual (Mathisson-Papapetrou) equa-
tions of motion valid for a test particle in an external
metric gextµν , except for the fact that the values of g
ext
µν
and its derivatives appearing in these equations have to
be replaced by the regularized values of the full two-body
metric gµν(x
λ;m1,m2,S1,S2) (see, e.g., [40]). The most
efficient, and consistent, regularization method for this
purpose has been found to be dimensional regularization.
An analog of this fact has been proven to hold within GSF
theory [35, 36], with the bonus that, at the first GSF
order, the regularized values of gµν(x
λ), ∂σgµν(x
λ), . . .
can be obtained by evaluating on the world line L1 of
body 1, the values of a regular metric gRµν(x
λ) and of its
derivatives ∂σg
R
µν(x
λ), . . .. In addition, the regular met-
ric gRµν(x
λ) satisfies (to linear order) Einstein’s vacuum
equations. [The PN analog of this property being that
the regularized value on L1 of Rµν(gPNµν (x)) vanishes.]
If we work to linear order in S1, we have, either in PN
or GSF theory, equations of motion of the type (with a
superscript R denoting regularization)
DR
ds1
(m1u
µ) = −1
2
RRµναβu
νSαβ1 +O(S
2
1 ) , (2.1)
DR
ds1
(Sµ1 ) = O(S
2
1) , (2.2)
where DR/ds1 = u
µ∇Rµ , with uµ = dxµ1/ds1 the unit
tangent to L1, where Sαβ1 ≡ ηαβµνuµS1ν , and where we
used the spin supplementary condition Sαβ1 pβ = 0 (which
yields Sαβ1 uβ = O(S
2
1 ) and pα = m1uα +O(S
2
1 )).
Note that, when working to linear order in S1, we must
a priori keep the curvature-spin force appearing on the
right hand side of Eq. (2.1). In other words, L1 is not
a geodesic of gRµν(x
λ). However, as emphasized in [7], if
our aim is to derive the spin-orbit coupling term ΩSO1 ·S1
in the Hamiltonian, the crucial equation is Eq. (2.2), in
which we can consistently neglect the O(S1) contribu-
tions both to gRµν(x
λ) and to the evolution of the world
line L1. In that sense, we can analyze the consequences
of Eq. (2.2) assuming that L1 is a geodesic of gRµν(xλ)
[i.e., neglecting the force on the right hand side of Eq.
(2.1)].
Besides the simplifications brought by neglecting the
contribution of order O(S21 ), we can further simplify the
derivation of the spin-orbit coupling, and of its link with
|∇k|, by noting that (when using polar-type coordinates
t, r, θ, φ) the motion will stay within the equatorial plane
θ = π/2 if it starts within it (here we assume that the vec-
tor S2 is orthogonal to the orbital plane). In mathemati-
cal terms, this means that the (2+1)-dimensional hyper-
surface θ = π/2 is totally geodesic, so that, for analyzing
the consequences of the geodesic equation DRuµ/ds1 =
0, and of the parallel transport equation (2.2), it is
enough to work with the (2+1)-dimensional metric re-
stricted to θ = π/2. Using the coordinates
t¯ ≡ t , φ¯ ≡ φ− Ωt , (2.3)
adapted to the helical symmetry
kµ∂µ = ∂t +Ω∂φ = ∂t¯ , (2.4)
the general structure of the equatorially-reduced (2+1)-
dimensional metric reads (suppressing, for brevity, the
superscript R)
ds2(2+1) = g
(2+1)
µ¯ν¯ dx
µ¯dxν¯ , (µ¯, ν¯ = 0, 1, 2) , (2.5)
4where, say, x0 = t¯, x1 = r, x2 = φ¯. In this coordinate
system, the metric is stationary,
∂t¯gµ¯ν¯ = 0, (2.6)
and the world line L1 is “vertical”: uµ ∝ δµt¯ . The
geodesic condition for L1 then implies that the Christoffel
symbol Γi¯t¯t¯ = 0, that is
∂i¯gt¯t¯ = 0 . (2.7)
This is equivalent to the condition 0 = kλ∇λkµ =
−kλ∇µkλ = − 12∇µk2 mentioned in the Introduction.
The spin condition uµSµ = 0 (where we provisionally
omit the body label 1 on Sµ1 ) then says that St¯ = 0. The
two remaining covariant components of the spin vector
Si¯ = (S1, S2) = (Sr, Sφ¯) then satisfy
dSi¯
dt
= Γj¯ i¯t¯Sj¯ , (2.8)
which can be rewritten as
dSi¯
dt
= Ki¯
j¯Sj¯ , (2.9)
because we have (using ∂t¯gi¯j¯ = 0)
Γj¯ i¯t¯ =
1
2
gj¯k¯(∂i¯gt¯k¯ − ∂k¯gt¯¯i) ≡ gj¯k¯Ki¯k¯ . (2.10)
Here, we used the fact that the covariant components
kµ¯ of k = ∂t¯ are simply kµ¯ = gµ¯t¯, so that the covariant
components of Kµ¯ν¯ , Eq. (1.4), are Ki¯t¯ =
1
2∂i¯gt¯t¯ = 0 [in
view of Eq. (2.7)], and Ki¯j¯ =
1
2 (∂i¯gj¯t¯ − ∂j¯gi¯t¯).
The evolution equation (2.9) for the nonvanishing co-
variant components of the spin vector Sµ¯ = (0, Si¯), to-
gether with the antisymmetry of Ki¯j¯ and the stationar-
ity of the metric (2.6), implies that gi¯j¯Si¯Sj¯ = s
2 remains
constant as Si¯ evolves. If we introduce a t¯-independent
1
spatial frame ei¯aˆ∂i¯ such that g
i¯j¯ = δaˆbˆei¯aˆe
j¯
bˆ
(a convenient
particular choice for defining ei¯aˆ will be discussed below),
the frame components Saˆ = Si¯e
i¯
aˆ of the spin vector will
evolve as
dSaˆ
dt
= KaˆbˆSbˆ . (2.11)
In terms of those frame components the conservation of
gi¯j¯Si¯Sj¯ = s
2 leads to the conservation of the Euclidean
norm SaˆSaˆ = s
2. Actually, as the indices aˆ, bˆ take only
two values, Kaˆbˆ has only one independent component
K1ˆ2ˆ = −K2ˆ1ˆ, and Eq. (2.11) describes a rotation of
the Euclidean two-vector (S1ˆ, S2ˆ) with angular frequency
−K1ˆ2ˆ. In other words, the precession of Saˆ is associated
1 In geometrical terms, the t¯-independence of the spatial frame,
∂t¯e
i¯
aˆ
= 0, means that its Lie-derivative along k = ∂t¯ vanishes,
i.e., that it is Lie-dragged along k.
with the unique independent component of the tensor
Kaˆbˆ and can therefore be conveniently computed (in any
frame or coordinate system) from
|∇k|2 = 1
2
KµνK
µν = K2
1ˆ2ˆ
. (2.12)
Eqs. (2.11) and (2.12) are equivalent to results of [24].
This precession is also conveniently encoded in the dual
of the three-form k♭ ∧ dk♭ (where k♭ = kµdxµ is the one-
form associated with kµ), namely
|∇k| = 1
2
ηµνλ
kµ
|k| (∂νkλ − ∂λkν)
=
√−gt¯t¯√
−g(2+1)
(∂rgφ¯t¯ − ∂φ¯grt¯) , (2.13)
where we used kt¯ = gt¯t¯, |k| =
√−gt¯t¯, and, for the (2+1)-
dimensional Levi-Civita contravariant tensor, η012 =
−1/
√
−g(2+1). [We shall check below that the right hand
side of Eq. (2.13) is positive]. The latter formula is
technically useful because it allows one to express |∇k|
entirely in terms of the covariant components of the (reg-
ularized) (2 + 1)-dimensional metric gµν in the original
non-comoving coordinates t, r, φ. Indeed, it suffices to re-
place t = t¯, φ = φ¯ + Ωt¯ in ds2 = gµνdx
µdxν to get the
components gµ¯ν¯dx
µ¯dxν¯ associated with the comoving co-
ordinates t¯, r and φ¯. For instance,
gt¯t¯ = gµνk
µkν = g00 + 2Ωg0φ +Ω
2gφφ
gt¯¯i = giνk
ν = gi0 +Ωgiφ (i = r, φ) . (2.14)
Moreover, as the Jacobian of the transformation
(t, r, φ) → (t¯, r, φ¯) is equal to one, the determinant ap-
pearing in the denominator of Eq. (2.13) can be simply
computed as det (g
(2+1)
µν ), with the original components
g
(2+1)
µν of the equatorial metric in non-comoving t, r, φ co-
ordinates.
The result (2.11), with K1ˆ2ˆ = |∇k|, concerns the
geometrical precession, with respect to a spatial frame
orthogonal to L1 and Lie-dragged along it, of a lo-
cal spin vector orthogonal to L1. One can relate this
kinematical fact to dynamical properties of spin-orbit
coupling in a binary system by using results of Ref.
[32]. Some delicate aspects of the connection between
the local spin-precession (2.11) and the spin-orbit piece,
HSO = Ω
SO
1 · Scan1 + ΩSO2 · Scan2 , in the Hamiltonian of
a binary system have to be noted (besides [32], see also
Refs. [41, 42]). First, Ref. [32] pointed out that the usual
Poisson brackets of the Cartesian components of a (con-
stant magnitude, i.e., (Scan1x )
2+(Scan1y )
2+(Scan1z )
2 =const.)
“canonical” spin vector, namely {Scan1x , Scan1y } = Scan1z ,
etc., ensure that the (linear-in-spin) spin-orbit interac-
tion HSO = Ω
SO
1 ·Scan1 +ΩSO2 ·Scan2 implies spin-evolution
equations of the form
dScan
1
dt = Ω
SO
1 ×Scan1 , so that the co-
efficient ΩSO1 entering the spin-orbit Hamiltonian is sim-
ply equal to the vectorial precession frequency of the
canonical spin vector Scan1 . However, one must note
5that the components Scan1x , S
can
1y , S
can
1z of the canonical
spin vector entering the Hamiltonian have to be de-
fined in a restricted way, compatible with the global
SO(3) symmetry of the Hamiltonian dynamics. [The
presence of the global SO(3) symmetry is necessary to
ensure, in particular, the conservation of the total an-
gular momentum vector J, having the simple, additive
form J = r1 × p1 + r2 × p2 + Scan1 + Scan2 .] In Ref.
[32] the compatibility of the definition of Scan1 , S
can
2 with
a global SO(3) symmetry was ensured by relating the
components Scan1a , (a = 1, 2, 3) to the spatial covariant co-
ordinates (in an Arnowitt-Deser-Misner coordinate sys-
tem t, xi adapted to the Hamiltonian formulation) of an
abstract spin four-vector Sµ, by a specific linear trans-
formation Scana = H
i
aSi (where the symmetric matrix H
i
a
depends on gµν and on the momentum variables). It
is easily seen that other SO(3)-compatible definitions of
Scana are possible. For instance, one can first associate
with the (3 + 1) [or (2 + 1)] decomposition
ds2 = −N2dt2 + γij(dxi +N idt)(dxj +N jdt) (2.15)
the specific moving co-frame θ0 = Ndt, θa = θai (dx
i +
N idt), where θai is defined as the symmetric square-root
of γij (i.e., γij =
∑
a θ
a
i θ
a
j and θ
a
i = θ
i
a). This speci-
fies a unique, corresponding dual vectorial frame e0, ea,
where eµ0∂µ =
1
N (∂t −N i∂i) is orthogonal and ea = eia∂i
(with eiaθ
a
j = δ
i
j) is tangent, to the t =const. hypersur-
faces. This frame is SO(3)-compatible in the sense that
if the matrix γ = (γij), with associated symmetric ma-
trix square-root θ [γ = θTθ, θT = θ] “rotates” under
an orthogonal transformation R, i.e., γ′ = RTγR (with
RTR = I), then the unique symmetric matrix square-
root θ′ of γ′ is rotated by the same orthogonal matrix R:
θ′ = RTθR.
In terms of this Hamiltonian-adapted (and SO(3)-
compatible) frame, one can then define Scana ≡ S∗µeµa ,
where the abstract four-vector S∗µ is tangent to the
t =const. hypersurface, and is obtained from Sµ (which
is orthogonal to uµ) by rotating it along the bivector
[e0 ∧ u]µν . [In other words, S∗µ is obtained from Sµ
by a local Lorentz boost associated with the two-plane
spanned by e0 and u.] Using this specific definition of
Scana (together with the intermediate use of polar coordi-
nates associated with the (2 + 1)-dimensional Cartesian-
like coordinates xi; e.g., x1 = r cosφ, x2 = r sinφ)
we have found that the precession frequency of the Eu-
clidean vector Scana has as only nonvanishing component
ΩSOz = Ω
SO
xy , with
ΩSOz = Ω−K1ˆ2ˆ = Ω− |∇k| , (2.16)
where the contribution Ω comes from the rotation of the
coordinates x1 = r cos(φ¯ + Ωt), x2 = r sin(φ¯ + Ωt). In-
serting Eqs. (2.13), (2.14) in Eq. (2.16) finally yields
an explicit expression for the spin-orbit coupling term
ΩSO1 · Scan1 in terms of the covariant components of the
(θ = π/2)-reduced metric ds2, expressed in polar coordi-
nates t, r, φ.
III. SPIN PRECESSION IN PERTURBED
SCHWARZSCHILD SPACETIMES
The results (2.13), (2.16) of the previous section for the
spin-orbit coupling of S1 are formally valid for general,
aligned-spin binaries, with arbitrary mass ratio m1/m2,
and arbitrary S2, but to only linear order in S1. Let us
now consider the case where m1 ≪ m2 and S2 = 0. In
that case one is dealing with linear perturbations hµν(x
λ)
of a Schwarzschild background of mass m2 by a small
mass m1 moving on a circular orbit of radius r0; see Eq.
(1.10). Because of the Killing symmetry k = ∂t + Ω∂φ,
the metric perturbation depend only on φ¯ = φ − Ωt, r
and θ, hµν(φ¯, r, θ).
The four-velocity of m1 (normalized with respect to
the regularized metric gRµν = g
(0)
µν + qhRµν +O(q
2), where
q ≡ m1/m2 ≪ 1) can be written as
uµ =
kµ
|k| ≡ Γk
µ , Γ ≡ 1|k| , (3.1)
where (to linear order in q)
|k| =
√
[−gRµνkµkν ]1 =
√
1− 2m2
r0
− Ω2r20 − qhkk
=
√
1− 2m2
r0
− Ω2r20
(
1− 1
2
q
hkk
1− 2m2r0 − Ω2r20
)
(3.2)
with hkk = [h
R
µν(x)k
µkν ]1, and
Γ =
1√
1− 2m2r0 − Ω2r20
(
1 +
1
2
q
hkk
1− 2m2r0 − Ω2r20
)
.
(3.3)
The conditions ∂µg
R
kk = 0 for geodesic motion imply
Ω =
√
m2
r30
(
1− q r0
4m2
[∂rh
R
kk]1
)
, (3.4)
[∂φ¯h
R
kk]1 = 0 . (3.5)
Eq. (3.4) [9] allows one to trade the gauge-dependent
radius r0 for the gauge-invariant dimensionless frequency
parameter
y = (m2Ω)
2/3 . (3.6)
Namely, we have
r0 =
m2
y
− q m
2
2
6y3
[∂rh
R
kk]1 ,
m2
r0
= y
(
1 + q
m2
6y2
[∂rh
R
kk]1
)
. (3.7)
By inserting Eq. (1.10) into Eq. (2.13), and using Eq.
(3.7) to trade r0 for y, we get the following explicit ex-
pression of |∇k|:
m2|∇k| = y3/2
√
1− 3y (1 + q δ(y) +O(q2)) , (3.8)
6where
δ(y) = −1
2
(1− 2y)hrr − y
2(1− y)
2m22(1− 2y)
hφφ
− y
3/2
m2(1 − 2y)htφ −
y
2(1− 2y)(1− 3y)hkk
− 1
2
√
y
(∂φ¯hrk − ∂rhφk) . (3.9)
Here it is understood that all quantities are regularized
and evaluated for θ = π/2. The zeroth order term, equiv-
alent (in view of m2Ω = y
3/2) to
|∇k|(0) = Ω
√
1− 3y , (3.10)
is the well-known result for gyroscopic precession (with
respect to a rotating, polar-coordinate frame) in a
Schwarzschild background [43].
The quantity δ(y) measures the fractional 1SF correc-
tion to |∇k|. Note that the radial derivative ∂rhkk of hkk
does not appear in δ(y). Indeed, the contribution com-
ing from the replacement (3.7) has cancelled a similar
term that was present in the 1SF expansion of the ex-
act formula (2.13). We have checked that the expression
(3.9) is equivalent to the results given in Ref. [24]. We
have also explicitly checked that δ(y) is gauge-invariant.
More precisely, inserting in (3.9) the effects of an in-
finitesimal gauge variation [9], i.e. ∆hµν = −£ξgµν =
−∇µξν −∇νξµ, leads to: ∆htθ = ∆hrθ = ∆hθφ = 0 and
∆htt = f
′ξr + 2Ω∂φ¯ξt
∆htr = − 1
f
[−Ω∂φ¯ξr + f∂rξt − f ′ξt]
∆htφ = Ω∂φ¯ξφ − ∂φ¯ξt
∆hrr =
f ′
f2
ξr − 2
f
∂rξ
r
∆hrφ = −∂rξφ + 2
r
ξφ − 1
f
∂φ¯ξ
r
∆hθθ = −2rξr
∆hφφ = −2rξr − 2∂φ¯ξφ , (3.11)
where f(r) = 1 − 2m2/r. We found ∆δ = 0, under the
assumption that ξµ = ξµ(φ¯, r, θ). Evidently, this first or-
der gauge-invariance was expected as the exact function
|∇k|(Ω) is defined in a gauge-invariant way.
Note that the quantity of most physical interest is the
spin-orbit coupling (2.16), which reads, to first order in
q
m2Ω
SO
1 (y) = y
3/2 − y3/2
√
1− 3y(1 + q δ(y)) . (3.12)
Here the unperturbed value of the function ΩSO1 (y) is
given by
m2Ω
SO(0)
1 (y) = y
3/2 − y3/2
√
1− 3y , (3.13)
so that the 1SF correction to ΩSO1 (y) = Ω
SO(0)
1 (y) +
qΩ
SO(1SF)
1 (y)+O(q
2) is related to the notation δ(y) used
above via
m2Ω
SO(1SF)
1 (y) = − y3/2
√
1− 3y δ(y) . (3.14)
IV. ANALYTIC COMPUTATION OF δ(y) IN
THE REGGE-WHEELER-ZERILLI FORMALISM
As our aim is to compute the gauge-invariant quantity
δ(y), Eq. (3.9), we should be able to compute it in any
(asymptotically flat) gauge.
Similarly to our recent works [22, 33, 34] where we
analytically computed the zero-derivative-level, gauge-
invariant quantity hkk(y), we shall use the Regge-
Wheeler-Zerilli (RWZ) formalism and work in Regge-
Wheeler gauge. We refer to Refs. [22, 34] for technical
details, and elaborate here only the new issues that we
had to face.
As the RWZ perturbation hµν is decomposed, for
each multiple order (l,m), in even-parity and odd-parity
pieces, we can correspondingly decompose the multipolar
piece δ(l,m)(y) of δ(y), Eq. (3.9), (which is linear in hµν
and its first derivatives) as
δ(l,m)(y) = δ
(l,m)
(even)(y) + δ
(l,m)
(odd)(y) . (4.1)
In terms of the usual RWZ notation, and suppressing
the l,m indices, we find the following expressions for the
“bare” (i.e., unregularized) values of δ(even/odd)(y)
δbare(odd) =
[
− Ωr
(r − 3m2)h0 +
1
2Ωr
h′0
− im
2r
h1
]
dY
dθ
(π
2
, 0
)
δbare(even) =
[
− m2
2(r − 3m2)H0 −
im
2Ωr
H1 − 1
2
H2
+
(r − 4m2)
2(r − 3m2)K +
1
2
rK ′
]
Y
(π
2
, 0
)
. (4.2)
As in our previous work, we used results of the RWZ
literature [31, 44–46] to express the metric perturbation
h
(l,m)
µν , with frequency ω = mΩ, in terms of radial func-
tions R
(even/odd)
lmω (r) satisfying the simple Regge-Wheeler
equation
L(r)(RW)[R
(even/odd)
lmω (r)] = S
(even/odd)
lmω (r) (4.3)
where
L(r)(RW) =
d2
dr2∗
+ ω2 −
(
1− 2m2
r
)(
l(l+ 1)
r2
− 6m2
r3
)
,
(4.4)
with dr∗ = dr/f(r) and f(r) = 1 − 2m2r . Here, the odd-
parity source is a combination of δ(r− r0) and δ′(r− r0),
while the even-parity one is a combination of δ(r − r0),
δ′(r − r0) and δ′′(r − r0). The inhomogeneous radial
equations are solved, as usual, by means of a suitable
radial Green function G(r, r′):
R
(even/odd)
lmω (r) =
∫
dr′G(r, r′)f(r′)−1S(even/odd)lmω (r
′) .
(4.5)
7Note that the distributional nature of the radial source
functions (notably S
(even)
lmω (r) ∋ δ′′(r − r0)) implies the
presence of a correspondingly discontinuous (or even dis-
tributional) terms in the solution R
(even/odd)
lmω (r) as r
crosses the radial location r0 of the source (i.e., the or-
biting small mass m1).
In the case of the less singular h
(l,m)
kk (x
λ) we had found
that, in Regge-Wheeler gauge, h
(l,m)
kk (r) was continuous
across r0, i.e. that the two limits r → r+0 and r → r−0
(keeping θ and φ to the values corresponding to the con-
sidered instantaneous position of particle 1, say t = t1,
θ = π/2 and φ = Ωt1) did coincide. As we are now con-
sidering a more singular quantity, involving first deriva-
tives of hµν(x
λ), we cannot expect to have such a sim-
ple behaviour. However, similarly to the evaluations of
the (gauge-dependent) gravitational self-force [3, 28, 29]
∝ Γλµνuµuν ∼ ∂λhµν , we expect that taking the aver-
age over the two radial limits (r+0 and r
−
0 ) will eliminate
the worst singularity (due to ∂µρ
−1 where ρ denotes the
distance between the field point and the world line) and
will leave only a milder singularity, corresponding to a
milder growth with the multipolar order l. This is in-
deed what we found: while the “jump” δ+lm− δ−lm (where
δ±lm = limr→r±
0
δlm(r)) grows (after summing over the
“magnetic” number m) proportionally to 2l + 1, the av-
eraged δ (where we sum over the even and odd contribu-
tions, as well as over m)
〈δl〉 =
l∑
m=−l
1
2
(δ+lm + δ
−
lm) (4.6)
was found to have a limit, say 〈δ∞〉, as l →∞.
In keeping with standard GSF results on mode regu-
larization [28, 29], we can then compute the regularized
value of δ as
δR(y) =
∞∑
l=0
[〈δl(y)〉 − 〈δ∞〉] . (4.7)
Let us now give some details of our analytical evalua-
tion of 〈δl(y)〉, 〈δ∞〉 and δR(y). Our starting point is
the expression of the radial Green’s function entering the
solutions:
G(r, r′) =
1
W
[
X(in)(r)X(up)(r
′)H(r′ − r)
+ X(in)(r
′)X(up)(r)H(r − r′)
]
, (4.8)
where X(in/up)(r) are solutions of the homogeneous RW
equation, H(x) is the Heaviside step function and where
W denotes the (constant) Wronskian
W =
(
1− 2m2
r
)[
X(in)(r)
d
dr
X(up)(r)
− d
dr
X(in)(r)X(up)(r)
]
= constant . (4.9)
The physically relevant Green’s function here is the re-
tarded one, corresponding to an X(in) incoming from
r = +∞ (and purely ingoing on the horizon), and to
an X(up) upgoing from the horizon (and purely outgoing
at infinity). With this specification the solutions, Eq.
(4.5), of the inhomogeneous even-parity and odd-parity
Regge-Wheeler-Zerilli equations are unique.
The second step of our strategy consists in comput-
ing the explicit expressions of δ
±even/odd
lm in terms of the
radial solutions X(in) and X(up) of the Regge-Wheeler
homogeneous equation, Eqs. (4.2). For instance, for the
r = r−0 limit, we found (with
′ ≡ d/dr)
δ
−(odd)
lm =
8π
(l + 2)(l − 1)(l + 1)l
1
(1 − 2y)(1− 3y)3/2
(
A
(odd)
(in) X(in) +B
(odd)
(in) m2X
′
(in)
)(
yX(up) +m2X
′
(up)
)
(X(in)m2X
′
(up) −X(up)m2X ′(in))
∣∣∣∣dYlmdθ
∣∣∣∣
2
(4.10)
where [with the notation L = l(l+ 1), λ = (l − 1)(l + 2)/2, Λ = λ(λ+ 1)]
A
(odd)
(in) = y(32y
3 − 6y2L− 28y2 − 6m2y2 + 5yL+ 6y + 2ym2 − L)
B
(odd)
(in) = 2 (1− 2y)2 (1− 4y) , (4.11)
and
δ
−(even)
lm =
4π
Λ(Λ2 + 9m2y3)
(
A
(even)
(in) X(in) +B
(even)
(in) m2X
′
(in)
)(
A
(even)
(up) X(up) +B
(even)
(up) m2X
′
(up)
)
(1− 2y)2(1− 3y)3/2(X(in)m2X ′(up) −X(up)m2X ′(in))
|Ylm|2 (4.12)
8where
A
(even)
(in) = y(3m
2y − 12y3λ2 − 3m4y2 +m2λ2 + 11yλ2 − 6m2yλ2 + 26y2λ− 3m2yλ
−10y2λ3 − 8y2λ2 − 72y3λ− λ3 − 2λ2 +m2λ− 60y3 + yλ+ 7yλ3 + 9m4y3 + 24y2
+9m2y3λ− 48m2y4 + 48y4 + 48y4λ− 4y2m2λ+ 8y2m2λ2 − 21m2y2 + 51m2y3 − λ− 3y)
B
(even)
(in) = 3m
2y + 4y3λ2 +m2λ2 + 11yλ2 − 5m2yλ2 + 14y2λ− 5m2yλ− 6y2λ3 − 16y2λ2
−56y3λ− λ3 − 2λ2 +m2λ− 60y3 + 3yλ+ 5yλ3 + 24y2 − 48m2y4 + 48y4 + 48y4λ+ 6y2m2λ
+6y2m2λ2 − 24m2y2 + 60m2y3 − λ− 3y
A
(even)
(up) = y(−6y3 + 2λ2 − yλ3 − 4yλ− ym2λ− 6y3λ− 5yλ2 + 9y2λ+ λ3 − ym2λ2
−3m2y2 + 6m2y3 + 3y2 + λ+ 6y2λ2)
B
(even)
(up) = λ
2 − 6y3 + 3y2 + 7y2λ+ 4y2λ2 + λ− 3m2y2 + 6m2y3 − 4yλ− 6y3λ− 4yλ2 . (4.13)
The corresponding results for the outer limit r → r+0 are
given by similar expressions.
The third step of the method consists of breaking up
the analytical evaluation of 〈δl〉 into three parts: (i) the
non-radiative multipoles, 0 ≤ l ≤ 1; (ii) several of the low
radiative multipoles, 2 ≤ l ≤ lmax; and (iii) the generic,
higher radiative multipoles, l ≥ lmax + 1. For the part
(i), 0 ≤ l ≤ 1, we use the analytic results of Zerilli [47]
(see also [48]), except for the fact that they must be for-
mulated in an asymptotically flat gauge. Explicitly, we
have the following low-multipole metric perturbations.
For l = 0
htt =
2E˜1
r0
1− 2m2r
1− 2m2r0
H(r0 − r) + 2E˜1
r
H(r − r0)
hrr =
2E˜1
r
(
1− 2m2r
)2H(r − r0) , (4.14)
with
E˜1 =
1− 2m2r0√
1− 3m2r0
+O(q) =
1− 2y√
1− 3y +O(q) . (4.15)
For l = 1 (odd)
htφ = −2L˜1 sin2 θ
[
r2
r30
H(r0 − r) + 1
r
H(r − r0)
]
,(4.16)
with
L˜1 =
√
r0
m2(1− 3m2r0 )
+O(q) =
1√
y(1− 3y) +O(q) .
(4.17)
For l = 1 (even)
htt = −2E˜1 r0 − 2m2
r(r − 2m2)
(
1− r
3Ω2
m2
)
sin θ cos φ¯H(r0 − r)
htr = 6E˜1Ω
r(r0 − 2m2)
(r − 2m2)2 sin θ sin φ¯H(r0 − r)
hrr = −6E˜1 r(r0 − 2m2)
(r − 2m2)3 sin θ cos φ¯H(r0 − r) . (4.18)
The corresponding contributions to 〈δl〉 (without the sub-
traction 〈δ∞〉 that we shall discuss below) are obtained
by inserting the above results in the general Eq. (3.9).
In these particular cases, the right hand side of (3.9) sim-
plifies to
δl=0 = −1
2
(1 − 2y)hrr − y
2(1− 2y)(1− 3y)htt
δl=1 (odd) = − y
3/2
1− 2y
1
m2
htφ − y
5/2
(1 − 2y)(1− 3y)
1
m2
htφ
+
1
2
√
y
∂rhtφ
δl=1 (even) = −1
2
(1 − 2y)hrr − 1
2
√
y
m2∂φ¯hrt . (4.19)
After inserting the corresponding expressions of the met-
ric perturbations and taking the average between the
outer and the inner radial limits r → r±0 , the correspond-
ing results for 〈δl〉 read
〈δl=0〉 = − y(1− y)
2(1− 3y)3/2 ,
〈δl=1 odd〉 = − y(1− 7y)
2(1− 3y)3/2 ,
〈δl=1 even〉 = 0 . (4.20)
Note that the even l = 1 multipole gives no contribution,
and that the sum of all the (unregularized) low multipole
contributions reads
〈δ0≤l≤1〉 = − y(1− 4y)
(1− 3y)3/2 . (4.21)
For the intermediate radiative multipoles 2 ≤ l ≤ lmax
we used the results of Mano, Suzuki and Tagasugi (MST)
[25–27]. MST gave analytic expressions for X(in) and
X(up) in the form of series of hypergeometric functions.
We refer to our previous papers [22, 33, 34] for details
on the explicit implementation of the MST expansions.
As discussed there, one must choose the value of lmax
according to the PN accuracy that one is aiming at. In
9the present work, we aim at getting δ(y) up to the eight-
and-a-half PN accuracy 2, i.e., up to O(y17/2) included.
To reach this accuracy, we used the MST expansions up
to the multipole order lmax = 5 (see below). For generic,
higher multipoles l ≥ lmax+1 we used the PN-expanded
solutions forX(in) and X(up), following the method of our
previous works [22, 33, 34].
Before giving our final results, let us illustrate some of
the intermediate results we got by our analytic approach.
Let us first point out that, starting from the explicit ex-
pressions, Eqs. (4.10)-(4.12), of the δ
±(even/odd)
lm and us-
ing the equations satisfied by X(in) and X(up), we could
derive exact expressions for the jumps [δlm] = [δ
+
lm−δ−lm]
of δlm(r) across r0.
Explicitly, the (half) odd and even jumps are given by
1
2
[δ
(odd)
lm ] = −
4πy
(1− 2y)√1− 3y
[2− l(l + 1)](1− 2y) + 2m2y
l(l+ 1)(l − 1)(l + 2)
∣∣∣∣dYlmdθ
(π
2
, 0
)∣∣∣∣
2
1
2
[δ
(even)
lm ] =
2πy
(1− 2y)√1− 3y
(l(l + 1)− 2m2)[(y − 1)l(l + 1) + 2− 4y + 2m2y]
(l + 1)l(l− 1)(l + 2)
∣∣∣Ylm (π
2
, 0
)∣∣∣2 . (4.22)
Summing over m (using the same summation formulas
we used in previous works [46]) thus yields
1
2
[δ
(odd)
l ] = −(2l+ 1)
y(5y − 2)
4(1− 2y)√1− 3y ,
1
2
[δ
(even)
l ] = −(2l+ 1)
y2
4(1− 2y)√1− 3y ,
1
2
[δl] ≡ 1
2
[δ
(odd)
l + δ
(even)
l ]
= (2l+ 1)
y
√
1− 3y
2(1− 2y) . (4.23)
As announced above, these jumps are proportional to
(2l + 1) which is compatible with the GSF-like behavior
±A(l+1/2)+B+O(1/l2) [28, 29] expected for the large
l multipolar decomposition of a quantity containing first
derivatives of hµν .
As already mentioned, it is then convenient to elimi-
nate the leading order term ±A(l+1/2) by working with
the radial average 〈δl〉 ≡ 12 (δ+l + δ−l ). No closed-form an-
alytic expression can be given for 〈δl〉 ≡
∑
m〈δlm〉. We
can, however, either compute its PN expansion in powers
of y for any integer value of l by using MST-like expan-
sions or, for a generic, unspecified value of l (which can
even be considered as taking any real or complex value)
we can compute its PN expanded expression by using the
PN-expanded solutions of X(in) and X(up) [22, 33, 34].
Let us quote, for illustration, the 3PN (i.e., O(y3) accu-
rate) truncation of our high-PN-order results. We found
(after summing over m)
δ−l(odd) = −(l + 1)y −
(l + 1)(16l2 − 9l − 12)y2
4(−1 + 2l)(2l+ 3)
− (208l
7 + 179l6 − 1647l5 − 1346l4 + 2510l3 + 1767l2 − 471l+ 2160)y3
8l(−1 + 2l)(2l+ 3)(2l − 3)(2l+ 5)(l + 1) +O(y
4) ,
δ+l(odd) = δ
−
l(odd)|l→−l−1 ,
δ−l(even) =
(8l3 − l2 − 15l− 12)y2
4(−1 + 2l)(2l+ 3)
+
(224l7 + 298l6 − 1458l5 − 1219l4 + 2638l3 + 1161l2 − 1164l− 2160)y3
8l(−1 + 2l)(2l+ 3)(2l− 3)(2l + 5)(l + 1) +O(y
4) ,
δ+l(even) = δ
−
l(even)|l=−l−1 . (4.24)
2 This counting amounts to considering that the leading order PN
contribution to ΩSO
1
/Ω = 1 −
√
1− 3y(1 + q δ(y)) ≃ 3
2
y − qδ(y)
is of 1PN order, which is the usual PN counting for spin-orbit
effects.
Note the simple “symmetry” between δ−l and δ
+
l : the
outer limit δ+l is obtained from the inner one δ
−
l simply
by replacing l by −l − 1. In terms of l¯ ≡ l + 1/2 this
replacement reads l¯ → −l¯. It ensures that 〈δl〉 will end
up being an even function of l¯, expressible in terms of l¯2
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only. The explicit 3PN-accurate expressions of 〈δ(even)l 〉 and 〈δ(odd)l 〉 from the results above read
〈δ(odd)l (y)〉 = −
1
2
y +
(17l2 + 17l+ 6)y2
4(−1 + 2l)(2l+ 3)
+
3(366l6 + 1098l5 − 316l4 − 2462l3 − 905l2 + 509l− 1440)y3
16l(−1 + 2l)(2l+ 3)(2l − 3)(2l+ 5)(l + 1) +O(y
4)
〈δ(even)l (y)〉 = −
(13l2 + 13l+ 9)y2
4(−1 + 2l)(2l+ 3) −
3(162l6 − 247l4 − 1304l3 − 240l2 + 493l+ 486l5 + 720)y3
8l(−1 + 2l)(2l+ 3)(2l − 3)(2l+ 5)(l + 1) +O(y
4) . (4.25)
The total result 〈δl〉 = 〈δ(even)l 〉+ 〈δ(odd)l 〉 reads
〈δl(y)〉 = −1
2
y +
1
4
y2 +
3y3
16l(l+ 1)
×
(42l6 + 126l5 + 178l4 + 146l3 − 425l2 − 477l− 2880)
(2l − 1)(2l+ 3)(2l − 3)(5 + 2l)
+O(y4) . (4.26)
At this stage, let us point out one convenient tech-
nical feature of our approach. As exemplified on Eqs.
(4.25) and (4.26), our PN-expanded, generic-l approach
yields explicit analytic expressions for the l-dependence
of 〈δl(y)〉. In particular, we see on Eq. (4.26) that 〈δl(y)〉
admits a finite limit as l →∞, which can be easily read
off from Eq. (4.26), viz
〈δ∞(y)〉 = lim
l→∞
〈δl(y)〉
= −1
2
y +
1
4
y2 +
63
128
y3 +O(y4) . (4.27)
We can therefore regularize 〈δ∞(y)〉, according to Eq.
(4.7), without having to derive, in advance, the analytic
expression of the “B term” in the large-l expansion
δ±l (y) = ±
(
l +
1
2
)
A(y) +B(y) +O
(
1
l2
)
(4.28)
of δl, i.e., the constant term in the large-l expansion of
the radial average
〈δl(y)〉 = B(y) +O
(
1
l2
)
. (4.29)
From our high-PN-order results, we have so determined
the PN expansion of B(y) = 〈δ∞(y)〉 to the 8.5PN accu-
racy, namely
BPN(y) = 〈δ∞(y)〉PN
= −1
2
y +
1
4
y2 +
63
128
y3 +
995
1024
y4
+
63223
32768
y5 +
126849
32768
y6 +
1909935
262144
y7
+
709638057
67108864
y8 +O(y9) . (4.30)
Continuing the low-PN-order illustration of our method,
the B-subtracted value of 〈δ∞(y)〉 obtained from Eq.
(4.26) explicitly reads
〈δl(y)〉 − 〈δ∞(y)〉 =
3(3856l3 + 1928l4 − 2833l2 − 4761l− 23040)
128l(l+ 1)(−1 + 2l)(2l+ 3)(−3 + 2l)(5 + 2l)y
3
+O(y4) . (4.31)
The coefficient of y3 in this expression is easily seen to be
of order O
(
1
l2
)
as l→∞. As mentioned above, this term
(as well as the high order ones) is also invariant under the
symmetry l→ −l − 1, so that it could be expressed as a
rational function of l¯2 = (l + 1/2)2.
Finally, the PN-expanded regularized value δR(y) of δ
is obtained from its definition (4.7) as
δR(y) =
1∑
l=0
(〈δlZ(y)〉 −BPN(y))
+
5∑
l=2
(〈δlMST(y)〉 −BPN(y))
+
∞∑
l=6
(〈δlPN(y)〉 −BPN(y)) . (4.32)
Here, the first sum is the contribution of the low
multipoles that we derived above from the old results
of Zerilli, the second sum comes from using the MST
hypergeometric-expansion form of X(in) and X(up), while
the third sum comes from the PN-expanded form of
X(in) and X(up). As explained above, in all three sums,
the subtraction BPN(y) = 〈δ∞(y)〉 is obtained as a
PN-expansion, see Eq. (4.30), from our generic-l, PN-
expanded 〈δl(y)〉. From the general-l result (4.31) we
see that all the terms associated with dynamical mul-
tipoles l ≥ 2 will start contributing to δR(y) at or-
der O(y3). The contributions of order y and y2 can
only come from non-dynamical multipoles l = 0, 1. The
“bare” low multipole contribution (4.21) is equal to
〈δ0≤l≤1〉 = −y − 12y2 + O(y3). Subtracting from this∑1
l=0 B
PN = 2BPN = −y + 12y2 + O(y3), we see that
δR(y) = −y2 +O(y3).
Our final, 8.5PN-accurate result for δR(y) reads
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δR(y) = −y2 + 3
2
y3 +
69
8
y4 + (c5 + c
ln
5 ln y)y
5 + (c6 + c
ln
6 ln y)y
6 +
26536
1575
πy13/2
+(c7 + c
ln
7 ln y)y
7 +
670667
22050
πy15/2 + (c8 + c
ln
8 ln y + c
ln2
8 ln
2 y)y8
−3872542979
13097700
πy17/2 +Oln (y
9) , (4.33)
where
c5 =
53321
240
+
496
15
ln(2) + 16γ − 20471
1024
π2
cln5 = 8
c6 =
15462423
4480
− 357521
1024
π2 +
172
5
γ +
1436
105
ln(2) +
729
14
ln(3)
cln6 =
86
5
c7 = −30832
105
γ − 3344
21
ln(2) +
78544852143331829
5866372512000
− 40581
140
ln(3)− 512537515
393216
π2 +
1407987
524288
π4
cln7 = −
15416
105
c8 = −272898799212463348902641
16830740064378240000
− 1291394011
3638250
ln(2) +
96697099
141750
γ +
2364633
12320
ln(3)
+
9765625
28512
ln(5)− 869696
1575
ln(2)γ +
1344
5
ζ(3)− 58208
105
ln(2)2 − 3424
25
γ2 − 63475197004061
22295347200
π2
+
162286431837
335544320
π4
cln8 =
96697099
283500
− 434848
1575
ln(2)− 3424
25
γ
cln
2
8 = −
856
25
, (4.34)
and where Oln (y
9) denotes an error term O(y9(ln y)n)
for some unspecified (integer) power n. The logarith-
mic terms in δR(y) are linked to the back-scattered effect
of tails in the near-zone [11, 12, 49]. Inserting in the
general-l structure of radiation-reaction [50] the (tail-
related) hereditary modification of the near-zone reac-
tive multipole moments (which contain an extra factor
GM/c3), one finds that the l-th mass-type (i.e., even)
and spin-type (i.e., odd) multipoles both contribute to
Ω1/Ω (or δ
R) at order O(1/c2l+6), i.e., at the (l+ 3)-PN
level ∼ O(yl+3 ln y). [By contrast, the tail-related loga-
rithmic contributions to hkk(y) were of order O(y
l+3 ln y)
when coming from an even l-th reactive multipole and of
order O(yl+4 ln y) when coming from an odd l-th reactive
multipole; see discussion in Sec. IID of [34].]
At orders y5, y6 and y7, the logarithm of y and the
Euler constant γ always enter the results through the
combination ln y + 2γ. Similarly, expressing the coeffi-
cient of y8 in terms of ln y + 2γ makes the terms of the
form q1γ+ q2γ
2 (with rational coefficients q1 and q2) dis-
appear. As in our previous works [33, 34] the structure of
the logarithmic terms depend on the corresponding rele-
vant frequency ωm = mΩ with |m| ≤ l; e.g., the l = 2 tail
terms contribute ln 2 in c5; the l ≤ 3 tail terms contribute
ln 3 and ln 2 in c6; the l ≤ 4 tail terms yield ln 4 = 2 ln 2,
ln 3 and ln 2 in c7; etc. Note also the increase in tran-
scendentality of the coefficients cn as n increases, with
the remarkable first appearance of ζ(3) in c8.
V. COMPARISON TO THE NUMERICAL GSF
RESULTS OF DOLAN ET AL.
As already mentioned in the Introduction, Dolan et al.
[24] have recently numerically evaluated the first-order
GSF contribution to the dimensionless ratio between the
spin-precession frequency Ωprec and the orbital frequency
Ω:
ψ(y) ≡ Ωprec
Ω
= 1− |∇k|
Ω
. (5.1)
To linear order in q = m1/m2 (keeping y = (m2Ω)
3/2
fixed), ψ(y) reads
ψ(y) = 1−
√
1− 3y[1 + q δR(y) +O(q2)] , (5.2)
so that the 1SF piece δψ(y) in ψ(y) (such that ψ(y) =
ψ(0)(y) + q δψ(y) +O(q
2)) is related to our δR(y) via
δψ(y) = −
√
1− 3y δR(y) . (5.3)
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Actually, δψDolan = q δψhere. [Beware that Ref. [24]
denotes m2 as M and m1 as µ, which conflicts with
the normal PN/EOB notation M = m1 + m2, µ =
m1m2/(m1 +m2) used here.]
Inserting our 8.5PN-accurate result for δR(y) in Eq.
(5.3), and re-expanding in powers of y, yields
δψ8.5(y) = y2 − 3y3 − 15
2
y4 +
(
−6277
30
− 496
15
ln(2)− 8 ln(y)− 16γ + 20471
1024
π2
)
y5
+
(
−87055
28
+
653629
2048
π2 − 52
5
γ − 26
5
ln(y) +
3772
105
ln(2)− 729
14
ln(3)
)
y6 − 26536
1575
πy13/2
+
(
−728644658808461
91662070500
+
4556
21
ln(2) +
3814
21
ln(y) +
7628
21
γ +
297761947
393216
π2 +
12879
35
ln(3)− 1407987
524288
π4
)
y7
−113411
22050
πy15/2
+
(
340681718
1819125
ln(2)− 74909462
70875
γ +
10374481677311
22295347200
π2 − 199989
352
ln(3)− 160934764317
335544320
π4
+
869696
1575
ln(2)γ +
1333898219722000637053
32872539188238750
− 9765625
28512
ln(5)− 1344
5
ζ(3) +
58208
105
ln(2)2 +
3424
25
γ2
−37454731
70875
ln(y) +
856
25
ln(y)2 +
434848
1575
ln(y) ln(2) +
3424
25
γ ln(y)
)
y8
+
1179591206
3274425
πy17/2 +Oln (y
9) . (5.4)
The first two terms on the right hand side of Eq. (5.4),
namely the 3PN-accurate expressions y2−3y3 were previ-
ously obtained in Ref. [24] from published PN-expanded
spin-orbit results [32, 51–53]. [As we shall discuss below,
these first two terms can also be easily derived from the
EOB formulation of the previously known PN-expanded
spin-orbit interaction [54, 55].] All the further terms in
the PN expansion (5.4) are analytically derived here for
the first time. Among them, let us note that our an-
alytic results for the coefficient of y4, namely −15/2,
agrees with the suggestion made in Ref. [24] (from a
comparison to their numerical data) that “the next (yet
unknown) term at 4PN order is close to −15/2.”
In Fig. 1, we compare the successive terms in our an-
alytic PN expansion (5.4) of δψ(y) to the numerical re-
sults of [24]. It is interesting to note that, while the
3PN-accurate approximation δψ3PN(y) = y2− 3y3 is un-
able to reveal the global shape of δψ(y) (with a positive
maximum followed by a plunge towards negative values),
the higher-order PN approximants are able to qualita-
tively capture such a strong field behavior. In particular,
starting with the 4PN level, the successive PN approxi-
mants all suggest a change of sign of δψ(y) in the strong
field regime (around the last stable orbit, yLSO = 1/6).
More precisely, the successive PN approximants to δψ(y)
vanish at the values of y listed in Table I.
Fig. 1 shows that, at least up to y = 0.25, the suc-
cessive PN approximants seem to approach better and
better the numerical estimate δψnum(y). [See, however,
below for the y > 0.25 domain.] Though the convergence
looks monotonic on Fig. 1, the values of the zeros listed
in table I show that it is actually not monotonic. To
FIG. 1. The quantity δψ either from numerical relativity or
from PN theory is plotted as a function of y ∈ [0, 1/3[. The
boxes are the points taken from the numerical results of [24]
while the dotted curve corresponds to the fit (5.11). The
other curves are the PN approximants of order 2 ≤ n ≤ 8.5.
The curves are distinguishable from their values when y ≥ 0.2
where they are ordered from top to bottom as follows: 2PN,
3PN, 4PN, 6PN, 5PN, 6.5PN, 7PN, 7.5PN, 8.5PN, 8PN.
gauge the quality of the representation of δψnum(y) by
means of our highest PN approximant δψ8.5(y) we com-
pare in Table II the values of δψnum(y) and δψ8.5(y). In
particular, the fourth column lists the base-10 logarithm
of the difference |δψ8.5 − δψnum|. These (logarithmic)
differences should be compared with the corresponding
numerical errors (as estimated in [24]), which are listed
in the last column. Note that, for the first twelve val-
ues of y (i.e., y ≤ 135 ), the difference |δψ8.5 − δψnum|
is smaller than or comparable to the numerical error on
δψnum. In other words, for these values of y, the 8.5PN
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TABLE II.
y δψ8.5PN δψNR log |δψ8.5PN − δψNR| log |Err(δψNR)|
1
180
.3034264 10−4 .30342(3) 10−4 −9.1959229 −8.5
1
160
.3831860 10−4 .38318(1) 10−4 −9.2204210 −9.0
1
140
.4990751 10−4 .49910(2) 10−4 −8.6035044 −8.7
1
120
.6767194 10−4 .676719(3) 10−4 −10.4305158 −9.5
1
100
.9692429 10−4 .969242(6) 10−4 −10.051832 −9.2
1
90
.1192259 10−3 .119225(1) 10−3 −9.0437309 −9.0
1
80
.1502048 10−3 .150204(1) 10−3 −9.0962689 −9.0
1
70
.1950170 10−3 .1950169(3) 10−3 −10.1996486 −9.5
1
60
.2632957 10−3 .2632957(4) 10−3 −10.7909356 −9.40
1
50
.3747591 10−3 .3747588(3) 10−3 −9.4515689 −9.5
1
40
.5750522 10−3 .5750523(3) 10−3 −9.7102148 −9.5
1
35
.7410562 10−3 .7410563(1) 10−3 −10.1569346 −10.0
1
30
.9900314 10−3 .9900329(4) 10−3 −8.8098153 −9.4
1
25
.1386856 10−2 .13868631(3) 10−2 −8.1500391 −9.5
1
20
.2071464 10−2 .20715008(2) 10−2 −7.4396022 −9.7
1
18
.2488655 10−2 .24887335(2) 10−2 −7.1032185 −9.7
1
16
.3036526 10−2 .30367142(1) 10−2 −6.7262699 −10.0
1
14
.3765551 10−2 .37660516(1) 10−2 −6.3001721 −10.0
1
12
.4733235 10−2 .47347769(2) 10−2 −5.8120760 −9.7
1
10
.5932897 10−2 .59385649(3) 10−2 −5.2465400 −9.5
1
9
.6508814 10−2 .65220522(1) 10−2 −4.8781779 −10.0
1
8
.6792674 10−2 .68178260(4) 10−2 −4.5994355 −9.4
1
7
.6039472 10−2 .60923305(9) 10−2 −4.2768883 −9.0
1
6
.1810206 10−2 .18780855(8) 10−2 −4.1682628 −9.1
1
5
-.1537240 10−1 −.16055004(5) 10−1 −3.1658286 −8.3
1
4
−.9478438 10−1 −.11669057(3) −1.6594332 −7.5
TABLE I.
PN level zero of δψ(y)
4PN .2163331
5PN .1844183
6PN .1858805
6.5PN .1830276
7PN .1775745
7.5PN .1774588
8PN .1713716
8.5PN .1723855
Numerical (from fit (5.11)) .1725217
expression gives, by itself, an excellent fit to the numer-
ical data (with a reduced χ2 of order of unity). Note
also that, up to y = 15 , |δψ8.5 − δψnum| remains approx-
imatively smaller that 10−3, which is essentially indis-
tinguishable from zero on a plot such as Fig. 1. It is
only for the last (strong-field) point y = 1/4 that one
can notice a visible discrepancy between δψ8.5(y) and
δψnum(y). To check the correctness of the coefficients of
our PN expansion, we also evaluated the compatibility
between |δψ8.5 − δψnum| and the expected, PN remain-
der Oln (y
9). To do that we have computed the ratio
∆(y) = |δψ8.5(y) − δψnum(y)|/(3y)9 as a function of y.
Here, the conventional inclusion of the factor 39 in the
9PN level is done to eliminate the expected growth of
the nth PN coefficient with n (namely cn ∼ 3n, in view
of the pole behavior at the light-ring discussed below).
We did find that ∆(y) remained (for the y-values where
the numerical error on δψnum(y) is smaller than ∼ (3y)9)
of order of unity, with only a small variation probably
explainable by the expected presence of a logarithmic
dependence in the remainder term Oln (y
9).
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A striking feature of the shape of δψnum(y) is its plung-
ing behavior, towards negative values, for y ≥ 0.2. Let
us now show how this behavior can be understood es-
sentially analytically. Let us first recall that Akcay
et al. [19] have shown both analytically and numeri-
cally, that (barring special cancellations) all the compo-
nents (in Lorenz gauge) of the regularized metric hRµν(x
λ)
will blow up proportionally to (1 − 3y)−1/2 as one ap-
proaches the light-ring, r0 = 3m2, corresponding to
y = m2/r0 + O(q) =
1
3 + O(q). [This follows simply
from the fact that the distributional source T µν associ-
ated with the moving mass m1 contains a singular factor
(1−3y)−1/2 when y → 1/3.] Among the various terms of
the explicit expression (3.7) of δ(y) we notice that there
is the term
− 1
2
y
(1− 2y)(1− 3y)h
R
kk , (5.5)
which is the only one to contain a prefactor that is sin-
gular on the light-ring. The other terms contain the
product of regular prefactors with a component hRµν or
∂λh
R
µν . By the reasoning recalled above, the latter terms
are expected to blow-up at most ∝ (1−3y)−1/2 as r0 ap-
proaches the light-ring. This leaves the single term (5.5)
as the most singular contribution near y = 1/3, of order
(1 − 3y)−3/2. Ref. [19] studied the singular behavior of
the quantity hR,Luu = Γ
2hR,Lkk (where the extra superscript
L refers to the Lorenz gauge), and found that it behaved
as
hR,Luu (y) ≈ −
1
2
ζ(1 − 3y)−3/2 , (5.6)
with a numerical factor ζ ≈ 1. [More precisely, from Ta-
ble II in [19] we see ζ = 1.006(3).] Using Γ2 = 1/k2 =
(1− 3y)−1 +O(q) and the link given by Eq. (17) in [19]
between the Lorenz-gauge value of hRuu and its (gauge-
invariant) value in an asymptotically flat gauge, one eas-
ily derives that, in such a “flat” gauge (as used here)
hRkk(y) ≈
(
−ζ
2
+
2
9
)
(1 − 3y)−1/2 . (5.7)
Inserting this result in Eq. (5.5) predicts that the
leading-order singularity of δ(y) as y → 1/3 will be
δ(y) ≈ +1
4
(
ζ − 4
9
)
(1 − 3y)−1/2 . (5.8)
In turn, this behavior predicts that δψ(y) will blow-up
near the light-ring as
δψ(y) ≈ −1
4
(
ζ − 4
9
)
(1 − 3y)−1 . (5.9)
In other words, the results of [19], together with our ex-
plicit expression (3.7), predict the behavior (5.9) (i.e., a
pole-like plunge towards −∞), with a numerical coeffi-
cient
− 1
4
(
ζ − 4
9
)
≈ −0.1404(1) . (5.10)
This prediction is clearly qualitatively compatible with
the numerical results of [24]. It suggests ways of defining
global fits for the strong field behavior δψ(y) by a pri-
ori incorporating the pole-like behavior (5.9). We have
indeed found that one gets a rather good fit to the nu-
merical data ψnum(y) by fitting it to the following simple
form
ψfit(y) =
y2
1− 3y
(1− a0y)(1 + a1y + a2y2)
1 + b1y
. (5.11)
The prefactor y2(1 − 3y)−1 in Eq. (5.11) incorporates
the lowest PN information, as well as the existence of
a pole at y = 1/3. The factor (1 − a0y) incorporates
the existence of a zero in ψ(y). It is also natural to
incorporate the 3PN information that ψ3PN(y) = y2 −
3y3 +O(y4). This yields the constraint
b1 = 6 + a1 − a0 . (5.12)
Using the latter constraint, we have only three arbitrary
parameters to be fitted. By doing a simple (unweighted)
least-square fit we found a rather good fit to all existing
data with
a0 = 5.7963711 ,
a1 = −2.1239228 ,
a2 = 1.1418178 , (5.13)
and with b1 computed from Eq. (5.12). The unweighted
residual standard deviation of this fit is 0.51×10−6, while
its maximum absolute deviation from the numerical data
is 1.21×10−6. Such a fit is probably sufficiently accurate
for most practical uses. It is plotted in Fig. 1 both to
interpolate between numerical data points and to extrap-
olate them in the very strong-field domain 0.25 ≤ u ≤ 1.
Let us comment on the information that can be ex-
tracted from our fit (5.11)-(5.13). First, the fitted value
of a0 yields an accurate estimate of the radius r0 at which
δψ vanishes, namely r0 = 5.7963711m2. [This is close to
the value r0 ≈ 5.8m2 estimated in [24]]. Second, the fit
(5.11) implies that the coefficient of (1 − 3y)−1 in the
asymptotic behavior (5.9) of δψ(y) near the light-ring is
numerically equal to
lim
y→1/3
(1− 3y)δψfit(y) ≈ −.1205456 . (5.14)
Note that this is rather close to the value (5.10) predicted
from the results of Ref. [19]. Evidently, as the last nu-
merical data point is located at y = 1/4, we cannot ex-
pect to accurately reproduce the value (5.10) which used
a value of ζ extracted from data on hkk much closer to
the light-ring. It would be interesting to compute δψ(y)
for values of y close to 1/3, so as to investigate with more
accuracy the link (5.9).
VI. GYRO-GRAVITOMAGNETIC RATIOS AND
EFFECTIVE-ONE-BODY REFORMULATION
At linear order in both spins, the Hamiltonian of a
system of two spinning bodies reads (with a, b = 1, 2
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being body labels; and suppressing the superscript “can”
on the spin vectors)
H(xa,pa,Sa) = H(orb)(xa,pa)+HSO(xa,pa,Sa) , (6.1)
with
HSO(xa,pa,Sa) =
∑
a=1,2
Ωa(xb,pb) · Sa . (6.2)
We recall that the spin-orbit coupling coefficient
Ωa(xb,pb) (which coincides with the vectorial precession
frequency of Sa with respect to the time t used in the
Hamiltonian formulation) have been determined, within
PN theory, at increasing PN accuracies (up to the 3PN
level) in Refs [32, 51–53, 56–65]. When using PN theory,
one can determine the exact dependence of Ωa on the
two masses of the system, m1 and m2. Note that in this
respect it is enough to know Ω1 as a function of xa, pa
and ma because Ω2 is then obtained by exchanging the
two particle labels 1 and 2:
Ω2(x1,x2,p1,p2,m1,m2) = Ω1(x2,x1,p2,p1,m2,m1) .
(6.3)
When working in the center-of-mass frame (p1+p2 = 0)
one can express the Hamiltonian in terms of the relative-
motion canonical variables R = x1 −x2, P = p1 = −p2.
One then finds that
HSO =
G
c2R3
L · (gS1S1 + gS2S2) , (6.4)
where L = R × P, and where gS1 is a dimensionless
quantity which depends on GM/(c2R), P2/µ2, P 2R/µ
2,
m1 and m2 (with the symmetry property gS2(m1,m2) =
gS1(m2,m1). At lowest order in PN expansion the values
of these dimensionless coefficients are
gS1 = 2+
3
2
m2
m1
+O
(
1
c2
)
, gS2 = 2+
3
2
m1
m2
+O
(
1
c2
)
.
(6.5)
For many purposes, as the full Hamiltonian (6.1) is sym-
metric under the particle label exchange 1↔ 2, it is con-
venient to replace the individual “gyro-gravitomagnetic
ratios” gS1 and gS2 by two new 1-2-symmetric gyro-
gravitomagnetic ratios gS and gS∗ defined (following [66])
such that
HSO =
G
c2R3
L · (gSS+ gS∗S∗) , (6.6)
where S and S∗ are the following two basic symmetric
combinations of the spin vectors
S = S1 + S2 , S∗ =
m2
m1
S1 +
m1
m2
S2 , (6.7)
with inverse relations
S1 =
m1
m21 −m22
(m1S−m2S∗) ,
S2 = − m2
m21 −m22
(m2S−m1S∗) . (6.8)
Therefore,
gS1 = gS +
m2
m1
gS∗
gS2 = gS +
m1
m2
gS∗ , (6.9)
or, equivalently,
gS =
m21
m21 −m22
gS1 −
m22
m21 −m22
gS2
gS∗ = −
m1m2
m21 −m22
(gS1 − gS2) . (6.10)
Note that to lowest PN order the values of these “sym-
metric” gyro-gravitomagnetic ratios are
gS = 2 +O
(
1
c2
)
, gS∗ =
3
2
+O
(
1
c2
)
. (6.11)
A serious inconvenient of the gyro-gravitomagnetic ra-
tios gS and gS∗ is that they are gauge-dependent: they
depend on the choice of phase-space coordinates, and no-
tably on the choice of the radial coordinate R appearing
(cubed) as an overall factor in Eq. (6.6). This gauge
dependence is alleviated when reformulating the Hamil-
tonian H within the EOB formalism. In that formalism,
the Hamiltonian is first rewritten in terms of an auxiliary
“effective” Hamiltonian Heff , such that
H ≡Mc2
√
1 + 2ν
(
Heff
µc2
− 1
)
. (6.12)
This is equivalent to
Heff
µc2
=
H2 −m21c4 −m22c4
2m1m2c4
= 1 +
Hnr
µc2
+
1
2
ν
(
Hnr
µc2
)2
. (6.13)
where Hnr = H − (m1 + m2)c2 denotes the “non-
relativistic” part of the total Hamiltonian.
Note that Eq. (6.13) is exact (both in a PN sense and
in a GSF sense). At linear order in the spins, the re-
placement H = Horb + HSO in Eq. (6.13) yields, when
allowing also for a spin-dependent canonical transforma-
tion (with generating function Gs) between the original
phase-space coordinates and the EOB ones,
Heff(REOB,PEOB,S1,S2) = Horb(R
EOB,PEOB)
+HeffSO(R
EOB,PEOB,S1,S2) , (6.14)
with
HeffSO =
Hefforb
Mc2
(HSO + {Gs, Horb}) , (6.15)
so that the effective “gyro-gravitomagnetic” ratios geffS
and geffS∗ entering the effective Hamiltonian, i.e.,
HeffSO =
G
c2R3EOB
L · (geffS S+ geffS∗S∗) , (6.16)
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differ from the ratios gS and gS∗ entering Eq. (6.6) by
a common factor (Horb/(Mc
2))(REOB/R)
3, and by an
extra term involving the Poisson bracket {Gs, Horb}. The
effective gyro-gravitomagnetic ratios have PN expansions
of the form
geffS = 2 +
1
c2
g
(2)
S
(
P2, P 2R,
GM
R
; a0
)
+
1
c4
g
(4)
S
(
P2, P 2R,
GM
R
; a0, a1, a2, a3
)
+ . . .
geffS∗ =
3
2
+
1
c2
g
(2)
S∗
(
P2, P 2R,
GM
R
; b0
)
+
1
c4
g
(4)
S∗
(
P2, P 2R,
GM
R
; b0, b1, b2, b3
)
+ . . .(6.17)
where the an’s and bn’s are spin-gauge parameters related
to a remaining arbitrariness in the rotational state of the
frame with respect to which the spin components are
measured [54, 55, 66]. However, as pointed out in Ref.
[66], in the case of circular orbits all the gauge freedom
in geffS and g
eff
S∗ disappear, and the two “circular” gyro-
gravitomagnetic ratios geff,circS and g
eff,circ
S∗ become gauge-
independent functions of the gauge-independent variable
u = GM/(c2REOB). [Indeed, u is uniquely defined by
the gauge-fixing used in defining the orbital part of the
EOB Hamiltonian. See, e.g below for the unambiguous
link between u and other gauge-invariant quantities such
as |L| and Ω.]
The current (PN and GSF) knowledge of these func-
tions is
geff,circS = g
eff,circ
S(0) (u)−
5
8
νu−
(
51
4
ν +
1
8
ν2
)
u2
+νO(u3)
geff,circS∗ = g
eff,circ
S∗(0) (u)−
3
4
νu−
(
39
4
ν +
3
16
ν2
)
u2
+νO(u3) , (6.18)
where
geff,circS(0) (u) = 2 (6.19)
and [42]
geff,circS∗(0) (u) =
3
1 + 1√
1−3u
=
3
2
− 9
8
u− 27
16
u2 − . . . (6.20)
Here the quantities geff,circS(0) and g
eff,circ
S∗(0) denote the ex-
act test-mass limits (ν → 0) of the gyro-gravitomagnetic
ratios. Note that while gS
eff,circ
(0) (u) is a constant,
gS∗
eff,circ
(0) (u) is a function of u which decreases from the
infinite-separation value limu→0 gS∗
eff,circ
(0) (u) = 3/2 to
gS∗
eff,circ
(0) (1/3)=0 at the light-ring.
Using the above results, one can easily translate our
results on δ(y) into an improved knowledge of geff,circS∗ .
First, we note that when S2 = 0, and when S1 is sim-
ply taken to be parallel to the orbital angular momen-
tum L = R ×P, the spin-orbit interaction energy reads
(taking into account the vanishing of {Gs, Horb} along
circular orbits)
HSO = Ω1S1 (6.21)
= G
M
Horb
L
R3EOB
(
geff,circS (u) +
m2
m1
geff,circS∗ (u)
)
S1 .
Working with the dimensionless EOB variables u =
GM/(c2REOB), l = L/(GMµ), this yields
(m1 +m2)Ω1 =
l(u)u3√
1 + 2ν(Hˆeff(u)− 1)
×
(
νgeff,circS (u) +
m2
M
geff,circS∗ (u)
)
, (6.22)
where the EOB functions of u appearing on the right
hand side are explicitly given by
l(u) =
√
− A
′(u)
(u2A(u))′
Hˆeff(u) =
√
A(u)(1 + l2(u)u2)
=
A(u)√
A(u) + 12uA
′(u)
(6.23)
Note that the the right hand side of Eq. (6.22) is ex-
pressed as a function of u, while the left hand side is
known as a function of y = (m2Ω)
2/3, namely
(m1 +m2)Ω1(y) =
(
1 +
m1
m2
)
y3/2
[
1−
√
1− 3y
(
1 +
m1
m2
δR(y) + O
(
m1
m2
)2)]
. (6.24)
The link between u and y, or better, between u and
x = ((m1 +m2)Ω)
2/3 =
(
1 +
m1
m2
)2/3
y (6.25)
is provided by the EOB result [11]
x(u) = u
(
− 12A′(u)
1 + 2ν(Hˆcirceff (u)− 1)
)1/3
. (6.26)
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If we re-expressm2Ω1 as a function of x, we find, at linear
order in q,
m2Ω1(x) = x
3/2(1−√1− 3x)− qx3/2 ×[
1−√1− 3x(1− δR(x)) + x√
1− 3x
]
. (6.27)
Inserting the GSF expansion of the basic EOB radial
potential A(u; ν), i.e.,
A(u) = 1− 2u+ νa1SF(u) +O(ν2) (6.28)
and expanding all the above results in powers of q =
m1/m2 and/or of ν = q/(1 + q)
2, we easily see that the
zeroth order term in the GSF expansion of Eq. (6.22)
(i.e., the limit q → 0 on both sides) yields
geff,circS∗(0) (u) =
√
1− 3u1−
√
1− 3u
u
=
3
√
1− 3u
1 +
√
1− 3u
(6.29)
which is equivalent to Eq. (6.20). Note that, at
this zeroth order in q, the value of the S-type gyro-
gravitomagnetic ratio, geffS , did not matter.
At the first GSF order, i.e., when keeping terms linear
in ν or q, one sees from Eq. (6.18) that the knowledge
geffS = 2 + O(ν) will be enough to relate the 1SF contri-
bution to geffS∗ ,
geff,circS∗ (u) = g
eff,circ
S∗(0) (u) + νg
eff,circ
S∗1SF (u) +O(ν
2) (6.30)
to δ(y), or, equivalently to δψ(y) = −√1− 3y δ(y). We
find
gS∗1SF (u) =
1
Γ0
δψ(u)
u
+
3
2
Γ20
Γ0 + 1
a1SF(u)
+
1
4
(Γ0 − 2)a′1SF(u)
−1
3
(Γ0 − 1)
Γ0(Γ0 + 1)
(Γ20 + 8Γ0 − 2) , (6.31)
where we used the shorthand notation Γ0(u) ≡ (1 −
3u)−1/2. Note the presence of a factor 1/u in the coef-
ficient of δψ(u) which decreases the PN accuracy with
which we can compute g1SFS∗ (u). [Actually, δψ(u) =
u2−3u3+O(u4), so that δψ(u)/u = u−3u2+O(u3).] Sim-
ilarly, the presence of a derivative acting on a1SF(u) also
decreases the PN accuracy with which we can compute
g1SFS∗ (u). The last term in Eq. (6.31) can be rewritten in
terms of k0(u) ≡
√
1− 3u as
−1
3
(Γ0 − 1)
Γ0(Γ0 + 1)
(Γ20 + 8Γ0 − 2) =
−2
3
k0 + 4− 1
3k0
− 6
k0 + 1
. (6.32)
By inserting in Eq. (6.31) the PN expansion, Eq. (5.4),
of δψ(u) up to u8.5, together with the PN expansion of
a1SF(u) which was determined in Ref. [22] up to u
8.5, we
obtain [after PN re-expanding Γ0(u)] the following PN
expansion of g1SFS∗ (u) up to u
7.5
g1SFS∗ (u) = −
3
4
u− 39
4
u2 +
(
41
32
π2 − 7627
192
)
u3
+(gc4 + g
ln
4 lnu)u
4
+(gc5 + g
ln
5 lnu)u
5 − 93304
1575
πu11/2
+(gc6 + g
ln
6 lnu)u
6 +
4596019
12600
πu13/2
+(gc7 + g
ln
7 lnu+ g
ln2
7 ln
2 u)u7
+
118299749
2182950
πu15/2 , (6.33)
where
gc4 = −
1017
20
− 1456
15
ln 2− 48γ + 23663
2048
π2
gln4 = −24 (6.34)
gc5 = −
161160813
89600
+
70696
105
ln 2 +
9832
35
γ +
712905
4096
π2
−729
7
ln 3
gln5 =
4916
35
(6.35)
gc6 = −
29750077105462223
11732745024000
− 674904611
7077888
π2 +
480829
2835
γ
−2954531
2835
ln 2 +
315657
280
ln 3 +
16790137
1048576
π4
gln6 =
480829
5670
(6.36)
gc7 =
1167584
525
ln(2)2 +
(
−5587843424
779625
+
499904
225
γ
)
ln 2
−12227517
3080
ln 3− 1953125
3564
ln 5
+
4143031385722624236137377
53858368206010368000
−204902966117
335544320
π4 − 1088ζ(3)− 1830427308991
2229534720
π2
+
58208
105
γ2 − 903605468
121275
γ
gln7 = −
451802734
121275
+
58208
105
γ
gln
2
7 =
14552
105
. (6.37)
For convenience, the (approximated) numerical expres-
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sion of g1SFS∗ is also given below
g1SFS∗ (u) ≈ −.75u− 9.75u2 − 27.07852769u3
+(−24 lnu− 31.8024627)u4
+(140.4571429 lnu+ 433.5539014)u5
−186.1099435u11/2
+(84.80229277 lnu− 1302.962118)u6
+1145.938058u13/2
+(−4339.91599− 2635.437946 lnu
+138.5904762 ln2 u)u7
+170.2510925u15/2 . (6.38)
The first two terms of the latter expansion, namely
g1SFS∗ (u) = − 34u − 394 u2 + . . ., agree with the only previ-
ously known terms, which were exhibited in Eq. (6.18).
We note that the first three coefficients in the PN expan-
sion of g1SFS∗ (u) are negative, thereby continuing the trend
noticed in Ref. [32, 54] that the ν-dependent contribu-
tions to gS∗(u; ν) further reduce the value of gS∗(0)(u)
which was itself decreasing as u was increasing.
It is, however, interesting to note that this trend is
changed because of the behavior of the terms depend-
ing on a′1SF(u) in Eq. (6.31). First, the contribution
to g1SFS∗ (u) coming from δψ(u) is initially positive and
then becomes negative before plunging towards −∞ like
≈ − cψ√
1−3u where cψ ≈ 0.36 when u → 1/3. By con-
trast, one sees that, as u → 1/3, the dominant contri-
bution from the other terms is the one linked to a′1SF(u)
which behaves asymptotically as + ca′(1−3u)2 , with a pos-
itive constant ca′ = 3ζ/32 ≈ .094. [The behavior of
a1SF(u) ≈ ζ4√1−3u (where ζ ≈ 1) as the light-ring is ap-
proached was obtained in [19].] This asymptotic behavior
near the light-ring shows that g1SFS∗ (u) will change sign
near the light-ring to become positive.
By using our fitting function (5.11) for δψ(u) and the
fitting function of Ref. [19] for a1SF(u) we have analyzed
the behavior of g1SFS∗ (u), determining the location of the
zero at u ≈ .2833343. By using instead the numerical
relativity data points for δψ(u) and the fitting function
of Ref. [19] for a1SF(u) we have extracted a sequence
of “numerical” data points for g1SFS∗ (u). Finally, with
such informations, together with the beginning of the PN
expansion of g1SFS∗ (u), we have determined the following
fitting curve
g1SFS∗
fit(u) = −3u(1−A0u)(1 +A1u+A2u
2 +A3u
3)
4(1− 3u)2(1 +B1u2 +B2u3) .
(6.39)
with A0 = 3.5293991 = 1/.2833343 known from the posi-
tion of the zero of g1SFS∗ (u) and A1 = 7+A0 = 10.5293991
also known from the request that the series expansion of
g1SFS∗
fit(u) should start as − 34u− 394 u2+ . . .. The remain-
ing parameters, obtained by a standard fitting procedure,
are listed below:
A2 = 2.0797445 , A3 = −80.9910909 ,
B1 = 0.4689439 , B2 = −5.1432878 . (6.40)
FIG. 2. The quantity g1SFS∗ either exact from numerical rela-
tivity or approximated by using the data fits is plotted as a
function of u ∈ [0, 1/3]. The used data fits are obtained from
our model (5.11) for δψ, and from model #14 of Ref. [19] for
a1SF(y).
They are such that the maximum absolute deviation from
the numerical data is 5.25 10−5. The results are also
shown in Fig. 2.
In Fig. 3 we exhibit the ν-dependence of the full
function geff,circS∗ (u; ν) approximated as being the sum
of the test-mass limit gS∗(0)(u), Eq. (6.20), the 1SF-
contribution g1SFS∗
fit(u) computed by means of the fit
(6.39), and the only currently known contribution of or-
der ν2, namely the last term in Eq. (6.18): − 316ν2u2.
This function is plotted between u = 0 and u = 13 for
the values ν = [0, 0.05, 0.1, 0.15, 0.2, 0.25]. Note that be-
cause of the change of sign of g1SFS∗ (u) at u ≈ 0.283 the
various curves for geff,circS∗ (u; ν) approximately cross the
test-mass limit geff,circS∗(0) (u) around u ≈ 0.283 before in-
creasing in a divergent manner near the light-ring. As
discussed in Refs. [19, 67], the contribution of higher
powers of ν may significantly affect the exact behavior
near the light-ring. We leave to future work a discussion
of this issue.
Finally, let us also quote the expression of geff,circS∗ as a
function of the symmetric, dimensionless frequency pa-
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FIG. 3. The full function geff,circS∗ (u; ν) is plotted as a function
of u, for selected values of ν = [0, 0.05, 0.1, 0.15, 0.2, 0.25].
rameter x, Eq. (6.25)
geff,circS∗ (x) =
3
2
+
(
−9
8
− 3
4
ν
)
x+
(
−27
16
− 75
8
ν
)
x2
+
[
−405
128
+
(
−7681
192
+
41
32
π2
)
ν
]
x3
+(q4 + q
ln
4 lnx)x
4 + (q5 + q
ln
5 lnx)x
5
−93304
1575
πνx11/2
+(q6 + q
ln
6 lnx)x
6
+
4195411
12600
πνx13/2
+(q7 + q
ln
7 lnx+ q
ln2
7 ln
2 x)x7
+
5410915721
34927200
πνx15/2 , (6.41)
where
q4 = −1456
15
ν ln 2− 1701
256
+
(
−49069
640
+
25631
2048
π2 − 48γ
)
ν
qln4 = −24ν , (6.42)
q5 = −15309
1024
+
(
65656
105
ln(2)− 729
7
ln(3)
−162724753
89600
+
1415301
8192
π2 +
8992
35
γ
)
ν
qln5 =
4496
35
ν , (6.43)
q6 = −72171
2048
+
(
−479758
567
ln 2 +
152361
140
ln 3
−1344552995
7077888
π2 +
702202
2835
γ +
16790137
1048576
π4
−42486972973176751
23465490048000
)
ν
qln6 =
351101
2835
ν , (6.44)
q7 = −2814669
32768
+
(
−10458915881
1455300
γ − 21925633271
3118500
ln 2
−1088ζ(3)− 45020853
12320
ln 3− 1953125
3564
ln 5
+
58208
105
γ2 +
1167584
525
ln2 2
−200197499477
335544320
π4 − 13873084533949
8918138880
π2
+
499904
225
γ ln 2 +
4364959541591800745880367
53858368206010368000
)
ν
qln7 =
(
−10458915881
2910600
+
249952
225
ln 2 +
58208
105
γ
)
ν
qln
2
7 =
14552
105
ν . (6.45)
Let us finally note that Eq. (6.27) above yields, when
re-expanded in powers of x, the PN expansion of the
function m2Ω1(x).
VII. SUMMARY AND CONCLUDING
REMARKS
We have indicated how Detweiler’s redshift function
|k|(Ω) could be extended into an infinite hierarchy of
gauge-invariant functions associated with circular orbits.
Here, we focussed on the unique, one-derivative gen-
eralization of |k|(Ω), namely the function |∇k|(Ω) ≡√
1
2∇µkν∇µkν . After discussing (in agreement with
Ref. [24]) both the kinematical (spin precession) and
dynamical (spin-orbit coupling) significance of the func-
tion |∇k|(Ω), we obtained a simple explicit expression
for |∇k| in terms of the covariant components g(2+1)µν
of the equatorial reduction of the (regularized) metric,
namely Eq. (2.13). By expanding the latter expres-
sion to first order in the mass ratio q = m1/m2 ≪ 1,
we derived an expression for the (gauge-invariant) O(q)
piece, qδ(y), Eq. (3.8), in |∇k|/Ω (where y = (m2Ω)2/3),
in terms of the O(q) piece, qhµν , of the two-body met-
ric, see Eq. (3.9). Using Regge-Wheeler-Zerilli-Mano-
Susuki-Takasugi black hole perturbation technology, to-
gether with Barack-Ori-Hikida-Nakano-Sasakimode-sum
regularization, we succeded in analytically computing
the post-Newtonian expansion of δR(y), and δψ(y) =
−√1− 3yδR(y) up to the 8.5PN order, i.e., up to O(y8.5)
included, Eq. (4.33). We then compared our analytic
result to a recent numerical computation of δψ(y) by
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Dolan et al. [24]. We found that the successive PN ap-
proximants to δψ(y) exhibit a rather satisfactory “con-
vergence” towards the numerical data, and allow one to
capture its most apparent strong-field features (a change
of sign around y ≈ 0.17, followed by a fast decrease
towards negative values; see Fig. 1). By using re-
sults on the light-ring singular behavior of hRµν (in the
Lorenz gauge) [19], we argued that δψ(y) will diverge as
δψ(y) ≈ −0.14/(1 − 3y), Eqs. (5.9) and (5.10), as par-
ticle 1 approaches the light-ring (r0 → 3m2, y → 1/3).
It would be interesting to check this prediction numer-
ically. We provided a simple, accurate global fit of the
1SF spin precession δψ(y) incorporating this pole-like be-
havior, together with the 3PN-level knowledge of δψ(y),
see Eq. (5.11).
We transcribed our kinematical spin-precession results
(i.e., the higher order PN expansions of δ(y) and δψ(y)),
into a corresponding, high-order PN expansion of the sec-
ond effective gyro-gravitomagnetic ratio geffS∗(u) entering
the spin-orbit part of the effective EOB Hamiltonian,
see Eqs. (6.15), (6.17), (6.18). Here, S∗ refers to the
second, basic symmetric combination, Eq. (6.7), of the
two spins S1 and S2, and u denotes the gauge-invariant
EOB gravitational potential u = GM/(c2REOB) (with
M = m1 +m2). [The function g
eff
S∗
(u) is gauge-invariant
and refers to a sequence of circular motions.] We
showed (see Eq. (6.31)) that the O(ν) piece (where
ν = m1m2/(m1 + m2)
2), νgeffS∗1SF(u), of g
eff
S∗
(u) can be
expressed as a linear combination of δψ(u)/u, a1SF(u)
and a′1SF(u), where νa1SF(u) denotes the O(ν) piece in
the basic, symmetric EOB radial potential A(u; ν) =
1 − 2u+ νa1SF(u) + O(ν2). By combining our global fit
for δψ(u) with a previously obtained global fit for a1SF(u)
[19], we obtained a global representation of the strong-
field behavior of geffS∗1SF(u), See Fig. 2. We also provided
a simple, analytic fit for geffS∗1SF(u), Eq. (6.39). A re-
markable prediction of the global, strong-field knowledge
of geffS∗1SF(u) brought by our results, is that, while the
δψ(u)/u contribution to geffS∗1SF(u) would suggest, when
considered by itself, a simple-pole plunge of geffS∗1SF(u)
towards −∞ (∝ −(1 − 3u)−1) as one approaches the
light-ring (u→ 1/3), we found that the contributions de-
pending on a1SF(u), and especially a
′
1SF(u), counterbal-
ance this downwards plunge, and turn it into a stronger
upward singular behavior near the light-ring of the form
geffS∗1SF(u) ≈ +0.094/(1−3u)2. As a consequence, we pre-
dict that geffS∗1SF(u) (which is negative in the weak-field
domain u ≪ 1), will change its sign near u ≈ 0.28, to
become positive as u→ 1/3; see Fig. 2. As the negative
sign of the currently known PN expansion of geffS∗1SF(u)
has played an important role in the various studies of the
binding energy of spinning binaries [66, 68], our finding
of such a strong-field sign change of geffS∗1SF(u) might have
important consequences for improving the current EOB-
based modeling of the coalescence of spinning binaries
[69, 70].
Let us finally note that our work opens new research
avenues, both for numerical GSF studies and for an-
alytical ones. We already mentioned the importance
of checking numerically the singular behavior of δψ(y)
near the light-ring. It would be quite useful (in view of
the EOB based modeling of coalescing binary neutron
stars [38, 39, 71, 72]) to numerically compute the two-
derivative gauge-invariant functions mentioned in the In-
troduction, and notably the 1SF piece of the electric-
quadrupole tidal invariant E2(Ω). We intend to apply
our analytic approach to a computation of the PN expan-
sion of the latter function. GSF computations of other
gauge-invariant functions (involving higher derivatives of
k, and/or of the curvature) might also provide impor-
tant information, especially if performed in presence of a
nonzero spin S2 of the large mass m2. [Note that, from
the point of view of PN regularization theory (using di-
mensional continuation) [40, 73, 74] the gauge-invariant
functions |k|(Ω), |∇k|(Ω), E2(Ω), . . . are defined to all
orders in the mass ratio: see Refs. [10, 39, 52].] Clearly,
there are here many possibilities for fruitful synergies be-
tween PN theory, GSF theory and EOB theory.
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