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We explore the stability of a recently found class of spinning dielectric M2-branes in the 11-
dimensional maximally supersymmetric plane-wave background. We find two small windows
of instabilities in the dipole (j = 1) and quadrupole (j = 2) sector of linear multipole
perturbations.
1. INTRODUCTION
There is strong evidence [1] that matrix theory [2, 3]
provides a valid description of the chaotic and non-
local dynamics of the microscopic degrees of freedom
that are present on the horizons of black holes. Su-
perfast propagation and mixing of information (fast
scrambling) [1, 4] are expected to be emergent fea-
tures of quantum matrix models that are known to
reduce to M2-branes in the continuum limit [5, 6].
In a recent letter [7], we identified and studied a
class of ellipsoidal membranes that spin inside the 11-
dimensional maximally supersymmetric plane-wave
background [8, 9]:
ds2 = −2dx+dx− +
3∑
i=1
dxidxi +
6∑
k=1
dykdyk−
−
[
µ2
9
3∑
i=1
xixi +
µ2
36
6∑
k=1
ykyk
]
dx+dx+ (1.1)
F123+ = µ. (1.2)
The equations of motion of a membrane in the above
background read, in the light-cone gauge (x+ ≡ τ):
x¨i ={{xi, xk} , xk}+ {{xi, yk} , yk} − µ
2
9
xi+
+
µ
2
ikl {xk, xl} , i = 1, 2, 3 (1.3)
y¨i ={{yi, yk} , yk}+ {{yi, xk} , xk} − µ
2
36
yi,
i = 1, . . . , 6. (1.4)
The corresponding Gauss-law constraint is given by
{x˙i, xi}+ {y˙k, yk} = 0. (1.5)
A large number of solutions of the BMN matrix
model is known at both finite and large values of the
∗ axenides@inp.demokritos.gr
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‡ glinard@inp.demokritos.gr
matrix dimensionality N . See [10–14] for BPS solu-
tions of various topologies and [15–18] for other ro-
tating (non-BPS) solutions.
The membrane solutions that we proposed in [7] are
very simple. The first one lives exclusively in SO(3):
xi = µuiei, i = 1, 2, 3, yk = 0, k = 1, . . . 6, (1.6)
while the second one has nonzero components in both
counterparts of SO(3)× SO(6):1
xi = u˜i (τ) ei, yk = v˜k (τ) ek, (1.7)
yk+3 = w˜k (τ) ek, i, k = 1, 2, 3, (1.8)
where
u˜i = µu (t) , v˜k = µv (t) cos (ωt+ ϕk) (1.9)
w˜k = µv (t) sin (ωt+ ϕk) (1.10)
and the three coordinates of the unit sphere,
(e1, e2, e3) = (cosφ sin θ, sinφ sin θ, cos θ)
φ ∈ [0, 2pi), θ ∈ [0, pi] (1.11)
satisfy the so (3) Poisson bracket algebra and are or-
thonormal:
{ea, eb} = abc ec,
∫
ea eb d
2σ =
4pi
3
δab. (1.12)
The effective potential that arises from the SO(3)
ansatz (1.6) is the generalized 3d He´non-Heiles po-
tential [21]. It has exactly nine critical points:
u0 = 0, u1/6 =
1
6
(1, 1, 1) , u1/3 =
1
3
(1, 1, 1) , (1.13)
where the remaining six extrema can be obtained
from u1/6 and u1/3 by flipping the signs of exactly two
of their coordinates. The discrete symmetry group of
1 This solution is similar to the one that was introduced in [19]
in the context of D0-brane matrix mechanics. In turn, the
latter was largely inspired by [20].
ar
X
iv
:1
71
2.
06
54
4v
2 
 [h
ep
-th
]  
30
 Ju
n 2
01
8
2the nine extrema is the tetrahedral group Td. This
discrete symmetry can be extended to the full equa-
tions of motion (1.3)–(1.5) by applying separate re-
flections to each coordinate xi → ixi, where i = ±1.
The flux term leads to the constraint 123 = 1.
Now we showed in [7] that u0 (the collapsed point-
like membrane) and u1/3 (the Myers dielectric sphere)
are radially stable local minima, whereas u1/6 is a ra-
dially unstable saddle point.
For u ≡ u1 = u2 = u3, (1.6) leads to a double-
well potential. The corresponding solutions can be
expressed in terms of the Jacobian elliptic functions:
u (t) =
1
6
±
√
1
62
+
√
E·
·cn
[√
2
√
E · t
∣∣∣∣∣12
(
1 +
1
36
√E
)]
, (1.14)
where E ≡ E/(2piTµ4) and T is the brane tension.
On the other hand, the effective potential that
arises from (1.7)–(1.10) always possesses a continu-
ous set of critical points (u0, v0) inside the interval:
1
6
≤ u0 ≤ 1
3
& 0 ≤ v0 ≤ 1
12
, (1.15)
where
v20 =
(
u0 − 1
6
)(
1
3
− u0
)
, ω2 = u0 − 1
12
. (1.16)
It can be shown that the energy and the angular mo-
mentum (`2 ≡ ωv20) of the solutions (1.7)–(1.10) are
bounded from above by their values at ucrit. The ex-
trema (u0, v0) are radially stable inside the interval:
ucrit ≤ u0 ≤ 1
3
, ucrit =
1
60
(
11 +
√
21
)
(1.17)
and (radially) unstable outside of it.
The purpose of the present letter is to examine the
stability of the two configurations (1.6) and (1.7)–
(1.10) under linearized multipole perturbations. This
is carried out in the following section 2. For simplicity
we focus exclusively on the bosonic sector. Section 3
contains a brief discussion of our results.
2. STABILITY ANALYSIS
2.1. SO(3) Sector
As a warm-up, we examine the multipole stability of
the SO(3) solution (1.6). Our analysis parallels the
one for the BMN matrix model in [6], but our perspec-
tive is completely different. For the most part we will
be following a method that was introduced in [22, 23]
for the stability of membranes in flat backgrounds.
Consider the following set of linearized perturba-
tions around the classical solution (1.6):
xi = x
0
i + δxi, i = 1, 2, 3 (2.1)
yk = δyk, k = 1, . . . 6, (2.2)
where the (static) solutions x0i = µu0ei (i = 1, 2, 3)
are constructed from the spherically symmetric ex-
trema u0 ≡ u01 = u02 = u03 in (1.13). Plugging (2.1)–
(2.2) into the equations of motion (1.3)–(1.4) we get:
δx¨i =
{{
δxi, x
0
k
}
, x0k
}
+
{{
x0i , δxk
}
, x0k
}
+
+
{{
x0i , x
0
k
}
, δxk
}− µ2
9
δxi + µikl
{
δxk, x
0
l
}
(2.3)
δy¨i =
{{
δyi, x
0
k
}
, x0k
}− µ2
36
δyi, (2.4)
while the linearized Gauss constraint (1.5) becomes:{
δx˙i, x
0
i
}
= 0, (2.5)
since x˙0i = y
0
i = y˙
0
i = 0. It can be proven that if
(2.5) is satisfied at τ = 0, the perturbation equations
(2.3)–(2.4) guarantee its validity at all times. We will
return to this point at the end of the subsection.
Next, we expand δx and δy in spherical harmonics:
δxi = µ ·
∞∑
j=1
j∑
m=−j
ηjmi (τ)Yjm (θ, φ) (2.6)
δyk = µ ·
∞∑
j=1
j∑
m=−j
θjmk (τ)Yjm (θ, φ) , (2.7)
where again i = 1, 2, 3 and k = 1, . . . , 6. We use the
following property of spherical harmonics:
{ei, Yjm (θ, φ)} = −iJˆiYjm (θ, φ) , (2.8)
where Jˆi is the angular momentum operator in spher-
ical coordinates. In matrix form (2.8) is written as:
{ei, Yjm (θ, φ)} = −i
∑
m′
(Ji)m′m Yjm′ (θ, φ) , (2.9)
where (Ji)mm′ furnish a 2j + 1 dimensional matrix
representation of su (2). Using (2.8)–(2.9) we can
show that the fluctuation modes ηi and θi satisfy the
following 2j + 1 dimensional equations of motion:
η¨i + ω
2
3ηi = u
2
0 Tikηk + u0Qikηk (2.10)
θ¨i + ω
2
6θi = 0, (2.11)
where we have switched to dimensionless time t ≡
µτ , have omitted the indices j,m and have used the
following definitions:
ω23 ≡ u20j (j + 1) +
1
9
, ω26 ≡ u20j (j + 1) +
1
36
(2.12)
Tik ≡ JiJk − 2iiklJl, Qik ≡ iiklJl. (2.13)
3(2.10)–(2.11) can be written in compact form as
H¨ +
(
ω23I − u20T − u0Q
) ·H = 0 (2.14)
Θ¨ + ω26Θ = 0, (2.15)
where H ≡ (ηi), Θ ≡ (θi), I ≡ (δik) Q ≡ (Qik) and
T ≡ (Tik). By setting[
H
Θ
]
= eiλt
[
ξ1
ξ2
]
, (2.16)
we are led to the following eigenvalue problem:[(−λ2 + ω23) I − u20 T − u0Q] · ξ1 = 0 (2.17)(−λ2 + ω26) · ξ2 = 0. (2.18)
In order to solve (2.17)–(2.18) we introduce the pro-
jection operators:
P ≡ 1
j (j + 1)
JiJk (2.19)
R± ≡ 1
2j + 1
[1
2
(2j + 1∓ 1) (I − P )± (I −Q)
]
, (2.20)
which are orthonormal and form a complete set:
I = P +R+ +R− . (2.21)
The projection operators P , R± can be used to ex-
press the matrices T and Q as follows:
T = [j (j + 1)− 2]P + 2jR+ − 2 (j + 1)R− (2.22)
Q = P − jR+ + (j + 1)R− . (2.23)
The eigenvalues λ are found by solving (2.17)–(2.18):
(
ω23 − λ2
)
ξ1 =
[ (
u20 [j (j + 1)− 2] + u0
)
P+
ju0 (2u0 − 1)R+ − (j + 1)u0 (2u0 − 1)R−
]
ξ1, (2.24)
which leads to
λ2P = 2(u0 −
1
3
)(u0 − 1
6
) (2.25)
λ2+ = j (j − 1)u20 + ju0 +
1
9
(2.26)
λ2− = (j + 1) (j + 2)u
2
0 − (j + 1)u0 +
1
9
(2.27)
λ2θ = u
2
0j (j + 1) +
1
36
. (2.28)
The multiplicities of equations (2.25)–(2.27) are equal
to the dimensionalities of the corresponding projec-
tors P , R+, R−, i.e. dP = 2j + 1, d+ = 2j + 3,
d− = 2j − 1. The degeneracy of the decoupled θ-
oscillators in (2.28) is equal to 6 (2j + 1). In total
there are 18 (2j + 1) eigenvalues. For each of the crit-
ical points in (1.13) (u0 = 0, 1/6, 1/3) we find:
u0 : λ
2
P = λ
2
± =
1
9
, λ2θ =
1
36
(2.29)
u1/6 : λ
2
P = 0, λ
2
+ =
1
36
(j + 1) (j + 4) (2.30)
λ2− =
j (j − 3)
36
, λ2θ =
1
36
(
j2 + j + 1
)
(2.31)
u1/3 : λ
2
P = 0, λ
2
+ =
1
36
(j + 1)
2
(2.32)
λ2− =
j2
9
, λ2θ =
1
36
(2j + 1)
2
. (2.33)
We observe that the critical point u0 (the point-like
membrane) is stable, u1/3 has a zero mode of degen-
eracy 2dP in the P -sector for j = 1, 2, . . . along with
its stable eigenvalues in the remaining sectors. The
critical point u1/6 has one 2dP degenerate zero mode
for every j and one 10-fold degenerate zero mode for
j = 3. It is unstable for j = 1 (2-fold degenerate) and
j = 2 (6-fold degenerate) in the R− sector. These
instabilities correspond to the top of the double-well
potential which is radially a saddle point.
As we mentioned in the introduction, the tetrahe-
dral symmetry of the SO(3) extrema can be extended
to the full Hamiltonian of the membrane. This im-
plies that the tetrahedral images of the critical points
u1/3 and u1/6 will have the same spectra under the
multipole perturbations (2.1)–(2.2), (2.6)–(2.7).
To prove the validity of the Gauss law (2.5), we in-
sert x0i = µu0ei and δxi(0) from (2.6) into (2.5), and
use the property (2.9) to get at t = 0:
∑
m
3∑
i=1
(Ji)m′m η˙
jm
i (0) = 0. (2.34)
This system always has a solution which can be ex-
pressed as a linear combination of the eigenvectors ξ1
and ξ2. Therefore the Gauss-law constraint (2.5) will
be satisfied at t = 0 and, according to what we have
said before, it will also be satisfied at all times.
Our results are in agreement with those of [6]. How-
ever our method has significant advantages which will
turn up in the following section, where we examine
the multipole stability of the much more complicated
SO(3)× SO(6) solution (1.7)–(1.10).
2.2. SO(3)× SO(6) Sector
To treat the SO(3)×SO(6) solution (1.7)–(1.10), let
us insert the following linear perturbations
xi = x
0
i + δxi, i = 1, 2, 3 (2.35)
yi = y
0
i + δyi, i = 1, . . . , 6, (2.36)
into the equations of motion (1.3)–(1.4) and the
Gauss law (1.5). The fluctuation equations become:
δx¨i =
{{
δxi, x
0
j
}
, x0j
}
+
{{
x0i , δxj
}
, x0j
}
+
4+
{{
x0i , x
0
j
}
, δxj
}
+
{{
δxi, y
0
j
}
, y0j
}
+
+
{{
x0i , δyj
}
, y0j
}
+
{{
x0i , y
0
j
}
, δyj
}−
−µ
2
9
δxi + µijk
{
δxj , x
0
k
}
(2.37)
δy¨i =
{{
δyi, y
0
j
}
, y0j
}
+
{{
y0i , δyj
}
, y0j
}
+
+
{{
y0i , y
0
j
}
, δyj
}
+
{{
δyi, x
0
j
}
, x0j
}
+
+
{{
y0i , δxj
}
, x0j
}
+
{{
y0i , x
0
j
}
, δxj
}−
−µ
2
36
δyi, (2.38)
while the Gauss-law constraint reads:{
δx˙i, x
0
i
}
+
{
x˙0i , δxi
}
+
{
δy˙i, y
0
i
}
+
{
y˙0i , δyi
}
= 0. (2.39)
In our case,
x0i = µu0ei, i = 1, 2, 3 (2.40)
y0i = µv
0
i (t) e1, i = 1, 2 (2.41)
y0k = µv
0
k (t) e2, k = 3, 4 (2.42)
y0l = µv
0
l (t) e3, l = 5, 6, (2.43)
where
v0j (t) = v0 cos (ωt+ ϕj) , j = 1, 3, 5 (2.44)
v0k (t) = v0 sin (ωt+ ϕk) , k = 2, 4, 6 (2.45)
and (u0, v0) are the extrema of the corresponding ef-
fective potential that satisfy (1.15)–(1.16). Let us
again expand δx and δy in spherical harmonics:
δxi = µ ·
∑
j,m
ηjmi (τ)Yjm (θ, φ) (2.46)
δyk = µ ·
∑
j,m
jmk (τ)Yjm (θ, φ) (2.47)
δyl = µ ·
∑
j,m
ζjml (τ)Yjm (θ, φ) , (2.48)
where i = 1, 2, 3, k = 1, 3, 5 and l = 2, 4, 6. Switching
to dimensionless time t ≡ µτ and using (2.8)–(2.9),
we find the following equations of motion for the fluc-
tuation modes ηi, i and ζi (omitting the indices j,m):
η¨i + ω
2
3ηi = u0Tik (u0ηk + v0 cos (ωt+ ϕk) k + v0 sin (ωt+ ϕk) ζk) + u0Qikηk (2.49)
¨i + ω
2
6i = v0 cos (ωt+ ϕi)Tik (u0ηk + v0 cos (ωt+ ϕk) k + v0 sin (ωt+ ϕk) ζk) (2.50)
ζ¨i + ω
2
6ζi = v0 sin (ωt+ ϕi)Tik (u0ηk + v0 cos (ωt+ ϕk) k + v0 sin (ωt+ ϕk) ζk) , (2.51)
where Tik and Qik have been defined in (2.13) and
summation is implied over all the repeated indices
except i. We have also used the definitions:
ω23 ≡
(
u20 + v
2
0
)
j (j + 1) +
1
9
(2.52)
ω26 ≡
(
u20 + v
2
0
)
j (j + 1) +
1
36
. (2.53)
We can transform (2.49)–(2.51) into a set of equations
with constant coefficients by making the following ro-
tation in the (i, ζi) space:
θi = i · cos (ωt+ ϕi) + ζi · sin (ωt+ ϕi) (2.54)
χi = −i · sin (ωt+ ϕi) + ζi · cos (ωt+ ϕi) . (2.55)
We find:
H¨ +
(
ω23 I − u20 T − u0Q
) ·H − u0 v0 T ·Θ = 0 (2.56)
Θ¨− 2ωX˙ + (ω26 − ω2 − v20 T ) ·Θ− u0 v0 T ·H = 0 (2.57)
X¨ + 2ω Θ˙ +
(
ω26 − ω2
) ·X = 0, (2.58)
where H ≡ (ηi), Θ ≡ (θi), X ≡ (χi) and Q ≡ (Qik),
T ≡ (Tik). Setting again HΘ
X
 = eiλt
 ξ1ξ2
ξ3
 , (2.59)
we are led to the following system:(
u20 T + u0Q
) · ξ1 + u0v0 T · ξ2 = (ω23 − λ2) ξ1 (2.60)
v20 T ξ2 =
(
ω26 − ω2 − λ2
)
ξ2 − 2iλ ω ξ3 − u0v0 T ξ1(2.61)
2iλ ω ξ2 =
(
λ2 − ω26 + ω2
)
ξ3. (2.62)
The next step is to express the matrices T , Q and I
in terms of the projection operators P , R± in (2.19)–
(2.21). Equations (2.60)–(2.62) become:
(AP ⊗ P + A+ ⊗R+ + A− ⊗R−) ·
 ξ1ξ2
ξ3
 = 0 (2.63)
where
AP =
 λ2 + s (u20 − u02 + 118) s u0v0 0s u0v0 λ2 − s u20 2iλω
0 −2iλω λ2 − s
2
(
u0 − 19
)
 , s ≡ j(j + 1)− 2 (2.64)
5A+ =
 λ2 + 2ju20 − j(j + 3)u02 + s18 2ju0v0 02ju0v0 λ2 − 2ju20 − 12 (j2 − j − 2) (u0 − 19) 2iλω
0 −2iλω λ2 − s
2
(
u0 − 19
)
 (2.65)
A− =
 λ2 − 2(j + 1)u20 − [j(j − 1)− 2]u02 + s18 −2(j + 1)u0v0 0−2(j + 1)u0v0 λ2 + 2(j + 1)u20 − 12 j(j + 3) (u0 − 19) 2iλω
0 −2iλω λ2 − s
2
(
u0 − 19
)
 . (2.66)
(2.63) gives rise to three different eigenvalue problems
in the subspaces P and R±:
(AP ⊗ P )
 ξ1ξ2
ξ3

P
= (A± ⊗R±)
 ξ1ξ2
ξ3

±
= 0. (2.67)
Because the determinants of the projectors R and P±
are all equal to one, we can use the following property
of determinants
det (A⊗B) = (detA)dimB (detB)dimA , (2.68)
to transform (2.67) to an eigenvalue problem for each
of the three matrices AP , A±. The corresponding
degeneracies will again be given by dP = 2j + 1,
d+ = 2j + 3, d− = 2j − 1.
Notice that A+ and A− are dual to each other un-
der the involution j 7→ −j − 1 while AP is self-dual.
We obtain three rather unusual eigenvalue problems,
where the (18(2j + 1) in total) eigenvalues λ also ap-
pear in the off-diagonal parts of AP , A±. Such eigen-
value equations are known to arise from characteristic
polynomials with matrix coefficients [24, 25].
It turns out that one of the eigenvalues of AP al-
ways vanishes while the other two can be computed
exactly:
λ2P =
1
2
(
j2 + j + 2
)
u0 − 1
18
(
1 + j (j + 1)± 3
√
144 (j2 + j − 2)u30 − 12 (j2 + j − 14)u20 − 24u0 + 1
)
. (2.69)
Apart from the vanishing of the eigenvalue λP (−)
when j = 1, λ2P (±) are always positive (and thus sta-
ble) for any j in the interval 1/6 < u0 < 1/3.
The expressions for the three eigenvalues of A+
(as well as those of A− obtained by the substitution
j 7→ −j−1) are rather complicated functions of j and
u0. Writing the characteristic equation of A± as
x3 + α±x2 + β±x+ γ± = 0, x ≡ λ2, (2.70)
where α±, β±, γ± are real polynomial functions of u0
and j, it is easy to see that for j ≥ 3, α± < 0, β± > 0
and γ± < 0 inside the interval (1.15). The Descartes
rule of signs then implies that (2.70) has either three
real positive roots, or one real positive root and two
complex ones for any j ≥ 3. Because the discriminant
of (2.70),
∆ = 18αβγ − 4α3γ + α2β2 − 4β3 − 27γ2 (2.71)
is positive for every value of j ≥ 1 inside the interval
(1.15), the equation (2.70) can only have real roots,
which turn out to be positive for j ≥ 3 (by the rule
of signs). This again implies the (multipole) stability
of the corresponding extrema. Alternatively, we can
reach the same conclusion from the monotonicity of
each term of the characteristic polynomial (2.70) and
the relative positions of its maxima and minima on
the real axis.
For j = 1 one of the eigenvalues of A± vanishes,
whereas the other two coincide with those obtained
from the analysis of the radial perturbations in our
previous paper [7]:2
λ2+ =
5u0
2
− 1
9
±
√
1
92
− u0
9
− 5u
2
0
12
+ 4u30, (2.72)
λ2− =
5u0
2
− 5
18
±
√
52
182
− 35u0
18
+
163u20
12
− 20u30. (2.73)
These are all positive and thus stable in the interval
(1.15), except λ2−(−) which is positive/stable only for
ucrit < u0 < 1/3 .
For j = 2, the roots of the cubic equation (2.70)
are (very complicated but) explicitly known so that
we may plot the squares of the eigenvalues of A± in
terms of u0. It is obvious from figures 1–2 that all
the eigenvalues of A+ are positive for j = 2 (implying
the stability of the corresponding membrane modes)
2 The overall minus sign difference with our radial perturba-
tion analysis of [7] appears because in (2.59) we have used
eiλt rather than eλt.
6FIG. 1: Squares of the j = 2 eigenvalues of A+ in
terms of the coordinate u0.
FIG. 2: Squares of the j = 2 eigenvalues of A− in
terms of the coordinate u0.
inside the interval (1.15). On the other hand, one
eigenvalue of A− takes negative values in the interval
1
6
≤ u0 ≤ 0.207245 < ucrit, (2.74)
when j = 2. It therefore corresponds to an unstable
mode of the configuration. Notice that the unstable
region becomes smaller as we go from j = 1 to j = 2
and completely disappears for j ≥ 3. This of course
holds only within the linearized approximation.
As in the case of the SO(3) sector, the validity of
the linearized Gauss constraint (2.39) follows from its
validity at t = 0. By using the rotated variables θ and
χ (defined in (2.54)–(2.55)) we may eliminate the time
dependence from the constraint equation, getting:
∑
m
3∑
i=1
(Ji)m′m
(
u0η˙
jm
i (0) + v0θ˙
jm
i (0)
)
= 0, (2.75)
which is similar to (2.34). The system (2.75) always
has a solution that can be expressed as a linear com-
bination of the eigenvectors ξ1, ξ2 and ξ3. Therefore
the Gauss constraint (2.39) is satisfied at t = 0 and
at all times t.
In sum we find that the spectrum of the multi-
pole perturbations corresponding to the ansatz (1.7)–
(1.10) always possesses at least one vanishing eigen-
value for every value of j. A second vanishing eigen-
value (namely the eigenvalue λP (−) of AP in (2.69))
emerges for j = 1. For j = 1, 2 the spectrum con-
tains exactly one unstable direction in the intervals
1/6 < u0 < ucrit and 1/6 < u0 < 0.207245, in the
form of purely imaginary eigenvalues of A− (for j = 1
this is the eigenvalue λ−(−) in (2.73)). For j ≥ 3 (and
with the exception of one vanishing eigenvalue) all of
the eigenvalues of AP and A± are purely real and thus
the system is stable.
These results are summarized in the following table
which contains the sign of the square of each eigen-
value in the interval 1/6 < u0 < 1/3, for all values of
the angular momentum j.
eigenvalues j = 1 j = 2 j ≥ 3
λ2P 0, 0,+ 0,+,+ 0,+,+
λ2+ 0,+,+ +,+,+ +,+,+
λ2− 0,+, {0,±} +,+, {0,±} +,+,+(
positive for
u0 > ucrit
) (
positive for
u0 > 0.207245
)
3. SUMMARY & CONCLUSIONS
In this paper we have studied a class of classical solu-
tions of the BMN matrix model that are described at
large-N by spinning ellipsoidal membranes in either
the SO(3) or the SO(3)×SO(6) subsector of the 11-
dimensional plane-wave background. In order to ex-
amine the stability of these specific classical solutions,
we have perturbed their ellipsoidal shape by means
of small multipole perturbations that are defined in
terms of the j,m spherical harmonic (j = 1, 2, . . .,
m = −j, . . . j). We then went on to study the time
evolution of the spherical harmonic coefficients as the
system relaxes.
Working at the level of linearized perturbation the-
ory, we have found that, for each value of j, all modes
with different values of m do couple between them-
selves. On the other hand there’s no coupling be-
tween modes with different j’s. For each value of j
we have thus obtained a linear system for the per-
turbation coefficients from which we can determine
the corresponding Lyapunov spectrum by diagonal-
izing the associated fluctuation matrix. In both the
SO(3) and SO(3) × SO(6) sectors, we have found
that only the j = 1, 2 modes (corresponding to dipole
and quadrupole deformations respectively) can pos-
sibly be unstable when their SO(3) radius is in the
interval 1/6 ≤ u0 ≤ ucrit.
We have also proven that all the perturbations (i.e.
for j = 1, 2, . . .) are stable in the interval 0.207245 <
u0 ≤ 1/3 and, for j > 2, they are stable in the entire
7interval, 1/6 ≤ u0 ≤ 1/3.
By examining higher orders in perturbation the-
ory beyond the linear level (in the interval 1/6 ≤
u0 ≤ ucrit) we expect to obtain a cascade of insta-
bilities that originates from the j = 1, 2 sectors and
propagates towards the higher multipoles. This is
due to the fact that the various (constant j) mul-
tipoles at a given order in perturbation theory couple
to all the js of the previous orders through an ef-
fective forcing term that arises in the corresponding
fluctuation equation. E.g. the lowest order instabili-
ties (at j = 1, 2) are coupled to all the modes (having
different j’s) of the first order.
Thus the instabilities propagate towards the higher
modes in a way that depends on the algebra of area-
preserving diffeomorphisms of the perturbed config-
uration. Eventually, we expect to find chaos to all
orders of perturbation theory. The physical interpre-
tation of these instabilities at the quantum level can
probably be related to the spontaneous emission of
higher spin states.
It is obvious that more numerical and analytical
studies (by using methods of classical chaos such
as KAM theory, etc.) are needed in order to make
progress in understanding the full spectrum of Lya-
punov exponents in the infinite-dimensional phase
space of the multipole modes xjm (τ) and yjm (τ).
Some numerical results in the context of the BMN
and BFSS matrix models have recently appeared in
[26, 27]. See also [28].
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