In this paper we consider a quasilinear equation with a nonlinear boundary condition modelling the dynamics of a biological population structured by size. We suppose vital rates depending on the total population. This hypothesis introduces some nonlinearities on the equation and on the boundary condition. We study the existence and uniqueness of solution of the initial value problem and the existence of stationary solutions. After we calculate the spectrum of the linearization at an equilibrium and we study its (local) stability.
Introduction
The origin of the present paper must be found in previous works (see [1, 2] ) where a size structured population model was studied mainly from the points of view of the existence and uniqueness of solution of the initial value problem, the existence of stationary solutions and the existence of global compact attractors for the underlying dynamics. A complete description of the asymptotic behavior is in general impossible but in Section 5 of [2] , some examples are given of such a description in particular cases. Nevertheless, in general, even the question of the stability of the stationary solutions, in particular of those nontrivial and so more interesting for ecological or economical reasons, remained open.
The main feature of these models is that the individual growth rate is assumed to depend on the total population. This means that the competition for resources is assumed to influence not only birth and death rates, as usual, but the growth rate also. The real situation that the authors have mainly in mind in the cited papers and in the present one is the competition for light in forest exploitations. This explains the fact that a finite, as well as an infinite, range of individual size l is taken into account throughout the paper, corresponding the finite case to a harvesting at a given size.
The standard boundary conditions in structured population dynamics are of nonlocal and nonlinear type (see [10, 12] ). This alone prevents a standard semilinear formulation of the initial value problem, even when the equation itself is semilinear (however, see [4, 11] ). Moreover, a nonlinear growth rate as the mentioned above makes the equation quasilinear. As the aim of the present paper is not giving a (new) theory of existence and uniqueness, we rely on the definition of solution and the theorem of existence and uniqueness given in [2] . Indeed, the main goal of the paper is to establish necessary and sufficient conditions insuring local stability of the equilibria. This is done using the linear stability principle, known to hold in the age dependent case (see [3, 4, 11] ) and valid here thanks to a change of the time variable due to Grabosch and Heijmans (see [9] ) and a rather cumbersome analysis of the roots of the characteristic equation (13).
The paper is organized as follows. In Section 2 the model is presented and a definition of solution of the initial value problem and a theorem of existence and uniqueness of solution are given, following as was already said, the lines of [2] .
Moreover an explicit determination of the shape of the nontrivial stationary solutions is easily achieved, as well as a reduction of the problem of their existence to a transcendental equation for the total population, depending on the vital rates and the length l of the possible range of the individual size. If l is infinite, this equation reduces to the equality between birth and death rates. Hence, in the simplest biologically meaningful case of strictly decreasing birth rate and strictly increasing death rate, both with respect to the total population, there is one and only one nontrivial equilibrium whenever the birth rate is larger than the death rate in ideal conditions (zero total population) and it is smaller in starvation conditions (total population tending to infinite).
If l is finite, the equation is slightly more difficult (see (5) ) and, now the "natural" hypotheses of increasing birth rate, decreasing death rate and individual growth rate, and eventual change of the sign of the difference between birth and death rates do not suffice to ensure existence of a nontrivial equilibrium. Indeed, existence and uniqueness follows if, in addition, l is large enough. Of course, eliminating some of these hypotheses of monotony gives rise to a number of nontrivial equilibria ranging from 0 to infinite (see Theorem 2.2, and the corollary and remark following it).
In Section 3 the study of the stability of these stationary solutions is undertaken, via the linearization of the equation at a neighborhood of every equilibrium and the computation of the supremum of the real part of the spectral values of the linear operator. Despite the equation is quasilinear and the boundary conditions are nonlinear, this procedure is not only formal but rigorous as was said above.
For an infinite l a complete analysis is given in Proposition 3.1, which generically ensures the stability of at least one nontrivial equilibrium if there exists some, and the (generic) alternance (when ordered with respect to the corresponding total population) of stable and unstable equilibria.
A finite l is more difficult to deal with because the characteristic equation (13), G(λ) = 1, is more complicated too. A first result (Theorem 3.2), is in particular, a criterion of instability related to the sign of the derivative of the function that gives the value of the parameter l in terms of the total population at an equilibrium (Eq. (5)) or, equivalently, related to whether the function G takes a value larger or smaller than 1 at 0. More precisely, a negative derivative implies instability of the equilibrium. The rest of the paper is devoted, in some sense, to finding out if a positive derivative implies stability. The main result of the paper, Theorem 3.3, gives a partial positive answer to this question under easy to check and rather natural additional hypotheses. The tools here are the results on the supremum of the real parts of the roots of a kind of transcendental equations given in [6, 7] . In Appendix A the results of these papers are adapted to our case which is slightly different due to the presence in the characteristic equation of a denominator that can vanish (see (A.3)). The goal is to control the sign of the supremum of the real parts of the spectral values by controlling the purely imaginary ones (see Theorems A.1 and A.2). That this latter suffices is stated in Proposition A.1 whose difficulty lies in that we are not able to establish the continuity of the mentioned supremum as a function of the parameter.
The model. Existence and uniqueness of the initial value problem. Existence of stationary solutions
Let u(t, x) be a population density with respect to the size, x ∈ [0, l), l +∞, at time t. We consider the following partial differential equation modelling the dynamics of this population:
where P (t) = l 0 u(x, t) dx is the total population at time t, and V , m and β are the individual growth, mortality and fertility rates, respectively. We assume that the vital rates only depend on the total population and, by technical reasons, that they are smooth and strictly positive. These hypotheses "hold" for some particular populations: forest and fish populations (for more details see [2] ). 
Initial value problem
is a continuous function on [0, T ) and u satisfies (1) 2 , (1) 3 and
where
In [2] a model including (1) can be found. In the mentioned paper one finds the proof of continuous dependence with respect to initial conditions as well as the following result. In order to prove Theorem 2.1 one integrates along characteristics and then one obtains an equivalent problem, a coupled integral system for the total population at time t, P (t), and the birth function β(P (t))P (t). 
Then for all nonnegative integrable initial condition u 0 there exists a unique nonnegative solution in the sense of Definition 2.1 for all T > 0, i.e., there exists a unique global solution.
In [2] the authors also prove that the solutions of problem (1) define a (local) C 0 -semigroup in L 1 (0, l). This is so, simply because initial conditions differing in a set of zero measure give rise to solutions which are equal a.e. for any t ∈ [0, T ).
Stationary solutions
An explicit integration of (1) yields the following Theorem 2.2. System (1) has as many stationary solutions as solutions has the following equation for P :
IfP is a solution of (2) then the stationary solution associated to it is given bŷ
Corollary 2.1. The following claims hold:
(ii) A nontrivial stationary solutionû satisfies
Remark 2.1. (i) If l = +∞ thenû given by (3), is a nontrivial stationary solution if and only if m(P ) = β(P ). If l < +∞ then every stationary solutionû satisfies m(P ) < β(P ) and
(ii) System (1) may have from zero to an infinite number of stationary solutions besides the trivial one, depending on m, β and V .
(iii) If
(which are natural biological assumptions for l sufficiently large) then there is at least one nontrivial equilibrium. If moreover β is a decreasing function and V and m are increasing functions then the nontrivial equilibrium is unique. This follows from
and the fact that x − 1 − ln x > 0 for x > 1. Even though among these three hypotheses the one on V is not the biologically simpler, they can be weakened by saying that a growth speed relatively insensitive to competition for resources, i.e., V almost independent of P , together with sensitive (and biologically natural) dependences of β and m on the total population guarantee uniqueness of the nontrivial equilibrium.
Stability and instability of stationary solutions
Let us first use the change of the time variable, s = t 0 V (P (η)) dη =: ρ(t) (introduced by Grabosch and Heijmans in [9] ), which transforms the size dependent population dynamics problem into the following age-dependent problem:
It is clear that a stationary solution is asymptotically stable (respectively, unstable) as equilibrium of system (1) if and only if it is asymptotically stable (respectively, unstable) as equilibrium of system (6). For instance, let us assume an asymptotically stable stationary solutionû of system (6) . Then for any neighborhood V ⊂ L 1 (0, l) ofû, there is a neighborhood W ⊂ V ofû such that the solutionũ(s) of (6) with initial condition u 0 ∈ W belongs to V for all s 0. So, the solution u(t) =ũ(ρ(t)) of (1) with initial condition u 0 belongs to the same neighborhood. In particular, P (t) is a bounded function of t 0, and
We now recall that the principle of linearized stability works for the age dependent case (for l = +∞ see [11] and for l < +∞ see [4] or [8] ).
These papers prove that an equilibrium of (in particular) system (6), is asymptotically stable if the real part of the eigenvalues of the linear part of (6) at the equilibrium are negative and that it is unstable if there is an eigenvalue with positive real part. In the case l = ∞ this is specifically done in [11] . If l < ∞ a compactness argument shows that the spectrum reduces to point spectrum.
Let u(t) be any solution of (1) and letû be a stationary one. We define
We define the following linear operator:
with domain
An easy computation shows that the linear part of (6) atû yields a linear operator which is exactly
with the same domain ofB. So the sign of the real parts of the spectral values of both operators are the same. Thus we have validated the linearized stability principle for system (1) . More precisely, we have proved the following theorem. Theorem 3.1. Letû be a stationary solution of (1) given by (2) and (3), letB be the operator defined by (9) and (10) and let
The following claims hold:
Therefore the rest of the paper will focus in determining the sign of the spectral bound s(B).
For this purpose, let φ ∈ D(B) and λ ∈ C satisfyingBφ = λφ. This eigenvalue problem yields an ordinary differential equation whose solution is
s ds e
Multiplying (12) by a, integrating on (0, l), and using (10), we get
if φ(0) = 0 (if φ(0) = 0 we obtain that φ satisfies (13) with a = 0). Changing the integration order in (13) another form of the function G(λ) is obtained, namely
Now, we study the different cases arising, depending on l andû. (
Case l = +∞

ii) A nontrivial equilibriumû is asymptotically stable if β (P ) < m (P ) and unstable if β (P ) > m (P ).
Proof. (i) Ifû = 0 then the characteristic equation takes the form
So the only eigenvalue ofB is s(B) = β(0) − m(0) and hence by Theorem 3.1 the first assertion is true.
(ii) Ifû is a nontrivial solution, the characteristic equation becomes, after substituting l by ∞ in (14), integrating, and using that in this case m(P ) = β(P ),
, and by Theorem 3.1 the proof is complete. ✷
Case l < +∞
We start the study of the stability for l < +∞ by stating two auxiliary technical lemmas.
Then g is strictly increasing and 
Proof. Notice that f (x)
:f (l) < f (l * ) = − β(0) m(0) ln 1 − m(0) β(0) 1 − m(0) β(0) = 1 − g m(0) β(0) < 1. ✷
Trivial equilibrium
Now let us consider the stability of the trivial equilibrium.
Proposition 3.2. If l < +∞ thenû = 0 is asymptotically stable if
and it is unstable if the reverse strict inequality holds. 
Proof. In this case the characteristic equation is given by
G(λ) = β(0) λ + m(0) 1 − e − m(0)+λ V (0) l = 1, or equivalently, λ − α 1 − α 2 e − l V(
Nontrivial equilibria
In the last case (l < +∞ andû = 0), after integration in (13) and using (4), the characteristic equation can be written as
and
It is easy to see that G has finite limits when λ tends to 0 and to −m(P ) and so it can be extended to a continuous function on C and that as a function of λ ∈ R, lim λ→∞ G(λ) = 0. Therefore, if G(0) > 1 then s(B) > 0 and the equilibrium is unstable. As a consequence of the following theorem, we give an equivalent condition to the previous one in Corollary 3.1.
Theorem 3.2. Let l(P ) be defined by (5) and letP be a positive number such that β(P ) > m(P ). Let G(λ) be defined by (15) with l = l(P ). Then the following claims hold: (i) l (P ) = 0 if and only if G(0) = 1. (ii) l (P ) < 0 if and only if G(0) > 1. (iii) l (P ) > 0 if and only if G(0) < 1.
Proof. Taking the limit when λ tends to 0 in (15), and using (16), (17) and (8) yields to
On the other hand, taking the derivative of (the right-hand side of (5) with respect toP ) and using (17) again, one obtains
Thus,
and the result follows because β(P ) > m(P ) (see (4)). ✷
Corollary 3.1. IfP is such that l (P ) < 0 then the equilibrium pointû given by (3) for l = l(P ) is unstable.
Now we give the main result of the paper, which we will prove afterwards.
Theorem 3.3. LetP be the total population number of a nontrivial equilibrium of system (1). Let us assume
, and one of the three following mutually exclusive hypotheses:
Thenû is asymptotically stable. If G(0) > 1 thenû is unstable.
Remark 3.1. (i) In fact, any of the assumptions (b), since (4) gives (β(P ) − m(P ))l/ V (P ) < 1, and (c) imply
(ii) The hypothesis
in (b) appears to be only technical. On the other hand, it holds in the biologically simple case of increasing death rate and decreasing growth speed with respect to the population number.
(iii) Without any additional assumption, G(0) < 1, (a), (b) or (c) do not guarantee the existence of a nontrivial equilibrium (all of them are local conditions) but with natural biological assumptions (see Remark 2.1) we have the existence of at least one nontrivial equilibrium.
Before proving Theorem 3.3 we state some technical lemmas. First let us define, for any fixedP and for l 0 and λ ∈ C, G(l, λ) as given by (15) and continuously extended to the points λ = 0 and λ = −m(P ). Let us also define
Lemma 3.3. For any l 0, the following assertions are equivalent:
(ii) a < ψ, where
Proof. Just compare (8) and (20) using (18) 
then s(l) < 0 for l l(P ).
Proof. Under the hypothesis, if λ = −m(P ), (15) reduces to
If, in addition, a = 0 then A = C = 0 and the equation has no solutions, i.e., s(l) = −∞.
From β(P ) > m(P ) it follows that β(P )m(P )
and so a < β(P ) in the hypotheses of the lemma. The hypothesis b = 0 also implies that β(P ) = ψ. So a < ψ and therefore G(l, 0) < 1 by Lemma 3.3. Now using b = 0 and so
In case (i) the inequality (A − m(P )) 2 C 2 follows from the hypothesis because
So, Theorem A.1(i) implies the statement.
In case (ii) we have (A − m(P )) 2 < C 2 . Let τ 1 be the least positive solution of (A.2) with α 1 = A − m(P ) and α 2 = C. Notice that C < 0 because a > 0. From the first equation of (A.2), as sin x < x when x > 0, we have
where, in the last inequality, Lemma 3.1 has been used. Finally, Theorem A.1(ii) implies the statement. ✷
In case b = 0 we shall apply Theorem A.2. In order to do this we first compute, using (16) and (17), the quadratic form
For all a such that
, let us consider the functions
, (ii) a ∈ β(P ), β(P ) β(P ) + m(P )
Proof. First notice that in the first two hypotheses, the statement follows directly from the last sentence preceding the lemma. So we restrict to the third case. By Lemma 3.3, G(l(P ), 0) < 1 is equivalent to
and so to
. Notice that, by Lemma 3.1, 0 < α = g(x) < x < 1. Decomposing the quadratic polynomial ∆(a) in its linear factors we can write, for a / ∈ β(P ), β(P )
So we have that b 2 (a) =ψ(a) if and only if a = β(P ) and that b 1 (a) =ψ(a) if and only if a = β(P ) or
In the last inequality we have used Lemma 3.1 to prove the positivity of the denominator. Sinceψ
1−x . In particular we have that ω 2 0, which follows again from the last sentence preceding Lemma 3.5. ✷ We note that (a − β(P )). In Fig. 1 all these regions can be seen, as well as the asymptotes of the hyperbola ω 2 = 0. The equations of the asymptotes are 
Hence, using (16) and (8),
with m = m(P ).
Proof. Notice that the hypotheses on a and b imply ω 2 > 0, B > 0 and C < 0 (see (16)). Let τ 1 > 0 be a solution of (A.6) 1 . We have
, where the last inequality was already shown in (21). ✷ Proof. First notice that the hypotheses imply s(0) < 0 (see Fig. 1 ).
In the first case, the statement follows from Lemmas 3.5, 3.6 and Theorem A. (see (8) and (17)), which implies a < β(P ) and b > b 2 (a) because
(see Fig. 1 ). ✷
Appendix A. Transcendental equations
A.1. Linear case
In this appendix we are interested in studying some transcendental equations. We consider the equation
where α 1 + α 2 = 0 and τ 0. We define s(τ ) = sup{Re λ: λ − α 1 − α 2 e −τ λ = 0}. This function depends continuously on τ (see [7] ). In particular, since α 1 + α 2 = 0, s(τ ) can only change sign if there is τ 0 > 0 such that s(τ 0 ) = 0, and there is ω > 0 such that λ = iω is a solution of (A.1) for τ = τ 0 . Moreover, since λ − α 1 − α 2 e −τ λ is an analytic function of τ and λ, each root λ(τ ) is a differentiable function with respect to τ near τ = τ 0 and
Therefore s(τ ) can only change sign once and hence, if s(τ 1 ) > 0 for some τ 1 then s(τ ) > 0 for all τ > τ 1 .
Whenever α 2 1 < α 2 2 , we define τ 1 as the least positive solution of
Notice that (A.1) has a solution of the form iω, ω > 0, if and only if α 2 1 < α 2 2 , τ is a positive solution of (A.2) and ω = α 2 2 − α 2 1 . Using that s(0) = α 1 + α 2 , we obtain the following theorem. 
A.2. Quadratic case
In this subsection we consider the transcendental equation G(λ) = 1, where One can prove thats(τ ) varies continuously with τ (see [7] ). On the other hand, s(τ ) s(τ ) and if s(τ ) 0 then s(τ ) =s(τ ). Let us assume that s(τ ) changes sign and let us considerτ = inf{τ 0: s(τ ) > 0}. Notice thats(τ ) = 0. If s(τ ) = 0 we have finished the proof. Otherwise (s(τ) < 0), we define H (λ, τ ) = G(λ) − 1, and we consider a sequence {τ n }, τ n >τ , tending toτ . Sinces(τ ) is a continuous function,s(τ n ) tends to 0 and hence, there is a natural number N 0 such that, if n N 0 , then H (λ, τ n ) has a root in {λ ∈ C: 0 < Re λ < m /2}, where m = min{m, −s(τ)}. For each n N 0 we choose one root λ n of H (λ, τ n ) inside this set. We note that λ n satisfies G(λ n ) = 1 for each τ n . Since
G(λ)
|Aλ + B| |λ||λ + m| + |Cλ − B| |λ||λ + m| e −τ Re λ , then | Im λ n | is bounded because |G(λ n )| = 1 while the right-hand side of the previous inequality tends to zero as |λ| → ∞ and Re λ 0. Therefore, λ n has a subsequence, λ n k , which converges to, say,λ. Now, we consider D = B(λ, m /4). We note that H k (λ) := H (λ, τ n k ) is holomorphic in D and the sequence H k converges uniformly on compacts in D to H (λ,τ ) . Furthermore, by definition of s(τ ), we have H (λ,τ) = 0 for all λ ∈D.
Therefore, by Hurvitz theorem (see [5] , 
