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COMPUTING THE RABINOWITZ FLOER HOMOLOGY OF
TENTACULAR HYPERBOLOIDS
A. FAUCK, W. J. MERRY, AND J. WIS´NIEWSKA
Abstract. We compute the Rabinowitz Floer homology for a class of non-
compact hyperboloids Σ ≃ Sn+k−1 × Rn−k. Using an embedding of a compact
sphere Σ0 ≃ S
2k−1 into the hypersurface Σ, we construct a chain map from the
Floer complex of Σ to the Floer complex of Σ0. In contrast to the compact case,
the Rabinowitz Floer homology groups of Σ are both non-zero and not equal to its
singular homology. As a consequence, we deduce that the Weinstein Conjecture
holds for any strongly tentacular deformation of such a hyperboloid.
1. Introduction
Rabinowitz Floer homology is a homology theory for exact contact hypersurfaces
in symplectic manifolds. It has various applications in symplectic and contact ge-
ometry: it provides obstructions for exact embeddings of contact manifolds, it can
be used to distinguish contact structures, and it gives qualitative information on the
Reeb flow on a contact manifold. Rabinowitz Floer homology was originally defined
by Cieliebak and Frauenfelder in [14] for compact contact type hypersurfaces of ex-
act convex symplectic manifolds, and has since been extended to cover more general
compact hypersurfaces in more general symplectic manifolds. These include certain
stable Hamiltonian structures [17], negative line bundles [7], and symplectisations
of hypertight contact manifolds [5]. In a different direction, and more relevantly
for the present article, the third author constructed in her PhD thesis [38] a class
of so-called tentacular Hamiltonians on R2n with non-compact level sets for which
Rabinowitz Floer homology is well defined.
In the compact case, Rabinowitz Floer homology is eminently computable. For ex-
ample, Rabinowitz Floer homology has been completely computed for unit cotangent
bundles [16, 2], magnetic cotangent bundles [30], Brieskorn spheres [21], negative
line bundles and certain annulus subbundles thereof [7, 36]. Many of these compu-
tations either rely on – or can alternatively be proved by – the intimate relationship
of Rabinowitz Floer homology with symplectic homology [16, 19].
Date: July 1, 2020.
Key words and phrases. Rabinowitz Floer homology, non-compact hypersurfaces, Weinstein
conjecture.
1
2 A. FAUCK, W. J. MERRY, AND J. WIS´NIEWSKA
The non-compact case is rather less tractable. In [32, 31] the class of non-compact
hypersurfaces for which the Rabinowitz Floer homology could be defined was ex-
tended, and a rather general invariance result was proved. However no explicit
computations were presented. The goal of the present article is to remedy this
deficit, by providing a complete calculation of the Rabinowitz Floer homology for a
class of (deformations of) symplectic hyperboloids. As a byproduct, using the afore-
mentioned invariance result we establish the validity of the Weinstein Conjecture
for all such non-compact hypersurfaces.
Here are the details. Consider a quadratic Hamiltonian H on T ∗Rn of the form
H(z) := 12z
TAz−1, where A is a non-degenerate symmetric matrix. The Ho¨rmander
classification of symplectic forms [27] tells us that by performing a linear symplectic
change of coordinates, H can be brought into a certain standard form, and moreover
that these standard forms are classified by the eigenvalues of the Jordan decompo-
sition1 of JA. We are interested in the case where this linear symplectic change of
coordinates yields a decomposition
H(x, y) =
1
2
xTA0x− 1︸ ︷︷ ︸
:=H0(x)
+
1
2
yTA1y︸ ︷︷ ︸
:=H1(y)
, (1.1)
for (x, y) ∈ T ∗Rk×T ∗Rn−k, where A0 is positive definite and JA1 is hyperbolic. Here
and throughout this paper, we implicitly assume that 1 ≤ k ≤ n − 1 (see Remark
1.3 for the cases k = 0, n). This implies that A1 has signature (n − k, n− k). If we
denote the regular level sets
Σ := H−1(0) and Σ0 := H−10 (0), (1.2)
then Σ is a hyperboloid diffeomorphic to Sn+k−1×Rn−k, whereas Σ0 is an ellipsoid
diffeomorphic to S2k−1. Note that Σ is never compact.
We say that H is tentacular if it satisfies a number of carefully chosen growth
conditions at infinity (see Definition 2.1). For the reader not familiar with these
conditions2, for the purposes of this Introduction they may regard “tentacular” to
mean: either A1 is symplectically diagonalisable or all eigenvalues λi of JA1 have
|Re(λi)| > 2. In this case we call Σ a tentacular hyperboloid.
Theorem 1.1. Let H be a tentacular quadratic Hamiltonian of the form (1.1).
Then the Rabinowitz Floer homology of is equal to:3
RFH∗(H) :=
{
Z2 ∗ = 1− n,−k,
0 otherwise.
In particular RFH∗(H) 6= 0 and RFH∗(H) 6= H∗+n−1(Σ).
1Here J stands for the standard complex structure on Cn ≃ T ∗Rn.
2The authors are aware the complement of this set of readers may consist solely of the authors.
3For k = n− 1, RFH1−n(H) = Z2 ⊕ Z2.
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The Weinstein Conjecture is obvious for the hyperboloids contained in Theorem
1.1. One of the strengths of Floer theoretical calculations, however, is that they are
invariant under controlled perturbations. Therefore as an immediate corollary to
Theorem 1.1, we obtain:
Corollary 1.2. If H is a Hamiltonian as in Theorem 1.1 and {Σs}s∈[0,1] is a smooth
1-parameter family of compact perturbations of Σ := H−1(0) through strongly ten-
tacular hypersurfaces, then each Σs carries a closed characteristics.
Remark 1.3. The cases k = 0 and k = n: We assume throughout this paper that
1 ≤ k ≤ n − 1. Let us briefly comment on the two other cases. For k = 0, the
Hamiltonian H from (1.1) is of the form H = H1 − 1, and the proof of Lemma
4.5 below shows that the Hamiltonian vector field of H1 on Σ has no closed orbits.
Thus Theorem 1.1 holds trivially as RFH(H) agrees by definition with the Morse
homology of Σ (with shifted degree). Meanwhile if k = n then H = H0, and the
hypersurface is compact. The Rabinowitz Floer homology for such hypersurfaces
vanishes by [14, Thm. 1.2]. The Weinstein Conjecture is trivially false for k = 0,
while it holds true for k = n, as proved by Viterbo in [37] for compact contact type
hypersurfaces in T ∗Rn.
Remark 1.4. Symplectic homology has also recently been extended to the non-
compact setting. In [18], Cieliebak, Eliashberg and Polterovich define and compute
the symplectic homology for a certain subclass of the symplectic hyperboloids we
consider here. Their computations are consistent with ours, and we conjecture that
the long exact sequence relating symplectic homology and Rabinowitz Floer homol-
ogy [16] extends to the non-compact setting. We hope to discuss this elsewhere.
Outlook: In the compact world, both Rabinowitz Floer homology and symplec-
tic homology have been profitably used to study orderability problems for compact
contact manifolds [23, 5, 6, 8, 13]. Cieliebak, Eliashberg and Polterovich initiated
the study of orderability problems for non-compact contact manifolds in [18] using
symplectic homology. Our companion computation shows that Rabinowitz Floer
homology is also well suited to this problem. We will return to these questions in a
sequel to the present paper.
In another direction, we note that our results are consistent (as they should be!)
with van den Berg, Pasquotto and Vandervorst’s earlier Weinstein Conjecture [11]
results for non-compact hypersurfaces in T ∗Rn, which were based on variational
methods. These results were later extended to cover unit cotangent bundles of Rie-
mannian manifolds with flat ends [10, 35]. It is an interesting – albeit, formidable
– problem to try and generalise the Floer-theoretical methods used in the present
article to cover this setting.
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Sketch of the proof of Theorem 1.1: The Rabinowitz action functional for
a Hamiltonian H : T ∗Rn → R associates to a pair (v, η) of a loop v : S1 → T ∗Rn
and a real number η its action by
AH(v, η) :=
∫
S1
v∗λ− η
∫
S1
H(v(t)) dt.
Here, λ is a primitive of ω = dp∧dq. The critical set Crit(AH) of AH consists of pairs
(v, η), such that v(S1) ⊂ H−1(0) and ∂tv = ηXH(v), where XH is the Hamiltonian
vector field of H. The positive L2 gradient equation for this functional, which
we call the Rabinowitz Floer equations for H, is the following Floer equation for
v : R× S1 → T ∗Rn coupled with an ODE for η : R→ R:(
∂sv
∂sη
)
=
(
−J(v, η, t)
[
∂tv − ηXH(v)
]
−
∫ 1
0 H(v) dt
)
.
The standard counting of rigid solutions of this equation defines a boundary operator
∂ : CF∗(H, f)→ CF∗−1(H, f),
on a graded Z2-vector space CF∗(H, f) generated by critical points of an auxiliary
coercive Morse function f on Crit(AH), which generically is a countable union of
finite dimensional manifolds. The Z-grading of CF∗(H, f) is defined by the trans-
verse Conley-Zehnder index of periodic orbits plus the signature index of critical
points of f . We use the Z-grading convention of [16], which differs from the Z + 12
grading convention of [14] by a factor of 1/2. The homology of the chain com-
plex (CF∗(H, f), ∂) is called the Rabinowitz Floer homology of H and is denoted by
RFH∗(H). For the Hamiltonians H that we consider in Theorem 1.1, the fact that
RFH∗(H) is well defined and independent of the auxiliary data used to construct
it is proved in [32, 31].
One can also play the same game with the Hamiltonian H0 on T
∗Rk, thus yielding
another Rabinowitz Floer homology RFH∗(H0). This construction is rather easier
as Σ0 is compact (and falls under the remit of the setup originally conceived in
[15]). However as Σ0 is displaceable in T
∗Rk, by [15, Thm. 1.3] the Rabinowitz
Floer homology of H0 is not particularly interesting
RFH∗(H0) = 0.
All is not lost though: if one restricts to the subcomplex generated by orbits (v, η)
with η > 0 – a gadget we refer to as the positive Rabinowitz Floer homology and
denote by RFH+∗ (H0) – then we obtain something non-zero:
RFH+∗ (H0) =
{
Z2, ∗ = k,
0, otherwise.
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The proof of Theorem 1.1 uses the “hybrid problem” technique pioneered by Ab-
bondandolo and Schwarz in their seminal paper [3]. The starting observation is that
any periodic orbit of XH on Σ takes the form
γ(t) = (γ0(t), 0),
where γ0 is a periodic orbit of XH0 on Σ0. This sets up an inclusion
i : Crit(AH0) →֒ Crit(AH),
which restricted to the non-constant orbits gives a bijection between Crit(AH0) \
(Σ0×{0}) and Crit(A
H) \ (Σ×{0}). Despite this relationship between their critical
points, there is no obvious relation between the space of negative gradient flow lines
for these two functionals, and hence no reason to hope that i induces a chain map.
Nevertheless, we prove that for a particular choice of Morse functions f and f0:
Theorem 1.5. There exists a chain map
ψ : CF∗(H, f)→ CF∗(H0, f0),
which induces a sequence of homomorphisms Ψ, such that the following diagram of
two long exact sequences commutes:
. . . // H∗+n−1(Σ) //
Ψ0

RFH≥0∗ (H) //

RFH+∗ (H) //
Ψ+

. . .
. . . // H∗+k−1(Σ0) // RFH
≥0
∗ (H0) // RFH+∗ (H0) // . . .
Moreover Ψ+ is an isomorphism, whereas Ψ0 is a composition of an isomorphism
coming from the retraction Σ ∼= Sn+k−1 × Rn−k → Sn+k−1 and an Umkehr map.
The construction of ψ is based on counting solutions of the following hybrid
problem: we consider tuples (v−, η−, v+, η+) where
v+ : [0,∞) × S1 → T ∗Rn, η+ : [0,∞)→ R,
v− : (−∞, 0] × S1 → T ∗Rk, η− : (−∞, 0]→ R,
are solutions of the Rabinowitz Floer equations, (v+, η+) for H and (v−, η−) for H0,
with prescribed asymptotics at ±∞ and satisfying the following coupling condition
at s = 0: identifying T ∗Rn ∼= T ∗Rk × Rn−k × Rn−k, we require
v+(0, t) = (v−(0, t), ∗, 0), η−(0) = η+(0).
This coupling condition can be seen as a Lagrangian boundary condition for R2n+2k-
valued maps on a half-cylinder, from which it follows that the hybrid problem is
Fredholm. Precompactness of the moduli spaces of solutions (v−, η−, v+, η+) with
fixed asymptotes is established in Section 5.2. The chain map ψ is then defined by
counting rigid solutions of the hybrid problem. To prove the remaining statements
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of Theorem 1.5, we show that automatic transversality holds at stationary solutions
of the hybrid problem. Combining this with sharp energy estimates implies that if
we order the critical points of AH and AH0 by increasing action, then the matrix
representation of ψ is upper triangular, and moreover the diagonal entries are all
equal to 1, except for a single 0 coming from the minimum of f on Σ. From this,
Theorem 1.5 follows, and hence so does Theorem 1.1.
Acknowledgements: The first and third authors are supported by the SNF grant
Periodic orbits on non-compact hypersurfaces. We thank Kai Cieliebak for pointing
out [18] to us, and for helpful remarks during the preparation of this article.
2. Preliminaries
We begin with a brief discussion of Rabinowitz Floer homology, with a special em-
phasis on the non-compact framework. To keep the exposition concise we place our-
selves throughout in the linear setting of T ∗Rm. Whilst this restriction is at present
necessary for the construction of Rabinowitz Floer homology for non-compact hy-
persurfaces, this is by no means the case for compact hypersurfaces. We refer the
reader to the survey article [4] for a leisurely introduction to the various settings
that (compact) Rabinowitz Floer homology can be defined.
Sign Conventions: Let ω = dp ∧ dq denote the standard symplectic form on
T ∗Rm = Rm × (Rm)∗. We identify T ∗Rm with the complex vector space (Cm, i)
via the map (q, p) 7→ q+ ip, and denote by J the corresponding complex structure.4
Explicitly, this means that
J =
(
0 Id
− Id 0
)
. (2.1)
Let gJ := ω(·, J·), so that gJ is the real part of the standard Hermitian structure on
Cm, and hence a Riemannian metric on T ∗Rm. Sometimes it will be necessary to
include the dimension in our notation, in which case we write ωm, Jm and so on. We
use the sign convention that the symplectic gradient/Hamiltonian vector field XH
of a Hamiltonian H : T ∗Rm → R is given by ω(XH , ·) = −dH, so that the Poisson
bracket of two Hamiltonians on T ∗Rm is given by {F,H} := ω(XF ,XH).
Hamiltonians: We now introduce the class of Hamiltonians that we work with.
A vector field Y on T ∗Rm is said to be a Liouville vector field if d(ω(Y, ·)) = ω. A
Liouville vector field Y is said to be asymptotically regular if ‖DY (x)‖ ≤ c for some
positive constant c and all x ∈ T ∗Rm.
4As a general notational guide to the reader, throughout the rest of this article, we work with
compact hypersurfaces in T ∗Rk and non-compact hypersurfaces in T ∗Rn, where 0 < k < n. In this
preliminary section we treat both cases simultaneously, and hence use the letter m instead.
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Definition 2.1. Let H∗ denote the set of Hamiltonians H on T ∗Rm such that either
(c) dH is compactly supported,
or the following three axioms are satisfied:
(h1) there exists an asymptotically regular Liouville vector field Z and constants
c, c′ > 0, such that dH(Z)(x) ≥ c|x|2 − c′, for all x ∈ T ∗Rm;
(h2) (sub-quadratic growth) supx∈T ∗Rm ‖D3H(x)‖ · |x| <∞;
(h3) in the neighbourhood of H−1(0) exists a coercive function F , such that for
all x ∈ H−1(0) either {H,F}(x) 6= 0 or {H, {H,F}}(x) > 0, as |x| → ∞.
Remark 2.2. Note that if H ∈ H∗ and h ∈ C∞c (T ∗Rn) then also H + h ∈ H∗.
We say that H−1(0) is of contact type if there exists an asymptotically regular
Liouville vector field Y such that dH(Y )(x) > 0 for all x ∈ H−1(0). Note that this
implies that H−1(0) is a smooth hypersurface.
Definition 2.3. Let H ⊆ H∗ denote the subset of those Hamiltonians H which
in addition have the property that H−1(0) is of contact type. We say that Hamil-
tonians H ∈ H satisfying (h1), (h2) and (h3) are strongly tentacular. If we drop
the requirement that the function F in (h3) is coercive then H is called simply
tentacular.
Remark 2.4. The strongly tentacular condition implies that all the periodic orbits of
H are contained in a compact set. This may not be the case for tentacular Hamiltoni-
ans. Rabinowitz Floer homology is defined for Morse-Bott tentacular Hamiltonians
whose orbits are contained in a compact set. Invariance under compact pertur-
bation requires the strongly tentacular condition. This explains why the adjective
“strongly” appears in Corollary 1.2 but not in Theorem 1.1.
The connection between the definition of strongly tentacular Hamiltonians given
here and the one presented in the introduction is given by the following result:
Proposition 2.5. Let H be a Hamiltonian of the form (1.1). Then H belongs to H,
if the Jordan decomposition of JA1 has mi×mi blocks corresponding to eigenvalues
λi, where each pair (mi, λi) satisfies one of the following conditions:
i) mi = 1 and Re(λi) 6= 0;
ii) mi = 2 and |Re(λi)| >
1√
2
;
iii) mi > 2 and |Re(λi)| > 2.
Remark 2.6. Proposition 2.5 provides a concrete class of examples for which our
main results, Theorem 1.1 and Theorem 1.5 are valid. Note that cases i) and iii)
correspond to our “definition” of strongly tentacular on page 2. We emphasise
however that Theorems 1.1 and 1.5 are valid for any tentacular Hamiltonian H of
the form (1.1) with A0 positive definite and JA1 hyperbolic
5.
5That is, JA1 has no purely imaginary eigenvalues.
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Below we will outline the construction of Rabinowitz Floer homology groups for
Hamiltonians H ∈ H. In the case H satisfies (c), this reduces to the original
definition presented by Cieliebak and Frauenfelder [14], only specialised to T ∗Rm.
Meanwhile for strongly tentacular H, the construction6 comes from [31].
Complex structures: Although T ∗Rm comes equipped with a preferred choice
J of complex structure, in order to achieve transversality for the various moduli
spaces used in the definition of Rabinowitz Floer homology, we are forced to work
with generic data. To this end we now introduce a suitable parameter space of
almost complex structures.
Let J denote the space of all compatible almost complex structures J on T ∗Rm.
Here compatible means that gJ := ω(·, J ·) is a Riemannian metric on T
∗Rm. We
view J as a pointed space with basepoint J. An easy linear algebra argument (see
for example [12, Prop. 13.1]) shows that J is contractible.
Fix an open set V ⊂ T ∗Rm × R, and let J (V, J) denote the set of smooth maps
(t, η) 7→ J(·, η, t) ∈ J , (t, η) ∈ S1 × R,
such that
J(x, η, t) = J, whenever (x, t) /∈ V,
and such that
sup
(t,η)∈S1×R
‖J(·, η, t)‖Cl < +∞, ∀ k ∈ N. (2.2)
Here the C l norm is taken with respect to the standard Riemannian metric gJ on
T ∗Rm. Finally we let J⋆ denote the union of all spaces J (V, J) for V of the form
intK × R\[−a, a] for K ⊆ T ∗Rm compact and a > 0, equipped with the colimit
topology. We view J⋆ as another pointed space, with basepoint J. This space is
again easily seen to be contractible. We write Jm⋆ , if we have to indicate the dimen-
sion of the underlying space T ∗Rm.
The Rabinowitz action functional: The free period action functional—or
Rabinowitz action functional—is defined by
AH : C∞(S1, T ∗Rm)× R→ R
(v, η) 7→
∫
S1
v∗λ− η
∫
S1
H(v(t)) dt.
Here λ is any primitive of ω, for example λ = 12(pdq − qdp). The real number
η can be thought of as a Lagrange multiplier version of the area functional from
classical mechanics. Thus critical points AH are critical points of the area functional
restricted to the space of loops with H mean value zero. Moreover, since H is
6 Actually the construction for strongly tentacular Hamiltonians subsumes the compact contact
type hypersurfaces as a special case, see Remark 2.12 below.
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invariant under its own Hamiltonian flow, the mean value constraint can be upgraded
to a pointwise constaint, and we obtain:
Lemma 2.7. A pair (v, η) is a critical point of AH if and only if7 t 7→ v(t/η) is a
closed orbit of XH contained in H
−1(0).
The Morse-Bott condition: It is not just the complex structure that needs
to be chosen generically. Floer theory also requires us to work with a Hamiltonian
which satisfies a certain generic non-degeneracy condition. Unlike the case of com-
plex structures however, the non-degeneracy condition admits a direct definition.
Throughout the rest of this section, we denote by Σ the level set H−1(0) of a given
Hamiltonian H ∈ H and we denote by Y an asymptotically regular Liouville vector
field such that dH(Y )|Σ > 0.
Definition 2.8.
(i) We say that the Rabinowitz action functional AH isMorse-Bott if the critical
set of AH is a discrete union of finite dimensional manifolds and for every
connected component Λ ⊆ Crit(AH) and every x ∈ Λ
TxΛ = ker(∇
2
xA
H). (2.3)
(ii) We say that the closed orbits of the flow φt of XH on Σ are of Morse-Bott
type if η is constant on every connected component Λ ⊆ Crit(AH), and the
image N η of a connected component Λ with period η under the projection
(v, η) 7→ v(0) is a closed submanifold of Σ, such that for all x ∈ N η we have
TpN
η = ker(Dpφ
η − Id) ∩ TpΣ. (2.4)
Remark 2.9. The two Morse-Bott conditions are closely related. If AH is a Morse-
Bott functional and η is constant on every connected component of Crit(AH), then
by [31, Lem. 3.3] all closed orbits of the Hamiltonian flow φt on Σ are of Morse-Bott
type. Conversely, if H is defining for Σ, i.e. if dH(Y )|Σ ≡ 1, and if all periodic
orbits are of Morse-Bott type then by [20, Lem. 20] the corresponding Rabinowitz
action functional AH is Morse-Bott.
The Morse-Bott property of the Rabinowitz action functional is typically achieved
by perturbing slightly the Hamiltonian function. However in our case we will cal-
culate the Rabinowitz Floer homology of the specific Hamiltonians satisfying (1.1)
by hand (so to speak), and therefore in Section 4.3 we will check directly that these
Hamiltonians fulfill the Morse-Bott property.
7For η = 0 this should be interpreted as: t 7→ v(t) is constant.
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The Rabinowitz Floer equation: Fix J ∈ J⋆. The positive L
2 gradient
equation ∂su = ∇JA
H for u = (v, η) is the following Floer equation for v coupled
with an ordinary differential equation for η:(
∂sv
∂sη
)
=
(
−J(v, η, t)
[
∂tv − ηXH(v)
]
−
∫ 1
0 H(v) dt
)
. (2.5)
A solution u of (2.5) with finite L2 energy
∫
R
‖∂su‖
2ds < ∞, is called a Floer
trajectory. Given two distinct components Λ− and Λ+ of Crit(AH), we denote by
M(Λ−,Λ+) the set of all solutions of (2.5) with finite energy and lims→±∞ u(s) ∈ Λ±.
We define ev± : M(Λ−,Λ+)→ Λ± to be the evaluation maps:
ev−(u) := lim
s→−∞u(s, t) and ev
+(u) := lim
s→+∞u(s, t). (2.6)
Definition 2.10. We say that a couple (H,J) ∈ H×J⋆ is regular if it satisfies the
following two conditions:
i) The Rabinowitz action functional AH is Morse-Bott, and the closed orbits
of XH on Σ are of Morse-Bott type;
ii) For every pair of connected components Λ−,Λ+ ⊆ Crit(AH) the associated
moduli space M(Λ−,Λ+) is a smooth finite dimensional manifold without
boundary.
By [31, Lem. 8.7] the set of such regular couples is comeagre in H × J⋆. From
now on we assume that (H,J) is regular. Next, we introduce flow lines with cas-
cades following [24]: Consider a Morse function f : Crit(AH) → R such that f
restricts to a coercive8 function on Σ. Fix a Riemannian metric on Crit(AH) hav-
ing a Morse-Smale gradient flow φt. For z ∈ Crit(f), we denote by W sf (z) and
W uf (z) the (un)stable manifolds with respect to φ
t. A flow line with k ≥ 1 cascades
between z−, z+ ∈ Crit(f) belonging to distinct connected components is a tuple
(u1, ..., uk, t1, ..., tk−1), where each ui is a non-stationary Floer trajectory (cf. (2.5)),
such that
φti ◦ ev+(ui) = ev
−(ui+1), i = 1, ..., k − 1,
ev−(u1) ∈W uf (z
−), ev+(uk) ∈W sf (z
+).
We denote the set of all flowlines with k cascades from z− to z+ as Mkcas(z
−, z+).
There is a natural Rk action on Mkcas(z
−, z+) given by ui(·) 7→ ui(a + ·) and we
define the space of all flow lines with cascades from z− to z+ by
M(z−, z+) :=
⋃
k≥1
(
Mkcas(z
−, z+)
/
R
k
)
.
By taking such a union, we obtain another smooth manifold without boundary,
which moreover is compact “up to breaking”.
8When H satisfies (c) this is condition is automatic.
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If z− and z+ are critical points of f belonging to the same component of Crit(AH)
we set M(z−, z+) to be the quotient W u(z−)∩W s(z+)
/
R arising from the natural
R action by translation.
Grading: We use the Z-grading convention of [16], which differs from the Z+ 12
grading convention of [14] by a factor of 1/2. Explicitly, for z ∈ Crit(f) we define
µ(z) := µtrCZ(z) + µσ(z) +
1
2
, (2.7)
where µtrCZ is the transverse Conley-Zehnder index and µσ is the signature index
defined by
µσ(x) =
1
2
(
dimW sf (x)− dimW
u
f (x)
)
. (2.8)
For a regular pair (H,J), one has
dimM(z−, z+) = µ(z+)− µ(z−)− 1.
The compactness up to breaking property alluded to above tells us that when
µ(z+) − µ(z−) = 1 the space M(z−, z+) is compact, and hence a finite set. We
denote by n(z−, z+) its parity.
The Rabinowitz Floer complex: We define the Z2-vector space CF (H, f) as
the set of formal sums of the form
∑
z∈S z, where S ⊂ Crit(f) is a (possibly infinite)
set satisfying the Novikov finiteness condition
#
{
z ∈ S
∣∣AH(z) > a} <∞ ∀ a ∈ R. (2.9)
We denote by CFk(H, f) ⊂ CF (H, f) those sums
∑
S z with µ(z) = k for all z ∈ S.
We turn CF∗(H, f) into a chain complex by defining
∂z+ :=
∑
n(z−, z+)z−,
where the sum is taken over all critical points z− with µ(z+) = µ(z−) + 1, and
then extending by linearity. Compactness up to breaking implies that ∂2 = 0,
and a continuation argument tells us that the resulting Rabinowitz Floer homology
RFH(H) is independent of the auxiliary data used to define it. We refer the reader
to [14] (when H satisfies (c)) and [31] (when H is strongly tentacular) for details.
Remark 2.11. If H ∈ H satisfies condition (c) then the Rabinowitz Floer homology
groups only depend on H through its zero level set Σ, and thus we could write
RFH∗(Σ) instead (although we won’t). For strongly tentacular H this need not be
the case. However for H of the form (1.1) the main result of this article, Theorem
1.1, shows that the Rabinowitz homology groups only depend on the “compact part”
of the zero level set.
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Remark 2.12. In fact, when Σ is compact, there is considerable freedom in the choice
of the Hamiltonian H realising Σ as its zero level set. In this section for historical
reasons we have concentrated on the case where dH is compactly supported, but
one could also use a quadratic Hamiltonian [3]. In particular, for the hypersurface
Σ0 from (1.2) we can use the Hamiltonian H0 from (1.1) to compute its Rabinowitz
Floer homology. This fact will be used in the proof of Theorem 1.5. This also
shows that the compact case is subsumed by the strongly tentacular case, i.e. if
H ∈ H satisfies condition (c) then there exists a strongly tentacular H ′ ∈ H such
that H−1(0) = (H ′)−1(0).
Positive Rabinowitz Floer homology: The action functional AH provides an
R−filtration on CF
(
AH , f
)
as follows: For t ∈ R denote the complex generated by
critical points of action ≤ t by
CF≤t(H, f) :=
{∑
z∈S z ∈ CF (H, f)
∣∣∣∣ sup
z∈S
AH(z) ≤ t
}
. (2.10)
The boundary operator does not increase the action, i.e.
∂
(
CF≤t∗+1(H, f)
)
⊆ CF≤t∗ (H, f). (2.11)
The positive Rabinowitz Floer homology RFH+(H) is the homology of the following
quotient complex generated by the critical points with positive action:
CF+(H, f) := CF (H, f)
/
CF≤0(H, f)
=
{
x ∈ Crit(f)
∣∣ AH(x) > 0}⊗ Z2. (2.12)
The associated boundary operator ∂+ is induced by ∂ on the quotient, which is
well-defined as ∂ reduces the action (cf. (2.11)). Geometrically, ∂+ is defined by
counting flow lines with cascades where both endpoints have strictly positive action.
Analogously, one defines RFH−(H) as the homology of CF<0(H, f).
More generally, CF+(H, f) fits into the following short exact sequence of com-
plexes induced by action filtration:
0→ CF 0(H, f)
=
CF≤0/CF<0
→ CF≥0(H, f)
=
CF/CF<0
→ CF+(H, f)
=
CF/CF≤0
→ 0, (2.13)
where the boundary operator of each complex is induced by ∂ and well-defined due
to (2.11). We hence obtain the following long exact sequence in homology
· · · → RFH0∗ (H)→ RFH
≥0
∗ (H)→ RFH
+
∗ (H)→ RFH
0
∗−1(H)→ . . . (2.14)
where RFH0∗ (H) ∼= H∗+n−1(Σ), as ∂ counts in the zero-action window only flow
lines with no cascades, i.e. Morse flow lines on Σ.
The positive Rabinowitz Floer homology is independent of the auxiliary choices
used to define it and invariant under compact perturbations. When H satisfies
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condition (c), these facts follow from [14, Cor. 3.8]. The proof for strongly tentacular
H goes along similar lines, but the argument is slightly more involved, and has not
yet appeared in the literature. Therefore in the next section we supply the full
details. Similar statements apply to the other variants RFH≥0, RFH−, etc.
3. Invariance of the positive Rabinowitz Floer homology
The goal of this section is to show the following invariance of RFH+(H):
Theorem 3.1. For a strongly tentacular Hamiltonian H the positive Rabinowitz
Floer homology RFH+(H) does not depend on the almost complex structure J or
on the Morse-Smale pair (f, g) on Crit(AH). Moreover if {Hs} is a 1-parameter
family of Hamiltonians in the affine space of compactly supported perturbations of
H, then RFH+(Hs) is constant along {Hs}.
As seen above, the positive Rabinowitz Floer homology RFH+(H) is generated
by non-constant periodic orbits and thus vanishes in the absence of closed charac-
teristics.
Throughout this section we will denote by (M,ω) any exact symplectic mani-
fold. In order to prove Theorem 3.1, we need compactness results for homotopies
of Hamiltonians and almost complex structures, which are stronger than the ones
proved in [32]. To obtain these results, we recall the notion of uniform continuity
of (PO), as introduced in [31]:
Definition 3.2. We say that H satisfies property (PO) if for any fixed action
window, all non-degenerate periodic orbits are contained in a compact subset of M .
Moreover, we say that property (PO) is uniformly continuous at H if there exists
an open neighbourhood O(H) of 0 in C∞c (M) and an exhaustion of M by compact
sets {Kn}n∈N, such that for every n ∈ N and every h ∈ O(Kn) = O(H) ∩ C∞0 (Kn),
whenever
(v, η) ∈ Crit(AH+h) and 0 <
∣∣∣AH+h(v, η)∣∣∣ ≤ n,
then v(S1) ⊆ Kn ∩ (H+h)
−1(0).
Remark 3.3. By [31, Lem. 8.4] every strongly tentacular Hamiltonian satisfies the
axiom of uniform continuity of (PO).
Define: Crit+(AH) := Crit(AH) ∩
(
AH
)−1
((0,+∞)).
Remark 3.4. Let H : T ∗Rn → R be a Hamiltonian on (T ∗Rn, ωn). If (v, η) ∈
Crit+(AH), then the following adaptation of [28, Lem. 2.2] to the Rabinowitz Floer
framework holds:
|η| sup
v(S1)
‖DXH‖ ≥ 2π.
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Lemma 3.5. Let H be a Hamiltonian on an exact symplectic manifold (M,ω),
such that Σ := H−1(0) is of contact type. If property (PO) is uniformly continuous
at H then there exists an open neighbourhood O(H) of 0 in C∞c (M), such that
for every compact set K ⊆ M there exists a constant δ > 0, such that for all
h ∈ O(H) ∩ C∞c (K)
inf
{
AH+h(v, η)
∣∣∣ (v, η) ∈ Crit+(AH+h)} > δ.
Proof. We argue by contradiction. Let O˜(H) be the open neighbourhood from
property (PO). Without loss of generality, we can assume that K = Kn for some Kn
in the exhaustion of M . Suppose that there exists a sequence hn ∈ O˜(H)∩C
∞
c (K)
and a sequence (vn, ηn) ∈ Crit
+(AH+hn), such that limn→∞ hn = 0 and
lim
n→∞A
H+hn(vn, ηn) = 0. (3.1)
Property (PO) is uniformly continuous at H, hence all the periodic orbits vn are
contained in the compact set K. By requiring certain bounds on the derivatives for
h ∈ O˜(H), we can find an open subset O(H) ⊂ O˜(H) where the following uniform
bounds are satisfied:
sup
h∈O(H)∩C∞c (K)
sup
K
‖DXH+h‖ < +∞. (3.2)
As Σ is of contact type there exists a Liouville vector field Y , such that dH(Y ) > 0
on Σ. In particular, we can assume the existence of an open neighbourhood U of Σ
and of a constant δ′ > 0, such that
inf
U∩K
dH(Y ) > δ′ > 0.
By possibly shrinking O(H), we can assume that for all h ∈ O(H) ∩ C∞c (K) we
have (H+h)−1(0) ∩K ⊆ U ∩K and
inf
U∩K
d(H+h)(Y ) >
δ′
2
.
Thus we obtain AH+hn(vn, ηn) = ηn
∫
S1
dvn(H+hn)(Y ) >
ηnδ
′
2
.
With (3.1), we conclude that limn→∞ ηn = 0. On the other hand, as (vn, ηn) ∈
Crit+(AH+hn), we get uniform bounds on the derivative of vn
vn(t) ∈ K, ‖∂tvn(t)‖ ≤ |ηn| sup
K
‖XH+hn‖ ∀ n ∈ N, t ∈ S
1.
This allows us to use the Arzela´-Ascoli theorem, which yields a convergent subse-
quence (which we denote the same)
lim
n→∞(vn, ηn) = (x, 0) ∈ Σ×{0}.
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Let x ∈ V ⊆ M, ϕ : V → R2m be a coordinate chart around x. For n big enough
we can assume vn(S
1) ⊆ V. Then xn := ϕ ◦ vn satisfies the respective Hamiltonian
equation ∂txn = ηnDϕ
−1(XH+hn)(xn). Hence ∂ttxn = ηnD
(
Dϕ−1(XH+hn)
)
(∂txn).
However, from Remark 3.4 we can infer that
ηn
∥∥D (Dϕ−1(XH+hn)) ∥∥ ≥ 2π,
which together with (3.2) contradicts limn→∞ ηn = 0. 
Fix a strongly tentacular Hamiltonian H : T ∗Rn → R and let O(H) be an open
neighbourhood of 0 in C∞c (T
∗Rn), such that all Hamiltonians from H + O(H) are
strongly tentacular and O(H) is as in Lemma 3.5. Fix sets K ⊆ V ⊆ T ∗Rn, such
that K 6= ∅ is compact and V is open and precompact. Let δ > 0 be a constant as
in Lemma 3.5; let y ∈ (0, δ) and let 0 < ε0, c˜ <∞ be constants as in [32, Lem. 2.1]
depending only on H.
Finally, fix h± ∈ O(H) ∩ C∞c (K) and let
R ∋ s 7−→ (Hs, Js) ∈
(
H +O(H)
)
× J (V×(R \ [−y, y]), J),
be a smooth homotopy of Hamiltonians and ω-compatible almost complex struc-
tures, constant outside of [0, 1], such that Hs = H +h− for s ≤ 0 and Hs = H + h+
for s ≥ 1. In this setting we formulate the following lemma:
Lemma 3.6. Let (v±, η±) be a pair of critical points of AH+h±. If the homotopy
{Hs, Js}s∈R satisfies
‖∂sHs‖L∞ < min
{
ε0
8
(
c˜ε0 + ‖J‖
3/2
L∞
) , 7δ
16c˜(1 + δ)
}
, (3.3)
and if u is a solution to the equation ∂su = ∇JsA
Hs(u) with lim
s→±∞
u(s) = (v±, η±),
then AH+h−(v−, η−) > δ implies AH+h+(v+, η+) > δ.
Proof. The following proof is an adjustment of the proof of [14, Cor. 3.8] to the
setting of strongly tentacular Hamiltonians and is based on the results proven in
[32, Prop. 3.3]. Abbreviate
a := AH+h−(v−, η−), b := AH+h+(v+, η+).
By assumption a ≥ δ. Let u = (v, η) ∈ C∞
(
R, C∞(S1, T ∗Rn)×R
)
be a solution to
the equation ∂su = ∇JsA
Hs(u) with lims→±∞ u(s) = (v±, η±). Then our setting
satisfies the assumptions of [32, Prop. 3.3].
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First assume additionally |b| ≤ a. Then b − a ≤ 0 and [32, Prop. 3.3, eq. (3.7)]
gives
‖η‖L∞(R) ≤
8
7
(
c˜
(
max{|a|, |b|} + 1
)
+
b− a
ε0
‖J‖
3
2
L∞
)
≤
8
7
c˜(a+ 1) ≤ ac˜
8
7
(
1 +
1
δ
)
(3.4)
On the other hand, by equation (3.5) from the proof of [32, Prop. 3.3], we have that
‖∂su‖
2
L2(R×S1) ≤ ‖J‖L∞(b− a+ ‖η‖L∞‖∂sHs‖L∞). (3.5)
Combined with (3.4) and (3.3), we obtain the following estimate:
b ≥ a− ‖η‖L∞(R)‖∂sHs‖L∞ ≥ a
(
1− c˜
8
7
(
1 +
1
δ
)
‖∂sHs‖L∞
)
≥
1
2
a.
In particular, AH+h−(v−, η−) = b > 0. By assumption h− ∈ O(H)∩C∞c (K), hence
by Lemma 3.5 we can conclude that AH+h−(v−, η−) ≥ δ. This implies the result
provided |b| ≤ a.
Now assume b < −a. Then b− a ≤ 0 and by [32, Prop. 3.3, eq. (3.7)] we have
‖η‖L∞(R) ≤
8
7
(
c˜
(
max{|a|, |b|} + 1
)
+
b− a
ε0
‖J‖
3
2
L∞
)
≤
8
7
c˜(1− b) ≤ −bc˜
8
7
(
1 +
1
δ
)
, (3.6)
where the last inequality comes from the assumption −b ≥ a ≥ δ. Combining it
with (3.5) and (3.3), we obtain the following inequality:
a ≤ b+ ‖η‖L∞(R)‖∂sHs‖L∞ ≤ b
(
1− c˜
8
7
(
1 +
1
δ
)
‖∂sHs‖L∞
)
≤
1
2
b < −
1
2
a,
which contradicts the assumption a > δ > 0. That excludes b < −a and proves the
lemma. 
Proof of Theorem 3.1: Let us fix a Hamiltonian H ∈ H. By [31, Lem. 8.8] and [31,
Lem. 8.9] for every two close enough regular couples (H+h1, J1), (H+h2, J2) with
h1, h2 ∈ C
∞
c (T
∗Rn), J1, J2 ∈ J⋆ and a homotopy Γ = {H+hs, Js}s∈R of compactly
perturbations hs of Hamiltonian H and almost complex structures Js ∈ J⋆ one can
construct a homomorphism
φΓ : CF∗ (H + h1, f1)→ CF∗ (H + h2, f2) ,
which is defined by counting the perturbed flow lines with cascades (cf. [9, Sec.
11.1], [31, Lem. 7.2]). Moreover, φΓ satisfies φΓ ◦ ∂1 = ∂2 ◦ φ
Γ, thus induces a
homomorphism on the homology level
ΦΓ : RFH(H + h1, J1)→ RFH(H + h2, J2).
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Moreover, by Lemma 3.6 we know that if the two regular couples (H+h1, J1),
(H+h2, J2) are close enough, then the preimage of CF
+∗ (H+h2, f2) under φΓ lies in
CF+∗ (H+h1, f1). In other words
φΓ
(
CF≤0 (H + h1, f1)
)
⊆ CF≤0 (H + h2, f2) . (3.7)
This together with (2.11) allows us to infer that the restriction φΓ+ of φ
Γ to
CF+∗ (H+h1, f1) constructed by counting the perturbed flow lines with cascades be-
tween critical points with positive action, commutes with the respective boundary
operators ∂+1 and ∂
+
2 and thus induces a homomorphism Φ
Γ
+ : RFH
+(H+h1, J1)→
RFH+(H+h2, J2).
Now, we show that ΦΓ+ is an isomorphism, using the fact that Φ
Γ is an isomor-
phism by [9, Prop. 11.2.9]. Via the inverse homotopy Γ−1 = {H+h1−s, J1−s}s∈R,
one can construct analogously a homomorphism
φΓ
−1
: CF∗ (H + h2, f2)→ CF∗ (H + h1, f1) .
As this homomorphism also satisfies φΓ
−1
◦ ∂2 = ∂1 ◦ φ
Γ−1 and
φΓ
−1 (
CF≤0 (H + h2, f2)
)
⊆ CF≤0 (H + h1, f1) , (3.8)
it induces a homomorphism ΦΓ
−1
+ : RFH
+(H+h2, J2)→ RFH
+(H+h1, J1).
Finally, by [9, Prop. 11.2.9] there exists a homomorphism
S : CF∗ (H + h1, f1)→ CF∗+1 (H + h1, f1) ,
satisfying φΓ
−1
◦ φΓ − Id = S ◦ ∂1 + ∂1 ◦ S (3.9)
and S
(
CF≤0 (H + h1, f1)
)
⊆ CF≤0 (H + h1, f1) , (3.10)
where (3.10) comes from applying Lemma 3.6 once again this time to the flow-
lines with cascades coming from a homotopy of homotopies (cf. [9, Thm. 11.3.11]).
By combining (2.11), (3.7), (3.8) and (3.10) we infer that the restriction of S to
CF+ (H+h1, f1) also satisfies (3.9) with φ
Γ
+ and φ
Γ−1
+ , thus establishing that Φ
Γ
+
and ΦΓ
−1
+ are also isomorphisms on the homology level.
This proves that RFH+(H) is invariant under small enough9 compactly sup-
ported perturbations of H and (via h1=h2=0) is invariant of J or (f, g). 
4. Tentacular hyperboloids
4.1. Ho¨rmander classification. Let A be a non-degenerate, quadratic, symmetric
matrix and consider the non-degenerate quadratic Hamiltonian H on (T ∗Rn, ωn)
H(x) :=
1
2
xTAx− 1. (4.1)
9The invariance for any compact perturbation follows by splitting a given perturbation into a
sequence of smaller perturbations (see [14], p. 275)
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The hypersurface Σ := H−1(0) is diffeomorphic to Sl−1 ×R2n−l, where (l, 2n− l) is
the signature of A. A hyperboloid is the 0-level set of a quadratic Hamiltonian H
as in (4.1) with 1 ≤ l ≤ 2n− 1.
Remark 4.1. Note that every hyperboloid is a hypersurface of contact type, as the
radial Liouville vector field Y = 12x∂x satisfies dHx(Y ) = H(x) + 1 = 1
∣∣
Σ
> 0.
Moreover, the Hamiltonian vector field XH coincides with the Reeb vector field
corresponding to ιY ωn
∣∣
Σ
, as XH ∈ kerωn
∣∣
Σ
and ιY ωn(·,XH ) = dH(Y ) = 1 on Σ.
In [31, Sec. 9] the last author together with Pasquotto and Vandervorst introduced
the notion of symplectic hyperboloids, which are equivalence classes of the set of
hyperboloids under the action of the linear symplectic group Sp(R2n). A symplectic
hyperboloid is called a tentacular hyperboloid if it admits a strongly tentacular
representative of the form (4.1). Proposition 2.5 above provides plenty of examples
of tentacular hyperboloids.
According to Ho¨rmander [27, Thm. 3.1] each equivalence class is uniquely deter-
mined by the eigenvalues of JA. Observe that if λ is an eigenvalue of JA with a
corresponding m ×m block in the Jordan decomposition, then its additive inverse
and its complex conjugate are also eigenvalues of JA each with a m×m block.
By Ho¨rmander classification, T ∗Rn splits into a direct sum of symplectic sub-
spaces Si. In other words, after a symplectic change of coordinates we can assume
that the matrix A is a diagonal block matrix consisting of matrices Ai = A|Si .
Each matrix Ai corresponds to a m×m block with an eigenvalue λ in the Jordan
decomposition of JA and it is determined as follows:
(a) if Im(λ) = 0, then Si := T
∗Rm and Ai is a 2m × 2m block matrix
(
0 B
BT 0
)
where B = {bj,k}
m
j,k=1 with
bj,k :=

|λ| if j = k,
1 if j = k + 1,
0 otherwise.
Thus B is a m×m matrix with |λ|’s on the diagonal and with 1’s under the
diagonal for m > 1. The signature of Ai is (m,m) and the corresponding
Hamiltonian Hi : T
∗Rm → R is given by
Hi(q, p) := |λ|
m∑
j=1
qjpj +
m−1∑
j=1
qj+1pj.
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(b) if Re(λ) 6= 0, Im(λ) 6= 0, then Si := T
∗R2m and Ai is an 4m × 4m block
matrix Ai :=
(
0 B
BT 0
)
where B = {bj,k}
2m
j,k=1 with
bj,k :=

|Re(λ)| if j = k,
| Im(λ)| if j2 ∈ N and k = j − 1,
−| Im(λ)| if k2 ∈ N and j = k − 1,
1 if k = j + 2,
0 otherwise.
The signature of Ai is (2m, 2m) and Hi : T
∗R2m → R is given by
Hi(q, p) :=
2m−2∑
j=1
qjpj+2 + |Re(λ)|
2m∑
j=1
qjpj + | Im(λ)|
m∑
j=1
(
q2jp2j−1 − q2j−1p2j
)
.
(c) if Re(λ) = 0, then Si := T
∗Rm and for some γ = ±1, Ai is an 2m×2m block
matrix
(
B 0
0 BP
)
, where B = {bj,k}
m
j,k=1 with
bj,k := γ

2| Im(λ)| if j = k = m+12 ∈ N,
−2 if j = k = m+22 ∈ N,
| Im(λ)| if j 6= k and j + k = m+ 1,
−1 if j 6= k and j + k = m+ 2,
0 otherwise.
and BP is the reflection of B with respect to the anti-diagonal. That is,
BP = {bδ(j,k)}
m
j,k=1 with δ(j, k) = (m+1−j,m+1−k). The signature of Ai
is (m,m) if m is even and (m+ γ,m− γ) if m is odd, and the corresponding
Hamiltonian Hi : T
∗Rm → R is equal to
Hi(q, p) :=
γ
2
| Im(λ)| m∑
j=1
(
qjqm+1−j + pjpm+1−j
)
−
m−1∑
j=1
(
qj+1qm+1−j + pjpm−j
) .
The Ho¨rmander classification determines a unique (up to permutation of the
blocks) representative of the equivalence class of non-degenerate matrices under
the action of Sp(R2n). In particular, after a linear symplectic change of coordi-
nates, every quadratic Hamiltonian of the form (4.1) can be represented as a sum
of Hamiltonians Hi : Si → R,
H(x) =
∑
i
Hi(xi)− 1, Hi(xi) :=
1
2
xTi Aixi, xi ∈ Si,
with Ai either of type (a), (b) or (c).
Remark 4.2. Observe, that the Hamiltonian Hi(xi) =
1
2x
T
i Aixi for a matrix Ai
either of type (a) or (b) vanishes on the 0-section χ0 = R
m × {0} ⊆ T ∗Rm = Si.
In other words, if a quadratic Hamiltonian H : T ∗Rm → R as in (4.1) comes from
a non-degenerate, symmetric matrix A and all the eigenvalues of the matrix JmA
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have non-zero real part, then there exists a Lagrangian subspace of T ∗Rm on which
the Hamiltonian H + 1 vanishes.
A classical result [29, Lem. 2.43] shows that a positive definite matrix is sim-
plectically diagonalizable. More precisely, by applying a linear symplectic change
of coordinates to a positive definite matrix, we can obtain a diagonal matrix with
couples of positive real numbers µ1, µ1, . . . , µk, µk, µj ≤ µj+1 on the diagonal. In
the words of the Ho¨rmander classification: a positive definite matrix corresponds to
k block matrices of type (c) and dimension 2. Therefore, we can conclude that if
A is a positive definite matrix, then all the eigenvalues of JA are purely imaginary
and equal ±iµj, j = 1, . . . , k.
Given x ∈ Rn, write x = (x′, x′′) with respect to the splitting Rn = Rk ⊕ Rn−k.
Define the symplectic splitting T ∗Rn ∼= T ∗Rk×T ∗Rn−k via the symplectomorphism
σ :
(
T ∗Rn, ωn
)
→
(
T ∗Rk × T ∗Rn−k, ωk ⊕ ωn−k
)
σ(q, p) :=
(
(q′, p′), (q′′, p′′)
)
.
(4.2)
Then σ(Σ) ∩
(
T ∗Rk × {0}
)
= Σ0 × {0}.
Remark 4.3. From the arguments presented above we can deduce the following
properties of the matrices and Hamiltonians satisfying (1.1):
(i) The eigenvalues of JkA0 are purely imaginary;
(ii) Without loss of generality we can assume that A0 is a diagonal matrix with
couples of positive real numbers µ1, µ1, . . . , µk, µk, µj ≤ µj+1 on the diago-
nal, which correspond to eigenvalues ±iµj of JkA0;
(iii) The matrix A1 has signature (n− k, n− k);
(iv) Define Σ0 := H
−1
0 (0),Σ := H
−1(0) and
Σ1 := Σ ∩ σ
−1(T ∗Rk × S), (4.3)
where S denotes the n−k-dimensional subspace of T ∗Rn−k spanned by the
eigenvectors of A1 corresponding to positive eigenvalues. Then there exist
diffeomorphisms φ0 : Σ0 → S
2k−1 and φ : Σ → Sn+k−1 × Rn−k, such that
φ(Σ1) = S
n+k−1 × {0}.
(v) Without loss of generality, we can assume that the Hamiltonian H1 satisfies
H1(x, 0) = 0 for all x ∈ R
n−k, i.e. H1 vanishes on the 0-section χ0 = Rn−k×
{0} ⊆ T ∗Rn−k. In particular,
σ−1(Σ0 × χ0) ⊆ Σ.
(vi) For S defined as above we have S ∩ χ0 = {0}.
Remark 4.4. We emphasise (cf. Remark 2.6) that all points of Remark 4.3 only use
that H is of the form (1.1) with A0 positive definite and JA1 hyperbolic.
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The embedding T ∗Rk ∼= T ∗Rk × {0}2(n−k) →֒ T ∗Rn induces an inclusion
j : Σ0 →֒ Σ1, (4.4)
and a retraction r : Σ→ Σ1. Recall that the Umkehr map j! : H∗(Σ1)→ H∗+k−n(Σ0)
is defined as the composition
j! := (−⌢ [Σ0]) ◦ j
∗ ◦ (−⌢ [Σ1])−1.
For later purposes, we observe that the composition
j! ◦ r∗ : H∗(Σ)→ H∗+k−n(Σ0), (4.5)
is an isomorphism for ∗ = n+ k − 1 and zero otherwise.
4.2. Periodic orbits. In this subsection we discuss the properties of non-degenerate
periodic orbits of quadratic Hamiltonians H(x, y) = H0(x) + H1(y) on T
∗Rn =
T ∗Rk ⊕ T ∗Rn−k satisfying (1.1). In particular, we establish an action and degree-
preserving 1-to-1 correspondence between periodic orbits of XH on Σ = H
−1(0) and
periodic orbits of XH0 on Σ0 = H
−1
0 (0).
Lemma 4.5. There is an action preserving 1-to-1 correspondence of the periodic
orbits of XH on Σ with the periodic orbits of XH0 on Σ0. Explicitly, for η 6= 0
v : S1 → Σ, ∂tv = ηXH(v),
if and only if σ(v) = (v0, 0), where
v0 : S
1 → Σ0, ∂tv0 = ηXH0(v0).
Moreover AH(v) = AH0(v0) = η, for the Rabinowitz action functionals of H on
(T ∗Rn, ωn) and H0 on (T ∗Rk, ωk) respectively.
Proof. For a Hamiltonian H as in (4.1) the Hamiltonian flow of XH is given by
φt(x) = exp(tJnA)x.
Consequently, (v, η) ∈ Crit(AH) if and only if v(0) ∈ Σ and φη(v(0)) = v(0) or,
equivalently, v(0) ∈ ker
(
exp(ηJnA) − Id
)
. By assumption the matrix A can be
presented with respect to the symplectic splitting (4.2) as a block matrix:
A :=
(
A0 0
0 A1
)
,
where A0 and A1 are as in (1.1). As a result,
ker
(
exp(ηJnA)− Id
)
= ker
(
exp(ηJkA0)− Id
)
⊕ ker
(
exp(ηJn−kA1)− Id
)
.
A simple calculation shows that det
(
exp(ηJn−kA1)− Id
)
= 0 if and only if eηµ = 1
for some eigenvalue µ of Jn−kA1. However, by assumption all the eigenvalues of
Jn−kA1 have non-zero real parts, hence eηµ 6= 1 for all η 6= 0.
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Consequently, (v, η) ∈ Crit(AH) and η 6= 0 if and only if v(0) ∈ Σ and σ ◦ v(0) =
(w0, 0) for some w0 ∈ ker
(
exp(ηJkA0) − Id
)
. If we define v0(t) := φ
ηt(w0) then
(v0, η) ∈ Crit(A
H0), as σ(Σ) ∩
(
T ∗Rk×{0}
)
= Σ0 × {0}.
Finally, recall from Remark 4.1 that Y = 12x∂x is a Liouville vector field for ωn
and satisfies dHx(Y ) = 1 for all x ∈ Σ. Hence, we have for (v, η) ∈ Crit
(
AH
)
AH(v, η) =
∫
λn(∂tv) = η
∫
ωn(Y,XH) = η
∫
dH(Y ) = η, (4.6)
where λn := ιY ωn is the Liouville form for Y . The same arguments for Y0 =
1
2x∂x
on T ∗Rk show that AH0(v0, η) = η. This concludes the proof. 
Corollary 4.6. Denote by {±iµl}
k
l=1, µl > 0 the eigenvalues of JkA0. Then
CritVal
(
AH
)
= CritVal
(
AH0
)
=
k⋃
l=1
2π
µl
Z.
Proof. By Lemma 4.5 it suffices to prove the second equality. By the proof of Lemma
4.5, we know that (v0, η) ∈ Crit
(
AH0
)
if and only if
v0(t) = exp(tηJkA0)w0 and w0 ∈ Σ0 ∩ ker
(
exp(ηJkA0)− Id
)
. (4.7)
As ker
(
exp(ηJkA0) − Id
)
6= {0} if and only if there exists an eigenvalue ±iµl of
JkA0, such that ηµl ∈ 2πZ, and as A
H0(v0, η) = η, the corollary follows. 
Remark 4.7. We define the following subspaces of the critical sets
Λη0 :=
{
(v, y) ∈ Crit
(
AH0
) ∣∣ y = η} ,
Λη :=
{
(v, y) ∈ Crit
(
AH
) ∣∣ y = η} . (4.8)
In particular Λ00 = Σ0 × {0} and Λ
0 = Σ × {0}. Meanwhile for η 6= 0, we have by
Lemma 4.5 AH(Λη) = AH0(Λη0) = η and
Λη =
{
(σ−1(v0, 0), η)
∣∣ (v0, η) ∈ Λη0} ∼= Λη0.
As Σ0 is diffeomorphic to S
2k−1, we obtain from (4.7) for η ∈ CritVal(AH0) that Λη0
is diffeomorphic to S2m−1, where m := 12 dimker
(
exp(ηJkA0)− Id
)
.
Next, we show that the correspondence between the periodic orbits of XH on Σ
and the periodic orbits of XH0 on Σ0 is not only action- but also degree-preserving.
Proposition 4.8. If (v, η), η 6= 0 is a periodic orbit of XH on Σ ⊆ T
∗Rn with
σ(v) = (v0, 0) and (v0, η) a periodic orbit of XH0 on Σ0 ⊆ T
∗Rn, then
µtrCZ(v, η) = µ
tr
CZ(v0, η).
Here µtrCZ denotes the transverse Conley-Zehnder index, which we will denote in
the following proof by µξCZ, as it is only evaluated on the contact structure ξ.
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Proof. Let H be a quadratic Hamiltonian as in (4.1) and H−1(0) = Σ. The radial
Liouville vector field Y = 12x∂x defines a contact structure ξ = ker
(
ιY ω
∣∣
TΣ
)
on Σ
by Remark 4.1. Writing Lω for the symplectic complement of a subspace L, we have
for x ∈ Σ:
ξx = {v ∈ TxΣ |ωn(Y, v) = 0}
= {v ∈ TxT
∗
R
n |ωn(Y, v) = 0, dH(v) = 0} = (span{XH , Y })
ω .
Consequently, ξω = span{XH , Y }. If LXH denotes the Lie-derivative along XH , we
obtain by Cartan’s formula and Remark 4.1 that
LXH ιY ω = d(ιXH ιY ωn) + ιXHd(ιY ωn) = d(dH(Y )) + ιXHωn = d(H+1)− dH = 0.
Consequently, the Hamiltonian flow φt of XH preserves ιY ωn. As φ
t preserves also
dH and ωn, we find that the vector fields XH , Y , the bundles ξ, ξ
ω and the splitting
T (T ∗Rn) = TR2n = ξ ⊕ ξω over Σ are also preserved by φt.
Let γ be a closed characteristic on Σ. Then we have
γ∗TR2n = γ∗ξ ⊕ γ∗ξω.
As the Hamiltonian flow preserves this splitting, it follows by the product property
[34] that the Conley-Zehnder index of γ is the sum:
µTR
2n
CZ (γ) = µ
ξ
CZ(γ) + µ
ξω
CZ(γ).
As (XH , Y )◦γ provides a trivialisation of γ
∗ξω and as φt preserves (XH , Y ), we find
that Dφt|ξω expressed in this trivialisation is a path of identity matrices and hence
µξ
ω
CZ(γ) = µCZ(Id) = 0 =⇒ µ
ξ
CZ(γ) = µ
TR2n
CZ (γ).
The Hamiltonian flow of a Hamiltonian as in (4.1) is given by
φt(x) = exp(tJnA)x and Dφ
t = exp(tJnA).
For a closed characteristic γ with period η we can take Φ(t) = Id for all t as the
trivialization Φ: [0, η] × R2n → γ∗(TR2n). With respect to this trivialization
µξCZ(γ) = µ
TR2n
CZ (γ) = µCZ(exp(tJnA)).
Naturally, R2n = R2k⊕R2(n−k) is a splitting into symplectic subspaces. By assump-
tion, the matrix A can be written as a block matrix with respect to this splitting:
A :=
(
A0 0
0 A1
)
,
where A0 and A1 are as in (1.1). This way the Conley-Zehnder index of γ is a sum:
µξCZ(γ) = µCZ
(
exp(tJkA0)
)
+ µCZ
(
exp(tJn−kA1)
)
.
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By Lemma 4.5, γ is also a characteristic on Σ0 := H
−1
0 (0). Repeating the arguments
presented above yields that ξ0 := ker(ιY ωk) is a contact structure on Σ0 and that
µξ0CZ(γ) = µCZ
(
exp(tJkA0)
)
.
Thus it suffices to show that µCZ
(
exp(tJn−kA1)
)
= 0. The Conley-Zehnder index
of the path of matrices exp(tJn−kA1), t ∈ [0, η] is by definition
µCZ
(
exp(tJn−kA1)
)
=
1
2
sgn(A1) +
1
2
sgn
(
A1
∣∣∣
ker
(
exp(ηJn−kA1)−Id
))
+
∑
t∈(0,η),
det(exp(tJn−kA)−Id)=0
sgn
(
A1
∣∣∣
ker
(
exp(tJn−kA1)−Id
)) (4.9)
First observe that the first term vanishes, since by assumption A1 has signature 0.
To analyse the rest of the terms, we will calculate the crossings, i.e. those t ∈ R, such
that det
(
exp(tJn−kA1) − Id
)
= 0. A simple calculation shows that t is a crossing
of exp(tJn−kA1) if and only if etµ = 1 for some eigenvalue µ of Jn−kA1. However,
by assumption all the eigenvalues of Jn−kA1 have non-zero real parts, hence etµ 6= 1
for all t 6= 0. Therefore, exp(tJn−kA1) has no other crossings than 0 and all terms
in (4.9) vanish giving µCZ
(
exp(tJn−kA1)
)
= 0. 
4.3. Morse-Bott property. In this section we show that the Morse-Bott condi-
tions (2.3) and (2.4) are satisfied for Hamiltonians H and H0 as in (1.1).
Lemma 4.9. For Hamiltonians H0 and H on (T
∗Rk, ωk) or (T ∗Rn, ωn) as in (1.1)
the periodic orbits of XH0 and XH are of Morse-Bott type and the Rabinowitz action
functionals AH0 and AH are Morse-Bott.
Proof. We only give the proof for H, the proof for H0 is analogous.
First, we show that Crit(AH) is a discrete union of connected manifolds Λ. Let
A =
(
A0
A1
)
be the block matrix such that H(x, y) =
( x
y
)T
A
( x
y
)
− 1. Let µj be
the eigenvalues of the matrix JkA0 and let Λ
η be the set of pairs (v, η) such that v
is an η-periodic orbit of XH (see (4.8)). Recall that Λ
η is diffeomorphic to a sphere
S2m−1 or Σ and that we have by Corollary 4.6 and Remark 4.7 that
Crit
(
AH
)
=
⋃
η∈⋃kj=1 2piµj Z
Λη.
Next, recall from Remark 4.1 that quadratic Hamiltonians H are defining for the
hypersurface Σ = H−1(0), as the Liouville vector field Y = 12x∂x satisfies dH(Y )|Σ =
1. This allows us to apply [20, Lem. 20] and conclude that AH is Morse-Bott if the
periodic orbits of XH are of Morse-Bott type.
To prove this last property consider the projection (v, η) 7→ v(0) and for η ∈
Crit(AH) denote by N η the image of Λη under this projection. It suffices to show
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for all η that N η ⊆ Σ is a closed submanifold and that for p ∈ N η it holds that
TpN
η = ker
(
dpH
)
∩ ker
(
Dpφ
η − Id
)
,
where φη denotes the time η flow of XH . Both conditions follow from (4.7):
N η = πAH (Λ
η) = Σ
=
H−1(0)
∩ ker
(
exp(ηJnA)︸ ︷︷ ︸
=Dφη
− Id
)
=⇒ TpN
η = ker(dpH) ∩ ker
(
Dpφ
η − Id
)
. 
5. The hybrid problem
In the previous section we have shown that there is a 1-to-1, action and degree
preserving correspondence between periodic orbits of XH on Σ and of XH0 on Σ0,
which will allows us to define a chain map
ψ : CF∗(H, f)→ CF∗(H0, f0).
However, to ensure that ψ induces a homomorphism
Ψ: RFH∗(H)→ RFH∗(H0),
we need to verify that it commutes with the boundary operators, which is the subject
of this section.
Let Λ0 ⊆ Crit(A
H0) and Λ ⊆ Crit(AH) be connected components and fix J0 ∈ J
k
⋆
and J ∈ J n⋆ , such that the pairs (H0, J0) and (H,J) are regular in the sense of
Definition 2.10. To construct ψ, we consider the following moduli spaces of pairs of
half Floer trajectories of the Hamiltonians H and H0:
Definition 5.1. An element ofMhyb(Λ0,Λ) is a pair (u0, u), such that u0 = (v0, η0)
and u = (v, η) with
v0 : (−∞, 0] × S
1 → T ∗Rk, η0 : (−∞, 0]→ R,
v : [0,∞) × S1 → T ∗Rn, η : [0,∞)→ R,
satisfying the Rabinowitz Floer equations
∂su0 −∇J0A
H0(u0) = 0, ∂su−∇JA
H(u) = 0, (5.1)
together with the limit conditions
lim
s→−∞u0(s) ∈ Λ0, lims→+∞u(s) ∈ Λ, (5.2)
and the coupling conditions
σ(v(0, t)) =
(
v0(0, t), (∗, 0n−k)
)
, η(0) = η0(0), (5.3)
where σ is the symplectomorphism defined in (4.2).
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Below we will analyse the moduli space Mhyb(Λ0,Λ). In subsection 5.1 we ex-
plore what happens when AH(Λ) = AH0(Λ0); in subsection 5.2 we prove uniform
L∞-bounds on the elements of Mhyb(Λ0,Λ) and in subsection 5.3 we show that
Mhyb(Λ0,Λ) has the structure of a smooth manifold.
5.1. Stationary solutions. For (u0, u) ∈ Mhyb(Λ0,Λ) we define its energy as
E(u0, u) :=
∫ 0
−∞
‖∂su0‖
2ds+
∫ ∞
0
‖∂su‖
2ds ≥ 0. (5.4)
Lemma 5.2. For (u0, u) ∈ Mhyb(Λ0,Λ), its energy satisfies
E(u0, u) = A
H(Λ)−AH0(Λ0).
In particular, if Mhyb(Λ0,Λ) 6= ∅, then A
H(Λ) ≥ AH0(Λ0).
Proof. At first, we have by (5.1) and (5.2) that
E(u0, u) =
∫ 0
−∞
‖∇J0A
H0(u0(s))‖
2ds +
∫ ∞
0
‖∇JA
H(u(s))‖2ds
=
∫ 0
−∞
d
ds
AH0(u0(s))ds +
∫ ∞
0
d
ds
AH(u(s))ds
= AH0(u0(0)) −A
H0(Λ0) +A
H(Λ)−AH(u(0)).
Secondly, we have for (v1, η) ∈ C
∞(S1, χ0)× R that
AH1(v1, η) =
∫
S1
λ(∂tv1)− η
∫
S1
H1(v1) = 0.
The first integral vanishes, as the primitive λ = pdq of ωn−k vanishes on the 0-
section χ0 := R
n−k × {0} ⊆ T ∗Rn−k. The second integral vanishes, as H1 vanishes
on χ0 by (v) of Remark 4.3. Using (5.3), we have u(0) = (σ
−1(v0(0), v1(0)), η) and
u0(0) = (v0(0), η) with v1(0) ∈ C
∞(S1, χ0), and therefore we find
AH(u(0)) = AH0(u0(0)) =⇒ E(u0, u) = A
H(Λ)−AH0(Λ0). 
We formulate the next lemma using the notation from (4.8):
Lemma 5.3. For η ∈ CritVal(AH0) = CritVal(AH), η 6= 0 the moduli space
Mhyb(Λ
η
0,Λ
η) consists of stationary solutions, of the form
u0(s, t) := (v(t), η), ∀ (s, t) ∈ (−∞, 0]× S
1,
u(s, t) := (σ−1(v(t), 0), η), ∀ (s, t) ∈ [0,+∞)× S1,
where (v, η) ∈ Λη0.
For η = 0, Mhyb(Λ
0
0,Λ
0) consists of stationary solutions of the form
u0(s, t) := (x, 0), ∀ (s, t) ∈ (−∞, 0]× S
1,
u(s, t) := (σ−1(x, y), 0), ∀ (s, t) ∈ [0,+∞)× S1,
where (x, y) ∈ Σ0 × χ0.
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Proof. If AH(Λ) = AH0(Λ0), then E(u0, u) = 0 by Lemma 5.2 for every (u0, u) ∈
Mhyb(Λ0,Λ). As a result Mhyb(Λ0,Λ) consists of stationary solutions of the form
u0(s, t) := (v0(t), η), ∀ (s, t) ∈ (−∞, 0]× S
1,
u(s, t) := (σ−1(v0(t), v1(t)), η), ∀ (s, t) ∈ [0,+∞)× S1,
where by (5.2) and (5.3) it holds
(v0, η) ∈ Λ0, (σ
−1(v0, v1), η) ∈ Λ, v1(t) ∈ χ0 ∀ t ∈ S1.
On the other hand, by Lemma 4.5 we know that if AH(Λ) = AH0(Λ0) 6= 0, then
Λ =
{
(σ−1(v0, 0), η)
∣∣ (v0, η) ∈ Λ0} .
Combining the two facts above proves the first claim. Similarly, we obtain the
second claim by observing that Σ0 × χ0 ⊆ Σ0 ×H
−1
1 (0) ⊆ σ(Σ). 
5.2. Bounds. One of the crucial steps in constructing the homomorphism between
RFH(H) and RFH(H0) is to establish L
∞-bounds on Mhyb(Λ0,Λ).
To formulate the L∞-bounds in Proposition 5.4 and Lemma 6.3 we introduce
the following notation: for a compact subset N ⊆ Σ and a connected component
Λ0 ⊆ Crit(A
H0) we denote
C(AH , N) :=
{
x ∈ Crit(AH)
∣∣∣ |AH(x)| > 0 or x ∈ N × {0}} ,
Nhyb(Λ0, N) :=
{
(u0, u) ∈ Mhyb(Λ0,Σ×{0})
∣∣∣ lim
s→+∞
u(s) ∈ N
}
,
For a pair of connected components (Λ0,Λ) ⊆ Crit(A
H0)×
(
Crit(AH)
∖
(Σ×{0})
)
we
denote Nhyb(Λ0,Λ) :=Mhyb(Λ0,Λ).
Proposition 5.4. Consider a compact subset N ⊆ Σ and a pair of connected com-
ponents (Λ0,Λ) ⊆ Crit(A
H0) × C(AH , N), such that a ≤ AH0(Λ0) ≤ A
H(Λ) ≤ b.
Then the corresponding moduli space Nhyb(Λ0,Λ) admits uniform L
∞-bounds, which
depend only on a, b and N .
Proof. First observe that by adapting the result in [32, Prop. 6.2] to the hybrid
problem we obtain
sup
{
‖u±(±s)‖L2(S1)×R
∣∣∣ (u−, u+) ∈ Nhyb(Λ0,Λ), s ≥ 0} < +∞. (5.5)
Moreover, there exists ε0 > 0, such that
sup
{
(u−, u+) ∈ Nhyb(Λ0,Λ), s ≤ 0,‖u−(s)‖L∞×R ‖∇J0A
H0(u−(s))‖ < ε0
}
< +∞, (5.6)
sup
{
(u−, u+) ∈ Nhyb(Λ0,Λ), s ≥ 0,‖u+(s)‖L∞×R ‖∇JAH(u+(s))‖ < ε0
}
< +∞. (5.7)
and all the bounds depend only on a, b and N .
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Next, we use a maximum principle argument to prove uniform bounds on the
fragment of the Floer trajectories, where the action derivation is greater than ε0.
For (u−, u+) = ((v−, η−), (v+, η+)) ∈ Nhyb(Λ0,Λ) define a function
r : (−∞, 0]× S1 → R,
r(s, t) :=
1
4
(
‖v−(s, t)‖2 + ‖v+(−s, t)‖2
)
.
Using the function F defined as 14‖ · ‖
2 we can rewrite r as
r(s, t) = F ◦ v−(s, t) + F ◦ v+(−s, t).
The function F is plurisubharmonic, which means that −ddCF = ω.
By (5.6) and (5.7) we know that there exists c0 > 0, such that for every (s, t) ∈
r−1([c0,+∞)) we have
‖∇J0A
H0(u−(s))‖ ≥ ε0, ‖∇JAH(u+(−s))‖ ≥ ε0. (5.8)
On the other hand, by Lemma 5.2 we have the following bound:
b− a ≥ E(u−, u+) =
∫ 0
−∞
‖∇J0A
H0(u−(s))‖2ds+
∫ ∞
0
‖∇JA
H(u+(s))‖2ds.
Therefore, for every connected component Ω ⊆ r−1([c0,+∞)) there exist s0, s1 ≥ 0,
such that
Ω ⊆ [s0, s1]× S
1 and |s1 − s0| ≤
b− a
2ε20
.
Since (5.5) and (5.8) are both satisfied, we can use [32, Thm. 7.1] and conclude that
there exists a function f : (−∞, 0]× S1 → R, such that △r ≥ f and the L2-norm of
f is bounded on Ω and the bound depends only on a, b and N .
Now, if ∂Ω ∩ ({0}×S1) = ∅, then we can apply the Aleksandrov Maximum Prin-
ciple [25, Thm. 9.1] to deduce that there exists c1 > 0, such that
sup
Ω
r ≤ sup
∂Ω
r + c1‖f‖L2(Ω) = c0 + c1‖f‖L2(Ω) < +∞, (5.9)
and the bound depends only on a, b and N .
However, if ∂Ω∩
(
{0}×S1
)
6= ∅ then we need to check an additional assumption.
More precisely we would like to show that ∂sr ≥ 0 on ∂Ω ∩ ({0}×S
1) to be able to
apply the Aleksandrov Maximum Principle for half cylinders [2, Thm. 2.8] for (5.9).
Denote
σ(v+) =: (v0, v1) ∈ C
∞
(
R× S1, T ∗Rk
)
×C∞
(
R× S1, T ∗Rn−k
)
,
where σ is the splitting from (4.2). Then (with a slight abuse of notation of F )
∂sr = dF (∂sv
−)− dF (∂sv0)− dF (∂sv1). (5.10)
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By the coupling condition (5.3) we have η−(0) = η+(0) and ∂tv−(0, t) = ∂tv0(0, t).
Since J0 ∈ J
k
⋆ and J ∈ J
n
⋆ , we can assume without loss of generality that for
(s, t) ∈ r−1([c0,+∞)), one has
J0(u
−(s, t), t) ≡ Jk, J(u+(−s, t), t) ≡ Jn.
Therefore by (5.1) we have
∂sv0(0) = ∇JkA
H0(v0(0)) = ∇JkA
H0(v−(0)) = ∂sv−(0).
As a result, the first and second term in (5.10) cancel each other.
To calculate the last term let us make the following observation:
dF (∂sv1(0)) = dF
(
∇AH1(v1(0))
)
= −dCF
(
∂tv1(0)− η
+(0)XH1(v1(0))
)
. (5.11)
By (5.3) we have that v1(0) lies in the 0-section χ0 and
dCF
∣∣
Tχ0
=
1
2
(qdp− pdq)
∣∣
Tχ0
= 0,
thus the first term in (5.11) vanishes. For the second term of (5.11) observe that
dCF (XH1) = 〈∇H1,∇F 〉 = H1.
As H1 also vanishes on χ0, the whole third term in (5.10) vanishes and we conclude
that ∂sr = 0 on {0} × S
1. This allows us to apply the Aleksandrov Maximum
Principle for half cylinders and prove (5.9) also in case where ∂Ω∩({0}×S1) 6= ∅. 
5.3. The Index Computation. Fix two connected components of the respective
critical sets Λ0 ⊆ Crit(A
H0) and Λ ⊆ Crit(AH). In this section we establish that
the hybrid moduli problem is Fredholm, and compute the virtual dimension of the
the moduli space Mhyb(Λ0,Λ).
Let us introduce an anti-symplectic involution on (T ∗Rk, ωk) by
ρ : T ∗Rk → T ∗Rk, (q, p) 7→ (q,−p). (5.12)
The standard symplectic structure Jk satisfies
−Dρ ◦ Jk ◦Dρ = Jk. (5.13)
Therefore, we have the associated diffeomorphism:
J k⋆ ∋ J 7→ −Dρ ◦ J ◦Dρ ∈ J
k
⋆ .
Finally, observe that H0 ◦ ρ = H0, which gives us
XH0(x) = −Dρ[XH0(ρ(x))]. (5.14)
As a result we obtain an automorphism of Crit(AH0) defined by:
Crit(AH0) ∋ (v, η) 7−→ (ρ ◦ v,−η) ∈ Crit(AH0). (5.15)
Using the notation from (4.8), this automorphism maps Λη0 to Λ
−η
0 .
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Theorem 5.5. The hybrid moduli problem is Fredholm, and the space Mhyb(Λ0,Λ)
has virtual dimension
vir dimMhyb(Λ0,Λ) = µ
tr
CZ(Λ)− µ
tr
CZ(Λ0) +
1
2
(dimΛ0 + dimΛ) .
Proof. We prove the theorem in five steps.
1. Denote by y := AH0(Λ0) ∈ CritVal(A
H0), so that by Corollary 4.6 we have
Λ0 = Λ
y
0. In this first step, we show that Mhyb(Λ
y
0,Λ) is a Fredholm problem. We
begin by identifyingMhyb(Λ
y
0,Λ) with a closely related set
10 Mhyb(Λ−y0 ,Λ) defined
as follows:
Let L ⊆ T ∗Rk × T ∗Rn = R2(n+k) denote the set of elements of the form
L =
{
(a,−b, a, b, c, 0n−k)
∣∣∣ a, b ∈ Rk, c ∈ Rn−k} .
In other words, L is the preimage of ∆T ∗Rk × χ0 under ρ ⊕ σ
−1, where ρ is the
anti-symplectic map defined in (5.12), σ is the symplectic splitting defined in (4.2),
∆T ∗Rk stands for the diagonal in (T
∗Rk)2 and χ0 is the 0-section of T ∗Rn−k. Then
L is a Lagrangian submanifold of (T ∗Rk × T ∗Rn, ωk ⊕ ωn).
For J0 ∈ J
k
⋆ , J ∈ J
n
⋆ we define, using (5.13), an element Ĵ ∈ J
n+k
⋆ by
Ĵ :=
(
−Dρ ◦ J0 ◦Dρ
J
)
. (5.16)
An element of Mhyb(Λ−y0 ,Λ) is a pair (w, ξ) with
w : [0,+∞)× S1 → T ∗Rk × T ∗Rn, ξ : [0,+∞)→ R2, (5.17)
satisfying the equations
∂sw + Ĵ∂tw − ξ ·X1(w) = 0, (5.18)
∂sξ −X2(w) = 0, (5.19)
where
(ξ0, ξ1) ·X1(w0, w1) := Ĵ
(
ξ0XH0(w0)
ξ1XH(w1)
)
, (5.20)
X2(w) :=
(
−
∫
S1 H0(w0)
−
∫
S1 H(w1)
)
, (5.21)
together with the limit conditions
lim
s→+∞w(s) ∈ Λ
−y
0 × Λ, (5.22)
and the coupling conditions
w(0, t) ∈ L, ∀ t ∈ S1, and ξ1(0) = −ξ0(0). (5.23)
10The fact that “hyb” is occurs both as a subscript and a superscript is not a typo! They
represent formally different spaces.
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There is a natural identification of elements ((v0, η0), (v, η)) ∈ Mhyb(Λ
y
0,Λ) with
elements (w, ξ) ∈Mhyb(Λ−y0 ,Λ) given by
w(s, t) :=
(
ρ ◦ v0(−s, t)
v(s, t)
)
, ξ(s) :=
(
−η0(−s)
η(s)
)
. (5.24)
Indeed, under this identification conditions (5.2) and (5.3) become conditions (5.22)
and (5.23). Furthermore, we compute that
∂sw =
(
−Dρ[∂sv0]
∂sv
)
, ∂tw =
(
Dρ[∂tv0]
∂tv
)
, ∂sξ =
(
∂sη0
∂sη
)
.
so that by (5.13), (5.14), (5.16), and (5.24) we have
∂sw + Ĵ∂tw =
(
−Dρ(∂sv0 + J0∂tv0)
∂sv + J∂tv
)
=
(
−η0Dρ ◦ J0XH0(v0)
ηJXH(v)
)
=
(
η0Dρ ◦ J0 ◦Dρ[XH0(w0)]
ηJXH(w1)
)
= Ĵ
(
ξ0XH0(w0)
ξ1XH(w1)
)
.
In this way the Rabinowitz Floer equations (5.1) become equivalent to (5.18)–(5.21).
So Mhyb(Λ
y
0,Λ) is a Fredholm problem if and only if M
hyb(Λ−y0 ,Λ) is a Fredholm
problem.
Fix r > 2. Let B(Λ−y0 ,Λ) denote the Banach manifold of pairs (w, ξ) as in (5.17)
satisfying (5.22) and (5.23). For (w, ξ) ∈ B(Λ−y0 ,Λ), we do not require equations
(5.18)–(5.21) to hold. Instead, (w, ξ) should be locally of class W 1,r and converge
for s→ +∞ exponentially to an element (x0, x1) ∈ Λ
−y
0 × Λ. The tangent space of
B(Λ−y0 ,Λ) at (w, ξ) can be identified with
T(w,ξ)B(Λ
−y
0 ,Λ)
∼=W
1,r
δ,L ⊕W
1,r
δ,∆ ⊕ Tx0Λ0 ⊕ Tx1Λ,
where W1,rδ,L :=
{
z ∈W 1,rδ
(
[0,∞)× S1,R2k × R2n
) ∣∣∣ z(0, t) ∈ L} ,
W1,rδ,∆ :=
{
ζ ∈W 1,rδ
(
[0,∞),R2
) ∣∣∣ ζ1(0) = −ζ0(0)} .
Here, δ indicates that we are working with weighted Sobolev spaces with weight
γ(s) = eδs (as our asymptotic operators will not be bijective). Explicitly, f ∈ W1,rδ
if and only if f · γ ∈ W1,r. Let E be the Banach bundle over B(Λ−y0 ,Λ) whose fiber
at (w, ξ) is given by
E(w,ξ) := L
r
δ
(
[0,∞)× S1,R2k × R2n
)
× Lrδ
(
[0,∞),R2
)
.
Define a section
∂¯ : B(Λ−y0 ,Λ)→ E , (5.25)
by the left-hand side of the equations (5.18) and (5.19). Then Mhyb(Λ−y0 ; Λ) =
∂¯−1(0). Since (5.23) is a Lagrangian boundary condition and (5.18) is a perturbed
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Cauchy-Riemann equation on a half-cylinder, coupled with a pair of ordinary dif-
ferential equations (5.19) for ξ, the proof that the linearisation
D∂¯ : T(w,ξ)B(Λ
−y
0 ,Λ)→ E(w,ξ),
is a Fredholm operator is a routine argument (see for instance [3, Sec. 5.4]), and we
will not go over the details here.
2. Computing the index however is somewhat less standard, for two reasons:
(i) In contrast to standard index computations in Rabinowitz Floer homology,
here there are two Lagrange multipliers to worry about.
(ii) We are on a half cylinder, and thus arguments using the spectral flow are
not directly applicable.
This computation is very similar to [1, Theorem 4.12]. In order to keep the exposition
reasonably clean, we perform the calculation only in the case where both AH0(Λ−y0 )
and AH(Λ) are non-zero. The other cases are easier and are left to the reader.
In this step, we formulate an appropriate local model for the problemMhyb(Λ−y0 ,Λ)
by linearising equations (5.18)–(5.21) at a solution (w, ξ) ∈ Mhyb(Λ−y0 ,Λ), and ex-
press the virtual dimension of Mhyb(Λ−y0 ,Λ) in terms of the index of this linearised
operator.
Write m0 := k,m1 := n and let
Pi ∈W
1,∞ ([0,+∞)× S1,Mat(2mi)) ,
for i = 0, 1 denote two paths of matrices that extend to the compactification
[0,+∞]× S1 in such a way that for each i = 0, 1
lim
s0→+∞
ess sup
(s,t)∈[s0,∞)×S1
(
|∂sPi(s, t)|+ |∂tPi(s, t)− ∂tPi(t,∞)|
)
= 0.
Assume in addition that the limit matrices Si(t) := Pi(+∞, t) are symmetric:
S0(t) ∈ Sym(R
2k), S1(t) ∈ Sym(R
2n). (5.26)
Next, for i = 0, 1 let
βi ∈W
1,∞([0,∞) × S1,R2mi),
denote two vector-valued paths which extend to the compactification [0,+∞] × S1
in such a way that for each i = 0, 1,
lim
s0→+∞
ess sup
(s,t)∈(s0,∞)×S1
(
|∂sβi(s, t)|+ |∂tβi(s, t)− ∂tβi(t,+∞)|
)
= 0.
Abbreviate bi(t) := βi(+∞, t), and assume that
bi ∈W
1,2(S1,R2mi) ∩ range(Jmi∂t + Si), i = 0, 1.
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We are now ready to introduce an appropriate local model. Consider the operator
D : W1,rδ,L ×W
1,r
δ,∆ → E defined by
11
D

z0
z1
ζ0
ζ1
 :=

∂sz0 + Jk∂tz0 + P0z0 + ζ0β0
∂sz1 + Jn∂tz1 + P1z1 + ζ1β1
ζ ′0 +
∫
S1〈z0, β0〉 dt
ζ ′1 +
∫
S1〈z1, β1〉 dt
 (5.27)
Note that D is the restriction to W1,rδ,L ⊕W
1,r
δ,∆ of the linearisation D∂¯ of the prob-
lem (5.25) at a solution (w, ξ) ∈ Mhyb(Λ−y0 ; Λ) of (5.18)–(5.21), when viewed in a
suitable symplectic trivialisation. Explicitly, for H = H0 + H1 satisfying (1.1) we
have
S0 = −η0JkDv0XH0 , b0(t) = −Jk[XH0 ](v0(t)), (5.28)
S1 = −ηJnDvXH , b1(t) = −Jn[XH ](v(t)), (5.29)
for some (v0, η0) ∈ Λ
−y
0 , (v, η) ∈ Λ. Consequently, we have
vir dimMhyb(Λ−y0 ,Λ) = indD∂¯ = indD+ dimΛ0 + dimΛ. (5.30)
3. Our aim is to homotope the operator D from (5.27) through Fredholm operators
into a new operator of product form
Dnew(z, ζ) = (D1(z),D2(ζ)) . (5.31)
The operator Dnew decouples the perturbed Cauchy-Riemann equation satisfied by
z and the ordinary differential equation satisfied by ζ. This will allow us to compute
the index of D:
indD = indDnew since the index is constant along deformations,
= indD1 + indD2 by additivity. (5.32)
The operator Dnew is constructed using methods from [14, App. C]. The index of
D1 can be computed using the methods from [3]. Meanwhile the index of D2 can
be computed by hand.
In order to construct the homotopy we first need to compute the perturba-
tion term defined in [14, Def. C.3] as follows: for i = 0, 1 and δ > 0 choose
zi ∈W
1,2(S1,R2mi) such that
(Jmi∂t + Si + δ Id)zi = bi, (5.33)
and define
τi :=
∫
S1
〈zi(t), bi(t)〉 dt. (5.34)
11We somewhat ambiguously switch between row and column notation, favouring whichever is
cleaner for any given equation.
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Since the operator Jmi∂t + Si is self-adjoint, the number τi does not depend on the
choice of zi. We will show that in our setting, for δ > 0 small enough
τ0, τ1 > 0. (5.35)
First observe, that by Lemma 4.5 every periodic orbit (v, η) ∈ Crit(AH), η 6= 0 is of
the form (σ−1(v1, 0), η) with (v1, η) ∈ Crit(AH0). As a result
dH(v) = dH ◦ σ−1(v1, 0) = dH0(v1).
Therefore, if (z0, z) is a solution to (5.33) and (z1, z2) := σ(z) ∈ W
1,2(S1, T ∗Rk) ×
W 1,2(S1, T ∗Rn−k), then by (5.29) we get
τ1 =
∫
S1
dvH(z) dt =
∫
S1
dv1H0(z1) dt.
Therefore, without loss of generality we can assume that z2 = 0. Consequently, by
(4.7), (5.28) and (5.29), equation (5.33) translates to
(Jk∂t + ηiA0 + δ Id)zi = A0 exp[tηiJkA0]vi(0), (5.36)
where (v0, η0) ∈ Λ
−y
0 , (σ
−1(v1, 0), η1) ∈ Λ ⊆ Crit(AH).
It is easy to check that
zi(t) :=
1
δ
A0 exp[tηiJkA0]vi(0),
solves (5.36) and as a result for i = 0, 1 we have
τi =
1
δ
∫
S1
‖A0 exp[tηiJkA0]vi(0)‖
2 dt > 0,
which proves (5.35).
4. In this step we will construct the homotopy between the operator D from (5.27)
and a new operator Dnew of the form as in (5.31).
If we set
Q =
(
Jk∂t + P0
Jn∂t + P1
)
, β =
(
β0
β1
)
, B
(
z0
z1
)
=
(∫
S1〈z0, β0〉 dt∫
S1〈z1, β1〉 dt
)
,
then the operator D can be written as
D = ∂s +
(
Q β
B 0
)
.
We now consider the homotopy {Dθ}θ∈[0,1] of operators given by
Dθ = ∂s +
(
Q (1− θ)β
(1− θ)B c(θ)
)
,
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where c : [0, 1]→ R2 is defined by
c(θ) :=
(
θτ0
θτ1
)
. (5.37)
By [14, Thm. C.5] the operators Dθ are all Fredholm of the same index. We define
Dnew := D1 = (D1,D2), where
D1 : W
1,r
δ,L → L
r
δ
(
[0,∞) × S1,R2n+2k
)
, z 7→ ∂sz +Qz,
D2 : W
1,r
δ,∆ → L
r
δ
(
[0,∞),R2
)
,
(
ζ0
ζ1
)
7→
(
ζ ′0 + τ0ζ0
ζ ′1 + τ1ζ1
)
.
5. In this final step we compute the index of D1 and D2. For this denote by Ψi for
i = 0, 1 the following paths of symplectic matrices:
Ψ0 : [0, 1]→ Symp(R
2k, ωk),
{
Ψ′0(t) = JkS0(t)Ψ0(t),
Ψ0(0) = Id2k,
Ψ1 : [0, 1]→ Symp(R
2n, ωn),
{
Ψ′1(t) = JnS1(t)Ψ1(t),
Ψ1(0) = Id2n,
Denote by µCZ(Ψi) ∈
1
2Z the (full) Conley-Zehnder index of these paths, and let
null(Ψi) := dim (kerΨi(1)− Id) denote the nullity. Then the Fredholm index of D1
is given by [3, Theorem 5.25] as
indD1 =
1∑
i=0
(
µCZ(Ψi)−
1
2
null(Ψi)
)
+m(L), (5.38)
where m(L) stands for the correction term coming from the boundary conditions.
Actually (5.38) is much simpler than the general statement in [3, Thm. 5.25], since
we only have a single boundary condition (rather than a set of jumping boundary
conditions). The correction term m(L) is computed by [3, Thm. 5.25] to be
m(L) :=
dimT ∗Rn+k
2
−
1
2
dim∆T ∗Rn+k − dimL+ dim (∆T ∗Rn+k ∩ (L× L)) ,
where ∆T ∗Rn+k is the diagonal in (T
∗Rn+k)2. In this case,
dim∆T ∗Rn+k = 2(n + k),
dim (∆T ∗Rn+k ∩ (L× L)) = dimL = n+ k,
36 A. FAUCK, W. J. MERRY, AND J. WIS´NIEWSKA
hence12 m(L) = 0. On the other hand, by Proposition 4.8 we have
µCZ(Ψ0) = µCZ(Λ
−y
0 ) = −µCZ(Λ
y
0) = −µ
tr
CZ(Λ0),
µCZ(Ψ1) = µCZ(Λ) = µ
tr
CZ(Λ).
Moreover, by Lemma 4.5 and (4.7) we have
dimΛ0 = dimΛ
−y
0 = dim (ker (Ψ0(1)− Id) ∩ Σ0) = null(Ψ0)− 1,
dimΛ = dim (ker (Ψ1(1)− Id) ∩ (Σ0 × {0})) = null(Ψ1)− 1,
which gives
indD1 = µ
tr
CZ(Λ)− µ
tr
CZ(Λ0)−
1
2
(dimΛ0 + dimΛ)− 1. (5.39)
Now we would like to compute indD2. Note that
indD2 = 2 ind D˜2 − 1,
where the −1 comes from the boundary condition ζ1(0) = −ζ0(0) and D˜2 is an
operator of the form
D˜2 : W
1,r
δ ([0,+∞),R)→ L
r
δ ([0,+∞),R) ,
f 7→ f ′ + τf.
Note that dim coker D˜2 = 0. However, since we are working with weighted Sobolev
spaces on a positive half-cylinder, the dimension of ker D˜2 = 1, since in both cases
τ > 0 by (5.34). Consequently, indD2 = 1. Combining this with (5.30) and (5.39)
we have
vir dimMhyb(Λ0,Λ) = indD
new + dimΛ0 + dimΛ
= µtrCZ(Λ)− µ
tr
CZ(Λ0) +
1
2
(dimΛ0 + dimΛ) .
This completes the proof of Theorem 5.5. 
5.4. Automatic transversality. If the space Mhyb(Λ0,Λ) contains no stationary
solutions, transversality can be achieved for generic choices of almost complex struc-
tures. This is a standard – albeit, difficult – argument, which involves no new ideas
not already present in the proof that the moduli spaces defining the Rabinowitz
Floer complex are generically transverse (see for instance [1, Thm. 4.11] or [38,
Thm. 2] for the non-compact case). We therefore omit the proof.
The case where Mhyb(Λ0,Λ) admits stationary solutions is somewhat less stan-
dard, however. In the presence of stationary solutions it is not possible to obtain
12Sanity check: The same computation works for any Lagrangian L. Thus the correction term
is always 0 when there is but a single Lagrangian boundary condition. This can also be proved
directly, without appealing to the machinery of [3].
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regularity by perturbing J , and one must therefore prove transversality “by hand”.
This is the content of the following section.
Fix η ∈ CritVal(AH0) = CritVal(AH) and let Λη0 ⊆ Crit(A
H0) and Λη ⊆ Crit(AH)
be the corresponding connected components of the respective critical sets. Then
Mhyb(Λ
η
0,Λ
η) consists entirely of stationary solutions by Lemma 5.3 and
for η 6= 0: Mhyb(Λ
η
0 ,Λ
η) ∼= Λ
η
0
∼= Λη,
for η = 0: Mhyb(Λ
η
0 ,Λ
η) ∼= Σ0 × χ0,
(5.40)
where χ0 ⊂ T
∗Rn−k denotes the 0-section.
Proposition 5.6.
(i) The problem Mhyb(Λ
η
0,Λ
η) is always transversly cut out.
(ii) The kernel of the linearisation D∂¯ of the problemMhyb(Λ−η0 ,Λ
η) (see (5.25))
at a stationary solution (w, ξ) ∈ Mhyb(Λ−η0 ,Λ
η) has dimension 12(dimΛ +
dimΛ0).
Proof of Proposition 5.6. The proof presented below is an adjustment of [1, Lem.
4.14] to our setting. Note that part (i) is an immediate corollary of part (ii). Indeed,
by the correspondence (5.24), we have that Mhyb(Λ
η
0 ,Λ
η) is transversely cut out if
and only if Mhyb(Λ−η0 ,Λ
η) is transversely cut out. The latter holds if and only
if the operator D∂¯ is surjective at (w, ξ). Now, D∂¯ is a Fredholm operator of
index 12(dimΛ+dimΛ0) by Theorem 5.5 (see also (5.30)), as µ
tr
CZ(Λ0) = µ
tr
CZ(Λ) by
Proposition 4.8. Part (ii) tells us that dimkerD∂¯ = 12(dimΛ + dimΛ0). Thus D∂¯
is surjective, as required.
Fix (w, ξ) ∈ Mhyb(Λ−η0 ,Λ
η) and let (z, ζ) ∈ ker
(
D(w,ξ)∂¯
)
be arbitrary, i.e. (z, ζ)
is a solution to the linearised equation D(w,ξ)∂¯(z, ζ) = 0. In the following, we write
w = (w0, w1, w2) and z = (z0, z1, z2) with respect to the splitting T
∗Rk × T ∗Rn =
T ∗Rk × T ∗Rk × T ∗Rn−k. Denote (x0, x1) := lims→+∞(w, ξ)(s) ∈ Λ
−η
0 × Λ
η. Then
(z, ζ) ∈ W1,rδ,L ⊕W
1,r
δ,∆ ⊕ Tx0Λ
−η
0 ⊕ Tx1Λ
η and satisfies explicitly
d
ds
(z0, ζ0)+∇
2
(w0,ξ0)
AH0(z0, ζ0) = 0,
d
ds
(z1, z2, ζ1)+∇
2
(w1,w2,ξ1)
AH(z1, z2, ζ1) = 0,
(5.41)
the coupling conditions
ζ1(0) = −ζ0(0), ∀ t ∈ S
1 : z0(0, t) = Dρ[z1(0, t)], z2(0, t) ∈ Tχ0, (5.42)
and the asymptotic conditions
lim
s→+∞
(z, ζ)(s) = (y0, y1) ∈ Tx0Λ
−η
0 × Tx1Λ
η. (5.43)
To prove part (ii), we show that any solution (z, ζ) of D(w,ξ)∂¯(z, ζ) = 0 is constant.
Then, we have by (5.43) that (z, ζ) = (y0, y1) ∈ Tx0Λ
−η
0 ⊕ Tx1Λ
η, which implies
38 A. FAUCK, W. J. MERRY, AND J. WIS´NIEWSKA
with the coupling condition (5.42) and with (5.40) that the space of such (z, ζ) has
dimension 12(dimΛ + dimΛ0).
First recall that the second derivative of the functional AH at a loop (v, η), is a
symmetric, bilinear operator on W 1,2(S1, v∗T ∗Rn)×R) given by:
d2(v,η)A
H((ξ, σ), (ξ, σ)) =
∫
ω(ξ, ∂tξ)− η
∫
HessvH(ξ, ξ)− 2σ
∫
dH(ξ). (5.44)
We define a function ϕ : [0,+∞)→ R in the following way:
ϕ(s) :=
∥∥(z(s, ·), ζ(s)) − (y0, y1)∥∥2L2(S1).
By assumption ϕ ∈ Lrδ([0,+∞),R). As A
H and AH0 are Morse-Bott (cf. (2.3)), we
have (y0, y1) ∈ Tx0Λ
−η
0 × Tx1Λ
η = ker∇2x0A
H0 ⊕ ker∇2x1A
H and hence13
ϕ′(s) = 2
(
d2(w0,ξ0)A
H0((z0, ζ0), (z0, ζ0)) + d
2
(w1,w2,ξ1)
AH((z1, z2, ζ1), (z1, z2, ζ1))
)
,
ϕ′′(s) = 4
(∥∥∥∇2(w0,ξ0)AH0(z0, ζ0)∥∥∥2 + ∥∥∥∇2(w1,w2,ξ1)AH(z1, z2, ζ1)∥∥∥2) ≥ 0.
Thus on one hand ϕ′′(s) ≥ 0 and ϕ is convex and on the other hand lims→∞ ϕ(s) = 0.
That implies that either ϕ′(0) < 0 or ϕ′(0) = 0 and ϕ is constant, equal to 0
everywhere. We will show that ϕ′(0) = 0, which implies that (z, ζ) is constantly
equal to (y0, y1). First, we show that
d2(w2,ξ1)A
H1((z2, ζ1), (z2, ζ1))
∣∣
s=0
= 0. (5.45)
Recall from the coupling conditions (5.23) and (5.42) that w2(0, t) ∈ χ0 and z2(0, t) ∈
Tχ0 for all t ∈ S
1. Writing (5.45) in the form (5.44) as 3 integrals, we find that the
first integral vanishes, as χ0 is a Lagrangian submanifold of
(
T ∗Rn−k, ωn−k
)
. On
the other hand, for every x ∈ χ0 we can identify Txχ0 with R
n−k×{0} and therefore
by (1.1) for every y ∈ Txχ0 we have
HessxH1(y, y) = y
TA1y = 2H1(y) = 0,
since χ0 ⊆ H
−1
1 (0) by Remark 4.3. Consequently, the second integral in (5.44)
vanishes. Analogously, Tχ0 ⊆ TH
−1
1 (0) = ker(dH1), hence the third integral in
(5.44) also is 0. This proves (5.45). Next we will show that(
d2(w0,ξ0)A
H0((z0, ζ0), (z0, ζ0)) + d
2
(w1,ξ1)
AH((z1, ζ1), (z1, ζ1))
) ∣∣∣
s=0
= 0.
Observe that by the coupling conditions (5.23) and (5.42) we have for all t ∈ S1
that w0(0, t) = ρ ◦ w1(0, t) and z0(0, t) = Dρ[z1(0, t)] and hence
d2(w0,ξ0)A
H0((z0, ζ0), (z0, ζ0))
∣∣∣
s=0
= d2(ρ◦w1,−ξ1)A
H((Dρ[z1],−ζ1), (Dρ[z1],−ζ1))
∣∣∣
s=0
Thus, the first corresponding integrals in (5.44) have opposite signs, since ρ is
anti-symplectic. The second integrals in (5.44) have opposite signs, since ξ0(0) =
13Observe that (w0, ξ0) ≡ x0 and (w1, w2, ξ1) ≡ x1 for all s ∈ [0,∞).
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−ξ1(0) and H0 ◦ ρ = H0 and thus HessH0(Dρ · ,Dρ · ) = HessH0. The third in-
tegrals in (5.44) have opposite signs, since ζ0(0) = −ζ1(0) and for every (x, y) ∈
TRk, dHρ(x)(Dρ[y]) = dHx(y). Consequently ϕ
′(0) = 0. 
6. Computation of the Rabinowitz Floer homology
6.1. Building the isomorphism. The main goal of this section will be the proof
of Theorem 1.5. Throughout this section we will consider the following setting:
let H : T ∗Rn → R and H0 : T ∗Rk → R be Hamiltonians satisfying (1.1) and let
J0 ∈ J
k
⋆ , J ∈ J
n
⋆ be two 2-parameter families of ω0-compatible almost complex
structures, such that the couples (H0, J0) and (H,J) are regular in the sense of
Definition 2.10.
By Lemma 4.5, the embedding T ∗Rk ∼= T ∗Rk × {0}2(n−k) →֒ T ∗Rn induces an
inclusion14
i : Crit(AH0) →֒ Crit(AH), (6.1)
such that its restriction to Crit(AH0)
∖
(Σ0×{0}) is a diffeomorphism. By Lemma
4.5 and Proposition 4.8 the inclusion i : Crit(AH0) →֒ Crit(AH) is both action and
degree preserving15.
By Remark 4.7 for each connected component Λ ⊆ Crit(AH)
∖
(Σ×{0}) there
exists m ∈ {1, . . . , k}, such that Λ is diffeomorphic to S2m−1. By Remark 4.3, we
have that Σ0×{0} ⊆ Crit(A
H0) is diffeomorphic to S2k−1, while Σ×{0} ⊆ Crit(AH)
is diffeomorphic to Sn+k−1×Rn−k. Moreover this diffeomorphism can be chosen such
that if Σ1 ⊂ Σ is the sphere of dimension n+ k − 1 corresponding to S
n+k−1 × {0}
then Σ0 ⊂ Σ1. As in (4.4) we denote by j : Σ0 →֒ Σ1 the inclusion. Thus the
inclusion i from (6.1) satisfies
i(x, 0) = (j(x), 0), ∀(x, 0) ∈ Σ0 × {0}.
Therefore, we can choose a Morse-Smale pair (f, g) on Crit(AH), such that:
i) f is coercive;
ii) Crit(f) ∩ Λ = {z−, z+} for each connected component Λ ⊂ Crit(AH);
iii) (f0, g0) is a Morse-Smale pair on Crit(A
H0), such that (f0, g0) := (f ◦ i, i
∗g)
on Crit(AH0)
∖
(Σ0×{0});
iv) for AH(z±) = 0 we have W sf (z
±) ⊆ Σ1×{0}, z+ ∈ i(Σ0) and z− /∈ i(Σ0);
v) Crit(f0) ∩ (Σ0×{0}) = {x
−, x+} and i(x+) = z+ and i(x−) /∈ Crit(f).
We denote by x− or z− always the minimum of f0 or f on a connected component
Λ0 of Crit(A
H0) or Λ of Crit(AH) respectively. In the following, let x± or z± be the
two critical points of f0 or f belonging to the same components Λ0 or Λ respectively.
From the assumptions above, we can conclude the following:
a) Crit(f0) ∩ Λ0 = {x
±} for all connected components Λ0 ⊂ Crit(AH0).
14This is not to be confused with the inclusion j from (4.4).
15with respect to the transverse Conley-Zehnder index.
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b) The restriction i : Crit(f0)
∖
(Σ0×{0})→ Crit(f)
∖
(Σ×{0}) is a bijection with
i(x±) = z±.
c) The signature index of x± on Λ0 ∼= S2m−1 is
µσ(x
−) = −m+
1
2
, µσ(x
+) = m−
1
2
. (6.2)
d) For η 6= 0, the signature index of z± on Λ ∼= S2m−1 is given by
µσ(z
−) = −m+
1
2
, µσ(z
+) = m−
1
2
. (6.3)
e) For η = 0, we have z± ∈ Σ1×{0} ⊂ Λ = Σ×{0} and z+ is the maximum of
f |Σ1 on Σ1
∼= Sn+k−1. The signature index of z± in this case is given by
µσ(z
−) = −n+
1
2
, µσ(z
+) = k −
1
2
. (6.4)
We will construct the isomorphism from Theorem 1.5 via moduli spaces of cascades
with solutions to the hybrid problem (5.1)-(5.3) defined as follows:
For a pair (x, z) ∈ Crit(f0)×Crit(f) and m ∈ N we denote byM
m
hyb(x, z) the set
consisting of sequences
(
{ul}
m
l=1, {tl}
m−1
l=1
)
, such that exactly one ul0 in the sequence
is a solution to the hybrid problem, whereas all other ul are Floer trajectories of
AH0 for l < l0 or of A
H for l > l0. We require
φtl ◦ ev+(ul) = ev
−(ul+1) l = 1, ...,m − 1,
ev−(u1) ∈W uf0(x) and ev
+(um) ∈W
s
f (z),
where tl ≥ 0 are real numbers and φ
tl is for l < l0 the time tl gradient flow of (f0, g0)
on Crit(AH0) and for l ≥ l0 the time tl gradient flow of (f, g) on Crit(A
H).
Remark 6.1. For m > 1 the group Rm−1 acts by time shift on Floer trajectories of
Mmhyb(x, z). We consider the quotients of M
m
hyb(x, z) by this action and define
Mhyb(x, z) :=M
1
hyb(x, z) ∪
⋃
m>1
(
Mmhyb(x, z)
/
R
m−1 ) .
Mhyb(x, z) carries the structure of a smooth manifold by Theorem 5.5 and Propo-
sition 5.6 together with the standard Floer-theoretical results (cf. [22, Prop. 1b],
[9, Thm. 9.2.3], [21, Sec. 2.4], [24, Cor. A.15], [31, Thm. 4.2], [1, Sec. 2.3]). Its
dimension is µ(z)− µ(x).
If AH0(x) = η = AH(z), Λ := Λη and Λ0 := Λ
η
0, we can describeMhyb(x, z) more
explicitly. As the action decreases along non-trivial Floer trajectories, we find that
in this case Mmhyb(x, z) = ∅ for m > 1. Thus Mhyb(x, z) = M
1
hyb(x, z) consists
entirely of stationary solutions. More precisely, we find that Mhyb(x, z) is given by
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the fibre product
Mhyb(x, z) //

Mhyb(Λ0,Λ)
ev

W uf0(x)×W
s
f (z)
ι
// Λ0 × Λ
where ι is the inclusion and ev : Mhyb(Λ0,Λ)→ Λ0 × Λ the evaluation map:
ev(u0, u) =
(
lim
s→−∞u0(s), lims→+∞u(s)
)
.
Hence Mhyb(x, z) = ev
−1 (W uf0(x)×W sf (z)) is a manifold of dimension
dimMhyb(x, z) = dimW
u
f0(x) + dimW
s
f (z) + dimMhyb(Λ0,Λ)− dimΛ0 − dimΛ
= dimW uf0(x) + dimW
s
f (z)−
1
2
(dimΛ0 + dimΛ)
= µσ(z) − µσ(x). (6.5)
provided the following intersection is transverse in Λ0 × Λ:
W uf0(x)×W
s
f (z) ∩ ev
(
Mhyb(Λ0,Λ)
)
. (6.6)
For η 6= 0, we have Λ0 ∼= Λ, so that ev
(
Mhyb(Λ0,Λ)
)
= ∆ is the diagonal in Λ0×Λ0
by Lemma 5.3. On the other hand, by our assumptions on f0 and f we have that
i(W uf0(x)) = W
u
f (i(x)) and consequently the transversality of (6.6) is equivalent
to the transversality of W uf (i(x)) ⋔ W
s
f (z), which follows from the Morse-Smale
assumption on the flow of ∇f .
When η = 0, we have by Lemma 5.3 that
Y := ev
(
Mhyb(Λ0,Λ
)
∼= ∆× χ0,
where ∆ is the diagonal in Λ0×Λ0 ⊆ Λ0×Λ and χ0 is the zero section in T
∗Rn−k.
In particular the transversality of (6.6) is equivalent to the transversality of
σ−1
(
W uf0(x)×χ0
)
∩W sf (z), (6.7)
in Σ. By Remark 4.3, we have
σ−1(Σ0×χ0) ∩Σ1 = σ−1(Σ0×χ0) ∩ Σ ∩ σ−1(T ∗Rk×S)
= Σ ∩ σ−1(Σ0×(χ0 ∩ S)) = Σ ∩ σ−1(Σ0×{0}) = i(Σ0).
By assumption z− /∈ i(Σ0) and W sf (z
−) = {z−}, which in view of the above gives:
σ−1
(
W uf0(x
±)×χ0
)
∩W sf (z
−) = ∅ and
(
W uf0(x
±)×W sf (z
−)
)
∩ Y = ∅.
Thus (6.6) is transverse for (x, z) = (x±, z−).
On the other hand, by assumption W sf (z
+) = Σ1 \ {z
−} ⊇ i(Σ0). Thus
σ−1
(
W uf0(x
±)×χ0
)
∩W sf (z
+) ⊇ i(W uf0(x
±)) 6= ∅.
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Take w ∈ σ−1
(
W uf0(x
±)×χ0
)
∩W sf (z
+) and denote σ(w) = (w1, w2). Then
TwW
s
f (z
+) = TwΣ1 = TwΣ ∩Dσ
−1(Tw1T
∗
R
k × Tw2S),
Twσ
−1(W uf0(x±)×χ0) = Dσ−1(Tw1W uf0(x±)× Tw2χ0).
By Remark 4.3 dimS = n − k = dimχ0 and S ∩ χ0 = {0}, hence span{S, χ0} =
R2(n−k) and consequently the intersection σ−1(W uf0(x
±)×χ0)∩W sf (z
+) is transverse.
Remark 6.2. In all the above cases for AH(z) = AH0(x) and µσ(z) = µσ(x), we find
that Mhyb(x, z) = {(x, z)} contains exactly one element.
In order to use Mhyb(x, z) for the definition of ψ, one has to show that it is
compact modulo breaking. This follows mostly by standard techniques via Gromov
compactness. However, as we are on a non-compact manifold, we need to assure
that all moduli spaces Mhyb(x, z) are uniformly bounded in the L
∞-norm.
Lemma 6.3. For every pair (x, z) ∈ Crit(f0) × Crit(f) all Floer and hybrid tra-
jectories from the set Mhyb(x, z) are uniformly bounded in the L
∞-norm and the
bound depends only on x and y.
Proof. Let a := AH0(x) and b := AH(z). Denote the moduli spaces of Floer trajec-
tories of AH0 and AH in the action window [a, b] as follows:
M0(a, b) :=
⋃
Λ±⊆Crit(AH0)
AH0(Λ±)∈[a,b]
M(Λ−,Λ+),
M1(a, b) :=
⋃
Λ±⊆Crit(AH)
AH(Λ±)∈[a,b]
M(Λ−,Λ+).
By Corollary 4.6 we know that the set CritVal(AH) ∩ [a, b] = CritVal(AH0) ∩ [a, b]
is finite. Combined with [32, Thm. 1] we infer that M0(a, b) and M1(a, b) are finite
unions of sets whose images in R2k+1 and R2n+1 respectively are bounded, thus their
images are bounded.
Using the notation from section 5.2 we denote for a compact subset N ⊆ Σ
the moduli spaces of the solutions to (5.1) and (5.3) connecting components of the
critical set of AH0 in action window [a, b] with components of the critical set of AH
in the same action window as follows:
M2(a, b) :=
⋃
Λ0⊆Crit(AH0)
AH0 (Λ0)∈[a,b]
⋃
Λ⊆C(AH ,N)
AH (Λ)∈[a,b]
Nhyb(Λ0,Λ).
Again, the set M2(a, b) is a finite union of sets, which by Proposition 5.4 are all
bounded in L∞-norm, thus its image is also bounded in L∞-norm and the bound
depends only on a, b and N .
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Fix m ∈ N and take
(
{ul}
m
l=1, {tl}
m−1
l=1
)
∈ Mmhyb(x, z). Then by definition of
Mmhyb(x, z) there exists l0 ∈ {1, . . . ,m}, such that ul0 = (u
−, u+) is a solution to
the hybrid problem (5.1) and (5.3). By Lemma 5.2 we have that
a ≤ AH0 ◦ ev−(u−) ≤ AH ◦ ev+(u+) ≤ b.
From the above inequality we can conclude that for all l ∈ {1, . . . , l0 − 1} the
corresponding ul is a Floer trajectory of A
H0 , with
a ≤ AH0 ◦ ev−(ul) ≤ AH0 ◦ ev+(ul) ≤ AH0 ◦ ev−(u−) ≤ b,
and therefore ul ∈M0(a, b), whereas for all l ∈ {l0+1, . . . ,m} we have ul ∈M1(a, b)
as these ul are Floer trajectories of A
H with
b ≥ AH ◦ ev+(ul) ≥ A
H ◦ ev−(ul) ≥ AH ◦ ev+(u+) ≥ a.
Now we consider three cases, choosing the compact set N appropriately to each
case:
1. If 0 /∈ [a, b] then none of the cascades passes through Σ; thus we can choose
N = ∅ and for ul0 to be in M2(a, b).
2. If b = 0 then ev+(um) ∈ Σ×{0} and ev
+(um) ∈ W
s
f (z). In particu-
lar, ev+(um) ∈ f
−1((−∞, f(z)]). Therefore, for b = 0 we take N :=
f−1
(
(−∞, f(z)]
)
. Due to coercivity of f , this N is compact. That ensures
ev+(ul0) ∈ C
(
AH , N
)
and ul0 ∈M2(a, b).
3. If 0 ∈ [a, b) then take N := K(b) to be the shade (cf. [31, Sec. 4.1]), i.e.
K˜(b) :=
⋃
Λ⊆Crit(AH ),
AH (Λ)∈(0,b]
ev−(M(Σ× {0},Λ)),
K(b) := f−1
((
−∞, supK˜(b) f
])
.
By [31, Lem. 4.1] the set K(b) is a compact subset of Σ×{0}. Moreover,
if ev+(ul0) ∈ Σ×{0}, then ev
−(ul0+1) ∈ K˜(b) and consequently ev
+(u+) =
φ−tl0 ◦ ev−(ul0+1) ∈ K(b). Thus taking N := K(b) ensures ul0 ∈M2(a, b).
In all the above cases we have chosen N to be a compact set, such that ul0 ∈
M2(a, b). Consequently all elements of M
m
hyb(x, z) are bounded in the L
∞-norm
and the bounds depend only on x and z. 
Proof of Theorem 1.5: Let H = H0 + H1 and f and f0 be as described at the
beginning of this section. Let CF∗(H0, f0) and CF∗(H, f) be the chain complexes
associated to the quadruples (H0, J0, f0, g0) and (H,J, f, g), respectively, as defined
in Section 2. Now we define the chain map ψ : CF∗(AH0 , f0)→ CF∗(AH , f).
For a given pair of points (x, z) ∈ Crit(f0) × Crit(f) such that µ(x) = µ(z) we
find by Remark 6.1 that Mhyb(x, z) is a 0-dimensional manifold. It is compact by
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Lemma 6.3, and hence a finite set. Denote its parity by
n(x, z) := #2Mhyb(x, z) ∈ Z2. (6.8)
Define the homomorphism ψ : CF∗(H, f)→ CF∗(H0, f0) as the linear extension of:
ψ(z) :=
∑
x∈Crit(f0),
µ(x)=µ(z)
n(x, z)x.
For ψ to be well defined, it has to satisfy the Novikov finiteness condition (2.9), i.e.
that for all z ∈ Crit(f) and a ∈ R holds
#
{
x ∈ Crit(f0)
∣∣ n(x, z) 6= 0 and AH0(x) ≥ a} < +∞. (6.9)
By Lemma 5.2 the condition n(x, z) 6= 0 implies AH0(x) ≤ AH(z). In other words,
using the notation from (2.10), for every t ∈ R
ψ
(
CF≤t∗ (H, f)
)
⊆ CF≤t∗ (H0, f0) . (6.10)
On the other hand, all connected components of Crit(AH0) are compact and f0 is
Morse, hence Crit(f0) ∩
(
AH0
)−1 (
[a,AH(z)]
)
is finite and (6.9) is satisfied.
Lemma 6.3 and Theorem 5.5 together with the standard gluing and compactness
arguments (cf. [9, Thm. 4.2, Thm. 11.1.16], [24, Thm. A.11], [1, Sec. 4.2]) imply
that ψ commutes with the respective boundary operators, i.e. ψ ◦ ∂ = ∂0 ◦ ψ, and
thus induces a homomorphism
Ψ: RFH∗(H)→ RFH∗(H0).
Recall the short exact sequence (2.13), which was induced by action filtration:
0→ CF 0(H, f)→ CF≥0(H, f)→ CF+(H, f)→ 0.
Note that there is an analogous sequence for (H0, f0). As ψ reduces action (cf.
(6.10)) and commutes with ∂ and ∂0, we find that it induces maps on the filtered
chain complexes which fit into the following commutative diagram of complexes:
0 // CF 0∗ (H, f)
ψ0

// CF≥0∗ (H, f)

// CF+∗ (H, f)
ψ+

// 0
0 // CF 0∗ (H0, f0) // CF
≥0
∗ (H0, f0) // CF+∗ (H0, f0) // 0.
By naturality (cf. [26, Sec. 2.1]), we hence obtain the following commutative diagram
of long exact sequences in homology:
−→ H∗+n−1(Σ)
Ψ0

// RFH≥0∗ (H)

// RFH+∗ (H)
Ψ+

// H∗+n−2(Σ) −→
Ψ0

−→ H∗+k−1(Σ0) // RFH
≥0
∗ (H0) // RFH+∗ (H0) // H∗+k−2(Σ0) −→ .
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It remains to show that Ψ+ is an isomorphism and that Ψ0 : Hn+k−1(Σ)→ H2k−1(Σ0)
is an isomorphism and vanishes otherwise:
Recall that by Lemma 4.5 we have a natural bijection between Crit+(AH) and
Crit+(AH0). Moreover, we defined f0 to be the pullback of f under this bijection,
such that their critical points are in 1-to-1 correspondence, i.e. (v, η) ∈ Crit+(f0)
if and only if (σ−1(v, 0), η) ∈ Crit+(f). This correspondence allows us to represent
the homomorphism ψ+ as an infinite matrix with entries
n(x1, i(x2)) :=
{
#2Mhyb(x1, i(x2)) if µ(x1) = µ(i(x2))
0 otherwise
defined as in (6.8) for x1, x2 ∈ Crit(A
H0). In fact by (6.10) this matrix is upper
triangular. We would like to investigate its diagonal.
Fix x ∈ Crit(f0) ∩ Crit
+(AH0). By Proposition 4.8 we know that the inclu-
sion i : Crit(AH0) →֒ Crit(AH) preserves the Conley-Zehnder index, i.e. µCZ(x) =
µCZ(i(x)). On the other hand, since Crit
+(AH0) is diffeomorphic to Crit+(AH) with
f0 being the pullback of f under this diffeomorphism, we infer that µσ(x) = µσ(i(x)).
Consequently, µ(x) = µ(i(x)) and n(x, i(x)) = #2Mhyb(x, i(x)) = 1 by Remark 6.2.
We can conclude that the matrix representing ψ+ is upper triangular with 1’s on
the diagonal and therefore ψ+ is an isomorphism and induces on homology level the
isomorphism Ψ+.
For Ψ0 recall from the beginning of this section, that we have four action zero
critical points {x±} ∈ Λ00 ⊆ Crit(A
H0) and {z±} ∈ Λ0 ⊆ Crit(AH). All four points
correspond to constant orbits of constant flows. Hence their Conley-Zehnder index
is zero. From the calculations of the signature indexes (6.2) and (6.4), we infer that
µ(z+) = µ(x+) = k, µ(z−) = −n+ 1, µ(x−) = −k + 1.
Thus, we find that n(x+, z+) = #2Mhyb(x
+, i(x+)) = 1 by Remark 6.2 and that
for any other pair (x, z) ∈ {(x−, z−), (x−, z+), (x+, z−)} we have n(x, z) = 0, as
µ(x) 6= µ(z). Hence, Ψ0k : Hn+k−1(Σ) → H2k−1(Σ0) is an isomorphism and Ψ
0
∗ = 0
for ∗ 6= k.
Finally, recall from (4.5) that the map H∗(Σ)→ H∗+k−n(Σ0) given by composing
the Umkehr map of the inclusion j : Σ0 →֒ Σ1 together with a retraction r : Σ→ Σ1
is an isomorphism for ∗ = n + k − 1 and 0 otherwise. Therefore up to a degree
shift coming from the difference between the signature index grading and the Morse
grading, Ψ0 agrees16 with the j! ◦ r∗. 
Remark 6.4. Analogously, we can define Ψ : RFH−(H) → RFH−(H0) and show
that it gives an isomorphism.
16This can also be seen directly from definition of ψ0, using the Morse-theoretic description of
the Umkehr map from [2, App. B] or [3, App. A, p1716-1717].
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6.2. Computation. In this section we prove Theorem 1.1. In other words, we will
calculate the full Rabinowitz Floer homology of H using the isomorphism of the
positive Rabinowitz Floer homologies proven in Theorem 1.5 and the following long
exact sequences (see (2.14)):
· · · → H∗+n−1(Σ)→ RFH≥0∗ (H)→ RFH
+
∗ (H)→ . . . (6.11)
· · · → RFH−∗ (H)→ RFH∗(H)→ RFH
≥0
∗ (H)→ . . . (6.12)
We begin by collecting the properties of the Rabinowitz Floer homology for the
compact hypersurface Σ0 that we need
17.
Proposition 6.5. For the compact hypersurface Σ0 ⊆ R
2k we have
RFH+∗ (H0) =
{
Z2 ∗ = k + 1,
0 ∗ 6= k + 1.
RFH−∗ (H0) =
{
Z2 ∗ = −k,
0 ∗ 6= −k.
(6.13)
Proof. Since Σ0 is compact, it is displaceable in R
2k. Thus by [14, Thm. 1.2] we
have RFH(H0) = 0. Thus also the symplectic homology SH∗(Σ0) and cohomology
SH∗(Σ0) vanish by [33, Thm. 13.3]. Therefore the positive symplectic homology
SH+∗ (Σ0) agrees
18 with Hk−1−∗(R2k) by [16, Lem. 2.1]. Then by [16, Thm. 1.4] we
have RFH+∗ (H0) ∼= SH+∗ (Σ0). Now (6.13) follows from (6.11) and (6.12). 
That, together with the isomorphism from Theorem 1.5 will allow us to calculate
the full Rabinowitz Floer homology of Σ:
Proof of Theorem 1.1: Recall from Remark 4.3 that Σ ≃ Sn+k−1 × Rn−k, hence
H∗(Σ) =
{
Z2 ∗ = 0, n + k − 1,
0 otherwise.
⇒ H∗+n−1(Σ) =
{
Z2 ∗ = 1− n, k,
0 otherwise.
(6.14)
We now use the natural map (all squares commute!) between the long exact se-
quences proven in Theorem 1.5:
. . . // H∗+n−1(Σ) //
Ψ0

RFH≥0∗ (H) //

RFH+∗ (H) //
Ψ+

. . .
. . . // H∗+k−1(Σ0) // RFH
≥0
∗ (H0) // RFH+∗ (H0) // . . .
By Theorem 1.5 the map Ψ+ : RFH+∗ (H)→ RFH
+
∗ (H0) is an isomorphism. Hence,
we obtain from (6.13) and (6.14) that RFH≥0∗ (H) = 0 for all ∗ /∈ {1 − n, k + 1, k}.
17We remind the reader (Remark 2.11) that in the compact case the Rabinowitz Floer homology
only depends on H0 through its zero level set Σ0. Therefore instead of RFH∗(H0) we could
write RFH∗(Σ0), and similarly for the other variants. For consistency with the non-compact case,
however, we will not do this.
18This can also easily be proved directly.
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In case ∗ = 1− n we have
RFH+2−n(H)
=
0
→ H0(Σ)
=
Z2
→ RFH≥01−n(H)→ RFH
+
1−n(H)
=
0
,
which implies RFH≥01−n(H) = Z2. In case ∗ ∈ {k + 1, k} we have
0→ RFH≥0k+1(H) //

RFH+k+1(H)
//
Ψ+

Hn+k−1(Σ) //
Ψ0

RFH≥0k (H)→ 0

0→ RFH≥0k+1(H0)
=
0
// RFH+k+1(H0)
=
Z2
// H2k−1(Σ0)
=
Z2
// RFH≥0k (H0)
=
0
→ 0
Observe that the maps RFH+k+1(H0) → H2k−1(Σ0),Ψ
+ and Ψ0 are isomorphisms
(cf. Theorem 1.5), implying that the map RFH+k+1(H) → Hn+k−1(Σ) is also an
isomorphism. Consequently, RFH≥0∗ (H) = 0 for ∗ ∈ {k + 1, k}. We conclude that
RFH≥0∗ (H) :=
{
Z2 ∗ = 1− n,
0 otherwise.
Having determined RFH≥0∗ (H) we plug it into (6.12) to determine RFH(H). Com-
bining it with (6.13) and Remark 6.4 we obtain RFH∗(H) = 0 for ∗ /∈ {1−n,−k}.
In the other two cases we have the following exact sequences, which depend on the
relation between n and k. In case n 6= k+1 we have
RFH−1−n(H)
=
0
→ RFH1−n(H)→ RFH
≥0
1−n(H)
=
Z2
→ 0,
and
0→ RFH−−k(H)
=
Z2
→ RFH−k(H)→ RFH
≥0
−k(H)
=
0
,
which gives RFH−k(H) = RFH1−n(H) = Z2. However, if n = k+1 we have
0→ RFH−1−n(H)
=
Z2
→ RFH1−n(H)→ RFH
≥0
1−n(H)
=
Z2
→ 0,
which gives RFH1−n(H) = Z2 ⊕ Z2. 
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