ABSTRACT Global forest height and biomass mapping is an important issue for ecosystem studies. Polarimetric synthetic aperture radar (SAR) interferometry (PolInSAR) is an attractive technique for extracting forest parameters by inverting the physical scattering model. However, the simplified scattering model restricts the inversion accuracy unless multi-baseline measurements are adopted, and this will lead to increasing cost. In this paper, a complex-valued convolutional neural network (CV-CNN) model using PolInSAR features of single baseline is proposed for forest height mapping with high accuracy. The supervised learning process shows that the obtained CV-CNN model is accurate enough to describe the complicated forest scattering process. Both simulations and experiments on airborne E-SAR data set demonstrate that the proposed CV-CNN model-based method can greatly improve the forest height inversion accuracy. Experimental results show that the coefficient of determination (r2) increases from 0.83 to 0.92, while root-mean-square error (RMSE) decreases from 3.74m to 2.58m. This promising approach makes it possible to map forest heights more accurately from the single-baseline PolInSAR observations, which will further promote the wide use of PolInSAR technique.
I. INTRODUCTION
Polarimetric SAR interferometry (PolInSAR) combines radar polarimetry into interferometric processing to separate the effective phase centers of different scattering mechanisms [1] , [2] . Since forest backscattering consists of different scattering mechanisms at different layers such as canopy, trunk and ground, PolInSAR is considered an established technique for the estimation of forest parameters such as height and biomass.
In order to extract forest parameters from PolInSAR measurements, a scattering model is often required. Random Volume over Ground (RVoG) is the most widely used model for forest parameters retrieval, which is a two-layer model consisting of a rough surface and a random particle layer [3] , [4] . However, the RVoG model is too simple to describe the complicated scattering process of forests, which will cause dominant error for the inversion results [5] , [6] .
Sufficient multi-baseline PolInSAR acquisitions are capable of estimating the vertical reflectivity profile directly,
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which guarantees a high inversion accuracy [7] , [8] . However, increased observation cost makes the repeated acquisition difficult for wide-range forest height mapping. Thus it is still essential to develop approach of extracting accurate forest heights from the single-baseline PolInSAR data.
Moreover, the radar measurement error also affects the accuracy of PolInSAR parameter inversion. The decorrelation contributions due to system, processing, and acquisition geometry affect only the overall coherence coefficient [9] , [10] . Besides, the complicated temporal decorrelation may also affect the measured interferometric phase [11] , which is difficult for us to model and compensate. These coherence losses limit the achievable performance of PolInSAR parameter inversion. Once the errors from RVoG model and radar measurement are reduced as much as possible, the parameter inversion accuracy can then be improved correspondingly.
In recent years, deep learning has attracted more and more attentions, which automatically learns hierarchical features from data sets [12] , [13] . Convolutional neural network (CNN) is a typical deep learning algorithm, which has achieved superior performance in SAR imagery interpretation [14] - [16] . For the application of terrain surface classification from PolSAR data, CNN has achieved an accuracy of more than 92% in classifying the terrain surface into urban area, forests, farmland, and so on [15] . Then, Zhang and Wang etc. proposed the complex-valued convolutional neural network (CV-CNN) to improve the PolSAR image classification accuracy to 96%. This successful application of CV-CNN in terrain surface classification encourages us to explore its potential in forest height classification and inversion from PolInSAR data. We consider to describe the complicated forest scattering process and the temporal decorrelation with a multilayer network architecture, and we do not concern the specific meaning of the network itself.
In this paper, we propose the use of CV-CNN for PolInSAR forest height mapping. A supervised CV-CNN model which relates the complex-valued PolInSAR observations to forest height is learned from the labeled training data over forest area. This method avoids modeling the complicated forest scattering process and various kinds of decorrelation sources, which are all incorporated in the trainable parameters and determined during the learning process. With the trained network, we can then map heights of other forest areas from the single-baseline PolInSAR measurements. The proposed CV-CNN model-based inversion method can greatly improve the forest height inversion accuracy, which are validated on the E-SAR airborne SAR data acquired over Traunstein test site, Germany.
II. POLINSAR FOR FOREST HEIGHT ESTIMATION A. THE COMPLEX INTERFEROMETRIC COHERENCE
Cloude and Papathanassiou have pioneered in the development of PolInSAR sensing techniques [1] , [2] . A monostatic, fully polarimetric interferometric SAR system images each resolution cell from two slightly different look angles in an interferometric configuration, as depicted in Fig. 1 . From the two obtained backscattering matrices S 1 and S 2 , we can get the Pauli scattering vectors and the associated Pauli coherency matrices T 11 , T 22 , 12 [17] . The T 11 and T 22 matrices describe the polarimetric properties for each individual image, while the 12 matrix contains both polarimetric and interferometric correlation information between the two acquisitions.
For PolInSAR applications, the complex coherences are the key observations. By introducing two unitary complex vectors − → w 1 and − → w 2 which define the polarization of the two images, the complex interferometric coherenceγ as a function of the polarizations is then given by [1] , [2] γ − → w = − → w H 1 12
The amplitude ofγ indicates the degree of correlation between the two images, while its argument corresponds to the interferometric phase difference or interferogram.
In general, coherence is affected by radar system noise, radar imaging geometry (baseline, squint angle, etc.), media inhomogeneity, temporal variations, etc. Their effect on the total coherence is multiplicative and can be expressed as [9] 
whereγ Vol is the volume decorrelation related to the wave penetration through natural volume scatterers (such as vegetation, sand, and ice),γ d indicates the coherence loss caused by the other mentioned decorrelation factors. It isγ Vol that contains the physical information about the vertical structure of the volume scatterers.
B. POLINSAR PARAMETER INVERSION
In order to extract the physical parameters of forest, a scattering model which relates the measurements to the desired parameters is required. A most widely used forest model is the random volume over ground (RVoG) scattering model proposed by Treuhaft et al., which is a two-layer model consisting of a vegetation layer and a ground layer [3] , [4] . In this two-layer model case, the observed coherence is given by [18] 
The model parameters include the ground topographic phase φ 0 , the random volume scatteringγ V , and the effective ground to volume scattering ratio m − → w . The random volume scatteringγ V depends only on the wave extinction coefficient σ and vegetation height h V .
Since the coherence of vegetated land surfaces depends on several important vegetation and surface parameters, the RVoG model in (3) can be employed to generate vegetation height product from single baseline PolInSAR data. Specifically, we make observations of a set − → γ using a scattering model M with parameters − → p , as given by [2] , [19] where − → w 1 , − → w 2 − → w 3 represents the three independent polarizations of the fully polarimetric interferometric data. In our case M represents the RVoG scattering model and we then estimate the parameters by inverting the model, i.e. − → p = M −1 γ
Since the vegetation height h V is of particular importance as products, various strategies can be used to simplify the inversion process, such as the three-stage inversion process proposed by Cloude [18] .
However, this RVoG model based approach has low inversion accuracy due to the overly simplified scattering model M and the distortion caused by the decorrelation sources γ d . In next section, we will build a supervised model M s to relate the observations − → γ to parameters − → p , i.e., − → γ = M s − → p , which can predict the unknown parameters from the observations more accurately.
III. COMPLEX-VALUED CONVOLUTIONAL NEURAL NETWORK A. ARCHITECTURE OF CV-CNN
We now introduce the general CV-CNN architecture for supervised learning. As shown in Fig. 2 , CV-CNN is composed of an input layer, several alternations of convolution and pooling layers, fully connected layers, and a final classifier layer as output [13] . Usually, the input are multichannel 2-D matrices, whose size can be denoted as width by height by depth. The depth indicates the number of channels. The hidden units of convolution and pooling layers are also organized as a set of 2-D matrices, which are called feature maps [20] . Each hidden unit receives as input only a local patch of units on the previous layer. The input units in a local patch are convolved with multiple learnable filters. Then a nonlinear activation function is applied to the convolved results to generate the feature maps in the convolution layer. All the units in a feature map are forced to share identical filter weights, so each feature map detects a specific feature at different positions on the previous layer. Each pooling unit subsamples a local patch of units on the convolution layer, which reduces the spatial dimension of the feature maps. But the number of feature maps in the subsequent pooling layer is the same as that in the convolution layer. Each hidden unit in the fully connected layer takes as input all the units in the previous layer. The output layer acts as a classifier to predict the category of the input samples, which is a C-dimensional vector and C represents the number of categories.
The details of the calculation for each layer used in CV-CNN can be referred to Ref. [16] . All convolution and pooling operations are extended from real to complex domain. Besides, the backpropagation algorithm used for supervised training is also replaced with its plural version through the complex chain rule [21] , [22] .
B. CONFIGURATION SPECIFICS
We design a CV-CNN architecture including six layers for PolInSAR forest height mapping, as is depicted in Fig. 3 . Besides the input and output layers, the network consists of two convolution layers, one pooling layer and one fully connected layer. The input data are complex value with a size of 12 × 12 × 3. The complex coherence maps observed at three independent polarizations compose the 3 channels of the input data. For pixel-by-pixel forest height estimation, a local patch of size 12 × 12 surrounding the center pixel is taken as the input sample. The convolution filter size is set to 3 × 3 with a stride of 1 pixel. The pooling size is set to 2 × 2 with a stride of 2 pixels. The 2-D size of the feature maps will be shrunk due to convolution and pooling operations. The 12 × 12 input image is filtered by a bank of 3 convolution filters in the first convolution layer, resulting in 12 output feature maps of size 10 × 10. After a pooling layer, the size of the 12 feature maps becomes 5 × 5. The pooling layer's outputs are sent into the second convolution layer, resulting in 18 feature maps with size 3×3. Then in the fully connected layer, the 18 2-D feature maps are simply reshaped to a 1-D feature vector with 162 neurons. The final output layer has C complex-valued neurons. The category number C in the Traunstein data set is set to 8.
IV. SIMULATIONS
To show the effectiveness of the proposed CV-CNN forest height inversion method, we first intuitively carry out analyses on simulated forest SAR data. For forest simulation, we resort to PolSARproSim forest simulator available within the European Space Agency's PolSARpro educational package to provide simulated PolInSAR data, which is a fullypolarimetric and interferometric coherent SAR scattering and imaging simulator [19] . For the configuration of radar system in PolSARproSim, we mimic the spaceborne L band system. The radar height is 750 km and the incidence angle is θ = 35
• . The central frequency is 1.25 GHz. The imaging slant-range and azimuth resolution is 1.72 m and 3 m, respectively. The perpendicular baseline length is set to 1505 m so that the corresponding vertical wavenumber is k z = 0.15 rad/m. Under such observations, we then simulate a series of deciduous forest scenes with different canopy heights from 10m to 22m placed above a Bragg surface. Through the calculation of scattering and imaging simulation, we can obtain two sets of fully polarimetric SAR images measured from two slightly different look angles. The generated Pauli vector color-coded SAR images for forest stands with different heights are shown in Fig. 4 . The circular region located at the scene center represents the forest stands and the surrounding area is the terrain surface. We can see from Fig. 4 that the forest area has higher backscattering intensity than the ground area.
From section II.B, we have known that the forest heights can be estimated from the observed complex coherences.
Thus we first calculate the complex coherences observed under three independent polarizations, which will be treated as the input of the proposed complex-valued CNN. It must be noted that here we use the three optimized complex coherences γ opt1 ,γ opt2 ,γ opt3 solved by the Coherence Optimization method as the input of the network, since which always leads to best height estimates. As an example, we show one of the optimized coherencesγ opt3 for all forest scenes with different heights in Fig. 5 . With the simulated forest PolInSAR data and known ground-truth height, we can generate input samples and corresponding labels for training the proposed CV-CNN. We first apply the sliding window of patch size 12 × 12 to generate about 340 samples for each forest scene, and thus total 2400 samples are generated for all the 7 forest scenes with different heights. Since sufficient number of samples will benefit the training of the network, we randomly select 70% samples for training and the other samples for validation. Such sample selection can not only guarantees the training accuracy, but also ensures that the validation samples are enough to evaluate the network performance. Then we can learn the network parameters from the labeled training data. The configuration of the CV-CNN has been shown in Fig. 3 . Apparently as shown in Fig. 6 , the validation error decreases quickly as increasing the training epoch and gradually approaches a saturation rate of about 7.5%.
Next, we will show the capability of the trained CV-CNN for forest height mapping. The above simulated 7 forest scenes have already been used as training data. To show the generalization ability of the network, we have to re-simulate new forest scenes as the test data. As typical examples, we simulated two deciduous forest scenes with average canopy height of 15m and 18.5m, respectively. The corresponding Pauli vector color-coded SAR images are shown in Fig. 7 . The new heights of the two forest scenes have never been learned in the training process. We directly use the trained network to test the new forest scenes and map the forest heights pixel-by-pixel. Fig. 8(a) and 8(b) respectively shows the inversion heights for the two forest scenes of 15m and 18.5m. As shown in Fig. 8 , as the training samples are generated every two meters, thus we can obtain an inversion accuracy of 2m for each pixel. If we generate training samples at smaller height intervals, then more accurate and continuous inversion results can be achieved for each pixel. But for forests, the height of each pixel makes no much sense, and we concern more about the average height of a certain area. Therefore, the height accuracy of meter-scale we set is sufficiently enough. According to each pixel's inversion result in Fig. 8 , we can calculate that the average height is 14.96m for the 15m forest scene, and 18.26m for the 18.5m forest scene. We can see that the inversion accuracy is extremely high, which indicates that the proposed CV-CNN model has great potential in forest height inversion or mapping using the single-baseline PolInSAR observations.
V. EXPERIMENTS A. SAR DATA DESCRIPTION
In this section, the proposed CV-CNN model-based inversion method with PolInSAR processing is validated by the measured SAR data. The experiment is conducted on the E-SAR airborne SAR data acquired over the Traunstein test site with ground-truth data [5] , [7] , [23] . Where is a temperate forest area located near Traunstein city in the south of Germany, and tree species include spruce, Scots pine, European beech, etc., whose height ranges from 10m to 40m. The terrain of this area is relatively flat, with elevation from 600m to 650m.
The fully polarimetric interferometric SAR data was acquired in a repeat-pass configuration at L-band in 2003, with a horizontal baseline of 5 m and the time interval of 10 min. The imaging resolution is 1.5m and 0.95m in slantrange and azimuth, respectively. The radar flight altitude is about 3km. The optical image of the study area and the generated Pauli vector color-coded SAR image are shown in Fig. 9 . Here the SAR data has been processed with a four-look multilooking in azimuth. It can be seen from Fig. 9 that the main land types include forests, farmland, urban areas, roads, and rivers. The forest area is shown as green on the Pauli pseudocolor SAR image due to its strong backscattering in HV polarization. Ground truth information is provided by means of forest inventory [5] , which was carried out in 1998 on a 100 m × 100 m grid. In total, 20 homogeneous forest stands in terms of species, height, biomass and stadium are selected for validation, whose heights were already measured in situ. The boundaries of the 20 validation stands are delimited by the red curves in Fig. 9(b) . The corresponding measured heights for the 20 forest stands are shown in Table 1 .
B. INPUT DATA AND FOREST HEIGHT CATEGORIES
The polarization information itself cannot distinguish forests with different height since they are all shown as green on the L band Pauli SAR image. It is shown in Eq.(4) that the observed complex coherences relate closely to forest parameters, which will be treated as the input of the convolutional neural network. The complex coherences observed under three independent polarizations are first calculated using Eq.(1). Here the optimized scattering mechanisms − → w opt1 , − → w opt2 , − → w opt3 instead of linear polarization channels are selected as the three independent polarizations since they usually lead to best height estimates, which can be solved by the Coherence Optimization method [1] , [24] . Usually, − → w opt1 represents the optimum ground-dominated scattering mechanism and − → w opt3 represents the optimum volume-dominated scattering mechanism. The three optimized coherence amplitudes and their interferograms are shown in Fig. 10 . It can be seen from Fig. 10 that in forest area, the complex coherenceγ opt3 has smaller coherence amplitude and higher interferometric phase due to the strong canopy backscattering under the volume-dominated polarization channel − → w opt3 . The coherence varying with polarization can be used to estimate forest heights. The three optimized complex coherences are treated as the three channels of the input data.
Forest height is the most important single forest parameter for ecological as well as for commercial applications, thus we only focus on forest height mapping in our study. For supervised learning with CV-CNN, we have to divide forests into different height categories and give a label for each category. The labels are set to complex value 1+1j. Although we can naturally treat the 20 forest stands with different ground truth height as 20 categories, it is not necessary for us to obtain an inversion accuracy on the order of decimeters or even centimeters. Thus the forest stands with similar height are regarded as one category and the newly generated 8 height categories are shown in Table 2 . The average height of the merged forest stands is taken as the height for each category.
The input data located within each category will be attached a label vector of size 1 × 8, where the location of element 1+1j corresponds to category number and other elements are set to 0. By classifying forests into the 8 height categories in Table 2 , we can obtain an inversion accuracy of about 1m, which is sufficient for forest height mapping. In addition, successful training of CV-CNN needs large amounts of data, but we have limited training data in our study. Reducing category means fewer degrees of freedom for trainable parameters and increased amounts of data for each VOLUME 7, 2019 category, which benefits the training of network and avoids the over-fitting issue. Thus it is reasonable for us to set fewer height categories without affecting the inversion accuracy.
C. TRAINING AND VALIDATION SAMPLES
Convolution neural network utilizes not only the pixel value but also the spatial pattern to extract features, thus each pixel is represented by a local patch of size 12 × 12. For the Traunstein SAR image with a large size of 1300 × 1414, applying the sliding window of 12 × 12 would generate a significant amount of patches. To illustrate the generalization ability of the trained network, the selected validation samples should not overlap with the training samples. Thus we first apply the sliding window with a stride of 12 pixels to generate a set of non-overlapping patches and randomly select 30% samples for validation. The selected 457 validation samples and the training data area are shown in Fig. 11 , respectively. We can see from Fig. 11 that the labeled forest area has been divided into two complementary parts. The validation samples are randomly distributed and the training data can be densely sampled in the rest of area. A 12×12 sliding window with a stride of 4 pixels is used to generate sufficient training samples from the red area as shown in Fig. 11(b) . In order to obtain an equalizing samples for each category, the input data can be augmented by adding noise to which with less training data, such as the first and second category. Finally, about 850 samples per category are chosen randomly as the training samples.
D. INVERSION RESULTS AND PERFORMANCE EVALUATION
The configuration of the CV-CNN we use in this study has been shown in Fig. 3 . Once the trainable parameters of the network are learned from the labeled training data, we can use the trained network to map forest heights pixel-by-pixel. Fig. 12(a) shows the inversion heights for the 20 forest stands using the trained CV-CNN, and Fig. 12(b) shows the corresponding ground truth height map for comparison. We can see from Fig. 12 that the inversion heights are in good agreement with the ground truth. In addition, we demonstrate the inversion heights for the whole forest area in Fig. 13(a) , and the RVoG model-based inversion result is also given in Fig. 13(b) for comparison. Here the RVoG model-based inversion method we employ is the three-stage inversion process [18] . The forest area can be roughly extracted from the HV channel intensity map as forests always show strong HV backscattering power. In Fig. 13 , the height of the area with HV backscattering power less than 32 dB is set to 0 m and most farmland area has been filtered. We can see intuitively that many extremely high inversion values appear in Fig. 13 (b) using the RVoG model based method, which is unreasonable for the homogeneous planted forests.
To evaluate the performance of the proposed CV-CNN model based inversion method, some statistical analysis has been carried out on the 20 forest stands with ground truth information and the result is shown in Fig. 14 . The assessment result for RVoG model-based inversion method is also given in Fig. 14 for comparison . In order to indicate the generalization ability of the trained convolutional neural network, only validation samples are counted in the left column of Fig. 14 , and all pixels of the ground truth area are counted in the right column. We first compare the mean estimated height with the ground-truth height for each forest stand in Fig. 14(a) and find the CV-CNN results are more closer to the true heights. The correlation between the estimated heights and true heights are shown in Fig. 14(b) , from which we can see more clearly that the red points distribute along the diagonal line more closely. The CV-CNN results are highly correlated with the true heights and have higher inversion accuracy. Two quantitative assessment parameters are calculated in Table 3 , one is the coefficient of determination (r 2 ) and the other is the root-mean-square error (RMSE) between the mean estimated heights and the true heights. We can see from Table 3 that for both validation samples and all pixels of the ground truth area, the CV-CNN inversion result has higher r 2 and lower RMSE than the RVoG inversion result, which means the proposed CV-CNN inversion method has much higher inversion accuracy and the trained network can be generalized to map heights of unknown forest area accurately. Until now, the inversion accuracy of the RVoG inversion method has been reported as about r 2 = 0.8 and RMSE = 4 m [5]- [7] . Thus the proposed CV-CNN inversion method can improve the r 2 by about 0.1 and decrease the RMSE by about 1.5 m.
Besides, the standard deviation of the inversion heights for each forest stand is also calculated and shown in Fig. 14(c) . We can see that the standard deviation of the RVoG inversion result is much larger than the CV-CNN inversion result, which can also be observed from the large variation of the estimated heights as shown in Fig. 13(b) . The extremely high estimation values in Fig. 13(b) don't accord with the uniformity of the actual planted forests, which means the RVoG inversion method is invalid on that areas. While the CV-CNN inversion method can always achieve reasonable results, which makes it easier for us to identify the forest areas with different heights. In short summary, the proposed CV-CNN model-based inversion method can achieve reasonable inversion results and improved inversion accuracy than the RVoG model-based inversion method.
E. VISUALIZING CONVOLUTION KERNELS AND FEATURE MAPS
To better understand why the trained network works well for forest height mapping, we present a straightforward visualization of the convolution kernels and feature maps to show the activations of the network during the forward pass. Fig. 15 shows the 12 learned convolution kernels with size 3 × 3 for the first convolution layer. Note that the kernels have three complex-valued channels and their corresponding amplitudes are used to form the RGB color-coded kernels. The red and blue color indicates strong ground scattering and the green color indicates strong volumetric scattering. We can see from Fig. 15 that the kernels with no. 1, 2, 5, 7, 9 appear dominantly volumetric scattering and the kernels with no. 3, 6, 8, 11, 12 appear dominantly ground scattering. Apparently, different combinations of kernels will respond to different forest categories.
As an example, two forest samples with ground truth label 1(12.84 m) and label 8 (35.67 m) are respectively forward propagated through the trained network to see which kernels are activated. The 12 generated feature maps of the first convolution layer are visualized in Fig. 16 , from which we can clearly see the most contributed kernels. Kernels with no. 2, 3, 4, 5, 8, 11, 12 are mainly responsive to the 12.84 m forest sample and kernels with no. 2, 3, 5, 7, 9, 12 are mainly responsive to the 35.67 m forest sample. This activation visualization shows that more ground scattering kernels are activated for lower trees, while more volumetric scattering kernels are activated for higher trees. The different combination of the activated kernels characterizes the differences in ground-tovolume scattering ratio of different forests, which allows the network to correctly identify different forest heights.
Besides, we try to analyze the impact of dominant tree species type on the activation of convolution kernels. The forest stands in Traunstein test site can in general be characterized as mixed forests. Of the 20 stands, 17 are dominantly coniferous, and only three stands (no. 3, 8, 9) are dominated by deciduous trees [7] . Thus two forest samples with the same height category and different dominant tree species type are randomly selected for analysis. One sample is located in stand 1 (coniferous) and the other is located in stand 3 (deciduous). Fig. 17(a) and (b) respectively shows the activation of the first convolution layer for the two different samples. We can see from Fig. 17 that the main responsive kernels are identical for the two forest samples except for the intensity difference of some activated kernels. This result indicates that the dominant tree species type has a minor impact on the activation behavior of the forest sample with similar heights. In other words, for mixed forests, which kernels are activated mainly depends on forest height and we don't need to care too much about the dominant tree species type.
VI. CONCLUSION
In this paper, a CV-CNN model-based inversion method was proposed for PolInSAR forest height mapping. Both the simulations and the experiments on airborne SAR data have illustrated the potential of CV-CNN for forest height mapping. The experimental results show that it has greatly improved the forest height inversion accuracy as compared with the RVoG model-based method. The inversion results of both methods have been demonstrated and evaluated on the airborne SAR data acquired over Traunstein test site. For this test site, the coefficient of the determination was improved by about 0.1 and the RMSE was decreased by about 1.5 m. With the trained CV-CNN model, large-scale forest area can then be mapped accurately from the single-baseline PolInSAR measurements. The CV-CNN method improves the inversion accuracy without increasing the observations, while existing methods require a trade-off between high inversion accuracy and fewer observations.
