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Abstract: In this paper an algorithm for solving coupled differential matrix systems is presented. By means of algebraic 
transformations the original problem is transformed in another one for which the successive approximation method is 
available. Explicit expressions of the approximate solutions, upper error bounds of them and convergence conditions 
in terms of data are given. 
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1. Introduction 
When trying to solve many current control problems of linear systems, in the deterministic 
and hybrid case, one often leads to a set of coupled differential matrix systems of a generalized 
Riccati type. Depending on the problem under consideration, different types of coupling will 
appear. Let us show two concrete examples. 
When one has the control large flexible structures for space stations and one includes 
component failures in the mathematical model of the system, these failures can be viewed as 
sudden and random changes of the system parameters. This example motivates the study of the 
hybrid jump linear systems [7]. The optimal feedback solution in the jump linear quadratic 
control problem is a function of the solution of a coupled matrix differential system of the type 
X,=Q;-A;X;-X;A,+X,D,X,+ ;z,,X,, x,(r,)=o, l<igN (1.1) 
/=l 
where Q,, A,, D,, for 1 < i d N, are n X n real matrices, elements of R nx,,, and z, ,, for 
1 6 i, j < N, are positive real numbers with CiC1z,, = 1, [7]. 
In a recent paper [8], a homotopy algorithm for solving the system 
provides an approximation to the solution whose precision depends 
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(1.1) is given. This method 
on a parameter p and the 
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exact solution of the problem is obtained in the limit p + co, although no estimation of the error 
approximation is presented. For the Lyapunov case, that is when D, = 0, for 1 < i < N, an 
explicit expression of the corresponding problem is presented in [5]. 
Another type of coupled differential matrix systems appears when a Nash equilibrium solution 
is sought for a two-player linear differential game with quadratic cost functionals [ll], where the 
open loop Nash solution is given in terms of a coupled differential matrix system of the type 
tii = - Qi - FTK, - K, + K,S,K, + K,S,K,, W,) = K,r, 
tii, = - Q2 - FTK, - K, + K,S,K, + K,S,K,, k&f) =Kx, 0 4 
where Qi, s,, Klf, for 1 6 i < 2, and F are matrices in Iw n Xn. Numerical and series solutions for 
solving problem (1.2) have been proposed in [3,10]. Under the assumption Q2 = AQ,, where h is 
a scalar, an analytic solution of problem (1.2) has been proposed in [l]. 
The common feature of these systems is that they are difficult to solve and that the known 
methods do not provide any information about the approximation error. 
A general class of coupled differential matrix system is considered here, i.e. 
X, = A, + Bi,X,C,, + Bi2XiCj2 + c &XjQij + ; &X&,X, + ; X&,X,G,,, 
IfJ ;=1 j=l 
x,(t,> =L;, l<i,j<N, t,<t<t, (1.3) 
where x,(t), L,, Ai, B,,/, Ei,, FiJ, G,J, vj, Q,,, D,,, C,, and C,, are matrices, elements of [w,,,. 
Note that systems (1.1) and (1.2) are particular cases of system (1.3). 
The purpose of this paper is to show that after appropriate algebraic transformations, the 
successive approximation method may be used to solve the above system (1.3). This method 
leads to an algorithm that is easy to be implemented in a computer (by using Reduce-3 language 
[12]) and for which the convergence conditions are clearly stated in terms of data. Also, an upper 
bound of the approximation error is obtained so that the number of iterations required for a 
given precision can be determined. The solution procedure developed here is related to the 
method proposed in [5] to solve coupled Lyapunov systems. The paper is organized as follows. 
Section 2 is concerned with some algebraic preliminaries related to the Kronecker product of 
matrices and the Frobenius norm, that will be used in the Section 3 where the algorithm is 
presented. Finally in Section 4 a guidance for how to choose p to guarantee a certain accuracy, 
and a numerical example of the algorithm are given. 
2. Algebraic preliminaries and basic notations 
In order to make the paper somewhat selfcontained, definitions and results to be used later are 
recalled in this section. 
If A and B are matrices in [w mxn and [WkXs respectively, then the Kronecker product of A 
and B, denoted by A @ B, is defined as the partitioned matrix 
a,,B a,,B . . . alnB 
a,,,,B a,,B .., 
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If A E lRmXn, we denote 
l<j<n . 
If~,forl~i~N,arematricesin[W...,andF=[F,,...,F,],then 
. 
If M, N and P are matrices of suitable dimensions, then using the column lemma [9], one gets 
vec(MNP) = (P’ 63 M)vec N 
where PT denotes the transposed matrix of P. 
The Frobenius norm of a matrix A E R mXn, is defined by 
(2.1) 
In the sequel since onfj~ the Frobenius norm is used, it will be simply denoted by 11 I]. If 
A E RmXn, and B E Rnxq, then, from [4, p. 2741, one gets 
IIABII G IIAll IIBII- 
From the definition it is clear that 
(2.3) 
II A II = IlveW II (2.4) 
and 
IIA@Bll = IIAII IIBII. (2.5) 
If C is a matrix in R,,, and CT denotes its transposed matrix, then from the definition one 
gets 
IICII = IICTII. (2.6) 
The following theorem may now be stated. 
Theorem 1. Let Fij, G, J, be fixed matrices in IF! n X n, 1 < i, j d N, 
A=[:]. gJ=[;I]- 
If Mj, P, for 1 <i< N are matrices in RnXn, M= [M ,,..., iv&], P= [P ,,__., PN], and 
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‘CI, : R n:Nxl + : IFa n’Nxl, is defined by the expression 
+,(vec M) = [~~~~~~~~~,~~~ 
then the following inequality holds 
II$JvecM)-+,(vecP)II ~f,~,II~-~II~II~II+II~II~~ 
Proof. From the definition we have 
+,j(vec M) - qj(vec P) = 
Taking norms in the equality 
(G,:M,? 8 M,) - (G;qT B 
(2.7) 
(2.8) 
(2.9) 
((GzjM; 8 M,,) - (iz,PT C3 P,))(vec FN/) 
D1j=G;(M,T-P;j~M,+G;P,?~(M,-P;) (2.10) 
for 1 < i 6 N, and considering (2.3)-(2.5), one gets 
II GzMT 8 Mi - GzP’ @ P, II G II Gij II II Mj - J’, II II M II + II Gi, II II M - Pi II II 4 II 
G IIGijII IIM-PII(IIMII+IIPII)~ (2.11) 
The expression (2.9) may be written in the form 
$,(vec M) - #,(vec P) = [diag (G,:M: 8 M, - GITP,T @ P1j; 1 < i < N] 
(2.12) 
Hence, from (2.3)-(2.5) and from (2.11) one concludes that inequality (2.8) is proved. 0 
Theorem 2. Let E,,, D,,, be fixed matrices in R,,,,,, 1 < i,j < N, 
If M,, Pi for 1 <i< N are matrices in RnXn, M=[M, ,..., M,,,], P= [P,, 
r$; : IR n2Nxl + : Rn’Nxl, is defined by the expression 
$(vec M) = 
( M,TEz @ D;, j (vet M1 ) 
( M,‘E,T @ D, J j (vet MN ) 1 ’ 
then it follows that 
II~J,(vecM)-~J,(vecP)Il <e,d,IIM-PII(IIMII+IlPII)~ 
PNI, and 
(2.13) 
(2.14) 
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Proof. From the definition we have 
4, (vet M) - +j (vet P) = 
( MJTE5 c3 D,, j(vec Ml) - (P,TEI’, @D,i)(vec P,) 
( M,TEz, @J D, ) (vet MI ) - ( PITIS& @ D, ) (vet PI ) 
1 . 
(2.15) 
The ith entry of the second member of (2.15) may be written by the form 
(Mj%; @ Dji)( vet M, ) - ( $TEz 8~ DIi)(vec Pi) 
= ((MT - P,T)E,T @J D,,j(vec M,) + (PTEZ @ Dii)(vec M, - vet Pi), 
and taking norms in this expression, after considering (2.3)-(2.5), it follows that 
ll(“,TE;‘;@ Dijj( vet 44,) - (q?E: 8 D,,)(vec P,) 11 
G II Mu - ‘j II II Eij II II D,j II II Mi II + II ‘j II II Etj II II Dig II II Mu - p, II 
=G II 4, II II D,, II ( II M II + II p II > II M - p II’ 
From (2.15) and (2.16) we have 
(2.16) 
ll~j~~~~~~~~j~~~~~~l12~~II~II+Il~II~211~~~l12 C IIE~jI1211D;~l12 . 
i=l 1 
(2.17) 
From (2.17) and the definition of the Frobenius norm the result is established. 0 
Theorem 3. Let Bik, Cik, Q,,, VI,, be fixed matrices in IF8 n Xn, for 1 G i, j d N, k = 1, 2, and let 
H = [ Hij] be the block partitioned matrix whose entries take the form 
H,i=Qz.@y,, l<i,j<N, i#j 
H,,=Ci~@Bil+Ci~@Bi2, l<i<N. (2.18) 
Let M, be for l<i<N matrices in RnXn, M=[M,,...,M,] and b)j:R!n~Nxl+ :R,,zNx,, is 
defined by 
B(vec M) = H tzz z . [ 1 N (2.19) 
Let h be the positive real number defined by 
h = f ( II Cl, II II Bi, II I + II C;2 II II Bi2 II )’ + g 
l/2 
II Qij II 2 II Vlj II * 
i=l i 
2 (2.20) 
l~r,/<N 
,#j i 
thenifP=[P,,...,P,], wherePiEIRnXn, forl<i<N, itfollowsthat 
(1 O(vec M) - O(vec P) II G h II M - P 11. (2.21) 
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Proof. Note that 0 is a linear function, from (2.3) in order to prove the inequality (2.21), it is 
sufficient to show that the Frobenius norm of the block partitioned matrix H defined by (2.18) is 
bounded by the number h, given by (2.20). From the properties of the Frobenius norm, it is clear 
that 
IIHl12= E IIHijl12- 
i,j=l 
Now, note that from (2.5) and the triangle inequality one gets 
IIHiilI 4 IlciIII IIBilll+llC~211 IIBi211, lGiGN3 
IIHi,II = IlQtjll IIY, II) i+J 
Hence the result is proved. 0 
3. The algorithm: approximations and convergence 
The initial-value problem (1.3) is now considered. By introducing Kronecker products in the 
two members of (1.3), and taking into account the column 
d(vec X;) 
dt 
=vecAi+(Ci~@B,,+C,~@Bi2)(vec 
N I N 
lemma (Eq. (2.1)) [9], it follows that 
i+j 
+ C XTEz @ Dij(vec Xi) + C (GijXJT) @ Xi 
j=l j=l 
vet X,(t,)=vec(L,), l<iGN. (3.1) 
If we denote by A = [A,, . . . , AN], L = [L, ,..., LN], and X= [Xi,. .., X,], then system (3.1) 
can be rewritten as 
d(vecd:(t,, =vec A + O(vec X(t)) + c $,(vec X(t)) + f +J(vec X(t)), 
j=l J=l 
vet X(t,) =vec(L,,..., LN) 
where qj, +j, for 1 d j G N are defined by (2.7) and (2.13) respectively, and 6’ is defined by 
(2.19). If we denote by L the matrix [L,, . . . , LN], and we define the function F: [t,, tf] X 
Iw n~Nxl + R ,pNxl, by the expression: 
F(t, vet X(t)) = vet A + B(vec X(t)) + c $,(vec X(t)) + c +,(vec X(t)), (3.2) 
j=l j=l 
then the system (3.1) may be written in the following compact form 
d(vec X(t)) 
dt 
= F( t, vet X(t)), vet X(t,) = vet L. (3.3) 
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The following theorem gives a successive approximation procedure to solve the problem (1.3), 
an upper bound for the approximation error and a convergence interval. 
Theorem 4. Let 6 > 0, y = 6 + 11 L 11, where L = [L,, . . . , LN], and let b be the real number defined 
by 
/ N \ 
b=a+hy+y’( c (f,gj+djej)) (3.4) 
\j=l I 
where a = )I AlI, A = [A,,. . ., A,,,], h is given by (2.20), and d,, e,, f,, gj, for 1 <j < N are 
defined in Theorems 1 and 2. If (Y = min{ t, - t,, 6/b } , then problem (1.3) has a unique solution 
X(t) defined on the interval [t, - a, tf], such that X(t) is the Frobenius norm limit of the sequence 
of successive approximations: { Xp( t)}, a 0, where X* = [ Xf, . . . , Xi], are given by 
Xp(t)=L,, l<i<N, (3.5) 
Xp+‘(t)=L,+Ai(t- tf) +~~(B,,X/‘(u)C,, -Bi2X;(u)Ci2) du I 
+ c /rKjX,!(u)Qjj du + 5 J~~,X;(U)E,~X;(U) du 
J’Z tf J=l ‘t 
+ Jil ~~!(")4jxp(u)Gz, d”. 
Moreover, for t E [t, - a, tf], an upper error bound for the pth approximation is given by 
where 
II x(4 - x*(t) II G exp(w)b(ap)*+‘/(p + l)$, (3.6) 
p=h+2Y F (djej+./jgj) 
i 
(3.7) 
J=l 
and h, d,, ej, d., g,, for 1 <j G N, are defined by Theorems 1, 2 and 3. 
Proof. From the definition of F given by (3.2) and from Theorems 1, 2 and 3, taking P = 0, it 
follows that 
Ilf'kvec M) II ~a+hllW + I? (d;ej+f,gj) II Mll*- 
i /=I 1 
Hence, we have sup{ (1 F(t, vet M) 11; t, < t < t,, 11 M - L II G S} < b where b is given by (3.4). 
From Theorems 1, 2 and 3, if M= [Ml ,..., MN], P= [Pl ,..., PN], where M,, Pi E lRnXn, for 
1 G i G N, satisfy I] A4 - L II < 6, 11 P - L 11 < 6, then F( t, vet M), defined by (3.2) satisfies 
I] F( t, vet M) - F( t, vet P) II G p II M - P II (3.8) 
where p is given by (3.7). 
Now, from the theorem of successive approximations [6, p.129; 2, chap. 51 the unique solution 
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of problem (1.3) on the interval [tr - (Y, tr], is given by the Frobenius norm limit of the sequence 
{vet Xp(t)},,,, where 
vecX’(t)=vecL and vecXP+‘(t)=vecL+ 
J ( 
‘F u, vet X”(u)) du 
ft 
where F is given by (3.2). Hence, taking into account the column lemma [9], and the property 
vet F, 
vec([Fl,..., F,]) = 
1 
: 
. I vet FN 
where 4. are matrices in lR n x n, it follows that 
vet X:+‘(t) = vecL,+(t-t,)vecA;+ J( ’ C,T@BB,, + C,T@BBi2)(vec X,!‘(u)) du Cl 
+ F /f((XT(u))TE,T@D,,)(vec X/‘(u)) du 
;=1 ft 
+ F ~([G,,(X/(U))~@XF(U)) vet F;,) du. 
j=l tf 
(3.9) 
Note that expression (3.9) turns out by application of the vector column function to both 
members of (3.5). Thus the relationship (3.5) holds, for 1 < i < N. The upper error bound of the 
pth approximation is given by the theorem of successive approximations, [6, p. 129; 2, chap. 51. 
Hence the result is established. 0 
Remark 1. It should be noted that the algorithm proposed in Theorem 4, converges on the 
interval [tr - (Y, tf], where (Y = min{ t, - t,, S/b}, depends on the parameter 6 because b 
depends on 6 (see (3.4) and note that y = ]I L 11 +S). As 6 is a free parameter, in order to find the 
biggest convergence interval, it is interesting to take the value of 6 that maximizes the ratio 6/b. 
If we define r( 8) = 6/b, for 8 > 0, we have 
-1 
a+h(llLll+S)+(IILII+S~2 Ifi (hgj+djej) 
i 
(3.10) 
J=l 
Let c be defined by the expression 
(3.11) 
j=l 
then we can write r(S) = (g(6))-‘, where ~(~)=~+~~~IL~~+c~+~-‘(u+~IILII+cI~L~~~). 
Note that by differentiation with respect to the parameter 6, one gets 
dg(G)/dS= -(u+~IILI~+c~~L~~~)~~~+c, 
d2g(6)/da2 = 2(a + h 11 L 1) +cll L II 2)6-3. 
As the minimum of g( 6) is obtained at the value of 6 that maximizes r(S), if we assume that 
c # 0 and a # 0, then for any value of the initial condition L, there exists the maximum of r(6), 
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and it is obtained at the value of 6 defined by 
a*= [c-‘(a+h(~I,~l+cllLl12)]1’2. (3.12) 
Note that if L # 0, then in order to ensure the existence of a maximum of r(6), we only need 
that c # 0. 
In general the solution of problem (1.3) only exists in some interval [tr - (Y, tt] and may be 
that the solution of such problem is not defined on all the original interval [t,, if]. For example, 
if we consider the case of only one scalar equation as the following one 
x’(t) = (x”(t))2, x(l) = -2, t E [OJ] 
then the solution of this problem is x(t) = -(t - OS-‘, that is not defined at the point t = 0.5. 
4. On the accuracy of the algorithm and a numerical example 
We begin this section showing how to choose an iteration p to guarantee a certain accuracy. 
Let us suppose we are interested in obtaining p such that 
II x(4 - xv> II G 6 
where E is a positive number. From Theorem 4, we have 
II x(t) - XV) II G exp(ap)b(ap)P+l/( p + I)$. 
Thus we are interested in finding an integer p such that 
exp(ocp)h(cup)P+l/(p+l)!p<c. (4.1) 
For convenience, let us denote by K the constant 
K= (0) exp(-ap). (4.2) 
Hence, (4.1) is equivalent to the inequality 
(cx~)““,‘( p + l)! -C KE. (4.3) 
Taking logarithms in both members of (4.3) we get 
(p + 1) ln(ap) - ln[(p + l)!] < ln(Kc), 
ln[(p + l)!] - (p + 1) ln(ap) > -ln(Kr). (44 
Given (Y, p, let p. a positive integer such that 
Po-l<aP<p,. P-5) 
Then (4.4) may be written in the form 
PO - 1 P+l PO-1 P+l 
1 ln(j> + c l&d - JFl lnbd - c lnbd > -ln(K4 
J=l J’Po i=P0 
P+l PO-1 
c [ln(j> - lnbdl > c b(w) - ln(j>] - ln(Kc). (4.6) 
i’P0 J=l 
Note that, as p,, is determined by (4.5), the inequality (4.6) may be written in the form 
P+l 
SC P> = C W/aP) > w (4.7) 
j=p, 
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where 
w = C ln(ap/j) - ln(k6). 
j=l 
(4.8) 
Then, in order to get an accuracy of the type 
IIX(+XP(t)II GC, tE [t,--> &I, 
we can take p such that (4.7) is satisfied. 
Note that each term of the left-hand side of (4.7) is positive by the definition of pO. As w is a 
fixed number when E is prefixed, we only have to take an integer p such that (4.7) is satisfied. 
Let us consider the coupled Riccati system 
dX,/dt = -0.3 + 0.2X, + 0.05X; + 0.1X,X,, 
dX,/dt = 0.15 + 0.2X, + 0.1X; -t- 0.05X,X,, 
X,(l) = 0.1, X,(l) = 0. 
By application of Theorem 4, one gets 
p = 1.155 , cu=O.87, b = 1.264, 
the sequence of approximations is defined by 
xp = 0.1 x:=0. 
X$p+l)( t) = 0.1 - 0.3(t - 1) + 0.21;1X;P’(s) ds 
+ 0.05 
J 
fx:p)2 
1 
(s) ds + 0.1 j;‘( X,(P)(~) X$P’( s)) ds, 
Xip+‘)( t) = -0.15( t - 1) + 0.2irX!p’(s) ds 
+O.l 
J 1 
‘X~“‘z(s) ds + O.OSj;‘( X;p’(s)X2(p+)) ds. 
and they have the polynomial form 
xi = &,t’, j = 1, 2. 
Let us suppose we want to choose an integer p such that 
11 x(t) - xqt> 11 < E = 0.03 
the constant K defined by (4.2) takes the value K= 0.334. 
As ap = 1.004, it follows that p0 = 2, and 
P+l 
w = c ln(ap/j) - ln(Kc) = 4.601. 
J=2 
If 
P+l 
(4.9) 
(4.10) 
(4.11) 
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then it follows that 
S(1) = 0.688 -=C 0, S(2) = 1.782 < o, 
S(3) = 3.163 < w, S(4) = 4.768 > w. 
Hence p = 4, and the coefficients of (4.11) are given by Tables 1 and 2. This example has been 
developed using Reduce-3, version 3.0 (1983) on an I.B.M. computer 4331. 
Table 1 
p=l p=2 p=3 p=4 
aa 
al 
a2 
a3 
a4 
as 
a6 
a7 
a8 
a9 
aI0 
aI1 
aI2 
aI3 
aI4 
aI5 
_ 
0.3795 0.3467 0.34945 
0.2795 -0.2112 -0.220032 
-0.038196 -0.02818 
0.0026995 -0.001833 
5.9545x1o-4 
5.9284~10-~ 
-3.528~10~" 
1.O792x1O-7 
0.34927811 
-0.21930299 
-0.02941194 
-8.2298061x10-4 
1.98815297~10~~ 
6.41605601x10-5 
-2.5486880x10-6 
-6.1589823~10~' 
-7.4812030~10~~ 
5.55289790~10~~ 
-4.2488673x1O-'o 
-4.2488673x10-" 
7.64973090x10-l3 
1.O78968O6x1O-'o 
-5.6093764x10-" 
8.04574~10~'~ 
Table 2 
x2 
p=l p=2 p=3 p=4 
a0 
al 
a2 
a3 
a4 
a5 
a6 
a7 
a8 
a9 
al0 
all 
a12 
aI3 
aI4 
aI5 
_ 
0.15 0.133176 0.1345325 
0.15 -0.114904 -0.1192825 
-0.01972 -0.0147197 
0.001449 -8.440~10-~ 
3.131x1o-4 
2.4909~10-~ 
-1.857x1o-6 
5.7919x10m8 
0.13445210 
-0.11893298 
-0.01531510 
-3.5053734X10P4 
1.15646009x10-4 
3.26559850x10-' 
-1.4656442x10-6 
3.21755811~10~~ 
-2.6540706x10-9 
2.91601655x10-9 
6.24038822x10-" 
-2.2279848x10-*' 
4.26977774x10-I3 
5,62973419x10-I4 
-2.9811525x10-" 
4.31741x10-" 
362 L. J6dar, A. Her&s / Differential matrix systems 
References 
[l] H. Abou-Kandil and P. Bertrand, Analytic solution for a class of linear quadratic open-loop Nash games, 
Znternat. J. Control 43 (1986) 997-1002. 
[2] E.A. Coddington, An Introduction to Ordinary Differential Equations (Prentice-Hall, Englewood Cliffs, NJ, 1968). 
[3] J.B. Cruz, Jr. and C.I. Chen, Series Nash solution of two-persons zero-sum linear quadratic games, J. Opt. Theor. 
Appl. 7 (1971) 240-257. 
[4] B.P. Demidovich and I.A. Maron, Calculo Numerico Fundamental (in Spanish) (Paraninfo, Madrid, 1977). 
[5] J. Lbdar and M. Mariton, Explicit solutions for a system of coupled Lyapunov matrix differential equations, 
Proc. Edinburgh Math. Sot. 30 (1987) 427-434. 
[6] G.E. Ladas and V. Laksmikantham, Differential Equations in Abstract Spaces (Academic Press, New York, 1972). 
[7] M. Ma&on, Les Systemes Lineaires a Sauts Markoviens, These, Universite de Paris Sud, Centre d’orsay, 
December, 1986. 
[8] M. Mariton and P. Bertrand, A homotopy algorithm for solving coupled Riccati equations, Optimal Control Appl. 
Methods 6 (1985) 351-357. 
[9] W.E. Roth, On direct product matrices, Bull. Amer. Math. Sot. 40 (1934) 461-468. 
[lo] M. Simaan and J.B. Cruz, Jr., on the solution of open-loop Nash Riccati equations in linear quadratic differential 
games, Znternat. J. Control 18 (1973) 57-63. 
[ll] A.W. Starr and Y.C. Ho, Non-zero sum differential games, J. Opt. Theor. Appl., 3 (1969) 179-187. 
[12] A.C. Heam, Reduce User’s Manual, Version 3.0, The Rand Corporation, Santa Monica, California, April, 1983. 
