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9 Fonction asymptotique de Samuel des sections
hyperplanes et multiplicite´
M. Hickel
Abstract
Let (A,mA, k) be a local noetherian ring and I an mA-primary ideal. The
asymptotic Samuel function (with respect to I) vI : A −→ R∪{+∞} is defi-
ned by vI(x) = limk→+∞
ordI(x
k)
k
, ∀x ∈ A. Similary, one defines for another
ideal J , vI(J) as the minimum of vI(x) as x varies in J . Of special interest
is the rational number vI(mA). We study the behavior of the asymptotic
Samuel function (with respect to I) when passing to hyperplanes sections of
A as one does for the theory of mixed multiplicities. 1
1 Introduction
Soient (A,mA, k) un anneau local noetherien et I un ide´al mA-primaire. La
fonction asymptotique de Samuel (par rapport a` I) est la fonction vI : A −→
R≥0 ∪ {+∞} de´finie par :
vI(x) = Limk→+∞
ordI(x
k)
k
ou` ordI(x) =Max{m ∈ N/x ∈ I
m} si x 6= 0 et ordI(0) = +∞. De fac¸on similaire,
on de´finit pour un ide´al J de A le nombre vI(J) par :
vI(J) =Minx∈JvI(x).
La fonction asymptotique de Samuel prend en fait des valeurs rationnelles et peut
se calculer a` l’aide des valuations de Rees de I. Elle joue un roˆle primordial dans
l’e´tude des cloˆtures inte´grales des puissances de I. Nous renvoyons a` [H-S], [L-
T], [R1] pour les re´sultats et les comple´ments essentiels concernant ces notions.
1
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En particulier le nombre rationnel vI(m), ou son inverse νI(m)=vI(m)
−1 que
nous appellerons exposant de  Lojasiewicz de I (voir § 2) joue un roˆle important
dans l’e´tude de la topologie des singularite´s c.f. [T1,2]. De la meˆme manie`re
que la notion de multiplicite´ mixte permet en particulier de rendre compte du
comportement de la I-multiplicite´ de A apre`s avoir intersecte´ celui-ci par des
sections hyperplanes suffisamment ge´ne´riques, nous avons cherche´ a` e´tablir des
re´sultats similaires pour la I-fonction asymptotique de Samuel apre`s sections
hyperplanes ge´ne´riques. Le re´sultat principal du pre´sent travail est le suivant.
The´ore`me 1.1
Soit (A,m, k) un anneau local re´gulier d’e´gale caracte´ristique ze´ro, dont on notera
n+1 la dimension. Conside´rons un ide´al I ⊂ A, m-primaire, de multiplicite´ e(I)
et d’exposant de  Lojasiewicz νI(m) = vI(m)
−1 = ν
(n+1)
I .
1) Pour tout i, 1 ≤ i ≤ n, il existe un ouvert de Zariski dense U (i) = U (i)(I)
⊂ Gk(i, n+1) de la Grassmanienne des i-plans de k
n+1 tel que ∀H ∈ U (i),
H de´fini par l’annulation des n+ 1− i formes line´aires
hj(X0,X1, . . . ,Xn) =
∑
0≤k≤n
ak,j.Xj ,
le nombre rationnel vI.AH (mH), ou` AH = A/(h1, . . . , hn+1−i) et mH est
l’ide´al maximal de AH , est inde´pendant de H ∈ U
(i). Le nombre rationnel
ν
(i)
I = (vI.AH (mH))
−1 (inde´pendant de H ∈ U i) est appele´ le ie`me exposant
de  Lojasiewicz de I ou encore l’exposant de  Lojasiewicz de I restreint a` un
i-plan ge´ne´rique.
2) On a :
e(I) ≤ ν
(1)
I × ν
(2)
I × . . . .× ν
(n)
I × ν
(n+1)
I .
Notons que ν
(1)
I ≤ ν
(2)
I ≤ . . . ≤ ν
(n)
I ≤ ν
(n+1)
I et que ν
(1)
I n’est autre que ordm(I).
Un cas important parmi les cas d’e´galite´s dans 2) est fourni par les ide´aux I tels
qu’il existe des entiers b ∈ N∗, 1 ≤ a1 ≤ a2 . . . ≤ an+1 tels que
Ib = (la11 , l
a2
2 , . . . , l
an+1
n+1 ),
ou` l1, . . . , ln+1 est un syste`me re´gulier de parame`tres de A. En effet, dans ce
cas ν
(i)
I =
ai
b et b
n+1e(I) = Π1≤i≤n+1ai. Une discussion et une description plus
comple`te des cas d’e´galite´s de 2) est donne´e plus bas (c.f 5)).
Quelques mots sur la preuve du re´sultat ci-dessus. Tout d’abord, il ne nous a pas
paru aise´ de de´crire la variation des valuations de Rees de I.AH lorsque H par-
court la Grassmanienne et donc de suivre par ce biais la variation de vI.AH (mH).
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Ainsi la preuve du premier point de 1.1 proce`de de manie`re indirecte. On com-
mence par montrer un re´sultat inde´pendant (Th 3.1) qui nous semble pouvoir
pre´senter un intereˆt par lui-meˆme. Si A est local re´gulier d’e´gale caracte´ristique
ze´ro, nous montrons comment on peut calculer vI(m) a` l’aide de certains po-
lynoˆmes caracte´ristiques canoniquement associe´s a` I. Ce proce´de´, inde´pendant de
la connaissance des valuations de Rees de I, fait l’objet de la section 3). Nous rap-
pellons au pre´alable (section 2) quelques re´sultats et notions que nous utiliserons
ensuite. C’est dans la preuve de 3.1 qu’interviennent les hypothe`ses de re´gularite´
et d’e´gale caracte´ristique ze´ro. On utilise ensuite l’existence de re´ductions jointes
et des techniques de bases standards (dans le sens de Grauert-Hironaka [A-H-V],
[H]) et de variations de diagrammes des exposants initiaux telles que de´veloppe´es
par Bierstone-Milman [B-M] pour montrer que les polynoˆmes caracte´ristiques en
question varient de fac¸on agre´able lorsque H de´crit un ouvert de Zariski conve-
nable de la Grassmanienne. Ceci est expose´ a` la section 4) et permet d’obtenir
le premier point de 1.1. La majoration de la multiplicite´ e(I) est obtenue ensuite
comme conse´quence de cela et d’une ge´ne´ralisation de la loi d’associativite´ pour
les multiplicite´s que l’on peut trouver dans le livre de D.G. Northcott [N] (Nous
ignorons si ce re´sultat lui est duˆ). Nous de´crivons ensuite certains cas d’e´galite´
dans l’ine´galite´ 2) a` la section 5).
2 Rappels et notations
2.1 L’algorithme de division formelle de Grauert-Hironaka
Soit α = (α1, . . . , αn) ∈ N
n, on notera : |α| = α1+ · · ·+αn. N
n est totalement
ordonne´ par l’ordre lexicographique sur les n + 1 upplets (|α|, α1, . . . , αn). Si A
est un anneau commutatif unitaire inte`gre, et f un e´le´ment non nul de A[[X]] =
A[[X1, . . . ,Xn]], nous noterons par ν(f) son exposant initial. C’est a` dire si :
f =
∑
α∈Nn
aα.X
α, Supp(f) = {α ∈ Nn|aα 6= 0}, ν(f) =Min{α ∈ N
n|aα 6= 0}.
De meˆme, on notera Init(f) le coefficient du monoˆme initial de f i.e. Init(f) =
aν(f). Pour un ide´al, I ⊂ A[[X]], on notera △I le diagramme des exposants
initiaux de I, i.e. :
△I = {α ∈ N
n|∃g ∈ I tel que ν(g) = α}.
On a : △I + N
n = △I . Si N ⊂ N
n satisfait N + Nn = N (i.e. est stable par
translation), le lemme de Dickson nous assure de l’existence d’une unique partie
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finie de Nn, {α1, . . . , αp}, telle que :
N = ∪1≤i≤p(α
i + Nn) et αj /∈ ∪i 6=j(α
i + Nn)
Les αi sont dits les sommets de N . L’ensemble D(n) des parties de Nn stables par
translation (i.e. satisfaisant N + Nn = N) est totalement ordonne´ comme suit.
Soient N1, N2 ∈ D(n). Pour chaque i = 1, 2, soient β
k
i , k = 1, . . . , ti les sommets
de Ni indexe´s dans l’ordre croissant. Apre`s avoir e´ventuellement permute´ N1
et N2, il existe t ∈ N tel que : β
k
1 = β
k
2 , 1 ≤ k ≤ t et (1) t1 = t = t2, ou
bien (2) t1 > t = t2, ou bien (3) t1, t2 > t et β
1
t+1 < β
2
t+1. Dans le cas (1),
N1 = N2. Dans les cas (2) et (3), N1 < N2. Il revient au meˆme de dire que la suite
(β11 , . . . , β
t1
1 ,∞, . . .) est strictement plus petite que la suite (β
1
2 , . . . , β
t2
2 ,∞, . . .)
pour l’ordre lexicographique, avec la convention β <∞ pour tout β ∈ Nn.
Si β1, . . . , βt ∈ Nn, on leur associe la partition suivante de Nn :
△ = ∪1≤i≤t(β
i + Nn), △ = Nn −△, △i = (β
i + Nn)− ∪k<i(β
k + Nn)
Ainsi Nn est l’union disjointe : △ ∪ △ = (∪1≤i≤t△i) ∪ △. Nous utiliserons le
re´sultat suivant.
The´ore`me 2.1 (Le the´ore`me de division formelle de Grauert-Hironaka [A-H-
V], [B-M], [G])
Soient A un anneau (commutatutif unitaire) inte`gre et F1, . . . , Ft des e´le´ments
non nuls de A[[X1, . . . ,Xn]]. Notons β
i = ν(Fi) l’exposant initial de Fi, ai =
Init(Fi) le coefficient du monoˆme initial de Fi. Soit S la partie multiplicativement
ferme´e de A engendre´e par les ai i.e. S = {a
m1
1 , . . . , a
mt
t , mi ∈ N}. Alors tout
e´le´ment F de A[[X]] (ou de S−1.A[[X]]) peut s’e´crire de manie`re unique sous la
forme :
F =
∑
1≤i≤t
DiFi +R, Di, R ∈ S
−1.A[[X]]
avec Supp(R) ⊂ △ et Supp(Di) + βi ⊂ △i, ou` les △i et △ sont de´finis comme
ci-dessus.
2.2 Brefs rappels sur la fonction asymptotique de Samuel et les
valuations de Rees
Soient (A,mA, k) un anneau local noetherien inte`gre et I un ide´al de A.
Comme nous l’avons rappele´ plus haut la fonction asymptotique de Samuel rela-
tivement a` I est de´finie par :
∀x ∈ A, vI(x) = Limk→+∞
ordI(x
k)
k
.
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Nous rappelons ici tre`s brie`vement comment se calcule vI a` l’aide de valuations
discre`tes de rang 1 positives sur A. Pour de plus amples comple´ments nous ren-
voyons a` [H-S] chap.6 et 10. Par la terminologie «v une valuation discre`te de
rang 1 positive sur A »nous entendrons la donne´e d’une valuation v associe´e a`
un anneau de valuation discre`te de rang 1, Av, entre A et son corps des fractions
K = Frac(A) (i.e. A ⊂ Av ⊂ K) tel que mv ∩ A = mA. De´signons par ΛA
l’ensemble des telles valuations. Alors :
∀x ∈ A, vI(x) = Infv∈ΛA
v(x)
v(I)
=Minv∈ΛA
v(x)
v(I)
De plus, il existe un ensemble RI fini non redondant de telles valuations, unique
a` l’e´quivalence pre`s des valuations, telles que :
∀x ∈ A, vI(x) =Minv∈RI
v(x)
v(I)
Ces valuations particulie`res sont appele´es l’ensemble des valuations de Rees de I.
Diverses constructions des valuations de Rees de I sont expose´es dans [H-S] chap.
10. Un point de vue plus ge´ome´trique dans le cadre de la ge´ome´trie analytique
complexe est dans [L-T]. En particulier [L-T], si A = OX,x est la fibre en x du
faisceau structural d’un espace analytique complexe X et I = (f1, . . . , fd) est un
ide´al mX,x-primaire, le nombre vI(mX,x)
−1 est le plus petit nombre re´el positif α
tel qu’ il existe un voisinage de Vx de x dans X et une constante C tels que :
∀z ∈ Vx,
d∑
i=1
|fi(z)| ≥ C||z − x||
α,
ou` || || de´signe une norme arbitraire sur Cn dans lequel on a plonge´ (X,x). Ceci
est un cas particulier d’ine´galite´s de  Lojasiewicz. Pour cette raison et dans un
contexte ge´ne´ral nous appellerons le nombre vI(mA)
−1 l’exposant de  Lojasiewicz
de I.
3 Polynoˆmes caracte´ristiques et calcul de la fonction
asymptotique de Samuel
Soit (A,m) un anneau local re´gulier d’e´gale caracte´ristique ze´ro, de dimension
n. Soit I un ide´al m-primaire et g un e´le´ment de A. Nous cherchons un proce´de´
qui permet de calculer vI(g) sans recours a` la description des valuations de Rees,
en particulier sans recours a` l’e´clatement normalise´ de centre I (i.e. sans recours
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a` la cloˆture inte´grale de l’alge`bre de Rees de I). Nous allons voir que pour tout
g ∈ A, il y a une relation de de´pendance inte´grale de degre´ e(I), canonique, qui
calcule vI(g). Soit Aˆ le comple´te´ pour la topologie m-adique de A. Par fide`le
platitude Ip.Aˆ∩A = Ip. Il en de´coule alors que pour tout g ∈ A, vI(g) = vI.Aˆ(g).
On peut donc supposer que A est complet et donc par le the´ore`me de structure de
Cohen supposer que A est isomorphe a` k[[X1, . . . ,Xn]] ou` k ≃ A/m. Supposons
dans un premier temps que I = (f1, . . . , fn) est engendre´ par une suite re´gulie`re.
La construction de base est alors la suivante. Notons F ∗ le morphisme de A1 =
k[[U1, . . . , Un]] dans A2 = k[[X1, . . . ,Xn]] de´fini par Ui −→ fi(X). Le morphisme
F ∗ est quasi-fini car dimk(A2/m1.A2) < +∞, il est donc fini par le the´ore`me de
pre´paration formel c.f. [La] chap. 8. Il en re´sulte aussitoˆt qu’il est injectif, puisque
A2 est entier sur A1/Ker(F
∗), ces deux anneaux ont donc la meˆme dimension et
par suite Ker(F ∗) = 0. Maintenant le crite`re local de platitude (c.f. [M]), nous
assure que A2 est un A1 module plat de type fini car (f1, . . . , fn) est une suite
re´gulie`re de A2. Par conse´quent les anneaux e´tant locaux, A2 est un A1-module
libre de type fini, et son rang n’est autre que dimk(A2/m1.A2) = dimk(A2/I) =
e(I), puisque A2 est de Cohen-Macauley. Si g est un e´le´ment de A2, l’ope´rateur de
multiplication par g, mg : A2 −→ A2 a donc un polynoˆme caracte´ristique comme
e´le´ment de EndA1(A2). Notons Pg(Y,U) ∈ A1[Y ] ce polynoˆme caracte´ristique :
Pg(Y,U) = Y
e(I) +
e(I)∑
k=1
ai(U1, . . . , Un)Y
e(I)−i ∈ A1[Y ].
Clairement, par le the´ore`me d’Hamilton-Cayley on a : Pg(g, f1, . . . , fn) = 0. Cette
relation de de´pendance inte´grale particulie`re calcule toujours vI(g). On a en effet
le re´sultat suivant :
The´ore`me 3.1
Soient I = (f1, . . . , fn) ⊂ A2 et g ∈ A2 comme ci-dessus, et Pg(Y,U) ∈ A1[Y ]
son polynoˆme caracte´ristique. Posons :
α =
p
q
=Min1≤i≤e(I)(
OrdUai(U)
i
), ou` ordUa =Max{k ∈ N/a ∈ (U)
k}
Alors : vI(g) = α =
p
q .
Preuve :
Nous constatons d’abord que vI(g) ≥
p
q . Notons K2 = Frac(A2). En effet, soit v
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une valuation discre`te K2 −→ Z positive sur A2 de rang 1. Puisque :
ge(I) +
e(I)∑
i=1
ai(f1, . . . , fn)g
e(I)−i = 0.
On a :
(∗) e(I)v(g) ≥Min1≤i≤e(I)(v(ai(f1, . . . , fn)) + (e(I)− i)v(g)).
Soit i0 re´alisant le minimum dans le membre de droite de cette ine´galite´. Par
de´finition on a : ord(U)ai0(U) ≥ i0
p
q . Donc ordIai0(f1, . . . , fn) ≥ io
p
q . Par conse´quent :
v(ai0(f1, . . . , fn)) ≥ i0
p
qv(I). Il vient ainsi simplifiant l’ine´galite´ (∗) par (e(I) −
i0)v(g) : i0v(g) ≥ i0.
p
q .v(I), ou` encore v(g) ≥
p
q .v(I). D’ou` l’on de´duit que
vI(g) ≥
p
q , puisque vI(g) se calcule comme le minimum des v(g)/v(I) lorsque
v parcourt l’ensemble des valuations de Rees de I. Supposons maintenant que
l’ine´galite´ vI(g) ≥
p
q soit stricte i.e. vI(g) >
p
q . Nous allons voir que l’on abou-
tit a` une contradiction. Remarquons que pour cela, on peut supposer que k est
alge´briquement clos. En effet, sinon soit k une cloˆture alge´brique de k. Le mor-
phisme k[[X1, . . . ,Xn]] −→ k[[X1, . . . ,Xn]] e´tant fide`lement plat, on a vI(g) =
vI.k[[X]](g), et de meˆme les polynoˆmes caracte´ristiques de g conside´re´ comme
e´le´ment de k[[X]] ou comme e´le´ment de k[[X]] coincident. On supposera donc que
k est alge´briquement clos. SoitK1 = Frac(A1) et notons toujours F
∗ :K1 −→ K2
le morphisme injectif induit par F ∗ : A1 −→ A2. Comme A2 est un A1-module
libre de type fini, on a facilement que pour tout b ∈ A2 − (0), 1/b ∈ K1.A2
et donc K2 est une extension alge´brique finie de K1 et [K2 : K1] = e(I).
Comme l’on a suppose´ que A e´tait d’e´gale caracte´ristique ze´ro, cette extension
est se´parable et quitte a` faire un changement de variables line´aires sur les Xi,
par le the´ore`me de l’e´le´ment primitif on peut supposer que cette extension est
engendre´e par X1 i.e. K2 = K1(X1). Maintenant soit
p′
q′ tel que vI(g) >
p′
q′ >
p
q .
Puisque vI(g) = Limm→∞
ordI (g
m)
m , il existerait m0 tel que pour m ≥ m0 on ait
ordI(g
m) ≥ mp
′
q′ . De´signant par [ ] la partie entie`re supe´rieure, on aurait donc
gm ∈ I
[m p
′
q′
]
. Par suite pour tout arc ϕ∗ : k[[X1, . . . ,Xn]] −→ k[[t]], on aurait :
m.ordt(ϕ
∗(g)) ≥ [m.
p′
q′
]Min1≤i≤nordt(ϕ
∗(fi))
et donc :
(•) ordt(ϕ
∗(g)) ≥
p′
q′
Min1≤i≤nordt(ϕ
∗(fi)) >
p
q
Min1≤i≤nordt(ϕ
∗(fi)).
7
Nous allons construire un arc ϕ∗ qui ne satisfait pas cette ine´galite´ et obtenir ainsi
une contradiction, ce qui prouvera vI(g) =
p
q . Pour cela, notons P le polynoˆme
minimal de X1 sur K1. P est de degre´ e(I) et a` coefficients dans A1, i.e. P ∈
A1[Y ]. On notera ∆ ∈ k[[U1, . . . , Un]] son discriminant (qui est non nul puisque
l’extension est se´parable). Notons D le produit :
D = ∆.Π1≤i≤e(I)ai ∈ k[[U1, . . . , Un]]
ou` les ai sont les coefficients du polynoˆme caracte´ristique de g comme de´fini ci-
dessus. Conside´rons alors In(D) ∈ k[U1, . . . , Un] la forme initiale de D, c’est a`
dire le polynoˆme homoge`ne de plus bas degre´ dans le de´veloppement en somme de
polynoˆmes homoge`nes de D. In(D) est le produit des formes initiales des ai et de
celle de ∆. Puis choisissons un point (b1, . . . , bn) ∈ k
n tel que In(D)(b1, . . . , bn) 6=
0 et bi 6= 0, 1 ≤ i ≤ n. On conside`re alors l’ide´al a de A2 engendre´ par (b1f2 −
b2f1, b1f3−b3f1 . . . , b1fn−bnf1). Puisque le morphisme F
∗ : A1 −→ A2 est entier
on a haut(a) = n − 1 par les the´ore`mes de Cohen-Seidenberg. Soit p un ide´al
premier minimal de hauteur n − 1 parmi ceux contenant a, soit B la cloˆture
inte´grale de k[[X]]/p et Bˆ son comple´te´. Alors par le the´ore`me de structure de
Cohen Bˆ est isomorphe a` k[[t]]. On a donc un morphisme non nul (un arc) ϕ
1∗ :
ϕ1∗ : k[[X]] −→ k[[X]]/p −→ B −→ k[[t]]
dont le noyau est p. Posons ϕ1i = ϕ
1∗(Xi) ∈ k[[t]]. Par construction : b1ϕ
1∗(fl)−
blϕ
1∗(f1) = 0 et ϕ
1∗(f1) 6= 0 (car bi 6= 0 pour tout i et ker(ϕ
1∗) = p). Posons
u(t) = ϕ1∗(f1)/b1. On a donc :
fl(ϕ
1
1(t), . . . , ϕ
1
n(t)) = bl.u(t), 1 ≤ l ≤ n.
Notant αj , 1 ≤ j ≤ e(I) les coefficients du polynoˆme minimal P de X1 sur K1.
On a :
ϕ11(t)
e(I) +
∑
1≤j≤e(I)
αj(b1.u(t), . . . , bn.u(t)).ϕ
1
1(t)
e(I)−i = 0
Regardons l’e´quation :
P (t,X1) = X
e(I)
1 +
∑
1≤i≤e(I)
αi(b1.u(t), . . . , bn.u(t)).X
e(I)−i
1 = 0
comme une e´quation a` coefficients dans le corps des se´ries de puiseux ∪m≥1k((t
1/m))
qui est alge´briquement clos. ϕ11 en est une racine, le discriminant de ce polynoˆme
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vaut ∆(b1.u(t), . . . , bn.u(t)) et comme (b1, . . . , bn) n’est pas un ze´ro de la forme
initiale de △ on a :
ordt∆(b1.u(t), . . . , bn.u(t)) = ordU (∆(U)).ordt(u(t))
Ainsi notre polynoˆme P (t,X1) a e(I) racines distinctes dans ∪m≥1k((t
1/m)).
Celles-ci sont toutes dans k((t1/m)) pour m convenablement choisi (assez grand).
Notons ϕ11, . . . , ϕ
e(I)
1 ces racines distinctes. Elles sont en fait dans k[[t
1/m]] puisque
e´le´ments de k((t1/m)) et entie`res sur k[[t]] donc sur k[[t1/m]]. Un changement
d’uniformisante t −→ t1/m nous donne donc e(I) e´le´ments distincts dans k[[t]],
que nous noterons encore ϕ11, . . . , ϕ
e(I)
1 , tels qu’en posant v(t) = u(t
m) on ait :
ϕj1(t)
e(I) +
∑
1≤i≤m
αi(b1.v(t), . . . , bn.v(t)).ϕ
j
1(t)
e(I)−i = 0, 1 ≤ j ≤ e(I)
Maintenant puisque K2 = K1(X1), on peut e´crire dans K2 pour s ≥ 2 :
Xs =
e(I)−1∑
m=0
βsm.X
m
1 , β
s
m ∈ K1
Classiquement (c.f. par exemple [To] Th 7.5 p. 25), on voit que les βsm sont dans
(A1)(∆) ou` (∆) de´signe la partie multiplicativement ferme´e {1,∆,∆
2, . . .}. On
pose maintenant :
ϕjs(t) =
∑
0≤m≤e(I)−1
βsm(b1.v(t), . . . , bn.v(t)).ϕ
j
1(t)
m ∈ k((t))
Puisque Xs est entier sur A1 (et non pas simplement sur K1) alors ϕ
j
s(t) est
e´le´ment de k((t)) et entier sur k[[t]], il est donc e´le´ment de k[[t]]. Maintenant, on
pose pour tout j, 1 ≤ j ≤ e(I) :
ϕj(t) = (ϕj1(t), . . . , ϕ
j
n(t)) ∈ k[[t]]
n.
Par construction meˆme on a :
fl(ϕ
j(t)) = bl.v(t), 1 ≤ l ≤ e(I)
et ϕj 6= ϕj
′
si j 6= j′. Nous allons voir que chacun des arcs ϕ∗j : k[[X]] −→ k[[t]]
et en particulier ϕ1∗ nous fournit une contradiction avec (•). En effet, puisque
(b1, . . . , bn) n’annule pas les ze´ros de la forme initiale des ai, on a :
ordtai(f1(ϕ
j(t)), . . . , fn(ϕ
j(t))) = ordtai(b1.v(t), . . . , bnv(t))(1)
= ordUai(U1, . . . , Un)ordtv(t) = ordUai(U1, . . . , Un)Min1≤l≤nordϕ
j∗(fl)(2)
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Puisque g(ϕ1(t)) est racine de :
Y e(I) +
∑
1≤i≤m
ai(b1.v(t), . . . , bnv(t))Y
e(I)−i = 0
et que les autres racines sont les g(ϕj(t)). On a aux signes pre`s :
ai(f1(ϕ
1
1(t), . . . , fn(ϕ
1
n(t)) =
∑
1≤j1<j2...ji≤e(I)
g(ϕj1(t)) . . . g(ϕji(t)).
Maintenant par (•) on a :
ordt(
∑
1≤j1<j2...ji≤e(I)
g(ϕj1(t)) . . . g(ϕji(t)) > i.
p
q
Min1≤l≤nordtϕ
1∗(fl)
Donc comparant avec (1), (2) on obtient :
∀i, ordU (ai(U1, . . . , Un))Min1≤l≤nordt(ϕ
1∗(fl)) > i
p
q
Min1≤l≤nordt(ϕ
∗1(fl).
Ce qui est contradictoire avec la de´finition de pq . 
Corollaire 3.2
Soient (A,m) un anneau local re´gulier d’e´gale caracte´ristique ze´ro de dimension
n et I un ide´al m-primaire alors tout e´le´ment x de I satisfait une relation de
de´pendance inte´grale sur I de degre´ e(I) ou` e(I) de´signe la multiplicite´ de Samuel
de I.
Preuve :
D’apre`s les re´sultats de [N-R], on peut trouver f1, . . . , fn ∈ I tels que f1, . . . , fn
soit une suite re´gulie`re de A et J = (f1, . . . , fn) une re´duction minimale de I.
On a alors I = J . Soit x ∈ I = J . Si Aˆ de´signe le comple´te´ m-adique de A, on
a e(I) = e(I.Aˆ) = e(J) = e(J.Aˆ). D’apre`s le re´sultat pre´ce´dent, x satisfait une
relation de de´pendance inte´grale de degre´ e(I) sur J.Aˆ et donc a` fortiori sur I.Aˆ.
En proce´dant comme dans [H-I-O] lemme 4.11 p.19 ceci implique que :
(I.Aˆ+ x.Aˆ)e(I) = I.Aˆ.(I.Aˆ+ x.Aˆ)e(I)−1
Comme Aˆ est fide´lement plat sur A, on a :
(I.Aˆ+x.Aˆ)e(I)∩A = (I+x.A)e(I) et I.Aˆ.(I.Aˆ+x.Aˆ)e(I)−1∩A = I.(I+x.A)e(I)−1
Par suite : (I + x.A)e(I) = I.(I + x.A)e(I)−1 et ceci implique que x satisfait une
relation de de´pendance inte´grale de degre´ e(I) sur I toujours en reprenant la
preuve de 4.11 de [H-I-O]. 
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4 Preuve de 1.1
4.1 Existence du ie`me exposant de  Lojasiewicz de I
Soient (A,m, k) un anneau local re´gulier de dimension n + 1, d’e´gale ca-
racte´ristique ze´ro, et I un ide´al m-primaire. Notons d’abord que le morphisme
canonique A −→ Aˆ e´tant fide`lement plat, la fonction asymptotique de Samuel est
invariante par passage au comple´te´. Ainsi vI(g) = vI.Aˆ(g) et vI.AH (g) = vI.AˆH (g)
pour tout g ∈ A et tout i plan H. On pourra donc sans restriction supposer que
A est complet. Par le the´ore`me de structure de I.S. Cohen c.f. [M], on peut donc
supposer que A = k[[X0,X1, . . . ,Xn]] avec Car(k) = 0. Soit I = (f1, . . . , fm)
un ide´al m primaire de A. D’apre`s les re´sultats sur la re´duction des ide´aux de
Northcott-Rees [N-R], [H-S], on peut supposer que pour j > n+ 1, fj est entier
sur J = (f1, . . . , fn+1) i.e. J est une re´duction de I. Il en de´coule bien e´videmment
que J.AH est une re´duction de I.AH pour tout i-plan H. Nous pouvons donc sup-
poser que I = (f1, . . . , fn+1). D’autre part, par re´currence sur la dimension de A,
il suffit d’e´tablir 1.1 pour les n-plans, c’est a` dire pour une section hyperplane de
A.
Rappelons maintenant que K = (g1, . . . , gn, hn+1) est dit une re´duction jointe
(c.f. [H-S] chap. 17) de I, . . . , I,m (I liste´ n fois), ou encore une re´duction jointe
de I [n],m, si et seulement si gi ∈ I, hn+1 ∈ m, et (g1, . . . , gn).I
n−1m+hn+1.I
n est
une re´duction de In.m. C’est a` dire s’il existe un entier k ∈ N∗ tel que :
((g1, . . . , gn)I
n−1
m+ hn+1.I
n).(In.m)k = In(k+1)mk+1.
Ce qui s’e´crit encore :
(g1, . . . , gn)I
n(k+1)−1
m
k+1 + hn+1.I
n(k+1)
m
k = In(k+1)mk+1.
Posons :
A′ = A/(hn+1), J
′ = (g1, . . . , gn).A
′ et I ′ = I.A/(hn+1) = I+(hn+1).A/(hn+1).
Alors J ′ est une re´duction de I ′. En effet, si m′ est l’ide´al maximal de A′, on a :
(∗) (g1, . . . , gn)I
′n(k+1)−1
m
′k+1 = I ′n(k+1).m′k+1
Comme J ′ ⊂ I ′, pour toute valuation discre`te v sur A′ on a :J ′.A′v ⊂ I
′.A′v i.e.
v(J ′) ≥ v(I ′). Re´ciproquement par l’e´galite´ :
(∗) v(J ′) + (n(k + 1)− 1)v(I ′) + (k + 1)v(m′) = n(k + 1)v(I ′) + (k + 1)v(m′),
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on obtient apre`s simplification v(J ′) = v(I ′). Par conse´quent J ′ ⊂ I ′ ⊂ J ′.
Il existe maintenant d’apre`s [H-S], [R-S] des ouverts de Zariski denses U1 ⊂
(kn+1)n ≃ (I/m.I)n et V1 ⊂ k
n+1 ≃ m/m2 tels que si :
g1 =
∑
1≤i≤n+1
λi,1.fi, . . . , gn =
∑
1≤i≤n+1
λi,n.fi et hn+1 =
∑
0≤i≤n
ai.Xi
satisfont (λi,j) ∈ U1 et (ai)0≤i≤n ∈ V1 alors K = (g1, . . . , gn, hn+1) est une
re´duction jointe de I [n],m. Notons V0 l’ouvert de Zariski de k
n+1 de´fini par
X0 6= 0. Notant W0 son intersection avec V1, on en de´duit qu’il existe un ou-
vert de Zariski W1 de k
n tel que si
g1 =
∑
1≤i≤n+1
λi,1.fi, . . . , gn =
∑
1≤i≤n+1
λi,n.fi et hn+1 = X0 −
∑
1≤i≤n
ai.Xi
satisfont (λi,j) ∈ U1 et (ai)1≤i≤n ∈ W1 alors (g1, . . . , gn,X0 −
∑
1≤i≤n aiXi) est
une re´duction jointe de I [n],m. Fixons un Λ = (λi,j) dans U1 et notons encore
g1, . . . , gn les e´le´ments de k[[X0, . . . ,Xn]] correspondants. Pour 1 ≤ i ≤ n, on
de´finit alors les e´le´ments suivants de k[A][[X1, . . . ,Xn]] = k[a1, . . . , an][[X1, . . . ,Xn]] :
Gi(A,X1, . . . ,Xn) = gi(a1X1 + . . .+ anXn,X1, . . . ,Xn) ∈ k[A][[X1, . . . ,Xn]].
De´signons par a ⊂ k[A][[X1, . . . ,Xn]] l’ide´al engendre´ par les Gi(A,X), 1 ≤ i ≤ n,
et soit △ ⊂ Nn son diagramme des exposants initiaux au sens de la section
pre´ce´dente. Pour a ∈ kn donne´, notons J ′a ⊂ k[[X1, . . . ,Xn]] l’ide´al engendre´ par
les Gi(a,X) apre`s e´valuation des coefficients en a et soit △a ⊂ N
n son diagramme
des exposants initiaux. Par construction, pour a ∈ W1, J
′
a est une re´duction de
I ′ak[[X1, . . . ,Xn]] = I.k[[X0, . . . ,Xn]]/(X0 −
∑
1≤i≤n aiXi) On a alors le lemme
suivant qui est une simple transposition des lemmes 7.1 et 7.2 de [B-M].
Lemme 4.1
1) ∀a ∈ kn, △ ≤ △a.
2) Il existe Q1, . . . , Ql ∈ k[A] tels que Γ = {a ∈ k
n/Q1(a)× . . .×Ql(a) = 0} soit
strictement inclus dans kn et :
a) ∀a ∈W2 = k
n − Γ, △ = △a
b) Si β1, . . . , βl de´signent les sommets de △, il existe Ri ∈ a, 1 ≤ i ≤ l tels que :
∀a ∈W2 = k
n − Γ, ν(Ri(A,X)) = ν(Ri(a,X)) = β
i
On peut en fait prendre pour Qi le coefficient du monoˆme initial de Ri(X) =∑
α∈Nn ri,αX
α, ri,α ∈ k[A]. Notons maintenant S ⊂ k[A] la partie multiplicative-
ment ferme´e engendre´e par les Qi, i.e. S = {Q
m1
1 × . . .×Q
mt
t /(m1, . . . ,mt) ∈ k
t}.
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Soit △ (resp. △a) le comple´mentaire de △ (resp. △a) dans N
n. △ est ne´cessaire-
ment un ensemble fini puisque dans l’ouvert de Zariski dense W1 ∩ W2 de k
n
on a : △ = △a, et ce dernier ensemble est fini car
√
J ′a = (X1, . . . ,Xn). Ainsi
pour tout a ∈ W = W1 ∩ W2, les X
α, α ∈ ∆, constituent une base du quo-
tient k[[X1, . . . ,Xn]]/J
′
a. Il en re´sulte que pour tout a ∈ W le morphisme θ
∗
a :
k[[Y1, . . . , Yn]] −→ k[[X1, . . . ,Xn]] de´fini par Yi → Gi(a,X) fait de k[[X1, . . . ,Xn]]
un k[[Y1, . . . , Yn]] module libre de base les X
α, α ∈ △. Donc tout e´le´ment g de
k[[X1, . . . ,Xn]] s’e´crit de manie`re unique :
g =
∑
α∈△
aα(G1(a,X), . . . , Gn(a,X)).X
α, aα ∈ k[[Y ]].
Nous avons besoin de de´crire la variation des aα en fonction de a pour e´tablir la
constance de vI.AH (mH) sur un ouvert de Zariski. Pour cela notons R = S
−1k[A]
et soit θ∗ : R[[Y1, . . . , Yn]] −→ R[[X1, . . . ,Xn]] qui a` Yi fait correspondreGi(A,X).
Nous allons constater que :
(•) R[[X]] est via θ∗ un R[[Y ]] module de type fini engendre´ par les Xα, α ∈ △.
En effet, soit D ∈ R[[X]]. L’algorithme de division formelle de Grauert-Hironaka
(c.f section 2) permet d’e´crire de manie`re unique :
D =
∑
1≤i≤t
Di(X)Ri(X) +
∑
α∈△
rαX
α
avec rα ∈ R, Di ∈ R[[X]] et Supp(Di) + β
i ⊂ ∆i = (β
i + Nn) − ∪k<i(β
k + Nn).
Ce qui se re´e´crit, en tenant compte du fait que (R1, . . . , Rt) ⊂ a = (G1, . . . , Gn)
en :
D =
∑
1≤i≤n
Ci(X)Gi(X) +
∑
α∈△
rαX
α.
Le terme
∑
α∈△ rαX
α restant unique puisque son support est inclus dans △. Une
ite´ration de ce proce´de´ permet de conclure a` (•). En effet, supposons que pour
k ∈ N∗ nous disposions d’une e´criture :
(∗k) D =
∑
γ∈Nn/|γ|=k
CγG
γ +
∑
α∈△
(
∑
γ∈Nn/|α|<k
rα,γG
γ)Xα
avec Gγ = G1(A,X)
γ1 × . . . × Gn(A,X)
γn et γ = (γ1, . . . , γn). Divisons par
l’algorithme d’Hironaka-Grauert chaque Cγ par R1, . . . , Rt puis retournant a` une
e´criture en les Gi, on obtient :
Cγ =
∑
1≤i≤n
Cγ,i(X)Gi(X) +
∑
α∈△
aγ,αX
α, aγ,α ∈ R.
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Reportant dans (∗k), on obtient une e´criture :
(∗k+1) D =
∑
γ∈Nn/|γ|=k+1
CγG
γ +
∑
α∈△

 ∑
γ∈Nn/|γ|<k+1
rα,γG
γ

Xα.
Ceci prouve que de´signant par M ⊂ R[[X]] le R[[Y ]] module engendre´ via θ∗ par
les Xα, α ∈ △, on a :
∀k ∈ N∗, R[[X]] ⊂M + ak ⊂M + (X)k.
Donc, d’apre`s le the´ore`me d’intersection de Krull, on a R[[X]] =M et donc (•).
En fait l’unicite´ dans le the´ore`me de division formel nous dit en plus que R[[X]]
est un R[[Y ]] module libre de type fini via θ∗ dont une base est constitue´e par
les Xα, α ∈ △. Ceci va nous permettre de calculer globalement nos polynoˆmes
caracte´ristiques et d’obtenir la constance de vI.AH (mH) sur un ouvert de Zariski.
En effet, notons e1 le cardinal de △ (qui n’est autre que la multiplicite´ mixte
e(I [n],m) c.f. [H-S]) et soit i, 1 ≤ i ≤ n. On peut e´crire pour tout α ∈ △ :
Xi.X
α =
∑
β∈△
Ciα,β(G1(A,X), . . . , Gn(A,X)).X
β
avec Ciα,β ∈ R[[Y ]]. Soit alors Mi la matrice carre´e d’ordre e1 a` coefficients dans
R[[Y ]] :
Mi =
(
Ciα,β
)
α,β∈△
.
Pour chaque a dans l’ouvert de Zariski W = W1 ∩W2, l’e´valuation en a, Mi(a)
de Mi est la matrice de l’ope´rateur de multiplication par Xi dans le k[[Y ]] mo-
dule libre de type fini k[[X]] via θ∗a de´termine´ par Yi −→ Gi(a,X). Notons
Pi(λ,A, Y ) = det(λIde1 −Mi) ∈ R[[Y ]][λ] le polynoˆme caracte´ristique de Mi :
Pi(λ,A, Y ) = λ
e1 +
∑
1≤k≤e1
rik(A,Y ).λ
e1−k, rik(A,Y ) ∈ R[[Y ]].
Ainsi pour chaque a ∈ W , l’e´value´ en a de Pi(λ,A, Y ) note´ Pi(λ, a, Y ) est le
polynoˆme caracte´ristique de´sire´. Posons pour tout i, k, 1 ≤ i ≤ n, 1 ≤ k ≤ e1 :
dik = ord(Y )r
i
k(A,Y ) (ord(Y )( ) comme e´le´ment de R[[Y ]]) et enfin :
vI
(n) =Min1≤i≤n(Min1≤k≤e1
dik
k
).
On peut e´crire pour tout i, k, 1 ≤ i ≤ n, 1 ≤ k ≤ e1 :
rik(A,Y ) =
∑
γ∈Nn/|γ|=di
k
rik,γ(A)
Qik(A)
Y γ + Sik(Y )
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avec Sik(Y ) ∈ (Y )
di
k
+1R[[Y ]], rik,γ(A) ∈ k[A], Q
i
k(A) ∈ S. Conside´rons alors :
V ik = {a ∈ k
n/∀γ ∈ Nn avec |γ| = dik, r
i
k,γ(a) = 0} et U
i
k = (k
n − V ik ) ∩W.
Par construction chaque ouvert de Zariski U ik est non vide. Alors pour toute forme
line´aire H(X0,X1, . . . ,Xn) = X0−
∑
1≤i≤n aiXi telle que a = (a1, . . . , an) ∈ U =
∩i,kU
i
k ∩W , on a :
vI.AH (mH) = vI
(n).
Ceci au vu du calcul de la fonction asymptotique de Samuel fait a` la section 3.
On obtient ainsi le premier point de 1.1. 
4.2 Majoration de la multiplicite´
La preuve relativement simple de l’ine´galite´ 2) de 1.1 se fait par re´currence
sur n (dim A=n+1). Elle de´coule d’une ge´ne´ralisation de la loi d’associativite´
pour les multiplicite´s que l’on peut trouver dans [N].
The´ore`me 4.2 ([N] Chap.7 Th.18 p. 342)
Soit (A,m, k) un anneau local noetherien de dimension s et E un A-module de type
fini. Conside´rons a1, . . . , as des e´le´ments de A engendrant un ide´al m-primaire.
Alors pour tout i, 0 ≤ i ≤ s, on a :
e(a1, . . . , as, E) =∑
P∈Min(a1,...,ai)
eAP (φP (a1), . . . , φP (ai), Ep)eA
P
(ψP (ai+1), . . . , ψP (as), A/P )
ou` P parcourt l’ensemble des ide´aux premiers minimaux contenant (a1, . . . , ai) et
φP , ψP de´signent respectivement les morphismes canoniques φP : A −→ AP et
ψP : A −→
A
P .
Nous prouvons a` pre´sent l’ine´galite´ 2) de 1.1 par re´currence sur n, dimA =
n + 1. Si n = 0, il n’y a rien a` prouver car alors e(I) = ν
(1)
I (m) = ordm(I). On
supposera donc n > 0 et le re´sultat e´tabli pour tout anneau local re´gulier d’e´gale
caracte´ristique ze´ro B de dimension n. Pre´sentons I (ou plutoˆt une re´duction de I)
sous la forme (g1, . . . , gn, gn+1) ou` comme pre´ce´demment K = (g1, . . . , gn, hn+1)
est une re´duction jointe de I [n],m et gn+1 est une combinaison line´aire ge´ne´rique
d’un syste`me de ge´ne´rateurs de I. Ainsi comme nous l’avons vu au paragraphe
pre´ce´dent on a :
gn+1 ∈ (g1, . . . , gn).
A
(hn+1)
= I.
A
(hn+1)
.
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Soient P1, . . . , Pl les ide´aux premiers minimaux de A contenant (g1, . . . , gn). Pour
tout j, 1 ≤ j ≤ l, on a dim(A/Pj) = 1. Soit A˜/Pj la cloˆture inte´grale de A/Pj
dans son corps des fractions. A˜/Pj est un anneau local noetherien de dimension
1 et inte´gralement clos, c’est donc un anneau local re´gulier de dimension 1 et
par suite un anneau de valuation discre`te. Notons vpj la valuation de´finie par son
ide´al maximal :
vPj(h) = long(
A˜/Pj
(h)
) =Max{k ∈ N/h ∈ mPj} = ordmPj (h).
Maintenant pour tout g ∈ A, de´signant encore par g l’image de celui-ci via le
morphisme naturel A −→ A/PJ −→ A˜/Pj , on a :
(∗) eA/Pj (g,A/Pj) = long(
A/Pj
(g)
) = long(
A˜/Pj
(g)
) = vPj (g).
Maintenant, pour chaque j, 1 ≤ j ≤ l, on a vPj(I) = vPj (gn+1). D’autre part
puisqu’on peut choisir les coefficients de hn+1 =
∑n
i=0 λiXi dans un ouvert de
Zariski dense de m/m2 ≃ kn+1, quitte a` restreindre cet ouvert on peut supposer
que :
∀j, 1 ≤ j ≤ l, vPj (mA) = vPj (hn+1).
Ainsi pour tout j, 1 ≤ j ≤ l,
vPj(gn+1)
vPj (hn+1)
=
vPj(I)
vPj (mA)
≤ ν
(n+1)
I .
En effet, ν
(n+1)
I = Sup
v(I)
v(mA)
car ν
(n+1)
I = vI(mA)
−1 = (Min v(mA)v(I) )
−1, les Sup et
Min e´tant pris sur l’ensemble des valuations discre`tes de rang 1 de A (c.f. [H-S]).
Nous pouvons a` pre´sent appliquer 3.2 avec i = n. On a :
e(I) = e(g1, . . . , gn, gn+1, A) =
∑
1≤j≤l
e(φPj (g1), . . . , φPj (gn), APj )e(ψPj (gn+1), A/Pj).
Ce qui s’e´crit graˆce a` (∗) en :
e(I) = e(g1, . . . , gn, gn+1, A) =
∑
1≤j≤l
e(φPj (g1), . . . , φPj (gn), APj )vPj (gn+1)
Ecrivant vPj(gn+1) = vPj(hn+1).
vPj (gn+1)
vPj (hn+1)
= vPj (hn+1).
vPj (I)
vPj (mA)
et majorant cette
dernie`re fraction par νn+1I , on obtient :
e(I) = e(g1, . . . , gn, gn+1, A) ≤

 ∑
1≤j≤l
e(φPj (g1), . . . , φPj (gn), APj )vPj (hn+1)

 .ν(n+1)I .
Mais toujours d’apre`s 3.2, le terme entre parenthe`ses n’est autre que :
e(g1, . . . , gn, hn+1, A) = e(g1, . . . , gn, A/(hn+1).
Ainsi :
e(I) ≤ (e(g1, . . . , gn, A/(hn+1))ν
(n+1)
I .
Mais puisque (g1, . . . , gn).
A
(hn+1)
= I. A(hn+1) , on a :
e(I,A/(hn+1)) = e(g1, . . . , gn, A/(hn+1)).
Ainsi e(I) ≤ (e(I,A/(hn+1)).ν
(n+1)
I . Il suffit alors pour conclure d’appliquer l’hy-
pothe`se de re´currence dans l’anneau B = A/(hn+1) a` I.B. On a alors e(I,B) ≤
Π1≤i≤nν
(i)
I . Ce qui fournit l’e´galite´ 2) de 1.1. 
Remarque 4.3
1) Avec les notations ci-dessus le terme e(I,A/(hn+1) = e(g1, . . . , gn, hn+1, A)
n’est autre que la multiplicite´ mixte e(I [n],m, A) et nous renvoyons a` [H-S] chap.17
pour les de´finitions et notations.
2) On a en fait prouve´ l’ine´galite´ :
e(I [n+1−i],m[i], A)
e(I [n−i],m[i+1], A)
≤ ν
(n+1−i)
I .
De meˆme e(I [n+1−i],m[i], A) ≤ Π1≤j≤n+1−iν
(j)
I .
5 Sur les cas d’ e´galite´
Nous cherchons ici comment se caracte´rise les ide´aux I tels que e(I) = Πn+1i=1 ν
i
I
(Les notations et hypothe`ses sont celles de 1.1). Pour cela soient (A,m, k) un an-
neau local re´gulier de dimension n+1 et Grm(A) =
⊕
k∈N
m
k
m
k+1 ≃ k[X0, . . . ,Xn].
Si g ∈ A−(0) et si a = ordm(g), on appellera forme initiale de g et on notera In(g)
la classe de g dans m
a
m
a+1 ⊂ Grm(A). Celle-ci s’identifie a` un polynoˆme homoge`ne
de degre´ a de k[X0, . . . ,Xn], pour tout choix d’un syste`me re´gulier de parame`tres
X0, . . . ,Xn de A. Si I est un ide´al de A, on notera In(I) l’ide´al de Grm(A)
engendre´ par les formes initiales des e´le´ments g de I. Des e´le´ments f1, . . . , fm
de I sont dit une m-base standard de I si et seulement si In(g1), . . . , In(gm)
engendrent In(I). On a alors le re´sultat suivant.
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Proposition 5.1
Soient (A,m, k) un anneau local re´gulier d’e´gale caracte´ristique ze´ro et I un ide´al
m-primaire. Conside´rons les proprie´te´s suivantes :
1) e(I) = ν
(1)
I × ν
(2)
I × . . . .× ν
(n)
I × ν
(n+1)
I
2) Il existe b ∈ N∗ et g1, . . . , gn+1 ∈ A tels que :
a) In(g1), . . . , In(gn+1)) sont sans ze´ros communs non triviaux dans k
n+1
ou` k est une cloˆture alge´brique de k,
b) (g1, . . . , gn+1) = Ib.
Alors 2 =⇒ 1 et si dimA = 2 alors 1)⇐⇒ 2).
Preuve :
Commenc¸ons par constater que 2) =⇒ 1), ce qui est e´le´mentaire. Soient g1, . . . , gn+1
et b ∈ N∗ satisfaisant 2). Posons ai = ordm(gi) et indexons g1, . . . , gn+1 de telle
sorte que a1 ≤ a2 ≤ . . . an+1. Soit J = (g1, . . . , gn+1). Puisque J = Ib, on a :
e(J) = bn+1e(I) et ν
(i)
J = ν
(i)
Ib
= b.ν
(i)
I , 1 ≤ i ≤ n+ 1
Par suite pour obtenir 1) pour I, il suffit de l’obtenir pour J . Pour cela, il nous
suffira de constater :
(∗) ∀i, 1 ≤ i ≤ n+ 1, ν
(i)
J = ai.
En effet, on a d’abord par une proprie´te´ bien classique de la multiplicite´ (c.f. [M]
Th 14.9 p. 109) :
Π1≤i≤n+1ordm(gi) = Π1≤i≤n+1ai ≤ e(J).
L’e´galite´ s’obtient par (∗) en utilisant la majoration 2) de 1.1.
Prouvons (∗). Pour cela, il suffit de prouver que si g1, . . . , gn+1 sont n+1 e´le´ments
de A satisfaisant 2a) et indexe´s selon ordm() croissant alors : ν
(n+1)
J = an+1
ou` J = (g1, . . . , gn+1). En effet supposons cette affirmation prouve´e en toute
ge´ne´ralite´. Alors soit h(X0, . . . ,Xn) = X0 −
∑n
I=1 aiXi une forme line´aire suf-
fisamment ge´ne´rale pour que In(g1), . . . , In(gn), h soient sans ze´ros communs
non triviaux dans k
n+1
. De´signons par g′j la classe de gj dans A
′ = A/(h),
1 ≤ j ≤ n + 1. Notons J ′1 = (g
′
1, . . . , g
′
n) et J
′ = (g′1, . . . , g
′
n, g
′
n+1). Alors
In(g′1), . . . , In(g
′
n) sont sans ze´ros communs non triviaux dans k
n
(ce ne sont
autres que In(g1)(
∑
1≤i≤n aiXi,X1 . . . ,Xn) , . . . , In(gn)(
∑
1≤i≤n aiXi,X1 . . . ,Xn)).
Par conse´quent si notre assertion est prouve´e ν
(n)
J ′
1
= an. Maintenant soit m
′ le
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maximal de A′. On a g′n+1 ∈ m
′an+1 ⊂ m′an et m′an ⊂ J ′1 car ν
(n)
J ′
1
= an. Par suite
g′n+1 ∈ J
′
1 et donc J
′ = J ′1 et ν
(n)
J ′ = ν
(n)
J ′
1
= an i.e ν
(n)
J = an. Il suffit alors de
re´pe´ter l’ope´ration.
Il ne nous reste plus qu’a prouver que sous 2a) on a ν
(n+1)
J = an+1. L’hypothe`se
2)a) fait que g1, . . . , gn+1 est une suite re´gulie`re et une m-base standard de
J = (g1, . . . , gn+1) (c.f. [H-I-O] 13.10 p 96). Soit l ∈ N
∗ assez grand pour que
ml soit inclus dans J . A fortiori : mlan+1 ⊂ J . Puisque g1, . . . gn+1 est une base
standard de J , on peut ecrire pour tout r ∈ mlan+1 (c.f. [H.I.O] 13.7 p. 91 ) :
r =
n+1∑
i=1
qigi, avec ordm(qi) ≥ lan+1 − ai ≥ (l − 1)an+1.
Par suite :
(man+1 + J)l ⊂ (man+1 + J)l−1.J ⊂ (man+1 + J)l
Ainsi J est une re´duction de J+man+1 et ces deux ide´aux ont donc meˆme cloˆture
inte´grale i.e. J = J +man+1 . En particulier : man+1 ⊂ J . De ce dernier fait, on
de´duit que ν
(n+1)
J ≤ ν
(n+1)
m
an+1 = an+1. L’ine´galite´ oppose´e s’obtient en conside´rant
un arc (non trivial) ϕ∗ : A −→ k[[t]] tel que ϕ∗(g1) = . . . = ϕ
∗(gn) = 0 (ce qui
est possible car DimA/(g1, . . . , gn) = 1). Comme In(g1), . . . , In(gn+1) sont sans
ze´ros communs non triviaux dans k
n+1
, on a ord(ϕ∗(gn+1)) = an+1ord(ϕ
∗(m)).
Ceci fournit une valuation v telle que v(I)/v(m) ≥ an+1 et donc ν
(n+1)
j ≥ an+1.
Montrons maintenant que si dimA = 2, alors 1 =⇒ 2). Posons ν
(2)
I =
a2
b et ν
(1)
I =
ordm(I) = a1. Soit g1 ∈ I tel que ordm(g1) = a1. On peut trouver un syste`me
re´gulier de parame`tres de A, X0,X1, tel que In(g1)(X0, 0) 6= 0 (ceci quitte a`
effectuer un changement «line´aire » de syste`me re´gulier de parame`tres). Donc
ordm′(g1.A/(X1)) = a1 ou` m
′ est le maximal de A/(X1). Puisque ν
(2)
I = a2/b, on
a : Xa21 ∈ I
b. Par conse´quent : J = (Xa21 , g
b
1) ⊂ I
b. Mais e(J) = a2.b.e(X1, g1) et
e(X1, g1) = a1 car ordm′(g1.A/(X1)) = a1. Ainsi : e(J) = a2.b.a1 = b
2(a2b × a1) =
b2e(I) = e(Ib). Par conse´quent, par un ce´le`bre re´sultat de D. Rees (c.f. [H-S] Th
11.3.1 p.222) on a J = Ib, et donc 2). 
Remarque 5.2
Nous ignorons si en ge´ne´ral si on a e´quivalence entre les conditions 1) et 2).
En fait, soient A comme ci-dessus avec dimA = n + 1, n ≥ 2, et I un ide´al
satisfaisant 1). Comme nous avons vu en 4.3 que :
e(I) ≤ e(I [n],m)ν
(n+1)
I ≤ Π1≤k≤n+1ν
(k)
I .
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On a :
e(I [n],m) = Π1≤k≤nν
(k)
I et e(I
[n+1−i],m[i]) = Π1≤k≤n+1−iν
(k)
I .
Ceci conduit a une caracte´risation de 1) du type 2) mais seulement apre`s sec-
tion hyperplane ge´ne´rique. Par exemple si dimA = 3, notant ν
(k)
I =
ai
b . Si
(X0,X1,X2) est un syste`me re´gulier de parame`tres de A suffisamment ge´ne´ral
pour que (g1, g2,X2) soit une une re´duction jointe de (I
[2],m), on obtient comme
pre´ce´demment que Ib = (gb1, g
b
2,X
a3
2 ). Posons : K = I
b.A/(X3). Alors K satisfait
fait 1), et donc par le cas dimA = 2, il existe g′1, g
′
2 ∈ K tels que K = (g
′
1, g
′
2) et
In(g′1)(X0,X1), In(g
′
2)(X0,X1) sont sans ze´ros communs non triviaux dans k
2
.
Il se pose alors la question de rele´vement suivante :
Existe t-il h1, h2 ∈ A tels que :
- h1, h2 ∈ Ib et classe de hi dans A/(X2) e´gale g
′
i,
- In(hi)(X0,X1, 0) = In(g
′
i)(X0,X1).
Nous ignorons en ge´ne´ral la re´ponse a` de telles questions.
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