Abstract-Extraction of knowledge in agricultural data is a challenging task, from discovering patterns and relationships and interpretation. In order to obtain potentially interesting patterns and relationships from this data, it is therefore essential that a methodology be developed and take advantage of the sets of existing methods and tools available for data mining and knowledge discovery in databases. Data mining is relatively a new approach in the field of agriculture. Accurate information in characterizing crops depends on climatic, geographical, biological and other factors. These are very important inputs to generate characterization and prediction models in data mining. In this study, an efficient data mining methodology based on PCA-GA is explored, presented and implemented to characterize agricultural crops. The method draws improvements to classification problems by using Principal Components Analysis (PCA) as a pre processing method and a modified Genetic Algorithm (GA) as the function optimizer. The fitness function in GA is modified accordingly using efficient distance measures. The approach is to asses, the PCA-GA hybrid data mining method, using various agricultural field data sets, generate data mining classification models and establish meaningful relationships. The experimental results show improved classification rates and generated characterization models for agricultural crops. The domain model outcome may have benefits, to agricultural researchers and farmers. These generated classification models can also be utilized and readily incorporated into a decision support system.
the historical yield of crops, and these are very important inputs to computer generated crop yield prediction models. Mathematical and statistical modeling are used to discover patterns in the data, thru these observed field and actual experimental data, statistically generated prediction and characterization models are implemented and used by both farmers and researchers. These models are also helpful to government organizations in establishing proper policies for decision making process.
Other than statistics, a very interesting process known as Knowledge Discovery from Databases (KDD) can be used. One of the core tasks involved in the KDD process is Data Mining (DM). The framework of the KDD process shown in Fig. 1 , involves several tasks or phases.
. The explosion of the information revolution and the proliferation of using computing and information storage made available enormous amounts of data, this led to new methods and techniques such as data mining that can bridge the knowledge discovered in the data. The extraction of knowledge in the data is now a challenging task, from discovering interesting patterns and relationships to interpretation of what the data is. In order to obtain potentially interesting patterns and relationships in the data, it essential that a methodology be developed, taking advantage of the set of existing methods and tools available for data mining and knowledge discovery in databases.
In data mining, classification can be seen as pattern recognition. Each pattern from the data is represented by a set of measurable features or dimensions and viewed as a point in a given dimensional space. The aim is to choose features that allow us to discriminate between patterns belonging to different classes. Often, the optimal set of feature is usually unknown [2] , considering every single feature of an input pattern in a large feature set makes classification computationally complex. Also, the inclusion of irrelevant or redundant features in the data mining model results in poor predictions and interpretation, high computational cost and high memory usage [3] , [4] . In general, it is desired to keep a number of features as discriminating and small as possible to reduce computational time and complexity [5] , [6] in the data mining process.
The focus of this study is to implement an efficient data mining mechanism based on the combination of Principal Component Analysis (PCA) as a preprocessing method and a modified Genetic Algorithm (GA) [7] , [8] as the learning algorithm, in order to reduce computational cost and time by keeping a number of features as discriminating and small as possible. In so doing, generating agricultural crops classification models is efficient and characterization is improved. The PCA-GA data mining mechanism will be implemented for agricultural crops dataset to identify key attribute combinations and characteristics that determine crop performance. The outcome of the data mining modeling can be utilized for decision support in improving agricultural crops productivity.
II. RELATED LITERATURE
Data mining in agriculture is new, however there are novel ideas and studies conducted to explore its applicability from mining and modeling data to developing applications, using the generated models based on the algorithms used.
The study in [9] reviewed the application of data mining techniques and found out that there are several algorithms and techniques being applied in the agriculture domain. Similarly, in [10] , data mining techniques was applied to characterize soil data and found that data mining depends on the amount of data used in the process. Their study applied Naïve Bayes in classifying agricultural land soils. That an increase in dataset size improves accuracy, which may improve the verification of valid patterns compared to standard statistical analysis.
On the effectiveness of data mining as a tool, the paper of Raoranne A. A., Kulkarni R. V. [11] , discussed how data mining can bridge knowledge of the data to crop yield estimation. The study assessed new data mining techniques and was applied to various variables to establish if meaningful relationships can be found. It was observed that efficient techniques can be developed and analyzed using appropriate data to solve complex agricultural problems using data mining techniques. Data mining classification techniques applied to soil database can be successful in establishing meaningful relationships from the data [12] .
There are different data mining techniques available in the literature to improve data mining tasks. Reference [13] used Genetic Algorithm for feature selection in the context of a neural network classifier. GA was configured to use an approximate evaluation in order to reduce significantly the computation required. The algorithm employed nearest-neighbor (k-NN) classifier to evaluate feature sets and showed that the features selected by this method are effective.
PCA [14] is one of these techniques and performs well in reducing complexity in data by reducing its dimensionality. In [15] they mentioned that, "one of the key steps in data mining is finding ways to reduce dimensionality without sacrificing correctness". They applied PCA and found that it handles sparse data and generated fewer and improved association rules. PCA is a multivariate technique, that analyzes a data table in which observations are described by several inter correlated quantitative dependent variables. Its goal is to transform the data, represent it as a set of new orthogonal variables called principal components. In this case, how many components should be considered?
In feature subset selection no new features will be generated but a, subset of the original features are selected and the feature space is reduced. In cases where there are more features than necessary, subset selection helps simplify computational time, enhances and improves predictive power of classifiers [16] [17] [18] .
Genetic Algorithm has been shown in the literature to be an effective tool to use in data mining and pattern recognition. However, GA has problems with premature convergence which inhibit diversity in the population and prevent exploration of the whole search space. To address this problem, the work of A. Hassani, and J. Treijis [19] suggested tweaking the GA to a specific problem and correctly set all parameters, conversely, L. Na-Na, G. Jun-Hua, and L. Bo-Ying [20] , used the negative selection method and showed promising results.
In the study of A. S. Elden, M. A. Mustafa, H. M. Harb and A. H. Emara [21] , they designed and evaluated a fast learning algorithm based on GA and proved to have considerable improvements on the accuracy performance, over other classifiers. And in [22] , [23] PCA was applied, then the k-NN classifier was used as the fitness function for the GA and resulted to reduced classification error rates, they further recommended using different classifiers for similar studies.
III. CONCEPTS AND METHODS

A. The Data Mining Mechanism
There are two major phases in the data mining mechanism being presented, the first phase is data preprocessing using PCA and using GA to find the feature subset that is the optimum solution to the problem being addressed, this process can be considered as an optimization technique. The second phase is to utilize the optimum results and rules in generating models of classification for the characterization of crops. This prediction model is then utilized for decision support.
B. Methods and Procedures
1) Data preprocessing
Data Preprocessing is an important task and technique in the data mining process it transforms data into understandable format. Real world data is incomplete, noisy, inconsistent and lacking certain trends. Data preprocessing resolves these issues which includes cleaning, transformation, normalization, feature extraction and selection.
PCA is a technique that converts a set of observations of possibly correlated variables into a set of values linearly uncorrelated variables called principal components. The transformed dataset is defined in such a way that the first principal components account for much of the variance. Principal components are guaranteed to be independent if the data set is jointly normally distributed.
2) Classification
This is a task performed to generalize known structure in data mining to apply to new data. It is also the categorization of data for its most effective and efficient use. There are numerous data mining classification algorithms being studied and implemented in different domains. Some of the most popular and common are adapted and presented herein, based on their capabilities simplicity and robustness.
a) K-nearest neighbor (k-NN)
The principle behind this method is to find predefined numbers of training samples closest in the distance to the new point and predict label from these. The number of samples can be a user defined constant or varied based on the local density of points. The distance can be any metric measure. There are distance measures implemented in the k-NN, Euclidean, Chebysheb, Manhattan and Edit Distance, but the Euclidean distance measure is the most common choice. Despite its simplicity it is successful in large number of classification problems.
b) J4.8 J4.8 decision trees algorithm is an open source Java implementation of the C4.5 [24] . It grows a tree and uses divide-and-conquer algorithm. It is a predictive machine-learning model that decides the target value (dependent variable) of a new sample based on various attribute values of the available data.
To classify a new item, it creates a decision tree based on the attribute values of the training data. When it encounters a set of items in a training set, it identifies the attribute that discriminates. It uses information gain to tell us most about the data instances so that it can classify them the best.
c) Naïve bayes
This classifier is based on the Bayes rule of conditional probability. It uses all of the attributes contained in the data, and analyses them individually as though they are equally important and independent of each other.
The Naïve Bayes classifier works on a simple, but comparatively intuitive concept. It makes use of the variables contained in the data sample, by observing them individually, independent of each other. It considers each of the attributes separately when classifying a new instance. It assumes that one attribute works independently of the other attributes contained by the sample.
d) Multi layer perceptron (MLP)
MLP is a feed forward artificial neural network model that maps sets of input data onto a set of appropriate outputs. It consists of multiple layers of nodes, with each layer fully connected to the next one. Each node is a neuron with a nonlinear activation function. It uses a learning technique called back propagation for training the network.
3) Genetic algorithm (GA)
Genetic Algorithm is an evolutionary based stochastic optimization algorithm, proposed by Holland (1973) . It is regarded as a function optimizer due to its outstanding performance with optimization. The algorithm comprises of three principal genetic operators: selection, crossover and mutation to form a new generation. It converges to the best chromosome, which hopefully represents the optimum or suboptimum solution to a problem.
4) Agricultural datasets
Relevant agricultural data was selected from the UCI machine learning repository (https://archive.ics.uci.edu/), specific to agricultural crops, the soybean [25] and mushroom [26] datasets. a) Soybean dataset The cassava dataset was taken from reference [27] and Agrinet [28] . The raw data was selected and cleaned based on relevant fields with the assistance of an expert.
Using a text editor, all the datasets were encoded, formatted and converted into an attribute relation file format (.arff) for input compatibility to the DM software and to allow the machine learning algorithms be applied to generate relevant outcomes. The descriptions of the datasets, the attributes and the data type that it may contain are shown in the following tables. The idea is to implement the application of Principal Component Analysis to reduce the dimensionality of a dataset to a feature set called principal components. The principal components are then used as input population in the search space of the GA in searching for the optimum solution. This mechanism efficiently simplifies the data mining process using the representative data of the original dataset, to which reduces computational time and improves Best Subset (Rules)
b) Mushroom dataset
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Crossover Mutation classification performance of classifiers However, the PCA technique has a tendency to lose data interpretability but has high discriminative power. To overcome the shortcomings of this process, a feature subset selection technique based on a modified GA is used. In this context, using other classifiers is explored and adopted as the fitness function. The fitness function in GA is modified accordingly using efficient variation of distance measures between features, this provides better separation of the pattern classes, which, in turn, reduces complexity and improves the performance of classifiers and reduce computational costs. [Selection] Select two parent chromosomes from a population according to their fitness (the better fitness, the bigger chance to be selected)
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[Crossover] With a crossover probability, cross over the parents to form a new offspring (children). If no crossover was performed, offspring is an exact copy of parents.
[Mutate] With a mutation probability mutate new offspring 
V. EXPERIMENTAL RESULTS
Using the classifiers presented is adopted in the experiment as the fitness function for the GA. The k-NN classification algorithm was also tested and validated using varied distance measures and results are compared accordingly.
The experiment used the WEKA [29] version 3.6.10 data mining software in the implementation and utilization. A computer with 2 Gigabyte of memory, equipped with a 2.80 Ghz Processor, and a proprietary 32 bit Operating System was utilized. The default settings in the data mining software and in the algorithm configurations, was used in the experiment.
Three (3) agricultural crops field data, soybean, mushroom and cassava datasets was used in the experiment. The cassava and mushroom datasets were converted to a compatible file format for input to the DM software.
A. Feature Sets Selected by PCA-GA
The soybean dataset has originally thirty six (36) attributes including the class label, the mushroom and cassava datasets has twenty three (23) and eighteen (18) attributes respectively. After preprocessing using PCA, the transformed dataset contained forty one (41) principal components for the soybean, fifty nine (59) for the mushroom and twenty two (22) for the cassava datasets, including the class labels.
GA was applied to the resulting preprocessed data, further reducing the datasets. In the optimization process, GA selected feature sets that are considered the optimum, thereby further reducing the data into a smaller representative dataset. As can be seen in Table IV , data preprocessing using PCA and feature selection using GA resulted into a smaller number of feature sets, which are considered the best representative feature sets of the data.
B. Classification Performance Results
The following tables are the results of the classification process. Table V shows the performance of the modified GA, using the k-NN as the classifier and at the same time the fitness function in varied distance measures. It can be seen there is no significant difference in the classification accuracy, compared to the classification rate on the original dataset. This can be attributed to the nature of similarities in the distance measurement functions. However, further analysis, the observed errors for the soybean dataset was reduced after implementing PCA-GA on the original dataset. For the mushroom dataset, accuracy was negatively affected but processing time improved.
In the case of the cassava dataset, there is no significant difference observed, this maybe attributed to the experts knowledge in selecting relevant attributes in the encoding and creation of the dataset. Table VI shows otherwise the resulting effect of implementing the J4.8 classifier as a fitness function in GA and using different classifiers in the classification process. The results, implies that classification performance can be improved by using GA as an optimization technique in the classification process. With the exception of Naïve Bayes, further analysis shows that its performance is dependent on the nature of the dataset, and fitness function used. The MLP performed exceptional on the datasets, specific to the speed of processing on the mushroom and soybean datasets, which shows a very significant difference between the original and the PCA-GA reduced dataset. Interesting also to note, the classification rates on the mushroom dataset, though the classifier performs outstanding with the original dataset, the indicated classification process took longer to perform as compared to the other classifiers but is exceptional in speed on the PCA-GA reduced dataset.
It can also be analyzed from the table that using a specific classifier, as a fitness function implies that the same fitness function should be used in the classification process in order to have considerable improvements in the results of classification process. This can also be attributed to the characteristics of the GA.
It can be seen from Table VII , that a combination of PCA and a modified GA improves classification accuracy, specific to Naïve Bayes for all the datasets, using it both as fitness function and classifier. The k-NN and J4.8 also performed well for the mushroom and soybean dataset. The J4.8 and MLP classifiers performed negatively after the PCA-GA was applied to the cassava dataset.
The MLP classifier as it has been observed in the experiment, poorly performed in processing time both as classifier and as fitness function with the GA in the optimization process, although exceptionally accurate in classifying the original datasets, this maybe attributed to the MLP characteristics.
The speed of processing as can be seen does not have significant difference for all the datasets, with the exception of the MLP. The performance rates observed may be attributed to the dependency and characteristics of the classifiers on the nature of the datasets: large, small, clean or noisy.
C. Classification Models Visualization Using Naïve Bayes as Fitness Function in GA and as Classifier after applying
PCA-GA Now, that we have shown the performance results of the data mining process, for its exceptional performance we select the Naïve Bayes classifier in the presentation of the models generated in implementing the PCA-GA data mining mechanism for the characterization of the agricultural crops. Shown in the following sections, are models of nineteen (19) soybean disease classification, cassava varietal productivity and mushroom edibility classification, using the Naïve Bayes classifier which performed exceptional in the data mining process with near perfect accuracy for all of the datasets.
1) Soybean disease classification models 2) Cassava variety classification models 3) Mushroom edibility classification models
The reader is presented a view of the results of the experiment, which classifier is best suited in characterizing crops based on the PCA-GA mechanism. It illustrates that these are possible techniques and the choice is to have the most efficient and accurate model in characterizing crops.
The visuals presented, proves the capability of the classifiers based on the PCA-GA reduced dataset to discriminate and categorize the data on different classes presented in the original datasets. This implies that, data mining classification based on the PCA-GA mechanism is efficient and advantageous as compared to raw, large and complex datasets. Further analysis of the models, validates the efficiency and simplicity of implementing the mechanism in mining on representative set resulting to improved classifier performance and establishing significant relationships among the variables that influence higher accuracy rates, thus simplifying the task of characterizing crops.
D. Extracted Classification Rules Using JRIP and PART
To further demonstrate, shown in Table VIII , are the number of extracted rules using JRIP and PART from the PCA-GA mechanism using the Naïve Bayes as the fitness function in GA with the corresponding accuracy rates. It can be seen that the extracted classification rules from the mushroom dataset is highly accurate, hence establishing valid relationships among the variables from the reduced representative dataset based on PCA-GA. To illustrate the established relationships that influence higher accuracy rates in the characterization process, let us consider the mushroom dataset. Careful analysis of the rules generated by JRIP and PART, the summary in Table IX shows the attributes that characterize the mushroom crop, with near perfect accuracy. The results imply that the rules extracted using the attributes presented can be used efficiently in the implementation of an intelligent system for agricultural crops characterization. The simplest rules were of the JRIP involving sixteen (16) out of twenty two (22) attributes. The rules for edible mushrooms are obtained as negation of the extracted rules. In the case of PART, the same attributes were found to have high influence in the edibility of mushroom, though slight variations on the rules exist for non-edible and edible mushrooms.
VI. SUMMARY AND CONCLUSION
Presented in this paper, is a proposed hybrid data mining method based on PCA-GA. The mechanism was shown to have considerable influence in improving classification performance rates of classifiers. Using both the classifiers as fitness function in GA and in the data mining classification process, improves the performance of the data mining process.
The Naive Bayes and k-NN classifiers both performed exceptional as fitness functions and classifiers in the PCA-GA data mining mechanism. Likewise, the findings available in the literature is further validated which showed significant results with other distance measures in the k-NN.
Based on the results of the experiment, the implementation of the algorithm based on PCA-GA is efficient in optimizing the data mining process, generating classification models and rules for agricultural crops characterization. This may be attributed to the optimization characteristics of the GA in the data mining process. Further observation, the classifiers may have dependencies on the nature of the datasets, specific to the attribute data types and in the pre-processing technique used in using actual field data of agricultural crops.
VII. RECOMMENDATION AND FUTURE WORK
It is suggested that similar studies may also be undertaken in using other preprocessing techniques and further study on the PCA. Further validation and evaluation of the proposed method is also suggested using other agricultural datasets with varying attribute data types, and using the results herein as benchmark data. The classification models and rules generated and presented can be used as baseline framework in the development of intelligent systems for precision agriculture.
Future work involves further study to use other efficient distance measures in the k-NN data mining classification algorithm not presented herein and using only efficient distance measures as the fitness function is being considered. Mr. Dela Cruz is also a member of IAENG and its data mining and computer societies. 
