Abstract. We prove the dynamic programming principle for a class of diffusion processes controlled up to the time of exit from a cylindrical region [0, T ) × G. It is assumed that the functional to be maximized is in the Lagrange form with nonnegative integrand. Besides this we only adopt the standard assumptions, ensuring the existence of a unique strong solution of a stochastic differential equation for the state process.
Main result
Bellman's dynamic programming (or optimality) principle is a fundamental result of optimal control. In diffusion setup it connects a stochastic optimal control problem with a Hamilton-Jacobi-Bellman partial differential equation [13] , [11] , [18] .
In this note we prove the validity of this principle for a diffusion process controlled up to the time of exit from a cylindrical region [0, T ) × G, where G ⊂ R
d is an open set. We consider the maximization problem for a functional in the Lagrange form with nonnegative integrand. This case was also isolated in [9] , where the justification of the dynamic programming principle was based on the reduction to the problem with optimal stopping and then to the case G = R d (as it was done in [12] ). The proof presented below is a more direct one. In fact, it is shown that the argumentation of [8] can be adapted to the present case. It should be mentioned that we use several ideas of the papers [5] , [10] . Note also that the case of infinite time horizon is not addressed in the present paper.
Throughout the paper we work on the canonical probability space. Namely, let Ω = C := C([0, T ]; R d ) be the Banach space of continuous R d -valued functions with the norm ω = sup 0≤t≤T |ω(t)| and let P be the Wiener measure on its Borel σ-algebra. So, the canonical process W s (ω) = ω s is the standard d-dimensional Brownian motion under P. Denote by F = (F t ) 0≤t≤T the minimal augmented filtration (see e.g. [4] , Chapter 20) generated by the coordinate mappings W s (ω) = ω s , 0 ≤ s ≤ T .
Furthermore, for each t ∈ [0, T ] we introduce the filtration F t = (F t s ) 0≤s≤T , where F t s is generated by the increments W v −W u , t ≤ u ≤ v ≤ s∨t and F 0 . The filtration F t represents the information flow if the observation process starts at time t. The information contained in F 0 (and concerning P-null sets) is available at any time. We have F 0 = F.
Let U be a separable metric space and assume that U = ∞ n=1 U(n) for some sequence U(n) ⊆ U(n+ 1) of its subsets. Denote by A t (n) the set of F t -progressively measurable processes with values in U(n) and put
n and a control process α ∈ A := A 0 , consider the stochastic differential equation
for the state process X t,x,α with the initial condition X t,x,α t = x. We assume that the functions
are Borel and satisfy the conditions
with some constants K n , possibly depending on n. Under these assumptions there exists a unique strong solution X t,x,α of (1.1) for any α ∈ A . We put X t,x,α s
Fix an open set G ⊂ R d and put
We consider the stochastic optimal control problem
A similar result in a more general setting was proved in [9] (Theorem 2.1). However, we do not assume that the functions b, σ, f are bounded and continuous in control variable and that the domain G is bounded. For the objective functional in the Mayer form an assertion close to Theorem 1 was proved in [10] (Theorem 4.7) under the assumption that the diffusion term is non-degenerate. We mention also the result of [11] (Chapter V, Theorem 2.1), where the dynamic programming principle was proved under the assumptions, ensuring the continuity of the value function v. Other references can be found in the cited literature.
In Section 2 we collect some auxiliary results. None of them is new. Theorem 1 is proved in Section 3 with the use of the technique of [8] adapted to the exit time problem. Similar approach was used in [10] .
Auxilary results
The following lemma states the existence of a continuous modification Y t,x,α of the multiparameter process X t,x,α (see [7] , Theorem 2.1). This fact is a consequence of Kolmogorov's continuity theorem [17] (Theorem 25.2) or [15] (Chapter 4, Theorem 72). We mention that it was used in [10] (in the course of the proof of Proposition 4.3). For reader's convenience, we outline the proof of this result. Some details are borrowed from the lectures on stochastic analysis by Timo Seppäläinen.
There exists an F-adapted process such that
Proof. Denote by X t,ξ,α the solution of (1.1) with the initial condition X t,ξ,α t = ξ ∈ L 2q (F t ) (note that for random ξ we do not define the process X t,ξ,α u for u < t). For brevity let's omit index α till the end of the proof. As is known (see [13] , Corollary II.5.10 and Theorem II.5.9), for q ≥ 1 the following inequalities hold true:
Let s > t. From the inequality Estimating according to (2.1), (2.2) the expectations of the terms on the right-hand side of the last inequality:
and interchanging s and t, we get
uniformly continuous as a function with values in C (see [15] , Chap. 4, the proof of Theorem 72). Thus, there exists a set
is uniformly continuous on compact sets. This function is uniquely extendable to the continuous function Y
C ≥ ε/3) As n → ∞, the first term on the right vanishes by the Chebyshev inequality and (2.3), the third term vanishes by the continuity of Y t,x and the second term is equal to zero by the definition of Y t,x . It follows that P(
The following result is of folklore type. See however [2] (Lemma 4.2.2) for the case of infinite time horizon.
Lemma 2. The function τ G : C → R is lower semicontinuous in the norm topology of C.
Proof. We show that the set L a = {X ∈ C :
|ρ(x, A) − ρ(y, A)| ≤ |x − y| (see [1] , Theorem 3.16) and ρ(X(t),
Consider the neighborhood of X U = {Y ∈ C : sup
The inequality
Proof. Note that for fixed (t, x) the process (X t,x,α ) 0≤s≤T and its continuous modification (Y t,x,α ) 0≤s≤T , constructed in Lemma 1, are indistinguishable. Hence, τ t,x,α (ω) is P-a.s. a superposition of the continuous function
and the lower semicontinuous function τ G :
Lemma 4. For any α ∈ A the function
is lower semicontinuous.
J(s, y, α), the lower semicontinuous envelope of J.
By the Fatou lemma we have
Furthermore, by the (P-a.s.) lower semicontinuity of the function (t, x) → τ t,x,α (ω) for any ε > 0 the exists N(ω) such that
Since f is nonnegative it follows that
By the continuity of (t, x) → X t,x,α s (ω) and the lower semicontinuity of x → f (t, x, a) we have lim inf
Thus, by the Fatou lemma,
At last, by the monotone convergence theorem we get
The converse inequality is evident.
For an F-stopping time θ ∈ T := T 0 0,T define the concatenation operator from Ω × Ω to Ω by the formula
Furthermore, for any function ξ on Ω define the shifted function
We use the following properties of these objects ( [5] , Proposition A.1(ii) and Remark 2.5(ii)).
Lemma 5.
(i) Let ξ be an integrable or nonnegative F T -measurable random variable and θ ∈ T . Then
(ii) Let α ∈ A , θ ∈ T t t,T . Then for P-a.e. ω ∈ Ω we have
Note, that although the assertion (ii) of this lemma is formulated in [5] for a nonrandom θ = s, it is used in the above form.
Proof of Theorem 1
Step 1. Take (t, x) ∈ [0, T ] × R d , α ∈ A and θ ∈ T t t,τ t,x,α . We have
Using Lemma 5(ii), we get
Furthermore, since (ω ⊗ θ ω ′ )(t ∧ θ(ω)) = ω(t ∧ θ(ω)) and θ(ω(· ∧ θ(ω)) = θ(ω(·)) (see [16] , Example 4.21.3
• ), it follows that
Hence, by Lemma 5(i),
Put θ = t. As α t,ω ∈ A t , from (3.1), (3.2) we see that
Thus, it is possible to pass from A t to A in the definition of the value function:
The above argumentation is completely analogous to [8] (Remark 5.2). The representation (3.3) and Lemma 4 imply that v is lower semicontinuous. Now take α ∈ A t and θ ∈ T t t,τ t,x,α . As α θ,ω ∈ A θ(ω) , by formulas (3.1), (3.2) and the definition of v it follows that
Evidently, this yields that
Step 2. Put B(t, x; r) = {(t
and a nonnegative continuous function ϕ ≤ v there exist r t,x > 0 such that ϕ(t, x) + ε ≥ ϕ(t ′ , x ′ ), J(t, x, α t,x ) − ε ≤ J(t ′ , x ′ , α t,x ) for (t ′ , x ′ ) ∈ B(t, x; r t,x ) since (t ′ , x ′ ) → J(t ′ , x ′ , α t,x ) is lower semicontinuous by Lemma 4. It follows that J(t ′ , x ′ , α t,x ) ≥ J(t, x, α t,x ) − ε ≥ v(t, x) − 2ε ≥ ϕ(t, x) − 2ε ≥ ϕ(t ′ , x ′ ) − 3ε (3.5)
for (t ′ , x ′ ) ∈ B(t, x; r t,x ). Consider on R the upper limit topology with the basis (a, b] , a, b ∈ R. Under this topology R is Lindelöf: see [14] (Chapter 4, §30, Example 3) for the similar case of the lower limit topology. Since R d under the standard topology is σ-compact, the space R × R d is Lindelöf under the product topology (see: [3] , Fig.1 ) with the basis formed by the sets {(t ′ , x ′ ) ∈ R × R d : t ′ ∈ (t − r, t], |x ′ − x| < r}.
In this topology the set [0, T ] × R d is closed and hence, it is Lindelöf in the subspace topology with the basis B(t, x; r), (t, x) ∈ [0, T ] × R d . Thus, we can take a countable cover (B(t i , x i ; r i )) i∈N , r i = r 
