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Abstract
We show that there are infinitely many pairs of alternating pretzel knots whose Jones polynomials
are identical.
1. Introduction
After Jones [6] defined a polynomial invariant of links, new polynomial invariants of
links were defined, namely Homfly polynomial [3] by Freyd-Yetter-Hoste-Lickorish-Millett,
Kauffman Polynomial [8] by Kauffman and Q-polynomial [1] by Brandt-Lickorish-Millett.
Kauffman [7] defined bracket polynomials of link diagrams and showed the relation between
bracket polynomial and Jones polynomial. They have been used to estimate crossing numbers
of links [4], [5], [9], [10], settle Tait conjectures [10], [11], [13] and inspect symmetries of knots
[12], [14], [15], [16].
On the other hand, it seems that Jones polynomial is not well understood in term of intrinsic
topological properties of links. It is unknown whether there exists a non-trivial knot whose
Jones polynomial is equal to 1. In case of links, Eliahou-Kauffman-Thistlethwaite [2] exhibited
k-component nontrivial links (k ≥ 2) whose Jones polynomials are equal to that of the k-
component trivial link.
In this paper, we exhibit infinitely many pairs of alternating pretzel knots whose Jones
polynomials are identical but Alexander polynomials are distinct. The second author and his
students, Asami, Mori and Senuma, made programs that calculate bracket polynomials of
pretzel links, and made a table of bracket polynomials of alternating pretzel knots such that
their crossing numbers are less than or equal to 100. There are 28 289 375 alternating pretzel
knots with their crossing numbers are less than or equal to 100, there are twelve pairs of them
satisfying with above property.
For a link diagram D, we denote the set of crossings of D by C(D) and the crossing number
of D by c(D). A function s : C(D) −→ {−1,+1} is called a state of D, and the set of states of
D is denoted by S(D). For a state s of D, we set
〈D|s〉 = A
∑
c∈C(D) s(c)
(
−A2 −A−2
)|sD|−1
,
where sD is D with all of its crossings nullified according to the rule depicted by Figure 1, and
|sD| is the number of connected components of sD. Kauffman bracket polynomial 〈D〉 of D is
defined by
〈D〉 =
∑
s∈S(D)
〈D|s〉 .
2000 Mathematics Subject Classification 57M27.
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Figure 2.
For an oriented link L and its diagram D, we have
VL(A
−4) = (−A)−3w(D) 〈D〉 ,
where VL is the Jones polynomial of L and w(D) the writhe of D. This definition of Jones
polynomial is due to Kauffman [7].
Let D(p1, . . . , pn) be the pretzel diagram shown in Figure 2, and P (p1, . . . , pn) the link
represented by D(p1, . . . , pn). We denote
D(1, . . . , 1︸ ︷︷ ︸
m
, p1, . . . , pn) and P (1, . . . , 1︸ ︷︷ ︸
m
, p1, . . . , pn)
by D(m; p1, . . . , pn) and P (m; p1, . . . , pn) respectively for short. ParticularlyD(0; p1, . . . , pn) =
D(p1, . . . , pn) and P (0; p1, . . . , pn) = P (p1, . . . , pn).
Theorem 1.1. Let a, b, c be positive integers and m a non-negative even number.
〈D(m; a, b, c)〉
= A3m+a+b+cδ−4
((
Fa + δ
2
) (
Fb + δ
2
) (
Fc + δ
2
)
+ (−A−4)m(δ2 − 1)FaFbFc
)
,
where δ = −A2 −A−2 and Fi = (−A−4)i − 1.
Theorem 1.2. For a non-negative even number k,
VP (k;k+4,k+3,k+5) = VP (k+6;k+2,k+1,k+3) .
Proposition 1.3. For a non-negative even number k,
∆P (k;k+4,k+3,k+5) 6= ∆P (k+6;k+2,k+1,k+3) .
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We note that Homfly polynomials of P (k; k + 4, k + 3, k + 5) and P (k + 6; k + 2, k + 1, k + 3)
are distinct, since Alexander polynomial of knots is the specific value of Homfly polynomial of
them.
2. Proof of Theorem 1.1
Let D be D(m; a, b, c) and Ci (i = 0, 1, 2, 3) the subset of C(D) as shown by Figure 3. By
Si,j,k,l, we denote the set of states s of D such that
∣∣s−11 (−1) ∩ C0∣∣ = i, ∣∣s−11 (−1) ∩ C1∣∣ = j,∣∣s−11 (−1) ∩ C2∣∣ = k and ∣∣s−11 (−1) ∩ C3∣∣ = l for non-negative integers i, j, k, l. Obviously, if
s1, s2 ∈ Si,j,k,l, then
∑
c∈C(D) s1(c) =
∑
c∈C(D) s2(c), and |s1D| = |s2D|. For s ∈ Si,j,k,l, we
denote
∑
c∈C(D) s(c) and |sD| by σ(i, j, k, l) and µ(i, j, k, l) respectively. Then
〈D〉 =
∑
s∈S(D)
〈D|s〉 =
∑
i,j,k,l
∑
s∈S(i,j,k,l)
Aσ(i,j,k,l)δµ(i,j,k,l)−1.
Since the number of state in Si,j,k,l is
(
m
i
)(
a
j
)(
b
k
)(
c
l
)
and σ(i, j, k, l) = m+ a+ b+ c− 2(i+ j +
k + l) , we have
〈D〉 =
∑
(i,j,k,l)∈X
(
m
i
)(
a
j
)(
b
k
)(
c
l
)
Am+a+b+c−2(i+j+k+l)δµ(i,j,k,l)−1, (1)
where
X = {(i, j, k, l) | 0 ≤ i ≤ m, 0 ≤ j ≤ a, 0 ≤ k ≤ b, 0 ≤ l ≤ c}.
We decompose X into 4 mutually disjoint subsets X0, X1, X2 and X3, where
X0 = {(i, j, k, l) ∈ X | j = k = l = 0},
X1 = {(i, j, k, l) ∈ X \X0 | j = k = 0, k = l = 0 or l = j = 0},
X2 = {(i, j, k, l) ∈ X \ (X0 ∪X1) | j = 0, l = 0 ork = 0},
X3 = X \ (X0 ∪X1 ∪X2) .
This means that X = X0∪X1∪X2∪X3 and Xα∩Xβ = ∅, (0 ≤ α < β ≤ 3).
4Lemma 2.1.∑
(i,j,k,l)∈X0
(
m
i
)(
a
j
)(
b
k
)(
c
l
)
Am+a+b+c−2(i+j+k+l)δµ(i,j,k,l)−1 = A3m+a+b+cδ2.
Proof. If (i, j, k, l) ∈ X0, then j = k = l = 0 and µ(i, 0, 0, 0) = m− i+ 3. It follows that∑
(i,j,k,l)∈X0
(
m
i
)(
a
j
)(
b
k
)(
c
l
)
Am+a+b+c−2(i+j+k+l)δµ(i,j,k,l)−1
=
m∑
i=0
(
m
i
)
Am+a+b+c−2iδm−i+3−1 = Am+a+b+cδ2
m∑
i=0
(
m
i
)
(A−2)iδm−i
= Am+a+b+cδ2(A−2 + δ)m
Since m is an even number and A2 + δ = −A2, we have∑
(i,j,k,l)∈X0
(
m
i
)(
a
j
)(
b
k
)(
c
l
)
Am+a+b+c−2(i+j+k+l)δµ(i,j,k,l)−1 = A3m+a+b+cδ2.
Lemma 2.2.∑
(i,j,k,l)∈X1
(
m
i
)(
a
j
)(
b
k
)(
c
l
)
Am+a+b+c−2(i+j+k+l)δµ(i,j,k,l)−1 = A3m+a+b+c(Fa + Fb + Fc).
Proof. We decompose X1 into 3 mutually disjoint subsets X11, X12 and X13, where
X11 = {(i, j, k, l) ∈ X1 | j > 0},
X12 = {(i, j, k, l) ∈ X1 | k > 0},
X13 = {(i, j, k, l) ∈ X1 | l > 0}.
If (i, j, k, l) ∈ X11, then k = l = 0, j > 0 and µ(i, j, 0, 0) = m− i+ j + 1. It follows that∑
(i,j,k,l)∈X11
(
m
i
)(
a
j
)(
b
k
)(
c
l
)
Am+a+b+c−2(i+j+k+l)δµ(i,j,k,l)−1
=
m∑
i=0
a∑
j=1
(
m
i
)(
a
j
)
Am+a+b+c−2(i+j)δm−i+j
=
a∑
j=1
((
a
j
)
Am+a+b+c−2jδj
m∑
i=0
(
m
i
)
A−2iδm−i
)
=
a∑
j=1
((
a
j
)
Am+a+b+c−2jδjA2m
)
= A3m−a+b+c
a∑
j=1
((
a
j
)
A2(a−j)δj
)
= A3m−a+b+cδ
(
(A2 + δ)a −A2a
)
= A3m−a+b+c
(
(−A−2)a −A2a
)
= A3m+a+b+c
(
(−A−4)a − 1
)
= A3m+a+b+cFa.
Similarly, we get∑
(i,j,k,l)∈X12
(
m
i
)(
a
j
)(
b
k
)(
c
l
)
Am+a+b+c−2(i+j+k+l)δµ(i,j,k,l)−1 = A3m+a+b+cFb,
∑
(i,j,k,l)∈X13
(
m
i
)(
a
j
)(
b
k
)(
c
l
)
Am+a+b+c−2(i+j+k+l)δµ(i,j,k,l)−1 = A3m+a+b+cFc.
5These imply that Lemma 2.2.
Lemma 2.3.
∑
(i,j,k,l)∈X2
(
m
i
)(
a
j
)(
b
k
)(
c
l
)
Am+a+b+c−2(i+j+k+l)δµ(i,j,k,l)−1
= A3m+a+b+cδ−2(FaFb + FbFc + FcFa).
Proof. We decompose X2 into 3 mutually disjoint subsets X21, X22 and X23, where
X21 = {(i, j, k, l) ∈ X2 | l = 0},
X22 = {(i, j, k, l) ∈ X2 | j = 0},
X23 = {(i, j, k, l) ∈ X2 | k = 0}.
If (i, j, k, l) ∈ X21, then j, k > 0, l = 0 and µ(i, j, k, 0) = m− i+ j + k − 1. It follows that
∑
(i,j,k,l)∈X21
(
m
i
)(
a
j
)(
b
k
)(
c
l
)
Am+a+b+c−2(i+j+k+l)δµ(i,j,k,l)−1
=
m∑
i=0
a∑
j=1
b∑
k=1
(
m
i
)(
a
j
)(
b
k
)
Am+a+b+c−2(i+j+k)δm−i+j+k−2
=
∑
1≤j≤a,1≤k≤b
((
a
j
)(
b
k
)
Am+a+b+c−2j−2kδj+k−2
m∑
i=0
(
m
i
)
A−2iδm−i
)
= A3m−a−b+cδ−2
∑
1≤j≤a,1≤k≤b
((
a
j
)
A2(a−j)δj
(
b
k
)
A2(b−k)δk
)
= A3m−a−b+cδ−2
((
A2 + δ
)a
−A2a
)((
A2 + δ
)b
−A2b
)
= A3m+a+b+cδ−2FaFb.
It follows Lemma 2.3.
Lemma 2.4.
∑
(i,j,k,l)∈X3
(
m
i
)(
a
j
)(
b
k
)(
c
l
)
Am+a+b+c−2(i+j+k+l)δµ(i,j,k,l)−1
= A3m+a+b+cδ−4
(
FaFbFc + (δ
2 − 1)A−4mFaFbFc
)
.
Proof. We decompose X3 into 2 disjoint subsets X31 and X32, where X31 = {(i, j, k, l) ∈
X3 | i < m} and X32 = {(i, j, k, l) ∈ X3 | i = m}. We have
µ(i, j, k, l) =
{
m− i+ j + k + l − 3, (i, j, k, l) ∈ X31,
j + k + l − 1, (i, j, k, l) ∈ X32.
6It follows that∑
(i,j,k,l)∈X31
(
m
i
)(
a
j
)(
b
k
)(
c
l
)
Am+a+b+c−2(i+j+k+l)δµ(i,j,k,l)−1
=
m−1∑
i=0
a∑
j=1
b∑
k=1
c∑
l=1
(
m
i
)(
a
j
)(
b
k
)(
c
l
)
Am+a+b+c−2(i+j+k+l)δm−i+j+k+l−4
= Am−a−b−cδ−4
(
m−1∑
i=0
(
m
i
)
A−2iδm−i
) a∑
j=1
(
a
j
)
A2(a−j)δj

( b∑
k=1
(
b
k
)
A2(b−k)δk
)
×
(
c∑
l=1
(
c
l
)
A2(c−l)δl
)
= Am+a+b+cδ−4
(
A2m −A−2m
)
FaFbFc = A
3m+a+b+cδ−4
(
FaFbFc −A
−4mFaFbFc
)
.
We have∑
(i,j,k,l)∈X32
(
m
i
)(
a
j
)(
b
k
)(
c
l
)
Am+a+b+c−2(i+j+k+l)δµ(i,j,k,l)−1
=
a∑
j=1
b∑
k=1
c∑
l=1
(
a
j
)(
b
k
)(
c
l
)
Am+a+b+c−2(m+j+k+l)δj+k+l−2
= A−m−a−b−cδ−2

 a∑
j=1
(
a
j
)
A2(a−j)δj

( b∑
k=1
(
b
k
)
A2(b−k)δk
)(
c∑
l=1
(
c
l
)
A2(c−l)δl
)
= A−m+a+b+cδ−2
(
A2m −A−2m
)
FaFbFc = A
3m+a+b+cδ−4
(
A−4mδ2FaFbFc
)
.
The property that m is an even number implies Lemma 2.4.
Proof of Theorem 1.1. By Lemmas 2.1, 2.2, 2.3 and 2.4, Equation (1) implies that
〈D〉 = A3m+a+b+cδ2 +A3m+a+b+c(Fa + Fb + Fc)
+A3m+a+b+cδ−2(FaFb + FbFc + FcFa)
+A3m+a+b+cδ−4
(
FaFbFc + (δ
2 − 1)A−4mFaFbFc
)
= A3m+a+b+cδ−4
(
FaFbFc + δ
2(FaFb + FbFc + FcFa) + δ
4(Fa + Fb + Fc) + δ
6
+ (δ2 − 1)A−4mFaFbFc
)
.
Since m is an even number, we have
〈D〉 = A3m+a+b+cδ−4
(
(Fa + δ) (Fb + δ) (Fc + δ) + (−A
−4)m
(
δ2 − 1
)
FaFbFc
)
.
3. Proof of Theorem 1.2
For δ = −A2 −A−2, we have
A−4(1−A−4)(δ2 − 1) = 1 + (−A−4)3. (2)
For Fa = (−A
−4)a − 1, we get
Fa+b = (−A
−4)bFa + Fb, FaFb = Fa+b − Fa − Fb, (3)
and F6 = A
−4F3(1 −A
−4)(δ2 − 1).
7Lemma 3.1.(
Fa+2 + δ
2
) (
Fa+1 + δ
2
)
−
(
Fa−1 + δ
2
) (
Fa−2 + δ
2
)
= (−A−4)a−3F6Fa.
Proof. Proof. By (3), it follows that(
Fa+2 + δ
2
) (
Fa+1 + δ
2
)
−
(
Fa−1 + δ
2
) (
Fa−2 + δ
2
)
= Fa+2Fa+1 − Fa−1Fa−2 + δ
2 (Fa+2 + Fa+1 − Fa−1 − Fa−2)
= F2a+3 − F2a−3 + (δ
2 − 1) (Fa+2 + Fa+1 − Fa−1 − Fa−2)
= (−A−4)2a−3F6 + (δ
2 − 1)
(
(−A−4)a−1F3 + (−A
−4)a−2F3
)
= (−A−4)2a−3F6 + (−A
−4)a−2F3(δ
2 − 1)(1−A−4)
= F6
(
(−A−4)2a−3 − (−A−4)a−3
)
= (−A−4)a−3F6Fa.
Lemma 3.2.
(δ2 − 1)
(
Fa+2Fa+1 − (−A
−4)6Fa−1Fa−2
)
= −F6
(
Fa + δ
2
)
.
Proof. We have
Fa+2Fa+1 − (−A
−4)6Fa−1Fa−2
=
(
(−A−4)a+2 − 1)
) (
(−A−4)a+1 − 1)
)
− (−A−4)6
(
(−A−4)a−1 − 1)
) (
(−A−4)a−2 − 1)
)
= (−A−4)a+5 + (−A−4)a+4 − (−A−4)a+2 − (−A−4)a+1 − (−A−4)6 + 1
= (−A−4)a+1(1−A−4)F3 − F6.
It implies that
(δ2 − 1)
(
Fa+2Fa+1 − (−A
−4)6Fa−1Fa−2
)
= (δ2 − 1)(−A−4)a+1(1 −A−4)F3 − (δ
2 − 1)F6
= −(−A−4)aF6 − (δ
2 − 1)F6 = −
(
(−A−4)a − 1 + δ2
)
F6
= −F6(Fa + δ
2).
Proof of Theorem 1.2. By Lemma 3.1, we have(
Fk+4 + δ
2
) (
Fk+3 + δ
2
) (
Fk+5 + δ
2
)
−
(
Fk+2 + δ
2
) (
Fk+1 + δ
2
) (
Fk+3 + δ
2
)
= (−A−4)kF6Fk+3
(
Fk+3 + δ
2
)
.
By Lemma 3.2, we also have
(−A−4)kFk+4Fk+3Fk+5 − (−A
−4)k+6Fk+2Fk+1Fk+3
= −(−A−4)kF6Fk+3
(
Fk+3 + δ
2
)
These imply that(
Fk+4 + δ
2
) (
Fk+3 + δ
2
) (
Fk+5 + δ
2
)
+ (−A−4)k(δ2 − 1)Fk+4Fk+3Fk+5
=
(
Fk+2 + δ
2
) (
Fk+1 + δ
2
) (
Fk+3 + δ
2
)
+ (−A−4)k+6(δ2 − 1)Fk+2Fk+1Fk+3.
By Theorem 1.1, it follows that
A12 〈D(k; k + 4, k + 3, k + 5)〉 = 〈D(k + 6; k + 2, k + 1, k + 3)〉 .
Since w(D(k; k + 4, k + 3, k + 5)) = k + 4 and w(D(k + 6; k + 2, k + 1, k + 3)) = k + 8, we
obtain VP (k;k+4,k+3,k+5) = VP (k+6;k+2,k+1,k+3) .
8Proof of Proposition 1.3. For an alternating knot K, it is well-known that the genus of K
is equal 12 deg∆K and a minimal genus Seifert surface of K is obtained from its alternating
diagram by applying Seifert algorithm. It follows that
deg∆P (k;k+4,k+3,k+5) = 2k + 8, deg∆P (k+6;k+2,k+1,k+3) = 2k + 4.
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