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Abstract
We show that it is undecidable for finite sets S of upper triangular (4× 4)-matrices over Z[x, x−1]
whether or not all elements in the semigroup generated by S have a nonzero constant term in some
of the Laurent polynomials of the first row. This result follows from a representations of the integer
weighted finite automata by matrices over Laurent polynomials.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Let R be a ring. A Laurent polynomial p ∈ R[x, x−1] with coefficients in R is a series
p(x) = · · · + a−2x−2 + a−1x−1 + a0 + a1x + a2x2 + · · · ,
where there are only finitely many nonzero coefficients ai ∈ R. The constant term of the
Laurent polynomial p ∈ R[x, x−1] is a0. The family of Laurent polynomials with coeffi-
cients in R forms a ring with respect to the operations of sum and multiplication, that are
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is the Cauchy product of the polynomials:( ∞∑
i=−∞
aix
i
)( ∞∑
i=−∞
bix
i
)
=
∞∑
i=−∞
( ∑
j+k=i
aj bk
)
xi.
Our results will be stated for the ring of integers, and therefore we concentrate on matrices
over Laurent polynomials with integer coefficients, that is, the elements of Z[x, x−1]n×n
for n 1. A Laurent polynomial matrix
M = (cij )n×n ∈ Z
[
x, x−1
]n×n
is a n× n-square matrix the entries of which are Laurent polynomials from Z[x, x−1]. For
these matrices, multiplication is defined in the usual way using the multiplication of the
ring Z[x, x−1]. Indeed, if M1 = (cij )n×n and M2 = (dij )n×n, then
M1 · M2 = (eij )n×n,
where
eij =
n∑
k=1
cikdkj ∈ Z
[
x, x−1
]
.
Also the sum for these matrices can be defined, but we are interested in the semigroups
generated by a finite number of Laurent polynomials under multiplication.
For a set S ⊆ Z[x, x−1]n×n, denote by 〈S〉 the semigroup of matrices generated by the
elements of S. Our main result states that it is undecidable for finite sets S of 4 × 4 upper
triangular Laurent polynomial matrices over Z[x, x−1] whether or not all elements of 〈S〉
have a nonzero constant term in some of the Laurent polynomials of the first row. This
result is obtained by translating an undecidability result concerning weighted automata to
Laurent polynomial matrices.
2. Laurent polynomials and weighted automata
Let A be a finite set of symbols, called an alphabet. A word over A is a finite sequence
of symbols in A. We denote by A∗ the set of all words over A. Note that also the empty
word, denoted by ε, is in A∗.
Let u = u1 . . .un and v = v1 . . . vm be two words in A∗, where each ui and vj are in
A for 1  i  n and 1  j  m. The concatenation of u and v is the word u · v = uv =
u1 . . .unv1 . . . vm. The operation of concatenation is associative on A∗, and thus A∗ is a
semigroup (containing an identity element ε). Let A+ = A∗ \ {ε} be the semigroup of all
nonempty words over A. A subset L of A∗ is called a language.
We consider a generalization of finite automata where the transitions have integer
weights. The type of automata we consider is closely related to the 1-turn counter automata
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ular valence grammars are related to these automata, see [5]. Moreover, the extended finite
automata of Mitrana and Stiebe [9] are generalizations of these automata.
Consider the additive group of Z of integers. A (Z-)weighted finite automatonAγ con-
sists of a finite automaton A = (Q,A, δ, qA,F ), where Q is a finite set of states, A is a
finite input alphabet, δ is a finite multiset of transitions in Q×A×Q, qA ∈ Q is an initial
state and F is the set of final states, and a weight function γ : δ → Z.
A transition (q, a,p) ∈ δ, where p,q ∈ Q and a ∈ A, and δ is regarded as a relation
(and sometimes also as an alphabet). We let δ be a multiset in order to be able to define
(finitely) many different weights for each transition of A. For example, it is possible that
for t1, t2 ∈ δ, t1 = (p, a, q) = t2 and γ (t1) = γ (t2).
Without loss of generality, we can assume that
Q = {1,2, . . . , n} for some n 1, and qA = 1.
Indeed, renaming of the states will not change the accepted language.
A path π of A (from q1 to qn+1) is a sequence
π = t1t2 . . . tk where ti = (qi, ai, qi+1) ∈ δ (2.1)
for i = 1,2, . . . , k. The label of the path π in (2.1) is the word ‖π‖ = a1a2 . . . ak . Let
A(w :p → q) = {π | π a path from p to q with ‖π‖ = w}.
Moreover, a path π ∈A(w :p → q) is successful (for w), if p = 1 and q ∈ F .
Let π = t1t2 . . . tk be a path of A, where ti = (qi, ai, qi+1) for i = 1,2, . . . , k. The
weight of π is the element
γ (π) = γ (t1) + γ (t2) + · · · + γ (tk).
Furthermore, we let
L
(Aγ )= {w ∈ A∗ | γ (π) = 0, π ∈A(w : 1 → q) for some q ∈ F},
be the language of Aγ . In other words, a word is accepted by Aγ if and only if there is a
successful path of weight 0 in Aγ .
Note that the underlying finite automatonA of Aγ is a classical nondeterministic finite
automaton, see [2].
Next we shall introduce a matrix representation of integer weighted finite automata with
the matrices over the Laurent polynomials Z[x, x−1].
Let Aγ be a weighted finite automaton, where A= (Q,A, δ,1,F ) and γ : δ → Z. Let
again Q = {1,2, . . . , n}. Define for each element a ∈ A and a pair of states i, j ∈ Q the
Laurent polynomial
paij =
∑
xγ (t).t=(i,a,j)∈δ
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(Ma)ij = paij . (2.2)
Let µ :A∗ → Z[x, x−1]n×n be the morphism defined by µ(a) = Ma . Let ı = (1,0, . . . ,0),
where only the first term is nonzero, and let ρ = (ρ1, ρ2, . . . , ρn) in Zn where
ρi =
{
1, if qi ∈ F ,
0, otherwise. (2.3)
The triple (ı,µ,ρ) is called a Laurent representation of Aγ . Note that classical finite au-
tomata have so called linear representation with matrices from Nn×n, see [2] or [7].
Lemma 2.1. Let (ı,µ,ρ) be a Laurent representation of Aγ , and let w ∈ A∗. Then the
coefficient of xz in µ(w)ij is equal to the number of paths π ∈A(w : i → j) of weight z.
Proof. We write Mu = µ(w) for each word w. We prove the claim by induction on the
length of the words. The claim is trivial, if w ∈ A. Assume then that the claim holds for the
words u,v ∈ A+, and let (Mu)ij = puij =
∑
z α
z
ij x
z
, where αzrs is the number of paths from
A(u : i → j) of weight z. Similarly, let (Mv)ij = pvij =
∑
z β
z
ij x
z
, where βzrs is the number
of paths from A(v : i → j) of weight z. Now,
(MuMv)ij =
n∑
k=1
puikp
v
kj =
n∑
k=1
(∑
z1
α
z1
ik x
z1
∑
z2
β
z2
kj x
z2
)
=
n∑
k=1
∑
z1,z2
α
z1
ik β
z2
kj x
z1+z2 =
∑
z1,z2
n∑
k=1
α
z1
ik β
z2
kj x
z1+z2 .
In other words, the coefficient of xz is equal to
∑
z1+z2=z
∑n
k=1 α
z1
ik β
z2
kj , wherefrom the
claim easily follows. 
The following result is an immediate corollary to Lemma 2.1.
Theorem 2.2. Let (ı,µ,ρ) be a Laurent representation of Aγ , and let w ∈ A∗ Then the
constant term c of ıµ(w)ρT equals the number of different successful paths of w in Aγ . In
particular, w ∈ L(Aγ ) if and only if c > 0.
3. The main results
We turn now to our main result on undecidability of Laurent polynomial matrices.
In the universe problem we ask, whether or not L(Aγ ) = A∗ for a given weighted
automaton Aγ with the input alphabet A. The universe problem for the weighted finite
automata is known to be undecidable. Indeed, it was shown in [4] that this undecidability
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with the set Q = {1,2, . . . , n} is called acyclic, if in each transition (i, a, j) ∈ δ, we have
i  j , that is, A does not have directed cycles possibly excepting loops (i, a, i). Note that
acyclicity condition is not mentioned explicitly in the main theorem of [4] (Theorem 3.1),
but it is immediate from the construction (as mentioned on page 191 of [4]).
Theorem 3.1. The universe problem is undecidable for the class of acyclic 4-state weighted
finite automataAγ where every state is final.
For an acyclic weighted automatonAγ , the Laurent polynomial matrix obtained in (2.2)
is upper triangular. The fact that Theorem 3.1 allows all states to be final means that in the
matrix representation of Theorem 2.2, the vectors (ı and ρ) can be chosen as
ı = (1,0,0,0) and  = (1,1,1,1).
Recall that 〈S〉 denotes the matrix semigroup generated by the set S. From Theorem 2.2,
we have
Theorem 3.2. It is undecidable for finite sets S of upper triangular (4 × 4)-matrices over
Z[x, x−1] whether or not for all matrices M ∈ 〈S〉, the constant term of the Laurent poly-
nomial ıMT is nonzero.
In other words,
Theorem 3.3. It is undecidable for finite sets S of upper triangular (4 × 4)-matrices over
Z[x, x−1] whether or not all matrices M ∈ 〈S〉 have a nonzero constant term in some of
the Laurent polynomials of the first row.
A result attributed to R.W. Floyd in [8] states that it is undecidable for finite subsets
S ⊆ Z3×3 whether there exists a matrix M ∈ 〈S〉 such that the upper right corner of M is
zero. We shall consider now a similar problem for Laurent polynomial matrices.
Theorem 3.4. It is undecidable for finite sets S of upper triangular (5 × 5)-matrices over
Z[x, x−1] whether or not there exists matrix M ∈ 〈S〉 having a zero constant term in the
upper right corner polynomial M1,5.
Proof. Let Aγ be a weighted finite automaton with A= (A,Q, δ,1,Q), where all states
in Q = {1,2, . . . , n} are final. We define an (n + 1)-state weighted automaton
Aγf =
(
A,Q ∪ {n + 1}, δf ,1, {n + 1}
)
with one final state n + 1 by adding to δ the transitions t ′ = (q, a,n + 1) for all t =
(q, a,p) ∈ δ with p ∈ Q. The weights of these new transitions t ′ are defined by γ (t ′) =
γ (t). Now for all paths π ∈ A(u :p → q) in Aγ , there corresponds a unique path π ′ ∈
Af (u :p → n + 1) in Aγ , which satisfies γ (π ′) = γ (π). (In π ′ only the last transition isf
752 V. Halava, T. Harju / Advances in Applied Mathematics 33 (2004) 747–752changed.) It is then clear that L(Aγf ) = L(Aγ ) \ {ε}, i.e., only the empty word is excluded
from L(Aγf ). Note that the empty word in always in L(Aγ ), since the initial state 1 is
also a final state in the original Aγ . Now, by Theorem 2.2, for all nonempty words w, the
constant term of the Laurent polynomial (1,0, . . . ,0)µ(w)(0,0, . . . ,0,1)T is nonzero if
and only if w ∈ L(Aγ ). From Theorem 3.1, it follows that it is undecidable whether or not
all matrices M ∈ 〈S〉 have a nonzero constant term in the upper right corner polynomial
M1,5. Therefore, it is necessarily undecidable whether or not one of the matrices has a zero
constant term in right upper corner. 
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