This paper presents a real-time stereo image sequences matching approach dedicated to intelligent vehicles applications. The main idea of the paper consists in integrating temporal information into the matching scheme. The estimation of the disparity map of an actual frame exploits the disparity map estimated for its preceding frame. An association between the two frames is searched, i.e. temporal integration. The disparity range is inferred for the actual frame based on both the association and the disparity map of the preceding frame. Dynamic programming technique is considered for matching the image features. As a similarity measure, a new cost function is defined. The proposed approach is tested on virtual and real stereo image sequences and the results are satisfactory. The method is fast and able to provide about 20 millions disparity maps per second on a HP Pavilion dv6700 2.1GHZ.
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Introduction

1
An appealing application of intelligent transportation systems (ITS) is the au-2 tomatization of transport of people and goods in inner city environments. Re-3 liable, robust and real-time obstacle detection methodologies [9, 29] are needed 4 to enable the safe operation of these types of IV among other traffic partic-5 ipants such as cars and pedestrians. The intelligent vehicle (IV) can achieve 6 the obstacle detection by knowing its environment. Stereo vision has the ad-7 vantage that it is able to obtain an accurate and detailed 3D representation of 8 the environment around a vehicle, by passive sensing and at a relatively low 9 sensor cost. 10 The key problem in stereo vision consists in finding correspondence between 11 pixels of stereo images taken from different viewpoints [6] . Exhaustive sur-12 veys on the methods tackling the correspondence problem are available in 13 [18, 12, 13 ]. An updated taxonomy of dense stereo correspondence algorithms 14 together with a testbed for quantitative evaluation of stereo algorithms is 15 provided by Scharstein and Szeliski [28] . It is demonstrated from [28] that 16 graph cuts methods [11, 22, 32 ,21] produce good results. However, they are 17 time consuming which make them not suitable for real-time applications,e.g.
18
method is detailed in section IV. Experimental results are shown in section V.
48
Section VI concludes the paper. what we call association between successive frames. The association is defined 96 later. Once the association is found between the actual frame and its preced-97 ing one, a pre-estimated disparity map of the actual frame can be inferred.
98
The pre-estimated disparity map allows to determine the disparity range au- The first step in stereo vision consists in extracting significant features from 107 the stereo images to be matched. In this work, we are interested in edge 108 points as features to consider in the matching process. In order to be suited 109 for computer vision applications, e.g. IV applications, the edge detector we 110 choose should satisfies the following constraints : fastness, precision, and self-111 adaptivity. Therefore, we consider the so-called declivity [26] as edge detector 112 because it meets the above mentioned constraints. In an image line, a declivity 113 is defined as cluster of contiguous pixels, limited by two end-points which 114 correspond to two consecutive local extrema of grey level intensity, i.e. one 115 maximum and one minimum. As shown in Fig. 1 , Dec i and Dec i+1 are two 116 adjacent declivities. The declivity Dec i is limited by two end-points l i and r i .
117
The grey-level intensities at the end-points are respectively I(l i ) and I(r i ). The same for the declivity Dec i+1 , their end-points are l i+1 and r i+1 , respectively.
119
Each declivity is characterized by its amplitude, e.g. a i = I(r i ) − I(l i ) is the 120 amplitude of Dec i and a i+1 = I(r i+1 ) − I(l i+1 ) is the amplitude of Dec i+1 .
121
Relevant declivities are extracted by thresholding these amplitudes. The position of a declivity is computed using the mean position of its points 128 weighted by the gradients squared. As an example, the position x i of Dec i is 129 calculated as follows (See 1).
131
For each declivity Dec i , the following characteristics should be known to be 132 used in the matching process:
133
• The x-coordinate x i of Dec i in the image line as defined in equation 2. x i 134 define the position of the edge point detected by the declivity operator. We 135 note that in the subsequent of the paper edge point or declivity has the same 136 meaning.
137
• The left and right end-points of Dec i : l i and r i .
138
• The set of intensities of pixels situated between the right end-point r i of
139
Dec i and the left end-point l i+1 of Dec i+1 , i.e. the declivity on the right side
140
of Dec i (see Fig 1) . We call this set of pixels as the right side of Dec i .
141
More details about the declivity operator and how to determine the parameter pre-estimated disparity map. The rest of the subsection details the three main 175 steps followed to compute the disparity range. 
The association
177
The aim of this subsection is to describe the method used to find association of P , which we name Q (Fig. 3) . In the second step, we get the match S of 222 Q based on disparity value computed for the frame f k−1 . The third step looks 223 for the associate R of S. The last step deduces that R is the match of P .
224
Consequently, we can compute the disparity at the point P in the image I 
Disparity range
228
We suppose that the pre-estimated disparity map pd k of the frame k has been 229 computed as described in section 4.2.2. The subsequent of this subsection 230 details how to compute the disparity range of the frame f k .
231
Let H be a function of the image variable pd k such that H(pd k ) = vpd k . lines, respectively. Assume that we have a road scene containing four objects.
238
The corresponding v-disparity image should be as shown in Fig. 4 select. d controls the number of possible candidates in the matching process.
252
The authorized disparities at the scanlines {y = y i } 1,..,L 0 should belong to the
, which is represented by the area situated between the 254 lines (D1) and (D2) (the lines in blue color in Fig. 4) .
255
In the bottom part, the road map is represented by an oblique line. We have 
Cost function
266
As a similarity criterion between corresponding declivities, we propose a new 
278
Corresponding declivities should give a small variance value. We define the 279 cost function as follows.
wheref , is the mean of the intensities of S, defined as to the lower right corner G monotonically due to the condition on ordering.
297
Because of the non reversal ordering constraint, starting from S, a path can be 298 extended towards only one of the three directions: east, south, or southeast. 
Experimental results
307
In order to evaluate the performance of the proposed approach, it has been ap- the SM method is used for the first frame and then the TCM method is used 328 for the following frames. The maximum disparity value is set to d max = 200.
329
The results related to the disparity range computation are shown in Fig. 9 . In 
337
The Open Computer Vision Library (OpenCV) [1] was used for such a task.
338
Numerically speaking, The disparity range computed for the frame #293 is as 339 follows.
where l denotes the scanline index. The same disparity range is depicted in in Table 3 from which we remark clearly the improvements due to the TCM Table 2 Summary of the results obtained with the SM method.
frames of the sequence. As an example, let's take the frame #293. The number 
370
The TCM and SM methods have been applied also to the virtual sequences 371 with added distortions and noise. Table 4 Matching results when the SM and TCM methods applied to the virtual stereo sequences with added distortions and noise.
correct matches and less false matches which demonstrates its effectiveness. 
Real images sequences
375
The proposed method has been tested on the real sequence #1 depicted in Fig.   376 12. The image size is 384 × 288. The stereo sequence was acquired by stereo 377 vision sensor embedded in a car. The velocity of the car is 90km per hour. car (RC) appearing in the frame #4185. Fig. 16 depicts the two sub-images.
387
Let start by analyzing the computed disparities at the area containing RC. 
407
After analyzing the results obtained, we deduce that the edge points of RC
408
should have a disparity value equal to 9 pixels. We consider the edge points matches, which is equal to 20% of the correct matches with SM method.
412
The same comparison can be done for LC appeared on the stereo images. with the TCM method. We remark that the TCM method matches correctly 426 13% more edge points than the SM method.
427
The proposed stereo matching approach has been applied also to the real stereo image containing the three cars and the second area (A2) is the sub-image 440 containing the small car (see Fig. 23 ). The disparity maps computed for A1
441
(resp. A2) by the methods SM and TCM are depicted in Fig. 24 (resp. Fig 25) .
442
In both A1 and A2, the disparity maps estimated by the TCM method are 
Running time
461
The hardware used for the experiments is a HP Pavilion dv6700 2.1GHZ run-
462
ning under Windows Vista. Table 6 Running time consumed with different algorithms in nanosecond (nsec) is another point to investigate in the future.
