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ON THE DECAY OF CORRELATIONS IN THE RANDOM
FIELD ISING MODEL
SOURAV CHATTERJEE
Abstract. In a celebrated 1990 paper, Aizenman and Wehr proved
that the two-dimensional random field Ising model has a unique infinite
volume Gibbs state at any temperature. The proof is ergodic-theoretic in
nature and does not provide any quantitative information. This article
proves the first quantitative version of the Aizenman–Wehr theorem.
The proof introduces a new method for proving decay of correlations
that may be interesting in its own right. A fairly detailed sketch of the
main ideas behind the proof is also included.
1. Introduction
Let Λ be a finite subset of Zd. Let ∂Λ be the set of all x ∈ Zd \ Λ that
are adjacent to some y ∈ Λ. We will refer to ∂Λ as the outer boundary
(or simply the boundary) of Λ. Let Σ = {−1, 1}Λ and Γ = {−1, 1}∂Λ. An
element of Σ will be called a configuration and an element of Γ will be called
a boundary condition. Let Φ = RΛ. Elements of Φ will be called external
fields. For σ ∈ Σ, γ ∈ Γ and φ ∈ Φ, define the energy of σ as
Hγ,φ(σ) := −1
2
∑
x,y∈Λ,
x∼y
σxσy −
∑
x∈Λ, y∈∂Λ,
x∼y
σxγy −
∑
x∈Λ
φxσx,
where x ∼ y means that x and y are neighbors. Take any β ∈ [0,∞].
The Ising model on Λ with boundary condition γ, inverse temperature β,
and external field φ, is the probability measure on Σ with probability mass
function proportional to e−βHγ,φ(σ). When β =∞, this is simply the uniform
probability measure on the configurations that minimize the energy (the
ground states).
Let us now suppose that (φx)x∈Λ are i.i.d. random variables instead of
fixed constants. Then the probability measure defined above becomes a
random probability measure. This is known as the random field Ising model
(sometimes abbreviated as RFIM). We will refer to the law of φx as the
random field distribution.
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The random field Ising model was introduced by Imry and Ma [12] as a
simple example of a disordered system. Imry and Ma predicted that the
model does not have an ordered phase in dimensions one and two, but does
exhibit a phase transition in dimensions three and higher. Under some
conditions on the random field distribution, Bricmont and Kupiainen [4, 5]
settled the Imry–Ma conjecture in d ≥ 3, and Aizenman and Wehr [1, 2]
settled it in d ≤ 2. For a readable account of these proofs and an up-to-date
survey of the literature, see Bovier [3, Chapter 7].
An important consequence of the Aizenman–Wehr theorem is that the
2D RFIM exhibits decay of correlations at any temperature. One way to
state this precisely is the following. Let all notation be as in the beginning
of this section, and take any x ∈ Λ. Choose any random field distribution,
and consider the RFIM on Λ at some inverse temperature β ∈ [0,∞] and
some boundary condition γ ∈ Γ. Let 〈σx〉γ denote the quenched expected
value of σx in this model. Decay of correlations means that
sup
γ,γ′∈Γ
|〈σx〉γ − 〈σx〉γ′ | → 0
in probability as Λ ↑ Z2, with x and β remaining fixed. In other words,
the effect of the boundary condition on the law of the spin at some interior
point becomes negligible as the distance of the point from the boundary
becomes large. Under mild conditions on the random field distribution, this
result follows from the Aizenman–Wehr theorem, and is in fact equivalent to
it. The proof of the Aizenman–Wehr theorem, however, uses ergodic theory
in a crucial way and provides no quantitative information. The question of
establishing a rate for the decay of correlations in the 2D RFIM has remained
open, except at sufficiently small β where standard techniques can be used
to prove exponential decay. The following theorem gives the first rate of
decay at arbitrary β.
Theorem 1.1. Consider the random field Ising model on a set Λ ⊆ Z2 at
inverse temperature β ∈ [0,∞], as defined in the beginning of this section.
Let the random field distribution be Gaussian with mean zero and variance v.
Take any x ∈ Λ such that n ≥ 3, where n is the ℓ∞ distance of x from ∂Λ.
Then
E
(
sup
γ,γ′∈Γ
|〈σx〉γ − 〈σx〉γ′ |
)
≤ C(1 + v
−1/2)√
log log n
,
where C is a universal constant. In particular, the bound has no dependence
on β and holds even if β =∞.
The above theorem gives quantitative information on how the quenched
law of the spin at a single site depends on the boundary condition. There
remains, of course, the possibility that the rate can be improved. There is
a folklore conjecture that the true rate of decay is exponentially fast in n
at any β. There is also a competing belief that the rate may be polynomial
in n at large β. Proving either of these conjectures would be a substantial
DECAY OF CORRELATIONS IN RFIM 3
improvement of Theorem 1.1. Using the approach of this paper, however, I
do not see any way of getting a better rate than the one given in Theorem 1.1.
Any improvement will need a new idea.
Another way to improve Theorem 1.1 is by extending it to non-Gaussian
random field distributions. Again, the proof in this paper uses the Gaus-
sianity quite heavily, to the extent that I do not see any obvious way to
adapt it to a non-Gaussian setting.
2. Sketch of the proof
Since the proof of Theorem 1.1 does not follow any of the standard tech-
niques for proving correlation decay, and is also quite different than the
approach of Aizenman and Wehr [2], it may be worthwhile to explain the
main ideas here, before embarking on the details. The ideas may be ap-
plicable to other disordered systems. Unfortunately, I have found it hard
to encapsulate the scheme in a few paragraphs, so the sketch itself is a few
pages long.
Throughout, C will denote any universal constant. For simplicity, we will
assume that Λ is an n×n square, x is the center of the square, and v = 1. By
the well-known FKG property of the RFIM, 〈σx〉γ is a monotone increasing
function of the boundary condition γ. Therefore, it suffices to show that
E(〈σx〉+ − 〈σx〉−) ≤ C√
log log n
,
where + and − denote the boundary conditions in which all boundary spins
are +1 and −1, respectively. It turns out that by a simple translation
invariance argument, it suffices to show that
E(M+ −M−) ≤ Cn
2
√
log log n
, (2.1)
where
M+ :=
∑
x∈Λ
〈σx〉+ and M− :=
∑
x∈Λ
〈σx〉−.
Let m≪ n be a number, to be chosen later. Partition Λ into a collection B
of m×m sub-squares. For each B ∈ B, let
M+(B) :=
∑
x∈B
〈σx〉+, and M−(B) :=
∑
x∈B
〈σx〉−.
We will show that for most B ∈ B,
E(M+(B))− E(M−(B)) ≤ Cm
2
√
log log n
. (2.2)
Summing over B (assuming that the set of exceptional B is small enough),
this proves (2.1).
Let Fγ be the free energy (= logarithm of the partition function) of the
model under boundary condition γ. Fix an m ×m square B. Modify the
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model by replacing φx with φx + h for all x ∈ B, but keeping all other φx
the same. Let Fγ(h) be the new free energy. This quantity is useful because
M+(B) =
1
β
F ′+(0) and M−(B) =
1
β
F ′−(0). (2.3)
So, to prove (2.2), we need to show that
E(F ′+(0)) − E(F ′−(0)) ≤
Cβm2√
log log n
.
We will show this by approximating F ′±(0) with (F±(h)−F±(0))/h for some
suitable small h.
Take any boundary condition γ and any h, and consider the modified
model defined above. Slightly tweak this model by decoupling the links
between B and Λ \B. Let Gγ(h) be the free energy of the new model. Due
to the decoupling, Gγ(h) decomposes as a sum of contributions from inside
and outside B. The contribution from outside B does not depend on h, and
the contribution from inside B does not depend on γ. Thus, there is some
α(h) depending only on h and not on γ, such that
Gγ(h)−Gγ(0) = α(h).
We will show that for any h and γ,
|Fγ(h)−Gγ(h)| ≤ 4βm.
(Briefly, this holds because d = 2 and |∂B| ≤ 4m.) Combining, we get that
for any γ,
|(Fγ(h)− Fγ(0))− α(h)| ≤ Cm.
Consequently, ∣∣∣∣F+(h)− F+(0)h − F−(h)− F−(0)h
∣∣∣∣ ≤ Cβmh . (2.4)
It only remains to get a bound for∣∣∣∣E(F ′±(0))− E
(
F±(h)− F±(0)
h
)∣∣∣∣ (2.5)
in terms of m and h, and then show that m and h can be chosen so that the
quantities in both of the above displays are bounded by Cβm2/
√
log log n.
By (2.3), this will complete the proof of (2.2). We will now sketch this
step for the plus boundary condition, the argument being similar for minus
boundary.
We will start by rigorously justifying the Taylor expansion
E
(
F+(h)− F+(0)
h
)
− E(F ′+(0)) =
∞∑
k=2
hk−1
k!
E(F
(k)
+ (0)).
Suppose that this has been justified. It is not hard to see that
F
(k)
+ (0) =
∑
x1,...,xk∈B
∂kF+
∂φx1 · · · ∂φxk
,
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where the F+ on the right denotes the free energy of the original model
under plus boundary. Thus,
∞∑
k=2
hk−1
k!
E(F
(k)
+ (0)) =
∞∑
k=2
∑
x1,...,xk∈B
hk−1
k!
E
(
∂kF+
∂φx1 · · · ∂φxk
)
. (2.6)
We will now sketch how to bound this remainder term. Since F+ is a function
of standard Gaussian random variables, we can write its L2 norm using the
Fourier expansion of F+ in the multivariate Hermite polynomial basis of
Gaussian L2 space. It turns out that the quantities
1√
k!
E
(
∂kF+
∂φx1 · · · ∂φxk
)
,
as x1, . . . , xk range over Λ, are its Fourier coefficients. In particular,
Var(F+) =
∞∑
k=1
∑
x1,...,xk∈Λ
1
k!
(
E
(
∂kF+
∂φx1 · · · ∂φxk
))2
.
Using the Gaussian Poincare´ inequality, we will show that
Var(F+) ≤ Cβ2n2.
Combining the above two displays gives
∞∑
k=1
∑
x1,...,xk∈Λ
1
k!
(
E
(
∂kF+
∂φx1 · · · ∂φxk
))2
≤ Cβ2n2.
From this and Markov’s inequality, it follows that if K is large, then for
most B ∈ B,
∞∑
k=1
∑
x1,...,xk∈B
1
k!
(
E
(
∂kF+
∂φx1 · · · ∂φxk
))2
≤ K2β2m2.
Suppose that our chosen B is one such square. Then it is natural to
think about bounding the right side of (2.6) using the above bound and
the Cauchy–Schwarz inequality. A straightforward application of Cauchy–
Schwarz gives∣∣∣∣
∞∑
k=2
∑
x1,...,xk∈B
hk−1
k!
E
(
∂kF+
∂φx1 · · · ∂φxk
)∣∣∣∣
≤
( ∞∑
k=2
h2k−2m2k
k!
)1/2( ∞∑
k=2
∑
x1,...,xk∈B
1
k!
(
E
(
∂kF+
∂φx1 · · · ∂φxk
))2)1/2
≤ Kβm2ehm. (2.7)
Using this as an upper bound in (2.5) and combining with (2.4) and (2.3),
we get
E(M+(B))− E(M−(B)) ≤ Cm
h
+Km2ehm.
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We would like to choose a small h and a large K so that this bound is better
than the trivial bound Cm2. Unfortunately, there is no way to choose such
h and K. The best we can do with the above bound is, in fact, Cm2.
Note that until now, we have used no special property of m. Indeed, m
could as well have been equal to n. To complete the proof, we will show
that m can be chosen in a clever way that allows a suitable improvement of
our Cauchy–Schwarz step. The rest of this section sketches this step.
For any x1, . . . , xk ∈ R2, let
d(x1, . . . , xk) := max
1≤i,j≤k
|xi − xj|∞,
where |x|∞ denotes the ℓ∞ norm of x. For each j, let
sj :=
∞∑
k=1
∑
x1,...,xk∈Λ,
(logn)j−1≤d(x1,...,xk)<(log n)
j
1
k!
(
E
(
∂kF+
∂φx1 · · · ∂φxk
))2
.
Then
∞∑
j=1
sj ≤ Var(F+) ≤ Cβ2n2.
Thus, for any j, there exists i ≤ j such that
si ≤ Cβ
2n2
j
.
In particular, there exists
i ≤ log n
2 log log n
such that
si ≤ Cβ
2n2 log log n
log n
.
As before, this can be used to show that if K is large, then for most B ∈ B,
∞∑
k=2
∑
x1,...,xk∈B,
(logn)i−1<d(x1,...,xk)≤(log n)
i
1
k!
(
E
(
∂kF+
∂φx1 · · · ∂φxk
))2
≤ Kβ
2m2 log log n
log n
. (2.8)
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Let m be the integer part of (log n)i, so that m ≤ √n. Then
∞∑
k=2
hk−1
k!
E(F
(k)
+ (0)) =
∞∑
k=2
∑
x1,...,xk∈B
hk−1
k!
E
(
∂kF+
∂φx1 · · · ∂φxk
)
=
∞∑
k=2
∑
x1,...,xk∈B,
d(x1,...,xk)≤(log n)
i−1
hk−1
k!
E
(
∂kF+
∂φx1 · · · ∂φxk
)
+
∞∑
k=2
∑
x1,...,xk∈B,
(logn)i−1<d(x1,...,xk)≤(log n)
i
hk−1
k!
E
(
∂kF+
∂φx1 · · · ∂φxk
)
.
Separately apply Cauchy–Schwarz to the two parts, and then apply (2.8) to
the second part. This gives∣∣∣∣
∞∑
k=2
hk−1
k!
E(F
(k)
+ (0))
∣∣∣∣ ≤ Cβm2
(
hm
log n
+Keh
2m2
√
log log n
log n
)
.
This is an improvement of (2.7), since it allows choices of h and K such
that the right side is o(m2). The proof of (2.2) is now easily completed by
choosing h =
√
log log n/2m and K to be a small power of log n.
3. Proof details
This section contains the detailed proof of Theorem 1.1. A key ingredient
in the proof of Theorem 1.1 is the following formula for the variance of a
function of independent standard Gaussian random variables.
Theorem 3.1 ([6]). Let g = (g1, . . . , gn) be a vector of i.i.d. standard Gauss-
ian random variables, and let f be a C∞ function of g with bounded deriva-
tives of all orders. Then
Var(f) =
∞∑
k=1
1
k!
∑
1≤i1,...,ik≤n
(
E
(
∂kf
∂gi1 · · · ∂gik
))2
. (3.1)
The convergence of the infinite series is part of the conclusion.
Although the above version of this identity first appeared in [6], slightly
different but equivalent versions were already present in the earlier pa-
pers [10, 11]. The identity has been used recently in [7–9]. The proof is
quite simple, and goes as follows. Let γn denote the standard Gaussian
measure on Rn. It is a well-known fact that the n-variable Hermite poly-
nomials form an orthonormal basis of L2(γn). Using integration by parts,
it is not difficult to prove that the Fourier coefficients of f with respect to
this orthonormal basis can be expressed as the expectations of mixed partial
derivatives of f occurring on the right side of (3.1). The identity (3.1) is
simply the Parseval identity for this Fourier expansion.
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A second ingredient in the proof of Theorem 1.1 is the Gaussian Poincare´
inequality, stated below.
Theorem 3.2 (Gaussian Poincare´ inequality). Let f and g be as in Theo-
rem 3.1. Then
Var(f) ≤ E
( n∑
i=1
(
∂f
∂gi
)2)
. (3.2)
A simple proof of the Gaussian Poincare´ inequality can be given using
Theorem 3.1, by applying (3.1) to each ∂f/∂gi and then adding up the
results to get an expansion for the right side of (3.2). Comparing this
expansion with the expansion for Var(f) easily shows that one dominates
the other. For more on the Gaussian Poincare´ inequality and the related
literature, see [8, Chapter 2].
In the remainder of this section, the term ‘plus boundary condition’ will
mean, as usual, the boundary condition γ where each γx = 1. The quenched
expectation of the spin at site x under plus boundary condition will be de-
noted by 〈σx〉+. If the domain Λ needs to be emphasized, we will write
〈σx〉Λ,+. Minus boundary condition and related notations are defined simi-
larly. An important consequence of the FKG property is that for any bound-
ary condition γ,
〈σx〉+ ≥ 〈σx〉γ ≥ 〈σx〉−. (3.3)
From (3.3) and the Markovian nature of the RFIM, it follows that for any
x ∈ Λ′ ⊆ Λ,
〈σx〉Λ′,+ ≥ 〈σx〉Λ,+ and 〈σx〉Λ′,− ≤ 〈σx〉Λ,−. (3.4)
Throughout, we will assume that the random field distribution is Gaussian
with mean zero and variance v. Instead of φx, the external field at a vertex
x will be denoted by
√
vφx, where (φx)x∈Z2 are i.i.d. standard Gaussian
random variables. Lastly, C will denote any universal constant, whose value
may change from line to line.
The main step in the proof of Theorem 1.1 is the following lemma.
Lemma 3.3. Let Λ be an n×n square, for some n ≥ 3. Consider the RFIM
on Λ at inverse temperature β ∈ (0,∞). Then there exists x ∈ Λ such that
E(〈σx〉+ − 〈σx〉−) ≤ C(1 + v
−1/2)√
log log n
.
The proof of Lemma 3.3 is somewhat long and complicated, and is there-
fore divided into several steps. Throughout, fix β ∈ (0,∞) and an n × n
square Λ. Let F+ be the free energy (= the logarithm of the partition
function) of the RFIM on Λ with plus boundary condition, at inverse tem-
perature β. For any k and any x1, . . . , xk ∈ Λ, let
ρ+(x1, . . . , xk) := E
(
∂kF+
∂φx1 · · · ∂φxk
)
.
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Let ρ−(x1, . . . , xk) be defined analogously, for the RFIM on Λ with minus
boundary condition. The following lemma is the first step in the proof of
Lemma 3.3.
Lemma 3.4. Let ρ+ be defined as above. Then
∞∑
k=1
1
k!
∑
x1,...,xk∈Λ
ρ+(x1, . . . , xk)
2 ≤ β2vn2,
and the same inequality holds for ρ− as well.
Proof. By Theorem 3.1,
Var(F+) =
∞∑
k=1
1
k!
∑
x1,...,xk∈Λ
ρ+(x1, . . . , xk)
2.
On the other hand,
∂F+
∂φx
= β
√
v〈σx〉+.
By Theorem 3.2, this shows that
Var(F+) ≤ β2vn2.
Combining the above observations, we get the desired inequality. Retracing
the above steps, it is clear that the inequality holds for ρ− as well. 
Let B be a sub-square of Λ. Take any h ∈ R. Consider the RFIM on
Λ with plus boundary condition, and slightly tweak this model to obtain a
new model by replacing φx with φx+ h for each x ∈ B, keeping all other φx
the same. Let F+(h) be the free energy of this new model, so that F+(0) is
the free energy of the original model. As a function of h, it is easy to check
that F+(h) is infinitely differentiable. Let F
(k)
+ denote the k
th derivative of
F+. The following Taylor series expansion for the expected value of F+(0)
is the second step in the proof of Lemma 3.3. The convergence of the series
in this lemma is a nontrivial claim, because a direct computation of the kth
derivative yields an expression with a super-exponentially growing number
of terms.
Lemma 3.5. Let F+(h) be defined as above. Then for any h ≥ 0,
E(F+(h)) = E(F+(0)) +
∞∑
k=1
hk
k!
E(F
(k)
+ (0)).
Proof. In the following, m will denote the width of B. For x1, . . . , xk ∈ Λ,
let
ρ+,h(x1, . . . , xk) := E
(
∂kF+(h)
∂φx1 · · · ∂φxk
)
.
Proceeding exactly as in the proof of Lemma 3.4, we get that for any h,
∞∑
k=1
1
k!
∑
x1,...,xk∈Λ
ρ+,h(x1, . . . , xk)
2 ≤ β2vn2. (3.5)
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But note that
F
(k)
+ (h) =
∑
x1,...,xk∈B
∂kF+(h)
∂φx1 · · · ∂φxk
. (3.6)
Therefore by the Cauchy–Schwarz inequality and (3.5), for any nonnegative
h and u,
∞∑
k=1
hk−1|E(F (k)+ (u))|
(k − 1)! ≤
∞∑
k=1
∑
x1,...,xk∈B
khk−1
k!
|ρ+,u(x1, . . . , xk)|
≤
( ∞∑
k=1
k2h2k−2m2k
k!
)1/2( ∞∑
k=1
∑
x1,...,xk∈B
1
k!
ρ+,u(x1, . . . , xk)
2
)1/2
≤ β√vnC(m,h),
where C(m,h) is a finite real number that depends only on m and h. Note
that the bound has no dependence on u. Thus, for any h ≥ 0,
∞∑
k=1
∫ h
0
(h− u)k−1
(k − 1)! |E(F
(k)
+ (u))|du ≤
∫ h
0
∞∑
k=1
hk−1
(k − 1)! |E(F
(k)
+ (u))|du
≤ β√vnC(m,h)h <∞.
This shows, in particular, that
lim
k→∞
∫ h
0
(h− u)k−1
(k − 1)! E(F
(k)
+ (u))du = 0. (3.7)
But Taylor expansion gives
F+(h) = F+(0) +
k−1∑
j=1
hj
j!
F
(j)
+ (0) +
∫ h
0
(h− u)k−1
(k − 1)! F
(k)
+ (u)du.
By (3.7), the expectation of the remainder term goes to zero as k → ∞.
This gives the desired result. 
The sub-squareB in Lemma 3.5 is arbitrary. We will now choose a specific
sub-square B. Let ǫ := 1/ log n and let mi := ǫ
−i for i ≥ 1. Let m0 = 0.
For any k and any x1, . . . , xk ∈ Λ, let
d(x1, . . . , xk) := max
1≤p<q≤k
|xp − xq|∞,
where |x|∞ denotes the ℓ∞ norm of a vector x ∈ R2. For each i ≥ 1, let
si :=
∞∑
k=1
1
k!
∑
x1,...,xk∈Λ,
mi−1≤d(x1,...,xk)<mi
(ρ+(x1, . . . , xk)
2 + ρ−(x1, . . . , xk)
2).
Then by Lemma 3.4,
∞∑
i=1
si ≤ 2β2vn2. (3.8)
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Let L be the smallest integer for which mL ≥
√
n. By the above inequality,
there exists i such that 1 ≤ i ≤ L and
si ≤ 2β
2vn2
L
≤ 4β2vn2 log log n
log n
. (3.9)
Fix such an i. Let m be the largest integer that is strictly less than mi.
Since mi ≥ m1 = log n > 1, it follows that m ≥ 1. Let Λ0 be a sub-square
of Λ with side-length [n/m]m. Note that
|Λ \ Λ0| ≤ 2nm ≤ 2nmL ≤ 2n3/2 log n. (3.10)
Partition Λ0 into a collection B of m ×m sub-squares in the natural way.
For each B ∈ B, let
s0(B) :=
∞∑
k=1
1
k!
∑
x1,...,xk∈B,
d(x1,...,xk)<mi−1
(ρ+(x1, . . . , xk)
2 + ρ−(x1, . . . , xk)
2),
and let
s1(B) :=
∞∑
k=1
1
k!
∑
x1,...,xk∈B,
mi−1≤d(x1,...,xk)<mi
(ρ+(x1, . . . , xk)
2 + ρ−(x1, . . . , xk)
2).
Notice that
|B| =
[
n
m
]2
≥ n
2
4m2
.
Thus, by (3.9),
s¯1 :=
1
|B|
∑
B∈B
s1(B) ≤ si|B| ≤ 16β
2vm2
log log n
log n
, (3.11)
and by (3.8),
s¯0 :=
1
|B|
∑
B∈B
s0(B) ≤ 1|B|
∞∑
j=1
sj ≤ 8β2vm2. (3.12)
Let us now define
K := (log n)1/12.
The value of K will remain fixed throughout the rest of the proof. Let B0
be the set of all B ∈ B such that s1(B) ≤ K2s¯1 and s0(B) ≤ K2s¯0. Then
by Markov’s inequality,
|B \ B0| ≤ 2|B|
K2
. (3.13)
The third step in the proof of Lemma 3.3 is the following estimate forB ∈ B0.
Lemma 3.6. Let B0, m and K be as above. Fixing a choice of B ∈ B0,
define F+(h) as in the paragraph preceding the statement of Lemma 3.5. Let
h :=
√
log log n
2m
.
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Then ∣∣∣∣E(F ′+(0))− E(F+(h))− E(F+(0))h
∣∣∣∣ ≤ CKβ√vm2
√
log log n
(log n)1/4
,
and the same bound holds for F−.
Proof. By Lemma 3.5,∣∣∣∣E(F ′+(0)) − E(F+(h)) − E(F+(0))h
∣∣∣∣ ≤
∞∑
k=2
hk−1
k!
|E(F (k)+ (0))|.
By (3.6) and the fact that m < mi,
∞∑
k=2
hk−1
k!
|E(F (k)+ (0))| ≤
∞∑
k=2
∑
x1,...,xk∈B
hk−1
k!
|ρ+(x1, . . . , xk)|
=
∞∑
k=2
∑
x1,...,xk∈B,
d(x1,...,xk)<mi−1
hk−1
k!
|ρ+(x1, . . . , xk)|
+
∞∑
k=2
∑
x1,...,xk∈B,
mi−1≤d(x1,...,xk)<mi
hk−1
k!
|ρ+(x1, . . . , xk)|. (3.14)
The number of ways of choosing x1, . . . , xk ∈ B is m2k. Therefore by the
Cauchy–Schwarz inequality, the fact that B ∈ B0, and the bound (3.11), we
get
∞∑
k=2
∑
x1,...,xk∈B,
mi−1≤d(x1,...,xk)<mi
hk−1
k!
|ρ+(x1, . . . , xk)|
≤
( ∞∑
k=2
h2k−2m2k
k!
)1/2√
s1(B) ≤ 4Kβ
√
vm2eh
2m2
√
log log n
log n
= 4Kβ
√
vm2
√
log log n
(log n)1/4
.
If i = 1, then there is no x1, . . . , xk ∈ B such that d(x1, . . . , xk) < mi−1.
Therefore, in this case, the first sum on the right side in (3.14) is zero. Sup-
pose that i > 1. Then the number of ways of choosing x1, . . . , xk ∈ B such
that d(x1, . . . , xk) < mi−1 is bounded above bym
2(2mi−1−1)2(k−1), since x1
can be chosen in m2 ways, and given x1, the constraint d(x1, . . . , xk) < mi−1
implies that x2, . . . , xk have to be within a square of side-length 2mi−1 − 1
centered at x1. Since ǫ = 1/ log n < 1/2,
2mi−1 − 1 ≤ 2ǫmi − 1 ≤ 2ǫ(m+ 1)− 1 ≤ 2ǫm.
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Thus, by the Cauchy–Schwarz inequality, the fact that B ∈ B0, and the
bound (3.12), we get
∞∑
k=2
∑
x1,...,xk∈B,
d(x1,...,xk)<mi−1
hk−1
k!
|ρ+(x1, . . . , xk)|
≤
( ∞∑
k=2
h2k−2(2ǫ)2(k−1)m2k
k!
)1/2√
s0(B)
≤ CKβ√vm2
( ∞∑
k=2
(2ǫhm)2(k−1)
k!
)1/2
≤ CKβ√vm2ǫhme2ǫ2h2m2 ≤ CKβ√vm2
√
log log n
log n
.
Combining the above steps, we get the claimed inequality. Retracing the
steps, we get the same bound for F−. 
We are now ready to prove Lemma 3.3.
Proof of Lemma 3.3. Let h and B be as in Lemma 3.6. Consider the RFIM
on Λ with plus boundary condition. Modify the model as in the paragraph
preceding Lemma 3.5, by adding h to φx for all x ∈ B. Then, further modify
the model by removing the links between B and Λ \ B. Let G+(h) be the
free energy of the resulting model after these two modifications. Then
G+(h) = G0(h) +R,
where G0(h) is the free energy of the RFIM on B with zero boundary condi-
tion and φx replaced by φx+h in the Hamiltonian, and R is the free energy
of the RFIM on Λ \ B which has plus boundary condition on the part of
∂(Λ \ B) that lies outside B, and zero boundary condition on the part of
∂(Λ \B) that belongs to B. Note that R does not depend on h. Thus,
G+(h) −G+(0) = G0(h) −G0(0).
On the other hand, by the straightforward inequality∣∣∣∣log∑
σ
e−βH1(σ) − log
∑
σ
e−βH2(σ)
∣∣∣∣ ≤ βmaxσ |H1(σ) −H2(σ)|
that holds for any two Hamiltonians H1 and H2, and the fact that we are
deleting at most 4m links, it follows that |F+(h)−G+(h)| ≤ 4βm for any h.
Thus,
|(F+(h)− F+(0)) − (G0(h) −G0(0))|
= |(F+(h)− F+(0))− (G+(h)−G+(0))| ≤ 8βm.
Lastly, observe that
F ′+(0) = β
√
v
∑
x∈B
〈σx〉+,
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where 〈σx〉+ is the quenched expectation of σx in our original RFIM on Λ
with plus boundary condition. Combining the above steps and applying
Lemma 3.6, we get∣∣∣∣E
(∑
x∈B
〈σx〉+
)
− E(G0(h)−G0(0))
β
√
vh
∣∣∣∣
≤ Cm
2
√
v log log n
+ CKm2
√
log log n
(log n)1/4
≤ C(1 + v
−1/2)m2√
log log n
.
Let Λ1 be the union of all B ∈ B0. Let
θ :=
|B0|E(G0(h)−G0(0))
β
√
vh
.
Then the above inequality implies that∣∣∣∣E
(∑
x∈Λ1
〈σx〉+
)
− θ
∣∣∣∣ ≤ C(1 + v−1/2)n2√log log n .
By (3.10) and (3.13),
|Λ \ Λ1| ≤ 2n
2
K2
+ 2n3/2 log n ≤ Cn
2
(log n)1/6
.
Thus, ∣∣∣∣E
(∑
x∈Λ
〈σx〉+
)
− θ
∣∣∣∣ ≤ C(1 + v−1/2)n2√log log n + Cn
2
(log n)1/6
≤ C(1 + v
−1/2)n2√
log log n
.
Proceeding exactly as above but with minus boundary condition, we get the
same inequality for 〈σx〉−, with the same θ. Thus,∣∣∣∣E
(∑
x∈Λ
(〈σx〉+ − 〈σx〉−)
)∣∣∣∣ ≤ C(1 + v−1/2)n2√log log n .
This completes the proof. 
Finally, we are ready to prove Theorem 1.1. We will now revert back
to the setting of Theorem 1.1, where Λ is an arbitrary finite subset of Z2
instead of a square.
Proof of Theorem 1.1. It suffices to prove the theorem assuming that β ∈
(0,∞), because the case β = 0 is trivial, and the inequality for β = ∞ can
be deduced by taking a limit after we have proved the theorem for finite β,
since the upper bound does not depend on β and Λ is a finite set (which
implies that 〈σx〉+ is a continuous function of β as β varies in [0,∞]).
Let Λ′ be an (n − 1) × (n − 1) square containing x. Then Λ′ ⊆ Λ. Let
〈σx〉Λ,+ be the quenched expectation of σx under plus boundary condition
on Λ. Similarly, 〈σx〉Λ′,+ be the quenched expectation of σx in the RFIM
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on Λ′ with plus boundary condition. The point x can be made to take any
position within the square Λ′ by choosing Λ′ suitably. Thus, Lemma 3.3
implies that there exists some Λ′ as above, for which
E(〈σx〉Λ′,+ − 〈σx〉Λ′,−) ≤ C(1 + v
−1/2)√
log log n
,
where C is some universal constant. By (3.4),
〈σx〉Λ′,+ − 〈σx〉Λ′,− ≥ 〈σx〉Λ,+ − 〈σx〉Λ,− ≥ 0,
and by (3.3), for any γ, γ′ ∈ Γ,
|〈σx〉Λ,γ − 〈σx〉Λ,γ′ | ≤ 〈σx〉Λ,+ − 〈σx〉Λ,−.
This completes the proof. 
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