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Abstract
The optimal perturbation, M , to a matrix, M, such that M − M has a given eigen-
value λ0 is given by the Eckart–Young theorem. This perturbation is optimal in the sense that
‖M‖2 is minimal. In this article, we present a generalization, finding ‖M‖2 optimal per-
turbations of M such that M − M has two of given eigenvalues. This result also generalizes
recent work by Malyshev.
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1. Introduction
The optimal perturbation, M , to a matrix, M , such that M − M has a given
eigenvalue λ0 is given by the Eckart–Young theorem [4] (also attributed to Schmidt
and Mirsky [15]). This perturbation is optimal both in the sense that ‖M‖Fro and
‖M‖2 are minimal. The optimal perturbation is at most rank 1 so the two norms are
equal. Generalizations of this result must generically involve perturbations of higher
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rank. Thus, we have alternate optimality criteria for matrix perturbations: Frobenious
norm minimality or 2-norm minimality.
Previous work on generalizing this relation between matrix perturbations and
eigenvalue perturbations has been done in the Frobenious norm [3,8,5,9]. The Frobe-
nious norm affords us the opportunity to employ well-known theorems from differ-
ential geometry applied to the constraint surface (to construct gradients or normal
equations). In contrast, the 2-norm does not have an associated Riemannian metric,
which could provide the basis for such an approach.
There has been one significant study of which solves a 2-norm minimal eigen-
value perturbation problem. In [11,12], there is a result which gives the distance from
a real matrix M to the nearest M − M with a multiple λ0 ∈ R eigenvalue. The
proof of that result is interesting from a stylistic perspective in that it does not entail
any sort of local geometric analysis on the constraint surface. Instead, a fairly routine
inequality is employed, followed by the construction of a M which saturates it,
thereby proving the tightness of the inequality. A similarly styled result in control
theory can be found in [14].
This paper generalizes the [11,12] result by giving a formula for the minimal
‖M‖2 for a given matrix, M , and a matrix, M − M , with two given eigenvalues
(also generalizing the previous result to C). In the next section, we present lower
bounds on the minimal perturbation such that M − M has two given eigenvalues.
We follow that by giving procedures to recover M from the maximum lower bound,
and, in doing so, we isolate a few conditions sufficient for the success of each proce-
dure. We follow this by a section where we show that at least one set of conditions is
satisfied on a dense subset of Cn×n.
There is a good deal more that can be said about this approach. One obvious question
to ask is “can we fix 3 eigenvalues or more?”. The short answer to that is sometimes, but
a full treatment of this awaits later publication. It is the case that some steps which work
for 2 will not always work for 3, and this will be discussed in the last section.
Some theorems on singular value perturbation, which are not available in the
literature (to the best of the author’s knowledge), but are essential to the proofs of the
main theorem, are given in the appendix. They may be of some interest to researchers
working on related problems.
2. Notation
We will begin with a short digression on notation.
R,C are the real and complex numbers, respectively. Rn×m,Cn×m are the real
and complex n by m matrices. For x ∈ R, sgn{x} ∈ {−1, 0, 1} is the sign of x. For
z ∈ C, z¯ is the complex conjugate of z, and for M ∈ Cn×n, M is the elementwise
complex conjugate. Additionally, we denote by MH the Hermitian transpose of M ,
with Herm{M} = 12 (M + MH) and Anti{M} = 12 (M − MH).
In this article, we often consider a matrix and some modification of it: a sub-
matrix, a low rank update, or a basis change. We will use the tilde, M˜ , to indicate the
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related matrix. Quantities related to a matrix, e.g. singular vectors, singular values,
or eigenvalues, will be denoted by their conventional letters, u, v, σ or λ, but when
multiple matrices are being considered, and it is necessary to disambiguate, such
quantities are denoted either functionally, e.g. λ(M), or by inheriting the tilde, e.g.
u˜ = u(M˜) versus u = u(M).
Unless explicitly stated otherwise, singular value decompositions, UV H = A,
will sort singular values in descending order (σ1  · · ·  σn).
Given a matrix A, ‖A‖Fro = ∑ij |Aij |2 is the Frobenious norm, and ‖A‖2 =
σ1(A) is the 2-norm, or spectral norm.
3. The lower bounds
In this section, we introduce three bounds, which are lower bounds of ‖M‖2.
Lemma 3.1. Let M ∈ Cn×n. If M has eigenvalues λ1, λ2, or a multiple eigenvalue,
λ = λ1 = λ2, then
σ2n−1
(
M − λ1I 0
−γ I M − λ2I
)
= 0
for all γ ∈ C.
Proof. If M has two linearly independent eigenvectors, e1, e2, for λ1, λ2 respec-
tively, let n1 =
(
e1
γ
λ1−λ2 e1
)
and n2 =
( 0
e2
)
where e1 and e2 are the (right) eigen-
vectors of M associated with λ1, λ2 (resp.). Otherwise, λ = λ1 = λ2 and M is
defective at λ, let n1 =
(
e1
γ e2
)
and n2 =
( 0
e1
)
, where e1 is the (right) eigenvector
for λ, and e2 is a generalized eigenvector satisfying Me2 = λe2 + e1. It is clear that
n1, n2 constructed as above are linearly independent null vectors of the matrix(
M − λ1I 0
−γ I M − λ2I
)
. 
Theorem 3.2. Given M ∈ Cn×n let M be a perturbation such that M − M has
two eigenvalues λ1, λ2 (or a multiple eigenvalue, λ = λ1 = λ2).
b1 = σn(M − λ1I )  ‖M‖2, (1)
b2 = σn(M − λ2I )  ‖M‖2, (2)
b12(γ ) = σ2n−1
(
M − λ1I 0
−γ I M − λ2I
)
 ‖M‖2, ∀γ ∈ R, γ  0. (3)
Proof. Bounds (1) and (2) are restatements of the Eckart–Young theorem. Bound (3)
is the only one which requires proof.
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By Lemma 3.1,
σ2n−1
(
M − M − λ1I 0
−γ I M − M − λ2I
)
= 0.
By Corollary A.3, |σi(A) − σi(A − B)|  ‖B‖2, thus
σ2n−1
(
M − λ1I 0
−γ I M − λ2I
)

∥∥∥∥(M 00 M
)∥∥∥∥
2
. 
The bound b12(γ ) is something like a sep bound [6],
sep
(
M,
(
λ1 γ
0 λ2
))
= σ2n
(
I2 ⊗ M −
(
λ1 γ
0 λ2
)t
⊗ In
)
,
where we take the second smallest singular value instead of the smallest. It also
generalizes the analogous bound in [11].
Lemma 3.3. Let M ∈ Cn×n, then for 1  i  n,
σi
(
M − λ1I 0
−eiθ γ I M − λ2I
)
= σi
(
M − λ1I 0
−γ I M − λ2I
)
(4)
and
σi
(
M − λ2I 0
−γ I M − λ1I
)
= σi
(
M − λ1I 0
−γ I M − λ2I
)
. (5)
Proof. We observe that the corresponding matrices for Eqs. (4) and (5) are unitarily
similar.(
M − λ1I 0
−eiθ γ I M − λ2
)
= UH
(
M − λ1I 0
−γ I M − λ2I
)
U,
where U =
(
I 0
0 e−iθ I
)
, and thus (4).
For λ1 /= λ2, γ ∈ C,(
M − λ2I 0
−γ I M − λ1I
)
= UH
(
M − λ1I 0
γ¯ M − λ2I
)
U,
where U = 1√|λ1−λ2|2+|γ |2
( −γ I (λ1 − λ2)I
(λ¯1 − λ¯2)I γ¯ I
)
, from which, by (4), we
conclude (5). 
Thus, we gain no stronger bound in Theorem 3.2 by extending b12(γ ) to all γ ∈ C
or by taking the λi in a different order.
Lemma 3.4. If b12(γ ) /= 0 for some γ ∈ C, then b12(γ ) /= 0 for all γ /= 0.
Proof. We prove this by contradiction. Suppose b12(γ ) = 0 for some γ /= 0.
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For γ ′ /= 0,(
M − λ1I 0
−γ ′I M − λ2I
)
=
(
I 0
0 γ
′
γ
I
)(
M − λ1I 0
−γ I M − λ2I
)(
I 0
0 γ
′
γ
I
)−1
.
Since the dimension of the nullspace is invariant under similarity transformations,
b12(γ
′) = 0. By continuity, b12(0) = 0. 
Lemma 3.5
lim
γ→∞ b12(γ ) = 0.
Proof. First we assume that M − λ1I and M − λ2I are both invertible. Then
σ2n−1
(
M − λ1I 0
−γ I M − λ2I
)
= 1/σ2
((
M − λ1I 0
−γ I M − λ2I
)−1)
= 1/σ2
(
(M − λ1I )−1 0
γ (M − λ1I )−1(M − λ2I )−1 (M − λ2I )−1
)
.
By Corollary A.3,∣∣∣∣σ2 ( (M − λ1I )−1 0γ (M − λ1I )−1(M − λ2I )−1 (M − λ2I )−1
)
−σ2
(
0 0
γ (M − λ1I )−1(M − λ2I )−1 0
)∣∣∣∣

∥∥∥∥( (M − λ1I )−1 00 (M − λ2I )−1
)∥∥∥∥
2
,
thus
σ2
(
(M − λ1I )−1 0
γ (M − λ1I )−1(M − λ2I )−1 (M − λ2I )−1
)
 γ σ2((M − λ1I )−1(M − λ2I )−1)
− max{‖(M − λ1I )−1‖2, ‖(M − λ2I )−1‖2}.
Since σ2((M − λ1I )−1(M − λ2I )−1) /= 0 is follows that b12(γ ) = O
( 1
γ
)
.
If M − λ1I and M − λ2I are not invertible, then we get our result from continuity.
Specifically, given , let E be a perturbation of size 12 such that M + E − λ1I and
M + E − λ2I are invertible. The theorem applies, and there exists a γ0 such that
σ2n−1
(
M + E − λ1I 0
−γ I M + E − λ2I
)−1
 1
2

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for all γ > γ0, then
σ2n−1
(
M − λ1I 0
−γ I M − λ2I
)−1
 1
2
 + ‖E‖2 = 
for all γ > γ0. 
Corollary 3.6. b12(γ ) is maximized for some finite γ = γ∗.
We will henceforth write b12(γ∗) for the maximum value of bound (3) and take
γ∗ ∈ [0,∞) to be some maximizer.
We are now prepared to state the main result of this article.
Theorem 3.7. Let M ∈ Cn×n and M be a perturbation such that M − M has
two eigenvalues λ1, λ2 (or a multiple eigenvalue, λ = λ1 = λ2). Then the bound
max{b1, b2, b12(γ∗)}  ‖M‖2
is tight, i.e.
max{b1, b2, b12(γ∗)} = min
M
‖M‖2
We delay the proof of this theorem until Section 5.
4. Perturbation procedures
For each bound, we will associate a procedure, PX, to construct an appropri-
ate M such that ‖M‖2 = bX, provided certain sufficiency conditions hold. We
thereby reduce the proof of Theorem 3.7 to a proof that one sufficiency condition
must hold for a dense subset of Cn×n.
Note, this is not to say that M can only be constructed on this dense subset, since
continuity implies that some minimal M exists for every M . The use of continuity
just reduces the complexity of the procedures and their proofs.
Lemma 4.1 (Procedure P1). Let
UV H = M − λ1I
be a singular value decomposition with σn = b1 and un, vn the corresponding
singular vectors.
Let COND1a be the condition that uHn vn /= 0, and hereafter, assume COND1a.
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Let
U˜ ˜V˜ H = M˜ = M − λ2I + λ2 − λ1
uHn vn
vnu
H
n
be a singular value decomposition.
Let COND1b be the condition that either σ˜n < b1 or σ˜n = σ˜n−1 = b1, and here-
after, assume COND1b.
Let
M = ( un u˜n )
(
b1 0
0 σ˜n
)
( vn v˜n )
H .
Then ‖M‖2 = b1 and M − M has two eigenvalues λ1, λ2 (or a multiple
eigenvalue, λ = λ1 = λ2).
Proof
M˜vn = Mvn − λ2vn + (λ2 − λ1)vn
= (b1un − λ1vn) − λ2vn + (λ2 − λ1)vn
= b1un,
and similarly, M˜Hun = b1vn. Thus b1, un, vn are also a singular value and singular
vectors of M˜ . Let, u˜n, v˜n be singular vectors of singular value σ˜n satisfying uHn u˜n =
vHn v˜n = 0. Thus defined, ‖M‖2 = max{b1, σ˜n} = b1, and
Mvn = b1un (6)
Mv˜n = σ˜nu˜n (7)
Mvn = λ1vn + b1un (8)
Mv˜n = λ2v˜n + σ˜nun − λ2 − λ1
uHn vn
(uHn v˜n)vn (9)
where (8) and (9) are the singular value equations for b1 and σ˜n rewritten with terms
to the right. Combining (6) and (8) and (7) and (9) we have
(M − M)vn = λ1vn
(M − M)v˜n = λ2v˜n − λ2 − λ1
uHn vn
(uHn v˜n)vn
(M − M) ( vn v˜n ) = ( vn v˜n )
(
λ1 −λ2−λ1uHn vn (u
H
n v˜n)
0 λ2
)
. 
Lemma 4.2 (Procedure P2). Identical to P1 with 1’s and 2’s reversed.
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Definition 4.3. We call a matrix A ∈ Cn×n semi-indefinite if there exists x ∈ Cn,
non-zero, such that xHAx = 0.
Clearly, any indefinite matrix is semi-indefinite, as is any singular matrix.
Lemma 4.4 (Procedure P12). Let
UV H =
(
M − λ1I 0
−γ∗I M − λ2I
)
(10)
be a singular value decomposition.
Let COND12 be the condition that γ∗ /= 0 and b12(γ∗) /= 0, and hereafter, assume
COND12.
There exist a pair of singular vectors of σ2n−1, u2n−1, v2n−1, such that for Y,X ∈
Cn×2, the matrices with the elements of u2n−1, v2n−1 (respectively) in column major
order, XHX = YHY = S and S is non-singular.
Let,
M = b12(γ∗)YS−1XH.
Then ‖M‖2 = b12 and M − M has two eigenvalues λ1, λ2 (or a multiple
eigenvalue, λ = λ1 = λ2).
Proof. Let J = {j : 1  j  2n, σj = σ2n−1}, that is, J is the block of indices of
singular values equal to σ2n−1 = b12(γ∗). Let VJ ,UJ be the n × |J | submatrices of
V,U taking the J columns.
Let A =
(
M − λ1I 0
−γ∗I M − λ2I
)
and B =
(
0 0
I 0
)
. By Lemma 3.3, Eq. (4)
and Corollary A.3, σj (A) = σj (A + γ∗(1 − eit )B) = σj (A − t · iB) + O(t2). Thus,
by Lemma A.5, Herm
{
iUHJ BVJ
}
must vanish.
By the local extremality of b12(γ ) at γ∗ and Corollary A.6, Herm
{
UHJ BVJ
}
is
semi-indefinite. Thus, UHJ
(
0 0
I 0
)
VJ is a Hermitian, semi-indefinite matrix, hence
∃x ∈ C|J |, ‖x‖2 = 1, such that
xHUHJ
(
0 0
I 0
)
VJ x = 0.
Since a transformation (UJ , VJ ) → (UJQ, VJQ), with Q unitary, preserves the
SVD, we are free to take an SVD where u2n−1 = UJx, v2n−1 = VJ x, hence
uH2n−1
(
0 0
I 0
)
v2n−1 = 0. (11)
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In terms of X, Y ,
tr
{
YHX
(
0 1
0 0
)}
= 0, (12)
i.e. YHX is upper triangular.
The singular values equations for v2n−1, u2n−1, written in terms of X, Y , are
MX − X
(
λ1 γ∗
0 λ2
)
= b12(γ∗)Y, (13)
YHM −
(
λ1 γ∗
0 λ2
)
YH = b12(γ∗)XH. (14)
Eqs. (13) and (14) can be combined to give
YHX
(
λ1 γ∗
0 λ2
)
−
(
λ1 γ∗
0 λ2
)
YHX = b12(γ∗)(XHX − YHY ),
but since the LHS is strictly upper triangular and the RHS is symmetric, both sides
must identically vanish. Since b12(γ∗) /= 0, XHX = YHY = S. Note: tr{S} = 1 and
thus S is non-zero.
For any w ∈ Null{S} ⊂ C2, Xw = Yw = 0. In light of (13) and (14),
p(G,GH)w ∈ Null{S}, for any polynomial p(x, y), where G =
(
λ1 γ∗
0 λ2
)
. For
any a, b ∈ C,(
a(G − λ1I )H(G − λ2I )(G − λ2)H + b(G − λ2I )(G − λ1I )H(G − λ1)
)
= γ∗(|λ1 − λ2|2 + γ 2∗ )
(
0 b
a 0
)
.
If γ∗ /= 0 then
(
w1
w2
)
∈ Null{S} →
(−w¯22w2
w¯21w1
)
∈ Null{S}, and thus Null{S} = {0}
or Null{S} = C2. Since S is Hermitian and non-zero, Null{S} = {0}, thus S is invert-
ible, and X, Y are full rank, therefore M is defined and
MX = b12(γ∗)Y (15)
MX = X
(
λ1 γ∗
0 λ2
)
+ b12(γ∗)Y, (16)
where (16) is (13) rewritten with more terms to the right. Combining (16) and (15)
yields
(M − M)X = X
(
λ1 γ∗
0 λ2
)
.
Since ‖YS−1XH‖2 = 1, ‖M‖2 = b12(γ∗). 
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The following corollary and Lemma 3.5 indicate that a local search (e.g. the bisec-
tion method) can be employed to find γ∗.
Corollary 4.5. If b12(γ ) is locally extremal at γ0, then either b12(γ0) = b12(γ∗) or
γ0 = 0.
Proof. We assume γ0 /= 0.
If b12(γ0) = 0 then by Lemma 3.4, b12(γ∗) = 0.
If b12(γ0) /= 0, we note that the proof of Lemma 4.4 relies only on the local ex-
tremality of γ∗ not its maximality, and thus we may just as well construct ‖M‖2 =
b12(γ0). However, by Theorem 3.2, b12(γ∗)  ‖M‖2 = b12(γ0), thus b12(γ∗) =
‖M‖2 = b12(γ0). 
Finally, we note in passing that P1, P2, P12 have the property that if M,λ1, λ2 and
all real, then M will also be real. Thus, there is no difficulty restricting them to reals.
5. Proof of Theorem 3.7
In the previous section, three procedures were given, P1, P2, P12, which, under
certain conditions (COND1a ∧ COND1b, COND2a ∧ COND2b, or COND12, resp.),
will yield a perturbation, M , which saturates the associated bound.
Proof. In what follows, we take U1S1V H1 = M − λ1I and U2S2V H2 = M − λ2I to
be singular value decompositions with u1,i , v1,i , u2,i , v2,i being the ith columns of
U1, V1, U2, V2, and σ1,i , σ2,i the diagonal elements of S1, S2.
By continuity, it suffices to prove COND12 ∨ (COND1a ∧ COND1b) ∨
(COND2a ∧ COND2b) on a dense subset of Cn×n. We assume
• λ1 /= λ2.
• σ1,n, σ1,n−1, σ2,n, σ2,n−1 are all distinct and non-zero.
• uHn vn /= 0 where un, vn are the singular vectors to the smallest singular values
of M − λ1I or M − λ2I .
This is obviously a dense set in Cn×n × C× C. On this set, COND1a ∧ COND2a
holds, thus we need only prove COND12 ∨ COND1b ∨ COND2b.
From Lemma 3.3, Eq. (5), we may assume b1 = σ1,n > b2 = σ2,n, without loss
of generality. We hereafter prove COND12 ∨ COND1b, first for σ1,n > σ2,n−1 and
then for σ2,n−1 > σ1,n.
Suppose σ1,n > σ2,n−1. Consider
M˜ = M − λ2I + λ2 − λ1
uH1,nv1,n
v1,nu
H
1,n. (17)
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As shown in Lemma 4.1, v1,n, u1,n are right and left singular vectors of M˜ with
singular value b1 = σ1,n. Select a, b ∈ C such that |a|2 + |b|2 = 1 and uH1,n(av2,n +
bv2,n−1) = 0. Then
M˜(av2,n + bv2,n−1)=aσ2,nu2,n + bσ2,n−1u2,n−1.
Thus,
σ˜n  ‖M˜(av2,n + bv2,n−1)‖2 
√
|a|2σ 22,n + |b|2σ 22,n−1  σ2,n−1 < σ1,n.
Therefore COND1b.
Alternatively, suppose σ1,n−1, σ2,n−1 > σ1,n > σ2,n (which implies b12(0) =
σ1,n, thus b12(0) is a non-zero, isolated singular value). Let UV H =(
M − λ1I 0
0 M − λ2I
)
be a singular value decomposition. If we adopt a non-
standard ordering of the singular values, we may write:
U =
(
U1 0
0 U2
)
,
 =
(
1 0
0 2
)
,
V =
(
V1 0
0 V2
)
.
From Theorem A.7, with k = n and B˜ =
(
0 0
−UH2 V1 0
)
, we have
d2b12
dγ 2
(0) =
n∑
i=1
σ1,n
σ 21,n − σ 22,i
|uH2,iv1,n|2. (18)
By Theorem A.9, we have an expression for P(σ) = ∏i (σ 2 − σ 2i (M˜)).
P(σ) = |µ|2
(∣∣∣∣ 1µ − b(σ )
∣∣∣∣2 − a(σ )c(σ )
)∏
i
(σ 2 − σ 22,i ), (19)
a(σ ) =
∑
i
σ |xi |2
σ 2 − σ 22,i
, (20)
b(σ ) =
∑
i
σ2,ixi y¯i
σ 2 − σ 22,i
, (21)
c(σ ) =
∑
i
σ |yi |2
σ 2 − σ 22,i
, (22)
where x = UH2 v1,n, y = V H1 u1,n, and µ = λ2−λ1uH1,nv1,n .
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From the singular value equations for v1,n, u1,n,
(M − λ2I + (λ2 − λ1)I )v1,n = σ1,nu1,n, (23)
(MH − λ¯2I + (λ¯2 − λ¯1)I )u1,n = σ1,nv1,n, (24)(−U22V H2 σ1,nI
σ1,nI −V22UH2
)(
v1,n
u1,n
)
=
(
(λ1 − λ2)v1,n
(λ¯1 − λ¯2)u1,n
)
, (25)
where we have combined (23) and (24) and rewritten them in terms of U2,2, V2.
Solving (25) we have,(
v1,n
u1,n
)
=
(
V2(σ
2
1,n − 22)−12UH2 σ1,nV2(σ 21,n − 22)−1V H2
σ1,nU2(σ
2
1,n − 22)−1UH2 U2(σ 21,n − 22)−12V H2
)
×
(
(λ1 − λ2)v1,n
(λ¯1 − λ¯2)u1,n
)
(26)
=
(
V2(σ
2
1,n − 22)−12x σ1,nV2(σ 21,n − 22)−1y
σ1,nU2(σ
2
1,n − 22)−1x U2(σ 21,n − 22)−12y
)
×
(
λ1 − λ2
λ¯1 − λ¯2
)
. (27)
Multiplying (27) on the right by ( uH1,n vH1,n ) and ( uH1,n −vH1,n ), gives
2 · Re {uH1,nv1,n}= ( 1 1 )
(
yH(σ 21,n − 22)−12x σ1,nyH(σ 21,n − 22)−1y
σ1,nxH(σ
2
1,n − 22)−1x xH(σ 21,n − 22)−12y
)
×
(
λ1 − λ2
λ¯1 − λ¯2
)
= ( 1 1 )
(
b(σ1,n) c(σ1,n)
a(σ1,n) b¯(σ1,n)
)(
λ1 − λ2
λ¯1 − λ¯2
)
= (λ1 − λ2)(b + a) + (λ¯1 − λ¯2)(c + b¯),
2i · Im{uH1,nv1,n} = ( 1 −1 )
(
b(σ1,n) c(σ1,n)
a(σ1,n) b¯(σ1,n)
)(
λ1 − λ2
λ¯1 − λ¯2
)
= (λ1 − λ2)(b − a) + (λ¯1 − λ¯2)(c − b¯),
which imply
uH1,nv1,n=(λ1 − λ2)b + (λ¯1 − λ¯2)c = (λ1 − λ2)b + (λ¯1 − λ¯2)a,
which implies a(σ1,n) = c(σ1,n) = λ¯1−λ¯2λ1−λ2 ( 1µ − b(σ1,n)). From Eqs. (18) and (20),
a(σ1,n) = d2b12dγ 2 (0).
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Differentiating P(σ), we have
dP
dσ
(σ1,n) = |µ|2
(
2 · Re
{(
1
µ
− b(σ1,n)
)
(−b˙)
}
− a(σ1,n)c˙ − c(σ1,n)a˙
)
×
∏
i
(σ 21,n − σ 22,i )
= −|µ|2
(
d2b12
dγ 2
(0)
)(
φb˙ + φ¯ ˙¯b + c˙ + a˙
)∏
i
(σ 21,n − σ 22,i ),
where φ = λ1−λ2
λ¯1−λ¯2 (note: |φ| = 1). Differentiating (20)–(22) we have
a˙(σ1,n) = −
∑
i
(σ 21,n + σ 22,i )|xi |2
(σ 21,n − σ 22,i )2
,
b˙(σ1,n) = −
∑
i
2σ1,nσ2,ixi y¯i
(σ 21,n − σ 22,i )2
,
c˙(σ1,n) = −
∑
i
(σ 21,n + σ 22,i )|yi |2
(σ 21,n − σ 22,i )2
,
and thus,
a˙ + φb˙ + φ¯ ˙¯b + c˙
= −
∑
i
(σ 21,n+ σ 22,i )|xi |2 + 2σ1,nσ2,i (xi y¯iφ + x¯iyi φ¯)+(σ 21,n + σ 22,i )|yi |2
(σ 21,n − σ 22,i )2
,
(28)
= −
∑
i
( |φxi + yi |2
(σ1,n − σ2,i )2 +
|φxi − yi |2
(σ1,n + σ2,i )2
)
. (29)
Each summand of (29) is clearly non-negative, and at least one summand is non-
vanishing, thus a˙(σ1,n)+φb˙(σ1,n)+ φ¯ ˙¯b(σ1,n)+ c˙(σ1,n) < 0. Noting that∏i (σ 21,n −
σ 22,i ) contains exactly one positive factor and none vanishing, we have
sgn
{
1
P(0)
dP(σ1,n)
dσ
}
= −sgn
{
d2b12(0)
dγ 2
}
.
d2b12(0)
dγ 2 > 0 with Lemma 4.4 implies COND12, and
1
P(0)
d
dσ P (σ1,n)  0 implies
COND1b. To see the latter implication, note that any real polynomial with a positive
value at 0 and a positive slope at a known root, r > 0, must have root, r ′ ∈ [0, r),
while a vanishing slope at r indicates that r is a multiple root. 1
P(0)P (σ ) is such a
polynomial with such a root, σ1,n. 
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6. Discussion
The obvious question is “why stop at 2?”.
The generalization of the bounds is obvious. Given three eigenvalues, λ1, λ2, λ3,
one can show, much as above, that
bi = σn(M − λiI ),
bi<j (γ ) = σ2n−1
(
M − λiI 0
−γ I M − λj I
)
,
b123(α, β, γ ) = σ3n−2
(
M − λ1I 0 0
−αI M − λ2I 0
−γ I −βI M − λ3I
)
are lower bounds on ‖M‖2 such that M − M has eigenvalues λ1, λ2, λ3.
One could construct procedures to construct M depending on which bound is
dominant. Ifb1 dominates, one constructs a rank 1 perturbation forλ1 by Eckart–Young
on M − λ1I , with M˜ as in P1 or P2, and one applies Theorem 3.7 to construct a rank 2
M˜ for the remaining two eigenvalues. If b12, one finds the U,V matrices of Lemma
4.4, constructs a rank 2 perturbation, and then applies the Eckart–Young theorem to
M˜ = M − λ2I + V
(
λ3 − λ1 γ∗
0 λ3 − λ2
)
(UHV )−1UH,
to get the remaining rank 1 perturbation. Finally, if b123 dominates, one can follow
the steps as outlined in Lemma 4.4, with 3 × 3 and n × 3 matrices, instead of 2 × 2
and n × 2 to construct a rank 3 perturbation.
The sufficiency conditions for such new procedures must be analyzed. This will
ultimately require some generalization of the implications of the non-positive second
derivative which were essential in the proof of 3.7, but this is likely a straightforward
manipulation of some complicated equations.
What really is new in the generalization to 3 eigenvalues, which is an impediment
not seen for 2, is that a new mode of failure exists for P123 which does not exist
in the 2 eigenvalue P12 procedure. It is possible that at the maximum α∗, β∗, γ∗ of
b123(α, β, γ ) we have a weaker extremality condition. When the b123(α∗, β∗, γ∗)
singular value is isolated, we have
∀x, y, z ∈ C, uH3n−2
( 0 xI yI
0 0 zI
0 0 0
)
v3n−2 = 0, (30)
and, analogous with Eq. (12),
∀x, y, z ∈ C, tr
{
YHX
( 0 x y
0 0 z
0 0 0
)}
= 0,
and therefore YHX is upper triangular and the construction proceeds analogously.
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However, if b123(α∗, β∗, γ∗) is not isolated, then we no longer always have,
∀x, y, z ∈ C, ∃v ∈ C|J |, vHUHJ
( 0 xI yI
0 0 zI
0 0 0
)
V HJ v = 0,
which allowed us to adjust UJ , VJ so that Eq. (30) would hold. The proof of Lemma
4.4 depends critically on the upper triangularity of YHX.
The event that maximization of b123(α, β, γ ) results in a multiple singular value
which cannot be adjusted to support Eq. (30) is easy to construct from random exam-
ples, so in practice, this sep bound maximization approach, with the construction
methods sketched above, only sometimes results in a M (though when it does it is
provably optimal).
It may be that another kind of bound must be added to bi, bij , b123 which the
author has overlooked. It may be that the construction procedure P123 requires some
amendment which can result in an appropriate M when this case arises. This is
ongoing research.
It is chiefly because the 2 eigenvalue case does not have this unresolvable mode
of failure that the author felt this case was worth singling out.
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Appendix A
Definition A.1. For a Hermitian matrix A ∈ Cn×n, we have A ∼ diag(λ1, . . . , λn)
where λi ∈ R are taken in descending order, λi  λi+1. We will use λi(A) to denote
this quantity. By this definition σi(A) = λi
(
0 AH
A 0
)
, where A ∈ Cn×n and 1 
i  n.
Theorem A.2. For any unitarily invariant norm ‖ · ‖ and Hermitian matrices A, A˜ ∈
Cn×n,∥∥∥diag (λ1(A) − λ1(A˜), . . . , λn(A) − λn(A˜))∥∥∥  ‖A − A˜‖,
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According to [1], this result was first proved in [10] for the Frobenious norm, [17]
for the operator norm, and appears first in this form in [13].
Corollary A.3. For any A, A˜ ∈ Cn×n,
max
{
|σ1(A) − σ1(A˜)|, . . . , |σn(A) − σn(A˜)|
}
 ‖A − A˜‖2,
Proof. This is an application of Theorem A.2, noting that∥∥∥∥( 0 AHA 0
)
−
(
0 A˜H
A˜ 0
)∥∥∥∥
2
= ‖A − A˜‖2. 
The following theorem makes use block structured matrices. To aid the reader, we
use a, b for block indices and i, j for element indices.
Theorem A.4. Let A,B ∈ Cn×n be Hermitian matrices. Let U be a unitary matrix
such that UHAU = diag(λ1(A), . . . , λn(A)) = . If A has d distinct eigenvalues,
then  can be viewed as a d × d block diagonal matrix,
 =

λc1(A)Ic1−c0 0 0 · · · 0
0 λc2(A)Ic2−c1 0 · · · 0
0 0 λc3(A)Ic3−c2 · · · 0· · · · · · · · · · · · · · ·
0 0 0 · · · λck (A)Icd−cd−1
 ,
where c0 = 0, ca − ca−1 is the multiplicity of λca (A), and λca (A) > λca+1(A) for
1  a < d.
Let UHBU be viewed as a commensurate block matrix,
UHBU =

B11 B12 · · · B1d
B21 B22 · · · B2d
· · · · · · · · · · · ·
Bd1 Bd2 · · · Bdd
 ,
(note: Bab = BHba) and define M ∈ Cn×n to be the diagonal matrix with diagonal
blocks X(a), M = diag(X(1), . . . , X(d)), where
X(a) = diag(λ1(Baa), . . . , λca−ca−1(Baa)).
Then
λi(A + tB) = ii + tMii + O(t2) (A.1)
for t → 0+ (i.e. small positive t).
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Moreover, let
C(a) =
d∑
a,b=1,b /=a
1
caca − cbcb
BabBba
and define N ∈ Cn×n to be the diagonal matrix with diagonal blocks Y (a), N =
diag(Y (1), . . . , Y (d)), where
Y (a) = diag
(
ν
(a)
1 , . . . , ν
(a)
ca−ca−1
)
for ν(a)i defined by
λi(Baa + tC(a)) = X(a)ii + tν(a)i + O(t2).
Then
λi(A + tB) = ii + tMii + t2Nii + O(t3) (A.2)
for t → 0+.
Proof. Without loss of generality, we may assume that A = .
For any T ∈ Cn×n, let T ′ = diag(T11, . . . , Tdd), i.e. T ′ is the block diagonal
matrix obtained by setting all the off-diagonal blocks of T to 0 matrices.
Let V,W,C ∈ Cn×n be block matrices, given by
Vab =
{ 0 a = b,
Bab
caca−cbcb a /= b,
C = 1
2
[
V,B + B ′] ,
Wab =
{ 0 a = b,
Cab
caca−cbcb a /= b.
By this construction, [, V ] = B − B ′, [,W ] = C − C′, and V,W are anti-
Hermitian while C is Hermitian.
+ tB ∼ etV+t2W(+ tB)e−tV−t2W
= − t [, V ] − t2 [,W ] − 1
2
t2 [V, [, V ]] + tB − t2 [B,V ] + O(t3)
= + t (B − [, V ]) − t2
(
[,W ] + 1
2
[V, [, V ]] + [B,V ]
)
+ O(t3)
= + tB ′ − t2
(
[,W ] − 1
2
[
V,B + B ′])+ O(t3)
= + tB ′ + t2C′ + O(t3),
the O(t3) standing for a matrix with elements that are O(t3).
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Let Za be unitary matrices such that, (Z(a))HBaaZ(a) = X(a) and let Z =
diag(Z(1), . . . , Z(d)). Then ZHB ′Z = M and ZHZ = , thus
+ tB∼+ tM + O(t2).
For t small enough, λi(+ tM) = ii + tMii (i.e. the diagonals are in descend-
ing order), thus by Theorem A.2, |λi(+ tB) − ii − tMii | = O(t2) for all i and
therefore (A.1).
Computing the diagonal block components of C′,
Caa =
{
1
2
[
V,B + B ′]}
aa
=
∑
b /=a
1
caca − cbcb
BabBba.
Since (BabBba)H = BabBba , Caa is Hermitian (and note Caa = C(a)).
Let Z˜(a) be unitary matrices such that, (Z˜(a))H(Baa + tCaa)Z˜(a) = X˜(a) =
diag(λ1(Baa + tCaa), . . . , λca−ca−1(Baa + tCaa)) and let M˜ = diag(X˜(1), . . . ,
X˜(d)) and Z˜ = diag(Z˜(1), . . . , Z˜(d)). Then Z˜H(B ′ + tC′)Z˜ = M˜ and Z˜HZ˜ = ,
thus
+ tB∼+ tM˜ + O(t3).
By Eq. (A.1), λi(X˜(a)) = λi(X(a)) + tν(a)i + O(t2), thus
+ tB∼+ tM + t2N + O(t3),
and again Theorem A.2 applies, therefore (A.2). 
That there exists real-analytic expansions for the eigenvalues of real-analytic Her-
mitian matrices is nothing new [7]. The previous theorem merely gives convenient
formulas for evaluating the first and second derivatives of such expansions. We now
investigate the implications of Theorem A.4 for the computation of singular value
perturbations. It should be noted that in [2], it was demonstrated that the theory of
real-analytic expansions of symmetric matrix eigen-decompositions carries over to
that of singular value decompositions of real matrices, so again any novelty here is
merely in the formulas.
Lemma A.5. Let σi(A) > 0 be a singular value with multiplicity m (σi0 > σi0+1 =· · · = σi = · · · = σi0+m > σi0+m+1) and let U,V be the n × m unitary matrices of
corresponding singular vectors of σi(A). Then as t → 0+,
σi(A + tB) = σi(A) + tµi−i0 + O(t2),
where µj is the j th greatest eigenvalue of Herm{UHBV }.
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Proof. By the unitary invariance of singular values, it suffices to prove this for a
diagonal matrix  = diag(σ1, . . . , σn) and take B = UHBV .
By definition, σi(+ tB) = λi
(
0 + tBH
+ tB 0
)
. By similarity,
λi
(
0 + tBH
+ tB 0
)
= λi
((
 0
0 −
)
+ t
(
Herm{B} Anti{B}
−Anti{B} −Herm{B}
))
= ii + tµi−i0 + O(t2),
by Theorem A.4, where µj is the j th greatest eigenvalue of the m × m submatrix of
Herm{B} from the indices i0 < i, j  i0 + m. 
Corollary A.6. Suppose σi(A + tB) is locally extremal, i.e. for some neighborhood
of 0, T ⊂ R, either ∀t ∈ T , σi(A + tB)  σi(A) or ∀t ∈ T , σi(A + tB)  σi(A).
Then Herm{UHBV } is semi-indefinite.
The following is a generalization of a theorem due to Sun [16].
Theorem A.7. Let UV H = A be a singular value decomposition of A ∈ Cn×n
where
 = diag(σ1(A), σ2(A), . . . , σn(A)).
Let σk(A) be distinct and non-zero.
For B ∈ Cn×n,
dσ
dt
∣∣∣∣
t=0
= Re{B˜kk},
d2σ
dt2
∣∣∣∣
t=0
= 1
σk
Im{B˜kk}2
+
n∑
i=1,i /=k
(
σk
σ 2k − σ 2i
(|B˜ki |2 + |B˜ik|2) + 2σi
σ 2k − σ 2i
Re{B˜ki B˜ik}
)
,
where B˜ = UHBV.
Proof. Without loss of generality, we take A =  and B = B˜. Since σk(A) is iso-
lated and non-zero, the eigenvalue λk
(
 0
0 −
)
is likewise isolated, i.e. it sits in a
block of size 1. Thus the derivatives are defined at t = 0 and are equal to µ and 2ν
respectively, where satisfying
λk
((
 0
0 −
)
+ t
(
Herm{B} Anti{B}
−Anti{B} −Herm{B}
))
=kk + tµ+ t2ν + O(t3)
of Theorem A.4.
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Accordingly, µ = Herm{B}kk = Re{Bkk} and
ν=
n∑
i=1,i /=k
Herm{B}kiHerm{B}ik
σk − σi −
n∑
i=1
Anti{B}kiAnti{B}ik
σk + σi .
Noting that Herm{B}ij = 12 (Bij + Bji) and Anti{B}ij = 12 (Bij − Bji),
ν = 1
4
n∑
i=1,i /=k
(Bki + Bik)(Bik + Bki)
σk − σi −
1
4
n∑
i=1
(Bki − Bik)(Bik − Bki)
σk + σi
= 1
4
4 · Im{Bkk}2
2σk
+ 1
4
n∑
i=1,i /=k
(
(Bki + Bik)(Bik + Bki)
σk − σi −
(Bki − Bik)(Bik − Bki)
σk + σi
)
.
Simplifying an individual summand, we have
(Bki + Bik)(Bik + Bki)
σk − σi −
(Bki − Bik)(Bik − Bki)
σk + σi
=
(
1
σk − σi −
1
σk + σi
)
BkiBik +
(
1
σk − σi +
1
σk + σi
)
BkiBki
+
(
1
σk − σi +
1
σk + σi
)
BikBik +
(
1
σk − σi −
1
σk + σi
)
BikBki
= 2σi
σ 2k − σ 2i
(BkiBik + BkiBik) + 2σk
σ 2k − σ 2i
(BkiBki + BikBik)
= 4σi
σ 2k − σ 2i
Re{BkiBik} + 2σk
σ 2k − σ 2i
(|Bki |2 + |Bik|2).
Thus
ν= Im{Bkk}
2
2σk
+ 1
2
∑
i /=k
(
2σi
σ 2k − σ 2i
Re{BkiBik} + σk
σ 2k − σ 2i
(|Bki |2 + |Bik|2)
)
.

We will now derive a rank-1 update theorem for singular values. We first derive a
rank-2 update theorem for the characteristic polynomial of a general matrix and then
apply it to the characteristic polynomial of the singular values.
R.A. Lippert / Linear Algebra and its Applications 406 (2005) 177–200 197
Lemma A.8. Let  ∈ Cn×n be a diagonal matrix. For A ∈ Cn×n, where rank(A) =
2,
det (+ A) =
n∏
i=0
ii +
n∑
i=1
Aii
∏
j /=i
jj
+
n∑
i,j=1,i<j
det
(
Aii Aij
Aji Ajj
) ∏
k /=i,j
kk
Proof. Expanding
det(+ tA) =
∑
σ∈Sn
n∏
i=1
(−1)σ (iσ (i) + tAiσ(i)),
and collecting powers of t , we see that the coefficient of tm is
∑
i1<i2<···<im
∑
σ∈Sm
(−1)σ
m∏
k
Aikiσ(k)
∏
j /=i1,...,j /=im
jj .
However,
∑
σ∈Sm
(−1)σ
m∏
k
Aikiσ(k) = det

Ai1i1 Ai1i2 · · · Ai1im
Ai2i1 Ai2i2 · · · Ai2im· · · · · · · · · · · ·
Aimi1 Aimi2 · · · Aimim
 = 0
for m > 2. Setting t = 1 we have the result. 
Theorem A.9. Let UV H = A be a singular value decomposition of A ∈ Cn×n
where  = diag(σ1, σ2, . . . , σn). Let x, y be vectors from Cn. Then,
P (σ ) = det
( −σI AH + yxH
A + xyH −σI
)
= (|1 − b|2 − ac)
n∏
i=1
(σ 2 − σ 2i ),
where a = ∑i σ |x˜i |2σ 2−σ 2i , b = ∑i σi x˜i ¯˜yiσ 2−σ 2i , c = ∑i σ |y˜i |2σ 2−σ 2i , and x˜ = UHx, y˜ = V Hy.
Proof. Without loss of generality, we can assume A = , x = x˜, and y = y˜. Let
S = 12 (xyH + yxH), X = 12 (xyH − yxH), thus by a similarity transformation,
P(σ) = det
((
σI +  0
0 σI − 
)
+
(
S X
−X −S
))
,
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and by Lemma A.8 (since
(
S X
−X −S
)
is rank 2),
P(σ) =
n∏
i=1
(σ 2 − σ 2i )
(
1 +
n∑
i=1
(
1
σ + σi −
1
σ − σi
)
Sii
+
n∑
i,j=1,i<j
SiiSjj − SijSji
(σ + σi)(σ + σj ) +
n∑
i,j=1,i<j
SiiSjj − SijSji
(σ − σi)(σ − σj )
−
n∑
i,j=1
SiiSjj − XijXji
(σ + σi)(σ − σj )
)
=
n∏
i=1
(σ 2 − σ 2i )
(
1 −
n∑
i=1
2σiSii
σ 2 − σ 2i
+ 1
2
n∑
i,j=1
(
SiiSjj − SijSji
(σ − σi)(σ − σj )
−2 SiiSjj − XijXji
(σ + σi)(σ − σj ) +
SiiSjj − SijSji
(σ + σi)(σ + σj )
))
SiiSjj − SijSji = 14
(
(xi y¯i + yi x¯i)(xj y¯j + yj x¯j )
−(xi y¯j + yi x¯j )(xj y¯i + yj x¯i)
)
= 1
4
(
xi y¯iyj x¯j + yi x¯ixj y¯j − xi y¯j yj x¯i − yi x¯j xj y¯i
)
= 1
2
(
Re{xi x¯j y¯iyj } − |xi |2|yj |2
)
SiiSjj − XijXji = 14
(
(xi y¯i + yi x¯i)(xj y¯j + yj x¯j )
−(xi y¯j − yi x¯j )(xj y¯i − yj x¯i)
)
= 1
4
(
xi y¯iyj x¯j + yi x¯ixj y¯j + xi y¯j yj x¯i + yi x¯j xj y¯i
)
= 1
2
(
Re{xi x¯j y¯iyj } + |xi |2|yj |2
)
,
thus
P(σ) =
n∏
i=1
(σ 2 − σ 2i )
(
1 −
n∑
i=1
2σiRe{xi y¯i}
σ 2 − σ 2i
+1
4
n∑
i,j=1
(
Re{xi x¯j y¯iyj } − |xi |2|yj |2
(σ − σi)(σ − σj ) − 2
Re{xi x¯j y¯iyj } + |xi |2|yj |2
(σ + σi)(σ − σj )
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+Re{xi x¯j y¯iyj } − |xi |
2|yj |2
(σ + σi)(σ + σj )
))
=
n∏
i=1
(σ 2 − σ 2i )
(
1 −
n∑
i=1
2σiRe{xi y¯i}
σ 2 − σ 2i
+
n∑
i,j=1
σiσjRe{xi x¯j y¯iyj } − σ 2|xi |2|yj |2
(σ 2 − σ 2i )(σ 2 − σ 2j )
)
=
n∏
i=1
(σ 2 − σ 2i )
(
1 −
n∑
i=1
σi(xi y¯i + x¯iyi)
σ 2 − σ 2i
+
n∑
i,j=1
σiσjxi y¯i x¯j yj
(σ 2 − σ 2i )(σ 2 − σ 2j )
−
n∑
i,j=1
σ 2|xi |2|yj |2
(σ 2 − σ 2i )(σ 2 − σ 2j )
)
. 
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