Thermal convection is an effective mechanism for producing seismic anisotropy in many regions of the Earth. However, it is not known whether this mechanism is relevant for the anisotropy observed in the inner core. Here we establish the requirements for convection in the inner core by combining a simple model for inner-core growth with a solution for conductive cooling. Thermal convection is likely during the early stages of inner-core growth, but becomes less probable as the volume of the inner core increases. The transition to a non-convecting state is driven by changes in both the thermal and compositional stratification. A decrease in the vigour of convection near the transition to a non-convecting state isolates the pattern of flow with the lowest critical Rayleigh number Ra c . We apply a perturbation method based on Rayleigh's principle to calculate Ra c in a hydrostatically flattened inner core. We find that the final pattern of flow is characterized by a degree l = 1 mode in which the axis of upwelling aligns with the rotation axis. This pattern of flow has the symmetry required to explain the distribution of anisotropy at the largest scales. The extent of crystal alignment depends on the level of stress during this final convective state. One possible interpretation of the observed anisotropy is that the final convective state establishes the large scale crystal alignment without completely erasing a more complicated texture that developed when convection was more vigorous.
I N T RO D U C T I O N
Inner-core convection was first suggested by Jeanloz & Wenk (1988) as a mechanism to explain the occurrence of seismic anisotropy in the inner core (Morelli et al. 1986; Woodhouse et al. 1986) . Since that time numerous other mechanisms have been proposed to explain the anisotropy (see Tromp 2001 , for a review). Most suggestions appeal to either solidification texture (Karato 1993; Bergman 1997; Aubert et al. 2007) or subsequent plastic deformation (Yoshida et al. 1996; Karato 1999; Buffett & Wenk 2001) to align crystal lattices in a preferred direction. Thermal convection has fallen out of favour because convection is unlikely at the present time (Yukutake 1998) and there has never been a compelling argument for why the resulting flow would align the fast crystal axis with the rotation axis. The effects of rotation on inner-core convection are thought to be small because the associated inertial forces are small compared with viscous forces. Any lattice alignment caused by inner-core convection is expected to be independent of the rotation axis. By contrast, convection in the outer core is strongly influenced by rotation. Heat flow, fluid motion and the magnetic field all bear the imprint of rotation through the dominant effects of the Coriolis force in the outer core. In fact, most suggestions for inner-core anisotropy rely on some aspect of outer-core dynamics to produce the required lattice alignment.
There are several reasons to revisit the question of convection in the inner core. First, convection is plausible (and even likely) at an early stage of inner-core growth (see Section 2). However, convection becomes less probable as the volume of the inner core increases (Yukutake 1998) . The transition to a non-convecting state is driven by changes in both the thermal and chemical stratification. A continual reduction in the vigour of convection ultimately isolates the pattern of flow with the lowest threshold for instability (e.g. the lowest critical Rayleigh number). The most unstable mode of convection in a sphere with uniform fluid properties is characterized by spherical harmonic degree l = 1 (Chandrasekhar 1981) . This pattern of flow has the symmetry required to explain the distribution of anisotropy at the largest scales (Romanowicz et al. 1999) , but it does not account for the orientation of the anisotropy. A preferred orientation can still develop before convection terminates if small perturbations in the critical Rayleigh number favour one direction over another. The largest effect of rotation on inner-core convection is probably due to the centrifugal force. The resulting ellipticity of the inner core causes the critical Rayleigh number to depend on the orientation of flow relative to the rotation axis. Those flows with the minimum critical Rayleigh number establish the orientation of convection before the motion ceases. Thus the termination of convection offers a mechanism to produce a preferred orientation at earlier times. The resulting crystal fabric would be preserved in the absence of other deformation processes.
The centrifugal force alters the critical Rayleigh number in several ways. The sum of gravitational and centrifugal forces define the direction of the buoyancy force, which deviates from the radial direction. Similarly, the initial temperature gradient has a non-radial component. Finally, the ellipticity of the body displaces boundaries from spherical surfaces. Each of these effects can be quantified using a perturbation method based on Rayleigh's principle (Woodhouse 1976 ). This approach is commonly used to compute perturbations in the eigenperiods of the Earth's normal modes (Dahlen 1968; Woodhouse & Dahlen 1978) , and it can be extended to the problem of thermal convection by devising a suitable Lagrangian. We begin in Section 2 by reviewing the conditions for convection in the inner core. Given current estimates for thermal conductivity (Stacey & Loper 2007) , convection is likely during the initial growth of the inner core. In Section 3, we present an approximate solution for the velocity and temperature fields inside a sphere at the onset of convection. This solution serves as the starting point for the perturbation calculation. Rayleigh's principle is developed and applied in Section 4 to show that the l = 1 mode of convection aligns the axis of upwelling with the rotation axis. The termination of convection is explored in Section 5 to assess the size of the inner core when convection ceases. Finally, we draw conclusions in Section 6.
T H E R M A L E V O L U T I O N O F T H E I N N E R C O R E
Convection in the inner core is not possible unless the temperature gradient exceeds the adiabatic gradient. This condition represents a minimum requirement for convection because it is possible to suppress thermal convection by superimposing a stable chemical stratification. The minimum condition for convection can be established by computing the temperature field inside the inner core as it grows by solidification. An exact solution for the conductive temperature profile inside the inner core is obtained using an approximate solution for the growth of the inner core.
Inner-core growth
The inner core grows by solidification as the core cools. The rate of cooling is set by the heat flow at the core-mantle boundary (CMB), Q, minus the radioactive heating inside the core, Q r . A simple model for the resulting growth rate is given by (Buffett et al. 1996 )
where the inner-core radiusc(t) ≡ c(t)/b is expressed in dimensionless form using the radius b of the CMB. The quantity M represents the heat that must be extracted to cool the entire core to its solidification temperature, whereas L and G are dimensionless parameters that characterize the effects of latent heat release and gravitational energy release due to compositional rearrangement. Representative values for these parameters are M = 9.8 × 10 29 J, L = 2.2, G = 0.88 and b = 3.48 × 10 6 m (see Buffett et al. 1996 , for definitions and approximations).
Integrating (1) gives
where t = 0 coincides with the time when the liquid at the centre of the core first drops below the solidification temperature and the inner core begins to grow. Release of latent heat and gravitational energy due to chemical segregation are proportional to the volume of the inner core, which is small at early times. During this initial stage of growth the solution in (2) can be approximated by
where β = b(Q/M) 1/2 . Equivalently, the age of the inner core is defined by t ic = c 2 /β. We use this approximate solution to determine the temperature inside the inner core.
Thermal structure
The temperature at the surface of the inner core is defined by the liquidus temperature T L for the core liquid. Growth of the inner core reduces the boundary temperature as the surface moves to lower pressure. The total decrease in liquidus temperature from the onset of solidification is approximately
where P is the pressure change across the inner core. The liquidus gradient ∂T L /∂P can be described by Lindemann's law (e.g.
where γ is the Gruneisen parameter and K T is the isothermal bulk modulus. If the inner core grows quickly on the timescale for thermal diffusion then there is little chance for cooling and the interior temperature remains close to the depth-dependent liquidus. More gradual growth allows the inner core to cool, lowering the interior temperature relative to the liquidus. Thus we expect the interior temperature to depend on the relative timescales for growth and cooling. An order of magnitude estimate for the diffusion time is
where κ is the thermal diffusivity. Both the diffusion t d and growth t ic timescales have an identical dependence on c. This correspondence permits solution for temperature T (r , t) in the form (Buffett 2000 )
where the radius r is confined to the region 0 ≤ r ≤ c. Substituting (7) into the heat equation
which indicates that the rate of cooling inside the inner core is independent of position. The solution for T (r , t) is subject to the boundary condition
where P 0 denotes the pressure at the centre of the Earth. Rearranging for T gives
where we use the fact that T (0, 0) = T L (P 0 ). On using (11) in (9) to evaluate ∂T /∂t, we obtain Figure 1 . Estimates of inner-core temperature T (r ) calculated as a function of radius r /c using an average CMB heat flow of 6 TW and two values for the thermal conductivity k. The depth-dependent liquidus temperature and adiabat are also shown. The temperature predicted using k = 28 W m −1 K ]1 exceeds the adiabat, whereas the temperature predicted using
where the dependence on the relevant timescales is explicitly expressed. Fig. 1 shows two representative solutions for T (r , t) using a heat flowQ = 6 TW. One solution is obtained with a thermal conductivity of k = 63 W m −1 K −1 (Stacey & Anderson 2001) , whereas the other is obtained using a lower and more recent estimate of k = 28 W m −1 K −1 (Stacey & Loper 2007) . The lower value preferred by Stacey & Loper (2007) promotes convection by producing a steeper temperature gradient for a specified heat flowQ.
Convection is possible when the temperature gradient exceeds the adiabatic gradient. The total change in adiabatic temperature across the inner core is
where the adiabatic gradient is defined by
and K s is the adiabatic bulk modulus. A representative value for the adiabatic gradient is ∂T a /∂P = 5.4 × 10 −9 K Pa −1 (see Table 1 for parameter values). By comparison, the liquidus gradient 
is ∂T L /∂P = 8.8 × 10 −9 K Pa −1 . The ratio of these gradients implies that T a = 0.61 T L (see Fig. 1 ). It is evident from Fig. 1 that convection is viable for a heat flow of 6 TW when the thermal conductivity is k = 28 W m −1 K −1 , but it is not possible with a thermal conductivity of k = 63 W m −1 K −1 . To promote convection with the higher conductivity we require a higher heat flowQ. In Fig. 2 we show the relative temperature drop T / T L as a function of average heat flowQ at the CMB. The minimum heat flow required for convection when k = 28 W m −1 K −1 is about 5 TW, which is well within the range of recent estimates (e.g. Lay et al. 2008) . A heat flow of roughly 11 TW is required for a thermal conductivity of k = 63 W m −1 K −1 . Such a high heat flow is possible, but the resulting convection would not be sustained for very long (see Section 5). Deguen & Cardin (2009) reached a similar conclusion about the likelihood of convection when the thermal conductivity is high. On the other hand, convection is much more plausible when the thermal conductivity is as low as 28 W m −1 K −1 .
O N S E T O F C O N V E C T I O N
The onset of convection in a sphere is considered in detail by Chandrasekhar (1981) . We briefly summarize the linearized governing equations and give an approximate solution for the l = 1 mode of convection. These results are subsequently used in the application of Rayleigh's principle.
Governing equations
Small perturbations in velocity u, temperature θ and pressure P are governed by linearized equations for conservation of momentum, heat and mass. The static initial state is hydrostatic with a temperature profile prescribed by (7). Both the initial temperature gradient ∇T and the acceleration due to gravity g(r) vary linearly with radius r across the inner core. We express the governing equations in nondimensional form using c as the length scale, t d as the timescale, δT a ≡ T − T a as the temperature scale, and ρνκ/c 2 as the pressure scale, where ν is the kinematic viscosity of the inner core. The critical Rayleigh number corresponds to a state of marginal stability, which means that the perturbations are steady in time. The equations for the perturbations are (Chandrasekhar 1981 )
where x i is the position vector in Cartesian coordinates. We employ the usual summation convection for repeated indices and define the Rayleigh number by
Solutions to (15)- (17) are subject to boundary conditions at r = c. A viscous stress-free boundary requires
where strain-rate tensor e i j is defined by
and t j is an arbitrary unit vector tangent to the surface. [Condition (21) must be valid for any t j to ensure that both horizontal components of the viscous shear stress vanish].
An approximate solution
Eqs (15)- (17) together with boundary conditions (19)-(21) define an eigenvalue problem for the critical value of the Rayleigh number. Solutions for the steady flow are sought in the form (Chandrasekhar 1981) 
where the spherical harmonic Y m l is a function of colatitude ϑ and longitude ϕ. Convection at degree l = 1 yields the lowest critical value for Ra in a sphere, so we restrict our attention to this particular pattern of flow. Since there is no dependence on the orientation of flow in a non-rotating sphere, we take m = 0 for the sake of simplicity.
An approximate solution for W 0 1 (r ) is (Chandrasekhar 1981 )
where J 3/2 is a Bessel function of order 3/2, ξ is the first zero of the Bessel function, and the constant B is defined by
for viscous stress-free boundary conditions. Here J l+1/2 denotes the derivative of the Bessel function with respect to the argument. The approximate solution for W 0 1 (r ) is used in the heat eq. (16) to determine the temperature perturbation,
An estimate of the critical Rayleigh number for this particular approximation is 3094 (Chandrasekhar 1981) . A more exact treatment of the problem due to Backus gives Ra = 3091. Since we require only relative changes in Ra for the effects of ellipticity, the approximate solution is sufficient for our purposes.
O R I E N TAT I O N O F C O N V E C T I O N
Changes in Ra for the effects of ellipticity are determined using Rayleigh's principle. This procedure requires a solution for the spherical (unperturbed) problem and a description of the parameters that are perturbed (e.g. direction of gravity, position of boundaries, etc.). It is not necessary to calculate a solution for the perturbed geometry. Instead, we require a Lagrangian L that is stationary with respect to perturbations in the fields u, θ and P. The goal of this section is to present L for the problem of linearized convection and to apply Rayleigh's principle to account for the effects of ellipticity.
Variational description
Rayleigh's principle is based on a variational description of the motion. Following Woodhouse (1976) we denote each field in the problem (i.e. pressure, velocity and temperature) by ψ I (I = 1, 2, 3) and use ψ I,i to represent ∂ψ I /∂x i . The variational problem is expressed in the form
where the Lagrangian L is a function of the fields ψ I , a set of parameters p k and an eigenvalue λ, which is determined by the variational problem. (In the present application λ corresponds to Ra.) The fields in (28) are subject to small increments δψ I , which are continuous but otherwise arbitrary. Eq. (28) is satisfied if each field in the problem obeys the Euler-Lagrange equation
subject to boundary conditions
where n i is the outward surface normal. Alternatively, we can fix the boundary value of ψ I by requiring δψ I = 0 at the boundary. A suitable Lagrangian for the linear convection problem is
where γ i defines the orientation of the gravity vector and the initial temperature gradient. We let γ i = x i in a spherical body and allow perturbations in this parameter in an ellipsoidal body. It is straightforward to show that the Euler-Lagrange equation for the field ψ I = P gives the equation for conservation of mass (17), subject to the boundary condition u i n i = 0. Similarly, the Euler-Lagrange equations for ψ I = θ and ψ I = u i give the heat eq. (16) and momentum eq. (15), respectively. Thus the integral of the Lagangrian in (28) is stationary with respect to variations in the fields P, θ and u i when those fields satisfy conservation of mass, energy and momentum. We use this result in the next section to establish Rayleigh's principle.
Rayleigh's principle
When the parameters p k are perturbed by an amount δ p k , the fields are also perturbed in order to remain solutions of (29) and (30) with the new parameters. Since the variational equation in (28) is satisfied by both the perturbed and unperturbed problems, and the integral of L is stationary with respect to variations in the field, we can approximate the perturbed problem (to first order) by
Both (32) and (28) 
This condition is known as Rayleigh's principle, and it defines the required relationship between the change in parameters p k and the corresponding change in the eigenvalue λ.
As an example, we consider the perturbation in Ra due to a change δγ i in the direction of gravity. (We show below that the relative change in the initial temperature gradient is identical.) Using (31) in (33) gives
after making use of the identity
which we obtain from (16).
The perturbation in Ra due to a boundary displacement is more complicated because the parameters p k in the Lagrangian must include the transformation that maps the spherical boundary on to an ellipsoidal surface. Woodhouse (1976) shows that Rayleigh's principle for boundary displacements can be written in the form
where δh is the radial displacement of the boundary from the initial spherical surface S. (Summation is assumed over the repeated indices i, j and I.) For the Lagrangian defined in (31), the first term on the right-hand side of (36) gives
whereas the second term gives
It is now simply a matter of substituting for u i and θ using the unperturbed solution from Section 3.2. After some manipulation we find the correction δRa for the boundary displacement
where the indices for solutions W 0 1 (r ) and 0 1 (r ) are dropped and ∂ r denotes differentiation with respect to radius. In the next section we give expressions for δγ i and δh, and compute the resulting corrections to Ra.
Numerical results
Surfaces of constant density in a hydrostatic body are flattened by the effects of centrifugal forces. Hydrostatic equilbrium requires the constant density surfaces to coincide with surfaces of constant geopotential (gravitational plus centrifugal potentials). We also require the initial temperature field to be constant over equipotential surfaces. It is customary to refer the boundary topography to a mean spherical surface, which we denote byr . The displacement of the inner-core boundary from the mean spherical surface atr = c is (Dahlen 1968) 
where (c) is the hydrostatic flattening at the boundary and P 2 (cos ϑ) is a Legendre polynomial of degree 2. Because the geopotential φ and initial temperature T are constant over the flattened surface, we can approximate the aspherical perturbations in φ and T by
where it suffices to use φ and T from the spherical (unperturbed) problem to evaluate the radial derivatives. The gravity perturbation due to ellipticity is defined by the negative gradient of δφ. Noting that δh and g are linear functions of radius, whereas (r ) is nearly constant in the inner core (Nakiboglu 1982) , we can express the gravity perturbation in the form
wherer andθ are unit vectors in the directions of radius and colatitude. Similarly, the perturbation in the initial temperature gradient is defined by the gradient in δT . Relative changes in ∇T yield an identical result for δγ i /(γ i γ i ) 1/2 . This agreement is expected because g = −∇φ and ∇T are parallel to each other in the perturbed and unperturbed problems. Thus the perturbation δγ i represents the change in both the gravity vector and the initial temperature gradient due to ellipticity. In addition to the perturbation δg i , the centrifugal force causes a small reduction in the spherically averaged gravity g(r), relative to the non-rotating case (e.g. Smith 1981 ). This small reduction in g(r) does not affect the direction of gravity or the dependence of Ra on orientation of convection to first order in . Consequently, we choose to exclude this contribution from δg i in (43).
Perturbations δγ i and δh are used in (34) and (39) to compute δRa for the effects of ellipticity. The approximate solution for flow in Section 3.2 has the axis of upwelling (and downwelling) aligned with the rotation axis (see Fig. 3 ). As a result the correction to Ra refers to this specific orientation of flow. To obtain corrections for other orientations we rotate the solutions for u i and θ into a different coordinate system. The resulting flow and temperature fields involves a linear combination of spherical harmonic components with l = 1 and m = −1, 0, 1. Alternatively, we can rotate the boundary topography δh and gravity perturbation δγ i into a new coordinate system (x , y , z ), where the z -axis is no longer aligned with the rotation axis (see Fig. 4 ). The latter approach has some advantages because we only transform the scalars δh, δφ and δT into the new coordinate system. The vector δγ i is obtained from the gradients in δφ and δT , as before. Fig. 4 illustrates the transformation between the original (x, y, z) and new coordinate systems (x , y , z ). The z axis coincides with the direction of rotation, z axis defines the orientation of convection, and denotes the angle between these two axes. Each of the scalars δh, δφ and δT has an identical dependence on P 2 (cos ϑ) in the original coordinate system, which simplifies the transformation. For a rotation about the y axis we have (e.g. Torge 1980) P 2 (cos ϑ) = P 20 (cos )P 20 (cos ϑ )
where ϑ and ϕ are the angular coordinates in the transformed system and P lm are the associated Legendre functions. We use (44) to express δh, δφ and δT in the new coordinates. Only the zonal terms in the new coordinates contribute to the correction δRa because the periodic terms in ϕ vanish when integrated over longitude. To illustrate this point we note that the solutions for u i and θ have no dependence on ϕ when the flow is aligned with z , so the volume integral on the right-hand side of (34) depends on ϕ solely through the definition of δγ i . The dependence of δγ i on ϕ involves periodic terms (cos ϕ , cos 2ϕ , etc.), which vanish when integrated over longitude. The same argument applies to the non-zonal terms in the surface integral on the right-hand side of (39). Only the zonal term in (44) contributes to δRa, which is equivalent to replacing P 2 (cos ϑ) with P 2 (cos ) P 2 (cos ϑ ) in the definition of the perturbations δh and δγ i . In effect, the value of δRa for any angle is obtained by multiplying δRa( ) for = 0 by the factor P 20 (cos ). Fig. 5 shows the resulting correction to Ra using the present-day estimate for the hydrostatic flattening of the inner core (see Table 1 ). The flattening 500 Ma could have been 25 per cent larger (Denis 1986 ). The lowest critical Rayleigh number occurs for the l = 1 mode of convection when the axis of upwelling aligns with the rotation axis. This pattern of convection is expected to emerge as the vigour of convection gradually decreases. We explore the gradual evolution of the convective state in the next section. Table 1 , whereas the estimate for roughly 500 Ma is 25 per cent higher.
T E R M I N AT I O N O F C O N V E C T I O N
We have previously noted that convection is possible when the temperature change across the inner core exceeds the adiabatic change T a . More precisely, the temperature change must exceed the adiabatic change by enough to ensure that the Rayleigh number in (18) exceeds the critical value (i.e. Ra c = 3091). To assess the value required for T a , we consider the case where the radius of the inner core is roughly half its current value. Taking c = 600 km, g(c) = 2.2 m s −2 , P(c) = 8.5 GPa, and the other parameter values listed in Table 1 , we find that Ra equals the critical value when the superadiabatic temperature is δT a = 0.14 K. Different choices for the other parameter values in the definition of Ra could yield substantially larger or smaller values for T a . With this caveat we compare the minimum T a with the superadiabatic temperature from Fig. 1 , computed using the preferred thermal conductivity of Stacey & Loper (2007) . The change in the liquidus temperature is T L = 75 K, so the superadiabatic temperature is roughly δT a = 4 K, or nearly 30× the critical value. Convection at 30 × Ra c is likely to be more complicated than a simple l = 1 pattern of flow. In fact we would not expect small differences in Ra c due to the effects of ellipticity to have much influence on the orientation of flow until the Rayleigh number is closer to the critical value. Consequently, it is reasonable to expect longitudinal variations in the pattern of convection during the early stages of growth. However, a gradual decrease in vigour of convection is predicted due to changes in both the thermal and compositional stratification as the inner core grows. As the effective Rayleigh number decreases towards the critical value, the effects of ellipticity would have a greater influence on the orientation of flow. In fact, the only unstable mode of convection prior to termination would be an l = 1 pattern of flow with the axis of upwelling aligned with the rotation axis.
Changes in the thermal stratification are caused by the effects of latent heat release and gravitational energy release due to chemical segregration of light elements into the liquid outer core. Both of these heat sources slow the growth of the inner core, reducing the temperature difference across the inner core. The resulting change in the growth rate depends on the size of the inner core. For a small inner core, we have previously shown that convection is possible when
where the critical heat flowQ c is about 5 TW for a thermal conductivity of 28 W m −1 K −1 . Using the critical heat flux forQ in (45), we establish a critical value for dc 2 /dt to ensure convection. Faster growth maintains a superadiabatic temperature profile. Latent heat and gravitational energy release slow the growth, requiring a higher heat flow to keep the growth rate above the critical value. Substituting the critical growth rate into (1) yields
whereQ now represents a lower bound on heat flow needed to sustain convection as a function of inner-core radius. For example, convection terminates for a heat flow ofQ = 7 TW once the inner-core radius exceeds 300 km. This radius coincides with some estimates for the size of the innermost inner core (Ishii & Dziewonski 2002; Beghein & Trampert 2003) , based on a radial transition in the structure of the anisotropy. Increasing the heat flow to 9 TW would sustain convection until the inner-core radius reaches 600 km, which coincides with a transition reported recently by Sun & Song (2008a) . All of these heat flows are plausible, so we conclude that an unstable thermal stratification is possible during the early history of the inner core.
Changes in composition can also suppress convection in the inner core, even when the thermal stratification is unstable. Growth of the inner core partially segregates light elements into the outer core, providing an important source of buoyancy for convection in the liquid core. As the concentration C of light elements in the outer core increases, the composition of the solid may also evolve towards a higher concentration, producing a stable stratification over time. The magnitude of this effect depends on the details of the phase diagram and the size of the inner core. A typical estimate for the mass fraction of light elements in the outer core is C = 0.06-0.07, whereas the concentration in the solid is C s = 0.02-0.03 (e.g. Alfe et al. 2007 ). However, the implications for compositional stratification in the solid are not straightforward when several light elements contribute to C and C s . For example, theoretical calculations suggest that FeS and FeSi are not segregated by solidification, whereas FeO is almost completely excluded from the inner core (Alfe et al. 2007) . In this case there should be relatively little chemical stratification within the inner core. Despite the uncertainties it is useful to give an illustrative example of chemical stratification by letting C s = χC, where χ is the fraction of light element incorporated into the inner core on solidification. Changes in the composition of a well-mixed outer core due to inner-core growth are described by
so the corresponding change in the composition of the solid at the inner-core boundary is
An advancing solidification front leaves behind a compositional stratification with a radial gradient specified by dC s /dc because chemical diffusion through the solid is very slow (Walter & Peterson 1969) . The resulting density stratification in the inner core is
where α c ≈ 0.6 represents the effect of composition on density (Braginsky & Roberts 1995) . Using C = 0.07, χ = 0.3 and c = 600 km yields a density gradient of −2.9 × 10 −6 kg m −4 . By comparison, the unstable thermal stratification near the inner-core boundary is
The counteracting effects of thermal and compositional stratification yield a neutral stratification at c = 600 km when δT a = 6.7 K. Thus a superadiabatic temperature of δT a = 6.7 K is required to promote convection when the effects of compositional stratification are taken into account for this particular example. A substantially smaller superadiabatic temperature of δT a = 0.8 K is required when c = 300 km, whereas a prohibitively large value of δT a = 57 K would be required for the present-day radius c = 1221 km. No plausible heat flowQ could overcome the present-day stratification (assuming that the previous estimates of compositional stratification are reasonable). On the other hand, an increase inQ of 1-2 TW would be enough to compensate for the stabilizing effects of composition when the inner core was much smaller (see Fig. 2 ). A gradual decrease in the vigour of convection due to inner-core growth would eventually allow the effects of ellipticity to align the pattern of flow with the rotation axis.
D I S C U S S I O N
A simple model for the growth and thermal evolution of the inner core suggests that convection is possible during the early stages of growth. Subsequent changes in thermal and compositional stratification suppress convection as the volume of the inner core increases. The timing of the transition to a non-convecting state depends on the CMB heat flowQ and the details of the phase diagram for the core liquid. While these details are poorly known, we could reasonably expect convection for an inner-core radius less than 600 km. Similar estimates for the inner-core radius have been proposed to mark a transition in the structure of anisotropy (Cao & Romanowicz 2007; Niu & Chen 2008; Sun & Song 2008b) . This transition could correspond to a change in the pattern of convection or a complete termination of convection. Termination would require some other mechanism to produce anisotropy at a larger radius. A gradual reduction in the vigour of convection is expected to alter the pattern of flow and any crystal texture induced by plastic deformation. At higher Ra we expect more complicated patterns of flow with strong lateral variations. Decreases in Ra progressively confine the flow to larger scales. Linear stability calculations (Chandrasekhar 1981 ) predict that convection is restricted to spherical harmonic degree l = 1 once the value of Ra drops below ≈5200. All other modes of convection (l > 1) become stable at this point. The combined effects of centrifugal forces and hydrostatic flattening should give a small preference for aligning the axis of convection with the rotation axis. However, the tendency to align the convection is probably weak because the underlying variations in Ra c are small. This is important because the inner core is liable to inherit thermal structure from a more vigorous convecting state in the past. A fully non-linear calculation is required to establish the conditions for aligning flow with the rotation axis. Quantifying the value of Ra at the time of convective alignment would help to establish whether there is sufficient time or sufficient levels of stress to overprint a pre-existing texture from an earlier time when convection was more vigorous. One possible interpretation of the complex pattern of anisotropy observed in the inner core is that the final convective state establishes a large-scale alignment of crystal lattices with the rotation axis without completely erasing a preexisting (and more complex) texture. This speculation awaits further investigation using numerical models. The stability calculations presented in this study would afford a simple test for numerical models that include the influences of centrifugal forces and hydrostatic flattening.
Convection in the inner core (both before and after convective alignment) has some advantages over other sources of deformation that originate in the outer core. Stresses in the outer core (either Maxwell or viscous stresses) might be 10 3 times weaker than the stress associated with convection in the inner core. Temperature anomalies in the inner core are roughly on the order of the superadiabatic temperature δT a , which may be as large as 10 K. By comparison, temperature anomalies in the outer core are probably on the order of 10 −2 to 10 −3 K (Christensen & Aubert 2006) . The associated stresses are ultimately limited by the available buoyancy. Much larger buoyancy forces in the inner core are more likely to produce the stress levels needed for plastic deformation. A second issue concerns the origin of lateral variations in the anisotropy. Convection in the inner core can produce lateral variations in flow without special pleading. Only the final stages of convection would align the axis of upwelling with the rotation axis. Any texture that was not erase by this final stage of flow would be expected to yield lateral variations.
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