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Abstract
With a view toward fractal spaces, by using a Korevaar-Schoen space approach, we intro-
duce the class of bounded variation (BV) functions in a general framework of strongly local
Dirichlet spaces with a heat kernel satisfying sub-Gaussian estimates. Under a weak Bakry-
E´mery curvature type condition, which is new in this setting, this BV class is identified with
a heat semigroup based Besov class. As a consequence of this identification, properties of BV
functions and associated BV measures are studied in detail. In particular, we prove co-area
formulas, global L1 Sobolev embeddings and isoperimetric inequalities. It is shown that for
nested fractals or their direct products the BV class we define is dense in L1. The examples of
the unbounded Vicsek set, unbounded Sierpinski gasket and unbounded Sierpinski carpet are
discussed.
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1 Introduction
In this paper we introduce and study functions of bounded variation on strongly local Dirichlet
spaces which may not have Gaussian heat kernel bounds, but have sub-Gaussian heat kernel bounds
as given in (3) and satisfy a weak Bakry-E´mery curvature condition (2). We note that some
properties that are usually taken for granted may not hold true in this setting because energy
measures are not necessarily absolutely continuous with respect to a fixed measure µ. Therefore,
unlike our analysis in [2] we can not develop and use locally Lipschitz functions, and need to develop
a different set of tools.
This introduction is devoted to giving an overview of the content of the paper and to providing
a summary of the main results obtained. The precise description of the sub-Gaussian heat kernel
bounds and the definition of the Besov spaces that are investigated is presented in Section 2.
Section 3 deals with a weak Bakry-E´mery type curvature condition that is key in studying the
notion of BV class introduced in Section 4. Eventually, Section 5 presents several examples of
spaces where the theory developed in previous sections applies.
An approach to BV functions in metric measure spaces
Our approach to a theory of functions of bounded variation (BV) is based on the study of the
L1 Korevaar-Schoen class at the critical exponent. To explain our motivation and results, let us
present this approach in the general context of metric measure spaces.
Let (X, d, µ) be a locally compact complete metric measure space where µ is a Radon measure.
For λ > 0 and p ≥ 1, we define the space KSλ,p(X) as the collection of all functions f ∈ Lp(X,µ)
for which
‖f‖p
KSλ,p(X)
:= lim sup
r→0+
∫
X
∫
B(x,r)
|f(y)− f(x)|p
rλpµ(B(x, r))
dµ(y) dµ(x) < +∞.
The Lp–Korevaar-Schoen critical exponent of the space is then defined as
λ#p = sup{λ > 0 : KSλ,p(X) contains non-constant functions}.
In the context of a complete metric measure space (X, d, µ) supporting a 1-Poincare´ inequality and
where µ is doubling, one has λ#p = 1 for every p ≥ 1. Note that, at the critical exponent λ#2 = 1,
one can construct a Dirichlet form
E(f) ' ‖f‖2KS1,2(X)
with domain KS1,2(X) by using a choice of a Cheeger differential structure as in [29]. This Dirichlet
form is then strictly local and the intrinsic distance dE associated to E is bi-Lipschitz equivalent to
the original metric d. We refer to [58] and the references therein for further details. In that same
context, at the critical exponent λ#1 = 1, one has KS
1,1(X) = BV (X) and
Var(f) ' ‖f‖KS1,1(X).
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By contrast, in the context of the present paper, (X, d, µ) is a complete metric measure space
for which µ is doubling (even Ahlfors regular) but for which λ#2 =
dW
2 , where dW ≥ 2 is a parameter
called the walk dimension of the space, see [38, 40]. At the critical exponent λ#2 =
dW
2 one has a
(strongly local but not strictly local) Dirichlet form
E(f) ' ‖f‖2
KS
dW
2 ,2(X)
with domain KS
dW
2
,2(X) whose heat kernel satisfies the sub-Gaussian estimates (3); see [44, Corol-
lary 3.4] and Section 4, Remark 4.3. By analogy with the previous case, it seems then natural to
study in that context the L1 critical exponent λ#1 and the associated class KS
λ#1 ,1(X). For the
spaces we are interested in, which are primarily fractals or products of fractals, we shall see that
this class KSλ
#
1 ,1(X) has many of the expected properties of a BV class: it has co-area formu-
las (see Theorem 4.15), existence of BV measures (see Theorem 4.23), and Sobolev embeddings
(see Theorem 4.18). The key assumption that yields these properties is the weak Bakry-E´mery
condition (2).
For nested fractals [12, 20,50, 57,65], we prove that λ#1 = dH is the Hausdorff dimension of the
space and that KSλ
#
1 ,1(X) is dense in L1(X,µ), see Theorem 5.1. For the Sierpinski carpet [12,15,
16,20] we prove that
λ#1 > dH − dtH + 1 (1)
and conjecture that in fact there is an equality in (1). Here, dtH is the topological-Hausdorff
dimension defined in [9].
A key point in the study of the L1 Korevaar-Schoen classes KSλ,1(X) is Proposition 4.1 which
allows us to identify KSλ,1(X) with the heat semigroup based Besov class B1,α(X), α = λdW , that
was introduced and extensively studied in our previous papers [1, 2]. In particular, we note that
α#1 :=
λ#1
dW
is therefore the critical parameter in the Besov scale of the classes B1,α(X), that is,
for α larger than this threshold the corresponding Besov classes contain only constant functions.
Working directly with the Besov classes B1,α(X) has the advantage that we are in the framework
of [1], which allows us to use a wide range of heat semigroup techniques paralleling the methods
developed in [2]. For this reason most of our results are written for the Besov class B1,α(X) and
the corresponding critical exponent α#1 rather than in terms of KS
λ,1(X) and λ#1 .
Weak Bakry-E´mery nonnegative curvature condition
Our main tool in this paper is the heat semigroup. In the Euclidean case, the deep connection
between regularizing properties of the heat semigroup and the theory of BV functions and sets
of finite perimeter was uncovered by E. De Giorgi in the celebrated paper [33]. Among many
other works, this connection was further developed and investigated by M. Ledoux in [56] (see
also the references therein). The Bakry-E´mery calculus shows that regularizing properties of the
heat semigroup are intimately connected with Ricci curvature-type lower bounds on the underlying
space, see [8]. Thus, it should come as no surprise that the approaches of De Giorgi and Ledoux
and the notions of isoperimetric inequalities and BV functions may be generalized to large classes
of spaces for which Ricci curvature type lower bounds are well understood, like the now-extensively
studied RCD(0,∞) spaces (see [7, 28]) or sub-Riemannian spaces (see [23, 25]). In the context of
the present paper, although the Bakry-E´mery calculus is not available, the weak Bakry-E´mery
curvature condition introduced in [2] has a natural Ho¨lder analogue which is the key assumption
of our work. We shall say that the weak Bakry-E´mery non-negative curvature condition wBE(κ)
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is satisfied if there exist a constant C > 0 and a parameter 0 < κ < dW such that for every t > 0,
g ∈ L∞(X,µ) and x, y ∈ X,
|Ptg(x)− Ptg(y)| ≤ Cd(x, y)
κ
tκ/dW
‖g‖L∞(X,µ). (2)
We prove in Theorem 3.7 that fractional metric spaces for which dW > dH ≥ 1 must satisfy
wBE(κ) with κ = dW − dH . Note that the hypothesis ofTheorem 3.7 is stable under rough
isometries in the sense of Barlow-Bass-Kumagai [17, 18, 22] and is a part of the general theory of
fractional diffusions [10, 12, 13, 15, 16, 19, 20, 38, 50, 51, and references therein]. For nested fractals,
Theorem 3.7 yields that wBE(κ) is satisfied with κ = dW − dH . Moreover, in that case the value
dW − dH is optimal in the sense that wBE(κ) is not satisfied for κ > dW − dH . Theorem 3.7 also
proves that the Sierpinski carpet satisfies wBE(κ) with κ = dW − dH , however we conjecture that
in fact the Sierpinski carpet satisfies wBE(κ) with κ > dW − dH . It will be a subject of future
work to investigate whether κ = dW − dH + dtH − 1.
We would like to briefly comment on the curvature interpretation of the weak Bakry-E´mery
condition wBE(κ). Our Theorem 3.7 holds only when dW > dH ≥ 1, which means that this
theorem is applicable for low dimensional spaces. In such a low dimensional situation, geometrically
speaking, there is no curvature. For nested fractals, the topological and topological Hausdorff
dimension are both 1. Thus, in some sense, they are analogues of lines which have zero curvature.
From a different perspective this corresponds to the Hodge-type theorems in [42,43] and Liouville-
type theorems [36,45] and [67, Introduction and Section 4]. The curvature interpretation of wBE(κ)
will only manifest itself in higher dimension when dH > dW , and this is why Subsection 3.3 is
important, as it allows us to construct higher dimensional examples satisfying wBE(κ). When
dH > dW one can expect the boundary of sets of finite perimeter to have a real geometry more
complicated than that of Cantor sets.
Beyond direct products of fractional spaces [27, 46, 69, 70], which in a sense are still flat, one
could try to construct “fractional manifolds, or fractafolds [68, 71], with non-negative curvature”
which would be metric spaces with heat kernels satisfying a sub-Gaussian estimate and a geometric
non-negative curvature condition, which would in turn imply the validity of wBE(κ) on these
fractafolds. This is beyond the scope of the present paper.
One long term goal of this project is also to develop tools for Li-Yau type estimates, in particular
on the decay of the gradient of the heat kernel. In our setting a gradient is to be understood in a
measure-theoretic sense, which motivates a large part of our work. Consideration of fractals in this
context is important, in particular, because they appear as models for manifolds with slow heat
kernel decay, [11], and limit sets of Schreier graphs of self-similar groups, which include groups of
intermediate growth and non elementary amenable groups, [21, 48, 60, 61, and references therein].
The forthcoming papers [4, 5] will extend these ideas to non-local forms and infinite dimensional
spaces.
Main results on BV functions under the wBE(κ) condition
On a dH -Ahlfors regular metric measure space (X, d, µ) whose heat kernel satisfies the sub-Gaussian
estimates (3), we define
BV (X) := KSλ
#
1 ,1(X) = B1,α
#
1 (X)
and for f ∈ BV (X),
Var(f) := lim inf
r→0+
∫
X
∫
B(x,r)
|f(y)− f(x)|
rλ
#
1 µ(B(x, r))
dµ(y) dµ(x).
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We show that for nested fractals, or their products, BV (X) is dense in L1(X,µ), see Theorems 5.1
and 5.6.
A set E ⊂ X will be said to be of finite perimeter if 1E ∈ BV (X). For a set E of finite perimeter
we define its perimeter as P (E) = Var(1E). Note that, unlike in the strictly local setting in [2],
the perimeter P (E) may not be induced by a Radon measure in a classical sense, but in some
generalized sense that will be further studied in some specific situations in [3].
Our main assumption to study the BV class is that X satisfies wBE(κ) with
κ = dW − λ#1 = dW (1− α#1 ).
From Theorems 3.7 and 3.8 this assumption is, for instance, satisfied for nested fractals or their
products. The main results we obtain under this assumption are the following:
1. Locality property (Theorem 4.9) There is a constant C > 0 such that for every f ∈ BV (X),
sup
r>0
1
rdH+dW−κ
∫
X
∫
B(y,r)
|f(x)− f(y)|dµ(x) dµ(y) ≤ CVar(f).
2. Co-area estimate (Theorem 4.15) There exist constants c, C > 0 such that for every non-
negative f ∈ BV (X),
c
∫ ∞
0
Var(1Et(f))dt ≤ Var(f) ≤ C
∫ ∞
0
Var(1Et(f))dt,
where Et(f) = {x ∈ X : f(x) > t}. In particular, for f ∈ BV (X) the sets Et(f) = {x ∈ X :
f(x) > t} are of finite perimeter for almost every t > 0.
3. (Theorem 4.17) There exists a constant C > 0 such that for every Borel set E ⊂ X,
P (E) ≤ CC∗dW−κ(E),
where C∗dW−κ(E) denotes the (dW − κ)-codimensional lower Minskowski content of E. In
particular, any set whose measure-theoretic boundary has finite (dW −κ)-codimensional lower
Minskowski content has finite perimeter
4. Sobolev inequality I (Theorem 4.18) Assume dW − κ < dH . Then BV (X) ⊂ L1∗(X,µ) and
there is C > 0 such that for every f ∈ BV (X),
‖f‖L1∗ (X,µ) ≤ CVar(f),
where the critical Sobolev exponent 1∗ is given by the formula
1
1∗
= 1− dW − κ
dH
.
In particular, there exists a constant C > 0 such that for every set E of finite perimeter,
µ(E)
dH−dW+κ
dH ≤ CP (E).
This is our analog of an isoperimetric inequality.
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5. Sobolev inequality II (Theorem 4.19) Assume κ = dW − dH > 0. Then BV (X) ⊂ L∞(X,µ)
and there exists a constant C > 0 such that for every f ∈ BV (X), and a.e. x, y ∈ X
|f(x)− f(y)| ≤ CVar(f).
Note that this is in contrast to the strictly local case, where no such pointwise control can be
obtained for BV functions; however, in that case, if X also supports a 1-Poincare´ inequality,
then we have a pointwise control in terms of the Hardy-Littlewood maximal function of the
BV energy measure.
We also show that BV functions naturally induce Radon measures on X that we call BV
measures, see Section 4.6. In a certain sense, those measures can be thought of as gradient measures
of BV functions. Because of possible oscillatory phenomena due to the geometry of the underlying
space X, we do not expect that a given f ∈ BV (X) has in general a unique associated BV measure.
However, Theorem 4.23 shows the remarkable fact that all the BV measures associated to a given
f are mutually equivalent. If the function f is regular enough we show in Theorem 4.29 that its
energy measure can be controlled by the lower envelope of its BV measures.
Main examples
The motivation for this paper comes from the following three standard fractal examples: unbounded
Vicsek set (Figure 1), unbounded Sierpinski gasket (Figure 2), and unbounded Sierpinski carpet
(Figure 3). The properties of BV spaces are remarkably different in these cases and, therefore, on
spaces with sub-Gaussian heat kernel bounds (3) one can expect a theory of BV functions that in
general is analogous to the BV theory in Rd, but in some sense richer in detail and more variable.
On the Vicsek set, as on all nested fractals, κ = dW − dH and BV functions are dense in L1,
see Theorems 5.1 and 5.2(1), with equivalent BV and energy measures. Furthermore, in a future
work on the Vicsek set one will see that we can develop a complete theory analogous to the one
dimensional case but including new oscillatory phenomena.
Figure 1: A part of an infinite, or unbounded, Vicsek set.
On the Sierpinski gasket we also have κ = dW − dH , but BV functions do not even contain
piecewise harmonic functions, see Theorems 5.1 and 5.2(2), and one expects all BV functions to
be discontinuous, and BV measures to be purely atomic, see Conjecture 5.3. The absence of
intrinsically smooth functions of bounded variation is a very surprising phenomenon that has not
been observed before. On the Sierpinski gasket the proof of this part of the theorem relies on
delicate results following from the Furstenberg-Kesten theory of invariant measures and Lyapunov
exponents for products of i.i.d. random matrices, which includes a non-commutative matrix version
of the classical ergodic theorems. In particular, one can expect that the estimates of the Lyapunov
exponents are intimately related to the Besov-type estimates of the intrinsically smooth functions.
This will be the subject of future work in [3].
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Figure 2.2. A part of an infinite Sierpin´ski gasket.
0
3
5
6
-
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Figure 2.3. An illustration to the computation of the spectrum on the infi-
nite Sierpin´ski gasket. The curved lines show the graph of the function R(·),
the vertical axis contains the spectrum of σ(−∆Γ0) and the horizontal axis
contains the spectrum σ(−∆).
the preimages of 5 and 3 under the inverse iterations of R. In this case formula (2.14) is
the same as the formulas for eigenprojections in [41]. The illustration to the computation
of the spectrum in Theorem 2.3 is shown in Figure 2.3, where the graph of the function
R is shown schematically and the location of eigenvalues is denoted by small crosses. The
spectrum σ(−∆) is shown on the horizontal axis and the set of eigenvalues Σ0 of −∆Γ0 is
shown on the vertical axis.
A different infinite Sierpin´ski gasket fractafold can be constructed using two copies of an
infinite Sierpin´ski gasket with a boundary point, and joining these copies at the boundary.
This fractal first was considered in [2], and has a natural axis of symmetry between left and
right copies. Therefore we can consider symmetric and anti-symmetric functions with respect
to these symmetries. It was proved in [41] that the spectrum of the Laplacian restricted to
the symmetric part is pure point with a complete set of eigenfunctions with compact support.
For the anti-symmetric part the compactly supported eigenfunctions are not complete, and
it was proved in [31] that the Laplacian on Γ0 has a singularly continuous component in
the spectrum, supported on JR, of spectral multiplicity one. As a corollary of these and our
results we have the following proposition.
Figure 2: A part of an infinite, or unbounded, Sierpinski gasket.
Figure 3: A part of an infinite, or unbounded, Sierpinski carpet.
On the Sierpinski carpet we conjecture that dW−dH < κ 6 dW−dH+dtH−1, c.f. Conjecture 5.4.
Proving this fact would involve, in particular, improving estimates on the Ho¨lder continuity of
harmonic functions obtained in [12,15,16]. I is also closely relat d to the Besov critical exponents
defined in (13), and to a measurable version of isoperimetric type arguments that will be the subject
of future work. In addition, this conjecture combines the fractal analog of the Einstein-type relation
r ' t1/dW between spatial distance r and ime t with a detailed a alysis of the -neighborhoods of
boundaries of open sets and our co-area formulas in Section 4.3.
Convention and notations
Throughout the paper we us c, C to denot posit ve constants that may change fr line to line.
The quadruple (X,µ, E ,F) denotes a topological measure space (X,µ) with E a Dirichlet form on
L2(X,µ), with F the collection of functions f ∈ L2(X,µ) for which E(f, f) is finite. The notations
dH , dW and dtH denote the Hausdorff, walk, and topological-Hausdorff dimensions respectively, of
X, when X is equipped with a metric d; so strictly speaking, we deal with a metric measure space
(X, d, µ) equipped with a Dirichlet form E . We will assume throughout that E is associated with the
metric d via the sub-Gaussian estimates (3) and the weak Bakry-E´mery curvature conditions (2)
mentioned above.
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2 Preliminaries
Our assumptions are quite general, and the main classes of examples we are interested in this paper
are fractal spaces. We refer to [12, 38, 50, 51] for further details on the following framework and
assumptions.
2.1 Metric measure Dirichlet spaces with sub-Gaussian heat kernel estimates
Let (X, d, µ) be a locally compact metric measure space where µ is a Radon measure supported
on X. Let now (E ,F = dom(E)) be a Dirichlet form on X, that is: a densely defined, closed,
symmetric and Markovian form on L2(X,µ), see [30, 35]. We denote by Cc(X) the vector space
of all continuous functions with compact support in X and C0(X) its closure with respect to the
supremum norm. A core for (X,µ, E ,F) is a subset C of Cc(X)∩F which is dense in Cc(X) in the
supremum norm and dense in F in the norm
‖f‖E1 :=
(
‖f‖2L2(X,µ) + E(f, f)
)1/2
.
In the literature, this norm is sometimes denoted H1(X,µ) or W 1,2(X,µ). The Dirichlet form E
is called regular if it admits a core. It is called strongly local if for any two functions u, v ∈ F
with compact supports such that u is constant in a neighborhood of the support of v, we have
E(u, v) = 0, see [35, Page 6]. We denote by {Pt} the heat semigroup associated with the Dirichlet
space (X, E ,F , µ) and refer to Section 2.2 in [1] for a summary of its basic properties.
Throughout the paper, we make the following assumptions. Note that they are not independent
(some may be derived from combinations of the others); the list was chosen for comprehension rather
than minimality.
Assumption 2.1 (Regularity).
• B(x, r) := {y ∈ X | d(x, y) < r} has compact closure for any x ∈ X and any r ∈ (0,∞);
• µ is Ahlfors dH-regular, i.e. there exist c1, c2, dH ∈ (0,∞) such that c1rdH ≤ µ
(
B(x, r)
) ≤
c2r
dH for any r ∈ [0,+∞).
• E is a regular, strongly local Dirichlet form.
Assumption 2.2 (Sub-Gaussian Heat Kernel Estimates). {Pt} has a continuous heat kernel
pt(x, y) satisfying, for some c3, c4, c5, c6 ∈ (0,∞) and dW ∈ [2,+∞),
c5t
−dH/dW exp
(
−c6
(d(x, y)dW
t
) 1
dW−1
)
≤ pt(x, y) ≤ c3t−dH/dW exp
(
−c4
(d(x, y)dW
t
) 1
dW−1
)
(3)
for µ×µ-a.e. (x, y) ∈ X ×X and each t ∈ (0,+∞).
The parameter dH is the Hausdorff dimension, and the parameter dW is called the walk dimen-
sion, even though it is, strictly speaking, not a dimension of a geometric object. It is possible to
prove that if the metric space (X, d) satisfies a chain condition, then 2 ≤ dW ≤ dH+1, see [14,37,39].
When dW = 2, one speaks of Gaussian estimates and when dW > 2, one speaks then of sub-Gaussian
estimates. In this framework, it is known that the semigroup {Pt} is conservative, i.e. Pt1 = 1. It
is important to note that in this paper, unlike [2], the distance d(x, y) is not necessarily the intrinsic
distance associated with the Dirichlet form. The only link between the distance and the Dirichlet
form we need to develop our theory is the sub-Gaussian heat kernel estimates (3).
The following is an easy but frequently-used consequence of the sub-Gaussian bounds for the
heat kernel.
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Lemma 2.3. Let κ ≥ 0. There are constants C, c > 0 so that for every x, y ∈ X, and t > 0
d(x, y)κpt(x, y) ≤ Ctκ/dW pct(x, y). (4)
Proof. Using the sub-Gaussian estimate (3) to bound pt(x, y) from above and pct(x, y) from below,
this reduces to the observation that(d(x, y)dW
t
)κ/dW
exp
(
−c4
(d(x, y)dW
t
) 1
dW−1
)
≤ C exp
(
−c6
(d(x, y)dW
ct
) 1
dW−1
)
for a suitable choice of C and c.
2.2 Barlow’s fractional metric spaces and fractional diffusions
Our setting is closely related to the setting of fractional metric spaces with fractional diffusions
defined by Barlow [12], which differ from ours only in that they are assumed to be geodesic; later we
will see that this latter assumption implies, and is perhaps no stronger than, the weak Bakry-E´mery
assumption we need in order to construct a rich theory of BV functions.
According to [12, Definition 3.2], a complete metric measure space (X, d) with a Borel measure
µ is a fractional metric space of dimension dH if it is dH -Ahlfors regular and satisfies the midpoint
property, i.e. for any x, y ∈ X there exists z ∈ X such that d(x, z) = d(z, y) = 12d(x, y). The latter
is equivalent to requiring the space be geodesic. In this context, Barlow introduced in [12, Section 3]
a class of processes called fractional diffusions. A fractional diffusion is a µ-symmetric, conservative
Feller diffusion on X for which there is a jointly continuous heat kernel pt(x, y) that is symmetric,
has the semigroup property and satisfies the sub-Gaussian estimates (3). In his notation, our Pt
is in FD(dH , dW ) provided X is geodesic. We note that in this context [12, Theorem 3.20] says
2 ≤ dW ≤ 1 + dH .
2.3 Heat kernel based Besov classes
Let p ≥ 1 and α ≥ 0. As in [1], we define the Besov seminorm
‖f‖p,α = sup
t>0
t−α
(∫
X
∫
X
|f(x)− f(y)|ppt(x, y)dµ(x)dµ(y)
)1/p
(5)
and define the heat semigroup-based Besov class by
Bp,α(X) = {f ∈ Lp(X,µ) : ‖f‖p,α < +∞}.
Our first goal is to compare the space Bp,α(X) to Besov type spaces previously considered in a
similar framework (see [38]).
For α ∈ [0,∞) and p ∈ [1,∞), we introduce the following seminorm: for f ∈ Lp(X,µ),
Nαp (f, r) :=
1
rα+dH/p
(∫∫
{d(x,y)<r}
|f(x)− f(y)|p dµ(x) dµ(y)
)1/p
(6)
for r ∈ (0,∞), and
Nαp (f) := sup
r∈(0,1]
Nαp (f, r). (7)
We then define the Besov space Bαp (X) by
Bαp (X) :=
{
f ∈ Lp(X,µ) : Nαp (f) <∞
}
. (8)
It is clear that Bα2p (X) ⊂ Bα1p (X) for α1, α2 ∈ [0,∞) with α1 ≤ α2.
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Theorem 2.4. [62, Theorem 3.2] Let p ≥ 1 and α ≥ 0. We have Bαp (X) = Bp,
α
dW (X) and there
exist constants cp,α, Cp,α > 0 such that for every f ∈ Bαp (X) and r > 0,
cp,α sup
s∈(0,r]
Nαp (f, s) ≤ ‖f‖p,α/dW ≤ Cp,α
(
sup
s∈(0,r]
Nαp (f, s) +
1
rα
‖f‖Lp(X,µ)
)
.
In particular, ‖f‖p,α/dW ' sups∈(0,+∞)Nαp (f, s), and f ∈ Lp(X,µ) is in B
p, α
dW (X) if and only if
lim supr→0+ Nαp (f, r) <∞.
Remark 2.5. The above theorem is essentially a rephrasing of [62, Theorem 3.2], though the
estimates we obtain are slightly sharper. However, the notion of Besov spaces given in [62] considers
dyadic jumps in the parameter t; hence the proof given there is slightly more complicated than ours.
We include the relatively short proof because the estimates are useful in later sections.
Proof. We first prove the lower bound. For t > 0 and α > 0 observe from (3) that
pt(x, y) ≥ c5 exp(−c6)t−dH/dW for d(x, y) ≤ t1/dw ,
so that
‖f‖pp,α/dW = supt>0 t
− αp
dW
∫
X
∫
X
|f(x)− f(y)|ppt(x, y)dµ(x)dµ(y)
≥ sup
t>0
t
− αp
dW
∫
X
∫
B(y,t1/dW )
|f(x)− f(y)|ppt(x, y)dµ(x)dµ(y)
≥ sup
t>0
c5 exp(−c6) 1
t(αp+dH)/dW
∫
X
∫
B(y,t1/dW )
|f(x)− f(y)|pdµ(x)dµ(y)
= c5 exp(−c6) sup
t>0
Nαp (f, t
1/dW )p,
from which the lower bound follows. We now turn to the upper bound. Fixing r > 0, we set
A(t) :=
∫
X
∫
X\B(y,r)
pt(x, y)|f(x)− f(y)|p dµ(x) dµ(y), (9)
B(t) :=
∫
X
∫
B(y,r)
pt(x, y)|f(x)− f(y)|p dµ(x) dµ(y), (10)
so that
∫
X
∫
X |f(x) − f(y)|ppt(x, y)dµ(x)dµ(y) = A(t) + B(t). By (3) and the inequality |f(x) −
f(y)|p ≤ 2p−1(|f(x)|p + |f(y)|p),
A(t) ≤ c3
tdH/dW
∫
X
∫
X\B(y,r)
exp
(
−c4
(d(x, y)dW
t
) 1
dW−1
)
· 2p|f(y)|p dµ(x) dµ(y)
=
2pc3
tdH/dW
∞∑
k=1
∫
X
∫
B(y,2kr)\B(y,2k−1r)
exp
(
−c4
(d(x, y)dW
t
) 1
dW−1
)
|f(y)|p dµ(x) dµ(y)
≤ 2
pc3
tdH/dW
∞∑
k=1
∫
X
µ
(
B(y, 2kr)
)
exp
(
−c4
(2(k−1)dW rdW
t
) 1
dW−1
)
|f(y)|p dµ(y)
≤ 2
pc3
tdH/dW
∞∑
k=1
c2r
dH2kdH‖f‖pLp exp
(
−c4
(rdW
t
) 1
dW−1
(
2
dW
dW−1
)k−1)
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= ‖f‖pLp2pc2c3
∞∑
k=1
2dH
(rdW
t
2dW (k−1)
)dH/dW
exp
(
−2−
dW
dW−1 c4
(rdW
t
2dW k
) 1
dW−1
)
≤ ‖f‖pLp2p+dH c2c3
∞∑
k=1
∫ (rdW /t)(2dW )k
(rdW /t)(2dW )k−1
sdH/dW exp
(
−2−
dW
dW−1 c4s
1
dW−1
) 1
(dW log 2)s
ds
=
2p+dH c2c3
dW log 2
‖f‖pLp
∫ ∞
rdW /t
sdH/dW−1 exp
(
−2−
dW
dW−1 c4s
1
dW−1
)
ds
≤ c8 exp
(
−c9
(rdW
t
) 1
dW−1
)
‖f‖pLp(X,µ), (11)
where c9 := 2
− dW
dW−1 c4 and c8 := 2
p+dH c2c3(dW log 2)
−1 ∫∞
0 s
dH/dW−1 exp
(−c9s 1dW−1 ) ds.
On the other hand, for B(t), by (3) we have
B(t) ≤ c3
tdH/dW
∫
X
∫
B(y,r)
exp
(
−c4
(d(x, y)dW
t
) 1
dW−1
)
|f(x)− f(y)|p dµ(x) dµ(y)
≤ c3
tdH/dW
∞∑
k=1
∫
X
∫
B(y,21−kr)\B(y,2−kr)
exp
(
−c4
(d(x, y)dW
t
) 1
dW−1
)
|f(x)− f(y)|p dµ(x) dµ(y)
≤ c3
tdH/dW
∞∑
k=1
∫
X
∫
B(y,21−kr)
exp
(
−c4
(2−kdW rdW
t
) 1
dW−1
)
|f(x)− f(y)|p dµ(x) dµ(y)
≤ c3
∞∑
k=1
(21−kr)pα+dH
tdH/dW
exp
(
−c9
(rdW
t
2dW (1−k)
) 1
dW−1
)∫
X
∫
B(y,21−kr)
|f(x)− f(y)|p
(21−kr)pα+dH
dµ(x) dµ(y)
≤ c32pα+dH t
pα
dW sup
s∈(0,r]
Nαp (f, s)
p
∞∑
k=1
(rdW
t
2−dW k
) dH+pα
dW exp
(
−c9
(rdW
t
2−dW (k−1)
) 1
dW−1
)
≤ c7t
pα
dW sup
s∈(0,r]
Nαp (f, s)
p. (12)
Hence one has∫
X
∫
X
|f(x)− f(y)|ppt(x, y)dµ(x)dµ(y) ≤ c8 exp
(
−c9
(rdW
t
) 1
dW−1
)
‖f‖pLp + c7t
pα
dW sup
s∈(0,r]
Nαp (f, s)
p.
This yields
sup
t>0
t
− pα
dW
∫
X
∫
X
|f(x)− f(y)|ppt(x, y)dµ(x)dµ(y) ≤ c7 sup
s∈(0,r]
Nαp (f, s)
p +
c10
rpα
‖f‖pLp(X,µ).
The proof is thus complete.
2.4 Besov regularity of indicators of sets and density of B1,α in L1
In order to have an interesting theory we certainly need our Besov spaces to contain non-constant
functions. It is also natural to be concerned with whether they are dense in the Lebesgue spaces.
Accordingly we follow [1, Section 5.2] and define critical exponents as follows.
α∗p = sup{α > 0 : Bp,α(X) is dense in Lp(X,µ)},
α#p = sup{α > 0 : Bp,α(X) contains non-constant functions}.
(13)
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Note that α∗p ≤ α#p . In this section we concern ourselves only with a simple condition for B1,α(X)
to be dense in L1(X,µ), as this is the essential case to consider in studying functions of bounded
variation. It will become apparent when we treat the co-area formula, Theorem 4.15 that the
significant question is whether a characteristic function 1E of a Borel set E is in B
1,α(X), and it
is well-known that this is related to boundary regularity of the measure-theoretic boundary.
Definition 2.6. Let E ⊂ X be a Borel set. We say x is a density point of E and write x ∈ E∗ if
lim sup
r→0+
µ(B(x, r) ∩ E)
µ(B(x, r))
> 0.
The measure-theoretic boundary is ∂∗E = E∗ ∩ (Ec)∗, see e.g. [6, Section 4]. Now for r > 0 define
the measure-theoretic r-neighborhood ∂∗rE by
∂∗rE :=
(
E∗ ∩ (Ec)r
) ∪ ((Ec)∗ ∩ Er). (14)
where Er = {x ∈ X : µ(B(x, r) ∩ E) > 0} and similarly for (Ec)r.
Notice that ∂∗E ⊂ ∩r>0∂∗rE ⊂ ∂E, where this last is the topological boundary. We have the
following easy consequence of Theorem 2.4.
Lemma 2.7. Suppose E ⊂ X is a finite measure Borel set such that
lim sup
r→0+
r−αdWµ(∂∗rE) <∞
then 1E ∈ B1,α(X).
Proof. From Theorem 2.4 it suffices to show that lim supr→0+ N
αdW
1 (1E , r) <∞, however comput-
ing directly from the definition (6)
NαdW1 (1E , r) =
1
rαdW+dH
∫
X
∫
{d(x,y)<r}
|1E(x)− 1E(y)| dµ(x) dµ(y)
=
1
rαdW+dH
(∫
E
µ
(
B(y, r) ∩ Ec) dµ(y) + ∫
Ec
µ
(
B(y, r) ∩ E) dµ(y))
=
1
rαdW+dH
(∫
E∗∩(Ec)r
µ
(
B(y, r) ∩ Ec) dµ(y) + ∫
(Ec)∗∩Er
µ
(
B(y, r) ∩ E) dµ(y))
≤ 2r−αdWµ(∂∗rE),
where we used Ahlfors regularity both to ensure Lebesgue density points have full measure so as
to pass from E to E∗ and from Ec to (Ec)∗, and for the estimate µ(B(y, r)) ≤ CrdH .
Note that in the above lemma we must have αdW ≤ dH because the measure of the r-
neighborhood of a point is bounded below by crdH . Rephrasing the above in terms of the critical
exponents and using the density in L1(X,µ) of the set of characteristic functions of a basis for the
topology we have the following result.
Corollary 2.8. If there is a non-empty open set E with µ(E) <∞ and lim supr→0+ r−αdWµ(∂∗E) <
∞, then α#1 ≥ α. If this estimate is true for a family of open sets E which generates the topology
of X, then α∗1 ≥ α.
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3 Weak Bakry-E´mery curvature condition
In this section we introduce the key condition that will allow us to study the BV class. This
condition, called wBE(κ), is the Ho¨lder analogue of the weak Bakry-E´mery curvature condition
that was previously introduced in strictly local Dirichlet spaces (see [2,24]). It quantifies a uniform
regularization property of the heat semigroup in a scale invariant manner.
3.1 Definition of wBE(κ)
Definition 3.1. We say that (X,µ, E ,F) satisfies the weak Bakry-E´mery non-negative curvature
condition wBE(κ) if there exist a constant C > 0 and a parameter 0 < κ < dW such that for every
t > 0, g ∈ L∞(X,µ) and x, y ∈ X,
|Ptg(x)− Ptg(y)| ≤ Cd(x, y)
κ
tκ/dW
‖g‖L∞(X,µ). (15)
Remark 3.2. We note that if (X, d) satisfies a chain condition (see [38]), then one must have
κ ≤ 1. Indeed, it is easily seen that the chain condition implies that α-Ho¨lder functions with α > 1
need to be constant.
Since Pt is a contraction in L
∞(X,µ), the estimate (15) is only relevant when d(x, y) is small
compared to t1/dW . In particular, one has the following result:
Lemma 3.3. If (X,µ, E ,F) satisfies wBE(κ) for some 0 < κ < dW , then it satisfies wBE(κ′) for
every 0 < κ′ ≤ κ.
Proof. Since
(
t−1/dW d(x, y)
)κ ≤ (t−1/dW d(x, y))κ′ if d(x, y) ≤ t1/dW , it suffices to consider d(x, y) >
t1/dW , for which the result follows from the estimate
|Ptg(x)− Ptg(y)| ≤ 2‖Ptg‖L∞(X,µ) ≤ 2‖g‖L∞(X,µ) ≤ 2
d(x, y)κ
′
tκ′/dW
‖g‖L∞(X,µ).
The weak Bakry-E´mery condition is also related to the Ho¨lder regularity of the heat kernel.
Lemma 3.4. Assume that (X,µ, E ,F) satisfies the weak Bakry-E´mery condition wBE(κ). Then,
there exists a constant C > 0 such that for every t > 0, x, y, z ∈ X,
|pt(x, z)− pt(y, z)| ≤ C d(x, y)
κ
t(κ+dH)/dW
. (16)
Proof. The weak Bakry-E´mery estimate is equivalent to∫
X
|pt(x, z)− pt(y, z)|dµ(z) ≤ Cd(x, y)
κ
tκ/dW
.
so the result follows by computing
|pt(x, z)− pt(y, z)| =
∣∣∣∣∫
X
(pt/2(x, u)− pt/2(y, u))pt/2(u, z)dµ(u)
∣∣∣∣
≤ C
tdH/dW
∫
X
|pt/2(x, u)− pt/2(y, u)|dµ(u).
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Remark 3.5. Note that if (3) holds, then there always exists κ ∈ (0, 1) such that (16) holds for
every t > 0, µ-a.e. x, y, z ∈ X, see for instance [31, Proposition 4.5], or [41, Section 5.3]. However
one should not expect this to give the optimal κ.
Remark 3.6. Suppose (X, d, µ) is Ahlfors dH-regular and the heat kernel satisfies the sub-Gaussian
upper bound in (3). Then validity of the weak Bakry-E´mery curvature condition (15) implies the
sub-Gaussian lower bound for the heat kernel in (3) for every t > 0, µ-a.e. x, y ∈ X. This
is established using the proof of [31, Theorem 3.1], for which one needs to know that pt(x, y) ≥
ct−dH/dW on d(x, y) < at1/dW for some a > 0. The validity of the latter is obtained as follows:
Ahlfors dH-regularity and the heat kernel upper bound imply that for any t > 0 and µ-a.e. x ∈M ,
we have pt(x, x) ≥ ct−dH/dW , but then the weak Bakry-E´mery condition gives (16) from which we
obtain a suitable a > 0 via the computation:
|pt(x, x)− pt(y, x)| ≤ C d(x, y)
κ
t(κ+dH)/dW
≤ C (at
1/dW )κ
tκ/dW
pt(x, x) ≤ 1
2
pt(x, x).
3.2 Fractional metric spaces satisfying wBE(κ)
Recall from Section 2.2 that if X is geodesic then our assumptions put us in Barlow’s class of
fractional metric spaces with fractional diffusions. Assuming this, and that the dimension of the
state space is small compared to the walk dimension, specifically that dH < dW , we can use Barlow’s
results to obtain a weak Bakry-E´mery inequality. Specifically, [12, Theorem 3.40] says that then
for any λ > 0, x, y ∈ X and f ∈ L∞(X,µ),
|Uλf(x)− Uλf(y)| ≤ Cλ−
dH
dW d(x, y)dW−dH‖f‖L∞(X,µ), (17)
where {Uλ}λ>0 is the resolvent associated with Pt. The latter may be written as (L − λ)−1 using
the generator L for which Pt = e
tL. From this we deduce wBE(dW − dH) as follows.
Theorem 3.7. A fractional metric space (X, d, µ) for which 1 ≤ dH < dW satisfies wBE(κ) with
κ = dW − dH .
Proof. Let f ∈ L∞(X,µ). Then, Ptf = Uλ(L− λ)Ptf ∈ L∞(X,µ), where L is the generator of Pt.
In view of (17), for any λ > 0 and x, y ∈ X we have
|Ptf(x)− Ptf(y)| ≤ Cλ−
dH
dW d(x, y)dW−dH‖(L− λ)Ptf‖L∞(X,µ). (18)
Writing LPt =
∂Pt
∂t and applying [32, Corollary 5] and the sub-Gaussian estimates in (3) yields
|(L− λ)Ptf(x)| ≤
∫
X
∣∣∣ ∂
∂t
pt(x, y)− λpt(x, y)
∣∣∣ dµ(y)‖f‖L∞(X,µ)
≤ λ‖f‖L∞(X,µ) +
C
εδt
(1− δ)−
dH
dW
∫
X
t
− dH
dW exp
(
c
(d(x, y)dW
t
) 1
dW−1
)
dµ(y)
≤
(Cε,δ
t
+ λ
)
‖f‖L∞(X,µ)
so choosing λ = Cε,δ/t, it follows that
|Ptf(x)− Ptf(y)| ≤ Cε,δt−
dW−dH
dW d(x, y)dW−dH‖f‖L∞(X,µ).
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We remark that the proof of (17) uses the geodesic property in two places. In one, the proof
of [12, Corollary 3.38], one can use Ahlfors regularity instead, but its use in the proof of [12,
Lemma 3.9] is more subtle. More significantly, we will see that the weak Bakry-E´mery estimate
wBE(dW − dH) is optimal for finitely ramified sets like the Sierpinski gasket or Vicsek set in the
sense that wBE(κ) is not satisfied if κ > dW − dH . However we believe it is not optimal for the
Sierpinski carpet, see Conjecture 5.4. In view of the discussion in Section 3.5, the Vicsek set may
be particularly interesting because κ = 1 and the Vicsek set is a dendrite, see [49,72].
3.3 Stability of wBE(κ) by tensorization
The condition wBE(κ) is stable under tensor powers. This yields many examples, and is important
in analysis on fractals, see [27,46,69,70].
Let (X, d, µ) satisfy the assumptions 2.1 and 2.2. Consider (Xn, dXn , µ
⊗n), where the metric
dXn is defined as follows: for any x = (x1, x2, · · · , xn) ∈ Xn and x′ = (x′1, x′2, · · · , x′n) ∈ Xn,
dXn(x,x
′)
dW
dW−1 =
n∑
i=1
dX(xi, x
′
i)
dW
dW−1 .
Then (Xn, dXn , µ
⊗n) is Ahlfors ndH -regular and the heat kernel on Xn given by
pX
n
t (x,y) = pt(x1, y1) · · · pt(xn, yn)
satisfies the sub-Gaussian bounds (3) with d(x, y) replaced by d(x,y).
Proposition 3.8. If (X, d, µ) satisfies wBE(κ), then (Xn, dXn , µ
⊗n) also satisfies wBE(κ).
Proof. Let f ∈ L∞(Xn, µ⊗n). Given x,x′ ∈ Xn we may estimate the change in PXnt f due to
changing a single component of x using wBE(κ) on X:∣∣PXnt f(x′1, · · · , x′i−1, xi, · · · , xn)− PXnt f(x′1, · · · , x′i, xi+1, · · · , xn)∣∣
≤ ∣∣Pt(PXn−1t f(x′1, · · · , x′i−1, ·, xi+1, · · · , xn))(xi)− Pt(PXn−1t f(x′1, · · · , x′i−1, ·, xi+1, · · · , xn))(x′i)∣∣
≤ Cd(xi, x
′
i)
κ
tκ/dW
∥∥∥PXn−1t f(x′1, · · · , x′i−1, ·, xi+1, · · · , xn)∥∥∥
L∞(X,µ)
≤ Cd(xi, x
′
i)
κ
tκ/dW
‖f‖L∞(Xn).
Bounding the change in each component in this manner and summing over components yields∣∣PXnt f(x)− PXnt f(x′)∣∣ ≤ C 1tκ/dW
(
n∑
i=1
d(xi, x
′
i)
κ
)
‖f‖L∞(Xn) ≤ C
dXn(x,x
′)κ
tκ/dW
‖f‖L∞(Xn).
where C is independent of n if κ ≥ 1.
3.4 Continuity of Pt in B
p,α for p ≥ 2 and pseudo-Poincare´ inequalities
In this section, we study the continuity of the heat semigroup in the Besov spaces in the range p ≥ 2.
This complements the results of [1, Section 5.1], under the additional assumption of the weak Bakry-
E´mery estimate (15). We also obtain the pseudo-Poincare´ inequalities in Proposition 3.10. These
are a key technical tool in our work, especially in the case p = 1 which is an analog of [2, Lemma
4.3] in the sub-Gaussian setting.
In what follows we use the following notation. For 1 ≤ p <∞ let
βp =
(
1− 2
p
) κ
dW
+
1
p
(19)
and note that the restriction 0 < κ < dW in (15) implies βp > 0.
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Theorem 3.9. If (X,µ, E ,F) satisfies the weak Bakry-E´mery condition wBE(κ) and 2 ≤ p < ∞
then there is C > 0 such that for every t > 0 and f ∈ Lp(X,µ)
‖Ptf‖p,βp ≤
C
tβp
‖f‖Lp(X,µ).
In particular, for t > 0, Pt : L
p(X,µ)→ Bp,βp(X) is bounded.
Proof. Consider the map Pt defined by Ptf(x, y) = Ptf(x) − Ptf(y). It was proved in [1, Propo-
sition 4.6] that ‖f‖22,1/2 = 2E(f, f). Applying this to Ptf we conclude from standard estimates
that ‖Ptf‖2,1/2 ≤ Ct−1/2‖f‖L2(X,µ) (see also [1, Theorem 5.1]), which is equivalent to the following
bound, valid for all s > 0:∫
X
∫
X
ps(x, y)|Ptf(x)− Ptf(y)|2dµ(x) dµ(y) ≤ C s
t
‖f‖L2(X,µ).
Here we view this as saying Pt : L2(X,µ)→ L2(X ×X, psµ⊗ µ) is bounded by C
(
s
t
)1/2
.
We now consider the case where f ∈ L∞(X,µ), s, t > 0, and q > 1. Fix a compact set K and
compute using the weak Bakry-E´mery condition (15) and (4) that(∫
K
∫
X
ps(x, y)|Ptf(x)− Ptf(y)|qdµ(x) dµ(y)
)1/q
≤ C‖f‖∞ 1
tκ/dW
(∫
K
∫
X
ps(x, y)d(x, y)
κqdµ(x) dµ(y)
)1/q
≤ C‖f‖∞
(s
t
)κ/dW(∫
K
∫
X
pcs(x, y) dµ(x) dµ(y)
)1/q
= C‖f‖∞
(s
t
)κ/dW
µ(K)1/q.
Since (K×X, psµ⊗µ) is a finite measure space we conclude on sending q →∞ that Pt : L∞(X,µ)→
L∞(K ×X, psµ⊗ µ) with bound C
(
s
t
)κ/dW
, but since the bound does not depend on K it is valid
also for Pt : L∞(X,µ)→ L∞(X×X, psµ⊗µ). By the Riesz-Thorin interpolation theorem it follows
that Pt : Lp(X,µ)→ Lp(X×X, psµ⊗µ) and is bounded by C
(
s
t
)βp
, so dividing by sβp and taking
the supremum over s > 0 gives the result.
Among our main applications of the weak Bakry-E´mery condition wBE(κ) are the following
pseudo-Poincare´ inequalities for the semigroup when 1 ≤ p ≤ 2. These complement those for p ≥ 2
which were obtained without wBE(κ) in [1, Proposition 5.3].
Proposition 3.10 (Pseudo-Poincare´ inequalities). Let 1 ≤ p ≤ 2. If (X,µ, E ,F) satisfies the weak
Bakry-E´mery condition wBE(κ), then there is C > 0 such that for every f ∈ Lp(X,µ), and t ≥ 0,
‖Ptf − f‖Lp(X,µ) ≤ Ctβp lim inf
τ→0+
1
τβp
(∫
X
∫
X
pτ (x, y)|f(x)− f(y)|p dµ(x) dµ(y)
)1/p
.
Proof. We denote
Eτ (u, v) = 1
τ
∫
X
u(I − Pτ )v dµ = 1
2τ
∫
X
∫
X
pτ (x, y)
(
u(x)− u(y))(v(x)− v(y))dµ(x)dµ(y).
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Fix f ∈ Lp(X,µ) and h ∈ Lq(X,µ) where p and q are conjugate exponents. Using the strong
continuity of the semigroup Pt in L
1(X,µ), one has for t ≥ 0,∫
X
(Ptf − f)h dµ = lim
τ→0+
1
τ
∫
X
(∫ t+τ
t
Psfds−
∫ τ
0
Psfds
)
h dµ
= lim
τ→0+
1
τ
∫ t
0
∫
X
(Ps+τf − Psf)h dµ ds = − lim
τ→0+
∫ t
0
Eτ (Psf, h)ds. (20)
In the case p = 1 we now estimate Eτ (Psf, h) = Eτ (f, Psh) using wBE(κ) and then (4) as follows.
2
∣∣Eτ (f, Psh)∣∣ ≤ 1
τ
∫
X
∫
X
pτ (x, y)|Psh(x)− Psh(y)||f(x)− f(y)|dµ(x)dµ(y) ds
≤ C‖h‖L∞ 1
τsκ/dW
∫
X
∫
X
pτ (x, y)d(x, y)
κ|f(x)− f(y)|dµ(x)dµ(y)
≤ C‖h‖L∞ 1
sκ/dW τβ1
∫
X
∫
X
pcτ (x, y)|f(x)− f(y)|dµ(x)dµ(y). (21)
The 1 < p ≤ 2 case is similar except that we use Ho¨lder’s inequality and Theorem 3.9 to obtain
2
∣∣Eτ (f, Psh)∣∣ ≤ 1
τ
∫
X
∫
X
pτ (x, y)|Psh(x)− Psh(y)||f(x)− f(y)|dµ(x)dµ(y) ds
≤ τ−βq∥∥Psh‖Lq(X×X,pτdµ⊗dµ)τ−βp∥∥P0f‖Lp(X×X,pτdµ⊗dµ)
≤ Cs−βq‖h‖Lq(X,µ)τ−βp
(∫
X
∫
X
pτ (x, y)|f(x)− f(y)|p dµ(x) dµ(y)
)1/p
(22)
Integrating (21) and (22) over s ∈ (0, t) as in (20) and taking lim infτ→0+ gives for 1 ≤ p ≤ 2:∣∣∣∣∫
X
(Ptf − f)hdµ
∣∣∣∣ ≤ C tβpβp ‖h‖Lq(X,µ) lim infτ→0+ 1τβp
(∫
X
∫
X
pτ (x, y)|f(x)− f(y)|p dµ(x) dµ(y)
)1/p
,
so the conclusion follows by Lp − Lq duality.
3.5 Lp–Besov critical exponents and generalized Riesz transforms
Recall that the density or triviality of the spaces Bp,α(X) can be described using the critical
exponents α∗p ≤ α#p , where the former is supremal for density in Lp and the latter supremal for
containing non-constant functions, see (13). In this section we give bounds on the exponents that
follow from the weak Bakry-E´mery condition (15), using the notation βp from (19). Bounds without
this condition were proved in [1, Section 5.2].
Theorem 3.11. If (X,µ, E ,F) satisfies the weak Bakry-E´mery condition wBE(κ) then:
• For 1 ≤ p ≤ 2 we have 12 ≤ α∗p ≤ α#p ≤ βp.
• For p ≥ 2 we have βp ≤ α∗p ≤ α#p ≤ 12 .
Proof. If 1 ≤ p ≤ 2 and α > βp then for f ∈ Bp,α(X) we have
lim inf
τ→0+
1
τβp
(∫
X
∫
X
pτ (x, y)|f(x)− f(y)|p dµ(x) dµ(y)
)1/p
≤ lim inf
τ→0+
τα−βp‖f‖p,α = 0,
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so Proposition 3.10 implies Ptf = f for all t > 0 and thus f is constant. This gives α
#
p ≤ βp
for 1 ≤ p ≤ 2. The bound α∗p ≥ 12 is true even without the weak Bakry-E´mery inequality,
see [1, Proposition 5.6].
Since ‖f‖22,1/2 = 2E(f, f), see [1, Proposition 4.6], Proposition 3.10 also shows that E(f, f) = 0
implies f is constant, under which hypothesis α#p ≤ 12 was proven for p ≥ 2 in [1, Proposition 5.6].
For the other inequality, if p ≥ 2 then Theorem 3.9 says Ptf ∈ Bp,βp(X) whenever f ∈ Lp(X,µ);
since Ptf → f in Lp(X,µ) when t→ 0 we conclude that Bp,βp(X) is dense in Lp(X,µ) and hence
βp ≤ α∗p.
Remark 3.12. Note that from β1 ≥ 12 one deduces that κ ≤ dW2 . If (X, d) satisfies a chain
condition, then from Remark 3.2, one has κ ≤ 1. Thus, in that case, if κ = dW2 , one actually has
κ = 1 and dW = 2, meaning that the heat kernel has Gaussian estimates.
The next corollary shows that the upper bound κ = dW2 may only be achieved in Dirichlet
spaces that admit a carre´ du champ.
Corollary 3.13. If (X, d, µ) satisfies wBE(κ) with κ = dW2 , then the form E admits a carre´ du
champ operator. More precisely, for every f ∈ L∞(X,µ) ∩ F there is Γ(f) ∈ L1(X,µ) such that
for all g ∈ L∞(X,µ) ∩ F , ∫
X
gΓ(f)dµ = 2E(gf, f)− E(f2, g). (23)
Proof. If (X, d, µ) satisfies wBE(κ) with κ = dW2 then βp =
1
2 for every p ≥ 1, so Theorem 3.11
yields α∗p = α
#
p =
1
2 . It follows that B
p,1/2(X) ∩ F is dense in F in the norm (E(f, f) + ‖f‖2L2)1/2,
and the existence of the carre´ du champ operator is provided by Corollary 4.12 in [1].
It is natural to ask under what conditions one has α∗p = α
#
p = βp for the optimal κ such that
wBE(κ) is satisfied. This is a question for future study, however it seems worthwhile to briefly
comment here on the connection of this problem to a natural notion of Riesz transform. For p > 1,
α ∈ (0, 1], let us say that X satisfies (Rp,α) if there exists a constant C = Cp,α such that
‖f‖p,α ≤ C‖(−L)αf‖Lp(X,µ), (Rp,α)
for all f in a suitable domain. For instance, in the strictly local framework of [2], under the strong
Bakry-E´mery curvature condition, Corollary 4.10 in [2] gives ‖f‖pp,1/2 ∼
∫
X Γ(f)
p/2dµ and (Rp,1/2)
is therefore equivalent to boundedness of the Riesz transform in Lp(X,µ).
In the present setting one has the following result.
Lemma 3.14. For 1 < p ≤ 2, validity of (Rp,βp) implies α∗p = βp.
Proof. By analyticity of the semigroup, one has for every f ∈ Lp(X,µ),
‖Ptf‖p,βp ≤ C‖(−L)βpPtf‖Lp(X,µ) ≤
C
tβp
‖f‖Lp(X,µ).
Therefore, for t > 0, Pt : L
p(X,µ)→ Bp,βp(X) is bounded and Bp,βp(X) is dense in Lp(X,µ).
4 BV class
We now turn to the highlight of our paper and define the BV class. As always, we assume that
(X, d, µ) satisfies the standing assumptions 2.1, 2.2.
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4.1 L1 Korevaar-Schoen and BV class
To motivate our definition of the BV class, we first introduce the scale of L1 Korevaar-Schoen type
spaces (see [52, 53] for the classical definitions). For λ > 0, we define the space KSλ,1(X) to be
those f ∈ L1(X,µ) for which
‖f‖KSλ,1(X) := lim sup
r→0+
∫
X
∫
B(x,r)
|f(y)− f(x)|
rλµ(B(x, r))
dµ(y) dµ(x) < +∞.
Similarly, we define the space KSλ,1(X) to be those f ∈ L1(X,µ) for which
‖f‖KSλ,1(X) := sup
r>0
∫
X
∫
B(x,r)
|f(y)− f(x)|
rλµ(B(x, r))
dµ(y) dµ(x) < +∞.
Proposition 4.1. For λ > 0,
KSλ,1(X) = KSλ,1(X) = B1,
λ
dW (X).
Moreover, KSλ,1(X) and B1,
λ
dW (X) have equivalent norms.
Remark 4.2. We note that KSλ,1(X) and KSλ,1(X) do not have equivalent norms in general, but
that the inequality ‖f‖KSλ,1(X) ≤ ‖f‖KSλ,1(X) is always true.
Proof. The fact that KSλ,1(X) and B1,
λ
dW (X) are equal with comparable norms follows from
Theorem 2.4, and the inclusion KSλ,1(X) ⊂ KSλ,1(X) is immediate. Thus it remains to prove that
KSλ,1(X) ⊂ KSλ,1(X). If f ∈ KSλ,1(X), take ε > 0 so that we have
sup
r∈(0,ε]
∫
X
∫
B(x,r)
|f(y)− f(x)|
rλµ(B(x, r))
dµ(y) dµ(x) ≤ 2‖f‖KSλ,1 .
Using |f(x)− f(y)| ≤ |f(x)|+ |f(y)| and c1rdH ≤ µ
(
B(x, r)
) ≤ c2rdH , one has for r ≥ ε∫
X
∫
B(x,r)
|f(y)− f(x)|
rλµ(B(x, r))
dµ(y) dµ(x) ≤ C
rλ+dH
∫∫
{(x,y)∈X×X : d(x,y)<r}
(|f(x)|+ |f(y)|) dµ(x) dµ(y)
≤ C
rλ+dH
∫
X
|f(y)|µ(B(y, r)) dµ(y)
≤ C
rλ
‖f‖L1(X,µ) ≤
C
ελ
‖f‖L1(X,µ).
Combining this with the estimate when r ∈ (0, ] gives ‖f‖KSλ,1 ≤ C max
{
ε−λ‖f‖L1(X), 2‖f‖KSλ,1
}
.
In this, and what follows, we set
λ∗1 = sup{λ > 0 : KSλ,1(X) is dense in L1(X,µ)},
λ#1 = sup{λ > 0 : KSλ,1(X) contains non-constant functions.}.
(24)
Remark 4.3. Though it is not directly relevant to the L1 theory of BV functions developed here,
we point out it is possible to prove that for the L2 critical exponents one has λ∗2 = λ
#
2 =
dW
2 and
that KS
dW
2
,2(X) = KS dW2 ,2(X) = F with comparable norms. The proof will appear in a later work.
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We can now define the BV class.
Definition 4.4. Let BV (X) := KSλ
#
1 ,1(X)and for f ∈ BV (X) define
Var(f) := lim inf
r→0+
∫
X
∫
B(x,r)
|f(y)− f(x)|
rλ
#
1 µ(B(x, r))
dµ(y) dµ(x).
Note that from Proposition 4.1 one has BV (X) = B1,α
#
1 (X), where α#1 =
λ#1
dW
is the L1–Besov
critical exponent.
Example 4.5. For nested fractals λ#1 = λ
∗
1 = dWα
∗
1 = dH , as we will see in Theorem 5.1. For the
Sierpinski carpet one conjectures λ#1 = λ
∗
1 = dH − dtH + 1, where dtH =
ln 2
ln 3
+ 1 is the topological-
Hausdorff dimension of the Sierpinski carpet defined in [9, Theorem 5.4.], see Conjecture 5.4.
4.2 Locality property of BV functions
Throughout the remainder of this section we make the following crucial assumption.
Assumption 4.6. X satisfies wBE(κ) with κ = dW − λ#1 = dW (1− α#1 ).
From Lemma 3.3 and Theorem 3.11, this implies that
κ = sup{κ′, X satisfies wBE(κ′)}.
Example 4.7. From Theorems 3.7 and 3.8, if X is a nested fractal, then for every n ≥ 1, Xn
satisfies wBE(κ) with κ = dW (1− α∗1) = dW − dimH(X).
Remark 4.8. If X satisfies wBE(κ) with κ = dW − λ∗1 = dW (1 − α∗1), then from Theorem 3.11,
one has λ∗1 = λ
#
1 and thus Assumption 4.6 is satisfied.
For f ∈ L1(X,µ), let
Mrf(y) = 1
rdH+dW−κ
∫
B(x,r)
|f(x)− f(y)|dµ(y). (25)
so that
Var(f) = lim inf
r→0+
∫
X
Mrf(x) dµ(x). (26)
An important result is that wBE(κ) implies the following locality property of the ‖ · ‖1,1− κ
dW
Besov seminorm:
Theorem 4.9. There exist constants c, C > 0 such that for every f ∈ BV (X),
cVar(f) ≤ ‖f‖1,1− κ
dW
≤ CVar(f),
where we recall that ‖ · ‖1,1− κ
dW
is the Besov seminorm for B1,1−κ/dW (X), see (5). Consequently
there is C > 0 such that for every f ∈ BV (X),
sup
r>0
∫
X
Mrf(y)dµ(y) ≤ C lim inf
r→0+
∫
X
Mrf(y)dµ(y),
and the two Korevaar-Schoen spaces KSλ,1(X) and KSλ,1(X) have equivalent norms for λ = dW−κ.
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We divide the proof of Theorem 4.9 into several lemmas. For f ∈ L1(X,µ), we will use the
notation
Var∗(f) = lim inf
t→0+
1
t
1− κ
dW
∫
X
∫
X
pt(x, y)|f(x)− f(y)| dµ(x) dµ(y). (27)
The next two results are useful consequences of the Fubini theorem. In this and several later
results, for f ∈ L1(X,µ) we use the notation Et = {x ∈ X : f(x) > t}. We note that if f ≥ 0 a.e.
and t > 0, then 1Et ∈ L1(X,µ) and therefore Proposition 3.10 applies to 1Et .
Lemma 4.10. If f ∈ L1(X,µ) and g ∈ L∞(X,µ), f, g ≥ 0 a.e., then∫
X
∫
X
g(y)ps(x, y)|f(x)− f(y)| dµ(x)dµ(y) ≤ 2
∫ ∞
0
∥∥Ps(g1Et)− g1Et∥∥L1(X,µ) dt.
In particular, if g = 1 then∫
X
∫
X
ps(x, y)|f(x)− f(y)| dµ(x)dµ(y) ≤ 2
∫ ∞
0
∥∥Ps(1Et)− 1Et∥∥L1(X,µ) dt.
Proof. Let A = {(x, y) ∈ X ×X : f(x) < f(y)}. Then for s > 0,∫
X
∫
X
g(y)ps(x, y)|f(x)− f(y)| dµ(x)dµ(y)
=
∫
A
(g(x) + g(y))ps(x, y)|f(x)− f(y)| dµ(x)dµ(y)
=
∫
A
∫ f(y)
f(x)
dt ps(x, y)(g(x) + g(y))dµ(x)dµ(y)
=
∫
X
∫
X
∫ ∞
0
1[f(x),f(y))(t) dt1A(x, y) ps(x, y)(g(x) + g(y))dµ(x)dµ(y)
=
∫ ∞
0
∫
X
∫
X
1Et(y)[1− 1Et(x)] ps(x, y) (g(x) + g(y))dµ(x)dµ(y) dt
=
∫ ∞
0
∫
X\Et
Ps(g1Et)(x) dµ(x) dt+
∫ ∞
0
∫
Et
Ps(g1X\Et)(x) dµ(x) dt.
The result now follows from the fact that |Ps(g1Et) − g1Et | = |Ps(g1Et)| on X \ Et and similarly
for the other term.
Lemma 4.11. If f ∈ L1(X,µ), f ≥ 0 a.e., then∫ ∞
0
Var∗(1Et) dt ≤ Var∗(f).
Proof. We compute using Lemma 4.10 and Fatou’s lemma∫ ∞
0
Var∗(1Et) dt
=
∫ ∞
0
lim inf
τ→0+
1
τ
1− κ
dW
∫
X
∫
X
pτ (x, y)|1Et(x)− 1Et(y)| dµ(x) dµ(y) dt
≤ lim inf
τ→0+
2
τ
1− κ
dW
∫
A
pτ (x, y)
(∫ ∞
0
|1Et(x)− 1Et(y)|dt
)
dµ(x) dµ(y)
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≤ lim inf
τ→0+
2
τ
1− κ
dW
∫
A
pτ (x, y)(f(y)− f(x)) dµ(x) dµ(y)
≤ lim inf
τ→0+
1
τ
1− κ
dW
∫
X
∫
X
pτ (x, y)|f(y)− f(x)| dµ(x) dµ(y).
Combining our results thus far we have the following.
Lemma 4.12. There is C > 0 so for every f ∈ L1(X,µ),
‖f‖1,1− κ
dW
≤ CVar∗(f).
Proof. Considering fn = (f + n)+, we apply the estimate from Proposition 3.10 to the integrand
in the expression in Lemma 4.10 with g ≡ 1 and obtain from Lemma 4.11∫
X
∫
X
ps(x, y)|fn(x)− fn(y)| dµ(x)dµ(y) ≤ Cs1−κ/dW
∫ ∞
0
Var∗(1Et)dt
≤ Cs1−κ/dWVar∗(fn).
≤ Cs1−κ/dWVar∗(fn). (28)
Letting n→∞, dividing by s1−κ/dW and taking the supremum concludes the proof.
Combining the preceeding results with arguments from Theorem 2.4 proves our final lemma
and completes the proof of Theorem 4.9.
Lemma 4.13. There exist constants C1, C2 > 0 such that for every f ∈ BV (X),
C1Var∗(f) ≤ Var(f) ≤ C2Var∗(f).
Proof. The second inequality is obtained using the definition and Theorem 2.4 to see that
Var(f) ≤ sup
r>0
∫
X
Mrf(y)dµ(y) ≤ C‖f‖1,1− κ
dW
and applying Lemma 4.12.
To prove the first inequality we decompose as in the proof of Theorem 2.4. Fix f ∈ L1(X,µ),
and δ, t > 0. Write
Ψ(t) =
1
t
1− κ
dW
∫
X
∫
X
pt(x, y)|f(x)− f(y)| dµ(x) dµ(y)
and estimate as follows. Let r = δt1/dW . For d(x, y) < δt1/dW the sub-Gaussian upper bound (3)
implies pt(x, y) ≤ Ct−dH/dW , so that
1
t
1− κ
dW
∫
X
∫
B(y,r)
pt(x, y)|f(x)− f(y)| dµ(x) dµ(y) ≤ C
tdH/dW
∫
X
∫
B(y,r)
|f(x)− f(y)| dµ(x) dµ(y)
≤ CδdW+dH−κ
∫
X
Mδt1/dW f(y)dµ(y) := Φ(t).
For d(x, y) > δt1/dW we instead use the sub-Gaussian bounds (3) to see there are c, C > 1 such
that
pt(x, y) ≤ C exp
(
−
(c4
2
)(d(x, y)dW
t
) 1
dW−1
)
pct(x, y) ≤ C exp
(−c′δ dWdW−1 )pct(x, y)
22
and therefore
Ψ(t) ≤ Φ(t) + 1
t
1− κ
dW
∫
X
∫
X\B(y,r)
pt(x, y)|f(x)− f(y)| dµ(x) dµ(y)
≤ Φ(t) + C exp(−c′δ dWdW−1 ) ∫
X
∫
X\B(y,r)
pct(x, y)|f(x)− f(y)| dµ(x) dµ(y)
= Φ(t) +AΨ(ct) (29)
where A is a constant that can be made as small as we desire by making δ large enough. We fix δ
so that A < 12 . Observe that with t = c
−(n+1) (29) gives
Ψ(c−(n+1)) ≤ Φ(c−(n+1)) +AΨ(c−n). (30)
Now suppose f ∈ BV (X). Then lim supr→0+
∫
XMrf(y)dµ(y) < ∞ and therefore there is M ′
so supn≥1 Φ (c−n) ≤ M ′ < +∞. For M = max{M ′,Ψ(c−1)} it is easily checked by induction
from (30) that Ψ(c−n) ≤ M1−A(1−An). But then lim inft→0+ Ψ(t) <∞ and from (29) we conclude
AVar∗(f) = A lim inf
t→0+
Ψ(t) ≤ lim inf
t→0+
Φ(t) = CδdW+dH−κVar(f).
4.3 Co-area formula
From computations of the previous section, we may immediately deduce several other properties
of Var.
Lemma 4.14. If f ∈ L1(X,µ) has Var(f) = 0 then f = 0. Moreover there is C > 0 so for
f, g ∈ BV (X)
Var(f + g) ≤ C(Var(f) + Var(g)),
Var(fg) ≤ C(‖f‖L∞(X,µ)Var(g) + ‖g‖L∞(X,µ)Var(f)).
Proof. Let f ∈ L1(X,µ) such that Var(f) = 0. By Theorem 4.9, one has ‖f‖1,1−κ/dW = 0 and
thus f is constant, which proves the first point. In light of Theorem 4.9 it suffices to establish the
stated inequalities for ‖ · ‖1,1− κ
dW
, but we recall
‖h‖1,1− κ
dW
= sup
t>0
1
t
1− κ
dW
∫
X
∫
X
pt(x, y)|h(x)− h(y)| dµ(x) dµ(y)
and when h = f + g write |h(x)− h(y)| ≤ |f(x)− f(y)|+ |g(x)− g(y)| while for h = fg write
|h(x)− h(y)| ≤ |f(x)||g(x)− g(y)|+ |g(y)||f(x)− f(y)|.
from which the result is immediate.
The next result plays the role of a co-area formula.
Theorem 4.15 (Co-area Formula). For f ∈ L1(X,µ), f ≥ 0 a.e., let Et(f) = {x ∈ X : f(x) > t}.
There are constants C1, C2 > 0 such that
C1
∫ ∞
0
Var(1Et(f))dt ≤ Var(f) ≤ C2
∫ ∞
0
Var(1Et(f))dt.
In particular, if f ∈ BV (X) then for almost every t, 1Et(f) ∈ BV (X). Conversely, if for almost
every t ≥ 0, 1Et(f) ∈ BV (X) and
∫∞
0 Var(1Et(f))dt <∞, then f ∈ BV (X).
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Proof. The first bound C1
∫∞
0 Var(1Et(f))dt ≤ Var(f) follows from Lemmas 4.13 and 4.11. For
the second bound, we use Lemma 4.10 with g ≡ 1 and the definition of the ‖ · ‖1,1−κ/dW norm to
obtain∫
X
∫
X
ps(x, y)|f(x)− f(y)| dµ(x)dµ(y) ≤ 2
∞∫
0
∫
X
|(Ps − I)1Et | dµ dt ≤ 2s1−κ/dW
∞∫
0
‖1Et‖1,1−κ/dW dt.
Dividing by s1−κ/dW and taking lim infs→0+ bound Var∗(f). The result then follows by dominating
the integrand on the right using Lemma 4.12.
4.4 Sets of finite perimeter
Using the BV seminorm we can use the standard approach to define the perimeter of measurable
sets.
Definition 4.16. Let E ⊂ X be a Borel set. We say that E has a finite perimeter if 1E ∈ BV (X).
In that case, the perimeter of E is defined as P (E) = Var(1E).
The locality of the BV seminorm permits an improvement of the crude bound used in Lemma 2.7
to determine that a set had finite perimeter. In essence, we can replace the upper Minkowski
content used there with a corresponding (dW −κ)-codimensional lower Minskowski content defined
as follows:
C∗dW−κ(E) = lim infr→0+
1
rdW−κ
µ(∂∗rE),
with ∂∗rE as in (14).
Theorem 4.17. Under Assumption 4.6 we have
P (E) ≤ CC∗dW−κ(E).
In particular, any set for which ∩r∂∗rE has finite (dW −κ)-codimensional lower Minskowski content
has finite perimeter.
Proof. The following inequality was shown in the proof of Lemma 2.7∫
X
∫
B(x,r)
|1E(x)− 1E(y)| dµ(y) dµ(x) ≤ CrdHµ(∂∗rE)
Dividing both sides of the inequality by rdH+dW−κ and taking lim inf as r → 0+ yields the result.
4.5 Sobolev inequality
It is well known that in the Euclidean space Rn, there is a continuous embedding of BV into
L1
∗
(Rn), where 11∗ = 1− 1n is the critical L1- Sobolev exponent. In our setting, using the results of
our previous paper [1], one can prove a continuous embedding of BV (X) into L1
∗
(X,µ) where the
critical Sobolev exponent 1∗ is given by the formula
1
1∗
= 1− dW − κ
dH
.
The relevant theorem is the following.
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Theorem 4.18. Assume dW − κ < dH . Then BV (X) ⊂ L1∗(X,µ) and there is C > 0 such that
for every f ∈ BV (X),
‖f‖L1∗ (X,µ) ≤ CVar(f).
In particular, there exists a constant C > 0 such that for every set E of finite perimeter,
µ(E)
dH−dW+κ
dH ≤ CP (E).
Proof. From the heat kernel upper bound (2.2), one has the ultracontractive estimate pt(x, y) ≤
C
tdH/dW
. Moreover, from Theorem 4.9, one has for every f ∈ B1,1−
κ
dW (X),
‖f‖1,1− κ
dW
≤ C lim inf
s→0+
1
s
1− κ
dW
∫
X
Ps(|f − f(y)|)(y)dµ(y).
This verifies a condition denoted by (P1,1− κ
dW
) in Definition 6.7 of [1], putting us in the framework
of [1, Theorem 6.9] with p = 1, α = 1− κdW and β =
dH
dW
. So we have
‖f‖L1∗ (X,µ) ≤ C‖f‖1,1− κdW .
and the result follows from Theorem 4.9.
For the case κ = dW−dH that corresponds to the situation in Theorem 3.7,one has the following
result. For f ∈ L∞(X,µ), we use Osc(f) to denote the essential supremum of |f(x)−f(y)|, x, y ∈ X.
Proposition 4.19. Assume κ = dW − dH > 0. Then BV (X) ⊂ L∞(X,µ) and there exists a
constant C > 0 such that for every f ∈ BV (X),
Osc(f) ≤ CVar(f).
Proof. Let f ∈ BV (X). Without loss of generality, we can assume f ≥ 0 almost everywhere. For
almost every t ≥ 0 we define the set Et(f) = {x ∈ X : f(x) > t}. Since κ = dW − dH > 0,
according to [1, Corollary 6.6], there is c > 0 such that for every set E of finite perimeter and
positive measure, one has P (E) ≥ c. However, from Theorem 4.15, there is C > 0, such that∫ ∞
0
P (Et(f)) dt =
∫ ∞
0
Var(1Et(f)) dt ≤ CVar(f) < +∞.
Therefore the set Σ(f) of t values for which µ(Et(f)) > 0 has finite Lebesgue measure. So from
Fubini’s theorem, ∫
X
∫
R\Σf
1Et(f)(x)dtdµ(x) =
∫
R\Σf
µ(Et(f))dt = 0
and
∫
R\Σf 1Et(f)(x)dt = 0 almost everywhere. Thus for almost every x, y ∈ X
|f(y)− f(x)| =
∫ +∞
0
|1Et(f)(x)− 1Et(f)(y)|dt =
∫
Σ(f)
|1Et(f)(x)− 1Et(f)(y)|dt
≤ 1
c
∫
Σ(f)
P (Et(f))dt ≤ C
c
Var(f).
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4.6 BV measures
Recall that for f ∈ L1(X,µ) we set
Mrf(y) = 1
rdH+dW−κ
∫
B(y,r)
|f(x)− f(y)|dµ(x).
Definition 4.20. Let f ∈ BV (X). A BV measure γf is a Radon measure on X such that γf (X) =
Var(f) and there exists a sequence rn ↘ 0, such that for every g ∈ C0(X),
lim
n→+∞
∫
X
gMrnfdµ =
∫
X
gdγf .
In other words, a BV measure is a cluster point of the family Mrfdµ, r > 0, in the vague
topology on the space of Radon measures.
Lemma 4.21. If f ∈ BV (X), there exists at least one associated BV measure γf .
Proof. Let µr be the measure dµr := Mrf dµ. Note that µr(X) ≤ C‖f‖1,1− κ
dW
, thus there is a
sequence rn → 0+ and a Radon measure γf on X, such that µrn converges vaguely to γf . Note
that if rn is a sequence that gives the lim inf in Definition 4.4, then γf (X) = Var(f) by considering∫
X gndγf for a nondecreasing sequence {gn ≥ 0} ⊂ C0(X) such that limn→∞ gn = 1.
Remark 4.22. On certain fractal spaces it is known that the heat kernel has oscillations which
preclude existence of a limiting density for a Weyl asymptotic [47, 50, 54, 55, 59, 63, 64, 73, 74, and
references therein]. Given the connection between Var(f) and Var∗(f), this suggests that measures
of the type γf may fail to be unique, but we do not study this phenomenon here. In the absence of
uniqueness it is natural to consider upper and lower envelopes, which are discussed under certain
extra assumptions in section 4.7, see in particular (32) and Theorem 4.29. Upper envelope BV
measures can be defined in a similar manner to (32), but are omitted for the sake of brevity.
In the following, we denote by D the following class:
D = {Pεu, ε > 0, u ∈ Cc(X)} .
Since the semigroup Pt is Feller, D is dense for the supremum norm in C0(X). We note that from
wBE(κ), functions in D are κ-Ho¨lder continuous.
Theorem 4.23. There exist constants c, C > 0 such that for every f ∈ BV (X) ∩ L∞(X,µ) and
associated BV measure γf we have for every g ∈ D, g ≥ 0,
c lim sup
t→0+
∫
X
g(y)Qtf(y)dµ(y) ≤
∫
X
g(y)dγf (y) ≤ C lim inf
t→0+
∫
X
g(y)Qtf(y)dµ(y),
where
Qtf(y) = 1
t
1− κ
dW
∫
X
pt(x, y)|f(x)− f(y)| dµ(x).
In particular, all the BV measures associated to a given f are mutually equivalent with uniformly
bounded densities.
The proof of the theorem is rather long and will be divided into several lemmas.
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Lemma 4.24. There exists a constant C > 0 such that, for every f ∈ BV (X) ∩ L∞(X,µ) and
every g ∈ D
lim sup
t→0+
1
t
1− κ
dW
‖fg − Pt(fg)‖L1(X,µ) ≤ C lim inf
s→0+
∫
X
g(y)Qsf(y)dµ(y).
Proof. As in the proof of Proposition 3.10∣∣∣∣∫
X
(
fg − Pt(fg)
)
h dµ
∣∣∣∣ ≤ lim infτ→0+
∫ t
0
∣∣Eτ (fg, Psh)∣∣ ds (31)
Recall g = Pεu for some u ∈ Cc(X). Then, from a standard energy calculation followed by
using the wBE(κ) estimate and (4) as in the proof of Proposition 3.10, we may write∣∣Eτ (gPsh, f) + Eτ (fPsh, g)− Eτ (fg, Psh)∣∣
=
1
τ
∣∣∣∣∫
X
∫
X
pτ (x, y)(f(x)− f(y))(g(x)− g(y))Psh(x)dµ(x)dµ(y)
∣∣∣∣
≤ C‖h‖∞‖u‖∞
(τ
ε
)κ/dW 1
τ
∫
X
∫
X
pcτ (x, y)|f(x)− f(y)|dµ(x)dµ(y)
≤ C‖h‖∞‖u‖∞ε−κ/dW ‖f‖1,1−κ/dW .
Almost the same argument, now also using g ≥ 0, shows∣∣Eτ (gPsh, f) + Eτ (fg, Psh)− Eτ (fPsh, g)∣∣
=
1
τ
∣∣∣∣∫
X
∫
X
pτ (x, y)(f(x)− f(y))(Psh(x)− Psh(y))g(x)dµ(x)dµ(y)
∣∣∣∣
≤ C‖h‖∞
(τ
s
)κ/dW 1
τ
∫
X
∫
X
pcτ (x, y)|f(x)− f(y)|g(x)dµ(x)dµ(y)
= C‖h‖∞s−κ/dW
∫
X
g(y)Qt(y) dµ(y).
Taking the difference of these expressions, integrating with respect to s and taking lim infτ→0+ we
find
lim inf
τ→0+
2
∫ t
0
∣∣Eτ (fg, Psh)− Eτ (fPsh, g)∣∣ ds
≤ Ct‖h‖∞‖u‖∞ε−κ/dW ‖f‖1,1−κ/dW + C‖h‖∞t1−κ/dW lim inf
τ→0+
∫
X
g(y)Qt(y) dµ(y)
However g is in the L1 domain of L so limτ→0+ Eτ (fPsh, g) =
∫
X(Lg)fPsh and thus |Eτ (fPsh, g)| ≤
2‖fPsh‖L∞(X,µ)‖Lg‖L1(X,µ) for all sufficiently small τ , independent of s. In particular
lim inf
τ→0+
2
∫ t
0
∣∣Eτ (fg, Psh)∣∣ ds ≤ Ct‖h‖L∞(X,µ)(‖f‖L∞(X,µ)‖Lg‖L1(X,µ) + ε−κ/dW ‖f‖1,1−κ/dW )
+ C‖h‖∞t1−κ/dW lim inf
τ→0+
∫
X
g(y)Qτ (y) dµ(y)
Comparing this to (31), dividing by t1−κ/dW and taking lim supt→0+ complete the proof by L1-L∞
duality.
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Lemma 4.25. There is C > 0 such that for f ∈ BV (X) ∩ L∞(X,µ), f ≥ 0, we have for every
g ∈ D, g ≥ 0,
lim sup
t→0+
∫
X
g(y)Qtf(y)dµ(y) ≤ C lim inf
t→0+
∫
X
g(y)Qtf(y)dµ(y).
Proof. With M = ‖f‖∞, use Lemmas 4.10 and 4.24, the reverse Fatou lemma, and the Fatou
lemma to deduce
lim sup
s→0+
1
s
1− κ
dW
∫
X
∫
X
g(y)ps(x, y)|f(x)− f(y)|dµ(x)dµ(y)
≤C
∫ M
0
lim sup
s→0+
1
s
1− κ
dW
‖Ps(1Etg)− 1Etg‖L1(X,µ)dt
≤C
∫ M
0
lim inf
s→0+
1
s
1− κ
dW
∫
X
∫
X
g(y)ps(x, y)|1Et(x)− 1Et(y)| dµ(x) dµ(y) dt
≤C lim inf
s→0+
1
s
1− κ
dW
∫ M
0
∫
X
∫
X
g(y)ps(x, y)|1Et(x)− 1Et(y)| dµ(x) dµ(y) dt
≤C lim inf
s→0+
1
s
1− κ
dW
∫
X
∫
X
g(y)ps(x, y)|f(x)− f(y)| dµ(x) dµ(y) dt.
Lemma 4.26. There is C > 0 such that for f ∈ BV (X) and g ∈ C0(X), g ≥ 0, one has for t > 0∫
X
g(y)Qtf(y)dµ(y) ≥ C
∫
X
g(y)Mt1/dW f(y)dµ(y).
Proof. For any t > 0, by the sub-Gaussian heat kernel lower bound we have pt(x, y) ≥ Ct−dH/dW
on B(y, t1/dW ), so
1
t
1− κ
dW
∫
X
∫
X
|f(x)− f(y)|pt(x, y)dµ(x)g(y)dµ(y)
≥ 1
t
1− κ
dW
∫
X
∫
B(y,t1/dW )
|f(x)− f(y)|pt(x, y)dµ(x)g(y)dµ(y)
≥ C
t
dH
dW
+1− κ
dW
∫
X
∫
B(y,t1/dW )
|f(x)− f(y)|dµ(x)g(y)dµ(y) = C
∫
X
g(y)Mt1/dW f(y)dµ(y).
Lemma 4.27. There exists a constant C > 0 such that for every f ∈ BV (X) ∩ L∞(X,µ) and
g ∈ D, g ≥ 0
lim inf
t→0+
∫
X
g(y)Qtf(y)dµ(y) ≤ C lim inf
r→0+
∫
X
g(y)Mrf(y)dµ(y).
Proof. The proof is similar to that of Lemma 4.13. Let
Ψg(t) =
1
t
1− κ
dW
∫
X
∫
X
g(y)pt(x, y)|f(x)− f(y)| dµ(x) dµ(y)
and estimate by dividing the region of integration and using the sub-Gaussian bounds to obtain,
as was done in (29),
Ψg(t) ≤ CδdW+dH−κ
∫
X
g(y)Mδt1/dW f(y)dµ(y) + exp
(
−cδ
dW
dW−1
)
Ψg(ct).
The proof can then be completed in the same manner as Lemma 4.13.
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We are finally in position to prove Theorem 4.23.
Proof of Theorem 4.23. Without loss of generality, we can assume f ≥ 0 a.e. From Lemma 4.25,
lim sup
t→0+
∫
X
g(y)Qtf(y)dµ(y) ≤ C lim inf
t→0+
∫
X
g(y)Qtf(y)dµ(y).
Then, from Lemma 4.27,
lim inf
t→0+
∫
X
g(y)Qtf(y)dµ(y) ≤ C lim inf
r→0+
∫
X
g(y)Mrf(y)dµ(y).
Finally, Lemma 4.26 implies
lim inf
r→0+
∫
X
g(y)Mrf(y)dµ(y) ≤ C lim inf
t→0+
∫
X
g(y)Qtf(y)dµ(y).
4.7 Lower estimates and the relation between BV and energy measures
In this section, we compare the BV measures with energy measures for functions which are both in
BV (X) and the domain F of the form. For this, we recall the notion of lim inf measure introduced
by M. Sion in [66].
Definition 4.28 ( [66]). Let (µr)r>0 be a family of Radon measures on X. The lim inf measure µ
of the family (µr)r>0 is defined as
µ(A) = inf
U open,A⊂U
sup
K compact,K⊂U
µ∗(K), (32)
where
µ∗(K) = inf
{∑
i
lim inf
r→0+
∫
Ui
Mrfdµ, Ui open,K ⊂
⋃
i
Ui
}
.
It satisfies the following property: If (νr)r>0 is a family of Radon measures such that
• νr ≤ µr;
• νr vaguely converges to some Radon measure ν.
Then ν ≤ µ.
We now recall that since E is assumed to be regular, for every f ∈ F ∩L∞(X,µ), one can define
the energy measure νf in the sense of [26] through the formula∫
X
φdνf = E(fφ, f)− 1
2
E(φ, f2), φ ∈ F ∩ Cc(X).
Then νf can be extended to all f ∈ F by truncation.
Theorem 4.29. If f ∈ BV (X) ∩ L2(X,µ) is Ho¨lder continuous with exponent κ, then f ∈ F and
its energy measure νf is absolutely continuous with respect to any BV measure γf . Moreover, there
exists a constant C > 0 independent from f such that
νf ≤ C‖f‖∞,κγf ,
where ‖f‖∞,κ denotes the κ-Ho¨lder seminorm of f and γf the lim inf measure of the familyMrfdµ,
r > 0.
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Proof. Suppose that f ∈ BV (X) is Ho¨lder continuous with exponent κ. Then by (4), for g ∈ C0(X),
1
t
∫
X
∫
X
g(y)|f(x)− f(y)|2pt(x, y) dµ(x)dµ(y)
≤C
t
‖f‖∞,κ
∫
X
∫
X
g(y)d(x, y)κ|f(x)− f(y)|pt(x, y) dµ(x)dµ(y)
≤‖f‖∞,κ C
t1−κ/dW
∫
X
∫
X
g(y)pCt(x, y)|f(x)− f(y)| dµ(x)dµ(y).
The fact that 12t |f(x) − f(y)|2pt(x, y) dµ(x) converges vaguely to νf as t → 0+ shows νf can be
dominated by the lim inf measure of Qtfdµ, and thus, applying Theorem 4.23, by γf . In particular,
we recover E(f, f) ≤ C‖f‖∞,κVar(f).
5 Examples
5.1 Fractional spaces
We conclude the paper with some results about the BV class for an explicit class of examples,
the nested fractals. These are defined in [34, 57] and represent an important class of examples of
finitely ramified, self-similar, fractional metric spaces that support fractional diffusions in the sense
of Barlow ( [12, Definition 3.2], but see also Section 2.2). We omit the technical definition for the
sake of brevity, but note that two standard nested fractals that exemplify the behavior seen in this
class are the Vicsek set and the Sierpinski gasket shown in Figures 1 and 2.
Our BV theory applies to these examples in its entirety, i.e. Assumption 4.6 is satisfied. In
particular, we have a weak Bakry-E´mery inequality wBE(κ) with κ = dW − dH > 0 by virtue of
Theorem 3.7. According to Theorem 3.11 we then have α∗1 ≤ β1 = 1 − κ/dW = dH/dW . However
the converse is established by the following theorem.
Theorem 5.1. If X is a nested fractal, then B1,dH/dW (X) contains all indicator functions of cells
with finite boundary, so is dense in L1(X,µ). Hence α∗1 = dH/dW .
Proof. This result follows easily from Lemma 2.7 because ∂∗rE consists of r-neighborhoods of the
finite number of boundary points so µ(∂∗rE) ≤ CrdH for some C depending on the set. With
α = dH/dW it is then clear that r
−α/dWµ(∂∗rE) is bounded.
We have thus established that κ = dW (1 − α∗1), so we are in the setting of Section 4.2, with
BV (X) = B1,dH/dW (X) and
Var(f) = lim inf
r→0+
1
r2dH
∫
X
∫
B(x,r)
|f(x)− f(y)| dµ(y).
BV functions in these examples therefore have all of basic properties seen in this paper: locality of
BV norms, co-area estimate, control of perimeter measures by lower Minkowski content, Sobolev
inequalities, and BV measures. A detailed presentation of the theory in this setting will be given
in [3], to which we refer the reader for the proof of the following result about piecewise harmonic
functions that gives an indication of how different the BV theory on fractals may be to that on
Euclidean spaces. Piecewise harmonic functions are functions that are continuous and harmonic
except at a finite set of points. They are the analogue of piecewise linear functions on the real line.
Theorem 5.2 (See [3]).
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1. On the Vicsek set any compactly supported piecewise harmonic function is in BV, and its BV
measures are equivalent to its energy measure.
2. On the Sierpinski gasket any non-constant piecewise harmonic function is not in BV.
We believe that stronger results are true, namely that
Conjecture 5.3.
1. On a nested fractal that is a dendrite, such as the Vicsek set, the BV space can be completely
described using an analogue of Stieltjes integration along geodesics, and hence BV functions
may be described as having classical distributional derivatives that are finite Radon measures.
2. On the Sierpinski gasket, and certain other nested fractals, any non-constant continuous
function is of infinite variation.
We make a brief comment about fractional metric spaces that support a fractional diffusions
but are not nested fractals. The most basic examples of such spaces are generalized Sierpinski
carpets, for which there exists a unique Dirichlet form and diffusion processes, see [19], and there
is a comprehensive description of properties of the heat operator due to Barlow and Bass [15, 16].
It is not difficult to use Lemma 2.7 to see that the critical exponent α∗1 ≥ (dH − dtH + 1)/dW ,
where dtH is the topological-Hausdorff dimension defined in [9]. For the classical Sierpinski carpet
dtH =
log 2
log 3
+1 according to [9, Theorem 5.4]. However the Barlow-Bass theory only yields wBE(κ)
for κ = dW−dH , not for κ = dW−dH+dtH−1. We believe equality holds in the previous expression
for α∗1 and post an open question about the weak Bakry-E´mery estimate at criticality. Note that,
if 1 < dS = 2
dH
dW
< 2, proving wBE(κ) for κ > dW − dH would involve improving the Ho¨lder
continuity estimates for harmonic functions in [12,15,16].
Conjecture 5.4. We conjecture that for generalized Sierpinski carpets and similar fractals
α∗1 = (dH − dtH + 1)/dW
and the condition wBE(κ) is valid for some κ > (dW − dH)+.
Note that this conjecture together with Theorem 3.11 implies that κ 6 dW − dH + dtH − 1,
which makes the following question natural and important.
Open Question 5.5. Investigate under which conditions wBE(dW −dH +dtH −1) holds true and
Assumption 4.6 is satisfied.
5.2 BV functions in products of nested fractals
Further examples of spaces to which our theory applies can be constructed by taking products of
nested fractals. In some sense these are the most interesting class of examples because one should
expect that there are subsets with a non-trivial notion of curvature, however here we only discuss
the product spaces. Suppose X is a nested fractal of dimension dH on which the diffusion has walk
dimension dW . The condition wBE(dW − dH) is valid by Theorem 3.7. The n-fold product Xn
supports a heat kernel obtained by tensoring and discussed in Section 3.3, where it was established
that the walk dimension remains dW on the product and wBE(dW − dH) is still true. All that has
changed is that the Hausdorff dimension is now ndH .
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Theorem 5.6. If X is a nested fractal, then for every n ∈ N, the space BV (Xn) = B1,dH/dW (Xn)
is dense in L1(Xn, µ⊗n) and Assumption 4.6 is satisfied.
Proof. Observe that the collection of sets E =
∏n
1 Ej , where each Ej ⊂ X is a cell, generates the
topology. Moreover the boundary of such a set E is a finite collection of faces of the form(k−1∏
1
Ej
)
× {xk} ×
( n∏
k+1
Ej
)
.
Each such face has (Hausdorff and, by self-similarity of the nested fractal, Minkowski) dimension
(n− 1)dH , so there is C such that for each r > 0 it can be covered by Cr−(n−1)dH balls of radius r;
by doubling the radius of each ball we may ensure we cover an r-neighborhood of the face. Each
such ball has measure at most c2(2r)
ndH by Ahlfors regularity, so the total measure involved in
covering an r-neighborhood of the face is Cc22
dHrdH . Summing over the finite number of faces we
find that µ((∂E)r) ≤ CrdH , so the result follows from Corollary 2.8. It follows that α∗1 ≥ dHdW , and
since we know wBE(dW − dH) implies α∗1 ≤ dHdW we have α∗1 =
dH
dW
and the weak Bakry-E´mery
condition is valid at the critical exponent, see Example 4.7 and Remark 4.8.
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