Generative adversarial network (GAN) is a powerful generative model. However, it suffers from gradient vanishing, divergence mismatching and mode collapse. To overcome these problems, we propose a novel GAN, which consists of one generator G and two discriminators (D 1 ,D 2 ). Focusing on the gradient vanishing, Spectral Normalization (SN) and ResBlock are first adopted in D 1 and D 2 . Then, Scaled Exponential Linear Units (SELU) is adopted at last half layers of D 2 to further address the problem. To divergence mismatching, relativistic discriminator is adopted in our GAN to make the loss function minimization in the training of generator equal to the theoretical divergence minimization. Concentrating on the mode collapse, D 1 rewards high scores for the samples from the data distribution, while D 2 favors the samples from the generator conversely. In addition, the minibatch discrimination is adopted in D 1 to further address the problem. Extensive experiments on CIFAR-10/100 and ImageNet datasets demonstrate that our GAN can obtain the highest inception score (IS) and lowest Fréchet Inception Distance (FID) compared with other state-of-the-art GANs.
INTRODUCTION
Generative adversarial network (GAN) [5] is one of the most powerful generative models that can produce visually appealing samples.
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However, they are often difficult to train and suffer from the gradient vanishing problem [1] . This is because the gradient of the generator will disappear when the best discriminator is obtained. Most of the recent studies, such as [6, 11] , have been devoted to solve this problem. Nevertheless, this problem has not been thoroughly addressed because of the difficult training of GAN. In addition, GAN also suffers from the divergence mismatching problem [8] , this is because the operation of the JS divergence minimization is not equal to the actual generator training. Several works, such as [8] , focus on this problem. Unfortunately, this problem has not been completely solved due to the difficult optimization of the GAN. Furthermore, GAN also suffers from the mode collapse problem [17] . This is because the generator will generate similar samples to deceive the discriminator. Several recent studies, such as [17] , concentrate on this problem. However, this problem has not been completely solved due to the complexity of problem.
Focusing on the problems above, this paper presents a novel GAN architecture with noise input (Figure 1 ), which consists of one generator G and two different discriminators (D 1 and D 2 ). Although the idea using two discriminators is conceptually similar to D2GAN [15] , our GAN is fundamentally different from it in several aspects. First, the loss function of D2GAN will make the value of the loss unbounded during training, so the parameters of network must be carefully adjusted to avoid the training collapse. while the loss function of our GAN can avoid this problem. Second, the two discriminators of D2GAN have an identical architecture, while the D 1 and D 2 are designed differently in GAN to further address the three problems. In addition, we introduce the relativistic discriminator in D 1 and D 2 to better address the divergence mismatching problem. Finally, we introduce Resblock in our GAN to obtain the higher inception score [17] and lower Fréchet Inception Distance (FID) [7] . Experiments on CIFAR-10/100 [12] and ImageNet [4] fully demonstrate the effectiveness of our GAN. The key contributions of this paper are as follows.
1.Alleviating the gradient vanishing problem of GANs. First, our proposed method introduces the SN [13] in D 1 . This is because SN can converge better than other normalization methods such as Batch Normalization (BN). Then, based on the ResBlock architecture, SN and SELU [10] are adopted in the first and last half layers of D 2 . Specifically, using SELU can make networks converge towards a zero mean and unit variance distribution [10] . It can make the distribution of generator p G and the distribution of real data p dat a be the same. Experiments demonstrate that our GAN outperform other state-of-the-art GANs, the highest inception score obtained means our GAN can solve the gradient vanishing problem successfully.
2.Overcoming the divergence mismatching difficulty by introducing the relativistic discriminator [8] with a novel loss function and the proof of its convergence. Specifically, the proposed loss function balances the negative item −2 × JS(p dat a ∥ p G ) compared with the traditional GAN. The lowest FID obtained in the experiments demonstrate that our GAN can overcome the divergence mismatching difficulty.
3.Solving the mode collapse problem. We use a two different discriminators architecture with D 1 rewards high score and D 2 rewards low score. Also, the minibatch discrimination is adopted in D 1 to further address the mode collapse problem. The experiments demonstrate that this idea is useful, the lowest FID obtained shows that our GAN can solve the mode collapse problem.
PROPOSED METHOD
In this section, we will introduce the proposed method, based on the conclusion in [1] , we can analyse the gradient vanishing problem of GAN. For a traditional GAN, the input of the generator is a 100 dimensional random noise z. Therefore, p G will be limited by z. Typically, the distribution of z is different from that of p dat a in such a way that the supports of p dat a and p G are disjoint or lie in low-dimensional manifolds. Then we can obtain that p G and p dat a do not overlap or the overlapping parts can be ignored and the gradient of the generator disappears [1] . This scenario is the gradient vanishing problem of GAN. We can conclude the core reason that the gradient of the generator disappears is that p G cannot approach p dat a more. The distribution of z is different from p dat a , while p G depends on p z (z). Through the [10] , we know using SELU activation function can converge toward zero mean and unit variance. One idea is to enforce z to be a zero mean and unit variance distribution and to adopt SELU in the discriminator to make the p z (z) be the same as p dat a . In this case, p G and p dat a will overlap, thus, we can further optimize the generator. By default, the random noise z is set to be a zero mean and a unit variance distribution, then using SELU in the discriminator is done to learn a type of p dat a from real data with a zero mean and unit variance distribution. In this case, the two distributions p G and p dat a will be the same. Thus, the generator G can be optimized when the best discriminator D * is obtained. In other words, it means that the gradient vanishing problem is preliminarily solved.
Focusing on the mode collapse, we propose a architecture using two different discriminators. D 1 rewards high scores for the samples from the data distribution, while D 2 favors the samples from the generator conversely. We use this idea to avoid the GAN generating similar samples. Specifically, the minibatch discrimination is adopted in D 1 to further address the mode collapse problem.
Concentrating on the divergence mismatching problem, we can define the output before the sigmoid layer of the discriminator as C(x). In this situation we can define that the output of the discriminator as D(x) = sigmoid(C(x)). In this case, we can conclude that if the inputs of the discriminator is the real data, D(x) can be formulated as D(x r ) = sigmoid(C(x r )) and if the inputs of the discriminator is the fake data, D(x) can be formulated as D(x f ) = sigmoid(C(x f )). We do a common thing to make the discriminator related to both real data and fake data, and this will address the divergence mismatching problem [8] . If the x r is more real than the x f , we can define that
On the contrary, if the x f is more real than the x r , we can de-
). Next, we analyze the related probability of x r and x f to define a appropriate average loss function, we can conclude that:
P
From Eq.(1) and Eq. (2), the output of discriminatorD(x) can be defined as:
In this case, the loss function of our GAN can be formulated as.
Eq.(4) shows that we use traditional GAN loss, instead of Hinge loss, in that the former is better than the latter for two-discriminator architecture. Also, we don't use gradient penalty (gp) item since it will play a negative role in our architecture as shown in the experiments. To further explain the benefit of our loss function. Next we prove the loss function of Eq.(4) minimizes the KL divergence.
Moreover, to prove the convergence of Eq.(4), we first prove the convergence of the following formula as:
The two loss functions Eq.(4) and Eq.(5) are almost the same, but the convergence is different. Next, we analyze this theory. Theoretical analysis of Eq. (5) . Here, we consider the optimization problem with respect to (w.r.t.) discriminators given a fixed generator.
Proposition 1 Given a fixed G, maximizing J (G,D 1 ,D 2 ) yields the following closed-form optimal discriminatorsD * 1 (x),D * 2 (x) as:
Next, letD 1 =D * 1 (x) ,D 2 =D * 2 (x) and thus the optimal solution G * for the generator G can be obtained.
Theorem 2. GivenD 1 =D * 1 (x) ,D 2 =D * 2 (x), the Nash equilibrium point J(D * 1 ,D * 2 , G * ) for the minimax optimization problem of our GAN is described as:
D * 1 =D * 2 = 1/2 ∀x at p G * = p dat a . Proposition 1 and Theorem 2 are easy to prove, because of the space limited, we didn't provide the detailed proof here.
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Theorem 3. GivenD 1 =D * 1 (x) ,D 2 =D * 2 (x) at the Nash equilibrium point J(D * 1 ,D * 2 , G * ) for minimax optimization problem of our GAN : Eq.(4) , the loss function of generator underD * 2 (x) is not changed, and thus, the loss function ofD 2 is still −2 log 2 + 2JS(p dat a ∥ p G ). Then, we investigate the item KL(p G ∥ p dat a ) and obtain:
From the conclusion in Theorem 2, we can obtain the formula as:
According to Eq.(6) and Eq. (7), minimizing G underD * 1 is equal to minimizing the formula as:
From Eq. (8), the first item on the right is irrelevant to G and is a constant when we optimize G. Therefore, optimizing G underD * 1 is equal to optimizing the item KL(p G ∥ p dat a ) − 2JS(p dat a ∥ p G ). in the equation. Unfortunately, KL(p G ∥ p dat a ) and −2JS(p dat a ∥ p G ) are opposite, and they are different to optimize. Hence, we usinḡ D 2 to offset the item −2JS(p dat a ∥ p G ) because the optimization of G underD * 2 will not change, and for the totalD * 1 andD * 2 , the Nash equilibrium point is defined as:
Eq.(9) shows that optimizing Eq.(4) is equal to minimizing the KL divergence between p G and p dat a . When p G = p dat a , Eq.(9) is equal to 2 E x∼p d at a [logD * 1 (x)] and we can obtain the Nash equilibrium point in theory.
The proofs above show that if the loss function is similar to Eq.(5), the discriminatorD 2 has less effect, and a loss function similar to Eq.(4) can minimize KL(p G ∥ p dat a ). It means that the proposed loss function can address the disadvantage of negative item −2JS(p dat a ∥ p G ) when optimizing p G to approach p dat a . Compared with the traditional GAN, the using ofD 2 can balance the negative item −2JS(p dat a ∥ p G ). This finding means that our proposed loss function is effective and can solve the gradient vanishing problem of the GAN.
EXPERIMENTS 3.1 Results on the CIFAR-10/100 Dataset
In this section, we will present the results on CIFAR-10/100 dataset (C10/C100). The inception scores and FIDs of our GAN and the other models are shown in Table 1 , all the other GANs are best run results. Some inception scores and FIDs of the other GANs are different from the original papers in that we use chainer [18] , rather than tensorflow, to obtain the inception scores and FIDs. With the fact that lots of work of GAN using chainer such as [13, 14] , it is convenient to evaluate our GAN with others. Because GAN will obtain different results in different runs, we also show the average inception score and FID computed from 5 runs and they are still better than those of other GANs. The images generated by our GAN on CIFAR-10/100 dataset can be seen in Figure 2 .
Ablation Experiments
In this section, results of ablation experiments on CIFAR-10 dataset are shown in order to validate the effectiveness of our method. The results of compared with different architectures can be found in Table 2 . The results of compared with different loss functions can be found in Table 3 . From the results it can be seen that our GAN obtains a higher inception scores and lower FID compared with others. which means the theory and experiment are coincident.
Results on the ImageNet Dataset
In this section, we will present the results on ImageNet dataset. Because ImageNet dataset has much more classes, it is difficult to generated images on ImageNet dataset. Thus, we only compared with SNGAN [13] and D2GAN [15] . This is because SNGAN is the first method which obtains an excellent performance for generating images on ImageNet, as well as D2GAN shares a part of the same architecture compared with our GAN. The unsupervised results (USR) on 64 × 64 ImageNet and the supervised results (SR) on the cats and dogs images in 64 × 64 ImageNet are shown in Table  4 and Figure 3 . SNGAN and D2GAN are both implemented by ourselves due to the original papers didn't provide the inception score and FID on 64 × 64 ImageNet. The architecture and the idea of supervised learning is similar to the projection discriminators [14] . Also, we introduce the Intra FID which is proposed in [14] for evaluation. It can be seen that our GAN is better than SNGAN and D2GAN on 64 × 64 ImageNet. To further demonstrate the superiority of our GAN on ImageNet. The results on the large scale 128 × 128 ImageNet are shown in Table 5 and Figure 4 .
CONCLUSION
We present a novel GAN, which consists of one generator and two different discriminators. Extensive experiments on CIFAR-10/100 and ImageNet datasets demonstrate that our GAN can effectively solve the problems of gradient vanishing, divergence mismatching and mode collapse. In the future, we will focus on using capsule in the GAN to train a better GAN model.
