Abstract. We find fundamental solutions in closed form for a family of parabolic equations with two spatial variables, whose symmetry groups had been determined in an earlier paper by Ferdinando Finkel [12] . We show how these results can be applied in finance to yield closed form solutions for special affine and quadratic two factor term structure models as well as a new class of models with inverse square behavior. The latter can be considered a partial extension to two factors of pricing models related to the Bessel process devised by Albanese and Campolieti [3] and Carr Albanese Lipton [2] . A by-product of our results is that Lie's reduction method in this setting leads only to fundamental solutions that can be factorized as products of functions that depend jointly on time and on one spatial coordinate. Thus all the results in this paper extend immediately to n factor models.
The determination of the symmetry group of Fokker-Plank equations has a long tradition in mathematical physics in areas as diverse as fluid mechanics and quantum mechanics. Once the full symmetry group has been determined it is possible in many cases to describe the more restricted group that leaves invariant the solution of its fundamental solution, ie. the probability transition function G :
n ×[0, T ] → , which satisfies the following backward equation 1 G t (x, t, ξ, t ) + 1 2 a ij (x, t)G xixj (x, t, ξ, t ) + b i (x, t)G xi (x, t, ξ, t ) = 0 (0.1)
G(x, t , ξ, t ) = δ(x − ξ) (0.
2)
It is a notable fact that recently, due to its important applications in finance, this problem, for a variable coefficient linear partial differential equation, has, to our knowledge attracted more attention recently in the finance literature than in the mathematics or physics literature. This is due to the importance, in the physics context, of moving beyond linear equations and handling diffusions exhibiting nonlinear effects, see [27] . Although non-linear equations also arise in the finance literature, the linear equations still play a predominant role there.
It is well known (see A. Friedman [13] , page 41) that an exchange of G's forward and backward arguments then also yields a solution of the forward Fokker-Planck equation G t (x, t, ξ, t ) − 1 2 (a ij (ξ, t )G(x, t, ξ, t ) ξiξj − (b i (ξ, t )G(x, t, ξ, t )) ξi = 0 G(x, t, ξ, t) = δ(ξ − x)
In this paper we will work with a special class of equations of the form (0.3) that will be described below. But we will always work with the backward equation variable as is traditional in the finance literature, but make the transformation τ = T − t, which transforms (0.3) into the equivalent form
G(x, ξ, 0) = δ(x − ξ) (0.3)
In the finance literature, the presence of a discount factor makes it important to include a zero'th order term and therefore work with
G(x, ξ, 0) = δ(x − ξ) (0.5)
In this paper we complement earlier results in the mathematical physics and in the finance literature by finding new closed form solutions of (0.4) and (0.5) corresponding to potentialsM , that are not affine or quadratic in x. Before discussing the case with two spatial coordinates, we recall a few basic results in the one dimensional case which point to the importance of the equation with non drift terms and a constant diffusion coefficient. Lie [20] , as note by Ibragimov [15] , page 473, showed that any one dimensional diffusion u t − 1 2 a(x, t)u xx − b(x, t)u x +M (x, t)u = 0 (0. 6) can be reduced to the form
This equation is said to be in canonical form. If in addition then original equation has time independent coefficients, Lie showed that the transformations can be chosen such that the possible forms that M can take are one of the following M (x) = 0, 6 dimensional symmetry group, M (x) = A x 2 , 4 dimensional symmetry group, M (x) arbitrary function, 2 dimensional symmetry group ( ie. no non-trivial symmetry).
Some recent papers mapping a diffusion equation into canonical form are those of Albanese, Campolieti, Carr, Lipton [2] , Albanese, Hauwiller and Kuznetsov [4] , and Albanese and Campolieti [3] . Implications of Lie's classification in mathematical finance is discussed in [18] .
In the two dimensional case, our work builds on an earlier result in the former literature by Finkel [12] , who showed how Lie's method for finding the symmetry group of a partial differential operator can be applied to a special class of equations of the form (0.4), namely,
Finkel determined all potentials M for which this equation possesses a non-trivial symmetry group 2 .
Our contribution can now be explained as it relates to Finkel's. We use the knowledge of the full symmetry group derived by Finkel and specialize this group so that it leaves invariant not just the equation but also the initial condition and the initial surface. This allows us to use a method proposed by Ibragimov [16] to derive a closed form expression for the fundamental solution of a subclass of Fokker-Planck equations. To our knowledge the same author, in joint work with Gazizov, was the first to apply Lie's infinitesimal method in option pricing. See [15] where this method is used to find a new fundamental solution for Black-Scholes equation as well as recovering the known one.
It is important to note that the fundamental solutions produced by Lie's method, in the present setting, are all products of functions of x and t and of functions of y and t, each of which solves a parabolic problem in one spatial variable. Thus these fundamental solutions could also been found, as we discovered after finding them, by solving one dimensional in space parabolic problems and taking products of these. In this sense one may view the results in this paper as demonstrating that Lie's method of point symmetries, fails to detect or produce multi-dimensional models (with solutions expressible in closed form) that go beyond those one might have treated by making a suitable ansatz in a separated form. However, note that such solutions are not fully separable, in that there is no way to decouple the x and t or y and t dependence, and it is perhaps for this reason that these solutions have not (to our knowledge) been presented in the literature to date, in the multi-dimensional case. 0.1. Finance literature review and relation to this work.
The recent finance literature abounds in papers seeking solutions to parabolic equations with one or more spatial coordinates. The two main areas of activity are option pricing and term structure modelling. We briefly review the corresponding literature, referring the reader to the appendices for more details.
Option Pricing
The object of interest is the generalized Black-Scholes equation
After the transformation x = log(S) , t = T −τ the degeneracy in the coefficients is removed and the equation takes the form (0.6). At that point there are two approaches. One employed by Linetsky, Albanese and co-workers [21] , [3] , [4] is 2 When we say that the symmetry group is non-trivial, we mean that there are symmetries in addition to the symmetries with generators to take a Laplace transform and study the resulting Schrodinger equation. The other in Carr, Lipton and Madan [9] and in Lipton [22] (pages 98-102) is to work directly with the original equation after considering transformations of the form x = C(x , t ), t = g(t ), u = e A(x,t) u (x, t).
Interest rate modelling
For higher dimensional diffusions, the search for solvable models has been concentrated mainly in the interest rate setting. The application of our results (see Section 3) to interest rate models is discussed in appendix Section 6, see subsection 6.2. Background material about the relevant interest models is provided in Section 6, see the prologue to the section and subsections 6.1.1 and 6.1.2.
Outline of paper • Section 1 contains background material on Lie's infinitesimal method and on Finkel's results.
• Section 2 contains the method for specializing the full symmetry group to the one preserving fundamental solutions.
• Section 3 contains our main results.
• Section 4 is an appendix in which we list in detail all potentials M associated with a non-trivial symmetry group, as classified by Finkel.
• Section 5 is an appendix containing details of our derivation of the fundamental solution in a representative case.
• Section 6 contains a discussion of multi-dimensional interest rate models and discusses the applications of our results in this field .
Lie's infinitesimal method applied to the diffusion equation
Consider the following equation for u = u(x, y, t)
A symmetry group of (1.1) is a local 3 group of transformations G acting on an open subset of the space of independent and dependent variables, with the property that whenever u = f (x, y, t) is a solution of (1.1) and whenever g.f is defined for g ∈ G, then u = (g.f )(x, y, t) is also a solution of the equation.
In order to determine the symmetry group one uses the method of determining equations introduced by Lie described in many excellent texts [16] , [25] , [26] . In that method, when dealing with a second order partial differential operator as we are, one considers first order partial differential operators and their prolongations up to the second order. It is easily seen that, when considering point Lie transformations (as oppose to contact transformations), we may restrict ourselves to first order partial differential operators of the following form, the so-called projectable vector fields
The exact definition is given in [25] , page 18. Loosely speaking a local transformation is a transformation which is close to the identity transformation. 4 These vector fields are those, as above whose ∂ ∂t coefficients depends on the variable t alone, ie. neither on x, y nor on u. Also a general theorem of Bluman [6] shows that we may confine ourselves to ξ and η coefficients that do not depend on u .
Their second order prolongation X (2) is
X (2) 's coefficients are given explicitly by (see Olver [25] , page 110)
where D is the total derivative operator, which acting on projectable vector fields is defined by
(see Olver [25] , page 109).
Using the definition of the total derivative operator D and the assumption that ξ, η does not depend on u and that τ depends neither on x, y nor u we get
and by similar calculations we obtain
The condition of invariance requires that
By setting to zero coefficients of monomials involving u and its derivatives up to second order, we arrive at the following determining equations for the coefficients ξ, η, τ, φ
From here one deduces the following form for the coefficients of
where γ is a constant and ξ 0 (t), η 0 (t) are at this point arbitrary functions of t. Also
where ν 0 (t) is an arbitrary function. Plugging these expressions into the last equation for M we find, as in Finkel's paper, that M = M (x, y) must satisfy the following first order partial differential equation
where x = (x, y), r = |x|, ρ(t) = (ξ 0 (t), η 0 (t)) and ω(t) = (ν 0 ) t + 1 2 τ tt . In order to find the symmetry group, it is now necessary to determine all possible linear relationships between the quantities 1,
Each of these relationships may lead to a non-trivial symmetry. In order to determine these relationships one needs to find the solutions of certain partial differential equations. These solutions and the symmetry groups that ensue (all obtained by Finkel) are described in Section 4.
Specializing the symmetry group so it maps fundamental solutions to fundamental solutions
In this section we show how the symmetry group may be restricted to a subgroup that leaves invariant not only the equation but also the initial condition characterizing the fundamental solution
Since the initial condition is a distribution and not an ordinary function, special care must be taken in describing the right subgroup. The approach is discussed in a rather concrete way in Ibragimov's book [16] (page 70) and in [1] and also at a more general and abstract level in [17] . For the purposes of deriving a fundamental solution it will suffice to consider a delta function distribution defined on the time slice {t = 0} ⊂ n × . Readers interested mainly in the applications will find the recipe for restricting X at the end of the present section.
where ·, · is the pairing between D and D.
To motivate this definition, it suffices to consider the case where T is representable locally by an integrable function f (x) :
n → . Let y = Λ(x). Then, by a change of variables in x, we have
n × → n be a one parameter family of diffeomorphisms, close to the identity, that leave {t = 0} invariant, such that Λ 0 t = I. Then the derivative at = 0 of the image of the distribution T under the diffemorphism
whereξ is the infinitesimal generator of the diffeomorphism, ie.
We apply the definition and obtain
where we have used the well known formula for the derivative of the determinant with respect to a parameter 
where by definition,
Now the effect of the operator X =ξ · ∇ + τ ∂ t + ϕu∂ u on the initial condition for the fundamental solution G(x, ξ, 0) = δ(x − ξ) is a combination of the effect of the diffeomorphism on the x variables and the action of ∂ u on the dependent variable. Note that in order to ensure that t = 0 is preserved by the diffeomorphism we also need to require that τ (0) = 0. We summarize all these properties in a proposition: Proposition 2. A local group of transformations Λ t leaving invariant the initial condition G(x, ξ, 0) = δ (ξ,0) and the initial surface t = 0 satisfies the condition
Proposition 3. A local group of transformations Λ t : n × + leaving invariant the initial value problem defining the fundamental solution of the n dimensional diffusion equation
has an infinitesimal generator X whose coefficientsξ, τ, φ must satisfy both the conditions leaving ensuring that the equation (2.2) and the initial condition (2.3) are satisfied. Thus these coefficients must satisfy both the determining equations (1.2), (1.3), (1.4), (1.5), (1.6) as well as the conditions
Main Results
In this section we summarize our main results. It turns out that it is not possible to use the present method to determine the fundamental solution when the dimension of the symmetry group is too small. This is because the method hinges on a successive reduction of the order of the partial differential equation reducing at each stage the number of independent variables. Since there are three independent variables in our PDE, a symmetry group whose dimension is at least two is needed in order to reduce the PDE to an ODE or, better still, to an explicit form. Recall that in all cases the infinitesimal generator in [12] has the form
In order to ensure that the symmetry group preserve the fundamental solution we need, as discussed in the previous section (see (2.1)), to enforce additional conditions.
In total, the invariance of initial condition puts the following constraints on the symmetry generators.
In Appendix 1, we illustrate the whole procedure in Case 1.1 a.
We are now ready to state our main results. In all other cases the symmetry group is too small to achieve this reduction.
In the propositions below, the coefficients a, b, c 0 , c, C 0 appearing in the fundamental solutions are the same as those appearing in the potentials M , in the corresponding cases. Also, K is a normalization constant which ensures that the condition 2 G(x, t) = 1, when t = 0, is satisfied. Also we will use the sign convention ± = + when c > 0 − when c < 0 and the notation
and similarly for sin ± , sec ± , csc ± and tan ± .
Proposition 5.
• The fundamental solution in Case 1.1a is given by
where κ =
and Φ(κ, 2κ, z) is a confluent hypergeometric function of order (κ, 2κ) with the right asymptotic behavior at +∞. Ie. Φ(α, β, z) satisfies the differential equation
and is the solution having the following asymptotic behavior
with α = κ, β = 2κ.
• The fundamental solutions in Case 1.1b is given by
c and κ, Φ are the same as in Case 1.1a. Proposition 6.
• The fundamental solution in Case 1.2a at (ξ, η) = (0, 0) is given by
where l is a solution to
with the boundary condition l(0) = l(2π)
• The fundamental solution in Case 1.2b at (ξ, η) = (0, 0) is
where l is the same as in Case 1.2a.
Proposition 7.
• The fundamental solution in Case 1.4a at (ξ, η) = (0, 0) with a = b = 0 is given by
where λ = √ 2C 0 and Φ (1 + λ, 1 + λ, z) is the confluent hypergeometric function of order (1 + λ, 1 + λ), i.e., Φ satisfies ODE (3.1) with parameters α = 1 + λ, β = 1 + λ and asymptotic behavior (3.2). Φ in this case is indeed the incomplete Gamma function Γ(−λ, z) =
• The fundamental solution in Case 1.4b at (ξ, η) = (0, 0) with a = b = 0 is
Proposition 8.
• The fundamental solution in Case 1.5a is given by
• The fundamental solution in Case 1.5b 6 is given by
Proposition 9.
• The fundamental solution in Case 1.7a is given by
• The fundamental solution in Case 1.7b is given by
Remark 1. We give more detail concerning the relationship between Mehler's formula and Case 1.5b. We will use the following choice of parameters to illustrate this relationship c = 
which is the Schrödinger equation for a harmonic oscillator. Recall Mehler's Hermite Polynomial Formula
2 are the Hermite polynomials. Note that the corresponding stationary equation to (3.3) is
For E n = n + 1 2 the solution is given by
Applying Mehler's formula we have
Substituting w by e −t into (3.4) and reexpressing the resulting equation in terms of hyperbolic trigonometric functions of t yields 1 √ 2π sinh(t) e 
(x−ξsech(t))
2 .
Hence we have the fundamental solution to (3.3) in the form of Case1.5b (in 1 spatial dimension case) with the parameters given as c = 
Appendix I
Using the method of characteristics, the equation for M can be integrated and the results are as follows
• Case 1: τ t = 0.
• Equation:
(2 + x · ∇M ) = λ(x × ∇M ) + µM x + νM y + λ r 2 + µ x + ν y + σ where λ, µ, ν, λ , µ , σ are arbitrary constant parameters. The solution is
where c 0 is an arbitrary function and
x =r cos(θ) = x + x 0 ,ȳ =r sin(θ) = y = y 0 ,
where x 0 is an arbitrary constant.
• Case 2: τ t = 0 and γ = 0. M must in this case satisfy the differential equation
for real parameters µ, ν, µ , ν and σ. Solution:
where once again C is an arbitrary function and x =r cos(θ) = x − ν,ȳ =r sin(θ) = y + µ, d = µ ν − µν + σ.
• Case 3: τ t = γ = 0 and ξ 0 = 0. M satisfies the differential equation
By plugging each particular form for M in the equation (1.7) and setting to zero the coefficients of independent factors, one then can determine the symmetry groups corresponding to M and obtains the following:
Symmetry groups
• Case 1.a
Dimension of group = 4
• Case 1.1b
• Case 1.2a
where C(θ) = (C 0 cos θ + C 1 sin θ) −2 and C = 0.
Dimension of group = 2
• Case 1.2b
with C(θ) = (C 0 cos θ + C 1 sin θ) −2 and C = 0. Dimension of group = 2
Dimension of group = 1
• Case 1.4a
with the constraints δ 1 = δ 2 = 0 if a = 0 or b = 0.
Dimension of group = 3
7 There is a typo in Finkel [12] for this case. The sign of the second term of η 0 is negative instead of positive.
• Case 1.4b
with the constraint δ 1 = δ 2 = 0 if a = 0 or b = 0. Dimension of group = 3
• Case 1.5a
Dimension of group = 7
• Case 1.5 b
Dimension of group = 7 • Case 1.6 M = C(r) + dθ (4.10)
Dimension of group = 4
• Case 1.7b
• Case 1.8a
Appendix II
In this appendix we illustrate the procedure used in determining the fundamental solutions, see Section 3, and provide details in the representative case 1.1a. Note that in this case, the symmetry generator is of dimension 6 (plus the trivial ones: ∂ t and u∂ u ) and the potential is given by M = 
where δ i 's and β i 's are constants. Since γ = ξ 0 = 0 in this case, the system reduces to
When ξ = 0, we get δ 1 = 0 and this implies β 0 = 0. The last equality implies that
Now we have a two dimensional symmetry subalgebra left, generated by
The condition for group invariant
yields the following first order linear PDE for f
Solving the PDE for f we obtain the following three functionally independent invariants t, x, and ue , where h is an arbitrary function of x and t.
• Group invariants for X and X 2
Let ψ(y, t) = e . The condition for group invariant function
where z = uψ(y, t) yields the following first order PDE for f
Hence we obtain two functionally group invariants under X and X 2 as follows
Appendix III: Term structures Models
This section is intended as a brief introduction to the use of multi-dimensional diffusions in finance. It will be familiar material for experts in finance. It is intended as complementary material (for workers in other fields) to our remarks in the introduction. Its purpose is to clarify the comments made in the Introduction concerning the connection between the results in this paper and a family of term structure models. In term structure modelling we seek to mathematically describe the evolution of zero coupon bonds. Denote by P (t, T ), the value at time t of a zero coupon bond paying its principal value of 1 at time T . The evolution of the term structure is determined by the evolution of a vector of stochastic factors X = (X 1 , · · · , X m ) which satisfy stochastic differential equations of the form
, driven by n independent standard Brownian motions W t = (W P 1t , · · · , W P nt ) with respect to an underlying measure denoted ν P ( "real world" or objective measure). Here µ P X ∈ m is the drift under the objective measure P and σ X ∈ m × n is the 8 We use elements of the stochastic calculus, for which we recommend Oksendal's book [24] .
volatility matrix. A rich class of models, encompassing most of those used in the financial industry as well as in the academic literature, is obtained by assuming a functional relation between P (t, T ) and X P (t, T ) = P (t, T, X).
By applying Ito's lemma one finds that P (t, T ) satisfies
and finds that the following relation exists between the new parameters µ P , σ P and
In order to price contingent claims on P (t, T ) it is necessary to make a change of measure from the real world to the risk-neutral measure ν Q . Under this measure contingent claims are martingales. The passage from the real world to the risk neutral measure involves the determination of a vector Λ(t) = (λ 1 , · · · , λ m ), the so-called market prices of risk which are such that
P (t, T ) then solves the following final value problem
6.1. Popular Models.
6.1.1. Affine Models.
Affine models, pioneered by Duffie and Kan [11] and Dai and Singleton [10] 10 assume the following functional relationship for P
where X i evolve according to
and where K, Θ and Σ are m × m, m × 1 and m × m matrices respectively, R(t) is diagonal m × m matrix whose diagonal entries are given by R(t) ii = α i + β t i X and α i is a scalar and β t i is a m×1 vector for each i = 1, · · · , m. Also, it is standard to assume that
but we will suppress the "bar" for the sake of notational simplicity. The short rate is assumed to be r(t) = r(X(t)) = δ 0 + δ X(t), where δ 0 is a scalar and δ is a m × 1 vector. It turns out (see [11] ) that the coefficients A and B in (6.2) need to solve the following system of coupled ODE's
with initial conditions A(0) and B(0) = 0.
Quadratic Models.
In Gaussian quadratic term models, pioneered in work by Boyle and Tian [7] , Leippold and Wu [19] and Gaspar [14] , assume the following functional form for P (t, T ) P (t, T ) = exp A(t) + B(t)X(t) + X t CX , where the vector factor X is Gaussian and evolves as follows under the risk-neutral measure dX t = µ X dt + σdW t .
Again µ P X ∈ m is the drift under the real world measure P and now we assume that σ X ∈ m,n is a constant matrix. This leads to the following final value problem for P (t, T )
and µ Q X is defined as in (6.1).
6.2. Application of main results to two factor affine and quadratic models.
Case 1.5a is a special case of an affine model and, as we have shown (see Proposition 5, Section 3), in this case the fundamental solution can be given in closed form and the corresponding diffusion equation can be mapped to the heat equation. We do not know whether the exact form of this mapping (and of the resulting fundamental solution) was previously known in the finance literature. Case 1.5b, is actually a special case of a quadratic models with two factors corresponding to the case n = 2 and the choice µ Q X = 0 and A ij = δ ij . Note however that in the case of a general constant positive definite A, an orthogonal transformation will diagonalize it and the new potential term is a member of the same family of potentials. We note that Case 1.5b is the case for which the quadratic part of the spot rate is positive definite (in case c > 0), a desirable property for models of the short rate, although it is violated in certain popular models like Vasicek. In Case 1.7a the quadratic part is degenerate in one direction (y-variable) and in Case 1.7b is negative definite. In this case an orthogonal transformation that diagonalizes the volatility matrix changes the form of the potential slightly. For instance, the potential in Case 1.7a is modified to a potential of the form where θ is arbitrary. So the way to take advantage of the closed form solution in this case is as follows: Given an arbitrary potential of the form M θ (x, y), there is a constant volatility matrix A θ , in general different than the identity, for which the corresponding parabolic equation u t − 1 2 Trace(A θ H(u)) + M θ u = 0 admits a fundamental solution in closed form. Note that this is not more restrictive than the set up in quadratic term structure models, since it can easily be seen, by considering, for example equations (18) page 221 in [19] , that a change of the volatility matrix leads to a change of the quadratic part of the short rate and vice-versa. Note that cases of 1.1a, 1.1b, 1.4a and 1.4b the short rate blows up at x = 0, y = 0 and/or r = 0. Therefore it is not clear whether these models are financially reasonable. Note however that in all of these cases a judicious choice of the coefficients ensures that the short rate is non-negative. In cases where the short rate is unbounded, (say for y → ∞) but non-negative, it is reasonable to cut off the domain at some large but finite y = y 0 and impose a zero boundary condition at this barrier.
