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Resumen Abstract
Este trabajo propone la aplicación de un estimador de
canal basado en sensado compresivo (CS, del inglés
Compressive Sensing) sobre un sistema que usa mul-
tiplexación por división de frecuencias ortogonales
(OFDM, del inglés Orthogonal Frequency Division
Multiplexing) usando dispositivos de radio definido
por software (SDR, del inglés Software Defined Ra-
dio). La aplicación de la teoría de CS se da a través
del uso de algoritmos de reconstrucción dispersa como
Orthogonal Matching Pursuit (OMP) y Compressive
Sampling Matching Pursuit (CoSaMP) con el fin de
aprovechar la naturaleza dispersa de las subporta-
doras piloto usadas en OFDM optimizando el an-
cho de banda del sistema. Además, para mejorar el
rendimiento de estos algoritmos, se utiliza el concepto
de la matriz de comprobación de paridad dispersa
que se implementa en el despliegue de códigos de
comprobación de paridad de baja densidad (LDPC,
del inglés Low Density Parity Check) para obtener
una matriz de sensado que mejore la propiedad de
restricción isométrica (RIP, del inglés Isometric Re-
striction Property) perteneciente al paradigma de CS.
El documento muestra el modelo implementado en
los equipos SDR analizando la tasa de error de bit y
la cantidad de símbolos piloto usados.
This work proposes the application of a channel esti-
mator based on Compressive Sensing (CS) over a sys-
tem that uses Orthogonal Frequency Division Multi-
plexing (OFDM) using Software Defined Radio (SDR)
devices. The application of the CS theory is given
through the use of sparse reconstruction algorithms
such as Orthogonal Matching Pursuit (OMP) and
Compressive Sampling Matching Pursuit (CoSaMP)
in order to take advantage of the sparse nature of
the pilot subcarriers used in OFDM, optimizing the
bandwidth of system. In addition, to improve the
performance of these algorithms, the sparse parity
checking matrix concept is used, which is implemented
in the deployment of low density parity check codes
(LDPC) to obtain a sensing matrix that improves
the isometric restriction property (RIP) belonging to
the CS paradigm. The document shows the model
implemented in the SDR equipment and analyze the
bit error rate and the number of pilot symbols used.
Palabras clave: estimación de canal, LDPC, OFDM,
SDR, sensado compresivo.
Keywords: Channel Estimation, LDPC, OFDM,
SDR, Compressive Sensing.
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1. Introducción
La técnica de transmisión más implementada en la
actualidad en redes inalámbricas es multiplexación por
división de frecuencias ortogonales (OFDM, del inglés
Orthogonal Frequency Division Multiplexing) debido a
sus ventajas en la transmisión de datos de alta veloci-
dad a través de canales selectivos en frecuencia. Así, el
uso de OFDM ha tenido alto rendimiento debido a su
alta eficiencia en el uso del espectro radio eléctrico y su
robustez al retardo por multitrayectos [1, 2]. Además,
a través del uso de un prefijo cíclico se reduce la in-
terferencia entre símbolos (ISI, del inglés Intersymbol
Interference) y la interferencia entre portadoras (ICI,
del inglés Inter Carrier Interference) permitiendo reem-
plazar el uso de complejos ecualizadores en el dominio
del tiempo por un simple ecualizador en el dominio de
la frecuencia [3]. En este sentido, para canales de radio
selectivos en frecuencia y que varían en el tiempo en
sistemas de comunicaciones móviles de banda ancha,
es necesario aplicar estimación de canal confiable para
implementar detección coherente [1].
Hay tres tipos de estimadores de canal: estimación
ciega, estimación semiciega y modulación asistida por
pilotos (PSAM, del inglés Pilot Symbol Assisted Mod-
ulation). PSAM usa símbolos piloto que son conocidos
tanto por el receptor como por el transmisor en diferen-
tes posiciones para obtener una aproximación del canal
a cambio de perder eficiencia espectral. Por su parte, la
estimación ciega está enfocada en procesos estadísticos
con alto nivel matemático presentando mejoras con
respecto a la eficiencia espectral, aunque no es muy
utilizado en la actualidad debido a su alta complejidad,
velocidad lenta para converger y bajo rendimiento [4].
La estimación semiciega usa una combinación de los
dos anteriores para llegar a un convenio entre comple-
jidad y eficiencia; para ello se utilizan tanto secuen-
cias de entrenamiento como modelos estadísticos de
canal [5].
De acuerdo con lo antes mencionado, este trabajo
propone el uso de PSAM para la estimación de canal,
donde la ganancia del canal y la distorsión de fase
se obtienen a partir de la señal recibida en las posi-
ciones de los símbolos piloto [1]. Estos símbolos piloto
también son usados para mejorar la sincronización de
tiempo y frecuencia en el sistema de comunicación. Sin
embargo, para incrementar el rendimiento, es necesario
del uso de un mayor porcentaje de símbolos piloto e
implica que ciertas subportadoras no transmitan infor-
mación [2].
Además, este trabajo con el objeto de mejorar la
utilización del ancho de banda reduce el número de
subportadoras piloto a través del uso de la teoría de
sensado compresivo (CS, del inglés Compressive Sens-
ing) en la estimación de canal. Esto se puede aplicar ya
que es posible estimar el canal aprovechando la teoría
de CS, al considerar que el número de símbolos piloto
es disperso en relación con el número total de símbolos
que conforman un mensaje OFDM obteniendo una
versión comprimida del canal correspondiente a los
efectos del mismo sobre las subportadoras piloto [6].
También, se optimiza el proceso en la imple-
mentación sobre equipos de radio definido por software
(SDR, del inglés Software Defined Radio) a través del
uso de la matriz de comprobación de paridad de baja
densidad (LDPC, del inglés Low Density Parity Check)
combinado con el paradigma de CS.
A partir de aquí, el artículo se ordena de la si-
guiente forma: en la sección 2 se discute el modelado
matemático de OFDM, CS y la aplicación de matrices
LDPC con CS. En la sección 3 se describe la imple-
mentación en los dispositivos SDR usando las matrices
LDPC con CS. La sección 4 presenta los resultados ob-
tenidos, el análisis del ancho de banda y el análisis de
la tasa de error de bit (BER, del inglés Bit Error Rate).
Finalmente, en la sección 5 se dan las conclusiones y
recomendaciones para trabajos futuros.
2. Modelado matemático
La implementación se desarrolla a partir del modelo
matemático de OFDM, donde un símbolo OFDM es
representado por S(q) ∈ RQ, así un conjunto Q de sím-
bolos de información es transmitido por el símbolo j
de OFDM, cada uno con una subportadora q es Sj(q),
por tanto [Sj(0), . . . , Sj(q), . . . , Sj(Q−1)]T representa
el vector de símbolos de información transmitidos en
el j-ésimo símbolo OFDM [2,7].
Cada símbolo OFDM usa el flujo serial de símbolos
de información convirtiéndolos en Q flujos paralelos
para luego insertar los símbolos piloto necesarios en la
estimación del canal según el esquema de transmisión
propuesto. Además, se adicionan subportadoras en cero
para establecer bandas de guarda entre cada símbolo
OFDM y así evitar la interferencia de canales adya-
centes. La cantidad de subportadoras de un símbolo
OFDM se evidencia en (1).
Q = I + P + Z (1)
Donde I corresponde al número de subportadoras
con información, P es el número de subportadoras
piloto y Z es el número de subportadoras en cero para
un símbolo OFDM. De acuerdo con esto, la Ecuación
(2) describe el formato de un símbolo OFDM corres-
pondiente al dominio de la frecuencia, luego se aplica
la transformada inversa de Fourier (IDFT, del inglés,
Inverse Discrete Fourier Transform) para obtener el
símbolo en el dominio del tiempo tal como se describe
en la Ecuación (3). La distribución del relleno de ceros
se detalla en [8].
Sz(q) ,
{
S(q), Q−(I+P )2 ≤ q ≤ Q−(I+P )2 − 1
0, cualquier otro caso (2)
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Sz = FHSz (3)
La reducción de ISI e ICI se da por el uso del lla-
mado prefijo cíclico (CP) que consiste en una extensión
cíclica del símbolo OFDM. El CP es tan largo como
el retardo de propagación esperado y los efectos de
ambos se encuentran en [9]. Por otra parte, la señal
recibida para OFDM puede ser descrito como en la
Ecuación (4).
yj = Hjsj + zj (4)
El vector de símbolos de información recibidos
es yj = [yj(0), . . . , yj(Q− 1)]T en el j-ésimo símbolo
OFDM, zj es el ruido gaussiano yHj denota el valor del
canal para el j-ésimo símbolo OFDM, que es obtenido
mediante el bloque de estimación de canal [7].
El receptor usa el algoritmo de Van de Beek que
aprovecha el prefijo cíclico para establecer el inicio
y el fin de un símbolo OFDM. Este algoritmo tam-
bién permitirá corregir los efectos del canal en posibles
desplazamientos de fase y evitar una pérdida de orto-
gonalidad en las subportadoras [10].
A continuación, se retira el prefijo cíclico y se aplica
la transformada discreta de Fourier (DFT, del inglés,
Discrete Fourier Transform) para recuperar los sím-
bolos de información. Previo a la recuperación de los
símbolos de información se estima el canal luego de
remover el relleno de ceros y extraer los símbolos pi-
loto. Los datos ecualizados se obtienen a través de la
operación indicada en la Ecuación (5) [11]. En donde
Ĥe(q) es el canal estimado. La Tabla 1 presenta una





q = 0, 1, . . . , Q− 1 (5)
2.1. Sensado compresivo
Desde otra perspectiva, el paradigma de CS considera
una señal «dispersa» x que posee solo K elementos
diferentes de cero con K << N y donde x ∈ RN .
Entonces, a través de una matriz Φ de M × N con
N > M , llamada matriz de sensado, se busca concen-
trar la información más relevante de x a través del
uso de otro vector y ∈ RM . Si esto no se cumple, se
reduce la capacidad de reconstruir x a partir de y; a
esta restricción se la conoce como condición de espacio
nulo (NSP, del inglés Null Space Property) [11,12].
No es fácil encontrar señales consideradas «disper-
sas», no obstante, es posible encontrar una aproxima-
ción a este concepto que se da cuando la señal x puede
ser «comprimible» en alguna base vectorial diferente a
la original [11–13]. Por tanto, x = Ψα, donde Ψ (tam-
bién llamada matriz diccionario de x) corresponde a la
base vectorial en la que se proyecta x, y α corresponde
a los átomos de x dentro del dominio de Ψ. Así se tiene
que la señal original x puede ser representada a través
de la combinación lineal que propone en (6) [14]. El
diccionario por ejemplo puede ser de Fourier, DCT o
de Wavelet [11,15,16].




La compresión de la señal x en la señal y se puede
obtener a través de (7) donde Θ = ΦΨ. La Figura 1(a)
y la Figura 1(b) exponen de forma gráfica el concepto
de CS [13,17].
y = Φx = ΦΨα = Θα (7)
La literatura recomienda que Φ sea aleatoria para
cumplir la propiedad de restricción isométrica (RIP,
del inglés Isometric Restriction Property) y así x pueda
ser reconstruida a partir de y [16, 18]. Las matrices
de sensado en general se pueden obtener de un pro-
ceso aleatorio con distribución normal, consiguiendo
un buen rendimiento durante la reconstrucción de la
señal, pese a que, estas distribuciones pueden llegar a
demandar muchos recursos [15,16].
(a)
(b)
Figura 1. Principio de operación de sensado compresivo:
(a) proceso de medición en CS con una matriz de sen-
sado aleatorio Φ y matriz de medición Ψ. (b) proceso de
medición con Θ = ΦΨ.
Debido a que N > M y que N >> K, el proceso
de reconstrucción de x se convierte en un problema
de optimización expuesto en la Ecuación (8) donde se
busca obtener los átomos α que minimicen el error de
||y −Θα||0.
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Tabla 1. Lista de variables
Variables Descripción
Q Total de subportadoras en el símbolo OFDM.
Sj(q) Subportadora q en el j-ésimo símbolo OFDM.
I Total de subportadoras con información.
P Total de subportadoras piloto.
Z Total de subportadoras en cero.
Sz(q)
Símbolo OFDM con zero-padding en la
subportadora q.
F Matriz de transformada de Fourier.
sz
Símbolo OFDM con relleno de ceros
en el tiempo.
yj
Vector de símbolos recibidos en el
j-ésimo símbolo OFDM en el tiempo.
Hj
Vector de canal en él j-ésimo
símbolo OFDM.
sj
j-ésimo símbolo OFDM transmitido
en el tiempo.
Zj Ruido gaussiano complejo.
Y (q) Símbolo OFDM en frecuencia, removido el prefijocíclico, el relleno de ceros y sin pilotos.
Se Símbolos ecualizados en la frecuencia.
He(q) Canal estimado en la frecuencia.
x Vector de datos de longitud N .
y Vector comprimido de longitud M .
Φ Matriz de compresión o sensado, Phi.
N Longitud total del vector de datos a comprimir.
K Total de elementos diferentes de cero.
M Longitud total del vector de datos comprimido.
Ψ Matriz de medición o diccionario, Psi.
α Vector de coeficientes dispersos, alpha.
Θ Matriz de sensado en su forma completa, Theta.
Wc Cantidad de “1”s lógicos por columna en HLDPC
Wr Cantidad de “1”s lógicos por fila en HLDPC
HLDPC Matriz de paridad de LDPC.
A Matriz de D × E elementos.
B Matriz de D ×D elementos.
D Cantidad de bits de paridad en la codificación.
E Cantidad de bits de información en la codificación.
G Total de bits de información + paridad (codeword).
Hi Matriz de paridad de LDPC irregular lado izquierdo.
SC Matriz de paridad de LDPC escalera lado derecho.
Tr Matriz de paridad de LDPC triangulo lado derecho.
Ĥp Canal de pilotos.
Yp Símbolos pilotos recibidos.
Sp Símbolos pilotos conocidos.
Nf Separación frecuencial entre pilotos.
ΦLDPC Matriz de sensado construido con base LDPC.
α = arg min||α||0 s.t.ΦΨα (8)
A partir de α se puede reconstruir x usando
la Ecuación (6). Sin embargo, el problema de opti-
mización no tiene solución ya que es del tipo NP
Hard [11–13]. En este aspecto, los algoritmos de re-
construcción dispersa buscan relajar el problema de
optimización para obtener una solución pseudoóptima.
Además, pueden mejorar su rendimiento si se usa una
matriz de sensado adecuada que permita la preser-
vación de la información y garantice la reconstrucción
de la señal original de manera única [15,16,19–22].
Entre los algoritmos de reconstrucción dis-
persa más populares usados en la aplicación
de CS para la estimación de canal, destaca
OrthogonalMatchingPursuit (OMP) perteneciente
al tipo de algoritmos basados en búsqueda codiciosa.
Así, OMP se basa en aproximaciones sucesivas de los
coeficientes α, identificando de manera iterativa el
soporte de la señal hasta alcanzar un criterio de con-
vergencia [19,23]. El algoritmo que lo describe se indica
en la Tabla 2.
Tabla 2. Algoritmo OMP
Algoritmo 1: Algoritmo OMP (Orthogonal Matching Pursuit)
Paso 1 Entrada: Y = {y1, . . . , yM}; Entrada Comprimida
ΘN,N ; Matriz de sensado completa
k; Número de repeticiones
Paso 2 Salida: αN
Paso 3 Inicialización: resM = Y ;
indx = φ;
Paso 4 for iter = 1 to k:
λ = arg max|ΘT × resM ;
indx = indx ∪ λM ;
αN = φ;
αN (indx) = pinv(Θ(:, indx))× Y ;
res = Y −Θ× αN ;
endfor
Paso 5 Retornar: αN
Otro algoritmo de reconstrucción dispersa em-
pleado en este caso de aplicación de CS es Compressive
Sampling Matching Pursuit (CoSaMP) descrito en [24].
El algoritmo aproxima la señal objetivo de forma itera-
tiva y en cada iteración la aproximación actual obtiene
un residual actualizando las muestras para que refle-
jen el residuo actual. Estas muestras se utilizan para
identificar los componentes grandes para estimar la
aproximación utilizando mínimos cuadrados. Este pro-
ceso se repite hasta que se haya encontrado la energía
recuperable en la señal. El algoritmo que lo describe
se indica en la Tabla 3 [25].
Tabla 3. Algoritmo CoSaMP
Algoritmo 2: Algoritmo CoSaMP (Compressive Sampling
Matching Pursuit)
Paso 1 Entrada: x ∈ RN ; Entrada Comprimida
Θ ∈ Rm×N ; con N > m; Matriz de sensado completa
k; Número de repeticiones
Paso 2 Salida: Sest
Paso 3 Inicialización: u = Θx, Vector de medición;
Ω = {1, 2, . . . , N} Índice de columnas de Θ;
Paso 4 for iter = 1 to k:
Ωk ⊂ Ω→ ΘΩk ;
Ωk+1 = J∗s donde J∗s ⊂ Ω;
J = Supp{T1(|Θ× rk|; τk,1)} con |J | ≤ 2s;
donde: T1 es una función de umbral acorde a: τk,1 ≥ 0;
τk : residual;
con Ωk ∪ J : ||u−ΘIΩk∪Jb||2 minimizado;
donde: IΩk∪J) es una matriz diagonal N ×N ;
i ∈ Ωk ∪ J ;
J∗s = Supp{T2(|b|; τk,2)};
donde: T2 es una función de umbral;
τk,2 ≥ 0 máximo de s elementos de b que son retenidos;
Sest = b(J∗s );
rk+1 = u−ΘIΩk+1b;
endfor
Paso 5 Retornar: Sest
Estos algoritmos son aptos para ser usados en apli-
caciones o reconstrucciones donde su funcionamiento
se dé en tiempo real debido a su bajo coste computa-
cional.
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Debido a que la matriz de sensado debe satisfacer
la propiedad RIP, se considera el uso de las matrices de
comprobación de paridad usadas en el diseño de codifi-
cadores de canal en los códigos LDPC ya que cumplen
el criterio de RIP y son deterministas, por ello, con-
sumen menos recursos mostrándose como una buena
opción para la matriz de medición en CS [20–22]. Esto
permitirá no usar un patrón de pilotos del tipo peine
o bloque como es comúnmente utilizado en sistemas
OFDM con PSAM. Conforme a esto, se busca usar un
patrón de pilotos pseudoaleatorio disperso empleando
una matriz de comprobación de paridad LDPC [5].
2.2. Matriz de comprobación de paridad
LDPC
La matriz de comprobación de paridad HLDPC define
las relaciones entre los distintos símbolos de codifi-
cación (símbolos fuente y símbolos de paridad). Exis-
ten dos tipos, las matrices regulares que tienen un
número fijo Wc de «1»s lógicos por columnas y un
número fijo Wr de «1»s lógicos por filas. El segundo
es el caso de las matrices irregulares cuyos valores de
«1»s lógicos por filas es Wr y por columnas Wc con
Wr 6= Wc. La matriz está formada por elementos con
valores «0» y «1», y es dispersa ya que la mayoría de
elementos son nulos [26]. Se describe esta matriz en la
Ecuación (9).
HLDPC = [A|B] (9)
La matriz A tiene dimensiones D×E y la matriz B
es de D×D. Donde E corresponde a la cantidad de bits
de información, D es la cantidad de bits de paridad en
la codificación LDPC y G = E+D correspondería a la
longitud del codeword. Las matrices LDPC regulares se
dividen en Gallager caracterizada por una estructura
de bandas horizontales [27]. También, en Mackay-Neal
caracterizada por una construcción aleatoria [28]. Este
tipo de matrices no garantiza una independencia entre
columnas necesaria por RIP en CS, por lo cual no se
usarán en esta implementación [13]].
Las matrices irregulares se dividen en escalera y
triángulo (staircase y triangle) [29]. Son matrices que
contienen dos submatrices y cada una de estas un
método diferente de creación [29, 30]. La submatriz
izquierda Hide tamaño D×E se construye de la sigui-
ente manera:
• Usar un vector en el que conste una lista aleatoria
de posibles posiciones de «1»s en las filas. Este
vector se utiliza para garantizar una distribución
homogénea.
• Se coloca en cada columnaWc elementos no cero,
escogiendo las posiciones del vector de posibles
localizaciones. Si ya no se cumple la condición de
máximo Wr elementos no cero por fila se escoge
otra posición aleatoria disponible.
• Se añade elementos no cero en las filas que tengan
menos de dos elementos para evitar problemas
en la decodificación.
La submatriz derecha hace la diferencia en la for-
mación de una matriz LDPC irregular ya que se puede
formar en escalera o de forma triangular y en cualquier
caso es una matriz de dimensión D×D. En el caso de
la matriz Sc, es una matriz identidad a la que poste-
riormente se coloca los elementos no cero en la parte
inferior diagonal. La Ecuación (10) muestra una matriz
HLDPC construida mediante este método.
(Hi|SC) =

0 1 0 1 1 1
... 1 0 0 0 0
1 1 1 0 0 1
... 1 1 0 0 0
1 0 1 1 1 0
... 0 1 1 0 0
1 1 0 0 1 0
... 0 0 1 1 0
0 0 1 1 0 1
... 0 0 0 1 1

(10)
La submatriz derecha triángulo Tr se compone de
una matriz identidad como base de dimensión D ×D,
posteriormente se coloca una matriz triangular infe-
rior dispersa. La Ecuación (11) muestra una matriz
HLDPC construida mediante este método.
(Hi|Tr) =

0 1 0 1 1 1
... 1 0 0 0 0
1 1 1 0 0 1
... 1 1 0 0 0
1 0 1 1 1 0
... 1 1 1 0 0
1 1 0 0 1 0
... 1 0 1 1 0
0 0 1 1 0 1
... 0 1 1 1 1

(11)
3. Implementación de CS y LDPC para
la estimación de canal
Este trabajo se implementa en equipos periféricos uni-
versales de radio por software (USRP, del inglés Uni-
versal Software Radio Peripheral). El diagrama de blo-
ques del sistema implementando se puede apreciar en
la Figura 2, donde se presenta cada etapa del sistema
de comunicación.
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Figura 2. Modelo del sistema OFDM implementado.
Las características de los equipos usados, son los
USRP Ettus X310 equivalentes al NI-USRP 2940R
con las siguientes especificaciones:
• Ancho de banda de hasta 40 MHz por cada canal
(2 canales).
• La imagen cargada en el FPGA permite conexión
Ethernet de 1 Gbps para transmitir 25 MS/s Full
Duplex.
• La arquitectura UHD usada es la disponible para
«LABVIEW Communication Design Suite».
• Arquitectura de reloj flexible con frecuencia de
muestreo configurable.
El ancho de banda del sistema está en función del
índice IQ usado. El índice IQ determina el ancho de
banda disponible [31].
Se debe indicar que con el objeto de trabajar con
un sistema de comunicaciones más apegado a la reali-
dad, se ha usado un codificador de canal LDPC con-
siderando lo trabajado en [32,33]. La selección de las
matrices HLDPC de esta implementación se estableció
por validación a través del análisis de BER. La selec-
ción de la matriz HLDPC aplicó simulaciones variando
la dispersidad de «1»s de la matriz considerando un
canal AWGN con desvanecimiento de Rayleigh. Estas
matrices tienen un tamaño de G=40 y E=20, debido
a su eficiencia y velocidad de acuerdo con la Figura 3.
Por esto, la implementación del codificador de canal
usa las matrices de verificación de paridad de tipo
escalera.
Figura 3. Análisis BER para matrices LDPC irregulares
con diferentes porcentajes de dispersión de «1»s: (a) en
un canal AWGN. (b) en un canal con desvanecimiento de
Rayleigh.
3.1. Estimación de canal basado en CS
En la estimación lineal, el proceso mejora cuando la
cantidad de pilotos aumenta a expensas de una reduc-
ción del ancho de banda disponible para transmitir
información. No obstante, el uso de CS para estimar
el canal reduce el número de subportadoras piloto en
el proceso es posible ya que solo hay K subportadoras
usadas como pilotos. Así, en la Ecuación (12), Ĥp es
la versión comprimida del canal. Entonces, el vector
comprimido y corresponde a Ĥp dividiendo los pilotos
recibidos Yp para los enviados Sp. Por tanto, la matriz
de sensado Φ es una matriz de tamaño P ×N en donde
cada Nf elemento es distinto de 1 y corresponde a la
posición de cada símbolo piloto, como se observa en la
Ecuación (13) [6]. En una distribución tipo peine Nf
es constante.








1 0 0 0 0 0 · · · 0 0
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Para aplicar CS, se consideró un diccionario Ψ a
partir de la DFT para aprovechar el proceso inherente
a la IDFT y DFT que se da en OFMD. Los algorit-
mos de reconstrucción dispersa usados son OMP y
CoSaMP, usan como parámetros de entrada los datos
comprimidos Ĥp, la matriz Θ = ΦΨH y el total de
iteraciones. El número máximo de iteraciones debe
estar en relación con el número K de elementos no
cero de la señal a construir, en este caso, el número
de portadoras piloto [13]. De esta manera, el canal
estimado Ĥe, se obtiene de la forma indicada en la
Ecuación (14).
Ĥe = 0N
Ĥe = Ĥe + ΨHN,i × αi con i = 1, 2, . . . , N (14)
3.2. Estimación de canal con CS y LDPC
Como se indicó en la sección 2, la matriz de sensado Φ
debe cumplir el criterio de RIP para que pueda recu-
perar adecuadamente la señal dispersa, no obstante, la
matriz usada en la Ecuación (13) cumple este criterio
en los límites de la restricción ya que no es aleatoria.
Por lo tanto, se desarrolla una matriz de posición de
pilotos ΦLDPC que mejore este requisito. De forma
similar a la Ecuación (13), cada elemento no cero co-
rresponde a una posición de cada subportadora piloto




1 0 0 0 0 0 · · · 0 0
0 0 0 1 0 0 · · · 0 0
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La Ecuación (15) mantiene la distancia entre las
subportadoras piloto Nf como variable y pseudoaleato-
ria debido al uso de los algoritmos de LDPC con el
que se construye la matriz HLDPC . Para el diseño
de HLDPC la cantidad de «1»s por fila es igual a 1
tomando en cuenta la cantidad de subportadoras pi-
loto. Además, el porcentaje total de elementos no cero
debe ser igual al número de pilotos P .
A partir de la obtención de esta matriz ΦLDPC
el proceso continúa con la estimación del canal uti-
lizando los algoritmos de reconstrucción dispersa OMP
y CoSaMP considerando la distribución de los pilotos
obtenidos en ΦLDPC .
3.3. Escenarios implementados
Este trabajo aplicó diferentes escenarios manteniendo
un enfoque para sistemas Long Term Evolution (LTE).
Para esto, se tomó en cuenta las características de LTE
tales como el número de subportadoras, símbolos de
referencia, subportadoras nulas y la longitud del CP
indicadas en [31,34]. Se usó una separación de 7.5 KHz
entre subportadoras debido a que con el uso prolon-
gado el rendimiento decae al usar 15 KHz. Entonces
el ancho de banda implementado fue de 1.92 MHz.
Es necesario aclarar que no se usó un número mayor
de subportadoras como si lo permite LTE debido a
que el procesamiento del código fuente se dio desde el
computador y no sobre el FPGA del equipo.
El primer escenario implementado no usa el codifi-
cador de canal y tiene las siguientes características:
• IQ sample rate: 1.92 MS/s
• Frecuencia de portadora: 1.99 GHz
• Modulación: 4 QAM
• Iteraciones del algoritmo OMP: 5
• Longitud del mensaje transmitido (tren de bits):
1600
• Número de muestras en el receptor: 3 × total de
datos transmitidos
• Total de subportadoras OFDM: 256
• Total de subportadoras con datos + pilotos: 150
• Ganancia del transmisor: 15.5 - 21 dB
• Sensibilidad del receptor: 0 dB
Para obtener los resultados del comportamiento de
los estimadores de canal para los diferentes algoritmos
de reconstrucción dispersa, OMP y CoSaMP, así como
del estimador lineal, se usaron dos SDR por separado
ubicados a una distancia considerable en un ambiente
cerrado ( indoor) en el laboratorio de pruebas como se
observa en la Figura 2. La distancia se consideró como
constante y se modificaron las potencias de los equipos
para obtener las variaciones de la relación señal a ruido
(SNR, del inglés Signal to Noise Ratio) y someter los
diferentes estimadores de canal al análisis de BER.
Para el segundo escenario las condiciones anterio-
res se repiten agregando el codificador de canal LDPC
usando las siguientes configuraciones:
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• Iteraciones del algoritmo de propagación para la
decodificación LDPC: 100
• Matriz HLDPC con G=40 y E=20
• Tipo de matriz LDPC en el codificador: escalera
con dispersidad de «1»s entre el 5 al 10 %.
El escenario final de análisis se implementa con
distancia variable entre transmisor y receptor, tam-
bién en un ambiente cerrado para evaluar un canal en
condiciones más rigurosas. La distancia de separación
entre los SDR consideró la longitud, distribución física
del laboratorio con distancias entre 4 y 10 metros
considerando una potencia constante que no sature el
canal.
La variación de distancia permitió recrear canales
con gran desvanecimiento, generando un aumento del
efecto de multitrayectorias para evaluar el compor-
tamiento de los estimadores. La frecuencia de trans-
misión es de 2.4 Ghz, por lo que coexiste con la red
de wifi del laboratorio, haciendo que el canal varíe
constantemente.
En este escenario se trabajó en la presencia de estu-
diantes utilizando un codificador LDPC manteniendo
la siguiente configuración:
• IQ sample rate: 1.92 MS/s
• Frecuencia de portadora: 2.4 GHz
• Modulación: 4 QAM
• Iteraciones del algoritmo OMP: 5
• Iteraciones del algoritmo de propagación para la
decodificación LDPC: 100
• Matriz HLDPC con G=40 y E=20
• Longitud del mensaje transmitido (tren de bits):
1240
• Número de muestras en el receptor: 2× total de
datos transmitidos
• Número Total de subportadoras OFDM: 256
• Número Total de subportadoras con datos + sub-
portadoras piloto: 150
• Tipo de matrices LDPC en el codificador: es-
calera con dispersidad de 1 s entre el 5 al 10 %,
10 al 20 % y 20 al 30 %
• Ganancia del transmisor: 20 dB
• Sensibilidad del receptor: 20 dB
4. Análisis de resultados
4.1. Escenarios 1 y 2 - Análisis de BER
En la implementación del algoritmo OMP, el número
de interacciones debe ser elegido de forma que K co-
rresponda al número de elementos diferentes de cero de
la señal que se busca recuperar. Para definir este valor,
se desarrollaron múltiples pruebas buscando minimizar
el error en la estimación de canal obteniendo que el
valor adecuado para que este algoritmo converja en
la implementación es de K = 5 correspondiente al
número mínimo de subportadoras usado.
La Figura 4 muestra el comportamiento de BER
con 5 y 25 subportadoras piloto para los estimadores
basados en OMP, CoSaMP y el estimador lineal para
el primer escenario.
Figura 4. Análisis de BER sin codificador de canal.
En la Figura 4 se puede observar que a bajos niveles
de SNR el estimador lineal presenta un rendimiento
menor con respecto al uso de los estimadores basados
en el paradigma de CS empleados. Con 25 subporta-
doras piloto, los estimadores de canal alcanzan una
reducción considerable en la probabilidad de pérdida
de bits. En estas pruebas los algoritmos de CoSaMP y
OMP trabajaron con la matriz ΦLDPC y en ausencia
de esta (distribución de subportadoras piloto de tipo
peine).
La Figura 5 muestra el comportamiento de BER
para 5 estimadores de canal usando las configuracio-
nes del segundo escenario. Entonces, la Figura 5(a) de
acuerdo con lo esperado por el uso de un codificador
de canal, puede observarse una clara mejora respecto
del caso anterior. El estimador lineal tiene los peo-
res resultados ante un SNR bajo. Por otra parte, los
estimadores CoSaMP tienen un rendimiento similar
usando o no la matriz ΦLDPC . No obstante, la ver-
sión con matriz ΦLDPC presenta un mejor rendimiento.
También, a medida que mejora el SNR, el estimador
CoSaMP sin matriz ΦLDPC tiene una ligera mejora,
pero continuando ambos con la misma tendencia en
su comportamiento. Los estimadores OMP por su
parte, presentan un menor rendimiento contrastados
con CoSaMP, teniendo en cuenta que la versión con
la matriz ΦLDPC es la que peores resultados ofrece en
particular para este algoritmo.
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La Figura 5(b) muestra resultados del rendimiento
de los estimadores frente al BER usando 25 subpor-
tadoras pilotos para cada uno. Se puede observar que
el estimador lineal presenta mayor probabilidad de
error de bit para un bajo SNR, mostrando el peor
comportamiento de entre todos los estimadores anali-
zados. Sin embargo, cuando el SNR supera a priori el
valor de 3.5 dB su rendimiento aumenta, obteniendo




Figura 5. Análisis de BER con codificador de canal LDPC:
(a) BER con 5 pilotos (b) BER con 25 pilotos.
4.2. Escenario 3 – Análisis para distancias va-
riables
Las Figuras 6 y 7 corresponden al comportamiento del
estimador lineal y de los estimadores basados en CS
con y sin la matriz ΦLDPC .
Figura 6. Análisis de BER para diferentes distancias.
La Figura 6 muestra que el estimador lineal tiene
un mejor comportamiento a muy corta distancia, lo que
corresponde a los resultados anteriores en el análisis
de BER. No obstante, a medida que la distancia au-
menta, este estimador de canal reduce su rendimiento
en forma drástica. El estimador CoSaMP con ΦLDPC
es mejor en contraste con lo que sucede con el esti-
mador que usa OMP. Se debe indicar que esta figura
toma en cuenta los resultados ante el uso de 5 a 25
subportadoras piloto.
Debido a que el decodificador de canal usa como
entrada las respuestas de los estimadores de canal, en
este escenario se analizó el porcentaje de valores que de
dicho codificador no pudo resolver. De esta manera, la
Figura 7 muestra el porcentaje de valores nulos (NaN)
en contraste con los cambios de distancia para cada
estimador de canal.
Figura 7. Análisis de la convergencia del decodificador
de canal según la respuesta de los estimadores a diversas
distancias.
La Figura 7 también corrobora los resultados ante-
riores resaltando la misma tendencia en los estimadores.
El estimador lineal trabaja mejor a distancias cortas
y los estimadores CS tienen mejor rendimiento que el
lineal frente a canales ruidosos, comprobándose esto
al aumentar la distancia.
4.3. Análisis del ancho de banda
La Figura 8 muestra la relación que existe entre el
ancho de banda usado por las subportadoras piloto y
el ancho de banda para el envío de información en un
símbolo OFDM. De este modo, usar 5 subportadoras
piloto en lugar de 25, corresponde a una mejora de
eficiencia espectral del 13.33 %. Esta mejora espectral
corresponde al uso de los estimadores de canal basados
en CS como se ve en la Figura 8.
Figura 8. Ancho de banda ocupado a diferente número
de pilotos.
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5. Conclusiones
De acuerdo con los resultados obtenidos, los esti-
madores CoSaMP presentan un mejor rendimiento
para bajos niveles de SNR con el uso de la matriz
ΦLDPC . Los estimadores OMP muestran un com-
portamiento similar al CoSaMP aunque con menor
rendimiento. Así, con los resultados obtenidos se de-
duce que, un estimador lineal trabaja el problema
de la estimación de canal con muy baja complejidad
computacional. No obstante, cuando el canal es muy
ruidoso sobre todo debido a multitrayectos demanda
mayor cantidad de subportadoras piloto para tratar
de mantener su rendimiento, lo que significa reduc-
ción del ancho de banda efectivo. En contraste, los
estimadores que basados en CS usados en este trabajo,
además de mantener baja complejidad computacional,
para canales ruidosos muestran un rendimiento ade-
cuado, permitiendo la transferencia de datos en canales
ruidosos, considerando que se evaluó en un ambiente
indoor.
El uso del paradigma de CS mejora mientras las
propiedades de RIP y de espacio nulo puedan asegu-
rarse, en este caso, el canal se puede considerar como
disperso porque el número de subportadoras piloto es
disperso.
Además, implementar una matriz de sensado dis-
eñada a partir de la conceptualización de las matrices
LDPC ha permitido mejorar el comportamiento de
los estimadores basados en CS, la mejora es más clara
para el estimador que usa OMP. El estimador CoSaMP
con ΦLDPC muestra ser el mejor estimador frente a
esta problemática de trabajo en conjunto con el codifi-
cador de canal usado. Entre los trabajos a futuro es
implementar la estimación de canal y procesamientos
previos en el FPGA del dispositivo para permitir que
la comunicación entre el equipo y la fuente de datos
pueda usar una mayor tasa de transmisión de datos.
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