Abstract-We investigate the problem of controlling the probability density of the state of a process that is observed by the controller via a fixed but unknown scalar non-negative function of the state. The goal is to control the process so that its probability density at a point in the state-space becomes proportional to the value of the function observed at that point. Our solution, inspired by bacterial chemotaxis, involves a randomized controller that switches among different deterministic modes. We show that under appropriate existence conditions, this controller guarantees convergence of the probability density to the desired function. The results can be applied to the problem of in loco optimization of a measurable signal using a team of autonomous vehicles that measure the signal but do not have access to position measurements. Alternative applications in the area of mobile robotics include deployment and environmental monitoring.
I. INTRODUCTION
T HIS paper addresses the control of a Piecewise-Deterministic Markov Process (PDP) through the design of a stochastic supervisor that decides when switches should occur and to which mode to switch. In general, the system's state cannot be measured directly and is instead observed through a scalar non-negative output , where is unknown to the controller. The control objective is to achieve a steady-state probability density for the state that matches the unknown function up to a normalization factor. We were motivated to consider this control objective by problems in the area of mobile robotics. In this type of application, typically includes the position of a mobile robot that can take point measurements at its current location. In deployment applications, a group of such robots is required to distribute themselves in an environment based on the value of these measurements, e.g., the measurements may be the concentration of a chemical agent and one wants the robots to distribute themselves so that more robots will be located in areas of higher concentration of the chemical agent. In search applications, a group of robots is asked to find the point at which the measurement has a global maximum (or minimum), in which case one wants the probability density function of to have a sharp maximum at the point where is maximum (or minimum). These applications are often referred to as "source seeking" motivated by scenarios in which the robots attempt to find the source of a chemical plume, where the concentration of the chemical exhibits a global maximum. Finally, in monitoring applications, one attempts to estimate the value of a spatially-defined function by keeping track of the positions of a group of robots whose spatial distribution reflects the spatially-defined function of interest (much like in deployment applications). Potential applications for this work thus include chemical plant safety, hydrothermal vent prospecting, pollution and environmental monitoring, fire or radiation monitoring, etc.
The control algorithms proposed here are motivated by the chemotactical motion of the bacterium E. coli. Due to its reduced size, E. coli is unable to perceive chemical spatial gradients by comparing measurements taken by different receptors on the cell surface. Nevertheless, this organism is still able to follow the gradient of a chemical attractant, despite the rotational diffusion that constantly changes the bacterium orientation. This is accomplished by switching between two alternate behaviors known as run and tumble [1] , [2] . In the run phase, the bacterium swims with constant velocity by rotating its flagella in the counter-clockwise direction. In the tumble phase, by rotating its flagella in the clockwise direction, the bacterium spins around without changing its position and in such a way that it enters the next run phase with arbitrary orientation. Berg and Brown [1] observed that the only motion parameter that is affected by the concentration of a chemical attractant is the duration of runs. Roughly speaking, the less improvement the bacterium senses in the concentration of the attractant during the run phase, the more probable a direction change (tumble) becomes. Such a motion leads to a distribution whose peak usually coincides with the optimum of the sensed quantity, much like the search applications in mobile robotics mentioned above.
The parallel between E. coli's chemotaxis and some search problems involving autonomous vehicles is remarkable: In mobile robotics, gradient information is often not directly available, either because of noisy and turbulent environments or because the vehicle size is too small to provide accurate gradient measurements, challenges also faced by E. coli. This bacterium also does not have access to global position information, which is analogous to the lack of position measurements that arise in applications for which inertial navigation systems are expensive, GPS is not available or not sufficiently accurate (as in underwater navigation or cave exploration), or where the vehicles are too small or weight-constrained to carry this type of equipment. These observations led us to design a biologically-in-0018-9286/$31.00 © 2012 IEEE spired control algorithm for autonomous vehicles, named optimotaxis [3] . While mimicking chemotaxis is not a new solution to optimization problems, see e.g. [4] - [8] , optimotaxis is distinct in that we are able to provide formal statements about the stationary density and the convergence to it.
In this paper, we show that the principles behind optimotaxis can be used in the much more general setting of controlling the probability density function of a PDP through the design of a stochastic supervisor that decides when switches should occur and to which mode to switch. We establish necessary and sufficient conditions under which such a controller may exist and, when these conditions hold, we provide a controller that guarantees the ergodicity of the desired invariant density. As a consequence, the probability density of the PDP converges to the desired invariant density and results like the Law of Large Numbers apply. In addition, we provide general results that have wide application in the study of ergodicity in PDPs, beyond the specific control design problem addressed in this paper.
A substantial body of work related to the objective of controlling probability densities can be found in the literature of Markov Chain Monte Carlo (MCMC) methods [9] . These methods involve the design of a Markov chain whose stationary distribution is given by a known (but usually hard to compute) function. Samples from the Markov chain are then used to estimate integrals associated with that function. MCMC is largely used in statistical physics and in bayesian inference. According to the classification in [10] , our approach can be regarded as a dynamical/hybrid MCMC type method. In particular, the hit-and-run method [11] resembles optimotaxis in that it also executes a piecewise linear random walk. The main difference between our approach and traditional MCMC is that the latter is a numerical method whereas the former is intended to be used in physical systems with dynamic constraints. In MCMC, for example, a trajectory may have samples discarded in order to generate a new trajectory with the desired distribution. However, this is not possible in trajectories originating from a physical system. Our work may be related also with the field of reinforcement learning, specially with TD or Q-learning where unknown value functions are identified using only local observations of the cost function [12] , and with the fields of Hidden Markov Models and particle filters, where one seeks the convergence of conditional distributions. The idea of looking at the aggregate distribution of multiple agents modeled as stochastic hybrid systems has also appeared in [13] and subsequent works. This paper is organized as follows: the description of the problem is given in Section II; the existence and the design of controllers is discussed in Section III; Section IV presents results concerning the convergence of the probability densities of the controlled process; examples are given in Section V; conclusions and final comments are given in Section VI.
II. PROBLEM DESCRIPTION
We start by briefly describing the concept of Piecewise-Deterministic Markov Processes (PDP) that is used in the paper. The reader is referred to [14] for a formal (and slightly more general) definition. In a PDP, state trajectories are right continuous with only finitely many discontinuities (jumps) on a finite interval. The continuous evolution of the process is described by a deterministic flow whereas the jumps occur at randomly distributed times and have random amplitudes.
We consider state variables and , where is a compact set. During the deterministic flows, 1 evolves according to the vector field , whereas remains constant and only changes with jumps. For a fixed , we denote by the continuous flow at time defined by the vector field and starting at at time 0. The conditional probability that at least one jump occurs between the time instants and , , given and , is (1) where is called the jump rate at . At each jump, assumes a new value governed by the jump pdf . Namely, if a jump occurs at time , then (2) where the superscript minus indicates the left limits of the respective processes, is a Borel probability measure on and is a Borel set. We further assume that the space is a compact subset of a locally compact separable metric space and that . Note that, as opposed to [14] , we do not require to be countable. Under this more general setting, [15] shows that the above characterization defines a strong Markov process . This PDP model is captured by several stochastic hybrid system models that appeared in the literature, including the stochastic hybrid models discussed in [16] , or the general stochastic hybrid models introduced in [17] . Fig. 1 
for some . Alternatively, if one is mainly interested in the position of the maxima of , a possible choice for is given by (4) for some , provided that is already nonnegative and integrable [if not, one could also use to achieve this, as it was done in (3) above]. The well-known optimization method of simulated annealing arises from a similar objective when is increased to infinity along consecutive iterations [18] .
III. CONTROL DESIGN
In this section we provide a family of control laws that achieve our first objective: to make a given probability density a stationary probability density for the PDP. Only in the next section we will show convergence to this stationary density. In designing such controllers, a key auxiliary result is the generalized Fokker-Planck-Kolmogorov equation that governs the evolution of probability densities. A derivation of this equation may be found in [19, Sec. 3.4] . A more general treatment for stochastic hybrid systems is given in [20] . In the following, we use " " to denote differentiation with respect to only. In this way, denotes the divergence of with respect to . Assumption 1: It is assumed throughout the paper that i. and are continuous functions on ; ii. there is no finite escape time for the differential equation and only a finite number of jumps occur in finite time intervals for the PDP .
Theorem 1:
A continuously differentiable pdf is a pdf for if and only if it satisfies the following generalized Fokker-Planck-Kolmogorov equation:
Proof: Necessity follows from [20, Cor. 15] . Under our setting, [21] shows that a PDP may be defined as the unique solution of a stochastic differential equation. Therefore, sufficiency follows from the equivalence of Markov processes specified as solutions to forward equations such as (5) and as solutions to stochastic differential equations, as asserted in [22] .
When , (5) is known as the linear Boltzmann equation and has an important role in transport theory, where it models particles moving with constant velocity and colliding elastically [23] . In this case, regarding as the density of particles, (5) has a simple intuitive interpretation: on the left-hand side we find a drift term corresponding to the particles straight runs, on the right-hand side we find an absorption term that corresponds to particles leaving the state , and an integral term corresponding to the particles jumping to the state . Equation (5) also appears in mathematical biology where it models bacterial motion [24] . Equation (5) will be used in our control design to determine a jump rate and a jump pdf such that the joint invariant density of the process [which is obtained by setting in (5)] corresponds to an invariant marginal distribution that is proportional to . In fact, it will even be possible to obtain a joint invariant distribution that is independent of . For simplicity of presentation, in the sequel we assume that has been scaled so that it is a probability density:
. However, none of our results require this particular scaling.
A. Controller Existence and Construction
We start with an analysis that gives necessary and sufficient conditions on the vector field for the existence of a jump control strategy that achieves the steady-state solution , for a probability density that integrates to 1: . We say that is an admissible invariant density if there exists a jump rate and a jump pdf such that is an invariant density for the PDP.
Theorem 2: Given a continuously differentiable probability density , with , a necessary and sufficient condition for to be an admissible invariant density is given by (6) Moreover, when this condition is satisfied, the PDP has the desired invariant density for the uniform jump pdf , and the jump rate (7) where can be any function for which is nonnegative and integrable.
Proof: To prove necessity, assume that is an invariant density and substitute in (5): (8) Recall that, since is a pdf, . Using this fact, condition (6) is obtained by integrating both sides of (8) on and changing the order of integration on the right-hand side.
To prove sufficiency, we select and as in (7), which leads to (9) Provided that is integrable and that is a valid jump rate (i.e., ), we can replace (9) and in (8) to conclude from (9) is not uniformly bounded, which is an issue in proving convergence to the invariant density. With , a sufficient condition (and also necessary when (6) holds) to have , for some finite constant , is . Remark 2: The control law provided by (7) in Theorem 2 also results in the desired invariant density for a more general jump pdf: one can verify that the conclusions in the theorem hold for any jump pdf satisfying , , and . Condition (6) may be restrictive on the vector field . Since is not known in advance, we need (6) to hold independently of . If, however, we allow to be arbitrary, the only vector field that satisfies (6) for all possible densities is . A less restrictive condition is obtained when the desired density can be factored as , for some density . In this case, the compactness of and the continuity of and of allow us to interchange integration and differentiation in (6) to obtain the following corollary.
Corollary 1: Consider continuously differentiable probability densities that can be factored as , where and satisfy . Then, a necessary and sufficient condition for all of this form to be admissible invariant densities is given by (10) Remark 3: The existence condition (10) may be restrictive for some dynamical systems since it essentially requires the ability to "reverse" the vector field, i.e., changing the control signal from to in such a way that . This is a problem for systems with relative degree larger than zero. For example, consider the case in which , , is the uniform probability measure on and . This PDP cannot satisfy the existence condition (6) with . In this case, one would be interested in achieving with a more general invariant density . However, it is not clear whether that can be done using output feedback.
B. Output Feedback Controller
Next we discuss whether it is possible to implement the control law (7) proposed in Theorem 2 using only information from the output. To this purpose, Corollary 1 is especially useful because the condition in (10) does not depend on the function , which is not known in advance. We will therefore choose . Without loss of generality, we set , which is equivalent to redefining the reference measure to .
The uniform jump pdf is trivial to implement since it does not depend on and the controller has the freedom to select . Now, consider the jump rate given by (7), which we can rewrite as (11) where . To compute , the controller needs to evaluate three terms:
• To evaluate the term , we observe that (12) during deterministic flows. Therefore, it is sufficient for the controller to have access to the time derivative of the observed output in order to evaluate this term.
• To evaluate the term , the controller must know the vector field and the current state of the process. However, when is independent of , state feedback is not necessary to evaluate this term.
• Regarding the term , we have the freedom to select under the constraint that we keep nonnegative and bounded, which can be achieved if we keep . In particular, when there exists some function such that , and a function that satisfies , we can use the following output feedback realization of the jump rate: (13) A slight generalization of this is used in Example A, in which an output feedback law is achieved when for some known function . Implementation of the Output Feedback Controller: Assume, for simplicity, that is constant and that in (13) . According to (1), the probability of the process maintaining the same mode in the interval [0, ] is given by (14) This provides a simple and useful expression for the practical implementation of the control: Suppose that a jump happens at time . At that time pick a random variable uniformly distributed in the interval [0,1] and jump when the following condition holds (15) As opposed to what (13) seems to imply, one does not need to take derivatives of to implement the jump rate. Also, the control law is not changed if a constant scaling factor is applied to , which is important because we cannot apply a normalizing constant to the unknown function .
Often physical quantities propagate with spatial decay not faster than exponential, and this allows for the uniform boundedness of and the existence of a constant in (13) . If, however, the measured quantity has a faster decay rate, it may still be possible to achieve boundedness of by preprocessing the measurements (as explained at the end of Section II). In addition, the constant may be identified on-line. This can be done, for example, with the following update rule:
for , and some , where . A more elaborate adaptation could be obtained by allowing to depend on . This would have the advantage of reducing the number of unnecessary jumps in some parts of the space.
IV. ERGODICITY OF THE CONTROLLED PROCESS
In this section we investigate whether the above control strategy makes the probability density of the PDP converge to as time goes to infinity. We summarize the results in this section with Theorem 3, which gives necessary and sufficient conditions for convergence.
Let denote the open ball with radius centered at . We say that the system , is approximately controllable if, for every , and , there exists a time and a measurable control that steers the state from to . Theorem 3: Suppose that 1)
is a continuously differentiable density; 2) there exists a uniformly bounded continuous function and a constant satisfying 3) . Consider the PDP with the output feedback control: (17) Then, in total variation as for all initial densities if and only if the vector field satisfies i. ; ii. the system , is approximately controllable. Moreover, the above convergence implies the following convergence of empirical averages: for every and every such that ,
for all initial conditions.
The proof of this theorem (with slightly stronger convergence) will appear later in this section. Before that, we discuss the assumptions and conclusions of the theorem.
Remark 4: We say that a set is a positive basis if 0 is in the (algebraic or topological) interior of the convex hull of . A typical case in which condition (ii) is satisfied is when contains a positive basis for for all (see the Filippov-Wazewski argument in Proposition 2). If, for example, this basis is independent of , we can always define a reference measure to satisfy condition (i).
In monitoring applications, the convergence of empirical averages in (18) provides the basis for a procedure to estimate by observing the positions of identical vehicles performing the jump control strategy above. To achieve this, we start by partitioning the region of interest into a family of sets , then we sample the vehicles' positions at times , for some , and count the frequency with which vehicles are observed in each set . It turns out that this frequency provides an asymptotically correct estimate of the average value of on the set . To see why this is the case, we define (19) where denotes the indicator function of the set . Assuming that the vehicles have mutually independent motion, we have by (18) that (20) as . This shows that can be estimated by averaging the observations of the vehicles' position as in (19) . The use of multiple independent agents improves the estimates according to the relation (21) The following result proven in the end of the section shows that convergence is preserved if is identified on the run using (16).
Corollary 2: Suppose that and that . Then, the conclusions in Theorem 3 hold when the jump rate (17) is replaced by (22) where is identified on-line using (16). Remark 5: In [3] it is shown that convergence of the probability density to can also be achieved with a diffusion controller, i.e., a controller that makes use of brownian motion rather than Poisson jumps. However, the diffusion technique cannot be extended as easily to more general vector fields. Indeed, one can verify that a result similar to Theorem 3 would only be valid for vector fields that have an (complex) exponential dependence on the controlled parameters, which may be very restrictive.
A. Elements of the Ergodic Theory for Markov Chains
Next, we present some concepts from ergodic theory that are needed to characterize the convergence of our PDP and prove Theorem 3. We consider a time-homogeneous Markov process taking values in a locally compact separable metric space equipped with a Borel -algebra . We define the transition kernel (23) We say that a -finite measure is an invariant measure for if (24) We define the occupancy time of the set as
For a nontrivial -finite measure , we say that is -irreducible if, for ,
for all . We say that is positive if it is -irreducible and if it has an invariant measure satisfying . We say that is aperiodic if some sampled chain is -irreducible, i.e., if there exists some such that (27) A -irreducible process is called Harris recurrent if implies that almost surely. It is well known [25, Thm. 6.1] that aperiodic positive Harris recurrent processes are ergodic in the sense that (28) where denotes the invariant measure and the norm is the total variation norm. A set is said maximal absorbing if A set is called maximal Harris set if is maximal absorbing and restricted to is Harris recurrent.
Next, we define an important continuity property used in the proof of our results. We say that is a 
B. Ergodicity for the PDP
In this section we derive some new results regarding the ergodicity of invariant measures of PDPs and prove Theorem 3. While some ergodicity results specific for PDPs may be found in the literature (see e.g. [27] ), those rely mostly on Foster-Lyapunov criteria and do not appear to be suited for the purposes of this paper, since we try to prove ergodicity for general vector fields . On the other hand, our task of proving ergodicity is made somewhat easier since we know, by design, that an invariant measure exists.
Let us call jump Markov chain a new PDP obtained from the original one by replacing the vector field by . We say that the jump Markov chain is mode-irreducible if, for each initial and any set with , there is a positive probability that will eventually be reached from . The following assumption will be needed in the results of this section.
Assumption 2: i. the jump Markov chain is mode-irreducible. ii.
is a bounded continuous function on and, for any bounded and continuous , the map (30) is continuous. iii.
; iv. the system , is approximately controllable.
We denote by the transition kernel of the PDP . Proposition 1: Suppose that Assumption 2 (i)-(ii) holds. Let be a piecewise constant function with finitely many jumps and let be the solution to with initial condition . Then, given the initial condition and any , the PDP visits the ball of radius centered at with positive probability at time , i.e.,
Proof: Mode irreducibility implies that the transition between any two given modes may occur in arbitrarily small time with positive probability. Then, by Assumption 2 (i), given a time and , there exists satisfying and on , where has Lebesgue measure . Thus, if and , the assumption of continuity of and of no finite scape time implies that for some constant . On the other hand, the smoothness of and the irreducibility and continuity assumptions in Assumption 2 (i)-(ii) imply that is found in any neighborhood of with positive probability. Combining the two facts, we have the result in the proposition.
Let denote the closure of the convex hull of the set . Proposition 2: Suppose that Assumption (i)-(ii) holds and let be a solution to the differential inclusion with initial condition . Then, given and , the PDP with initial condition visits the ball of radius centered at with positive probability at time , i.e.,
and for all . As a consequence, under Assumption (i)-(ii), approximate controllability is equivalent to -irreducibility.
Proof: Let denote the solution to for the initial condition and some control . By the continuity of and the assumption of no finite scape time (Assumption 1), we can apply the Filippov-Wazewski theorem [28, Thm 10.4.3] Similarly to [26, Chap. 7] , we establish a link between controllability and irreducible T-processes in the next proposition.
Proposition 3: Under Assumption 2 (i)-(iv), the PDP is an aperiodic -irreducible T-process. Proof: By Proposition 2, -irreducibility is equivalent to the controllability condition (iii). From condition (iv), we have that and Proposition 2 implies that for all and . This implies aperiodicity of the -irreducible process since trajectories starting on any open set return to the set at any time with positive probability. By [14, Thm. 27 .6], Assumption 2 (ii) implies that the PDP has the (weak) Feller property, i.e., the function is continuous for all bounded continuous functions and all . Given the Feller property, the -irreducibility and the fact that has non-empty interior, we can use [26, Thm. 6.0.1] to conclude that the PDP is a -process.
Proposition 4: Suppose that Assumption 2 (i)-(iv) holds and that the PDP admits an invariant probability density . Then, the PDP is an aperiodic positive Harris recurrent process and convergence to the invariant measure in total variation holds as in (28) .
Proof: Let denote the invariant measure corresponding to . By Proposition 3, the PDP is an aperiodic -irreducible T-process. Therefore, the space admits a decomposition into a maximal Harris set with invariant measure and a transient set as in [25, Thm. 3.4] . Since and , we must have . However, is an open set by Lemma 1. This implies that and therefore the PDP is an aperiodic positive Harris recurrent process. By [25, Thm. 6 .1], we have convergence as in (28) .
Proof of Theorem 3: (Necessity):
The necessity of condition (i) follows from Corollary 1. To see the necessity of condition (ii), note that the convergence of to implies that the process is -irreducible, where , which implies the controllability condition since . (Sufficiency) It follows from Theorem 2 and Corollary 1 that is an invariant density for the pair presented. To prove convergence, we show that Assumption 2 holds and apply Proposition 4. The inequality implies that and that is uniformly bounded. Therefore, Assumption 2 (i) holds since and a uniform jump distribution imply mode-irreducibility. Since is continuously differentiable in , we have that is continuous and, therefore, Assumption 2 (ii) holds. Assumption 2 (iii)-(iv) follows from conditions (i) and (ii). Therefore, we have that the process is aperiodic positive Harris recurrent and convergence in total variation holds. Clearly, the same convergence result as in (28) Proof of Corollary 2: We consider the Markov process formed by . Let and let be a continuously differentiable strictly positive probability density such that on and on . Evolving on , the process is indistinguishable from the process defined in Theorem 3 when the invariant density is . Replacing by in (18), we conclude that this latter process must reach the set in finite time almost surely whenever . Thus, the same must be true for . Once is reached, is incremented by at least . Since and are continuously differentiable, we have that as long as
. By the strong Markov property, we conclude that (after a finite number of increments) achieves a limit in finite time almost surely. Using the strong Markov property as in [26, Prop. 9.1.1], this implies that the process is Harris recurrent and the proof proceeds as in the proof of Theorem 3.
V. EXAMPLES
In this section we present applications of our main result to three systems characterized by different dynamics. The first dynamics are heavily inspired by the tumble and run motion of E. coli and correspond to a vehicle that either moves in a straight line or rotates in place. The second is a Reeds-Shepp car [30] , which has turning constraints, but can reverse its direction of motion instantaneously. The third dynamics corresponds to a vehicle that is controlled through attraction/repulsion by one of three beacons in the plane.
A. Optimotaxis
Optimotaxis was introduced in [3] as a solution to an in loco optimization problem with point measurements only. We consider vehicles moving with position and velocity , where belongs to the unit sphere and the uniformly bounded function is the space-dependent velocity amplitude. The reference measure is the normalized surface measure on the sphere. In this case, the mode is represented by and we have . Our objective is to make the probability density of the vehicles position converge to an observed function and then have an external observer that can measure the vehicles position to collect information about .
In [3] , we were forced to consider a constant velocity amplitude , but now we can allow the velocity amplitude to depend on through the output . This modification is important since it is generally advantageous to move fast through regions where is small and slowly through regions where is large. This idea is pursued further in [31] .
Here we apply Theorem 3 with a small modification. The assumption in the theorem that be independent of is only needed to make sure that in (11) can be implemented with output feedback. Although this assumption is not satisfied in our example, we can still manipulate (11) to obtain the following output feedback implementation: (33) where . Because the divergence of is nonzero, we must alter the implementation rule (15) to (34) Since is a positive basis for all provided that (see Remark 4), we conclude convergence of our controlled process as in Theorem 3.
Next, we present numerical experiments to illustrate the proposed optimization procedure. The desired stationary density is taken to be , where are the physical measurements, is a normalizing constant and is an integer.
The ability of optimotaxis to localize the global maximum is stressed in Fig. 2 . We observe a swarm of agents that starts from the upper left corner (I), initially clusters around a local maximum (II) and then progressively migrates to the global maximum (III,IV). We notice that the center of mass of the swarm goes straight through the local maximum to the global one. When the equilibrium is reached, most agents concentrate in a neighborhood of the global maximum, while a few remain near the local maximum as one should expect. The proportion of agents at each maximum reflects the values of as expressed by (20) .
To quantify the convergence of the positions of the agents to the desired distribution , we compute the correlation coefficient between the vectors and in (20) . This coefficient was calculated using a space grid with resolution 0.068 and its time evolution appears Fig. 3 . Also included in Fig. 3 is the evolution of the correlation coefficient when the measurements are quantized and when exogenous noise is added. For the quantized case, we used a quantized version of the desired density to calculate the coefficient. Interestingly, the addition , with , and chosen as in (16) . Fig. 3 . Evolution of the coefficient of correlation for: the noiseless case (solid), the quantized measurements case (cross), and the exogenous noise case (dashed). The number of quantization levels is 64. The noise added to is white Gaussian with standard deviation along each axis. agents were uniformly deployed in the rectangle and simulated with sampling time 1. Refer to Fig. 2 for more details.
of noise does not seem to affect considerably the speed of convergence. Nevertheless, the residual error is greater due to the fact that the observed stationary density is not exactly equal to . On the other hand, quantization has a negative impact on convergence time.
Many factors may affect the convergence speed. In optimization applications with , we have studied in [3] the influence of the parameter on the convergence. The results suggest that there exists an optimal choice of that maximizes the speed of convergence. The velocity amplitude is another design parameter that influences convergence speed. In Fig. 4 , we observe that the transient response for is initially faster when compared to the transient response for , but it becomes ultimately slower after a level of 70% of correlation is reached. In the same figure we see that one can speed up convergence by adjusting to be large when is small and to be small when is large. The use of a space dependent velocity amplitude is further studied in [31] . Chemotaxis and Optimotaxis: Chemotaxis in the bacterium E. coli can be seen as an example of how the jump control of probability densities is used for the optimal distribution of individuals. The run and tumble behavior discussed in the introduction can be cast into our optimotaxis framework for some specific expressions for and . It is remarkable that the expression for in (33) .8]. The latter author proposed the existence of a chemical activator for the locomotion mechanism such that a tumble would take place each time the concentration of this activator becomes smaller than a certain value. The concentration of this activator would jump to a high value at tumbles and decrease at a rate corresponding to in (33) . A receptor-sensor mechanism would then regulate the additional generation of the activator [this corresponds to the term in (33) ], which would modulate the run length.
Though the use of tumble and run in optimotaxis was inspired by chemotaxis, one would not necessarily expect that our choice of the jump rate would lead to control laws that resemble the biochemical models in bacteria. More precisely, we have borrowed the PDP structure from chemotaxis, but the parameters and were designed independently of it. It turns out that, if we make the natural assumption that the jump pdf is uniformly distributed, the jump rate given by (33) is the unique jump rate that achieves a stationary density (this can be seen from the Fokker-Planck-Kolmogorov equation). This suggests that also bacterial chemotaxis is aimed at achieving a stationary density that is a function of the measured profile of chemical attractant. As a consequence of this fact, our control law can be used to analyze the bacterial motion and to predict what stationary distribution is aimed by the bacteria.
Let us imagine that bacteria are performing optimotaxis as it is described in this paper, let be the spatial density of bacteria and let be some function related to the concentration of nutrients at point . Suppose also that the bacteria are in a static environment like a chemostat, which would maintain the level of nutrients constant in time, or that the consumption of nutrients happens in a timescale that is much slower than chemotaxis. Under these conditions, we will show that we can translate the objective of converging in total variation to as the minimization of a biologically relevant quantity. From [33] , convergence of to implies that (35) where is the Kullback-Leibler divergence between and the convex combination . Since , and is equal to zero if and only if a.e., one can regard as a cost functional that is being minimized by bacterial chemotaxis (and, in fact, also by optimotaxis). More specifically, we notice that what is being maximized is the expected value of an increasing concave function of , which is a ratio that measures the concentration of nutrients per density of organisms. Thus, what is being maximized here is not the probability of a bacterium being at the point of maximum concentration of nutrients, but the average amount of nutrients a bacterium has access to when interacting with many others of its kind, which is a biologically meaningful cost for the population of bacteria as a whole. Interestingly, this effect is achieved as a result of an individualistic behavior (without direct interaction among the bacteria), which suggests that it could arise as an evolutionary equilibrium.
Since our conclusions are based on a simplistic model for chemotaxis, further investigation is necessary. Nevertheless, our analysis suggests an optimal cooperative aspect of chemotaxis that is original to the best of our knowledge. The idea of cooperation among bacteria is corroborated by the phenomenon of chemotactic signaling, according to which bacteria may cooperate by emitting attractants or repellents to indicate to others the presence or scarcity of nutrients respectively [34] . Similar conclusions regarding an adaptation to the spatial density of preys may be drawn for predators following the work in [35] . The optimality of chemotaxis in the sense of tracking chemical gradients was investigated in [36] .
B. Example 2
We now consider optimotaxis when vehicles are subject to turning constraints but are still able to immediately change between forward and backward motion. More precisely, the dynamics of the vehicle is given by (36) where , and is the uniform probability density over . This kind of vehicle is referred to in the literature as the ReedsShepp car [30] .
The vector field in (36) satisfies condition (i) of Theorem 3 and, even though does not contain a positive basis for as in the previous example, it is still an easy exercise to verify condition (ii) in the Theorem 3 by constructing trajectories between any two points in . This controllability condition would hold true even if zero linear velocity was not allowed. Indeed, we know that it is always possible to steer a Dubins' vehicle between any two configurations [37] . Since a Dubins' vehicle is a special case of the Reeds-Shepp car in which only positive linear velocity is allowed, we have that it is also possible to steer a Reeds-Shepp car between any two configurations (states). Hence, we can use and from Theorem 3 to make the process pdf converge to the invariant density . More precisely, and . Fig. 5 illustrates how the empirical distribution indeed converges to the desired density. To evaluate the effect of turning constraints, we also plot the unconstrained case discussed in the previous example. The figure shows that convergence is only slightly slower compared to the unconstrained case when , but there is a strong dependence in the turning speed as shown when this speed is decreased by a factor of 2. It is worth to mention that in the case for which 0 linear velocity is not allowed convergence is only slightly slower than in the present case.
C. Example 3
In this example, vehicles make use of three beacons in order to navigate. In particular, vehicles always move along straight lines towards or away from one of the beacons located at positions . Let , , where are not in the same line, and is the uniform probability distribution over . We take to be . Thus, , and are three points in the plane that may be either stable or unstable nodes (depending on the sign of ). This is an example for which the divergence is not zero. According to Theorem 3, we choose (37) for some sufficiently large. Note that satisfies the hypotheses of Theorem 3: since , and are not aligned, is a positive basis (see Remark 4) . The class of reachable densities includes those for which is uniformly bounded, which includes all densities with polynomial decay. We note that a uniform is not the only one that achieves the desired density for such a . For example, as noted in Remark 2, it is possible to choose such that (38) This jump pdf is such that jumps to the flows with the same fixed point are not allowed. Yet, since still defines a mode-irreducible Markov chain, we can apply Proposition 4 to conclude convergence to the invariant density .
VI. CONCLUSION
A solution to the problem of controlling the probability densities of a process was provided. Our solution, which involves a randomized controller that switches among different deterministic modes, is applicable when the observation process is a fixed but unknown function of the state. Necessary and sufficient conditions were derived to determine when such a controller can enforce a given stationary density for the process. We also provide conditions under which the probability density of the process converges to the observation function. We discussed potential applications of this theory to the area of mobile robotics, where it can be used to solve problems including search, deployment and monitoring.
One challenge to be addressed in the future is the development design tools for systems with relative degree higher than or equal to one, as discussed in Remark 3. A second important problem is to define convergence rates in a manner that is useful for both analysis and design. Possible frameworks include the use of Lyapunov techniques or the theory of Large Deviations as in [31] . In addition, the authors believe it would be beneficial to explore new applications for their method in the existing large domain of applications for Markov Chain Monte Carlo methods.
