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Abstract
We give a description of the model U0 = 0, Un = Xn(Yn + Un−1) for n  1, in the
case where the Xi are i.i.d random variables with density − lnx on [0,1], or − 12 ln |x| on[−1,1].
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1. Introduction
In physics the following process occurs:
Z(t)=
∑
0Tit
Yi exp−b(t − Ti)
where the {Ti}i∈N∗ are the arrival dates of a Poisson process with rate λ and the
{Yi}i∈N∗ are i.i.d random variables. Z(t) represents, for example, shot noise. It
is shown [37,38] that if E(ln |Yi |) < +∞, the stationary limit of this process
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exists and is the same as the distribution limit of the sequence of random variables
{Un}n∈N∗ defined by:
U1 =X1Y1, Un+1 =Xn+1(Yn+1 +Un), n > 0, (1)
the Xj being powers in b/λ of independent random variables uniform on [0,1].
The reason for this fact is that, in the stationary behaviour, t − TI (where TI is
the date of the last event before t) has the same distribution as that of the time
spent between two consecutive Poisson events, i.e. an exponential distribution
with parameter λ. In other words, exp−b(t − Ti) has the same distribution as Xj
and
ZTn+1
d= Y1(X1 · · ·Xn)+ Y2(X2 · · ·Xn)+ · · · + YnXn
has the same distribution as Z(t).
Now consider a triggered shot noise with period m (introduced in [2])
Zm(t)=
∑
{i|0Tmi<t}
Yi exp−b(t − Tmi).
This kind of process has applications in pharmacology [36]. Only one Poisson
event over m is used to perturb the exponential decay. The same arguments as
in [6] show that the distribution limit of ZTmn is given by the limit of Un defined
in (1), but the Xj are independent with the same distribution as (V1V2 · · ·Vm)b/λ,
the Vi being independent random variables uniform on [0,1]. Then t − TmI
follows the distribution of the waiting time, according to [14]. For that case,
the distribution of exp(−λ(t − TmI )) is the same as an uniform mixture of the
m independent products ξ11, ξ21ξ22, . . . , ξm1 · · ·ξmm where ξij are independent
uniform on [0,1] random variables, that gives the density
1
m
m−1∑
i=0
(− lnx)i
i! 1[0,1](x).
This model includes the following two cases of random triggers:
(a) The period of the selected events is once and for all a discrete random variable
with probability pm, m> 0.
(b) The successive trigger periods are independently sorted with the same law
M .
The geometrical law with parameter p is particularly simple:
P(M = k)= p(1− p)k−1, k = 1, . . . .
It corresponds to the deterministic trigger with parameter Λ= pλ, see [31].
Now we are going to study the trigger period m= 2 for different distributions
of Y . In this case, Xi has density − lnx 1[0,1](x) and the exponential of the
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waiting time has the distribution of a mixture, with equal probability, of a random
variable uniform on [0,1] and a product of two random variables uniform on
[0,1], the three random variables being independent (thus we have density
1/2(1− ln x)1[0,1](x)). This can represent a physical process: Consider a square
wave which takes 0, 1 values at Poisson dates. When at date t2i the value 1 is
obtained, the Poisson impulse decays in a RC circuit, the square wave returns
to 0 at date t2i+1, and again to 1 at date t2(i+1), with new unit impulse again
delivered to the RC circuit and so on. The voltage on the RC circuit is the random
process Z2(t).
The following six cases will be investigated:
(a) deterministic, where Yi = 1, a.s.,
(b) Yi =±1 with equal probability (i.e., heads or tails),
(c) the density of the Yi is defined by
1
/(√
1− y2
)
1[−1,1](y).
It will be called the circular case because a trigonometric function of a pseudo
random number is used to simulate the process.
(d) The Laplace case one where the density of the Yi is 12 e−|y|.
(e) The Normal case one where the density of the Yi is 1√2π e
−y2/2
.
(f) The Cauchy case one where the density of the Yi is 1/(π(1+ y2)).
Our method provides an alternative to Monte-Carlo methods for estimating the
stationary density. The study shows that in the investigated cases, the stationary
densities can be expressed on [0,1] or on [−1,1] where they concentrate the
major part of their weight and on these intervals are close to −C1 ln |u| + C2.
The only difficulty of computing C1 and C2, is then overcome with fast and good
numerical methods. The next section will describe our method, Section 4 will give
full details for case (a); the other sections will be devoted to the five remaining
ones.
2. Principle of the method
We need to study the limit in law of the sequence of random variables {Un}n∈N∗
defined by U1 = X1Y1, Un+1 = Xn+1(Yn+1 + Un), the Xi and Yi being i.i.d
random variables with respective law µX and µY . The convergence of this
sequence is shown in [37,38] under the hypothesisE(ln |Y |) <∞ andE(|X|) < 1.
It is shown in [38] (latter in [7]) that the solution U satisfies the distribution
equation
U
d=X(Y +U).
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This type of stochastic equation has been extensively studied by Dufresne [10–12]
with applications to insurance problems. Consider the particular case whereX has
the density − lnx 1[0,1](x) (which corresponds to the product of two independent
random variables uniform on [0,1]). The distribution function FU of U , satisfies
the integral equation:
FU(t) = −
∫
R
( −1∫
0
FU
(
t
x
− y
)
lnx dx
)
dµY (y)
= −t
∫
R
( ∞∫
t
FU (s − y) ln(t/s)ds
s2
)
dµY (y).
Thus the probability density fU becomes:
t
(
tf ′U(t)
)′ = ∫
R
fU (t − y)dµY (y).
The respective Fourier transforms w and h of µY and fU satisfy the following
second-order equation (see [8, 5.1]):
s2h′′(s)+ 3sh′(s)+ (1−w(s))h(s)= 0. (2)
In this particular case, when they exist, the Laplace transforms also satisfies (2)
thus in the following w and h will denote equally either of them. If the series
expansion of h near 0 is h(s)=∑∞i=0 aisi then the coefficients can be identified
using the series expansion of w(s):
a0 = 1, an = (−1)
n
n(n+ 2)
n−1∑
j=1
|aj |Kn−j
(n− j)! ,
the Kn being the Y -moments. Set now
g(s)= sh(s).
The differential equation (2) becomes
s
(
sg′(s)
)′ =w(s)g(s). (3)
We are going to solve (3) by an iterative method. If g1 is the first member of our
sequence, then we obtain g2 by solving
s
(
sg′2(s)
)′ =w(s)g1(s);
that is,
g2(s)=
+∞∫
s
1
x
( +∞∫
x
w(y)g1(y)
dy
y
)
dx +A2 ln s +B2.
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Likewise
g3(s)=
+∞∫
s
1
x
( +∞∫
x
w(y)g2(y)
dy
y
)
dx +A3 ln s +B3.
The last term shows that the asymptotic behaviour of the limit g must be of
the form A ln s + B for s. We consequently can set the integration constants
Ak , Bk equal to A and B , respectively. Now recall that if the density is f (t) =
−C1 ln t +C2, then h(s)= (C1(ln s + γ )+C2)/s where γ is the Euler constant,
and g(s) = sh(s) = C1(ln s + γ )+ C2. Hence g corresponds to a density of the
form −C1 ln t +C2 near zero (Tauber’s theorem).
The quickest way to get g consists in starting with g1(s)= C1(ln s + γ )+ C2
and in introducing the functions g(n) by
g(1)(s)= g1(s) and g(n)(s)=
+∞∫
s
1
x
( +∞∫
x
g(n−1)(y)w(y)dy
y
)
dx.
Consequently,
g2(s)= g(2)(s)+ g(1)(s), g3(s)= g(3)(s)+ g(2)(s)+ g(1)(s),
and finally
g(s) =
∞∑
n=1
g(n)(s)
= C1
(
(ln s + γ )
(
1+
∞∑
n=1
w(2n)(s)
)
+
∞∑
n=1
2nw(2n+1)(s)
)
+C2
(
1+
∞∑
n=1
w(2n)(s)
)
with
w(0)(s)=w(s), w(n)(s)=
∞∫
s
w(n−1)(y)dy
y
.
Stopping after two iterations we get:
g(s) = C1
(
(ln s + γ )(1+w(2)(s))+ 2w(3)(s))+C2(1+w(2)(s))
+ o
(
1
sa
)
where a depends on w. If the intersection of the first and the second represen-
tations of g on the validity domain is not empty, then C1 and C2 are obtained
by identification. For the six cases mentioned in the introduction, we are going
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to check in the remainder of this paper the validity of the just explained general
procedure for estimation of g and h.
3. Deterministic case
In this section we consider the case where Yi = 1 a.s and we have to solve the
equation, U d=X(1+U), in law.
Proposition 3.0.1. The solution of U d=X(1+U) on R+ when the law of X is
µX =− lnx 1[0,1](x)dx
has a density fU which is a solution of the following second-order differential
difference equation:
t
(
tf ′U(t)
)′ = fU(t − 1).
The distribution function FU is given on [0,1] by −C1t ln t +C2t .
The two constants C1 and C2 are obtained by that solution of
s(sg′)′ = e−sg,
which, for s→∞, satisfies g(s)= C1(ln s + γ )+ C2 − C1 + o(e−s) where γ is
the Euler constant.
Proof. Let ν be the law of lnU , ν1 the law of ln(1 +U) and µ the law of lnX.
We have µ(dx)= −x ex1]−∞,0)(x)dx and the measure ν = µ ∗ ν1 is absolutely
continuous with density f (see [32]). Then ν1, which is the image of ν under
mapping x→ ln(1+ ex), has a density h which satisfies:
f (x)=−
∫
sup(x,0)
(x − u)h(u) ex−u du.
Dominated convergence implies that f is continuous and differentiable, except
perhaps at 0.
If FU is the repartition function of U , then for all t > 0 we have:
FU(t)=−
1∫
0
FU (t/x − 1) lnx dx.
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Changing of variable ξ = t/x − 1, we get:
FU(t)=


t−1∫
∞
FU(ξ) ln
(
t/(ξ + 1)) t dξ
(ξ + 1)2 for t > 1,
−
∞∫
0
FU (ξ) ln
(
t/(ξ + 1)) t dξ
(ξ + 1)2 for t ∈ [0,1];
i.e., FU has the form FU(t)=−C1t ln t +C2t on [0,1] with
C1 =
∞∫
0
FU(ξ)
dξ
(1+ ξ)2 and C2 =
∞∫
0
ln(1+ ξ)FU (ξ) dξ
(1+ ξ)2 .
If t  1, differentiation gives
tfU (t)= tF ′U (t)= FU(t)− t
∞∫
t−1
FU(ξ)
dξ
(ξ + 1)2 .
Differentiating again gives
tf ′U =−
∞∫
t−1
FU (ξ)
dξ
(ξ + 1)2 + FU(t − 1)/t;
i.e.:
t2f ′U − tfU + FU(t)= FU(t − 1),
or, equivalently:
t
(
tf ′U
)′ = fU(t − 1).
The Laplace transform h of fU is a solution of the second-order differential
equation:
s2h′′ + 3sh′ + h= e−sh,
and if g = sh, we have:
s(sg′)′ = e−sg. (4)
For t ∈ [0,1] we get from fU (t)=−C1 ln t +C2 −C1,
h(s) =
∞∫
0
(
(C2 −C1)−C1 ln t
)
e−st dt
+
∞∫
0
(
fU(t)− (C2 −C1)+C1 ln t
)
e−st dt .
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Since
∞∫
1
fU(t) e
−st dt  e−s and
∞∫
1
ln t e−st dt = 1
s
∞∫
1
e−st
t
dt = o
(
e−s
s2
)
,
we have:
h(s)= C1 (ln s + γ )
s
+ C2 −C1
s
+ o(e−s). ✷
Let us now introduce the iterated exponential integral functions:
E
(0)
i (s)= e−s, E(n)i (s)=
∞∫
s
E
(n−1)
i (ξ)
dξ
ξ
.
Refs. [9,18] define these functions and give a numerical evaluation (see also [1,3,
5,9,17,19,21–23,26,30,33]). They have the following development [24]:
E
(1)
i (s)=−(ln s + γ )−
∞∑
n=1
(−s)n
nn! ,
E
(2)
i (s)=
1
2
(ln s + γ )2 + L2(1)
2
+
∞∑
n=1
(−s)n
n2n! ,
E
(3)
i (s)=−
1
3!(ln s + γ )
3 + L2(1)
2
(ln s + γ )+ L3(1)
3
+
∞∑
n=1
(−s)n
n3n! ,
where Ln(s) is the polylogarithm function [25,27]:
Ln+1(s)=
s∫
0
Ln(ξ)
dξ
ξ
, for n > 1, and L1(s)=− ln(1− s).
We now establish the second proposition which gives the asymptotic behaviour
of g at infinity and at zero. This allows us to compute the numerical values of the
two constants C1 and C2.
Proposition 3.0.2. (a) The solution of the differential equation (4) is
g(s) = lim
n→∞gn(s)
= C1
(
(ln s + γ )
(
1+
n∑
k=1
E
(2k)
i (s)
)
+
n∑
k=1
2kE(2k+1)i (s)
)
+ (C2 −C1)
(
1+
n∑
k=1
E
(2k)
i (s)
)
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where the E(n)i have been defined earlier. Moreover,
g(s)= g2(s)+ o
(
e−s
s4
)
when s→∞.
(b) For all s, g(s) =∑∞n=0 ansn+1, the an being defined by the recurrence
relation:
a0 = 1, an = (−1)
n
n(n+ 2)
j=n−1∑
j=0
|ai|
(n− j)! , n > 0.
Proof. Solve the differential equation iteratively by defining the sequence gk :
g1(s)= C1(ln s + γ )+C2 −C1,
s(sg′k)′ = e−sgk−1(s), k > 1,
gk − g1 = o
(
e−s
)
.
Introduce the operator ψ :φ→ ψ(φ) defined on suitable functions by
ψ(φ)(s)=
∞∫
s
1
x
( ∞∫
x
φ(y)
e−y
y
dy
)
dx.
It is easy to see that ψk(g1)= g(k) (see Section 2),
gk = g1 +ψ(g1)+ · · · +ψk(g1).
Moreover, if φ is positive, ψ(φ) is positive decreasing. Then we get
ψ(φ)(s) φ(s)E(2)1 (s) φ(s) e
−s/s
and the series
∑
k1ψ
k(g1) converges to g solution of (4) if s > 1/e. An explicit
computation shows that
g(s) = C1
(
(ln s + γ )
(
1+
∞∑
n=1
E
(2n)
i (s)
)
+
∞∑
n=1
2nE(2n+1)i (s)
)
+ (C2 −C1)
(
1+
∞∑
n=1
E
(2n)
i (s)
)
.
Taking into account that E(n)(s) e−s/sn we get
g(s) = g2(s)+ o
(
e−s
s4
)
= C1
(
(ln s + γ )(1+E(2)i (s))+ 2E(3)i (s))
+ (C2 −C1)
(
1+E(2)i (s)
)+ o( ln s e−s
s4
)
.
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Returning to the differential equation and looking for h(s) =∑i0 aisi where
a0 = 1, we easily find:
ak = (−1)
k
k(k + 2)
k−1∑
j=0
|aj |
(k − j)! , k > 0.
The series h(s) has an infinite convergence radius. Indeed fix arbitrarily c > 0,
n0 and K such that n0(n0 + 2) > e1/c − 1 and |ai|Kci ∀i = 0, . . . , n0 − 1. In
that case, ∀n n0
|an| = 1
n(n+ 2)
n−1∑
j=0
|aj |
(n− j)!
 1
n(n+ 2)Kc
n
n−1∑
j=0
1
cn−j (n− j)! 
Kcn
n(n+ 2)
(
e1/c − 1)Kcn.
Hence the convergence radius is greater than 1/c, and thus infinite. ✷
The calculation of C1 and C2 is now easy: take two values s1 and s2, in
the domain of convergence and calculate g(s1) and g(s2) using g(s) =∑aisi .
The comparison permits the evaluation. Moreover the computation of the law of
U2 =X2(1+X1) gives an idea of the speed of convergence, we get:
P(U2  t) = −t
1∫
0
(lnu)
(
1− ln t + ln(1+ u)) du
1+ u
= t (1− ln t)L2(−1)+ tL3(1)/8 for t ∈ [0,1].
Then C1 = π2/12 and C2 = 0.972. See the following array for the comparison
between the constants Ci for U3 and U4 and the asymptotic calculation:
C1 C2
Law of U2 (calculated) 0.822 0.972
Law of U3 (calculated) 0.793 0.962
Law of U4 (Monte-Carlo method) 0.789 0.959
Stationary law (Iterative method) 0.7848 0.9593
The Monte-Carlo method has been performed using 105 pseudo random
numbers i.e. an accuracy of order 3 × 10−3 for 4 iterations of the stochastic
equation.
Note. The presented method should apply to the corresponding triggered shot
noise since it is represented with probability 1/2 by the stochastic equation, and
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with probability 1/2 by the stochastic recurrence multiplied by an independent
random variable uniform on [0,1] whose Laplace transform k(s) is given by
k(s)= 1
s
s∫
0
e−uh(u)du.
Using (4) we get k(s)= g′(s) and the iterative procedure must apply with a single
integration. For instance, a closed expression can be given for f (u), the density
of the stationary stochastic equation, when the random variable Y is exponential
(see [8, p. 1048]):
2
(
(u+ 1)Ei(u)− e−u
)
1[0,∞[(u).
From this we get the corresponding density of the triggered shot noise using
the general properties of the Laplace transform by 12 (f (u) − uf ′(u)) i.e.:
Ei(u)1[0,∞[(u).
In the general case m ∈ N we get a good approximation for m  3 from
the product of exponential variable with m independent uniform variables using
the density E(m)i (u)1[0,+∞)(u) and the triggered shot noise with exponential
amplitude has the density:
1
m
m∑
j=1
E
(j)
i (u)1[0,+∞)(u).
4. Heads and tails case
The notation is the same as that used in Section 3. The iterated integral cosine
functions will replace the iterated exponential integral. Recall the definition (see
also [4,13,15,16,33,35] for details):
C
(0)
i (s)= cos(s), C(n)i (s)=
∞∫
s
C
(n−1)
i (x)
dx
x
.
Let X, (Xi) be i.i.d continuous random variables with probability density
− 12 ln |x|1[−1,1](x). Let Y , (Yi) be i.i.d random variables with distribution
P(Yi = ±1) = 1/2 X,Y, (Xi), where the (Yi) are all independent. Then the
sequence of random variables {Un}n∈N∗ , defined by
U1 =X1Y1, Un+1 =Xn+1(Yn+1 +Un),
converges in distribution to U in such a way that U d=X(Y +U). The probability
density is then solution of
t
(
tf ′U
)′ = 1
2
(
fU(t − 1)+ fU (t + 1)
)
.
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Let h be the Fourier transform of fU and g(s)= sh(s). Then for all s we have:
h(s)=
∞∑
n=0
b2ns
2n with
b0 = 1, b2n+1 = 0, b2n = (−1)
n
4n(n+ 1)
n+1∑
i=0
b2i
(2(n− i))! ,
s
(
sg′(s)
)′ = cos(s)g(s) and
g(s)= C1
(
(ln s + γ )(1+C(2)i (s))+ 2C(3)i (s))+C2(1+C(2)i (s))
+ o
(
1
s4
)
. (5)
Commentary. The proofs follows the lines of those in Section 2. The two values
g(s1) and g(s2) permit computation of C1 and C2 using (5). Moreover, C(2)i and
C
(3)
i are calculated using
C
(2)
i (s)=
1
2
(ln s + γ )2 − L2(1)
4
+
∞∑
n=1
(−1)ns2n
(2n)2(2n)! , (6)
C
(3)
i (s)=
1
3! (ln s + γ )
3 + π
2
24
(ln s + γ )L3(1)
3
+
∞∑
n=1
(−1)ns2n
(2n)3(2n)! . (7)
The asymptotic behaviour of fU is then −C1 ln |t| +C2.
The iterative method gives C1 = 0.19, a calculation using U2 gives C1 =
L2(1)/8 = 0.206.
5. Circular case
For the circular case the density of the random variable Y is p(y) =
1/(π
√
1− y2 ). The Fourier transform of p is the zero-order Bessel function J0
(see for instance [28,29]). The law of X is the same as in Section 3. Now calculate
the Fourier transform h of the solution of the random equation U d= X(Y + U).
We get the following differential equation:
s2h′′(s)+ 3sh′(s)+ (1− J0(s))h(s)= 0.
The solution is given by the following series development:
h(s)=
∞∑
i=0
a2is
2i (8)
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where a0 = 1 and, for n 1
a2n+1 = 0, a2n = (−1)
n
4n(n+ 1)
∞∑
j=0
(−1)j a2j
((n− j)!)222(n−j) .
Here the function g(s)= sh(s) satisfies the following differential equation:
s
(
sg′(s)
)′ = J0(s)g(s).
The iterated Bessel function integrals (see [29]) are used to compute g asymptot-
icaly. They are defined recursively by
J
(0)
0 (s)= J0(s), J (n)0 (s)=
∞∫
s
J
(n−1)
0 (u)du
s
.
In particular:
J
(2)
0 (s)=
1
2
(
γ + ln
( s
2
))2 + ∞∑
n=1
(−1)k( s2 )2k
(2k)3(k!)2 ,
J
(3)
0 (s)=−
(
1
3!
(
γ + ln
( s
2
)))3
+ L3(1)
12
+
∞∑
n=1
(−1)k( s2 )2k
(2k)3(k!)2 .
The constants C1 and C2 are computed as before using (8) and
g(s) = C1
(
(ln s + γ )
(
1+
∞∑
n=1
J
(2n)
0 (s)
)
+
∞∑
n=1
2nJ (2n+1)0 (s)
)
+C2
(
1+
∞∑
n=1
J
(2n)
0 (s)
)
.
We get the asymptotical result:
g(s) = C1
(
(ln s + γ )(1+ J (2)0 (s))+ 2J (3)0 (s))+C2(1+ J (2)0 (s))
+ o
(
1
s9/2
)
since J0(s)= o(1/√s).
From the product of an arcsine variable with m independent uniform variables
we set a crude approximation of the density of a circular random sum of m
products of uniforms:
1
2m−1π
((
− ln |x|
2m−1
)m
−
(
− ln 1+
√
1− x2
2m−1
)m
+ (m− 1)
(
L2(−1)−L2
(
−
(
1/|x| −
√
1/x2 − 1
))))
1(−1,+1)(x)
for m= 1,2.
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6. Laplace case
For the Laplace case, p(y) is 12 e
−|y|1(−∞,+∞)(y) and w(s)= 1/(1+ s2). The
differential equation of the Fourier transform is
s
(
s2 + 1)h′′(s)+ (1+ 2α)(s2 + 1)h′(s)+ α2sh(s)= 0
(in the general case α ∈R∗).
The solution in terms of Gauss hypergeometrical function is (see [20, 260-
21/22; in formula (21) the two first parameters must be divided by two]):
2F1
(
α/2, α/2;1+ α;−s2).
In order to identify a random variable having the same distribution but
constituted by a finite number of terms, let us calculate the characteristic function
of the difference of two identically distributed independent betas of type one of
parameters (β, γ − β) multiplied by an independent gamma of parameter α.
E
(
eisX(U1−U2)
)
= B−2(β, γ − β)
∞∫
0
1∫
0
1∫
0
eisx(u1−u2)
× (u1u2)β−1
(
(1− u1)(1− u2)
)γ−β−1
gα(x)dx du1 du2
= B−2(β, γ − β)
1∫
0
1∫
0
(u1u2)β−1((1− u1)(1− u2))γ−β−1
(1− is(u1 − u2))α du1 du2
= F2(α,β,β;γ, γ, is,−is)
where F2 is a two dimension hypergeometrical function. But we get the following
reduction formula from [34, p. 323]:
F2(α,β,β;γ, γ, is,−is)
= 4F3
(
α/2, (α+ 1)/2, β, γ − β;γ, γ /2, (γ + 1)/2;−s2);
by identifying the parameters to β = α/2, γ = 1 + α we get the same
characteristic function.
The Fourier transform of the product of two independent uniform variables
with a Laplace variable is easily found to be Ti(s)/s where Ti is the inverse
tangent integral (see [27]). The corresponding density of probability is
1
2
E
(2)
i
(|x|)1(−∞,+∞)(x)
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which is an accurate representation of the Laplace case. In the same way, the
density of probability of the Laplace shot noise can be accurately approximated
by
1
4
(
E
(2)
i
(|x|)+E(1)i (|x|))1(−∞,+∞)(x).
In the general case m ∈ N , from the product of a Laplace variable with m
independent uniform variables, we get a good approximation for m 3 with the
density
1
2
E
(m)
i
(|x|)1(−∞,+∞)(x)
and the approximate density for the triggered shot noise with Laplace amplitude:
1
2m
m∑
j=1
E
(j)
i
(|x|)1(−∞,+∞)(x).
7. Normal case
For the normal case
p(y)= 1√
2π
e−y2/21(−∞,+∞)(y) and w(s)= e−s2/2;
in the general case m ∈ N we get from the product of a N(0,1) with m
independent uniform variable a good approximation with the density
1
2m
√
2π
E(m)(x2/2)1(−∞,+∞)(x).
Let us note that the case m= 1 appear in [39] and the triggered shot noise with
gaussian amplitude has the approximate density
1
m
√
2π
m∑
j=1
E(j)(x2/2)
2j
1(−∞,+∞)(x).
8. Cauchy case
For the Cauchy case
p(y)= 1
(π(1+ y2))1(−∞,+∞)(y) and w(s)= e
−|s|;
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we get from the product of a Cauchy variable with m independent uniform
variables a crude approximation of the density of the Cauchy random sum of
m products of uniforms:
1
π
(
1
2m−1
(
− ln |x|√
1+ x2
)m
+ m− 1
2
L2
(
1
1+ x2
))
1(−∞,+∞)(x)
for m= 1,2.
9. Conclusion
A general numerical method has been designed to investigate the asymptotical
behaviour of stationary laws of linear difference equations including logarithmic
distributions. The direct application of the method to the triggered shot noise is
presented. The three examples treat the deterministic case, the heads and tails
case, and the circular case. The extension to other cases interesting for applied
probabilists are posible, subject to checking the convergence of the asymptotic
method.
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