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Résumé
Dans cette thèse, nous nous intéressons à la discrétisation et à l'analyse d'erreur
a-posteriori de type résiduel des équations du problème couplé Stokes-Darcy. Ces équa-
tions modélisent l'écoulement d'un ﬂuide visqueux vers un milieu poreux à travers une
interface. La formulation faible que nous utilisons ne contient pas de multiplicateurs
de Lagrange sur l'interface. La méthode d'éléments ﬁnis employée est, soit conforme,
soit non-conforme.
Dans un premier temps, nous considérons une discrétisation isotrope. Nous util-
isons une variante de la méthode d'éléments ﬁnis non-conforme de Crouzeix-Raviart
[53] pour approcher la vitesse du ﬂuide dans Ω (Ω étant la réunion des deux domaines,
y compris l'interface). La pression du ﬂuide dans Ω est approchée dans l'espace des
fonctions constantes par morceaux. Nous démontrons la stabilité du problème discret
associé en nous inspirant de [98]. Nous proposons une famille d'indicateurs d'erreur
a-posteriori, avec lesquels nous faisons une analyse d'erreur a-posteriori. La majoration
globale de la norme de l'erreur et la minoration locale de la semi-norme de l'erreur for-
ment les résultats principaux de cette étude. Ainsi, nous montrons que ces indicateurs
d'erreur a-posteriori sont ﬁables et eﬃcaces.
Dans un second temps, nous considérons une extension de ces résultats à une dis-
crétisation anisotrope. Nous utilisons une généralisation de l'inégalité de Korn discrète
pour montrer que le problème approché admet une solution unique. Ensuite, nous
eﬀectuons une analyse d'erreur a-posteriori en partant de la technique de [52, Sec. 6].
Entre autres, nous étudions une méthode d'approximation conforme à l'aide d'une
discrétisation anisotrope. Nous proposons une famille d'indicateurs d'erreur a-posteriori.
Nous développons ensuite une analyse d'erreur a-posteriori en fonction de ces indica-
teurs en nous inspirant de la technique développée dans [52, Section 6]. En outre,
nous montrons que cette famille d'indicateurs d'erreur a-posteriori est ﬁable et eﬃ-
cace. Nous obtenons une nouvelle famille optimale d'indicateurs d'erreur locaux pour
le cas spéciﬁque où la discrétisation est isotrope.
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Liste des notations
Dans ce manuscrit, on utilisera les notations suivantes :
1. R espace vectoriel des nombres réels
2. N ensemble des entiers naturels
3. L(V ;R) = V ′ le dual topologique d'un espace vectoriel V
4. RN×N l'espace vectoriel des matrices réelles de tailles N ×N , N ∈ {2, 3}
5. XTr transposé d'une matrice ou d'un vecteur X
6. det(M) déterminant d'une matrice carrée M
7. I matrice unité de RN×N
8. diag{a1, . . . , aN} :=

a1 0 · · · 0
0 a2 · · · 0
...
...
. . .
...
0 0 · · · aN

9. K ouvert borné de RN à bord ∂K lipschitzien
10. Ωs ouvert borné à bord ∂Ωs polygonal (si N = 2) ou polyédral (si N = 3)
représentant le milieu ﬂuide
11. Ωd ouvert borné à bord ∂Ωd polygonal (si N = 2) ou polyédral (si N = 3)
représentant le milieu poreux
12. ΓI l'interface ∂Ωs ∩ ∂Ωd
13. Γs le bord ∂Ωs privé de ΓI
14. Γd le bord ∂Ωd privé de ΓI
15. Ω+s := Ωs ∪ Γs = Ω¯s r ΓI
16. Ω = Ωs ∪ ΓI ∪ Ωd le domaine global
17. nl normale unitaire extérieure à Ωl, l = s ou d
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18. τj vecteurs tangents à l'interface ΓI , j = 1, . . . , N − 1
19. Pm(K) l'espace des polynômes de degré inférieur ou égal à m sur K
20. Cm(K) l'espace des fonctions m fois continûment dérivables sur K
21. C0,1(Ω¯d) :=
{
v ∈ C0(Ω¯d) : v lipschitzienne dans Ω¯d
}
22. D(K) l'espace des fonctions de classe C∞ sur K à support compact contenu dans
K
23. D′(K) l'espace des distributions sur D(K)
24. L2(K) l'espace des fonctions de carré intégrable sur K
25. L20(K) l'espace des fonctions de carré intégrable, de moyenne nulle sur K
26. L∞(K) l'espace des fonctions essentiellement bornées
27. Hm(K) l'espace de Sobolev des fonctions dont les dérivées jusqu'à l'ordre m
appartiennent à L2(K)
28. Hm0 (K) la fermeture de D(K) dans H
m(K)
29. H−1(K) le dual topologique de H10 (K)
30. H(div, K) :=
{
ψ ∈ [L2(K)]N : div ψ ∈ L2(K)}
31. H0(div, K) := {ψ ∈ H(div;K) : ψ · n = 0 sur ∂K}
32. H(rot, K) :=
{
ψ ∈ [L2(K)]N : rotψ ∈ [L2(K)]2N−3}, N = 2 ou N = 3
33. H0(rot, K) := {ψ ∈ H(rot;K) : ψ × n = 0 sur ∂K}
34. (., .)K le produit scalaire dans L2(K)
35. (., .)m,K le produit scalaire dans Hm(K) ou dans [Hm(K)]N
36. (., .)RN produit scalaire usuel sur RN
37. 〈., .〉ΓI crochet de dualité sur H−1/2(ΓI)×H1/2(ΓI)
38. ∇u l'opérateur gradient de u (en colonne)
39. 4u l'opérateur laplacien de u
40. ‖ · ‖ la norme sur L2(Ω)
41. ‖ · ‖T la norme sur L2(T )
42. ‖ · ‖E la norme sur L2(E)
43. ‖ · ‖RN×N la norme spectrale d'une matrice
44. ‖ · ‖m,K la norme sur l'espace de Sobolev Hm(K) ou sur [Hm(K)]N
45. ‖ · ‖1,Ωl la norme sur l'espace de Sobolev [H1(Ωl)]N , l = s ou d
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46. ‖ · ‖1/2,∂K la norme sur l'espace de Sobolev fractionnaire H1/2(∂K)
47. | · |RN la norme euclidienne d'un vecteur de RN
48. | · |m,K la semi-norme sur l'espace de Sobolev Hm(K) ou sur [Hm(K)]N
49. Th triangulation de Ω
50. [H1(K,Th)]N :=
{
w ∈ [H1(K)]N : w|T = wT ∈ [P1(T )]N ,∀T ∈ Th
}
51. Tsh triangulation de Ωs
52. ‖ DTsh(ψ) ‖Ωs :=
∑
T∈Tsh
‖ D(ψ) ‖2T
1/2
53. Tdh triangulation de Ωd
54. T triangle ou tétraèdre
55. |T | aire (N = 2) ou volume (N = 3) de T
56. T triangle ou tétraèdre de référence
57. E arête ou face de T
58. |E| longueur (N = 2) ou l'aire (N = 3) de E
59. Eh ensemble de toutes les arêtes ou faces de Th
60. Esh ensemble de toutes les arêtes ou faces de T
s
h
61. Edh ensemble de toutes les arêtes ou faces de T
d
h
62. E(T ) ensemble de toutes les arêtes ou faces de T
63. Eh(K) ensemble de toutes les arêtes ou faces de Th incluses dans K
64. Nh ensemble des n÷uds de Th
65. N(T ) ensemble des n÷uds de T
66. Nh(K) ensemble des n÷uds de Th appartenant à K
67. FT application linéaire aﬃne de T sur T
68. a . b : il existe une constante positive C indépendante de a et b telle que
a 6 Cb
69. a ∼ b : il existe deux constantes positives C1 et C2 indépendantes de a et b telle
que C1b 6 a 6 C2b
70. nE = (nE1, nE2) normale extérieure d'une arête ou face E
71. tE = (−nE2, nE1) vecteur tangent à l'arête ou face E
72. diam(E) diamètre de E
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73. hT diamètre d'une maille T
74. WT réunion des éléments partageant une arête ou face commune avec T
75. WE réunion des éléments partageant l'arête ou face E
76. Wx réunion des éléments partageant le n÷ud x
77. w˜T réunion des éléments partageant un n÷ud avec T
78. w˜E réunion des éléments partageant un n÷ud avec E
79. pi,T vecteurs anisotropes d'une maille anisotrope T , i = 1 . . . N
80. hi = hi,T norme |pi,T |RN du vecteur pi,T
81. hmin,T := min
16i6N
{hi,T} = hN,T
82. hE,T la hauteur issue du sommet opposé à E sur E dans une maille T
83. hE la quantité (hE,T1 + hE,T2) /2 pour E = ∂T1 ∩ ∂T2
84. hmin,E la quantité (hmin,T1 + hmin,T2) /2 pour E = ∂T1 ∩ ∂T2
85. [φ]E le saut de φ à travers l'arête ou face E
86. λi,T fonctions coordonnées barycentriques associées à T
87. bT fonction bulle associée à T
88. Fext opérateur d'extension Fext : C0(E) −→ C0(T )
89. δi,j symbole de Kronecker
90. (u, p) solutions exactes
91. (uh, ph) solutions approchées
92. e := u− uh erreur d'approximation pour la vitesse dans Ω
93. ε := p− ph erreur d'approximation pour la pression dans Ω
94. Rs,T := f + 2µdiv D(uh)−∇ph résidu exact sur T ∈ Tsh
95. Rd,T := f− µK−1uh −∇ph résidu exact sur T ∈ Tdh
96. fT approximation de la donnée f dans T
97. rs,T := fT + 2µdiv D(uh)−∇ph résidu approché sur T ∈ Tsh
98. rd,T := fT − µK−1uh −∇ph résidu approché sur T ∈ Tdh
99. fh approximation de la donnée f dans Ω
100. ζT terme d'approximation local associé à T
101. ζ :=
(∑
T∈Th
ζ2T
)1/2
terme d'approximation global
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102. ΘT indicateur d'erreur local associé à T
103. Θ :=
(∑
T∈Th
Θ2T
)1/2
indicateur d'erreur global
104. I0cl, Icl, Pcl opérateurs d'interpolation de Clément
105. γl : u ∈ H1(Ωl) 7−→ γl(u) ∈ H1/2(∂Ωl), opérateur trace dans H1(Ωl) ; l = s ou d.
106. m(., .) mesure d'alignement
107. K la fermeture d'une partie K
108. Hh l'espace d'approximation des vitesses
109. Qh l'espace d'approximation des pressions
110. Card (A) cardinal d'un ensemble ﬁni A
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1.1 Motivations
Le problème de transmission Stokes-Darcy est un problème très étudié. Beaucoup
de phénomènes physiques sont modélisés par les équations associées à ce problème
[21, 54, 58, 76, 77, 93, 99]. Citons-en quelques exemples : la formation des plages ;
la simulation des eﬀets des inondations ; la propagation et la diﬀusion de polluants
contenus dans l'eau ; les interactions entre les eaux souterraines et les eaux de surface ;
le transport des contaminants dans les zones cotières, rivières, dans les bassins et dans
les lacs ; la circulation du sang à travers certains organes tels que le cerveau, le c÷ur,
le poumon, le rein, etc....
L'analyse d'erreur a-posteriori est en quelques années devenue l'outil de base pour
l'adaptation automatique de maillage en éléments ﬁnis. Elle consiste à majorer et à
minorer l'erreur entre la solution approchée et la solution exacte par des quantités qui
dépendent seulement de la solution discrète et des données du problème étudié. Ces
quantités, appelées estimateurs d'erreur a-posteriori, permettent de mesurer la qual-
ité de la solution calculée et fournissent une information pour contrôler l'algorithme
d'adaptation de maillage.
L'analyse d'erreur a-posteriori permet aux ingénieurs d'obtenir des résultats numériques
Méthode d'éléments ﬁnis et Analyse d'erreur a-posteriori. HOUEDANOU Koﬃ Wilfrid c©URPM/IMSP 2015
wilfrid.houedanou@imsp-uac.org
Modèle associé au problème couplé Stokes-Darcy 19
précis sans que le coût de calcul soit trop élevé. Aﬁn d'optimiser les calculs, les esti-
mations d'erreur a-posteriori servent à raﬃner certaines parties de la triangulation en
fonction de la solution approchée. L'adaptation de maillage est donc devenu un outil
important dans l'analyse numérique des équations aux dérivées partielles.
On s'intéresse dans cette thèse à la discrétisation et à l'analyse d'erreur a-posteriori
de type résiduel des équations du problème de transmission Stokes-Darcy. L'élabora-
tion des estimateurs d'erreur a-posteriori repose sur des discrétisations isotrope et
anisotrope, via des méthodes d'éléments ﬁnis mixtes conformes et non-conformes.
1.2 Modèle associé au problème couplé Stokes-Darcy
Ωs et Ωd sont deux ouverts bornés de RN (N = 2 ou N = 3) tels que ∂Ωs∩∂Ωd 6= ∅.
On pose ΓI = ∂Ωs ∩ ∂Ωd ; Γl = ∂Ωl r ΓI pour l = s ou l = d et Ω = Ωs ∪ ΓI ∪ Ωd.
On considère dans Ωs un ﬂuide visqueux qui traverse l'interface ΓI pour occuper
Ωd. On suppose que Ωd est un milieu poreux. On désigne par ul : Ωl −→ RN la vitesse
du ﬂuide dans Ωl et pl : Ωl −→ R sa pression (l = s ou l = d). Les Figures 1.1 et 1.2
ci-dessous illustrent ces deux régions avec l'interface ΓI dans diﬀérents cas. Le vecteur
nl est la normale unitaire extérieure à Ωl sur ∂Ωl et {τj}{j=1,...,N−1} est un système
orthonormal de vecteurs tangents à ΓI . Les vecteurs nl et τj sont des vecteurs lignes.
Ωd : Milieu poreux
Ωs : Région ﬂuide
nd
nsτj
ΓI
Γ
d
Γd
Γ
d
Γ
s
Γs
Γ
s
Figure 1.1  Géomètrie du problème : cas
∂Ωd 6= ΓI
Γ
s
Γ
d
Ωs : Région ﬂuide
Ωd : Milieu poreux
ns
τj
Figure 1.2  Géomètrie du problème : cas
∂Ωd = ΓI .
Le modèle est constitué de trois type d'équations : les équations de Stokes dans Ωs,
les équations de Darcy dans Ωd et les conditions de transmission sur l'interface ΓI .
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• Equations de Stokes. Dans Ωs, le couple (u, p) satisfait les équations de Stokes :
−2µ div D(u) +∇p = f dans Ωs,
div u = g dans Ωs,
u = 0 sur Γs,
(1.1)
où D est le tenseur des déformations linéarisé déﬁni par :
D(ψ)ij :=
1
2
(
∂ψi
∂xj
+
∂ψj
∂xi
)
, 1 6 i, j 6 N. (1.2)
L'équation (1.1)1 traduit physiquement la conservation du vecteur quantité de mouve-
ment. La seconde équation (1.1)2 signiﬁe la conservation de masse. La dernière équation
(1.1)3 est la condition de Dirichlet homogène sur Γs.
• Equations de Darcy. Dans Ωd, le couple (u, p) satisfait les équations de Darcy :
µK−1u+∇p = f dans Ωd,
div u = g dans Ωd,
u · nd = 0 sur Γd.
(1.3)
L'équation (1.3)1 traduit physiquement la loi de Darcy. La seconde équation (1.3)2 est
la conservation de masse. La condition (1.3)3 signiﬁe qu'il n'y a pas d'écoulement à
travers Γd.
La donnée f = (f1, . . . , fN) appartient à l'espace des fonctions vectorielles [L2(Ω)]N
tandis que g appartient à L20(Ω). µ > 0 est la viscosité dynamique du ﬂuide.
K : x ∈ Ωd 7−→ K(x) ∈ RN×N est le tenseur de perméabilité du milieu poreux. On
suppose que le tenseur de perméabilité K est symétrique, uniformement déﬁnie positive
et satisfaisant la condition suivante, pour 0 < K∗ 6 K∗ < +∞,
K∗ξT ξ 6 ξTK(x)ξ 6 K∗ξT ξ, ∀x ∈ Ωd, ξ ∈ RN . (1.4)
Le gradient de la pression p est déﬁni par ∇p =
(
∂p
∂x1
, . . . , ∂p
∂xN
)
.
• Conditions de transmission. Les conditions de transmission sont données par
le système :
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
us · ns + ud · nd = 0 sur ΓI ,
ps − 2µns · D(us) · nTrs − pd = 0 sur ΓI ,
us · τj +
√
kj
α1
2ns · D(us) · τTrj = 0 sur ΓI , j = 1, . . . , N − 1.
(1.5)
L'équation (1.5)1 traduit physiquement la conservation de masse à travers l'interface.
L'équation (1.5)2 est l'équilibre des forces normales sur l'interface ΓI . La dernière
équation (1.5)3 est la condition de Beavers-Joseph-Saﬀman. kj est un réel strictement
positif déﬁni par kj = τj · µK · τTrj et α1 > 0. La condition de Beavers-Joseph-Saﬀman
est expérimentalement étudiée par Beavers et Joseph dans [21], modiﬁée par Saﬀman
dans [99], puis analytiquement justiﬁée dans [76, 77, 78, 93].
1.3 Généralité sur l'analyse d'erreur a-posteriori
1.3.1 Principes généraux et propriétés
Une phase délicate dans une simulation numérique est la construction du maillage.
En eﬀet, si le maillage est trop grossier, la durée des calculs sera courte, mais le résultat
ne sera pas satisfaisant car trop approximatif. Par contre, si le maillage est très ﬁn, il y
a deux inconvénients : premièrement le calcul sera inutilement long car certaines zones
ne nécessitent pas un maillage ﬁn ; deuxièmement, le processus lui-même risque de se
terminer par une interruption extérieure (limite de temps dépassée par exemple). Il faut
donc trouver un bon compromis de manière à ce que le maillage soit ﬁn uniquement
là où cela est nécessaire.
Les estimations d'erreur a-priori fournissent des bornes sur la diﬀérence entre la
solution exacte (qu'on appelle u) et la solution approchée (qu'on appelle uh) dans une
certaine norme (ou semi-norme) ‖ · ‖ sous la forme,
‖ u− uh ‖ 6 Chs ‖ u ‖Hs+1 , s ∈ N∗. (1.6)
Ces estimations sont utilisées aﬁn de justiﬁer théoriquement la convergence de la méth-
ode numérique employée. Elles sont établies en supposant certaines régularités sur la
solution exacte. Ces régularités sont inconnues dans certains cas. De plus, la constante
générique C qui apparaît dans l'estimation (1.6) est soit inconnue, soit diﬃcile à es-
timer. Cependant, la diﬃculté la plus importante est que la norme ‖ · ‖Hs+1 n'est pas
calculable, simplement parce que la solution exacte u est inconnue explicitement. Donc
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en pratique, la borne supérieure de l'estimé (1.6) ne permet pas le contrôle eﬀectif de
l'erreur et par suite ne peut pas servir comme critère d'arrêt pour un algorithme de
résolution.
Pour pouvoir développer une méthode adaptative, on va avoir recours à des esti-
mations d'erreur a-posteriori.
On appelle estimation d'erreur a-posteriori, une estimation de la forme,
‖ u− uh ‖ 6 Cη(Th, D, uh), (1.7)
où C est une constante réelle positive indépendante du paramètre h caractérisant
la précision du maillage. La quantité η(Th, D, uh) est appelée estimateur d'erreur a-
posteriori et ne dépend que de la solution approchée uh, du maillage Th et l'ensemble
des données du problème modèle considéré, qui est ici désigné par D.
On attribue à un estimateur d'erreur a-posteriori, certaines propriétés qui attestent
de sa qualité. Ainsi, il doit satisfaire les trois propriétés suivantes :
• Propriété de ﬁabilité. Une première propriété que doit vériﬁer un estimateur d'er-
reur a-posteriori est de satisfaire l'estimation,
‖ u− uh ‖ . Θ(Th, D, uh) + ζ, (1.8)
où ζ est une quantité ne dépendant que du second membre et des conditions de bord
du problème étudié. La quantité ζ est négligeable devant l'estimateur Θ.
L'estimation (1.8) s'interprète comme une propriété de ﬁabilité puisqu'elle garantit
que l'erreur ‖ u−uh ‖ est eﬀectivement contrôlée par l'estimateur d'erreur a-posteriori.
• Adaptation de maillage. Un estimateur d'erreur a-posteriori doit donner des in-
formations sur la distribution locale de l'erreur. Il doit pouvoir être localisé, par ex-
emple sur chaque élément du maillage sous la forme,
Θ(Th, D, uh) =
{∑
T∈Th
(ΘT (hT , D, uh))
2
}1/2
. (1.9)
Alors, on dit que les quantités {ΘT (hT , D, uh)}T∈Th sont des indicateurs d'erreur lo-
caux.
Grâce aux estimateurs d'erreur a-posteriori et notamment aux indicateurs d'erreur
locaux, on connaît la répartition de l'erreur et l'on sait atteindre uniquement les élé-
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ments où elle est la plus élevée. On introduit alors une procédure d'adaptation basée
sur ces indicateurs pour raﬃner (ou déraﬃner) localement le maillage. Un algorithme
relativement général d'adaptation de maillage est le suivant :
1. On choisit un maillage initial que l'on note T0h. On pose i = 0.
2. On résout le problème discret sur Tih. On note u
i
h la solution discrète.
3. Sur chaque élément T de Tih, on calcule un indicateur d'erreur local ΘT associé
à T .
4. Si l'estimation d'erreur globale est inférieure à un seuil de tolérance, on arrête
les calculs.
5. Sinon, sur la base de ces indicateurs d'erreur locaux, on décide de raﬃner cer-
taines mailles et d'en déraﬃner d'autres. On note Ti+1h le nouveau maillage ainsi
construit.
6. On incrémente l'indice i de 1 et on revient à l'étape (2).
Plusieurs stratégies sont possibles à l'étape (5) lorsque le nouveau maillage est con-
struit à partir des indicateurs d'erreur locaux. Une stratégie fréquemment utilisée dans
les applications consiste à équirépartir l'erreur sur les mailles. Une maille T ∈ Tih sera
raﬃnée, si l'indicateur d'erreur local ΘT est supérieur à la moyenne Θ des indicateurs
d'erreur locaux sur le maillage Tih. On peut raﬃner, dans le cas bidimensionnel, un
élément suivant trois possibilités :
? soit cet élément sera coupé en deux, si l'angle minimal à respecter le permet,
? soit il sera coupé en trois, si l'angle minimal à respecter le permet,
? soit il sera coupé en quatre triangles.
Pour chaque triangle divisé, il faut alors marquer ses voisins aﬁn qu'ils soient eux-même
coupés suivant les mêmes critères, aﬁn que le maillage reste conforme. Le principe d'un
algorithme d'adaptation de maillage est illustré par la Figure 1.3.
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Début (i = 0)
Non Fin
Maillage
Tih
uih
i←− i+ 1
Oui
Calcul
Raﬃnement/
Déraﬃnement ∃T/ΘT > Θ.
Figure 1.3  Schéma d'une boucle d'adaptation de maillage.
• Propriété d'eﬃcacité. Pour qu'une procédure de raﬃnement adaptatif de maillage
soit eﬃcace, il faut que les indicateurs d'erreur locaux obéissent à l'estimation,
ΘT (hT , D, uh) .
( ∑
T ′∈∆T
eT ′(uh)
2
)1/2
+ ζT , (1.10)
où eT (uh) est l'erreur locale sur T telle que,
‖ u− uh ‖= e(uh) =
(∑
T∈Th
(eT (uh))
2
)1/2
, (1.11)
ζT est le terme d'approximation local tel que,
ζ =
(∑
T∈Th
ζ2T
)1/2
, (1.12)
et ∆T est un macro-élément (indique un ensemble d'éléments autour de T ), par exem-
ple, les éléments partageant un sommet ou une face avec T (voir Figure 1.4 ci-dessous).
Dans la Figure 1.4, la maille T est en gris foncé ; l'ensemble des éléments partageant
une arête avec T est constitué de T et des trois triangles en gris clair ; l'ensemble
des éléments partageant au moins un sommet avec T est constitué du macro-élément
précédent et des deux autres triangles en blanc.
L'estimation (1.10) s'interprète comme une propriété d'eﬃcacité puisqu'elle garantit
que localement sur le macro-élément ∆T , l'indicateur d'erreur local ΘT (hT , D, uh) ne
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T
Figure 1.4  Exemple de macro-éléments ∆T centré sur la maille T en 2d.
"surévalue pas trop" l'erreur réelle.
Déﬁnition 1.1. (critère d'optimalité) Une famille d'indicateurs d'erreur locaux
(ΘT ){T∈Th} est optimale si elle satisfait la propriété de ﬁabilité (1.7) et la propriété
d'eﬃcacité (1.10).
Remarque 1.2. Le critère d'optimalité assure l'équivalence entre l'erreur et l'esti-
mateur d'erreur a-posteriori. Ce critère permet donc d'assurer numériquement le bon
comportement des indicateurs d'erreur a-posteriori.
Pour la méthode des éléments ﬁnis, les estimations d'erreur a-posteriori ont été
développées depuis plus de trente ans. Elles ont été initiées par Babu²ka et Rheinboldt
[16, 17] vers les années 78, et une vaste littérature existe sur ce sujet. On réfère, par
exemple, aux livres de Verfürth [111] ou de Ainsworth et Oden [9].
Il existe dans la littérature, plusieurs classes d'estimations d'erreur a-posteriori. On
peut citer notamment : les estimations d'erreur a-posteriori de type résiduel [16, 107,
109, 110, 111, 112], les estimations d'erreur a-posteriori de type hiérachique [1, 10, 18,
19, 63], les estimations par résolution de problèmes locaux [16, 19, 28, 111, 112, 114],
les estimations par résolution d'un problème dual [23, 24, 25, 39, 61, 62, 64, 79, 80,
82, 96, 103], les estimations de l'erreur de modélisation [32].
Nous donnons dans la sous-section 1.3.2 suivante, une brève description des es-
timations d'erreur a-posteriori de type résiduel. En eﬀet, les estimations d'erreur a-
posteriori que nous développons dans cette thèse sont de type résiduel.
1.3.2 Les estimations d'erreur a-posteriori de type résiduel
Pour des raisons de clarté, plaçons-nous dans le cadre du problème de Poisson, avec
des conditions aux limites de Dirichlet homogènes : étant donnée f ∈ L2(Ω), trouver
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u : Ω −→ R satisfaisant le système,{
−∆u = f dans Ω,
u = 0 sur Ω.
(1.13)
Ce problème admet la formulation variationnelle équivalente suivante : trouver
u ∈ H10 (Ω) tel que,
a(u, v) = L(v), ∀v ∈ H10 (Ω). (1.14)
La forme bilinéaire a(., .) est déﬁnie sur H10 (Ω) × H10 (Ω) par a(u, v) := (∇u,∇v)Ω,
tandis que la forme linéaire L(·) est déﬁnie sur H10 (Ω) par L(v) := (f, v)Ω.
Par le lemme de Lax-Milgram, il est clair que le problème (1.14) admet une solution
et une seule dans H10 (Ω).
Le problème discret associé dans un cadre conforme, est de trouver uh dans un
espace d'éléments ﬁnis (P 1-conforme par exemple) V 0h ⊂ H10 (Ω) tel que,
a(uh, vh) = L(vh), ∀vh ∈ V 0h . (1.15)
L'approximation étant conforme, le problème (1.15) admet aussi une solution et
une seule d'après le lemme de Lax-Milgram. Selon l'éllipticité de a, on a une première
majoration sur l'erreur :
‖ u− uh ‖1,Ω . sup
v∈H10 (Ω)r{0}
a(u− uh, v)
‖ v ‖1,Ω . (1.16)
D'après le principe énoncé dans la section (1.3.1), nous allons chercher maintenant
à éliminer l'inconnue u dans la borne supérieure de (1.16). On a la relation suivante,
appelée relation d'orthogonalité de Galerkin :
a(u− uh, vh) = 0, ∀vh ∈ V 0h . (1.17)
On a l'égalité suivante :
a(u− uh, v) = a(u− uh, v − vh), ∀v ∈ H10 (Ω), ∀vh ∈ V 0h . (1.18)
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De l'égalité (1.18) et de la formulation (1.14), on a successivement les égalités :
a(u− uh, v) = (∇(u− uh),∇(v − vh))Ω (1.19)
= (∇u,∇(v − vh))Ω − (∇uh,∇(v − vh))Ω
= (f, v − vh)Ω − (∇uh,∇(v − vh))Ω .
A cette étape, une première idée importante est à retenir : l'élimination de la
solution exacte u dans (1.19).
Maintenant, on fait une décomposition sur les éléments de la triangulation Th :
a(u− uh, v) =
∑
T∈Th
{(f, v − vh)T − (∇uh,∇(v − vh))T} . (1.20)
On applique ensuite une formule de Green à (∇uh,∇(v − vh))T , pour obtenir :
a(u− uh, v) =
∑
T∈Th
{(f + ∆uh, v − vh)T − (∇uh · nT , v − vh)∂T} . (1.21)
A cette étape, une seconde idée importante est à retenir : l'application de la formule
de Green à (∇uh,∇(v−vh))T dans l'équation (1.20) pour éliminer l'opérateur "nabla"
agissant sur v − vh.
L'égalité (1.21) conduise à :
a(u− uh, v) =
∑
T∈Th
(f + ∆uh, v − vh)T − 12 × ∑
E∈E(T )
([∇uh · nE]E, v − vh)E
(1.22)
On introduit dans (1.22) une approximation fh de f dans le sens de la norme L2 :
a(u− uh, v) =
∑
T∈Th
{(f − fh, v − vh)T + (fh + ∆uh, v − vh)T
− 1
2
×
∑
E∈E(T )
([∇uh · nE]E, v − vh)E
 .
L'inégalité triangulaire et celle de Cauchy-Schwarz appliquées à la dernière équation
conduisent à :
a(u− uh, v) .
∑
T∈Th
{
(‖ f − fh ‖T + ‖ fh + ∆uh ‖T )× ‖ v − vh ‖T +
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+
1
2
×
∑
E∈E(T )
‖ [∇uh · nE]E ‖E × ‖ v − vh ‖E) ‖T
}
.
A cette dernière étape, on utilise un opérateur d'interpolation qui est un outil très
primordial dans l'analyse d'erreur a-posteriori. Cet outil sera présenté dans le chapitre
2 dans le cadre du problème couplé Stokes-Darcy. On exploite l'estimation (1.16) pour
avoir,
‖ u− uh ‖1,Ω .
(∑
T∈Th
Θ2T
)1/2
︸ ︷︷ ︸
estimateur Θ
+
(∑
T∈Th
h2T ‖ f − fh ‖2T
)1/2
︸ ︷︷ ︸
terme d'approximation ζ
, (1.23)
où les indicateurs d'erreur locaux sont déﬁnis par,
ΘT :=
h2T ‖ fh + ∆uh ‖2T +12 × ∑
E∈E(T )
diam(E) ‖ [∇uh · nE]E ‖2E
1/2 . (1.24)
Dans la littérature, la quantité ΘT déﬁnie en (1.24) est appelée indicateur d'erreur
a-posteriori de type résiduel car fh + ∆uh est le résidu de l'équation −∆u = f . En
utilisant une panoplie d'outils qui seront présentés dans le chapitre 2, on garantie
également la propriété d'eﬃcacité (1.10) énoncée dans la section 1.3.1.
Cette technique d'estimation d'erreur a-posteriori a été initiée par Babu²ka et
Rheinboldt dans [16] et détaillée par Verfürth dans [111]. Cette technique est prob-
ablement la plus populaire car elle est peu coûteuse. Les bornes supérieures sont en
générales des bornes calculables multipliées par une constante indépendante de la
solution exacte et du pas du maillage mais dont la valeur est diﬃcile a calculer ex-
plicitement.
Les estimateurs d'erreur a-posteriori de type résiduel sont utilisées dans de nom-
breux domaines d'application. Par exemples, pour les équations de Stokes, Verfürth
dans [107, 109] obtient un estimateur par résidu ﬁable et eﬃcace. Babu²ka et al dans
[14] s'intéressent aux calculs des constantes apparaissant dans la majoration et la
minoration de l'erreur. Bernardi et Verfürth dans [30] établissent pour l'équation de
Poisson à coeﬃcients variables des opérateurs d'interpolation permettant d'obtenir
des constantes dans les estimations d'erreur indépendantes du rapport entre le max-
imum du coeﬃcient de diﬀusion et le minimum. Achdou et al. dans [2, 3] proposent
deux estimateurs par résidu pour les équations de Darcy a perméabilité variable. Les
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travaux de Carstensen dans [40] et ceux de Hoppe et Wohlmuth dans [74] analysent un
estimateur par résidu pour une formulation mixte du problème de Poisson. Verfürth
dans [110] étudie des estimateurs d'erreur a-posteriori pour des problèmes elliptiques
non-linéaires. Pour les problèmes de convection-diﬀusion, Verfürth dans [112] présente
un estimateur par résidu dit robuste. Pousin et Rappaz dans [95] obtiennent un esti-
mateur par résidu pour les équations de convection-diﬀusion non-linéaires. Schieweck
dans [100] propose un estimateur dans le cadre d'une méthode non-conforme pour
la discrétisation du problème de Poisson. Ce type d'estimateur est également utilisé
pour des discrétisations de type volumes ﬁnis. On pourra se référer à [4, 11] pour des
problèmes elliptiques linéaires et à [26, 27] pour des problèmes non-linéaires.
1.4 Objectifs de la thèse et résultats obtenus
1.4.1 Objectifs de la thèse
L'objectif de la thèse est de discrétiser et de faire une analyse d'erreur a-posteriori
pour les équations du problème de transmission Stokes-Darcy, via quelques méthodes
d'éléments ﬁnis mixtes. L'élaboration des estimateurs d'erreur a-posteriori repose sur
des discrétisations isotrope et anisotrope.
En eﬀet, il existe beaucoup de résultats d'analyse d'erreur a-posteriori pour la
formulation mixte du problème de Darcy [34, 41, 88] et pour le problème de Stokes
[8, 20, 42, 55, 59, 70, 92, 108, 115, 116]. Cependant, plusieurs méthodes d'éléments
ﬁnis mixtes sont proposées dans les papiers [15, 46, 54, 65, 66, 117] pour résoudre
le problème approché associé au problème couplé Stokes-Darcy. Ces méthodes sont
parfois conformes, parfois non-conformes et il existe très peu de résultats d'analyse
d'erreur a-posteriori [15, 46, 54, 65]. Dans ces papiers [15, 46, 54, 65], les auteurs
ne considèrent que des discrétisations isotropes. La méthode d'éléments ﬁnis qu'ils
utilisent est conforme et les estimateurs d'erreur sont de type résiduel.
Ainsi, les objectifs principaux de la thèse sont :
1. Proposer des indicateurs d'erreur a-posteriori de type résiduel via quelques méth-
odes d'éléments ﬁnis mixtes pour le problème de transmission Stokes-Darcy : dis-
crétisation isotrope. Ensuite, faire une analyse de l'erreur a-posteriori en fonc-
tion de ces indicateurs.
2. Faire une extension de ces résultats à une discrétisation anisotrope. En eﬀet ;
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lors de la résolution d'une équation aux dérivées partielles, dans certaines situ-
ations, la solution possède un comportement radicalement diﬀérent selon la di-
rection d'espace considérée. Par exemple, une couche limite qui se développe à
proximité d'une paroi en mécanique des ﬂuides visqueux : la composante de la
vitesse dans la direction de la paroi possède un très fort gradient perpendicu-
lairement à la paroi, mais un très faible gradient parallèlement à celle-ci (voir
par exemple les travaux de Marco Discacciati, Paola Gervasio et Alﬁo Quar-
teroni dans [57, Section 7] ou de Marco Discacciati et Alﬁo Quarteroni dans
[58, Pages 322-327] pour le cas du problème couplé Stokes-Darcy). Dans le cadre
de tels problèmes, les méthodes isotropes de discrétisation peuvent devenir in-
appropriées, puisqu'elles nécessitent un nombre très important d'éléments dans
les régions où la solution est anisotrope. D'où un sur-raﬃnement dans la direc-
tion pour laquelle la solution n'évolue pas beaucoup, comme le long de la couche
limite (pour reprendre l'exemple précédent). Pour éviter cet inconvénient, l'idée
est d'autoriser la discrétisation à rendre compte de l'anisotropie de la solution
en admettant que certaines mailles puissent violer la contrainte de l'angle mini-
mum. On entre alors dans la classe des discrétisations anisotropes. L'utilisation
de telle discrétisation permet d'atteindre la même précison de calcul qu'avec une
discrétisation isotrope, mais avec beaucoup moins de degré de liberté. Voir par
exemple les travaux [44, 84, 90] pour l'application au calcul d'écoulements, ainsi
que [31] pour des exemples de mailleurs anisotropes.
3. Enﬁn, mettre en ÷uvre à l'aide de ces indicateurs d'erreur un algorithme de
raﬃnement adaptatif de maillage.
1.4.2 Résultats obtenus
1. Nous avons discrétisé les équations du problème de transmission Stokes-Darcy,
via une variante de la méthode d'éléments ﬁnis non-conforme de Crouzeix-Raviart,
sur une discrétisation isotrope. Le problème discret associé est stable et la famille
d'indicateurs d'erreur a-posteriori obtenue est optimale [7] ;
2. Nous avons considéré une extension des résultats obtenus au point (1) à une
discrétisation anisotrope. Nous avons utilisé une généralisation de l'inégalité de
Korn discrète [35] pour démontrer la stabilité du problème discret associé [6]. La
famille d'indicateurs d'erreur a-posteriori obtenue est eﬃcace [5] ;
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3. Nous avons développé une analyse d'erreur a-posteriori de type résiduel, en ad-
mettant une discrétisation anisotrope. La méthode d'approximation est conforme
pour les deux inconnues. La famille d'indicateurs d'erreur a-posteriori obtenue
est optimale sous certaines hypothèses théoriques faites sur les mailles et sur
les espaces d'approximations [5]. Dans le cas spéciﬁque où la discrétisation est
isotrope, nous obtenons une nouvelle famille optimale d'indicateurs d'erreur a-
posteriori [5].
4. Aﬁn de faciliter le processus d'obtention des indicateurs d'erreur a-posteriori,
nous avons établi quelques résultats techniques [7] : nous avons établi un résultat
de décomposition de Helmholtz spéciale des éléments de l'espace vitesse considéré ;
nous avons établi un résultat de régularité de la vitesse du ﬂuide dans Ωd ; puis,
nous avons construit un opérateur d'interpolation de Oswald adapté qui préserve
la continuité de la vitesse du ﬂuide à travers l'interface.
1.5 Plan de la thèse
Le reste de ce document est composé de six chapitres. Ils sont répartis comme suit :
 • Chapitre 2. Dans le chapitre 2, nous rassemblons les notions et les résultats
que nous utilisons fréquemment tout au long de ce manuscrit. Dans la section 2.2,
nous donnons de brèves déﬁnitions de quelques espaces fonctionnels, notamment,
les espaces de Sobolev et quelques espaces particuliers. En eﬀet, c'est dans ces
espaces qu'on recherche la solution variationnelle et qu'on donne les résultats de
régularité. Dans la section 2.3, nous rappelons la déﬁnition des diﬀérentes trian-
gulations utilisées : les triangulations conforme, isotrope et anisotrope. Nous don-
nons de brèves descriptions des éléments ﬁnis de Crouzeix-Raviart et de Nédélec
dans la section 2.4. Nous regroupons dans la section 2.5, les outils d'analyse,
c'est-à-dire, les opérateurs d'interpolation de Clément, les fonctions bulles, les
opérateurs d'extensions, les inégalités inverses et de trace, les formules de Green.
Nous rappelons l'inégalité de Korn classique dans la section 2.6. Cette inégalité
de Korn permet de montrer l'existence et l'unicité d'une solution variationnelle.
Enﬁn, nous présentons dans la section 2.7, une formulation faible associée au
problème couplé Stokes-Darcy. Cette formulation faible est sans mutiplicateurs
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de Lagrange sur l'interface. L'avantage d'utiliser une telle formulation est que,
nous pouvons approcher la vitesse du ﬂuide dans chaque sous-domaine en em-
ployant les mêmes éléments ﬁnis (on parle de la méthode d'éléments ﬁnis uniﬁée).
Ce qui facilitera donc l'implémentation au cours des tests numériques.
 •Chapitre 3. Dans ce chapitre, nous eﬀectuons une analyse d'erreur a-posteriori
de type résiduel sur une discrétisation isotrope. Nous approchons la vitesse du
ﬂuide dans Ω en utilisant une variante de la méthode d'éléments ﬁnis [P1]N non-
conformes de Crouzeix-Raviart. La pression du ﬂuide dans Ω est approchée dans
l'espace des fonctions constantes par morceaux. Nous étudions l'inégalité de Korn
discrète sur une discrétisation isotrope dans la sous-section 3.2.2. Nous utilisons
cette inégalité pour justiﬁer la stabilité du problème discret dans la sous-section
3.2.3. Un résultat d'estimation d'erreur a-priori optimal est présenté dans la
sous-section 3.3. Les résultats techniques que nous établissons sont dans la sec-
tion 3.4, lesquels facilitent le processus d'obtention de nos indicateurs d'erreur
a-posteriori. Nous établissons dans la sous-section 3.4.1, un résultat de décom-
position de Helmholtz spécial des éléments de l'espace vitesse considéré [7]. En
eﬀet, la vitesse du ﬂuide dans Ωd est seulement H(div) et l'opérateur d'interpo-
lation de Clément est déﬁni pour les fonctions appartenant à l'espace de Sobolev
[H1(Ωd)]
N . Dans la sous-section 3.4.2, nous établissons un résultat de régularité
de la vitesse du ﬂuide dans Ωd [7]. La raison est que , nous avons utilisé dans
les estimations d'erreur a posteriori, la trace de la vitesse du ﬂuide dans Ωd (la
vitesse du ﬂuide dans Ωd étant seulement H(div)). Dans la sous-section 3.4.3,
nous construisons un opérateur d'interpolation de Oswald adapté qui préserve la
continuité de la vitesse du ﬂuide à travers l'interface [7]. Nous construisons ainsi
une famille optimale d'indicateurs d'erreur a-posteriori, laquelle constitue le ré-
sultat principal de ce chapitre [7]. Ces indicateurs d'erreur sont de type résiduel
et ils sont déﬁnis dans la sous-section 3.5.1. En outre, nous démontrons la ﬁabil-
ité des indicateurs dans la sous-section 3.5.2 tandis que la propriété d'eﬃcacité
est démontrée dans la sous-section 3.5.3.
 • Chapitre 4. Le but de ce chapitre est d'étendre les résultats obtenus dans le
chapitre 3 à une discrétisation anisotrope. L'objectif est donc de généraliser les es-
timateurs d'erreur a-posteriori de type résiduel obtenus dans le chapitre 3 au cas
des maillages anisotropes, aussi bien en 2d qu'en 3d. Nous utilisons les mêmes
éléments ﬁnis mixtes. Nous généralisons l'inégalité de Korn discrète standard
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de la sous-section 3.2.2 à une discrétisation anisotrope (cf. sous-section 4.2.2).
Nous faisons cette extension sur l'espace des fonctions aﬃnes par morceaux.
Nous démontrons ainsi la stabilité du problème approché [6] via le théorème de
Ladyzhenskaya-Babu²ka-Brezzi (cf. sous-section 4.2.3). Nous proposons ensuite
une famille d'indicateurs d'erreur a-posteriori, avec lesquels nous eﬀectuons une
analyse d'erreur a-posteriori. Ces indicateurs d'erreur sont déﬁnis dans la sous-
section 4.4.1. Une majoration globale de l'erreur sur la pression est prouvée dans
la sous-section 4.4.2. Nous démontrons l'eﬃcacité de ces indicateurs d'erreur [5]
dans la sous-section 4.4.3, laquelle ne dépend pas du caractère anisotrope du
maillage.
 • Chapitre 5. Ce chapitre est consacré à l'analyse d'erreur a-posteriori du type
résiduel sur une discrétisation anisotrope. La méthode d'éléments ﬁnis utilisée est
conforme pour toutes les inconnues. L'objectif est de généraliser les estimateurs
d'erreur a-posteriori de type résiduel obtenus dans les papiers [15, 46, 54, 65]
pour les méthodes d'approximation conformes, en admettant une discrétisation
anisotrope. Un point de départ a été le travail de [52]. Sous certaines hypothèses
théoriques faites sur les mailles et sur les espaces d'approximations, nous eﬀec-
tuons une analyse d'erreur a-posteriori pour le problème couplé Stokes-Darcy,
en admettant un maillage anisotrope [5]. Les indicateurs d'erreur a-posteriori
obtenus sont de type résiduel. Ces indicateurs d'erreur sont déﬁnis dans la sous-
section 5.3.1. La majoration globale de la norme de l'erreur et la minoration locale
de la semi-norme de l'erreur forment les résultats principaux de ce chapitre. En
outre, en s'inspirant de la technique développée dans [52], nous démontrons que
cette famille d'indicateurs d'erreur a-posteriori est ﬁable dans la sous-section
5.3.2. La propriété d'eﬃcacité est démontrée dans la sous-section 5.3.3. Nous
constatons que la majoration globale de la norme de l'erreur dépend d'un aligne-
ment approprié du maillage anisotrope avec une solution anisotrope donnée. La
minoration locale de la semi-norme de l'erreur est obtenue indépendamment du
caractère anisotrope du maillage. Enﬁn, dans la sous-section 5.3.4, nous consid-
érons une restriction des résultats obtenus à une discrétisation isotrope. Dans
ce cas, la mesure d'alignement est équivalente à l'unité. Les résultats sont alors
simpliﬁés et la majoration globale de la norme de l'erreur tient sans condition.
Ce cas particulier donne des indicateurs d'erreur nouveaux [5], parcequ'ils sont
diﬀérents de ceux proposés dans les papiers [15, 46, 54, 65] pour les maillages
conformes et isotropes.
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 • Chapitre 6. Nous eﬀectuons dans ce chapitre, quelques tests numériques sur
les éléments ﬁnis de Crouzeix-Raviart non-conformes. Nous étudions première-
ment la convergence de la vitesse et de la pression du ﬂuide dans chaque sous
domaine (cf. section 6.2 et section 6.3). Nous représentons ensuite les courbes
d'isovaleures (cf. section 6.4). Dans la section 6.5, nous étudions la structure de
la matrice de rigidité. Nous terminons ce chapitre par la section 6.6 dans laquelle
nous représentons les solutions exactes et les seconds membres.
 • Chapitre 7. Le chapitre 7 dresse la conclusion de ce travail de thèse et propose
quelques perspectives.
 • Publications. Les résultats présentés dans le chapitre 3 ont donné lieu à une
publication [7]. Les résultats présentés dans les chapitres 4 et 5 ont donné lieu à
des préprints [5, 6].
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2.1 Introduction
Dans ce chapitre, nous rassemblons les notions de base, et les résultats que nous
utilisons fréquemment tout au long de ce travail. Dans la section 2.2, nous donnons de
brèves déﬁnitions de quelques espaces fonctionnels, notamment les espaces de Sobolev
et quelques espaces particuliers. C'est dans ces espaces que l'on recherche la solution
variationnelle et que l'on donne les résultats de régularité. Dans la section 2.3, nous
rappelons la déﬁnition des diﬀérentes triangulations utilisées : les triangulations con-
forme, isotrope et anisotrope. Nous donnons de brèves descriptions des éléments ﬁnis
de Crouzeix-Raviart et de Nédélec dans la section 2.4. Nous regroupons dans la sec-
tion 2.5, les outils d'analyse, c'est-à-dire, les opérateurs d'interpolation de Clément, les
fonctions bulles, opérateurs d'extension, inégalités inverses et de trace, les formules de
Green. Nous rappelons l'inégalité de Korn classique dans la section 2.6. Cette inégalité
de Korn permet de montrer l'existence et l'unicité d'une solution variationnelle. Enﬁn,
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nous présentons dans la section 2.7 une formulation faible associée au problème couplé
Stokes-Darcy.
2.2 Quelques espaces fonctionnels
2.2.1 Les espaces de Sobolev classiques
Nous nous limitons ici à quelques déﬁnitions et résultats relatifs aux espaces de
Sobolev que nous allons souvent utiliser.
Dans toute cette sous-section, s désigne un réel et p désigne un nombre réel strictement
supérieur à 1. On désigne par m la partie entière de s et on pose s = σ + m, avec
σ ∈ [0, 1[.
Déﬁnition 2.1. ([69, Pages 28-29]) Pour s > 0,W s,p(K) est l'espace des distributions
v ∈ D′(K) telles que,
1. Dαv ∈ Lp(K) pour α ∈ NN , |α| 6 m, si s = m entier ;
2. v ∈ Wm,p(K) et
∫ ∫
K×K
|Dαv(x)−Dαv(y)|p
|x− y|σp+N dxdy <∞ pour α ∈ N
N , |α| = m,
s non entier.
W s,p(K) est un espace de Banach pour la norme déﬁnie par,
‖ v ‖W s,p(K) :=
∑
|α|6m
∫
K
|Dαv(x)|pdx
1/p , (2.1)
dans le cas 1. et par,
‖ v ‖W s,p(K):=
‖ v ‖pWm,p(K) + ∑
|α|=m
∫ ∫
K×K
|Dαv(x)−Dαv(y)|p
|x− y|σp+N dxdy
1/p , (2.2)
dans la cas 2.
En particulier, l'espace de Sobolev Hm(K) = Wm,2(K) est déﬁni comme suit,
Hm(K) :=
{
v ∈ L2(K); ∂αv ∈ L2(K), |α| 6 m} . (2.3)
L'espace Hm(K) est un espace de Hilbert lorsqu'il est muni du produit scalaire
(v, w)m,K :=
∑
|α|6m
∫
K
∂αv∂αw,∀v, w ∈ Hm(K). (2.4)
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• La norme associée est déﬁnie par,
‖ v ‖m,K :=
∑
|α|6m
‖ ∂αv ‖20,K
1/2 ,∀v ∈ Hm(K). (2.5)
• On considère également la semi-norme :
|v|m,K :=
∑
|α|=m
‖ ∂αv ‖20,K
1/2 ,∀v ∈ Hm(K). (2.6)
• Si v = (v1, v2, . . . , vN) ∈ [Hm(K)]N est une fonction vectorielle, alors :
‖ v ‖m,K :=
(
N∑
i=1
‖ vi ‖2m,K
)1/2
et |v|m,K :=
(
N∑
i=1
|vi|2m,K
)1/2
. (2.7)
• Si A = (aij)16i,j6N ∈ [Hm(K)]N×N est une fonction matricielle, alors :
‖ A ‖m,K :=
(
N∑
i,j=1
‖ aij ‖2m,K
)1/2
et |A|m,K :=
(
N∑
i,j=1
|aij|2m,K
)1/2
. (2.8)
• Dans le cas particulier où m = 0, on a H0(K) = L2(K) et la norme ‖ · ‖0,K sera
simplement notée ‖ · ‖K . Si K = Ω, la norme ‖ · ‖Ω sera notée ‖ · ‖.
Déﬁnition 2.2. Pour s > 0 et p > 1, on désigne par W s,p0 (K) la fermeture de D(K)
dans W s,p(K). En particulier, Hm0 (K) est la fermeture de D(K) dans H
m(K).
Déﬁnition 2.3. ([69, Page 18]) Pour s > 0, p > 1, on désigne par W˜ s,p(K) l'es-
pace des u ∈ W s,p(K) dont le prolongement u˜ par zero en dehors de K appartient à
W s,p(RN), où l'espace de Sobolev W s,p(RN) est déﬁni dans [69, Pages 14-15].
Trace. On déﬁnit l'application,
γ0 : u ∈ C∞(K¯) 7−→ γ0(u) := u|∂K ∈ L2(∂K).
L'application γ0 se prolonge de manière unique, et de façon continue à l'espace
H1(K). On appelle l'opérateur γ0, l'application trace.
L'opérateur γ0 n'est pas surjectif sur L2(∂K). L'image γ0(H1(K)) est notéeH
1
2 (∂K).
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On étend ainsi l'application γ0 à,
γ0 : u ∈ H1(K) 7−→ γ0(u) := u|∂K ∈ H 12 (∂K),
de sorte que :
1. l'application γ0 est surjective ;
2. le noyau de γ0 est l'espace H10 (K).
On déﬁnit alors,
H
1
2 (∂K) :=
{
g ∈ L2(∂K), tel que ∃v ∈ H1(K), γ0(v) = g sur ∂K
}
, (2.9)
muni de la norme,
‖ g ‖1/2,∂K := inf
v∈H1(K)
γ0(v)=g.
‖ v ‖1,K . (2.10)
Théorème 2.4. (cf. [69]) L'espace H
1
2 (∂K) = γ0(H
1(K)) est dense dans L2(∂K) et
il existe un opérateur linéaire continu R0 : H
1
2 (∂K) −→ H1(K), dit de relèvement, qui
vériﬁe,
γ0 ◦R0 = Id∂K . (2.11)
Espace d'interpolation. Soit ΓK ⊂ ∂K un sous-ensemble mesurable tel que
mesN−1 ΓK 6= 0. On déﬁnit l'espace H1/200 (ΓK) comme suit,
H
1/2
00 (ΓK) =
{
g ∈ L2(ΓK), tel que ∃v ∈ H1(K), γ0(v) = g sur ΓK et γ0(v) = 0 sur ∂K r ΓK
}
.
L'espace H1/200 (ΓK) est l'espace d'interpolation [L
2(ΓK), H
1
0 (ΓK)]1/2. On déﬁnit ensuite
l'espace H−1/2(ΓK) par :
H−1/2(ΓK) = [H
1/2
00 (ΓK)]
′.
On pourra se référer à J. L. Lions et E. Magenes dans [87] pour plus d'information
sur cet espace.
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2.2.2 Recollement d'espaces de Sobolev
Dans la suite, on aura besoin du résultat de recollement suivant :
Théorème 2.5. ([89]) Soient K1 et K2 deux sous-ouverts à bord lipschitzien de K
tels que :
K1 ∪K2 = K,
K1 ∩K2 = ∅.
Notons I = ∂K1∩∂K2. Soient u1 ∈ H1(K1) et u2 ∈ H1(K2) satisfaisant la condition :
γ0u1 = γ0u2 sur I. (2.12)
Alors la fonction u déﬁnie par :
u :=
{
u1 dans K1 ,
u2 dans K2 ,
(2.13)
appartient à H1(K).
2.2.3 Espaces particuliers
1. L'espace H(rot, K).
• Quand N = 2, nous déﬁnissons l'opérateur rotationnel rot d'une fonction
scalaire φ ∈ D′(K) et d'une fonction vectorielle v = (v1, v2) ∈ [D′(K)]2 respec-
tivement par :
rotφ :=
(
∂φ
∂x2
,− ∂φ
∂x1
)
, (2.14)
rotv :=
∂v2
∂x1
− ∂v1
∂x2
. (2.15)
• Quand N = 3, nous déﬁnissons l'opérateur rotationnel rot d'une fonction
vectorielle v = (v1, v2, v3) ∈ [D′(K)]3 par :
rotv := ∇× v =
(
∂v3
∂x2
− ∂v2
∂x3
,
∂v1
∂x3
− ∂v3
∂x1
,
∂v2
∂x1
− ∂v1
∂x2
)
. (2.16)
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• On peut facilement vériﬁer que les identités suivantes tiennent [67, Page 31] :
rot(rotφ) = −4φ,∀φ ∈ D′(K), (2.17)
rot(rotv) = −4v +∇(div v),∀v ∈ [D′(K)]2, (2.18)
rot(rotv) = −4v +∇(div v),∀v ∈ [D′(K)]3. (2.19)
• Nous déﬁnissons les espaces suivants :
H(rot, K) :=
{
φ ∈ L2(K) : rotφ ∈ [L2(K)]2} (pour les fonctions scalaire) .
H(rot, K) :=
{
{v ∈ [L2(K)]2 : rotv ∈ L2(K)} si N = 2 ,
{v ∈ [L2(K)]3 : rotv ∈ [L2(K)]3} si N = 3 .
• L'espace H(rot, K) est un espace de Hilbert pour la norme [67, Page 32] :
‖ ψ ‖rot,K :=
(‖ ψ ‖2K + ‖ rotψ ‖2K)1/2 . (2.20)
• On introduit ensuite l'espace H0(rot, K), qui est déﬁni par :
H0(rot, K) := {ψ ∈ H(rot, K) : γτψ = 0 sur ∂K} , (2.21)
où γτψ est la composante tangentielle (resp. les composantes tangentielles) de ψ
pour N = 2 (resp. pour N = 3). La fonction γτψ est déﬁnie par :
γτψ :=
{
ψ · τ|∂K si N = 2,
ψ × n|∂K si N = 3, (τ · n = 0 sur ∂K).
Théorème 2.6. ([67, Page 33]) L'ensemble de toutes les fonctions de H(rot, K)
avec support compact contenu dans K est dense dans H(rot, K).
2. L'espace H(div, K). Nous introduisons un espace intermédiaire entre [L2(K)]N
et [H1(K)]N . Cet espace est noté H(div, K) et est déﬁni par :
H(div, K) :=
{
ψ ∈ [L2(K)]N : div ψ ∈ L2(K)} . (2.22)
On a les inclusions :
[H1(K)]N  H(div, K)  [L2(K)]N . (2.23)
Méthode d'éléments ﬁnis et Analyse d'erreur a-posteriori. HOUEDANOU Koﬃ Wilfrid c©URPM/IMSP 2015
wilfrid.houedanou@imsp-uac.org
Discrétisations 41
• L'espace H(div, K) est aussi un espace de Hilbert pour la norme [67, Page
26] :
‖ ψ ‖div,K :=
(‖ ψ ‖2K + ‖ div ψ ‖2K)1/2 . (2.24)
Déﬁnition 2.7. ([67, Page 26]) On désigne par H0(div, K), la fermeture de
[D(K)]N dans H(div, K).
H0(div, K) := {ψ ∈ H(div, K) : ψ · n = 0 sur ∂K} . (2.25)
Théorème 2.8. ([67, Page 27]) L'espace [D(K¯)]N est dense dans H(div, K).
2.3 Discrétisations
Déﬁnition 2.9. (Triangulation) On suppose que le bord ∂K est polygonal (si N = 2)
ou polyédral (si N = 3). Une triangulation (ou maillage) Th sur K est une partition
ﬁnie de K formée des éléments de formes simples, par exemple des triangles (si N = 2)
ou des tétraèdres (si N = 3).
Pour T ∈ Th, on note hT le diamètre de T et ρT le diamètre du cercle inscrit
(N = 2) ou de la sphère inscrite (N = 3) dans T .
Signalons que dans cette thèse, les éléments du maillage sont soit des triangles (si
N = 2), soit des tétraèdre (si N = 3).
2.3.1 Triangulation conforme
Déﬁnition 2.10. (Triangulation conforme) On suppose que le bord ∂K est polygonal
(si N = 2) ou polyédral (si N = 3). On dit qu'une triangulation Th sur K est admissible
ou conforme [48, Chapitre 2], si l'intersection entre deux éléments est soit vide, soit
un sommet, soit un côté entier ou une face entière.
Les Figures 2.1 et 2.2 ci-dessous, sont respectivement des exemples de maillages
conforme et non-conforme en dimension deux.
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Figure 2.1  Exemple d'une triangulation con-
forme en 2d.
•
Figure 2.2  Exemple d'une triangulation
non-conforme en 2d.
2.3.2 Elément de référence, transformation aﬃne et sous do-
maines auxiliaires
1. Elément de référence : Nous désignons par T , l'élément de référence. On note
P¯0 = (0, . . . , 0) et P¯i = δi,j, i, j = 1, . . . , N les sommets de T . Les arêtes ou faces
E¯i de T sont déﬁnies par :
E¯i := T ∩ {x¯i = 0} , i = 1, . . . , N et E¯0 := T ∩ {x¯1 + · · ·+ x¯N = 1} .
E¯i est opposée au sommet P¯i (voir Figure 2.3 ci-dessous).
E¯i
P¯i
Figure 2.3  Sommet P¯i et l'arête E¯i correspondante.
2. Transformation aﬃne : Soit Th une triangulation sur K¯. Pour une maille
T ∈ Th, on note (cf. [63, Page 57]),
FT : x¯ ∈ T 7−→ x ∈ T par x = FT (x¯), (2.26)
la transformation géomètrique correspondante (voir la Figure 2.4).
Déﬁnition 2.11.
(a) On dit que la transformation géomètrique FT est aﬃne, s'il existe un vecteur
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T
FT
a1
a3
a2
T
(0,1)
(0,0)
(1,0)
x¯2
x¯1
Figure 2.4  Transformation géomètrique FT envoyant l'élément de référence T sur un T ∈ Th en
2d.
(colonne) mT ∈ RN et une matrice JT ∈ RN×N tels que,
FT (x¯) := mT + JT · x¯ = x. (2.27)
(b) Le maillage Th est aﬃne, lorsque pour chaque T ∈ Th, la transformation
FT est aﬃne.
3. Sous domaines auxiliaires : Nous déﬁnissons maintenant deux sous domaines
que nous utilisons dans les estimations. Soit Th une triangulation sur K.
• Pour une maille T ∈ Th, nous désignons par WT le domaine formé de T et de
toutes les mailles adjacentes ayant des arêtes/faces commune avec T , c'est-à-dire,
WT :=
⋃
∂T ′∩∂T=E
T ′. (2.28)
• Soit E ∈ Eh(K) une face ou une arête de Th. Nous désignons parWE, l'ensemble
formé de toutes les mailles ayant E comme arête ou face, c'est-à-dire,
WE :=
{
T1 ∪ T2 si E = ∂T1 ∩ ∂T2,
T si E ⊂ ∂T ∩ ∂K. (2.29)
Les sous domaines auxiliaires WE et WT sont illustrés par les Figures 2.5, 2.6 et
2.7 ci-dessous.
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T1
T2
E
Figure 2.5  Sous domaine auxiliaireWE pour
E ∈ Eh(K), K ⊂ R2.
E
Figure 2.6  Sous domaine auxiliaire WE
pour E ∈ Eh(K), K ⊂ R3.
T
Figure 2.7  Sous domaine auxiliaire WT pour T ⊂ R2.
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2.3.3 Discrétisation isotrope
On déﬁnit :
σT :=
hT
ρT
et σh := max
T∈Th
σT .
Déﬁnition 2.12. (Triangulation isotrope) On dira qu'une famille de triangulations
{Th}h>0 sur K est régulière (ou isotrope), s'il existe une constante σ0 > 0 indépendante
de h telle que,
σh 6 σ0,∀h > 0. (2.30)
diam(T ) = hT
•
rT
Figure 2.8  Notation d'un élément isotrope T en 2d.
Notons que la condition (2.30) permet d'éviter les éléments trop applatis (cf. par
exemple la Figure 2.8, où ρT = 2rT ).
2.3.4 Discrétisation anisotrope
Déﬁnition 2.13. (Triangulation anisotrope) Une triangulation anisotrope est une tri-
angulation dans laquelle les éléments sont allongés dans une ou plusieurs direction(s)
privilégiée(s).
Contrairement au cas isotrope, la seule donnée du paramètre h ne suﬃt plus à
caractériser le maillage. Nous introduisons ainsi quelques notations.
Notations d'un triangle et d'un tétraèdre
Notation 2.14. (Notation d'un triangle) Soit T un triangle. Les notations suivantes
sont adoptées :
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1. Les trois sommets de T sont notés par P0, . . . , P2 ;
2. [P0P1] est le côté le plus long de T ;
3. [P0P2] est le côté le plus court de T ;
4. De plus, nous déﬁnissons deux vecteurs :
(a) p1,T :=
−−→
P0P1 ;
(b) Le vecteur p2,T est dans le plan (P0, P1, P2), ayant P2 comme extrémité et
est orthogonal à p1,T .
Notation 2.15. (Notation d'un tétraèdre) Soit T un tétraèdre. Les notations suivantes
sont adoptées :
1. Les quatre sommets de T sont notés par P0, . . . , P3 ;
2. [P0P1] est le côté le plus long de T ;
3. Il existe deux triangles qui contient le côté [P0P1]. Le triangle ayant un domaine
plus large est dénoté par 4P0P1P2 ;
4. [P0P2] est le côté le plus court du triangle 4P0P1P2 ;
5. De plus, nous déﬁnissons trois vecteurs :
(a) p1,T :=
−−→
P0P1 ;
(b) Le vecteur p2,T est dans le plan (P0, P1, P3), ayant P3 comme extrémité et
est orthogonal à p1,T ;
(c) p3,T est un vecteur ayant le sommet P2 comme extrémité et est normal au
plan (P0, P1, P3).
Au regard de ces notations, les vecteurs p1,T , . . . ,pN,T sont donc mutuellement
orthogonaux. Les Figures (2.9) et (2.10) visualisent ces notations.
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p1,T
P0
P1
p2,T
P2
•
Figure 2.9  Directions d'anisotropies pour le
triangle.
p1,T P1P0
p2,T
P3
•
p3,T
P2
Figure 2.10  Directions d'anisotropies
pour le tétraèdre.
Remarque 2.16. Notons que dans cette thèse, tous les maillages sont supposés aﬃnes
et les éléments anisotropes respectent la Notation 2.14 en dimension deux et la Notation
2.15 en dimension trois.
Quantités anisotropes
Nous introduisons ici quelques quantités anisotropes.
• La longueur des vecteurs pi,T est dénotée par :
hi = hi,T := |pi,T |RN , i = 1, . . . , N. (2.31)
Par déﬁnition des vecteurs pi,T et les notations ci-dessus, nous concluons immédiate-
ment, h1 > h2, . . . ,≥ hN .
• La plus petite des longueurs hi,T sera très utilisée, donc nous déﬁnissons :
hmin,T := min
i=1,...,N
{hi,T} = hN,T . (2.32)
• En outre, les fonctions constantes par morceaux hi(x) et hmin(x) sont déﬁnies pour
presque tout x ∈ K par :
hi(x) := hi,T , hmin(x) := hmin,T , ∀x ∈ T, i = 1, . . . , N. (2.33)
• Pour une arête ou face E, nous notons par |E| sa mesure qui s'exprime par :
|E| := mesN−1(E). (2.34)
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• On déﬁnit également la longueur au-dessus d'une arête/face E ∈ E(T ) par :
hE,T :=
N |T |
|E| . (2.35)
•Pour une arête (ou face) intérieure E = ∂T1 ∩ ∂T2, nous introduisons :
hmin,E :=
hmin,T1 + hmin,T2
2
, (2.36)
hE :=
hE,T1 + hE,T2
2
. (2.37)
• Pour une arête (ou face) frontière E ∈ E(T ), on déﬁnit simplement :
hmin,E := hmin,T et hE := hE,T . (2.38)
• Soit T une maille arbitraire mais ﬁxée. Nous utiliserons une transformation aﬃne
FT qui sera déﬁnie comme suit : soit ~P0 le vecteur (colonne) d'origine, l'origine du
système de coordonnées et d'extrémité P0, et
−−→
P0Pi les vecteurs (colonnes) d'origine
P0 et d'extrémité Pi, i = 1, . . . , N . Nous déﬁnissons les matrices AT ,CT ∈ RN×N
respectivement par,
AT :=
(−−→
P0P1, . . . ,
−−−→
P0PN
)
et CT := (p1,T , . . . ,pN,T ). (2.39)
Nous considérons la transformation aﬃne FT qui correspond à JT = AT et mT = ~P0.
• Parfois, nous aurons besoin de référer à la matrice CT non seulement sur une maille
quelconque T mais sur les domaines plus larges. Ainsi nous introduisons une matrice
(ou plus précisement une fonction matricielle) C(x) qui est déﬁnie globallement pour
presque tout x ∈ K et qui coincide avec CT sur la maille T par :
C(x) := CT (x) pour x ∈ T. (2.40)
De plus, on déﬁnit une matrice HT par :
HT := diag(h1, . . . , hN). (2.41)
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Les variables qui sont reliées à l'élément de référence T sont référées avec bar ( par
exemple ∇).
• Le déterminant des matrices AT et CT sont donnés par [84, Page 18] :
| det (AT )| = | det (CT )| =
{
h1h2 = 2× |T | si N = 2,
h1h2h3 = 6× |T | si N = 3.
(2.42)
et
∇v¯ = ATrT ∇v. (2.43)
A présent, nous bornons les normes des transformations matricielles [84, Lemme 2.2] :
Lemme 2.17. (Norme de quelques matrices) On a les relations suivantes :
‖ ATrT C−TT ‖RN×N = ‖ C−1T AT ‖RN×N ∼ 1 (2.44)
‖ CTrT A−TT ‖RN×N = ‖ A−1T CT ‖RN×N ∼ 1 (2.45)
‖ CTH−1T ‖RN×N = ‖ HTC−1T ‖RN×N = 1 (2.46)
‖ H−1T ‖RN×N = ‖ C−1T ‖RN×N = h−1min,T (2.47)
‖ AT ‖RN×N ∼ ‖ CT ‖RN×N ∼ hmax,T (2.48)
‖ A−1T ‖RN×N ∼ h−1min,T . (2.49)
Lemme 2.18. [84, Page 19] Soit la transformation aﬃne FT déﬁnie par :
FT (x) = AT · x+ ~P0. Alors, on a les relations suivantes, pour tout v ∈ L2(T ) :
‖ v ‖T =
√
6|T |× ‖ v¯ ‖T , (2.50)
‖ v ‖E =
√
|E|
|E¯|× ‖ v¯ ‖E¯, E ⊂ ∂T. (2.51)
On introduit à présent la déﬁnition suivante [84, Déﬁnition 2.2] :
Déﬁnition 2.19. (Dérivée directionnelle) Soit v une fonction dans l'espace de Sobolev
H1(T ). La dérivée directionnelle D˜i,Tv de v (i = 1, . . . , N) est déﬁnie par :(
D˜1,Tv, · · · , D˜N,Tv
)Tr
:= H−1T C
Tr
T ∇v, ∀v ∈ H1(T ), (2.52)
c'est-à-dire,
D˜i,Tv = h
−1
i · (pi,T ,∇v)RN , i = 1, . . . , N. (2.53)
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La composante D˜i,Tv est la dérivée directionnelle de v le long de la direction pi,T .
Cette dérivée D˜i,Tv est déﬁnie pour une cellule ﬁxée T . Ainsi, nous introduisons
une dérivée D˜iv qui est déﬁnie globallement pour presque tout x ∈ K, et qui coincide
avec D˜i,Tv sur une maille T par :
D˜iv(x) := D˜i,Tv(x), pour x ∈ T. (2.54)
Lemme 2.20. [84, Page 20] On a les égalités suivantes :
N∑
i=1
(
D˜iv
)2
= |∇v|2RN , (2.55)
‖ H−1T CTrT ∇v ‖T = ‖ ∇v ‖T , (2.56)
N∑
i=1
h2i
(
D˜iv
)2
= |CTrT ∇v|2RN , (2.57)
N∑
i=1
h2i ‖ D˜i,Tv ‖2T = ‖ CTrT ∇v ‖2T . (2.58)
Preuve. Les vecteurs lignes de la matrice carrée H−1T CTrT sont deux-à-deux orthog-
onaux et unitaires. Donc la matrice H−1T CTrT est une matrice orthogonale et le lemme
suit.
Hypothèses sur la triangulation et sur les mailles
Soit {Th}h>0 une famille de triangulations sur Ω. Sur cette famille, nous admettons
quelques hypothèses comme suit :
Hypothèse 2.21. Le maillage Th sur Ω¯ est conforme dans le sens de la Déﬁnition
2.10 ;
Hypothèse 2.22. Aﬁn de générer une triangulation conforme sur chaque sous do-
maine Ωl, nous supposons que, pour chaque h > 0 et pour chaque T ∈ Th, on a soit
T ⊂ Ωs, soit T ⊂ Ωd. On désigne alors dans ce cas par {Tlh}h>0, la famille de trian-
gulations conformes induite par la famille {Th}h>0 sur Ω¯l, l = s ou l = d ;
Hypothèse 2.23. Le nombre de mailles de la famille de triangulations {Th}h>0 associé
à un n÷ud x est uniformement borné, c'est-à-dire, il existe un entier naturel Nb non
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nul tel que : ∀h > 0, ∀x ∈ Nh(Ω¯), on ait : Card(Wx) ≤ Nb, où
Wx := {T ∈ Th : x ∈ N(T )} ; (2.59)
Hypothèse 2.24. Enﬁn, nous supposons que, pour deux mailles voisines T1 et T2 de
la triangulation Th (i.e. T1 ∩ T2 6= ∅), on a (2.60) :
hi,T1 ∼ hi,T2 , ∀i = 1, . . . , N. (2.60)
Remarque 2.25. En se référant à (2.36), (2.38) et (2.37), on déduit que la dernière
Hypothèse 2.24 implique hE ∼ hE,T1 ∼ hE,T2 et hmin,E ∼ hmin,T1 ∼ hmin,T2 .
Remarque 2.26. Notons que, parmi ces hypothèses, la seule hypothèse liée au couplage
est l'Hypothèse 2.22. Par conséquent, sur un domaine quelconque, nous admettons les
Hypothèses 2.21, 2.23 et 2.24 pour les maillages anisotropes.
2.4 Propriétés de quelques éléments ﬁnis
2.4.1 Eléments ﬁnis de Crouzeix-Raviart
On propose dans cette sous-section, une brève description des éléments ﬁnis de
Crouzeix-Raviart. Ces éléments ﬁnis sont de type non-conforme, autrement dit que
l'espace des approximations n'est pas un sous espace de l'espace auquel appartient la
solution continue.
Description géométrique
Dans le cadre 2d, l'élément ﬁni est représenté par une maille triangulaire dont les
degrés de liberté correspondent au milieu de chacune des arêtes comme le montre la
Figure 2.11 ci-dessous. Les cercles noirs sur chaque arête indiquent que le degré de
liberté consiste à évaluer la valeur moyenne sur cette arête. Clairement, cet élément
présente des discontinuités au niveau des interfaces des arêtes, le seul point de conti-
nuité au niveau des interfaces étant le milieu des arêtes.
Dans le cadre 3d, l'élément ﬁni est représenté par un tétraèdre dont les degrés de
liberté correspondent aux barycentres des faces des tétraèdres.
Soit T = (a1, . . . , aN+1) un simplexe de RN . On pose P = P1(T ) et on prend pour
degrés de liberté de p ∈ P sa valeur moyenne sur les N + 1 faces de T . On a donc pour
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•
• •
a3
a1 a2
y
x
Figure 2.11  Elément ﬁni P1 non-conforme 2d.
i ∈ {0, . . . , N},
σi(p) :=
1
|Ei|
∫
Ei
p. (2.61)
En posant Σ = {σi}0 6i 6N , on montre que le triplet {T, P,Σ} est un élément ﬁni [63,
Page 83].
En utilisant les fonctions coordonnées barycentriques (λ0, . . . , λN), les fonctions de
forme sont telles que :
ψi = 1−Nλi, i ∈ {0, . . . , N}. (2.62)
Sur l'élément ﬁni de référence T , les fonctions de forme en 2d sont données par :
ψ¯0(x¯, y¯) = 1− 2y¯,
ψ¯1(x¯, y¯) = −1 + 2x¯+ 2y¯,
ψ¯2(x¯, y¯) = 1− 2x¯.
(2.63)
Déﬁnitions et propriétés
Etant donnée une arête E, on choisit une direction normale arbitraire nE et on
déﬁnit Tin et Text comme étant les deux éléments partageant cette arête ou face. On
peut supposer, sans aucune restriction que nE = (nE1, nE2) pointe vers Text comme
l'indique la Figure 2.15. Le vecteur tangent est déﬁni par tE = (nE2,−nE1).
Propriétés de Crouzeix-Raviart. On utilisera également, lors de l'analyse d'erreur
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Figure 2.12  Fonction de base ψ¯0.
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Figure 2.13  Fonction de base ψ¯1.
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Figure 2.14  Fonction de base ψ¯2.
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E
Tin
Text
nE
−nE
Figure 2.15  Deux triangles partageant une arête intérieure.
a-posteriori par éléments ﬁnis, les propriétés suivantes sur la vitesse approchée :∫
E
[uh]E = 0 ∀E ∈ Eh(Ω+s ), (2.64)∫
E
[uh · nE]E = 0 ∀E ∈ Eh(Ωd) ∪ Eh(∂Ωd), (2.65)
où le saut d'une fonction ϕ à travers une arête/face E au point x est déﬁni par,
[ϕ]E(x) :=
 limt→0+ϕ(x+ tnE)− limt→0+ϕ(x− tnE) si E ∈ Eh(Ω),− lim
t→0+
ϕ(x− tnE) si E ∈ Eh(∂Ω).
(2.66)
Notons également que le signe de [ϕ]E(x) dépend de l'orientation de nE. Néanmoins,
des quantités telles que le saut du gradient [∇ϕ(x) · nE]E sont indépendantes de cette
orientation.
Remarque 2.27. Les propriétés (2.64) et (2.65) imposées sur la vitesse approchée uh
sont naturelles, puisqu'elles respectent la régularité de u dans chaque sous domaine.
C'est une variante de l'hypothèse de Crouzeix-Raviart standard pour les approximations
non-conformes.
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2.4.2 Eléments ﬁnis de Nédélec
Soit T = (a1, . . . , aN+1) un simplexe de RN , N = 2 ou N = 3. On considère l'espace
vectoriel des polynômes à valeurs dans RN déﬁni par :
N0(T ) = [P0]2 ⊕ P0(x2,−x1)Tr si N = 2, (2.67)
N0(T ) = [P0]3 ⊕
(
x× [P0]3) si N = 3. (2.68)
On désigne par ne le nombre d'arêtes/faces de T . On a donc ne = 3 si N = 2 et ne = 6
si N = 3. On désigne par {Ei}16i6ne l'ensemble des arêtes/faces de T . Pour chaque
arête/face Ei, on choisit un vecteur unitaire tangent qu'on note ti. On prend pour
degré de liberté de p ∈ N0 l'intégrale de la composante tangentielle de p le long des
ne arêtes/faces de T comme l'indique la Figure 2.16 ci-dessous. Les ﬂèches sur chaque
arête indiquent que le degré de liberté consiste à évaluer l'intégrale de la composante
tangentielle (orientée dans le sens de la ﬂèche) sur cette arête.
a3
a1 a2
y
x
Figure 2.16  Elément ﬁni de Nédélec en 2d.
Pour i ∈ {1, . . . , ne}, les degrés de liberté sont déﬁnis de la manière suivante :
σi(p) :=
∫
Ei
p · ti. (2.69)
En posant Σ = {σi}16i6ne , on montre que le triplet (T,N0(T ),Σ) est un élément ﬁni
[63, Page 90].
2.5 Outils d'analyse
Nous regroupons dans cette section, les outils d'analyse, notamment les opérateurs
d'interpolation de Clément, les fonctions bulles, opérateurs d'extensions, inégalités
inverses et de trace, les formules de Green.
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2.5.1 Opérateurs d'interpolation de Clément-Cas isotrope
Nous aurons besoin d'un opérateur d'interpolation, qui constitue un outil primor-
dial pour la majoration de l'erreur a-posteriori, c'est-à-dire l'estimé (1.7). Plusieurs
choix sont possibles en fonction de la nature de l'approximation. Pour des interpola-
tions de degré 1, l'interpolé de Clément est par exemple très souvent utilisé. Il s'agit
d'un opérateur d'approximation régularisé, qui envoie une fonction de H1(Ω) vers une
fonction continue et aﬃne par morceaux. L'interpolé classique de Lagrange est souvent
inadapté, car hormis le cas particulier de la dimension 1, H1(Ω) ne s'injecte pas dans
C0(Ω).
• Introduisons les espaces :
V :=
{
v ∈ [H1(Ω)]N : v = 0 sur Γs ∪ Γd
}
,
Vcl :=
{
vh ∈ C0(Ω) : vh|T ◦ FT ∈ Pk(T¯ ),∀T ∈ Th, k ∈ N∗
}
.
FT est la transformation aﬃne linéaire de T¯ dans T de la Figure 2.4.
Posons :
V0cl := [Vcl]
N ∩V et V 0cl := Vcl ∩H10 (Ω). (2.70)
Désignons ensuite par Hh,1 l'espace d'éléments ﬁnis de Nédélec :
Hh,1 :=
{
vh ∈ H0(rot,Ωd) : vh|T ∈ N0(T ),∀T ∈ Tdh
}
, (2.71)
où l'ensemble N0(T ) est déﬁni par (2.68).
• On ﬁxe k = 1 et nous déﬁnissons l'opérateur d'interpolation de Clément comme dans
[49], I0cl : V −→ V0cl par :
I0clv :=
∑
x∈Nh(Ω)
1
Card (Wx)
(∫
Wx
v
)
ϕx. (2.72)
Pour w ∈ [H1(Ω)]N , l'interpolé de Clément de w est noté Iclw et est déﬁni par :
Iclw :=
∑
x∈Nh(Ω)
1
Card (Wx)
(∫
Wx
w
)
ϕx ∈
[
Vcl
]N
. (2.73)
La fonction de base ϕx ∈ V0cl ( resp. ϕx ∈
[
Vcl
]N
) associée à un sommet
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x ∈ Nh(Ω) (resp. x ∈ Nh(Ω)) est uniquement déterminée par la condition :
ϕx(y) = δx,y, ∀y ∈ Nh(Ω)
[
resp. ϕx(y) = δx,y, ∀y ∈ Nh(Ω)
]
, (2.74)
oùNh(Ω) est l'ensemble des sommets non situés sur Γs∪Γd etWx := {T ∈ Th : x ∈ N(T )} .
Remarque 2.28. Notons que dans ces déﬁnitions, les fonctions de base sont des
fonctions vectorielles, donc l'interpolé est déﬁni composante par composante. Notons
également que la déﬁnition donnée en (2.72) est valable pour les fonctions scalaires
dans H10 (Ω) tandis que la déﬁnition donnée en (2.73) est valable pour les fonctions
scalaires dans H1(Ω). Dans ce cas, les fonctions de base ϕx sont des fonctions scalaires.
Pour majorer globalement l'erreur par l'estimateur d'erreur a-posteriori, on aura
aussi besoin à interpoler les fonctions de [H1(Ωd)]3 ∩ H0(rot,Ωd). Cet opérateur est
déﬁni à l'aide des fonctions de base wE ∈ Hh,1, E ∈ Eh(Ω¯d) par la condition :∫
E′
wE · tE′ = δE,E′ , ∀E ′ ∈ Eh(Ω¯d), (2.75)
où tE′ est le vecteur unitaire tangent à E ′. On introduit la déﬁnition suivante [90], qui
est valable seulement en dimension N = 3 :
Déﬁnition 2.29. ([90]) Soit une arête E ∈ Eh(Ω¯d), ﬁxons l'une de ces faces adjacentes
FE ∈ F. Alors l'opérateur d'interpolation de type Clément,
Pcl : [H
1(Ωd)]
3 ∩H0(rot,Ωd) −→ H1,h est déﬁni ici par :
Pclψ :=
∑
E′∈Eh(Ωd)
(∫
FE
(ψ × nFE) · fFEE′
)
wE′ , (2.76)
où les fonctions vectorielles fFEE′ sont déterminées par la condition,∫
FE
(wE′ × nFE) · fFEE′′ = δE′,E′′ , ∀E ′, E ′′ ∈ Eh(Ω¯d) ∩ ∂FE. (2.77)
Ces opérateurs d'interpolations vériﬁent les propriétés d'interpolations locales suiv-
antes :
Lemme 2.30. (Estimations d'interpolations de Clément-Cas isotrope) Soit {Th}h>0,
une famille régulière de triangulations sur Ω satisfaisant les Hypothèses 2.21 et 2.22.
Alors, nous avons les estimations suivantes pour tous w ∈ [H1(Ω)]N , v ∈ V et
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ψ ∈ [H1(Ωd)]3 ∩H0(rot,Ωd) :
‖ v− I0cl(v) ‖T . hT ‖ v ‖1,∆(T ) ∀T ∈ Tlh, l = s, d, (2.78)
‖ v− I0cl(v) ‖E . [diam(E)]1/2 ‖ v ‖1,∆(E) ∀E ∈ Eh(Ωl), l = s, d, (2.79)
‖ w− Icl(w) ‖T . hT ‖ w ‖1,∆(T ) ∀T ∈ Tlh, l = s, d, (2.80)
‖ w− Icl(w) ‖E . [diam(E)]1/2 ‖ w ‖1,∆(E) ∀E ∈ Eh(Ωl), l = s, d, (2.81)
‖ ψ − Pcl(ψ) ‖T . hT ‖ ψ ‖1,∆(T ) ∀T ∈ Tdh, (2.82)
‖ ψ − Pcl(ψ) ‖E . [diam(E)]1/2 ‖ ψ ‖1,∆(E) ∀E ∈ Eh(Ωd), (2.83)
où ∆(T ) := ∪{T ′ ∈ Th : T ′ ∩ T 6= ∅} et ∆(E) := ∪{T ′ ∈ Th : T ′ ∩ E 6= ∅}.
Preuve. Les estimés (2.78) à (2.81) sont démontrées dans [49] tandis que les estimés
(2.82) à (2.83) sont démontrées dans [22]. On pourra également se référer à [101, 113]
pour des estimations équivalentes faisant intervenir d'autres opérateurs.
2.5.2 Fonctions bulles, opérateurs d'extensions et inégalités in-
verses
Pour minorer localement l'erreur par les indicateurs d'erreur locaux, nous aurons
besoin des fonctions bulles et opérateurs d'extensions satisfaisant certaines propriétés.
Fonctions bulles : On déﬁnit ici les fonctions bulles.
• La fonction bulle bT sur une maille T est un élément de PN+1(T ), déﬁnie par :
bT := (N + 1)
N+1 ×
N+1∏
i=1
λi,T , (2.84)
où les λi,T sont des fonctions coordonnées barycentriques associées à T .
• Si E ∈ E(T ), on déﬁnit bE,T ∈ PN(T ) par :
bE,T := N
N ×
N∏
i=1
λxi,T . (2.85)
On déﬁnit ensuite bE sur WE := T1 ∪ T2, où E = ∂T1 ∩ ∂T2 par :
bE |Ti := bE,Ti , ∀i ∈ {1, 2}. (2.86)
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Opérateurs d'extensions : On aura également besoin d'un opérateur d'extension
Fext : C
0(E) −→ C0(T ∪ E(T )) déﬁni par :
Fext(ϕ)(x) := ϕ|E(x) ≡ const ,∀x ∈ T ∪ E(T ). (2.87)
Sur KE := T 1 ∪ T 2 où E = ∂T1 ∩ ∂T2, on déﬁnit l'opérateur d'extension
Fext : C
0(E) −→ C0(KE) par Fext(ϕ)|Ti(x) := ϕ|E(x) ≡ const, ∀x ∈ T i, i = 1, 2.
Notons que pour les fonctions vectorielles, l'opérateur d'extension est déﬁni com-
posante par composante.
Nous donnons dans la Table 2.1 ci-dessous leurs expressions explicites sur l'élément
de référence T . Dans ce tableau, on a supposé sans perte de généralité que E¯ est sur
l'axe (O, x¯) si N = 2 et dans le plan (O, x¯, y¯) si N = 3.
Alors, on utilise la transformation aﬃne FT (cf. Figure 2.4) pour déﬁnir bT , bE,T et
Fext. On a : bT := bT¯ ◦ F−1T , bE,T := bE¯,T¯ ◦ F−1T et Fext(ϕ) := F¯ext ◦ F−1T (ϕ).
Lemme 2.31. ([84]) Les fonctions bulles vériﬁent les propriétés suivantes :
bT = 0 sur ∂T,
bE = 0 sur ∂WE,
‖ bT ‖L∞(T ) = ‖ bE ‖L∞(WE)= 1,
0 6 bT 6 1,
0 6 bE 6 1.
Remarque 2.32. Le faite que les fonctions bulles soient nulles sur ∂T (ou sur ∂WE)
permet en eﬀectuant des intégrations par parties adéquates, de faire apparaître la norme
de l'erreur locale en annulant les termes de bord qui interviennent dans les calculs.
Inégalités inverses : Nous donnons à présent certaines inégalités inverses, lesquelles
sont systématiquement utilisées pour établir la minoration locale de l'erreur, c'est-à-
dire une estimation locale du type (1.10). L'idée principale consiste à majorer succes-
sivement chacun des termes intervenant dans la déﬁnition de l'indicateur local ΘT . Le
choix Pk couvre tous les cas relevant de notre étude. Ces inégalités sont données par
le Lemme 2.33 :
Lemme 2.33. ([111] Inégalités inverses-Cas isotrope) Soit {Th}h>0 une famille régulière
de triangulations sur Ω satisfaisant l'Hypothèse 2.21. Alors pour tous vT ∈ [Pk0(T )]N
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Elément de référence T Fonction bulle associée bT Opérateur d'extension F ext
bT := 3
3x¯y¯(1− x¯− y¯)
bE,T := 2
2x¯(1− x¯− y¯)
F ext(vE)(x¯, y¯) := vE¯(x¯)
bT := 4
4x¯y¯z¯(1− x¯− y¯ − z¯)
bE,T¯ := 3
3x¯y¯(1− x¯− y¯ − z¯)
F ext(vE)(x¯, y¯, z¯) := vE(x¯, y¯)
0 6 x¯, y¯
x¯+ y¯ 6 1
0 6 x¯, y¯, z¯
x¯+ y¯ + z¯ 6 1
Table 2.1  Fonctions bulles et opérateurs d'extensions sur l'élément de référence T .
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et vE ∈ [Pk1(E)]N , avec E ∈ E(T ), on a des équivalences et des inégalités suivantes :
‖ vT b1/2T ‖T ∼ ‖ vT ‖T , (2.88)
‖ ∇(vT bT ) ‖T . h−1T ‖ vT ‖T , (2.89)
‖ vE ‖E ∼ ‖ b1/2E vE ‖E, (2.90)
‖ Fext(vE)bE ‖T . [diam(E)]1/2 ‖ vE ‖E, (2.91)
‖ ∇(Fext(vE)bE) ‖T . [diam(E)]−1/2 ‖ vE ‖E . (2.92)
2.5.3 Formules de Green
Nous aurons très souvent besoin d'intégrer par partie. Les formules de Green suiv-
antes seront souvent utilisées [67, 89] :
• Pour tous u, v ∈ H1(K), on a,∫
K
{
u
∂v
∂xi
+ v
∂u
∂xi
}
dx =
∫
∂K
γ0uγ0vνi, i = 1, . . . , N. (2.93)
• Pour tous u ∈ H2(K) et v ∈ H1(K), on a,∫
K
(4u)v = −
∫
K
∇u · ∇v +
∫
∂K
γ0
∂u
∂ν
γ0v. (2.94)
• Pour v ∈ [H1(K)]N et q ∈ H1(K), on a,∫
K
qdiv v = −
∫
K
v · ∇q +
∫
∂K
γ0qν · γ0v, (2.95)
où ν = (ν1, . . . , νN) ∈ RN est la normale unitaire sur ∂K dirigée vers l'extérieure.
• Pour tout ψ ∈ [H1(K)]3 si N = 3 ou ψ ∈ H1(K) si N = 2, on a,∫
K
wrotψ −
∫
K
ψrotw =
∫
∂K
γ0wγτψ, ∀w ∈ H(rot, K). (2.96)
2.5.4 Généralisation de certains outils dans le cas d'une dis-
crétisation anisotrope
Pour un maillage anisotrope, certaines inégalités inverses comme (2.89), (2.91) et
(2.92) ont besoin d'être reprécisées. En eﬀet, les constantes intervenant dans ces rela-
tions dépendent de la qualité du maillage, et en particulier de son degré d'anisotropie.
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Elles sont donc susceptibles d'exploser si l'angle minimum d'une cellule tend vers zéro.
Ce qui rend les inégalités inverses (2.89), (2.91) et (2.92) totalement inexploitables.
On montre alors que si par exemple des inégalités comme (2.88) et (2.90) restent val-
ables dans le cadre anisotrope, (2.89), (2.91) et (2.92) se généralisent respectivement
en [12, 84, 102] :
‖ ∇(vT b1/2T ) ‖T . h−1min,T ‖ vT ‖T (2.97)
‖ Fext(vE)bE ‖T . h1/2E,T ‖ vE ‖E (2.98)
‖ ∇(Fext(vE)bE) ‖T . h1/2E,Th−1min,T ‖ vE ‖E (2.99)
De même, les estimations d'interpolation de Clément (2.78)-(2.83) reposent elles
aussi sur la propriété d'isotropie du maillage. Elles sont généralisées pour le cas anisotrope
grâce à l'utilisation des mesures d'alignements [84, 85, 86, 90] que nous reprécisons
dans le chapitre 3.
2.5.5 Inégalités de trace et de Young
• Inégalités de trace : Nous donnons ici quelques inégalités de trace qui jouerons
un rôle très important dans les estimations d'interpolation.
Lemme 2.34. (Inégalité de trace-Cas isotrope [105]) Soit {Th}h>0, une famille régulière
de triangulations conformes sur K. Alors, pour toute fonction scalaire φ ∈ H1(T ), avec
T ∈ Th, on a :
‖ φ ‖2∂T .
(
h−1T ‖ φ ‖2T +hT ‖ ∇φ ‖2T
)
. (2.100)
Pour le cas d'une discrétisation anisotrope, cette inégalité de trace s'énonce comme
suit [84, Lemme 2.3 et Lemme 2.4] :
Lemme 2.35. ([84, Lemme 2.3] Première inégalité de trace-Cas anisotrope) Soit
{Th}h>0 une famille de triangulations conformes et anisotropes sur K. Alors, pour
toute fonction scalaire φ ∈ H1(T ), avec T ∈ Th et E ∈ E(T ), on a l'estimation :
‖ φ ‖2E . h−1E
(‖ φ ‖2T + ‖ CTrT ∇φ ‖2T ) , (2.101)
ou encore sous forme composante par composante :
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‖ φ ‖2E . h−1E
(
‖ φ ‖2T +
N∑
i=1
h2i,T ‖ D˜iφ ‖2T
)
. (2.102)
Lemme 2.36. ([84, Lemme 2.3] Deuxième inégalité de trace-Cas anisotrope) Soit
{Th}h>0 une famille de triangulations conformes et anisotropes sur K. Alors, pour
toute fonction scalaire φ ∈ H1(T ), avec T ∈ Th et E ∈ E(T ), on a l'estimation :
‖ φ ‖2E . h−1E ‖ φ ‖T
(‖ φ ‖2T + ‖ CTrT ∇φ ‖2T ) , (2.103)
ou encore sous forme composante par composante :
‖ φ ‖2E . h−1E ‖ φ ‖T
(
‖ φ ‖2T +
N∑
i=1
h2i,T ‖ D˜iφ ‖2T
)
. (2.104)
• Inégalité de Young : Soit p et q deux nombres réels strictement supérieurs à
1, tels que p−1 + q−1 = 1. Alors,
ab 6 a
p
p
+
bq
q
, (a, b) ∈ (]0; +∞[)2. (2.105)
2.6 Inégalité de Korn classique
Lemme 2.37. ([48, 60, 91] Inégalité de Korn classique) SiK est suﬃsamment régulier,
alors il existe une constante CK > 0 (dite constante de Korn) telle que :
|v|1,K 6 CK (‖ D(v) ‖K + ‖ v ‖K) , ∀v ∈ [H1(K)]N , (2.106)
ou de façon équivalente :
‖ v ‖1,K 6 CK (‖ D(v) ‖K + ‖ v ‖K) , ∀v ∈ [H1(K)]N . (2.107)
Déﬁnissons l'espace :
RM(K) :=
{
x ∈ K 7−→ a +M · x : a ∈ RN et M ∈ SO(N)} , (2.108)
où SO(N) est l'algèbre de Lie des matrices N ×N antisymétriques. L'espace RM(K)
a la propriété suivante :
Lemme 2.38. (cf. [35]) L'espace RM(K) est précisement le noyau du tenseur de
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déformation D, c'est-à-dire :
∀v ∈ [H1(K)]N , D(v) = ORN×N ⇐⇒ v ∈ RM(K). (2.109)
Soit maintenant φ une semi-norme sur [H1(K)]N avec les propriétés suivantes :
∃Cφ > 0/ φ(v) 6 Cφ ‖ v ‖1,K , ∀v ∈ [H1(K)]N , (2.110)
φ(m) = 0 et m ∈ RM(K)⇐⇒m = un vecteur constant. (2.111)
Comme φ est une semi-norme, φ vériﬁe trivialement la relation :
φ(m) = 0,∀m ∈ RN ⇐⇒ φ(v + c) = φ(v),∀v ∈ [H1(K)]N ,∀c ∈ RN . (2.112)
Lemme 2.39. (cf. [35]) Soit φ une semi-norme satisfaisant les conditions (2.110) et
(2.111). Alors, l'inégalité de Korn classique (2.106) implique l'inégalité :
|v|1,K 6 CK (‖ D(v) ‖K +φ(v)) , ∀v ∈ [H1(K)]N . (2.113)
Exemple 2.40. (cf. [35]) Nous donnons ici quelques exemples de semi-norme φ sat-
isfaisant les conditions (2.110) et (2.111).
1. φ(v) =‖ Qv ‖K, où l'opérateur Q est déﬁni par :
Qv := v− 1|K|
∫
K
v. (2.114)
2. φ(v) est déﬁnie par :
φ(v) := sup
m∈RM(K),‖m‖∂K=1,
∫
∂Km=0
∫
K
|v ·m|, ∀v ∈ [H1(K)]N . (2.115)
3. Le dernier exemple de φ est donné par :
φ(v) :=
∣∣∣∣∫
K
rotv
∣∣∣∣
RN
∀v ∈ [H1(K)]N , (2.116)
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où ∣∣∣∣∫
K
rot(v)
∣∣∣∣
RN
=
{ ∣∣∫
K
rot(v)
∣∣ si N = 2,∣∣∫
K
rot(v)
∣∣
R3 si N = 3.
(2.117)
Remarque 2.41. (Quelques restrictions)
1. Pour le premier exemple de semi-norme, l'inégalité de Korn (2.106) est du coup
équivalente à l'inégalité (2.113) puisqu'on a trivialement ‖ Qv ‖K 6 ‖ v ‖K.
2. Pour le second exemple, l'inégalité (2.113) implique l'inégalité de Korn,
|v|1,K 6 CK ‖ D(v) ‖K ∀v ∈ [H1(K)]N , v|ΓK⊂∂K = 0. (2.118)
3. Pour le dernier exemple, l'inégalité (2.113) implique l'inégalité de Korn,
|v|1,K 6 CK ‖ D(v) ‖K ∀v ∈ [H1(K)]N ,
∣∣∣∣∫
K
rot(v)
∣∣∣∣
RN
= 0. (2.119)
2.7 Formulation faible associée au problème couplé
Stokes-Darcy
• Théorème de Ladyzhenskaya-Babu²ka-Brezzi.
Nous rappelons d'abord le théorème de Ladyzhenskaya-Babu²ka-Brezzi (LBB). Ce
théorème permet de montrer l'existence et l'unicité d'une solution pour les problèmes
mixtes. Nous considérons le problème variationnel suivant : Etant donnée (L,G) ∈
X ′ ×M ′, on cherche (u, p) ∈ X ×M tel que,
{
a(u, v) + b(v, p) = L(v), ∀ v ∈ X,
b(u, q) = G(q), ∀ q ∈M, (2.120)
où X, M sont des espaces de Hilbert muni de leurs normes respectives ‖ · ‖X , ‖ · ‖M .
a : X ×X −→ R et b : X ×M −→ R sont des formes bilinéaires continues.
Théorème 2.42. ([63] Ladyzhenskaya-Babu²ka-Brezzi)
On suppose que la forme bilinéaire a est coercive sur l'espace fermé,
Z = {v ∈ X : b(v, q) = 0 ∀q ∈M} = Kerb. (2.121)
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Alors, le problème (2.120) admet une solution et une seule si et seulement si la forme
bilinéaire b satisfait la condition inf-sup suivante sur X×M , i.e. il existe une constante
∃C0 > 0 telle que,
inf
q∈M
sup
v∈X
b(v, q)
‖ v ‖X × ‖ q ‖M > C0. (2.122)
• Formulation faible sans multiplicateurs de Lagrange sur l'interface.
Rappelons que, pour deux fonctions matricielles A = (aij)16i,j6N et B = (bij)16i,j6N
de [L2(K)]N×N , on déﬁnit le produit scalaire (A,B)K par :
(A,B)K :=
N∑
i,j=1
∫
K
aijbij. (2.123)
1. Supposons que les solutions u et p sont suﬃsamment régulières. On commence
par multiplier la première équation du système de Stokes (1.1) par une fonction
test v = (v1, · · · , vN) puis on intègre sur Ωs. On a formellement :
(fs,vs)Ωs = 2µ (D(us),D(vs))Ωs − (ps, div vs)Ωs
+
({
ps − 2µns · D(us) · nTrs
}
,vs · ns
)
ΓI
(2.124)
+
N−1∑
j=1
(−2µns · D(us) · τTrj ,vs · τj)ΓI .
Les conditions d'interface (1.5)2 et (1.5)3 dans (2.124) entraînent :
(fs,vs)Ωs = 2µ (D(us),D(vs))Ωs − (ps, div vs)Ωs
+ (pd,vs · ns)ΓI +
N−1∑
j=1
µα1√
kj
(us · τj,vs · τj)ΓI . (2.125)
2. On multiplie ensuite chaque membre de la deuxième équation du système de
Stokes (1.1) par une fonction test qs puis intégrons sur Ωs :
− (qs, div us)Ωs = −(gs, qs)Ωs . (2.126)
On pose :
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
a1(us,vs) := 2µ (D(us),D(vs))Ωs +
N−1∑
j=1
√
kj
α1
(us · τj,vs · τj)ΓI ,
b1(vs, qs) := − (qs, div vs)Ωs .
(2.127)
L'égalité (2.126) entraîne que b1(us, qs) = −(gs, qs)Ωs . Ainsi, on a pour tout vs
et pour tout qs :{
a1(us,vs) + b1(vs, ps) + (pd,vs · ns)ΓI = (fs,vs)Ωs ,
b1(us, qs) = −(gs, qs)Ωs .
(2.128)
3. Multiplions maintenant chaque membre de la première équation du système de
Darcy (1.3) par une fonction test vd puis intégrons sur Ωd. On a formellement :(
K−1ud,vd
)
Ωd
= (pd, div vd)Ωd + (fd,vd)Ωd − (pd,vd · nd)∂Ωd. (2.129)
Sous la condition vd · nd = 0 sur Γd, on obtient à partir de (2.129) :(
µK−1ud,vd
)
Ωd
= (pd, div vd)Ωd + (fd,vd)Ωd − (pd,vd · nd)ΓI (2.130)
4. Enﬁn, multiplions chaque membre de la deuxième équation du système de Darcy
(1.3) par une fonction test qd puis intégrons sur Ωd :
(div ud, qd)Ωd = (gd, qd)Ωd . (2.131)
On pose : {
a2(ud,vd) := (K−1ud,vd)Ωd ,
b2(qd,vd) := − (qd, div vd)Ωd .
(2.132)
Ainsi, (2.130) et (2.132) donnent :{
a2(ud,vd) + b2(pd,vd) + (pd,vd · nd)ΓI = (fd,vd)Ωd ,
b2(qd,ud) = −(gd, qd)Ωd .
(2.133)
On introduit maintenant l'inconnue λ = pd sur ΓI , puis on déﬁnit les formes linéaires
et les formes bilinéaires suivantes :
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a(u,v) := a1(us,vs) + a2(ud,vd), (2.134)
b(v, q) := b1(vs, qs) + b2(vd, qd), (2.135)
bI(v, λ) := (vs · ns + vd · nd, λ)ΓI , (2.136)
L(v) := (fs,vs)Ωs + (fd,vd)Ωd , (2.137)
G(q) := −(gs, qs)Ωs − (gd, qd)Ωd . (2.138)
Ainsi, les systèmes (2.128) et (2.133) impliquent par sommation membre à membre :{
a(u,v) + b(v, p) + bI(v, λ) = L(v),
b(u, q) = G(q).
(2.139)
La formulation faible (2.139) est une formulation faible avec un mutiplicateur de La-
grange λ. Pour annuler cette inconnue λ, il suﬃt que la forme bI(v, λ) soit nulle. Pour
cela, on pose :
u =
{
us dans Ωs
ud dans Ωd
et p =
{
ps dans Ωs
pd dans Ωd ,
(2.140)
où ul est la restriction de u à Ωl et pl est la restriction de p à Ωl. Les fonctions tests
v et q satisfont aussi (2.140). Alors, les formes (2.134) à (2.138) peuvent s'écrire :
a(u,v) = a1(u,v) + a2(u,v),
b(v, q) = b1(v, q) + b2(v, q),
L(v) = (f,v)Ωs + (f,v)Ωd
G(q) = −(g, q)Ωs − (g, q)Ωd ,
bI(v, λ) := (vs · ns + vd · nd, λ)ΓI .
On introduit ensuite les espaces fonctionnels suivant :
H :=
{
v ∈ H(div,Ω) : vs ∈ [H1(Ωs)]N , v = 0 sur Γs et v · nd = 0 sur Γd
}
,(2.141)
muni de la norme :
‖ v ‖H :=
(|v|21,s+ ‖ v ‖2d + ‖ div v ‖2d)1/2 ∀v ∈ H, (2.142)
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et
Q = L20(Ω) :=
{
q ∈ L2(Ω) :
∫
Ω
q(x)dx = 0
}
, (2.143)
muni de la norme L2 :
‖ q ‖ :=
(∫
Ω
|q(x)|2dx
)1/2
, ∀q ∈ Q. (2.144)
Dans l'espace H, vd = vs sur ΓI et alors vs · ns + vd · nd = vs · ns + vs · nd sur ΓI . De
plus vs · ns + vs · nd = vs · (ns + nd) = 0 sur ΓI . Nous avons donc bI(v, λ) = 0 pour
tout v ∈ H. Ainsi, le système (2.139) implique :{
a(u,v) + b(v, p) = L(v),
b(u, q) = G(q).
(2.145)
Une formulation faible (sans mutiplicateurs de Lagrange) associé au problème couplé
Stokes-Darcy s'écrit donc : trouver (u, p) ∈ H×Q tels que :{
a(u,v) + b(v, p) = L(v) ∀v ∈ H ,
b(u, q) = G(q) ∀q ∈ Q . (2.146)
• Existence et l'unicité d'une solution faible.
Les formes linéaires et bilinéaires a, b, L et G satisfont les hypothèses du théorème de
Ladyzhenskaya-Babu²ka-Brezzi dès que la donnée f ∈ [L2(Ω)]N et g ∈ L20(Ω) (cf. [117,
Section 3]). On a donc le résultat suivant :
Théorème 2.43. ([117, Section 3]) Si f ∈ [L2(Ω)]N et g ∈ L20(Ω), alors le problème
faible (2.146) admet une solution et une seule dans H×Q.
Remarque 2.44. Une formulation faible avec un multiplicateur de Lagrange λ ap-
partenant à l'espace d'interpolation H
1/2
00 (ΓI) a été proposée dans [117]. On peut aussi
se référer à [65] pour une formulation faible avec deux mutiplicateurs de Lagrange sur
l'interface.
Remarque 2.45. L'inégalité de Korn classique (2.118) permet de montrer la coercivité
de la forme bilinéaire a sur Z dans la norme ‖ · ‖H.
Méthode d'éléments ﬁnis et Analyse d'erreur a-posteriori. HOUEDANOU Koﬃ Wilfrid c©URPM/IMSP 2015
wilfrid.houedanou@imsp-uac.org
Conclusion 70
2.8 Conclusion
Nous avons rassemblé les notions et les résultats que nous avons utilisés fréquem-
ment tout au long de ce travail. Nous avons donné de brèves déﬁnitions de quelques
espaces fonctionnels, notamment, les espaces de Sobolev et quelques espaces partic-
uliers. Nous avons ensuite rappelé la déﬁnition des diﬀérentes triangulations utilisées,
c'est-à-dire, les triangulations conforme, isotrope et anisotrope. Nous avons donné de
brèves descriptions des éléments ﬁnis de Crouzeix-Raviart et de Nédélec. L'inégalité de
Korn classique a été aussi mentionnée (cf. Section 2.6). Nous avons rappelé les outils
d'analyse : les opérateurs d'interpolation de Clément, les fonctions bulles, opérateurs
d'extensions, inégalités inverses et de trace, les formules de Green. Enﬁn, nous avons
présenté une formulation faible sans mutiplicateurs de Lagrange sur l'interface.
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non-conforme sur une discrétisation
isotrope
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3.1 Introduction
Dans ce chapitre, nous faisons une analyse d'erreur a-posteriori de type résiduel sur
une discrétisation isotrope. Nous approchons la vitesse du ﬂuide dans Ω en utilisant
une variante de la méthode d'éléments ﬁnis [P1]N non-conformes de Crouzeix-Raviart.
La pression du ﬂuide dans Ω est approchée dans l'espace des fonctions constantes par
morceaux. Nous établissons l'inégalité de Korn discrète sur une discrétisation isotrope
dans la sous-section 3.2.2. Nous utilisons cette inégalité pour justiﬁer la stabilité du
problème discret (cf. sous-section 3.2.3). Un résultat d'estimation d'erreur a-priori op-
timal est présenté dans la sous-section 3.3. Nous faisons dans la section 3.5, une analyse
d'erreur a-posteriori. La diﬀérence entre les résultats de ce chapitre et les résultats des
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papiers [15, 46, 54, 65] est que la discrétisation est non-conforme dans le domaine tout
entier. Comme conséquence, des termes additionnels sont inclus dans les indicateurs
d'erreur a-posteriori qui mesurent la non-conformité de la méthode. Aﬁn de traiter de
façon appropriée cette non-conformité, nous avons besoin de quelques résultats tech-
niques (cf. Section 3.4). Nous établissons dans la sous-section 3.4.1, un résultat de
décomposition de Helmholtz spécial des éléments de l'espace vitesse considéré [7]. En
eﬀet, la vitesse du ﬂuide dans Ωd est seulement H(div) et l'opérateur d'interpolation
de Clément est déﬁni pour les fonctions appartenant à l'espace de Sobolev [H1(Ωd)]N .
Dans la sous-section 3.4.2, nous établissons un résultat de régularité de la vitesse du
ﬂuide dans Ωd [7]. La raison est que , nous avons besoin dans les estimations d'erreur
a posteriori, la trace de la vitesse du ﬂuide dans Ωd (la vitesse du ﬂuide dans Ωd étant
seulement H(div)). Dans la sous-section 3.4.3, nous construisons un opérateur d'inter-
polation de Oswald adapté qui préserve la continuité de la vitesse du ﬂuide à travers
l'interface [7]. Nous construisons ainsi une famille optimale d'indicateurs d'erreur a-
posteriori [7]. Ces indicateurs d'erreur sont de type résiduel et ils sont déﬁnis dans la
sous-section 3.5.1. En outre, nous démontrons la ﬁabilité des indicateurs dans la sous-
section 3.5.2 tandis que la propriété d'eﬃcacité est démontrée dans la sous-section
3.5.3.
3.2 Approximation par éléments ﬁnis non-conformes
isotropes
Nous rappelons la formulation faible (2.146) de la section 2.7 : trouver (u, p) ∈
H×Q tels que, {
a(u,v) + b(v, p) = L(v) ∀v ∈ H ,
b(u, q) = G(q) ∀q ∈ Q , (3.1)
où
H :=
{
v ∈ H(div,Ω) : vs ∈ [H1(Ωs)]N , v = 0 sur Γs et v · nd = 0 sur Γd
}
,
Q := L20(Ω) :=
{
q ∈ L2(Ω) :
∫
Ω
q(x)dx = 0
}
et
a(u,v) := 2µ(D(u),D(v))Ωs +
N−1∑
j=1
µα1√
κj
〈us · τj,vs · τj〉ΓI + µ
(
K−1u,v
)
Ωd
,
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b(v, q) := −
∫
Ω
q div v.
3.2.1 Problème discret
Nous discrétisons maintenant le problème variationnel (3.1). Nous commençons par
déﬁnir les espaces d'approximations et les formes bilinéaires associées.
• Les espaces d'approximations : L'espace d'approximation pour les vitesses est
est déﬁni via les éléments ﬁnis [P1]N non-conformes de Crouzeix-Raviart,
Hh :=
{
vh : vh|T ∈ [P1(T )]N ∀T ∈ Th, ([vh]E, 1)E = 0 ∀E ∈ Eh(Ω+s ) ,
([vh · nE]E, 1)E = 0∀E ∈ Eh(Ωd) ∪ Eh(∂Ωd)} . (3.2)
L'espace d'approximation pour les pressions est déﬁni par :
Qh :=
{
qh ∈ L20(Ω) : qh|T ∈ P0(T ) ∀T ∈ Th
}
. (3.3)
• Les formes bilinéaires approchées : Comme Hh * H, alors nous déﬁnissons les
formes bilinéaires approchées ah et bh par :
ah(u,v) := 2µ
∑
T∈Tsh
(D(u),D(v))T +
N−1∑
j=1
µα1√
κj
〈us · τj,vs · τj〉ΓI
+ µ(K−1u,v)Ωd , ∀u,v ∈ H + Hh,
et
bh(v, q) := −
∑
T∈Th
(q, div v)T , ∀v ∈ H + Hh,∀q ∈ Qh.
• Le problème approché : Trouver (uh, ph) ∈ Hh ×Qh tels que :{
ah(uh,vh) + bh(vh, ph) + J
iso(uh,vh) = L(vh),∀vh ∈ Hh,
bh(uh, qh) = G(qh),∀qh ∈ Qh.
(3.4)
Le problème discret (3.4) est une discrétisation naturelle du problème faible (3.1)
sauf qu'il y a un terme de pénalisation Jiso(uh,vh) qui s'ajoute. Cette forme bilinéaire
Jiso(., .) est déﬁnie par décomposition suivant les éléments de Eh :
Jiso(u,v) = Jiso
Ω+s
(u,v) + JisoΩd (u,v) + J
iso
∂Ωd
, (u,v), (3.5)
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où
Jiso
Ω+s
(u,v) := (1 + 2µ)
∑
E∈Eh(Ω+s )
1
diam(E)
∫
E
[u]E · [v]Eds,
JisoΩd (u,v) :=
∑
E∈Eh(Ωd)
1
diam(E)
∫
E
[u]E · [v]Eds et,
Jiso∂Ωd(u,v) :=
∑
E∈Eh(∂Ωd)
1
diam(E)
∫
E
[u · nE]E × [v · nE]Eds.
Si l'on pose Ah(u,v) = ah(u,v) + J
iso(u,v), alors le problème discret (3.4) est
équivalent à : {
Ah(uh,vh) + bh(vh, ph) = L(vh),∀vh ∈ Hh,
bh(uh, qh) = G(qh),∀qh ∈ Qh.
(3.6)
Remarque 3.1. Notons que le choix de l'espace d'approximation Hh respecte bien la
régularité de u dans Ωd. Ce choix est donc plus naturel que celui introduit dans [98].
Notons également que ah = a sur H×H et bh = b sur H×Q.
Nous sommes maintenant en mesure de déﬁnir une norme sur Hh [98]. On pose :
‖ v ‖h:=
∑
T∈Tsh
|v|21,T +
N−1∑
j=1
‖ vs · τj ‖2ΓI +‖ v ‖2Ωd +
∑
T∈Tdh
‖ div v ‖2T +Jiso(v,v)
1/2 .
On introduit le lemme suivant :
Lemme 3.2. (cf. [7]) L'application ‖ · ‖h: v ∈ Hh 7−→‖ v ‖h∈ R+ est une norme sur
Hh.
Preuve. Les propriétés d'homogénéité et d'inégalité triangulaire son triviales.
Soit maintenant v ∈ Hh tel que ‖ v ‖h= 0. Alors
|v|1,T = 0 ∀T ∈ Tsh,
〈γs(vs) · τj, γs(vs) · τj〉ΓI = 0 ∀j = 1, . . . , N − 1,
‖ v ‖Ωd = 0,
‖ div v ‖T = 0 ∀T ∈ Tdh,
Jiso(v,v) = 0 .
(3.7)
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Ce qui implique que :
∂vi
∂xj
= 0 sur chaque T ∈ Tsh ∀i, j = 1, . . . , N ,
γs(vs) · τj = 0 sur ΓI ∀j = 1, . . . , N − 1 ,
v = 0 presque partout dans Ωd ,∫
E
[v]2E = 0 ∀E ∈ Eh(Ω+s ) ∪ Eh(Ωd) ,∫
E
[v · nE]2E = 0 ∀E ∈ Eh(∂Ωd) .
(3.8)
L'égalité (3.8)1 implique que v est une constante vectorielle CsT pour tout T ∈ Tsh.
Ainsi les conditions (3.8)1 et (3.8)4 impliquent en particulier le système :
v = CsT ∀T ∈ Tsh ,
|E|CsT = 0 ∀E ∈ Eh(Γs ∩ T ) ,
|E| {CsT − CsT ′} = 0 ∀E ∈ Eh(Ωs)/∂T ∩ ∂T ′ = E .
(3.9)
Comme |E| 6= 0, alors les égalités (3.9)3 et (3.9)2 impliquent respectivement que le
vecteur constant CsT est la même sur chaque T et est nulle dans chaque T ∈ Tsh. D'où
v = 0 dans Ωs.
Les égalités (3.8)2 et (3.8)5 impliquent le système :{
γs(vs) · τj = 0 sur ΓI , ∀j = 1, . . . , N − 1 ,
γs(vs) · n = 0 sur ΓI .
(3.10)
Le système (3.10) implique que γs(vs) est nulle sur ΓI . En conclusion, on a,
v = 0 dans Ωs,
v = 0 dans Ωd,
γs(vs) = 0 sur ΓI .
(3.11)
Ainsi, v = 0 dans Ω et le lemme est complètement démontré.
Nous donnons à présent la relation d'orthogonalité de Galerkin qui joue un rôle
important dans la majoration d'erreur a-posteriori.
Lemme 3.3. (Orthogonalité au sens de Galerkin [7]) L'erreur (e, ε) satisfait la rela-
tion d'orthogonalité suivante :
2µ
∑
T∈Tsh
(D(e),D(v))T +
N−1∑
j=1
µα1√
κj
〈es · τj, vs · τj〉ΓI + µ(K−1e, v)Ωd −
∑
T∈Th
(ε, divv)T
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−
∑
T∈Th
(q, dive)T − Jiso(uh, v) = 0,∀v ∈ H ∩Hh,∀q ∈ Qh,
Preuve. La preuve est immédiate : il suﬃt de soustraire (3.4) de (2.146).
3.2.2 Inégalité de Korn discrète sur une discrétisation isotrope
Pour démontrer la coercivité de la forme bilinéaire Ah dans la norme ‖ · ‖h, nous
avons besoin de l'inégalité de Korn discrète. En eﬀet, pour les méthodes d'approxima-
tions H1 non-conformes, l'inégalité de Korn classique est inadéquate.
Rappelons le résultat suivant énoncé dans la sous-section 2.6.
Lemme 3.4. ([35]) Soit φ une semi-norme satisfaisant les conditions (2.110) et
(2.111) ci-dessus (cf. sous-section 2.6). Alors l'inégalité de Korn classique (2.106)
implique l'inégalité :
|v|1,K 6 CK (‖ D(v) ‖K +φ(v)) , ∀v ∈ [H1(K)]N . (3.12)
L'objectif de la présente sous-section, est de démontrer l'analogue de (3.12) pour les
fonctions vectorielles aﬃnes par morceaux et [H1]N par morceaux. Nous considérons
une discrétisation isotrope.
Soit Th une triangulation sur K. Nous introduisons les espaces discrets suivants :
VTh :=
{
v ∈ [L2(K)]N : v|T = vT ∈ [P1(T )]N , ∀T ∈ Th
}
,
WTh :=
{
w ∈ [H1(K)]N : w|T = wT ∈ [P1(T )]N ,∀T ∈ Th
}
:= [H(K,Th)]
N .
Pour v ∈ VTh , on pose :
Fv(s) :=
1
|χs|
∑
T∈χs
vT (s),∀s ∈ Nh(K), (3.13)
où χs est l'ensemble des éléments du maillage ayant s comme sommet.
Lemme 3.5. ([35]) Si la triangulation Th sur K satisfait l'Hypothèse 2.21, alors la
fonction F est bien déﬁnie de VTh dans WTh.
Preuve. Considérons v ∈ VTh puis posons w = Fv. Montrons que w existe et
est unique dans WTh . Par (3.13), wT existe et est bien unique dans [P1(T )]N puisque
wT (s) est bien connu en chaque sommet s ∈ N(T ).
Il reste maintenant à montrer la continuité de w à travers les interfaces du maillage.
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Soient donc T1 et T2 deux éléments du maillage partageant une arête/face interne
E (l'Hypothèse 2.21 étant satisfaite). Alors wT1(si) = wT2(si), i = 1, . . . , N , où les si
sont les sommets de E. D'où wT1 = wT2 sur E. Ainsi grâce au théorème de recollement
d'espace de Sobolev (i.e. Théorème 2.5), la fonction w déﬁnie par :
w :=
{
wT1 sur T1,
wT2 sur T2,
(3.14)
appartient à [H1(T1 ∪ T2)]N . De proche en proche, nous recouvrons K.
Le lemme suivant donne l'estimation de base pour l'opérateur F :
Lemme 3.6. ( [35, Lemme 2.1]) Soit Th une triangulation sur K satisfaisant l'Hy-
pothèse 2.21 et l'Hypothèse 2.23. Alors, l'opérateur F satisfait l'estimation :
|(vT − Fv)(s)|2RN .
∑
E∈Es
|[v]E(s)|2RN , ∀v ∈ VTh , ∀T ∈ Th et ∀s ∈ N(T ), (3.15)
où Es est l'ensemble de toutes les arêtes (ou faces) du maillage ayant s comme sommet.
Preuve. Soit v ∈ VTh , T ∈ Th et s ∈ N(T ). On a au vu de la déﬁnition (3.13) de
l'opérateur F et du Lemme 3.5 (l'Hypothèse 2.21 étant satisfaite), les égalités :
(vT − Fv)(s) = vT (s)− Fv(s) = vT (s)− 1|χs|
∑
T ′∈χs
vT ′(s)
=
1
|χs|
∑
T ′∈χs
vT (s)− 1|χs|
∑
T ′∈χs
vT ′(s)
=
1
|χs|
∑
T ′∈χs
(vT (s)− vT ′(s)) .
Si T ′ ∈ χs, alors grâce à l'Hypothèse 2.23, il existe un nombre ﬁni de mailles T1, . . . , Tm
dans χs telles que : T1 = T , Tm = T ′ et ∂Tj ∩ ∂Tj+1 = Ej, pour tous j = 1, . . . ,m− 1.
Ainsi,
vT (s)− vT ′(s) = vT1(s)− vTm(s)
= (vT1(s)− vT2(s)) + (vT2(s)− vT3(s))
+ · · ·+ (vTj(s)− vTj+1(s)) + vTm−1(s)− vTm(s).
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Par conséquent,
|vT (s)− vT ′(s)|2RN =
∣∣∣∣∣
m−1∑
j=1
vTj(s)− vTj+1(s)
∣∣∣∣∣
2
RN
6
m−1∑
j=1
∣∣vTj(s)− vTj+1(s)∣∣2RN ,
soit,
|vT (s)− vT ′(s)|2RN 6
m−1∑
j=1
∣∣[v]Ej(s)∣∣2RN
.
∑
E∈Es
|[v]E(s)|2RN .
Finallement, l'estimation (3.15) du lemme tient grâce à l'Hypothèse 2.23.
Nous pouvons maintenant prouver l'inégalité de Korn discrète pour les fonctions
dans VTh sur une discrétisation isotrope [35].
Lemme 3.7. ([35, Lemme 2.2]) Soit {Th}h>0, une famille régulière de triangulations
sur K satisfaisant l'Hypothèse 2.21 et l'Hypothèse 2.23 et, telle que hT ∼ diam(E),
∀T ∈ χs, ∀E ∈ Es et s ∈ N(K¯) ; soit φ : [H1(K,Th)]N −→ R+ une semi-norme telle
que les conditions (2.110) et (2.111) soient satisfaites. On suppose, de plus que,
|φ(v− Fv)|2 .
∑
E∈Eh(K¯)
diam(E)N−2
∑
s∈N(E)
|[v]E(s)|2RN . (3.16)
Alors, on a l'estimation suivante :
|v|2[H1(K,Th)]N .‖ DTh(v) ‖2K +|φ(v)|2+
∑
E∈Eh(K¯)
diam(E)N−2
∑
s∈N(E)
|[v]E(s)|2RN (3.17)
∀v ∈ VTh ,
où
|v|[H1(K,Th)]N :=
(∑
T∈Th
|v|21,T
)1/2
. (3.18)
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Preuve. Soit v ∈ VTh . On a en utilisant l'inégalité (2.113) et la déﬁnition de φ :
|v|2H1(K,Th) 6 |v− Fv|2H1(K,Th) + |Fv|2H1(K)
. ‖ D(Fv) ‖2K +(φ(Fv))2 + |v− Fv|2H1(K,Th)
. ‖ DTh(v) ‖2K +(φ(v))2 + (φ(v− Fv))2 + |v− Fv|2H1(K,Th).
Grâce à la condition (3.16), on a :
|v|2H1(K,Th) 6 ‖ DTh(v) ‖2K +(φ(v))2 +
+
∑
E∈Eh(K¯)
diam(E)N−2
∑
s∈N(E)
|[v]E(s)|2 + |v− Fv|2H1(K,Th).
Il reste maintenant à estimer le terme |v − Fv|2H1(K,Th). En utilisant les inégalités
inverses standard [48, 89], on a :
|v− Fv|21,T . ‖ J−1T ‖2RN×N ×| det (JT )| × |v− Fv|21,T¯ , et (3.19)
| det (JT )| = |T ||T | . (3.20)
Donc,
|v− Fv|21,T . ‖ J−1T ‖2RN×N ×|T | × |v− Fv|21,T¯ . (3.21)
Rappelons que [48, 89] :
‖ J−1T ‖RN×N6
h¯
ρT
. (3.22)
Ainsi,
|v− Fv|21,T .
|T |
ρ2T
× |v− Fv|21,T¯ . (3.23)
Nous distinguons ici deux cas :
• Cas 1 (Dimension N = 2). On a, |T | = base× hauteur
2
. h2T et donc,
|v− Fv|21,T .
(
hT
ρT
)2
× |v− Fv|21,T¯ . (3.24)
Comme vT − Fv ∈ [P1(T )]N , donc l'équivalence des normes dans les espaces de di-
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mension ﬁnie entraîne :
|v− Fv|21,T .
(
hT
ρT
)2
×
∑
s∈N(T )
|(vT − Fv)(s)|2RN . (3.25)
• Cas 2 ( Dimension N = 3). On a, |T | = aire de base ×hauteur
3
6 h
3
T
3
et donc,
|v− Fv|21,T . hT ×
(
hT
ρT
)2
×
∑
s∈N(T )
|(vT − Fv)(s)|2RN . (3.26)
Nous pouvons donc écrire en dimension N = 2 ou 3, l'estimation :
|v− Fv|21,T . (hT )N−2 × (σT )2 ×
∑
s∈N(T )
|(vT − Fv)(s)|2RN . (3.27)
Nous voyons clairement que le second membre de l'inégalité (3.27) fait intervenir l'ap-
platissement de T . Ainsi, sous l'hypothèse de régularité du maillage (Déﬁnition 2.12),
l'inégalité (3.27) devient :
|v− Fv|21,T 6 C(σ0)(hT )N−2 ×
∑
s∈N(T )
|(vT − Fv)(s)|2RN . (3.28)
De l'hypothèse : hT ∼ diam(E), ∀T ∈ χs, ∀E ∈ Es et s ∈ N(K¯), l'inégalité (3.28)
conduit à l'estimé (3.29) :
|v− Fv|21,T 6 C(σ0)× (diam(E))N−2 ×
∑
s∈N(T )
|(vT − Fv)(s)|2RN . (3.29)
Le lemme est donc complètement démontré.
Nous déﬁnissons maintenant sur chaque T ∈ Th, un opérateur d'interpolation ΠT
de [H1(T )]N dans RM(T ) (l'espace des mouvements rigides restreint à T ) par les
conditions suivantes : ∣∣∣∣∫
T
(v− ΠTv)
∣∣∣∣
RN
= 0 ∀v ∈ [H1(T )]N , (3.30)∣∣∣∣∫
T
rot(v− ΠTv)
∣∣∣∣
RN
= 0 ∀v ∈ [H1(T )]N , (3.31)
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où l'on rappelle que :∣∣∣∣∫
T
rot(v− ΠTv)
∣∣∣∣
RN
=
{ ∣∣∫
T
rot(v− ΠTv)
∣∣
R3 si N = 3,∣∣∫
T
rot(v− ΠTv)
∣∣ si N = 2. (3.32)
Ces conditions déterminent ΠT parce qu'on a [35] :(
m ∈ RM(T ) et
∣∣∣∣∫
T
mdx
∣∣∣∣
RN
=
∣∣∣∣∫
T
rot(m)dx
∣∣∣∣
RN
= 0
)
⇐⇒m = 0. (3.33)
Lemme 3.8. ([35, Section 3]) L'opérateur ΠT satisfait les estimations :
‖ ∇(v− ΠTv) ‖T . ‖ D(v− ΠTv) ‖T=‖ D(v) ‖T , (3.34)
‖ v− ΠTv ‖T . hT ‖ ∇(v− ΠTv) ‖T . (3.35)
Soit Π : [H1(K,Th)]N −→ VTh , l'application de [H1(K,Th)]N dans l'espace des
champs de vecteurs aﬃnes par morceaux VTh déﬁni par :
(Πv)|T := ΠTvT , ∀T ∈ Th. (3.36)
Nous pouvons à présent énoncer l'inégalité de Korn discrète pour les fonctions dans
[H1(K,Th)]
N sur une discrétisation isotrope [35, Théorème 3.1].
Théorème 3.9. ([35, Théorème 3.1]) Soit {Th}h>0 une famille régulière de triangu-
lations sur K satisfaisant les Hypothèses 2.21 et 2.23 et, telle que hT ∼ diam(E),
∀T ∈ χs, ∀E ∈ Es et s ∈ N(K¯) ; soit φ : [H1(K,Th)]N −→ R+ une semi-norme telle
que les conditions (2.110), (2.111) et (3.16) soient satisfaites et, en plus, la condition :
φ(v− Πv) . ‖ DTh(v) ‖K , ∀v ∈ [H1(K,Th)]N , (3.37)
où Π : [H1(K,Th)]
N −→ VTh est déﬁni par (3.36). Alors, nous avons l'estimation
suivante pour tout v ∈ [H1(K,Th)]N :
|v|2H1(K,Th) .
‖ DTh(v) ‖2K +(φ(v))2 + ∑
E∈E(K¯)
(diam(E))−1 ‖ ΠE[v]E ‖2E
 , (3.38)
avec ΠE, la projection orthogonale de [L
2(E)]N dans [P1(E)]N .
On pourra se référer à [35] pour des exemples de semi-normes φ satisfaisant les
conditions (2.110), (2.111), (3.16) et (3.37).
Méthode d'éléments ﬁnis et Analyse d'erreur a-posteriori. HOUEDANOU Koﬃ Wilfrid c©URPM/IMSP 2015
wilfrid.houedanou@imsp-uac.org
Approximation par éléments ﬁnis non-conformes isotropes 82
3.2.3 Existence et l'unicité d'une solution du problème discret
Nous pouvons maintenant prouver l'existence et l'unicité d'une solution du prob-
lème discret (3.6).
Continuité des formes discrètes
Lemme 3.10. ([98]) Les estimations suivantes tiennent :
|L(vh)| . ‖ vh ‖h, ∀vh ∈ Hh +H, (3.39)
|G(qh)| . ‖ qh ‖, ∀qh ∈ Qh, (3.40)
|Ah(uh, vh)| . ‖ uh ‖h × ‖ vh ‖h, ∀uh, vh ∈ Hh +H, (3.41)
|bh(vh, qh)| . ‖ vh ‖h × ‖ qh ‖, ∀vh ∈ Hh +H,∀qh ∈ Qh. (3.42)
Preuve. Ces estimations suivent immédiatement l'inégalité de Hölder.
Coercivité de la forme bilinéaire Ah
Nous introduisons ici l'espace discret :
Zh := {vh ∈ Hh : bh(vh, qh) = 0∀qh ∈ Qh} . (3.43)
Lemme 3.11. ([7]) Si vh ∈ Zh, alors div vh = 0 pour chaque T ∈ Th.
Preuve. Soit vh ∈ Zh. Alors par déﬁnition de l'espace Hh, vh|T ∈ [P1(T )]N , et
donc, div (vh|T ) ∈ P0(T ), ∀T ∈ Th. Posons qh = div vh sur T . Comme qh ∈ L2(Ω) ⊂
L1(Ω) (Ω étant borné), il reste à prouver que
∫
Ω
qh = 0.
∣∣∣∣∫
Ω
qh
∣∣∣∣ = ∣∣∣∣∫
Ω
div vh
∣∣∣∣
=
∣∣∣∣∫
∂Ω
n · vh
∣∣∣∣ (formule de divergence)
6
∑
E∈Eh(∂Ω)
∣∣∣∣∫
E
[nE · vh]E
∣∣∣∣ (inégalité triangulaire)
6
∑
E∈Eh(Ω+s )
∣∣∣∣∫
E
[nE · vh]E
∣∣∣∣+ ∑
E∈Eh(Ωd)
∣∣∣∣∫
E
[nE · vh]E
∣∣∣∣+
+
∑
E∈Eh(∂Ωd)
∣∣∣∣∫
E
[nE · vh]E
∣∣∣∣ = 0.
Méthode d'éléments ﬁnis et Analyse d'erreur a-posteriori. HOUEDANOU Koﬃ Wilfrid c©URPM/IMSP 2015
wilfrid.houedanou@imsp-uac.org
Approximation par éléments ﬁnis non-conformes isotropes 83
D'où, via les propriétés de l'espace discret Hh, il en resort que :∫
Ω
qh = 0. (3.44)
Ainsi, bh(qh,vh) = −
∑
T∈Th
‖ div vh ‖2T= 0.
Le lemme est donc démontré.
Nous montrons à présent la coercivité de la forme bilinéaire Ah sur Zh.
Lemme 3.12. ([7] Coercivité discrète) Soit {Th}h>0 une famille régulière de tri-
angulations sur Ω satisfaisant les Hypothèses 2.21 à 2.23. Alors la forme bilinéaire
discrète Ah est élliptique sur Zh, c'est-à-dire vériﬁe l'estimation :
Ah(vh, vh) & ‖ vh ‖2h, ∀vh ∈ Zh. (3.45)
Preuve. Soit vh ∈ Zh. On a :
Ah(vh,vh) = 2µ
∑
T∈Tsh
‖ D(vh) ‖2T +µ(K−1vh,vh)Ωd +
N−1∑
j=1
µα1
κj
‖ vh · τj ‖2ΓI
+ Jiso
Ω+s
(vh,vh) + J
iso
Ωd
(vh,vh) + J
iso
∂Ωd
(vh,vh)
Considérons la semi-norme φ3 déﬁnie par,
φ3(vh) =
∣∣∣∣∣∣
∑
T∈Tsh
∫
T
rotvh
∣∣∣∣∣∣
RN
, ( ici N = 1 ou N = 3). (3.46)
Rappelons que la semi-norme φ3 satisfait les conditions (2.110), (2.111), (3.16) et
(3.37) (cf. [35]). Rappelons également que le rotationnel rot(vh) de vh est une fonction
scalaire constante (N = 2) et une fonction vectorielle constante (N = 3) sur chaque
T . On a, en utilisant l'inégalité de Young (2.105) et la formule de Green (2.96) :
φ3(vh) =
∣∣∣∣∫
Ωs
rotvh
∣∣∣∣
RN
=
∣∣∣∣∫
∂Ωs
γτ (vh)
∣∣∣∣
RN
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=
∣∣∣∣∫
Γs
γτ (vh)
∣∣∣∣
RN
+
∣∣∣∣∫
ΓI
γτ (vh)
∣∣∣∣
RN
.
∫
Γs
|γτ (vh)|RN +
∫
ΓI
|γτ (vh)|RN .
• Estimons
∑
E∈Eh(Γs)
∫
E
|γτ (vh)|RN (N = 1 ou N = 3). On a par l'inégalité de Cauchy-
Schwarz :
∑
E∈Eh(Γs)
∫
E
|γτ (vh)|RN 6
∑
E∈Eh(Γs)
{(∫
E
|γτ (vh)|2RN
)1/2
× |diam(E)|1/2
}
6
∑
E∈Eh(Γs)
{
diam(E)−1/2 ×
(∫
E
|γτ (vh)|2RN
)1/2
× diam(E)
}
6
 ∑
E∈Eh(Γs)
diam(E)−1
∫
E
|[vh]2E|RN
1/2 ×
 ∑
E∈Eh(Γs)
diam(E)2
1/2
Par ailleurs,  ∑
E∈Eh(Γs)
diam(E)2
1/2 . 1, (3.47)
Donc,
∑
E∈Eh(Γs)
∫
E
|γτ (vh)|RN .
 ∑
E∈Eh(Γs)
diam(E)−1
∫
E
|[vh]E|2RN
1/2 . (3.48)
D'où,
∑
E∈Eh(Γs)
∫
E
|γτ (vh)|RN .
(
Jiso
Ω+s
(vh,vh)
)1/2
. (3.49)
• Estimons maintenant
∑
E∈Eh(ΓI)
∫
E
|γτ (vh)|RN . On a par Cauchy-Schwarz :
∑
E∈Eh(ΓI)
∫
E
|γτ (vh)|RN 6
(∫
ΓI
|γτ (vh)|2RN
)1/2
× |ΓI |1/2
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. ah(vh,vh)1/2.
Avec ces deux estimés, on a l'estimation :
(φ3(vh))
2 . Jiso
Ω+s
(vh,vh) + ah(vh,vh). (3.50)
Ainsi,
Jiso
Ω+s
(vh,vh) + ah(vh,vh) +
∑
T∈Tsh
‖ D(vh) ‖2T &
∑
T∈Tsh
‖ D(vh) ‖2T +(φ3(vh))2 +
+ Jiso
Ω+s
(vh,vh).
On applique alors l'inégalité de Korn discrète du Théorème 3.9 au second membre de
cette inégalité pour avoir :
Jiso
Ω+s
(vh,vh) + ah(vh,vh) +
∑
T∈Tsh
‖ D(vh) ‖2T &
∑
T∈Tsh
‖ ∇(vh) ‖2T . (3.51)
D'où,
Jiso(vh,vh) + ah(vh,vh) +
∑
T∈Tsh
‖ D(vh) ‖2T &
∑
T∈Tsh
‖ ∇(vh) ‖2T +Jiso(vh,vh),
soit,
Ah(vh,vh) &
∑
T∈Tsh
‖ ∇(vh) ‖2T +Jiso(vh,vh). (3.52)
Par ailleurs,
Ah(vh,vh) >
N−1∑
j=1
‖ vh · τj ‖2ΓI , (3.53)
Ah(vh,vh) > ‖ vh ‖2Ωd . (3.54)
Les estimés (3.52), (3.53) et (3.54), et le Lemme 3.11 conduisent à l'estimé du lemme.
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Condition inf-sup de la forme bilinéaire bh
Nous montrons ici la condition inf-sup de la forme bilinéaire bh sur Hh×Qh. Mais
avant, nous introduisons l'espace :
W :=
{
v ∈ H : v|Ωd ∈ [H1(Ωd)]N
}
. (3.55)
Nous déﬁnissons ensuite l'opérateur d'interpolation de Crouzeix-Raviart
rh : W −→ Hh par :
∫
E
(rhv)sds =
∫
E
vsds,∀E ∈ Eh(Ωs),∀v ∈ W, (3.56)∫
E
(rhv)dds =
∫
E
vdds,∀E ∈ Eh(Ωd),∀v ∈ W. (3.57)
Lemme 3.13. ([98]) L'opérateur d'interpolation rh est borné, c'est-à-dire :
‖ rhv ‖h .
(‖ v ‖21,s + ‖ v ‖21,d)1/2 ,∀v ∈ W. (3.58)
La constante dépend de σ0, µ et N .
Lemme 3.14. ([7] Condition inf-sup discrète) Soit {Th}h>0 une famille régulière
de triangulations sur Ω satisfaisant les Hypothèses 2.21 et 2.22. Alors, la forme bil-
inéaire bh satisfait la condition inf-sup uniforme sur Hh ×Qh, c'est-à-dire :
inf
qh∈Qh
sup
vh∈Hh
bh(vh, qh)
‖ vh ‖h × ‖ qh ‖ & 1. (3.59)
Preuve. On utilise l'argument de Fortin, i.e. pour tout qh ∈ Qh, nous allons
associer un vh ∈ Hh tel que :
bh(vh, qh) =‖ qh ‖2Ω et ‖ vh ‖h . ‖ qh ‖Ω .
Soit donc qh ∈ Qh ⊂ Q. Alors de [67, Corollaire 2.4, Page 24], il existe une fonction
vectorielle v ∈ [H10 (Ω)]N telle que :{
div v = −qh, dans Ω
‖ v ‖1,Ω . ‖ qh ‖Ω .
(3.60)
Méthode d'éléments ﬁnis et Analyse d'erreur a-posteriori. HOUEDANOU Koﬃ Wilfrid c©URPM/IMSP 2015
wilfrid.houedanou@imsp-uac.org
Estimation d'erreur a-priori 87
[H10 (Ω)]
N ⊂ W , donc v ∈ W . On prend vh = rhv ∈ Hh et on a :
bh(v− rhv, qh) = −
∑
T∈Th
∫
T
qhdiv (v− rhv),
= −
∑
T∈Th
∫
∂T
qhnT · (v− rhv)
= −
∑
E∈Eh(Ω+s )
∫
E
qhnE · (v− rhv)
−
∑
E∈Eh(Ωd)
∫
E
qhnE · (v− rhv)
= 0 ( d'après les identités (3.56) et (3.57)).
D'où, bh(v, qh) = bh(rhv, qh).
Ainsi, en utilisant le système (3.60), on a :
bh(rhv, qh) = −
∫
Ω
qhdiv(v) =‖ qh ‖2 & ‖ v ‖1,Ω × ‖ qh ‖ . (3.61)
Par ailleurs,
‖ vh ‖h=‖ rhv ‖h . ‖ v ‖1,Ω . (3.62)
De (3.61) et (3.62), on déduit que :
bh(rhv, qh) & ‖ vh ‖h × ‖ qh ‖, ∀qh ∈ Qh. (3.63)
Et la condition inf-sup (3.59) suit.
Théorème 3.15. ([7]) Soit {Th}h>0 une famille régulière de triangulations sur Ω
satisfaisant les Hypothèses 2.21 à 2.23. Alors, le problème discret (3.4) admet une
solution et une seule dans Hh ×Qh.
Preuve. Le résultat découle directement des Lemmes 3.10, 3.12 et 3.14.
3.3 Estimation d'erreur a-priori
Lemme 3.16. (Strang [98]) Soit (u, p) l'unique solution du problème faible (2.146).
Soit {Th}h>0 une famille régulière de triangulations sur Ω satisfaisant les Hypothèses
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2.21 à 2.23. Soit (uh, ph) l'unique solution du problème discret (3.4). Alors, on a
l'estimation suivante :
‖ e ‖h + ‖ ε ‖ . inf
vh∈Hh
‖ u− vh ‖h + inf
qh∈Qh
‖ p− qh ‖ +M1h +M2h. (3.64)
où M1h et M2h sont des termes d'erreur de consistance déﬁnis par :
M1h = sup
vh∈Hh
|Ah(u, vh) + bh(vh, p)− (f, vh)Ω|
‖ vh ‖h , (3.65)
M2h = sup
qh∈Qh
|bh(u, qh) + (g, qh)Ω|
‖ qh ‖ . (3.66)
Notons que bh(u, qh) = b(u, qh) = −(g, qh)Ω et donc M2h = 0.
Lemme 3.17. ([98] Estimation d'erreur d'interpolation ) Soit (u, p) l'unique so-
lution du problème faible (2.146). Soit {Th}h>0 une famille régulière de triangula-
tions sur Ω satisfaisant l'Hypothèse 2.21 et l'Hypothèse 2.22. On suppose que : us ∈
[H2(Ωs)]
N ,ud ∈ [H2(Ωd)]N , ps ∈ H1(Ωs) et pd ∈ H1(Ωd). Alors,
inf
vh∈Hh
‖ u− vh ‖h . h (|u|2,s + |u|2,d) , (3.67)
inf
qh∈Qh
‖ p− qh ‖ . h (|p|1,s + |p|1,d) . (3.68)
Lemme 3.18. ([7] Consistance) On suppose que les hypothèses du Lemme 3.17 sont
satisfaites. Alors, nous avons l'estimation suivante :
M1h . h (|u|2,s + |p|1,s + |p|1,d) . (3.69)
Preuve. Considérons le terme Ah(u,vh) + bh(vh, p) − (f,vh)Ω. L'hypothèse de
régularité de u implique que Jiso(u,vh) = 0 et donc Ah(u,vh) = ah(u,vh), ∀vh ∈ Hh.
Ainsi, en intégrant par partie, on a les égalités suivantes :
−(f,vh)Ω = −(f,vh)Ωs − (f,vh)Ωd
= (2µdiv D(u)−∇p,vh)Ωs −
(
µK−1u +∇p,vh
)
Ωd
= 2µ (div D(u),vh)Ωs − (∇p,vh)Ωs − µ
(
K−1u,vh
)
Ωd
− (∇p,vh)Ωd
=
∑
T∈Tsh
{
2µ (div D(u),vh)T − (∇p,vh)T
}
+
+
∑
T∈Tdh
{
µ
(
K−1u,vh
)
T
− (∇p,vh)T
}
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=
∑
T∈Tsh
{
− 2µ (D(u) ,D(vh))T + 2µ (nT · D(u),vh)∂T + (p, div vh)T − (vh · nT , p)∂T
}
+
∑
T∈Tdh
{
− µ (K−1u,vh)T + (p, div vh)T − (vh · nT , p)∂T }
= −
∑
T∈Tsh
2µ (D(u),D(vh))T
+ µ (K−1u,vh)Ωd − (p,∇h · vh)Ω
+
∑
T∈Tsh
{
2µ(nT · D(u),vh)∂T − (vh · nT , p)∂T
}
−
∑
T∈Tdh
(vh · nT , p)∂T
= −ah(u,vh) +
N−1∑
j=1
µα1√
κj
(us · τj,vh,s · τj)ΓI − bh(u,vh)
+ 2µ
∑
E∈Eh(Ω+s )
(nE · D(u), [vh]E)E −
∑
E∈Eh(Ωd)∪Eh(∂Ωd)
([vh · nE]E, pd)E
−
∑
E∈Eh(Ω+s )
([vh · nE, ps]E)E .
Posons :
R1 =
N−1∑
j=1
µα1√
κj
(us · τj,vh,s · τj)ΓI ,
R2 = 2µ
∑
E∈Eh(Ω+s )
(nE · D(u), [vh]E)E ,
R3 =
∑
E∈Eh(Ωd)∪Eh(∂Ωd)
([vh · nE]E, pd)E ,
R4 =
∑
E∈Eh(Ω+s )
([vh · nE, ps]E)E .
Alors Ah(u,vh) + bh(vh, p) − (f,vh)Ω = R1 + R2 + R3 + R4. Il reste donc à majorer
les termes Ri (i = 1, . . . , 4).
• Majoration de R1.
|R1| 6
N−1∑
j=1
µα1√
κj
(∫
ΓI
|us · τj|2
)1/2
×
(∫
ΓI
|vh,s · τj|2
)1/2
6
N−1∑
j=1
µα1√
κj
‖ us ‖1,Ωs ×
(∫
ΓI
|vh,s · τj|2
)1/2
6 max
16j6N−1
(
µα1√
κj
)
h ‖ us ‖1,Ωs × ‖ vh ‖h .
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Aﬁn de majorer les trois autres termes, on introduit l'opérateur de projection ΠE :
L2(E) −→ P0(E) tel que, ∫
E
ΠEv =
∫
E
v,∀E ∈ Eh. (3.70)
L'opérateur ΠE a la propriété [98] :
‖ v − ΠEv ‖E . h1/2E |v|1,T , ∀v ∈ H1(T ),∀E ∈ E(T ). (3.71)
Pour v = (v1, . . . , vN) ∈ [L2(E)]N , nous notons ΠEv ∈ [P0(E)]N tel que :
(ΠEv)i := ΠEvi, i = 1, . . . , N, (3.72)
avec l'estimation :
‖ v− ΠEv ‖E . h1/2E |v|1,T , ∀v ∈ H1(T )N . (3.73)
• Majoration de R2 : nE · D(u)|E ∈ [L2(E)]N , donc ΠE(nE · D(u)) ∈ P0(E)N .
∫
E
ΠE(nE · D(u)) · [vh]E = ΠE(nE · D(u))
∫
E
[vh]E = 0. (3.74)
Donc,∫
E
nE · D(u) · [vh]E =
∫
E
(nE · D(u)− ΠE(nE · D(u)) · [vh]E
=
∫
E
(I − ΠE)(nE · D(u)) · [vh]E
. ‖ h1/2E (I − ΠE)(nE) · D(u) ‖E × ‖ h−1/2E [vh]E ‖E
. hE|D(u)|1,T × h−1/2E ‖ [vh]E ‖E .
D'où en sommant sur les E ∈ Eh(Ω+s ), on obtient :
|R2| . h|u|2,s× ‖ vh ‖h . (3.75)
• Majoration de R3 et R4 : Par la même technique, on montre que,
|R3| . h (|p|1,s + |p|1,d)× ‖ vh ‖h,
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|R4| . h (|p|1,d)× ‖ vh ‖h .
Théorème 3.19. ([7] Convergence) Soit (u, p) l'unique solution du problème faible
(2.146). Soit {Th}h>0 une famille régulière de triangulations sur Ω satisfaisant les
Hypothèses 2.21 à 2.23. Soit (uh, ph), l'unique solution du problème discret (3.4). Si
us ∈ [H2(Ωs)]N ,ud ∈ [H2(Ωd)]N , ps ∈ H1(Ωs) et pd ∈ H1(Ωd), alors l'estimation
d'erreur a-priori suivante tient :
‖ u− uh ‖h + ‖ p− ph ‖ . h (|us|2,s + |ud|2,d + |ps|1,s + |pd|1,d) . (3.76)
Preuve. La preuve provient directement des Lemmes (3.16), (3.17) et (3.18).
3.4 Quelques résultats techniques
Nous rappelons d'abord dans cette section, les résultats d'analyse fonctionnelle que
nous utilisons pour établir les résultats techniques. Ces résultats techniques facilitent
le processus d'obtention des estimateurs d'erreur a-posteriori.
Nous commençons par le théorème suivant :
Théorème 3.20. ([69, Page 55-56]) Si la frontière ∂K = Γ1 ∪ Γ2 ⊂ R2 est suﬃsam-
ment régulière, alors l'application u 7−→ (f1, f2), où f1 = γ0u|Γ1 et f2 = γ0u|Γ2 est une
application linéaire continue de H1(K) dans le sous-espace de H1/2(Γ1) × H1/2(Γ2)
déﬁni par la condition :∫ δ
0
|fk(xj(σ))− fj(xj(−σ))|2
σ
dσ <∞, k, j ∈ {1, 2} avec j 6= k. (3.77)
δ est un réel strictement positif déﬁni dans le Lemme 1.5.1.9 de [69, Page 59], γ0 est
l'opérateur trace dans H1(K) et xj(σ) ∈ Γk pour j 6= k et xj(−σ) ∈ Γj.
Remarque 3.21. Un résultat similaire au Théorème 3.20 est établi dans la section 2
de [68] pour N = 3, lorsque la frontière ∂K est polyédrale et K situé d'un seul côté de
sa frontière.
On introduit les espaces suivants :
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H0(∆
Dir,Ωd) =
{
ψ ∈ H10 (Ωd), ∆ψ ∈ L2(Ωd)
}
,
H0(∆
Neu,Ωd) =
{
ψ ∈ H1(Ωd), ∆ψ ∈ L2(Ωd) et ∇ψ · n = 0 sur ∂Ωd
}
,
XdN = {ψ ∈ H(rot,Ωd) ∩H(div,Ωd), ψ × n = 0 sur ∂Ωd} ,
HdN = {ψ ∈ H(rot,Ωd) ∩H(div,Ωd), ψ · n = 0 sur ∂Ωd} ,
HdN = XdN ∩ [H1(Ωd)]3 et HdT = XdT ∩ [H1(Ωd)]3.
Le second résultat d'analyse fonctionnel dont nous aurons besoin est le suivant :
Théorème 3.22. ([50, Page 8]) Si le domaine Ωd est suﬃsamment régulié, alors :
1. pour tout complément fermé KDir de H
2(Ωd)∩H10 (Ωd) dans H0(∆Dir,Ωd), nous
avons :
XdN = HdN ⊕∇KDir; (3.78)
2. pour tout complément fermé KNeu de H
2(Ωd)∩H0(∆Neu,Ωd) dans H0(∆Neu,Ωd),
nous avons :
XdT = HdT ⊕∇KNeu. (3.79)
Soient à présent les espaces fonctionnels :
E =
{
v ∈ [H10 (Ωd)]N , ∇ · v = 0 dans Ωd
}
, (3.80)
F = {v ∈ H(div,Ωd), v · n = 0 sur ∂Ωd et ∇ · v = 0 dans Ωd} . (3.81)
Il est prouvé dans [67, Page 44] que les espaces E et F admettent la décomposition
suivante :
[H10 (Ωd)]
N = E⊕ E⊥ et [L2(Ωd)]N = F⊕ F⊥, (3.82)
où E⊥ est l'orthogonal de E pour le produit scalaire (∇u,∇v)Ωd , ∀u,v ∈ [H10 (Ωd)]N
et F⊥ est l'orthogonal de F pour le produit scalaire (u,v)Ωd + (∇ · u,∇ · v)Ωd ,
∀u,v ∈ H(div,Ωd).
Le dernier résultat d'analyse que nous rappelons est donné par le théorème :
Théorème 3.23. ([67])
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1. [67, Page 24 ] : L'opérateur gradient est un isomorphisme de L20(Ωd) dans
E0 =
{
Y ∈ [H−1(Ωd)]N , 〈Y, v〉 = 0,∀v ∈ E
}
.
2. [67, Page 24] : L'opérateur divergence est un isomorphisme de E⊥ dans L20(Ωd).
3. [67, Page 40] : En dimension N = 2, l'opérateur rotationnel (rot) est un iso-
morphisme de {v ∈ H2(Ωd), γdv = 0 sur ∂Ωd} dans F.
4. [67, Page 48] : Soit v une fonction de [L2(Ωd)]
3 satisfaisant la condition div v =
0 dans Ωd, alors il existe une fonction vectorielle ψ ∈ H(rot,Ωd) telle que,
v = rot ψ, (3.83)
avec les conditions aux bords,
ψ × n = 0 sur ∂Ωd et
∫
∂Ωd
ψ · n = 0. (3.84)
3.4.1 Décomposition de Helmholtz
Dans cette sous-section, nous établissons un résultat de décomposition de Helmholtz
pour les fonctions vectorielles appartenant à l'espace des vitesses H déﬁni en (2.141)
ci-dessus.
On rappelle l'espace H :
H :=
{
v ∈ H(div; Ω) : v|Ωs ∈ [H1(Ωs)]N , v = 0 sur Γs et v · nd = 0 sur Γd
}
,(3.85)
avec la norme :
‖ v ‖H :=
(|v|21,s+ ‖ v ‖2d + ‖ div v ‖2d)1/2 , ∀v ∈ H. (3.86)
Théorème 3.24. ([7]) Chaque fonction v ∈ H admet la décomposition :
v = v0 + v1, (3.87)
où v0, v1 ∈ H mais satisfaisant v0 ∈ [H1(Ω)]N ,
v1 =
{
0 dans Ωs,
rot ψ dans Ωd,
(3.88)
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où ψ ∈ H10 (Ωd) si N = 2 et ψ ∈ [H1(Ωd)]3 ∩H0(rot,Ωd) si N = 3, avec l'estimé :
‖v0‖1,Ω + ‖ψ‖1,Ωd . ‖v‖H. (3.89)
Preuve. Fixons v ∈ H. Alors par déﬁnition de l'espace H, v|Ωs ∈ [H10,Γs(Ωs)]N et
γsv ∈ [H1/2(∂Ωs)]N avec γsv = 0 sur Γs. Ainsi γsv ∈ [H˜ 12 (ΓI)]N .
Comme (γsv,0) ∈ [H˜ 12 (ΓI)]N × [H1/2(Γd)]N , alors selon le Théorème 3.20 si N = 2 et
la section 2 de [68] si N = 3, nous pouvons considérer un relèvement R0v ∈ [H1(Ωd)]N
tel que, {
γdR0v = γsv sur ΓI ,
γdR0v = 0 sur Γd,
(3.90)
satisfaisant l'estimé,
‖R0v‖1,Ω . ‖γsv‖H˜ 12 (ΓI) . ‖v‖H, (3.91)
où γl est l'opérateur trace dans H1(Ωl), l = s, d. Donc la fonction v−R0v appartient
à H(div,Ωd). La propriété (3.90) entraîne,
(v−R0v) · nd = 0 sur ∂Ωd, (3.92)
qui implique, par formule de divergence :∫
Ωd
div (v−R0v) = 0. (3.93)
Ainsi, par le Théorème 3.23 ( Point 2), il existe une unique fonction w0 ∈ [H10 (Ωd)]N
telle que,
div w0 = div (v−R0v) dans Ωd, (3.94)
avec l'estimé,
‖w0‖1,Ωd . ‖div (v−R0v)‖Ωd . (3.95)
Soit maintenant w = w0 + R0v. Comme w0 ∈ [H10 (Ωd)]N et R0v ∈ [H1(Ωd)]N , donc
w ∈ [H1(Ωd)]N .
• De (3.94), on déduit que div w = div v dans Ωd.
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• Comme w0 ∈ [H10 (Ωd)]N , alors de (3.90)1, on déduit que, γdw = γsv sur ΓI et de
(3.90)2, on déduit que γdw = 0 sur Γd. Ainsi la fonction w vériﬁe les propriétés :
div w = div v dans Ωd ,
γdw = γsv sur ΓI ,
γdw = 0 sur Γd.
(3.96)
De plus, des estimés (3.91) et (3.95), on déduit les estimés :
‖ w ‖1,Ωd . ‖ w0 ‖1,Ωd + ‖ R0v ‖1,Ωd (3.97)
. ‖ div (v−R0v) ‖Ωd + ‖ R0v ‖1,Ω (3.98)
. ‖ v ‖H . (3.99)
De (3.92), et du faite que γdw0 = 0 sur ∂Ωd, on déduit que, v −w ∈ H0(div,Ωd) et
div (v − w) = 0 dans Ωd. Donc, si N = 2, par le Théorème 3.23 (Point 3), il existe
une fonction unique ψ ∈ H10 (Ωd) telle que,
rotψ = v−w dans Ωd, (3.100)
avec l'estimé,
‖ ψ ‖1,Ωd . ‖ v−w ‖Ωd . (3.101)
Par l'estimé (3.99), on déduit l'estimé,
‖ ψ ‖1,Ωd . ‖ v ‖H . (3.102)
Nous montrons maintenant des résultats similaire si N = 3. Nous utilisons première-
ment le Théorème 3.23 (Point 4), pour obtenir, ψ0 ∈ H(div,Ωd) ∩H0(rot,Ωd) ( avec
divergence nulle dans Ωd), telle que,
rotψ0 = v−w dans Ωd, (3.103)
avec l'estimé,
‖ψ0‖H0(rot,Ωd) . ‖v−w‖Ωd . (3.104)
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En appliquant le Théorème 3.22 (Point 1), nous aboutissons à :
ψ0 = ψ +∇Φ dans Ωd, (3.105)
avec ψ ∈ H1(Ωd)3 ∩H0(rot,Ωd) et Φ ∈ H10 (Ωd) satisfaisant l'estimation,
‖ψ‖1,Ωd + ‖Φ‖1,Ωd . ‖ψ0‖H0(rot,Ωd). (3.106)
L'estimation (3.106), avec (3.104) conduisent à (3.101) et donc à (3.102), tandis que
l'identité (3.100) tient encore, puisque, rotψ = rotψ0. Maintenant si nous revenons à
(3.100), nous avons montré que,
v = w + rotψ dans Ωd. (3.107)
Par le faite que ψ ∈ H10 (Ωd) si N = 2 et ψ ∈ H0(rot,Ωd) si N = 3, nous avons aussi
rotψ · n = 0 sur ΓI . (3.108)
On déﬁnit alors v1 par (5.24) et v0 par,
v0 =
{
v dans Ωs,
w dans Ωd.
(3.109)
Nous obtenons la décomposition (5.23) due à (3.107). Par (3.96), nous déduisons que
v0 appartient à [H10 (Ω)]
N ∩H, tandis que (3.108) et la régularité de ψ conduisent à
v1 ∈ H. Finallement, l'estimé (5.25) provient directement de (3.99) et (3.102).
Remarque 3.25. Le résultat de décomposition de Helmholtz du Théorème 3.24 est
spécial. Il est diﬀérent des résultats de décomposition de Helmholtz utilisés dans les
papiers [15, 46, 54, 65] pour construire des estimateurs d'erreur a-posteriori ﬁables et
eﬃcaces. En eﬀet, la fonction vectorielle v0 par exemple, n'est pas nécessairement le
gradient d'un champ scalaire.
3.4.2 Résultat de régularité
Nous établissons dans cette section un résultat de régularité de la vitesse du ﬂuide
dans Ωd. En eﬀet, la vitesse du ﬂuide dans Ωd est seulement H(div) et nous avons
besoin dans notre analyse d'erreur a posteriori sa trace dans Ωd.
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Théorème 3.26. ([7]) Soit (u, p) ∈ H×Q, l'unique solution du problème variationnel
(2.146). Si f ∈ H(rot,Ωd) et K ∈ [C0,1(Ω¯d)]N×N , alors il existe un réel  > 0 tel que :
u|Ωd ∈ [H
1
2
+(Ωd)]
N .
Preuve. Supposons donc que f ∈ H(rot,Ωd) et K ∈ [C0,1(Ω¯d)]N×N . Le système
(1.3) implique que
µK−1u+∇p = f dans Ωd, (3.110)
et
div u = g dans Ωd, avec g ∈ L2(Ω).
Déﬁnissons une fonction vectorielle v par,
v := K−1u =
1
µ
(f−∇p) dans Ωd (3.111)
On a rot(∇p) = 0, et donc rot(K−1u) = 1
µ
rot(f) dans Ωd. Puisque f ∈ H(rot,Ωd),
alors :
rot(v) ∈ L2(Ωd) si N = 2, et rot(v) ∈ [L2(Ωd)]3 si N = 3.
Par ailleurs, Kv = u ∈ H(div,Ωd), donc div (Kv) ∈ L2(Ωd), avec les conditions aux
bords,
(Kv) · nd = 0 sur Γd, (3.112)
v ∈ [H˜ 12 (ΓI)]N . (3.113)
Ainsi, en utilisant le relèvement R0v ∈ [H1(Ωd)]N comme dans le Théorème 3.24 ci-
dessus, nous déduisons que v0 = v−R0v satisfait les propriétés,
rot(v0) ∈ L2(Ωd), si N = 2 et rot(v0) ∈ [L2(Ωd)]3, si N = 3, avec div (Kv0) ∈ L2(Ωd).
(Kv0) · nd = (v−R0v) · nd = 0 sur ∂Ωd. (3.114)
En appliquant le Théorème 3.22 (Point 1) ci-dessus (on pourra aussi consulter
[51, Théorème 3.5 de la Page 12] ), nous avons l'identité :
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v0 = ψ +∇φ dans Ωd, (3.115)
avec ψ ∈ [H1(Ωd)]N ∩H0(rot,Ωd) et φ ∈ H10 (Ωd) telle que div (K∇φ) ∈ L2(Ωd).
Une telle fonction φ appartient à H
3
2
+(Ωd) pour un certain  > 0 (confère
[56, Pages 48 et 63]), donc ∇φ ∈ [H 12 +(Ωd)]N .
Par ailleurs, ψ ∈ [H1(Ωd)]N ∩H0(rot,Ωd) ⊂ [H1(Ωd)]N ⊂ [H 12 +(Ωd)]N , alors
v0 ∈ [H 12 +(Ωd)]N . De plus R0v ∈ [H1(Ωd)]N ⊂ [H 12 +(Ωd)]N ,
donc v = v0 +R0v ∈ [H 12 +(Ωd)]N . Enﬁn, comme K ∈ [C0,1(Ωd)]N×N , alors
Kv ∈ [H 12 +(Ωd)]N . Le résultat suit puisque u = Kv.
Remarque 3.27. Notons que pour chaque  > 0, [H
1
2
+(Ωd)]
N ( H(div; Ωd). Le
résultat du Théorème 3.26 est bien un résultat de régularité.
Remarque 3.28. Ce résultat de régularité permet de donner un sens à Jiso(u,w)
pour chaque w ∈ H ∪Hh. De plus, Jiso(u,w) = 0 pour tout w ∈ Hh ∪H.
3.4.3 Opérateur d'interpolation de Oswald
Nous abordons à présent, le dernier résultat technique que nous utilisons dans ce
chapitre. Il s'agit de la construction d'un nouveau opérateur d'interpolation de Oswald.
Cet opérateur permet de contrôler le terme lié à la non conformité de la méthode
numérique employée.
Nous commençons par énoncer les résultats suivants qui sont démontrés dans [83].
Lemme 3.29. ([83]) Etant données n-nombres réels {α1, · · · , αn} et β = 1n
n∑
j=1
αj.
Alors, on a l'inégalité :
n∑
j=1
|αj − β|2 .
n−1∑
j=1
|αj+1 − αj|2. (3.116)
Théorème 3.30. ([83]) Soit {Th}h>0, une famille régulière de triangulations sur Ω
satisfaisant l'Hypothèse 2.21. Alors pour chaque vh ∈ V rh , il existe χ ∈
0
V rh satisfaisant,∑
T∈Th
‖ ∇(vh − χ) ‖2T .
∑
E∈Eh(Ω)
1
diam (E)
‖ [vh]E ‖2E (3.117)
+
∑
E∈Eh(∂Ω)
1
diam (E)
‖ [vh]E ‖2E .
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où V rh , avec r ∈ N∗, est l'espace des fonctions de degré au plus r − 1 par morceaux et
0
V rh = V
r
h ∩H10 (Ω).
L'opérateur vh ∈ V rh 7−→ χ := χ(vh) ∈
0
V rh construit dans le Théorème 3.30 et
vériﬁant l'estimé (3.117) est l'opérateur d'interpolation de Oswald.
Nous construisons dans cette section un genre de cet opérateur. Pour un élément
uh ∈ Hh donné, nous construisons un élément approprié wh de H ∩Hh tel que :
‖ uh −wh ‖2h . Jiso(uh,uh). (3.118)
Nous expliquons notre construction pour N = 2, l'idée reste la même en dimension
N = 3 [7].
Nous posons :
I˜Osus,h =
∑
x∈Nh∩Ω¯s
α(s)x λx et I˜Osud,h =
∑
x∈Nh∩Ω¯d
α(d)x λx, (3.119)
où λx est la fonction de forme standard (coordonnée barycentrique) de
P1(Th) :=
{
v ∈ C(Ω) : v|T ∈ P1(T ), ∀T ∈ Th
}
,
associée à x ; α(l)x ∈ RN sera choisi de façon appropriée. L'idée est que, nous avons
besoin de la continuité de la trace normale à travers ΓI . Plus précisement, nous dis-
tinguons diﬀérents cas :
1. Si x ∈ Ωl, avec l = s ou d, alors nous prenons la déﬁnition standard de l'opérateur
de Oswald, c'est-à-dire,
α(l)x =
∑
T∈Th:x∈N(T )
uh|T (x). (3.120)
2. Si x ∈ Γ¯s, nous avons besoin que,
α(s)x = 0. (3.121)
3. Si x ∈ ΓI \ Γ¯s, nous distinguons deux cas :
3a. ΓI est régulié en x : cela signiﬁe qu'un vecteur tangent tx et un vecteur normal nx
à ΓI existe en x. Dans ce cas, nous prenons :
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α(s)x · nx = α(d)x · nx =
∑
T∈Th:x∈N(T )
(uh|T · nx)(x), (3.122)
α(l)x · tx =
∑
T∈Th∩Ω¯l:x∈N(T )
(uh|T · tx)(x), l = s, d. (3.123)
3b. ΓI n'est pas régulié en x : cela signiﬁe qu'il n'existe pas un vecteur tangent, ni un
vecteur normal à ΓI en x. Dans ce cas, nous déﬁnissons α
(l)
x par (3.120).
4. Si x ∈ Γd, alors dans le même esprit que dans le (Point 3), nous distinguons deux
cas :
4a. Γd est régulié en x : cela signiﬁe qu'un vecteur tangent tx et un vecteur normal nx
à Γd existe en x. Dans ce cas, nous prenons,
α(d)x · nx = 0, (3.124)
α(d)x · tx =
∑
T∈Th∩Ω¯d:x∈N(T )
(uh|T · tx)(x). (3.125)
4b. Γd n'est pas régulié en x. Dans ce cas, nous prenons,
α(d)x = 0. (3.126)
5. Si x ∈ ΓI ∩ Γ¯d, α(s)x est déjà déﬁni au (Point 2), tandis que pour α(d)x , nous avons
besoin,
α(d)x · nI = 0, (3.127)
et,
α(d)x · tI =
∑
T∈Th∩Ω¯d:x∈N(T )
(uh|T · tI)(x), (3.128)
où nI (resp. tI) est le vecteur normal (resp.) tangentiel sur le segment contenu dans
ΓI et ayant x comme sommet. Avec cette déﬁnition, nous avons le Lemme suivant :
Lemme 3.31. ([7]) Soit {Th}h>0, une famille régulière de triangulations sur Ω satis-
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faisant l'Hypothèse 2.21. Alors, pour tout T ∈ Th ⊂ Ωl, l = s ou d et x ∈ N(T ), on a
l'estimation :
|ul,h|T (x)− α(l)x |RN .
∑
E∈Eh(Ωs)∪Eh(Ωd):x∈E
[diam(E)]−
1
2‖[uh]E‖E (3.129)
+
∑
E∈Eh(ΓI)∪Eh(Γd):x∈E
[diam(E)]−
1
2‖[uh · nE]E‖E.
Preuve. Nous prouvons l'estimé (3.129). Pour cela, nous distinguons les diﬀérents
cas correspondant aux Points 1 à 5 ci-dessus. Avec les Points 1 et 2, l'estimé (3.129)
est prouvé dans le Théorème 3.30 ci-dessus, et nous avons,
|ul,h|T (x) · nx − α(l)x · nx| .
∑
E∈Eh(Ωs)∪Eh(Ωd):x∈E
[diam(E)]−
1
2‖[uh · nx]E‖E.
Puisque, dans ce cas nx correspond à nI , nous obtenons que,
|ul,h|T (x) · nx − α(l)x · nx| .
∑
E∈Eh(Ωs)∪Eh(Ωd):x∈E
[diam(E)]−
1
2‖[uh]E‖E (3.130)
+
∑
E∈Eh(ΓI):x∈E
[diam(E)]−
1
2‖[uh · nE]E‖E.
Pour la composante tangentielle, nous notons que α(l)x · tx est la moyenne de la valeur
ul,h · tx dans Ωl au voisinage de x. Donc en appliquant le Lemme 3.29, nous obtenons,
|ul,h|T (x) · tx − α(l)x · tx| .
N
(l)
x −1∑
j=1
|ul,h|Tj+1(x) · tx − ul,h|Tj(x) · tx|. (3.131)
où Tj, j = 1, · · · , N (l)x sont les triangles du maillage inclus dans Ωl et ayant x comme
n÷ud. Ainsi,
|ul,h|T (x) · tx − α(l)x · tx| .
N
(l)
x −1∑
j=1
|ul,h|Tj+1(x)− ul,h|Tj(x)|RN ,
En utilisant l'équivalence des normes dans les espaces de dimensions ﬁnis, nous obtenons
pour chaque arête E et pour chaque sommet x ∈ N(E) :
|p(x)| . [diam(E)]− 12‖p‖E,∀p ∈ P1(E), (3.132)
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Nous déduisons alors que,
|ul,h|T (x) · tx − α(l)x · tx| .
∑
E∈Eh(Ωl):x∈E
[diam(E)]−
1
2‖[uh]E‖E. (3.133)
Les estimés (3.133) et (3.130) conduisent à l'estimé (3.129) dans le cas case 3a.
Dans le case 3b, si nous notons par Tj, j = 1, . . . , Nx l'ensemble des triangles ayant x
comme n÷ud, nous pouvons toujours supposer que Tj ⊂ Ω¯d, si j = 1, . . . , N (d)x avec
N
(l)
x < Nx. Donc en utilisant encore le Lemme 3.29, nous obtenons :
|ul,h|T (x)− α(l)x |RN .
Nx−1∑
j=1
|uh|Tj+1(x)− uh|Tj(x)|RN .
En distinguant les triangles inclus dans Ωs et Ωd, nous pouvons écrire,
|ul,h|T (x)− α(l)x |RN .
N
(d)
x −1∑
j=1
|uh|Tj+1(x)− uh|Tj(x)|RN (3.134)
+
N
(d)
x −1∑
j=N
(d)
x +1
|uh|Tj+1(x)− uh|Tj(x)|RN
+ |uh|T
N
(d)
x +1
(x)− uh|T
N
(d)
x
(x)|RN .
Les deux premiers termes du second membre de (3.134) sont clairement des bon esti-
mateurs puisqu'ils correspondent aux sauts de uh à l'intérieur de Ωd ou Ωs.
Considérons maintenant le dernier terme. Comme ΓI est polygonal par morceaux, alors
nous notons par n1,n2 les deux vecteurs normaux de ΓI en x, ou plus précisement les
deux vecteurs normaux des deux arêtes E1, E2 de la triangulation inclus dans ΓI
qu'ayant x comme sommet. Supposons que l'arête E2 est l'arête entre TN(d)x et TN(d)x +1.
Dans le cas 3b, ces deux vecteurs forment une base de R2 et donc,∣∣∣uh|T
N
(d)
x +1
(x)− uh|T
N
(d)
x
(x)
∣∣∣
RN
.
∣∣∣uh|T
N
(d)
x +1
(x) · n1 − uh|T
N
(d)
x
(x) · n1
∣∣∣ (3.135)
+
∣∣∣uh|T
N
(d)
x +1
(x) · n2 − uh|T
N
(d)
x
(x) · n2
∣∣∣ .
Le second terme de (3.135) convient puisqu'il correspond au saut normal de uh à
travers E2. Pour le premier terme de (3.135) , nous faisons un tour complé autour de
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x, c'est-à-dire, nous écrivons :
uh|T
N
(d)
x +1
(x) · n1 − uh|T
N
(d)
x
(x) · n1 =
Nx−1∑
j=N
(d)
x
(uh|Tj+1(x) · n1 − uh|Tj(x) · n1)
+ uh|TNx (x) · n1 − uh|T1(x) · n1 (3.136)
+
N
(d)
x −1∑
j=1
(uh|Tj+1(x) · n1 − uh|Tj(x) · n1).
Cette identité implique que,
∣∣∣uh|T
N
(d)
x +1
(x) · n1 − uh|T
N
(d)
x
(x) · n1
∣∣∣ . N(d)x −1∑
j=1
∣∣uh|Tj+1(x)− uh|Tj(x)∣∣RN +
+
Nx−1∑
j=N
(d)
x
|uh|Tj+1(x)− uh|Tj(x)|RN +
+ |uh|TNx (x) · n1 − uh|T1(x) · n1|. (3.137)
L'estimé (3.137) dans (3.135) conduisent à,
|uh|T
N
(d)
x +1
(x)− uh|T
N
(d)
x
(x)|RN .
N
(d)
x −1∑
j=1
|uh|Tj+1(x)− uh|Tj(x)|RN+
+
Nx−1∑
j=N
(d)
x
|uh|Tj+1(x)− uh|Tj(x)|RN (3.138)
+ |uh|TNx (x) · n1 − uh|T1(x) · n1|
+ |uh|T
N
(d)
x +1
(x) · n2 − uh|T
N
(d)
x
(x) · n2|.
Nous venons de montrer à partir des estimés (3.134) et (3.138), que :
|ul,h|T (x)− α(l)x |RN .
N
(d)
x −1∑
j=1
|uh|Tj+1(x)− uh|Tj(x)|RN (3.139)
+
Nx−1∑
j=N
(d)
x
|uh|Tj+1(x)− uh|Tj(x)|RN
+
∣∣uh|TNx (x) · n1 − uh|T1(x) · n1∣∣
+
∣∣∣uh|T
N
(d)
x +1
(x) · n2 − uh|T
N
(d)
x
(x) · n2
∣∣∣ .
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Comme avant, en utilisant l'estimé (3.132), nous arrivons à (3.129) dans le cas 3b. La
preuve de (3.129) dans le cas 4 et 5 est faite dans le même esprit.
Théorème 3.32. ([7]) Soit {Th}h>0, une famille régulière de triangulations sur Ω
satisfaisant l'Hypothèse 2.21. Alors, pour chaque uh ∈ Hh, nous avons l'estimation :
inf
wh∈H∩Hh
‖uh −wh‖2h . Jiso(uh,uh). (3.140)
Preuve. Soit uh ∈ Hh ﬁxé. Avec la déﬁnition de notre opérateur de Oswald, nous
avons pour chaque T ∈ Th ⊂ Ωl, l = s ou d, les estimés,
‖∇(uh − I˜Osuh)‖T .
∑
x∈N(T )
|uh|T (x)− α(l)x |RN , (3.141)
‖uh − I˜Osuh‖T . hT
∑
x∈N(T )
|uh|T (x)− α(l)x |RN , (3.142)
De l'estimé (3.129) du Lemme 3.31 et des estimés (3.141) et (3.142), nous avons pour
tout T ∈ Th ⊂ Ωl, l = s ou d, l'estimé :
‖uh − I˜Osuh‖1,T .
∑
x∈N(T )
( ∑
E∈Eh(Ωs)∪Eh(Ωd):x∈E
[diam(E)]−
1
2‖[uh]E‖E (3.143)
+
∑
E∈Eh(ΓI)∪Eh(Γd):x∈E
[diam(E)]−
1
2‖[uh · nE]E‖E
)
.
Similairement, pour une arête E ′ ⊂ ΓI , nous avons,
‖us,h − I˜Osus,h‖E′ . diam(E) 12
∑
x∈N(E′)
|us,h|T (x)− α(s)x |RN ,
où T est l'unique triangle inclu dans Ωs ayant E ′ comme arête. Donc par l'estimé
(3.129) nous déduisons que :
‖us,h − I˜Osus,h‖E′ .
∑
x∈N(E′)
( ∑
E∈Eh(Ωs)∪Eh(Ωd):x∈E
[diam(E)]−
1
2‖[uh]E‖E (3.144)
+
∑
E∈Eh(ΓI)∪Eh(Γd):x∈E
[diam(E)]−
1
2‖[uh · nE]E‖E
)
.
Les estimés (3.143) et (3.144) conduisent directement à (3.118). L'estimé (3.140) suit.
Remarque 3.33.
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1. Un opérateur d'interpolation de Oswald qui préserve la continuité de la vitesse du
ﬂuide à travers l'interface a été construit dans [46], seulement pour les approxi-
mations H(div)− conformes pour les vitesses. Cet opérateur est donc inadéquat
pour les approximations H(div) non-conformes.
2. Un opérateur d'interpolation de Oswald a été aussi construit dans [43] en util-
isant la décomposition de Helmholtz. L'estimation d'erreur d'interpolation est
seulement prouvée dans la semi-norme discrète de H1.
3.5 Analyse d'erreur a-posteriori
Dans cette section, nous déﬁnissons premièrement les indicateurs d'erreur locaux
et l'estimateur global dans la sous-section 3.5.1. Le résultat de majoration d'erreur
est démontrée dans la sous-section 3.5.2 tandis que la minoration locale de l'erreur est
prouvée dans la sous-section 3.5.3.
3.5.1 Indicateurs d'erreur a-posteriori
Résidus exacts-résidus approchés
Nous déﬁnissons les résidus exacts et les résidus approchés sur chaque maille T .
• Résidus exacts sur T : Les résidus exacts Rl,T , l = s, d sont localement déﬁnis
par :
Rs,T := f + 2µdiv D(uh)−∇ph dans T ∈ Tsh, (3.145)
Rd,T := f− µK−1uh −∇ph dans T ∈ Tdh. (3.146)
• Résidus approchés sur T : Les résidus approchés sont notés rl,T .
rl,T ∈ [Pk(T )]N sur T ∈ Tlh, k ∈ N.
Pour chaque T ∈ Tsh, nous prenons,
fT =
1
|T |
∫
T
f(x) dx.
Pour tout T ∈ Tdh, nous prenons fT comme l'unique élément de [P1(T )]N tel que,∫
T
fT (x) · q(x) dx =
∫
T
f(x) · q(x) dx,∀q ∈ [P1(T )]N .
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Finallement, l'approximation globale fh de f est déﬁnie par :
fh = fT dans T,∀T ∈ Th.
D'où :
rs,T := fT + 2µdiv D(uh)−∇ph dans T ∈ Tsh, (3.147)
rd,T := fT − µK−1uh −∇ph dans T ∈ Tdh. (3.148)
Ensuite, nous introduisons le saut du gradient dans la direction normale par :
JE,nE :=
{
[(2µD(uh)− phI) · nE]E pour tout E ∈ Eh(Ω),
0 pour tout E ∈ Eh(∂Ω).
(3.149)
Déﬁnition des indicateurs d'erreur a-posteriori
Déﬁnition 3.34. (Indicateurs d'erreur résiduel-Cas isotrope [7]) L'estimateur
d'erreur a-posteriori résiduel sur une discrétisation isotrope est locallement déﬁni par :
ΘT :=
(
9∑
i=1
Θ2i,T
)1/2
pour chaque T ∈ Th, (3.150)
où
Θ21,T := h
2
T ‖ rl,T ‖2T , si T ∈ Tlh, l = s ou d,
Θ22,T :=
{
h2T ‖rot(fh − µK−1uh)‖2T si T ∈ Tdh,
0 si T ∈ Tsh,
Θ23,T := ‖ g − div uh ‖2T ,
Θ24,T :=
∑
E∈Eh(∂T∩Γ¯I)
diam(E)×
{
N−1∑
j=1
∥∥∥∥us,h · τj + √κjα1 2ns · D(us,h) · τj
∥∥∥∥2
E
}
,
Θ25,T :=
∑
E∈Eh(∂T∩Γ¯I)
diam(E)× ‖ pd,h − ps,h + 2µns · D(us,h) · ns ‖2E,
Θ26,T :=

∑
E∈Eh(∂T∩Ω¯s)
diam(E)× ‖ JE,nE ‖2E si T ∈ Tsh,∑
E∈Eh(∂T∩Ωd)
diam(E)× ‖ [ph]E ‖2E si T ∈ Tdh,
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Θ27,T :=
∑
E∈Eh(∂T∩Ωd)
(
1
diam(E)
)
× ‖ [uh]E ‖2E,
Θ28,T :=
∑
E∈Eh(∂T∩∂Ωd)
(
1
diam(E)
)
× ‖ [uh · nE]E ‖2E,
Θ29,T :=
∑
E∈Eh(∂T∩Ω+s )
(
1
diam(E)
)
× (1 + 2µ) ‖ [uh]E ‖2E,
avec :
ul,h := uh|Ωl , (3.151)
pl,h := ph|Ωl , l = s, d. (3.152)
• L'estimateur d'erreur global est maintenant donné par :
Θ :=
(∑
T∈Th
Θ2T
)1/2
. (3.153)
1. Les termes d'approximation locaux : Les termes d'approximation locaux sont
déﬁnis par,
ζT :=
{
hT ‖ f− fh ‖T , ∀T ∈ Tsh,
hT (‖ f− fh ‖T +‖rot(f− fh)‖T ) ∀T ∈ Tdh.
2. Le terme d'approximation global est alors déﬁni par :
ζ :=
(∑
T∈Th
ζ2T
)1/2
. (3.154)
Remarque 3.35. Notons ici le caractère résiduel des termes Θi,T , i = 1, . . . , 9 de ΘT .
En eﬀet, si (uh, ph) devrait être la solution exacte de (2.146), les Θi,T s'annuleraient.
Notons également que les indicateurs d'erreur Θi,T , i ∈ {7, 8, 9} sont dus à la non-
conformité de la méthode employée.
3.5.2 Majoration d'erreur a-posteriori
Nous allons maintenant établir une majoration globale de la norme de l'erreur.
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1. Nous déﬁnissons sur H×Q, la forme bilinéaire continue B par :
B(U,W) := a(u,w) + b(u, q) + b(w, p), pour U = (u, p) et pour W = (w, q).
Clairement, le problème continu (2.146) est équivalent au problème suivant :
trouver U ∈ H×Q tel que,
B(U,W) = L(W),∀W ∈ H×Q. (3.155)
2. Nous déﬁnissons aussi sur l'espace discret Hh ×Qh, la forme
Bh(Uh,Wh) := ah(uh,wh) + bh(uh, qh) + bh(wh, ph) + Jiso(uh,wh).
Le problème (3.4) est équivalent au problème : trouver Uh ∈ Hh ×Qh tel que,
Bh(Uh,Wh) = L(Wh),∀Wh ∈ Hh ×Qh. (3.156)
3. Les espaces H×Q et Hh ×Qh sont munis de la norme-produit :
|||(u, p)||| = ‖u‖H + ‖p‖ et |||(uh, ph)|||h = ‖uh‖h + ‖ph‖ respectivement.
Nous commençons avec le résultat suivant :
Lemme 3.36. ([7]) Soit {Th}h>0 une famille régulière de triangulations sur Ω satis-
faisant les Hypothèses 2.21 et 2.22. On suppose de plus que, les hypothèses du Théorème
3.26 sont satisfaites. Alors, pour tout W = (v, q) ∈ H×Q, nous avons l'estimé :
Bh(U−Uh,W) . (Θ1 + ζ)× |||W|||h, (3.157)
où l'estimateur Θ1 est déﬁni par :
Θ1 :=
{∑
T∈Th
(
6∑
i=1
Θ2i,T
)}1/2
. (3.158)
Preuve. Soient W = (v, q) ∈ H × Q . Par le Théorème 3.24, v admet la décom-
position
v = v0 + v1, (3.159)
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où v0,v1 ∈ H mais satisfaisant v0 ∈ H1(Ω)N ,
v1 =
{
0 dans Ωs,
rotψ dans Ωd,
(3.160)
où ψ ∈ H10 (Ωd) si N = 2 et ψ ∈ [H1(Ωd)]3 ∩H0(rot,Ωd) si N = 3, avec l'estimé :
‖v0‖1,Ω + ‖ψ‖1,Ωd . ‖v‖H. (3.161)
Nous déﬁnissons :
v0,h := IClv0, (3.162)
v1,h :=
{
0 dans Ωs,
rotψh dans Ωd,
(3.163)
où
ψh =
{
I0Clψ , si N = 2
PClψ , si N = 3
(3.164)
Alors nous prenonsWh = (vh, 0) ∈ Hh×Qh avec vh = v0,h+v1,h. Par le Théorème
3.26 et le Théorème 3.24, nous avons :
Bh(U−Uh,Wh) = 0, (3.165)
Jiso(u,w) = 0 ∀w ∈ H ∪Hh, (3.166)
Jiso(uh,w) = 0 ∀w ∈ H ∪Hh, (3.167)
div (v− vh) = div (v0 − v0,h) dans Ω. (3.168)
En utilisant ces données, avec les identités (3.165)-(3.168), on obtient les égalités :
Bh(U−Uh,W) = Bh(U−Uh,W−Wh)
= ah(u− uh,v− vh) + bh(v− vh, p− ph)
+ bh(u− uh, q)
= ah(u,v− vh) + bh(v− vh, p) + bh(u, q)
− [ah(uh,v− vh) + bh(v− vh, ph) + bh(uh, q)]
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= (f,v− vh)Ω − (g, q)Ω
− [ah(uh,v− vh) + bh(v− vh, ph) + bh(uh, q)]
=
∑
T∈Th
(f,v− vh)T − (g, q)T (3.169)
− 2µ
∑
T∈Tsh
(D(uh),D(v− vh))T
−
N−1∑
j=1
µα1√
κj
〈uh · τj, (v− vh) · τj〉ΓI
−
∑
T∈Tdh
(
µK−1uh,v− vh
)
T
+
∑
T∈Th
[(ph, div (v0 − v0,h))T − (q, div uh)T ] .
Maintenant, on utilise des formules de Green. On a :
Bh(U−Uh,W) =
∑
T∈Tsh
[
2µ (div D(uh),v− vh)T − 2µ (D(uh)n,v− vh)∂T
+ (f,v− vh)T − (g, q)T − (∇ph,v0 − v0,h)T
+ (ph, (v0 − v0,h) · n)∂T + (q, div uh)T
]
(3.170)
+
∑
T∈Tdh
[
− (K−1uh,v− vh)T − (∇ph,v0 − v0,h)T
+ (ph, (v0 − v0,h) · n)∂T + (q, div uh)T + (f,v− vh)T − (g, q)T
]
−
N−1∑
j=1
µα1√
κj
〈uh · τj, (v− vh) · τj〉ΓI .
En utilisant le faite que f = (f − fh) + fh, puis en tenant compte de la décomposition
de v, nous obtenons :
Bh(U−Uh,W) =
∑
T∈Tsh
[
(fh + 2µdiv D(uh)−∇ph,v− vh)T
+ (f− fh,v− vh)T + (q, div uh − g)T
]
+
∑
T∈Tdh
[
(fh − µK−1uh −∇ph,v0 − v0,h)T + (q, div uh − g)T
]
+
∑
T∈Tdh
[
(f− fh,v0 − v0,h)T + (f− µK−1uh −∇ph,v1 − v1,h)T
]
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−
∑
E∈Eh(Ω+s )
(JE,nE ,v0 − v0,h)E +
∑
E∈Eh(Ωd)
([ph]E, (v0 − v0,h) · nE)E (3.171)
−
∑
E∈Eh(ΓI)
N−1∑
j=1
µα1√
κj
(us,h · τj + 2
√
κj
α1
ns · D(us,h) · τj, (v0 − v0,h) · τj)E
+
∑
E∈Eh(ΓI)
(ps,h − pd,h − 2µns · D(us,h) · ns), (v0 − v0,h) · ns)E.
Par ailleurs, nous avons l'identité :
v1 − v1,h = rot(ψ − ψh) dans T. (3.172)
Maintenant, puisque f ∈ H(rot,Ωd), alors en utilisant la formule de Green (2.96), on
a l'identité :∑
T∈Tdh
(f− µK−1uh,v1 − v1,h)T =
∑
T∈Tdh
(f− µK−1uh, rot(ψ − ψh))T
=
∑
T∈Tdh
[
(rot(f− µK−1uh), ψ − ψh)T (3.173)
+ ((f− µK−1uh)× n, ψ − ψh)∂T
]
.
ou encore,∑
T∈Tdh
(f− µK−1uh,v1 − v1,h)T =
∑
T∈Tdh
[
(rot(fh − µK−1uh), ψ − Ioclψ)T + (rot(f− fh), ψ − Ioclψ)T
]
−
∑
E∈Eh(Ωd)
([µK−1uh × nE]E, ψ − Ioclψ)E. (3.174)
Injectons maintenant (3.174) dans (3.171) pour avoir :
Bh(U−Uh,W) =
∑
T∈Tsh
[
(fh + 2µdiv D(uh)−∇ph,v− vh)T
+ (f− fh,v− vh)T + (q, div uh − g)T
]
+
∑
T∈Tdh
[
(fh − µK−1uh −∇ph,v0 − v0,h)T + (q, div uh − g)T
]
+
∑
T∈Tdh
(f− fh,v0 − v0,h)T+
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+
∑
T∈Tdh
[
(rot(fh − µK−1uh), ψ − ψh)T + (rot(f− fh), ψ − ψh)T
]
−
∑
E∈Eh(Ωd)
([µK−1uh × nE]E, ψ − ψh)E (3.175)
−
∑
E∈Eh(Ω+s )
(JE,nE ,v0 − v0,h)E
+
∑
E∈Eh(Ωd)
([ph]E, (v0 − v0,h) · nE)E
−
∑
E∈Eh(ΓI)
N−1∑
j=1
µα1√
κj
(us,h · τj + 2
√
κj
α1
ns · D(us,h) · τj, (v0 − v0,h) · τj)E
+
∑
E∈Eh(ΓI)
(ps,h − pd,h − 2µns · D(us,h) · ns), (v0 − v0,h) · ns)E.
Enﬁn, on applique successivement l'inégalité triangulaire, l'inégalité de Cauchy-Schwarz
et les estimations d'interpolation de Clément du Lemme 2.30 pour avoir l'estimé
(3.157). Le lemme est ainsi complètement démontré.
Le second résultat que nous établissons dans cette sous-section est donné par le
lemme suivant :
Lemme 3.37. ([7]) Soit {Th}h>0 une famille régulière de triangulations sur Ω satis-
faisant les Hypothèses usuelles 2.21 et 2.22. On suppose de plus que, les hypothèses du
Théorème 3.26 sont satisfaites. Alors, nous avons l'estimation suivante :
‖ e ‖h + ‖ ε ‖ . Θ1 + ζ + inf
vh∈H∩Hh
‖ uh − vh ‖h . (3.176)
où Θ1 est donné par (3.158).
Preuve. Soit Wh un élément arbitraire dans H ∩Hh × Qh. La condition inf-sup
de B sur H×Q conduit à :
|||U−Wh|||h . sup
W∈H×Q
B(U−Wh,W)
|||W|||h .
La linéarité de Bh dans le premier argument permet d'écrire,
|||U−Wh|||h . sup
W∈H×Q
{
Bh(U−Uh,W) + Bh(Uh −Wh,W)
|||W|||h
}
. (3.177)
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En combinant les estimés (3.157) et (3.177), il vient :
|||U−Wh|||h . Θ1 + ζ + sup
W∈H×Q
Bh(Uh −Wh,W)
|||W|||h . (3.178)
La continuité de l'opérateur Bh implique que :
|||U−Wh|||h . Θ1 + ζ + |||Uh −Wh|||h. (3.179)
Ainsi, par l'inégalité triangulaire, nous avons,
|||U−Uh|||h . Θ1 + ζ + |||Uh −Wh|||h, ∀Wh ∈ H ∩Hh ×Qh, (3.180)
ou de façon équivalente,
‖ e ‖h + ‖ ε ‖= |||U−Uh|||h . Θ1 + ζ + inf
Wh∈H∩Hh×Qh
|||Uh −Wh|||h.
Par ailleurs, on a trivialement :
inf
Wh∈H∩Hh×Qh
|||Uh −Wh|||h . inf
vh∈H∩Hh
‖ uh − vh ‖h .
Et le lemme suit.
Remarque 3.38. Le terme inf
vh∈H∩Hh
‖ uh − vh ‖h qui apparaît dans le second membre
de l'estimé (3.176) est dû à la non conformité de la méthode employée. Ce terme
s'annule lorsque l'approximation est H−conforme. On contrôle alors ce terme à travers
le Lemme 3.39 ci-dessous.
Lemme 3.39. ([7] Estimateur de non conformité) Soit {Th}h>0 une famille
régulière de triangulations sur Ω satisfaisant les Hypothèses usuelles 2.21 et 2.22.
Alors, on a l'estimation suivante :
inf
vh∈H∩Hh
‖ uh − vh ‖h . Θ2, (3.181)
où Θ2 est l'estimateur de non conformité de la méthode employée. Il est déﬁni par :
Θ2 :=
{∑
T∈Th
(
9∑
i=7
Θi,T
)}1/2
. (3.182)
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Preuve. La preuve découle directement de l'estimé (3.140) du Théorème 3.32.
Nous pouvons maintenant énoncer le résultat principal de cette sous-section :
Théorème 3.40. (Fiabilité [7]) Soit {Th}h>0 une famille régulière de triangulations
sur Ω satisfaisant les Hypothèses 2.21 et 2.22. On suppose de plus que, les hypothèses
du Théorème 3.26 sont satisfaites. Alors, l'estimateur d'erreur a-posteriori isotrope Θ
satisfait l'estimation :
‖ e ‖h + ‖ ε ‖ . Θ + ζ. (3.183)
Preuve. La preuve provient directement du Lemme 3.37 et du Lemme 3.39 et de
l'inégalité de Cauchy-Schwarz.
3.5.3 Minoration d'erreur a-posteriori
Pour prouver l'eﬃcacité de la famille d'indicateurs d'erreur locaux, nous intro-
duisons pour ω ⊂ Ω,
‖ v ‖2h,ω =
∑
T⊂ω¯∩Ω¯s
|v|21,T
+
∑
T⊂ω¯∩Ω¯d
(‖ v ‖2T + ‖ ∇ · v ‖2T )
+ ‖vs × n‖2ΓI∩ω¯ +
∑
T⊂ω¯
JisoT (v,v),
où
JisoT (v,v) = (1 + 2µ)
∑
E∈Eh(Ω+s )∩E(T )
(
1
diam(E)
)
× ‖[v]E‖2E
+
∑
E∈Eh(Ωd)∩E(T )
(
1
diam(E)
)
× ‖[v]E‖2E
+
∑
E∈Eh(∂Ωd)∩E(T )
(
1
diam(E)
)
× ‖[v · nE]E‖2E.
Le résultat principal de cette sous-section s'énonce comme suit :
Théorème 3.41. (Eﬃcacité [7]) Soit {Th}h>0 une famille régulière de triangulations
sur Ω satisfaisant les Hypothèses 2.21 et 2.22. On suppose de plus que, les hypothèses
Méthode d'éléments ﬁnis et Analyse d'erreur a-posteriori. HOUEDANOU Koﬃ Wilfrid c©URPM/IMSP 2015
wilfrid.houedanou@imsp-uac.org
Analyse d'erreur a-posteriori 115
du Théorème 3.26 sont satisfaites. Alors, l'estimateur d'erreur local ΘT satisfait l'es-
timation :
ΘT . ‖ e ‖h,ω˜T + ‖ ε ‖ω˜T +
∑
T ′⊂ω˜T
ζT ′ , (3.184)
où ω˜T est l'union ﬁnie des éléments voisins de T .
Preuve.Nous commençons par borner séparement chaque terme du résidu. Puisque
par le Théorème 3.26 le saut de u à travers toutes les arêtes/faces de Ωd est nul, alors
pour i ∈ {7, 8, 9}, nous avons clairement l'estimation :
Θ2i,T . JisoT (uh,uh) = JisoT (uh − u,uh − u) . ‖u− uh‖h,T . (3.185)
Ainsi, il reste à estimer les indicateurs d'erreur locaux Θi,T pour i ≤ 6.
1. Terme résiduel dans Ωs. Nous majorons le terme Θ1,T pour T ⊂ Ωs : Pour
cela, on pose,
wT := rs,T bT ∈ [H10 (T )]N , (3.186)
puis on considère,∫
T
rs,T ·wT =
∫
T
(fh + 2µdiv D(uh)−∇ph) ·wT (3.187)
Nous introduisons f et nous utilisons la formulation faible (2.146) pour obtenir :∫
T
rs,T ·wT =
∫
T
(fh − f) ·wT +
+
∫
T
(2µD(u) : ∇wT − pdiv wT )
+
∫
T
(2µdiv D(uh)−∇ph) ·wT .
En intégrant par partie le dernier terme, on obtient :∫
T
rs,T ·wT =
∫
T
(fh − f) ·wT + 2µ
∫
T
D(e) : ∇(wT )−
∫
T
εdiv wT .
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Inégalité de Cauchy-Schwarz implique que :∫
T
rs,T ·wT . ‖ f− fh ‖T‖ wT ‖T +(2µ|e|1,T+ ‖ ε ‖T )|wT |1,T .
Les inégalités inverses (2.88), (2.89) et la relation triviale ‖ wT ‖T6‖ rs,T ‖T
impliquent :
‖ rs,T ‖2T. (‖ f− fh ‖T +h−1T |e|1,T + h−1T ‖ ε ‖T ) ‖ rs,T ‖T ,
ou de façon équivalente :
Θ1,T . hT ‖ f− fh ‖T +|e|1,T+ ‖ ε ‖T . (3.188)
2. Terme résiduel dans Ωd. Nous majorons Θ1,T pour T ⊂ Ωd : Posons
wT := rd,T bT ∈ [H10 (T )]N (3.189)
En utilisant la formulation faible (2.146) et en intégrant par partie sur T , on
obtient ∫
T
rd,T ·wT =
∫
T
(fh − µK−1uh −∇ph) ·wT
=
∫
T
(fh − µK−1uh −∇ph) ·wT
+
∫
T
(µK−1u− f) ·wT − pdiv wT )
=
∫
T
(fh − f) ·wT +
∫
T
(µK−1e ·wT − εdiv wT ).
Comme précédemment, l'inégalité de Cauchy-Schwarz et les inégalités inverses
(2.88)-(2.89) conduisent à :
Θ1,T . hT ‖ f− fh ‖T + ‖ K−1e ‖T + ‖ ε ‖T . (3.190)
3. Terme résiduel (rotationnel) dans Ωd. Nous majorons Θ2,T pour T ⊂ Ωd.
Pour T ∈ Tdh, nous posons :
KT = rot(fh − µK−1uh) et wT = KT bT . (3.191)
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Nous notons que rot(wT ) appartient à l'espace H et est à divergence nul, donc
par (2.146), nous avons,
a(u, rotwT ) = (f, rotwT )T ,
ou de façon équivalente :∫
T
(µK−1u− f) · rotwT = 0. (3.192)
Mais en utilisant la formule de Green (2.96), nous pouvons écrire :∫
T
KT ·wT =
∫
T
rot(fh − f) ·wT +
∫
T
(f− µK−1uh) · rotwT ,
et en utilisant (3.192) nous déduisons que,∫
T
KT ·wT =
∫
T
rot(fh − f) ·wT +
∫
T
µK−1(u− uh) · rotwT .
Par inégalité de Cauchy-Schwarz, nous obtenons :∫
T
KT ·wT ≤ ‖rot(fh − f)‖T‖wT‖T+ ‖ K−1e ‖T ‖rotwT‖T .
Encore les inégalités inverses (2.88)-(2.89) conduisent à :
Θ2,T .‖ K−1e ‖T +hT‖rot(fh − f)‖T . (3.193)
4. Terme résiduel dans Ω. Majoration du terme Θ3,T pour T ⊂ Ω : Nous voyons
directement que,
g − div uh = div u− div uh = div e
Donc par inégalité de Cauchy-Schwarz, on conclut que :
Θ3,T =‖ g − div uh ‖T6‖ div e ‖T . (3.194)
5. Termes d'interface liés au couplage. Nous estimons les termes Θ4,T et Θ5,T
qui sont des indicateurs liés au couplage. Pour cela, nous ﬁxons une arête/face
E inclut dans ΓI et pour une constante rE ﬁxé et un vecteur unitaire N, nous
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considérons
wE = rEbEN,
qui appartient clairement à H. Donc la formulation faible (2.146) conduit à :
a(u,wE) + b(wE, p) = (f,wE)ωE ,
qui est équivalente à :
∫
Ts
(2µD(u) : D(wE)− p∇ ·wE) +
∫
Td
(µK−1u ·wE − pdiv wE)
+
N−1∑
j=1
µα1√
κj
(us · τj,wE,s · τj)E = (f,wE)ωE ,
où Ts (resp. Td) est l'unique triangle/tétraèdre inclu dans Ω¯s (respectivement
dans Ω¯d) et ayant E comme arête/face. En d'autre terme, les intégrations par
partie dans Ts et dans Td conduisent à∫
Ts
(2µD(uh) : D(wE)− phdiv wE) +
∫
Td
(µK−1uh ·wE − phdiv wE)
+
N−1∑
j=1
µα1√
κj
(us,h · τj,wE,s · τj)E
= −
∫
Ts
(2µdiv D(uh)−∇ph) ·wE+
∫
Td
(µK−1uh ·wE +∇ph) ·wE
+
N−1∑
j=1
µα1√
κj
(us,h · τj,wE,s · τj)E (3.195)
−
∫
E
([ph]EwE · nE − 2µ(D(us,hnE) ·wE).
En soustrayant cette identité de (4.140), nous trouvons :
∫
E
([ph]EwE · nE − 2µ(D(us,hnE) ·wE)−
N−1∑
j=1
µα1√
κj
(us,h · τj,wE,s · τj)E
=
∫
Ts
(2µD(e) : D(wE)− εdiv wE) +
∫
Td
(µK−1e ·wE − εdiv wE)
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+
N−1∑
j=1
µα1√
κj
(es · τj,wE,s · τj)E
−
∫
Ts
(f + 2µdiv D(uh)−∇ph) ·wE −
∫
Td
(f− µK−1uh ·wE −∇ph) ·wE.
Dans le dernier terme, nous introduisons les éléments résiduels rl,T pour arriver à :
∫
E
([ph]EwE · nE − 2µ(D(us,h)nE ·wE)−
N−1∑
j=1
µα1√
κj
(us,h · τj,wE,s · τj)E
=
∫
Ts
(2µD(e) : D(wE)− εdiv wE) +
∫
Td
(µK−1e ·wE − εdiv wE)
+
N−1∑
j=1
µα1√
κj
(es · τj,wE,s · τj)E (3.196)
−
∫
Ts
(f− fh + rs,T ) ·wE −
∫
Td
(f− fh + rd,T ) ·wE.
• Estimation du terme Θ4,T : Pour chaque j = 1, . . . , N − 1, nous prenons
rE = uh · τj +
√
κj
α1
2ns · D(uh) · τj et N = τj. Avec ce choix, l'identité (4.141) et
l'inégalité inverse (2.90) donnent :
‖rE‖2E .
∫
Ts
(2µD(e) : D(wE)− εdiv wE) +
∫
Td
(µK−1e ·wE − εdiv wE)
+
N−1∑
j=1
µα1√
κj
(es · τj,wE,s · τj)E
−
∫
Ts
(f− fh + rs,T ) ·wE −
∫
Td
(f− fh + rd,T ) ·wE. (3.197)
Ainsi l'inégalité de Cauchy-Schwarz, l'inégalité inverse (2.91) et les estimations
(3.188) et (3.190) conduisent à :
diam(E)
1
2‖uh · τj +
√
κj
α1
2ns · D(uh) · τj‖E. |e|h,ωE + ‖ε‖h,ωE+
∑
T ′⊂ωE
ζT ′(3.198)
avec ωE = Ts ∪ Td.
• Estimons le terme Θ5,T : Nous prenons ici rE = pd,h−ps,h+2µns ·D(us,h) ·ns et
N = ns. Comme précédemment, l'identité (4.141), les inégalités inverses (2.90)-
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(2.91) et les estimations (3.188) et (3.190) conduisent à
diam(E)
1
2‖pd,h − ps,h+2µns · D(us,h) · ns‖E . |e|h,ωE+‖ε‖h,ωE+
∑
T ′⊂ωE
ζT ′(3.199)
6. Terme d'interface dans Ωs. Majoration de Θ5,T : Pour chaque arête/face E ∈
Eh(Ωs), nous considérons ωE = T1 ∪ T2, avec ∂T1 ∩ ∂T2 = E. Comme
JE,nE ∈ [P0(E)]N , nous pouvons poser :
wE := −JE,nEbE ∈ [H10 (ωE)]N . (3.200)
Premièrement, la formulation faible (2.146) conduit à :
a(u,wE) + b(wE, p) = (f,wE)ωE ,
ce qui est équivalent à :∫
ωE
f ·wE =
∫
ωE
(2µD(u)− pI) : D(wE)
+
∫
∂ωE
(pI− 2µD(u))nE ·wE.
Par intégration par partie élément par élément, nous avons donc l'égalité :
−
∫
E
JE,nE ·wE =
∫
ωE
(2µD(uh)− phI) : D(wE)
−
2∑
i=1
∫
Ti
(−2µdiv D(uh) +∇ph) ·wE.
Par l'identité précédente (4.145), nous obtenons :
−
∫
E
JE,nE ·wE =
2∑
i=1
∫
Ti
(f− (−2µdiv D(uh) +∇ph)) ·wE
−
∫
ωE
(2µD(e)− εI) : D(wE).
Nous introduisons maintenant l'approximation fh de f et nous utilisons l'inégalité
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de Cauchy-Schwarz et les inégalités inverses (2.90)-(2.91) pour obtenir :
‖ JE,nE ‖E . diam(E)1/2
(
2∑
i=1
(‖ f− fh ‖Ti + ‖ rs,Ti ‖Ti)
)
+ diam(E)−1/2 (|e|1,ωE+ ‖ ε ‖ωE) .
L'estimation (3.188) de Θ1,T et l'inégalité triviale hE 6 hT impliquent l'estima-
tion : √
diam(E) ‖ JE,nE ‖E. |e|1,ωE+ ‖ ε ‖ωE +
∑
T ′⊂ωE
hT ′ ‖ f− fh ‖T ′ (3.201)
7. Terme d'interface dans Ωd.Majoration de Θ6,T : Pour chaque arête/face E ∈
Eh(Ωd), nous considérons ωE = T1 ∪ T2. Comme [ph]E ∈ P0(E), nous posons
wE := [ph]EbEnE ∈ [H10 (ωE)]N .
Premièrement nous notons que p ∈ H1(ωE). Nous avons par formule de Green∫
ωE
(∇p ·wE + pdiv wE) = 0.
Encore par intégration par partie élément par élément, on a donc :
∫
E
[ph]EwE · nE =
2∑
i=1
∫
Ti
(∇ph ·wE + ph∇ ·wE).
En prenant la diﬀérence de ces deux identités, nous obtenons :
∫
E
[ph]EwE · nE =
2∑
i=1
∫
Ti
(∇(ph − p) ·wE + (ph − p)div wE).
En rappelant que ∇p = f−µK−1u et en introduisant le terme fh−µK−1uh, nous
trouvons :∫
E
[ph]EwE · nE =
2∑
i=1
∫
Ti
(∇ph − f + µK−1u) ·wE + (ph − p)div wE)
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=
2∑
i=1
∫
Ti
(∇ph − fh + µK−1uh) ·wE + (ph − p)div wE)
+
2∑
i=1
∫
Ti
(fh − f + µK−1(u− uh)) ·wE.
Inégalité de Cauchy-Schwarz et inequalités inverses conduisent à :
‖[ph]E‖E .
2∑
i=1
‖rd,Ti‖Tidiam(E)1/2 + ‖ph − p‖Tidiam(E)−1/2
+ diam(E)
1
2
2∑
i=1
(‖f− fh‖Ti + ‖K−1(u− uh)‖Ti).
Par (3.190), nous déduisons que
diam(E)
1
2‖[ph]E‖E .
∑
T ′⊂ωE
hT ′‖f− fh‖T ′ + ‖ε‖ωE + ‖K−1e‖ωE . (3.202)
Les estimations (3.185), (3.188), (3.190), (3.193), (3.194), (3.198), (3.199), (3.201)
et (3.202) prouvent l'estimation désirée.
3.6 Conclusion
Nous avons proposé et analysé dans ce chapitre, une famille d'indicateurs d'erreur
a-posteriori du type résiduel. Nous avons considéré une discrétisation isotrope. Nous
avons utilisé une variante de la méthode d'éléments ﬁnis non-conforme de Crouzeix-
Raviart pour approcher la vitesse du ﬂuide dans Ω. La pression du ﬂuide dans Ω est
approchée dans l'espace des fonctions constantes par morceaux. Nous avons démontré
que le problème discret associé est stable via le théorème de Ladyzhenskaya-Babu²ka-
Brezzi. Un résultat d'estimation d'erreur a-priori optimal est présenté. Nous avons
prouvé que la famille d'indicateurs d'erreur a-posteriori constuite est optimale. En
outre, nous avons montré rigoureusement que cette famille est à la fois ﬁable et eﬃcace.
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4.1 Introduction
L'objectif de ce chapitre est d'étendre les résultats d'analyse d'erreur a-posteriori
de type résiduel obtenus dans le chapitre 3 à une discrétisation anisotrope. Nous util-
isons les mêmes éléments ﬁnis mixtes. Nous généralisons l'inégalité de Korn discrète
standard de la sous-section 3.2.2 à une discrétisation anisotrope (cf. sous-section 4.2.2).
Nous faisons cette extension à l'espace des fonctions aﬃnes par morceaux. Nous dé-
montrons ainsi la stabilité du problème approché [6] via le théorème de Ladyzhenskaya-
Babu²ka-Brezzi (cf. sous-section 4.2.3). Nous proposons ensuite une famille d'indica-
teurs d'erreur a-posteriori, avec lesquels nous faisons une analyse d'erreur a posteriori.
Ces indicateurs d'erreur que nous déﬁnissons dans la sous-section 4.4.1, généralisent
ceux proposés dans le chapitre précédent. Une majoration d'erreur a-posteriori sur
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la pression est prouvée dans la sous-section 4.4.2. Nous démontrons l'eﬃcacité de ces
indicateurs d'erreur [5] dans la sous-section 4.4.3, laquelle ne dépend pas du caractère
anisotrope du maillage.
4.2 Approximation par éléments ﬁnis non-conformes
anisotropes
Nous rappelons la formulation faible (2.146) de la section 2.7 : trouver (u, p) ∈
H×Q tels que, {
a(u,v) + b(v, p) = L(v) ∀v ∈ H ,
b(u, q) = G(q) ∀q ∈ Q , (4.1)
où
H :=
{
v ∈ H(div,Ω) : vs ∈ [H1(Ωs)]N , v = 0 sur Γs et v · nd = 0 sur Γd
}
,
Q := L20(Ω) :=
{
q ∈ L2(Ω) :
∫
Ω
q(x)dx = 0
}
.
Et
a(u,v) := 2µ(D(u),D(v))Ωs +
N−1∑
j=1
µα1√
κj
〈us · τj,vs · τj〉ΓI + µ
(
K−1u,v
)
Ωd
,
b(v, q) := −
∫
Ω
q div v.
4.2.1 Problème discret
• Les espaces d'approximations : Les espaces d'approximations sont celui du chapitre
3, i.e.
Hh :=
{
vh : vh|T ∈ [P1(T )]N ∀T ∈ Th, ([vh]E, 1)E = 0 ∀E ∈ Eh(Ω+s ) ,
([vh · nE]E, 1)E = 0∀E ∈ Eh(Ωd) ∪ Eh(∂Ωd)} ,
et,
Qh :=
{
qh ∈ L20(Ω) : qh|T ∈ P0(T ) ∀T ∈ Th
}
.
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• Les formes bilinéaires approchées : Puisque Hh * H, alors nous déﬁnissons les
formes bilinéaires approchées ah et bh par,
ah(u,v) := 2µ
∑
T∈Tsh
(D(u),D(v))T +
N−1∑
j=1
µα1√
κj
〈us · τj,vs · τj〉ΓI
+ µ(K−1u,v)Ωd , ∀u,v ∈ H + Hh
et
bh(v, q) := −
∑
T∈Th
(q, div v)T , ∀v ∈ H + Hh,∀q ∈ Qh.
• Le problème approché : Trouver (uh, ph) ∈ Hh ×Qh tels que,{
ah(uh,vh) + bh(vh, ph) + J
aniso(uh,vh) = L(vh),∀vh ∈ Hh,
bh(uh, qh) = G(qh),∀qh ∈ Qh.
(4.2)
C'est aussi une discrétisation naturelle du problème faible (4.1), sauf qu'il y a un
terme de pénalisation Janiso(uh,vh) qui s'ajoute. Cette forme bilinéaire J
aniso(., .)
dans le cas anisotrope est aussi déﬁnie par décomposition suivant les éléments de Eh
par,
Janiso(u,v) = Janiso
Ω+s
(u,v) + JanisoΩd (u,v) + J
aniso
∂Ωd
(u,v), (4.3)
où
Janiso
Ω+s
(u,v) := (1 + 2µ)
∑
E∈Eh(Ω+s )
hE
h2min,E
∫
E
[u]E · [v]Eds,
JanisoΩd (u,v) :=
∑
E∈Eh(Ωd)
hE
h2min,E
∫
E
[u]E · [v]Eds et,
Janiso∂Ωd (u,v) :=
∑
E∈Eh(∂Ωd)
hE
h2min,E
∫
E
[u · nE]E × [v · nE]Eds.
Si l'on pose Ch(u,v) = ah(u,v) + J
aniso(u,v), alors le problème discret (4.2) est
équivalent à : trouver (uh, ph) ∈ Hh ×Qh tels que,{
Ch(uh,vh) + bh(vh, ph) = L(vh), ∀vh ∈ Hh,
bh(uh, qh) = G(qh),∀qh ∈ Qh.
(4.4)
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On pose :
‖ v ‖h:=
∑
T∈Tsh
|v|21,T +
N−1∑
j=1
‖ vs · τj ‖2ΓI +‖ v ‖2Ωd +
∑
T∈Tdh
‖ div v ‖2T +Janiso(v,v)
1/2 .
Et nous avons le lemme suivant :
Lemme 4.1. L'application ‖ · ‖h: v ∈ Hh 7−→‖ v ‖h∈ R+ est une norme sur Hh.
Preuve. La preuve est similaire à celle du Lemme 3.2.
4.2.2 Inégalité de Korn discrète sur une discrétisation anisotrope
Dans cette sous-section, nous généralisons l'inégalité de Korn discrète énoncée dans
le Théorème 3.9 au cas d'une discrétisation anisotrope. Nous considérons en particulier
l'espace des fonctions aﬃnes par morceaux. Cette inégalité de Korn discrète permet
de montrer la coercivité de la forme bilinéaire Ch.
Nous rappelons les espaces :
VTh :=
{
v ∈ [L2(K)]N : v|T = vT ∈ [P1(T )]N , ∀T ∈ Th
}
, (4.5)
[H1(K,Th)]
N
:=
{
w ∈ [H1(K)]N : w|T = wT ∈ [P1(T )]N , ∀T ∈ Th
}
. (4.6)
Théorème 4.2. (Inégalité de Korn discrète-Cas anisotrope [6]) Soit {Th}h>0 une
famille de triangulations anisotropes sur K satisfaisant les Hypothèses 2.21, 2.23 et
2.24 ; et soit φ : [H1(K,Th)]
N −→ R+ une semi-norme vériﬁant les conditions (2.110)
et (2.111) et, en plus, la condition :
(φ(v− Fv))2 .
∑
E∈Eh(K)
hE
h2min,E
‖ [v]E ‖2E ∀v ∈ VTh . (4.7)
Alors,
|v|2[H1(K,Th)]N .
‖ DTh(v) ‖2K +|φ(v)|2 + ∑
E∈Eh(K)
hE
h2min,E
‖ [v]E ‖2E
 ∀v ∈ VTh , (4.8)
où
|v|[H1(K,Th)]N :=
(∑
T∈Th
|v|21,T
)1/2
. (4.9)
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Preuve. Soit v ∈ VTh . On a en utilisant l'inégalité (2.113) et la déﬁnition de φ :
|v|2H1(K,Th) 6 |v− Fv|2H1(K,Th) + |Fv|2H1(K)
. ‖ D(Fv) ‖2K +(φ(Fv))2 + |v− Fv|2H1(K,Th)
. ‖ DTh(v) ‖2K +(φ(v))2 + (φ(v− Fv))2 + |v− Fv|2H1(K,Th).
Grâce à la condition (4.7), on a :
|v|2H1(K,Th) 6 ‖ DTh(v) ‖2K +(φ(v))2 +
∑
E∈Eh(K¯)
hE
h2min,E
‖ [v]E ‖2E +|v− Fv|2H1(K,Th)
Il reste maintenant à estimer le terme |v − Fv|2H1(K,Th). En utilisant les inégalités
inverses standard [48, 89], avec JT = AT on a :
|v− Fv|21,T . ‖ A−1T ‖2RN×N ×| det (JT )| × |v− Fv|21,T¯ , avec (4.10)
| det (AT )| = |T ||T | . (4.11)
Ainsi, d'après l'inégalité (2.49) du Lemme 2.17, on obtient :
|v− Fv|21,T .
|T |
h2min,T
× |v− Fv|21,T¯ . (4.12)
Comme vT − Fv|T ∈ [P1(T )]N , alors l'équivalence des normes dans les espaces de
dimension ﬁnie entraîne :
|v− Fv|21,T .
|T |
h2min,T
×
∑
p∈N(T )
|(vT − Fv)(p)|2RN . (4.13)
D'après le Lemme 3.6, on a :
|v− Fv|21,T .
|T |
h2min,T
×
∑
p∈N(T )
∑
E∈Ep
|[v]E(p)|2RN . (4.14)
Soit z = [v]E ∈ [P1(E)]N 7−→ z¯ ∈ [P1(E¯)]N . Restons maintenant en dimension N = 2
pour simpliﬁer. Alors E¯ = [0, 1]. Pour s¯ = 0 ou 1, on a :
|z(s)|2RN = |z¯(s¯)|2RN 6 |z¯(0)|2RN + |z¯(1)|2RN ∼‖ z¯ ‖2E¯=
|E¯|
|E| ‖ z ‖
2
E . (4.15)
Ainsi, l'inégalité (4.14) devient :
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|v− Fv|21,T .
∑
s∈N(T )
∑
E∈Es
|T |
|E| ×
1
h2min,T
‖ [v]E ‖2E . (4.16)
Par ailleurs hE,T =
N |T |
|E| , donc :
|v− Fv|21,T .
∑
s∈N(T )
∑
E∈Es
hE,T
h2min,T
‖ [v]E ‖2E . (4.17)
D'où,
|v− Fv|H1(K,Th) .
∑
T∈Th
∑
E∈E(T )
hE,T
h2min,T
‖ [v]E ‖2E, (4.18)
soit,
|v− Fv|H1(K,Th) .
∑
T∈Th
∑
E∈E(T )
hE
h2min,E
‖ [v]E ‖2E . (4.19)
Le théorème est ainsi démontré.
Remarque 4.3. Si hmin,E ∼ hE ∼ diam(E), alors l'inégalité de Korn anisotrope (4.8)
du Théorème 4.2 implique l'inégalité de Korn isotrope (3.17) du Lemme 3.7 pour les
fonctions aﬃnes par morceaux. Ce qui montre que l'inégalité de Korn (4.8) est une
généralisation de (3.7) pour les fonctions aﬃnes par morceaux.
Nous donnons maintenant trois exemples de semi-norme φ qui satisfont les dif-
férentes conditions.
Exemple 4.4. Soit ΓK ⊂ ∂K et soit φ : [H1(K,Th)]N −→ R+ déﬁnie par :
φ(v) := sup
m∈RM(K),‖m‖ΓK=1,
∫
ΓK
m=0
∫
ΓK
|v ·m|, ∀v ∈ [H1(K,Th)]N . (4.20)
Proposition 4.5. ([6]) La semi-norme φ de l'Exemple 4.4 satisfait les conditions
(2.110), (2.111) et (4.7) du Théorème 4.2.
Preuve. Nous montrons que la semi-norme φ de l'Exemple 4.4 satisfait les condi-
tions (2.110), (2.111) et (4.7).
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1. Condition (4.7) : La condition (4.7) est vériﬁée comme suit,
(φ(v− Fv))2 6 ‖ v− Fv ‖2∂K=
∑
E∈Eh(∂K)
‖ v− Fv ‖2E
6
∑
T∈Th
‖ v− Fv ‖2∂T
6
∑
T∈Th
‖ v− Fv ‖21,T
‖ v− Fv ‖21,T = ‖ ∇(v− Fv) ‖2T + ‖ v− Fv ‖2T (4.21)
(a) Estimons ‖ v− Fv ‖2T .
‖ v− Fv ‖2T = 6× |T |× ‖ v− Fv ‖2T . |T | ×
∑
s¯∈N(T )
|(v− Fv)(s¯)|2RN .
L'équivalence des normes dans les espaces de dimensions ﬁnies entraîne :∑
s¯∈N(T )
|(v− Fv)(s¯)|2RN ∼
∑
s∈N(T )
|(v− Fv)(s)|2RN . (4.22)
Donc,
‖ v− Fv ‖2T . |T | ×
∑
s∈N(T )
|(v− Fv)(s)|2RN .
D'après le Lemme 3.6, on a
‖ v− Fv ‖2T . |T | ×
∑
s∈N(T )
∑
E∈Es
|[v]E(s)|2RN . (4.23)
On se ramene maintenant à l'élément de référence. Pour simpliﬁer, on se
place en dimensionN = 2. Soit donc z = [v]E ∈ [P1(E)]N 7−→ z¯ ∈ [P1(E¯)]N ,
avec E¯ = [0, 1] (pour N = 2).
|z(s)|RN = |z¯(s¯)|RN 6 |z¯(0)|RN + |z¯(1)|RN ∼ ‖ z¯ ‖E¯ . (4.24)
En utilisant (2.51), on a :
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|z(s)|RN . |E|1/2× ‖ z ‖E i.e. |[v]E(s)|RN . |E|−1/2× ‖ [v]E ‖E .
Donc,
‖ v− Fv ‖2T .
∑
s∈N(T )
∑
E∈Es
|T |
|E| ‖ [v]E ‖
2
E (4.25)
hE,T =
N |T |
|E| et 1 .
1
hmin,T
. (4.26)
Donc,
‖ v− Fv ‖2T .
∑
s∈N(T )
∑
E∈Es
hE,T
h2min,T
‖ [v]E ‖2E . (4.27)
Aussi,
hE,T 6 hE et hmin,T ∼ hmin,E. (4.28)
Donc,
‖ v− Fv ‖2T .
∑
s∈N(T )
∑
E∈Es
hE
h2min,E
‖ [v]E ‖2E (4.29)
D'où,
∑
T∈Th
‖ v− Fv ‖2T .
∑
E∈Eh(K¯)
hE
h2min,E
‖ [v]E ‖2E . (4.30)
(b) Estimons ‖ ∇(v− Fv) ‖2T . Nous avons les égalités :
∇(v− Fv) = A−TT · ∇(v− Fv), et
FT (x¯) = AT · x¯+−→P0 = x et dx = JFT · dx¯.
Donc,
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‖ ∇(v− Fv) ‖T = |JFT | ×
∫
T
|A−TT · ∇(v− Fv)|2dx¯
6 |JFT |× ‖ A−TT ‖2RN×N ×|v− Fv|21,T .
6 |T |
h2min,T
× |v− Fv|2
1,T
6 |T |
h2min,T
× ‖ v− Fv ‖2
1,T
.
L'équivalence des normes dans les espaces de dimensions ﬁnies entraîne :∑
s∈N(T )
|(v− Fv)(s)|RN ∼ ‖ v− Fv ‖1,T . (4.31)
Donc,
‖ ∇(v− Fv) ‖2T .
|T |
h2min,T
×
∑
s∈N(T )
|(v− Fv)(s)|2RN (4.32)
D'après le Lemme 3.6, on a
‖ ∇(v− Fv) ‖2T .
|T |
h2min,T
×
∑
s∈N(T )
∑
E∈Es
|[v]E(s)|2RN (4.33)
En utilisant la même technique que précédemment, on obtient :
‖ ∇(v− Fv) ‖2T .
|T |
h2min,T
×
∑
s∈N(T )
∑
E∈Es
|T |
|E| ×
1
h2min,T
‖ [v]E ‖2E
Soit,
‖ ∇(v− Fv) ‖2T .
|T |
h2min,T
×
∑
s∈N(T )
∑
E∈Es
hE,T
h2min,T
‖ [v]E ‖2E
D'où,
∑
T∈Th
|v− Fv|21,T .
∑
E∈Eh(K¯)
hE
h2min,E
‖ [v]E ‖2E (4.34)
Les estimés (4.30) et (4.34) conduisent à l'estimé (4.7).
2. Les conditions (2.110) et (2.111) ne dépendent pas de la discrétisation. Elles sont
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vériﬁées dans [35].
Exemple 4.6. Soit φ : [H1(K,Th)]
N −→ R+ déﬁnie par :
φ(v) := ‖ Qv ‖K , ∀v ∈ [H1(K,Th)]N , (4.35)
avec,
Qv := v− 1|K|
∫
K
v. (4.36)
Proposition 4.7. ([6]) La semi-norme φ de l'Exemple 4.6 vériﬁe les conditions (2.110),
(2.111) et (4.7) du Théorème 4.2.
Preuve.Nous montrons que la semi-norme φ satisfait les conditions (2.110), (2.111)
et (4.7).
1. Condition (4.7). On a :
(φ(v− Fv))2 . ‖ v− Fv ‖2K=
∑
T∈Th
‖ v− Fv ‖2T , (4.37)
et l'estimation (4.7) suit, d'après l'estimé (4.30).
2. Conditions (2.110) et (2.111).
(a) Condition (2.110). Pour tout v ∈ [H1(K)]N , on a,
(φ(v)) = ‖ v− 1|K|
∫
K
v ‖K 6 ‖ v ‖K + 1|K|
∥∥∥∥∫
K
v
∥∥∥∥
K
6 ‖ v ‖K + 1|K|
(
|K|1/2 ×
∥∥∥∥∫
K
v
∥∥∥∥)
6 ‖ v ‖K + 1|K|
(|K|1/2 × |K|1/2 ‖ v ‖K)
D'où,
φ(v) 6 2 ‖ v ‖1,K (4.38)
(b) Condition (2.111). La condition nécessaire est triviale d'après les équiva-
lences (2.109) et (2.112) ; la condition suﬃsante est aussi triviale à cause
de l'équivalence (4.39) ci-dessous et D(c) est une matrice nulle pour tout
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vecteur constant c ∈ RN .
(Qv = 0 dans K)⇐⇒ v =
(
1
|K|
∫
K
v
)
∈ RN . (4.39)
Exemple 4.8. La semi-norme φ est déﬁnie par φ : [H1(K,Th)]
N −→ R+ telle que,
φ(v) :=
∣∣∣∣∣∑
T∈Th
∫
T
rot(v)
∣∣∣∣∣
RN
, ∀v ∈ [H1(K,Th)]N . (4.40)
Proposition 4.9. ([6]) La semi-norme φ de l'Exemple 4.8 satisfait les conditions
(2.110), (2.111) et (4.7) du Théorème 4.2.
Preuve. Nous montrons que la semi-norme φ vériﬁe les conditions (2.110), (2.111)
et (4.7).
1. Condition (4.7). On a
(φ(v− Fv))2 . |v− Fv|2H1(K,Th) =
∑
T∈Th
|v− Fv|21,T , (4.41)
et l'estimation (4.7) suit d'après l'estimé (4.34).
2. Conditions (2.110) et (2.111).
(a) La condition (2.110) est vériﬁée pour tout v ∈ [H1(K)]N dans [35].
(b) La condition nécessaire et suﬃsante de la condition (2.111) est aussi vériﬁée
dans [35].
4.2.3 Existence et l'unicité d'une solution du problème discret
Nous pouvons maintenant prouver l'existence et l'unicité d'une solution du prob-
lème discret (4.4). Pour cela, nous allons vériﬁer les hypothèses du théorème de
Ladyzhenskaya-Babu²ka-Brezzi : la continuité des formes discrètes, la coercivité de la
forme bilinéaire Ch sur le noyau discret Kerhbh et la condition inf-sup discrète de la
forme bilinéaire discrète bh par rapport à la norme ‖ · ‖h.
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Continuité des formes discrètes
Lemme 4.10. ([6]) On a les estimations suivantes :
|L(vh)| . ‖ vh ‖h, ∀vh ∈ Hh +H, (4.42)
|G(qh)| . ‖ qh ‖, ∀qh ∈ Qh, (4.43)
|Ch(uh, vh)| . ‖ uh ‖h × ‖ vh ‖h, ∀uh, vh ∈ Hh +H, (4.44)
|bh(vh, qh)| . ‖ vh ‖h × ‖ qh ‖, ∀vh ∈ Hh +H, ∀qh ∈ Qh. (4.45)
Preuve. Ces estimations suivent immédiatement l'inégalité de Hölder.
Coercivité de la forme bilinéaire Ch
On introduit l'espace discret,
Zh := {vh ∈ Hh : bh(vh, qh) = 0,∀qh ∈ Qh} . (4.46)
Lemme 4.11. ([6]) Si vh ∈ Zh, alors div vh = 0 p.p dans T , ∀T ∈ Th.
Preuve. La preuve est exactement celle du Lemme 3.11.
Théorème 4.12. (Coercivité discrète [6]) On suppose que la triangulation Th sur
Ω est anisotrope et satisfait les Hypothèses 2.21 à 2.24. Alors, il existe une constante
ch dépendant de h telle que,
Ch(vh, vh) & ch ‖ vh ‖2h, ∀vh ∈ Zh. (4.47)
Preuve. Soit vh ∈ Zh. On a,
Ch(vh,vh) = 2µ
∑
T∈Tsh
‖ D(vh) ‖2T +µ(K−1vh,vh)Ωd +
N−1∑
j=1
µα1
κj
‖ vh · τj ‖2ΓI
+ Janiso
Ω+s
(vh,vh) + J
aniso
Ωd
(vh,vh) + J
aniso
∂Ωd
(vh,vh).
Considérons maintenant la semi-norme φ déﬁnie ci-dessus par,
φ(vh) =
∣∣∣∣∣∣
∑
T∈Tsh
∫
T
rotvh
∣∣∣∣∣∣
RN
. (4.48)
Rappelons que rotvh est une fonction scalaire constante (N = 2) ou une fonction
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vectorielle constante (N = 3) dans chaque T ∈ Th, donc,
φ(vh) =
∣∣∣∣∫
Ωs
rotvh
∣∣∣∣
RN
(4.49)
=
∣∣∣∣∫
∂Ωs
γτ (vh)
∣∣∣∣
RN
(formule de Green (2.96)) (4.50)
6
∫
Γs
|γτ (vh)|RN +
∫
ΓI
|γτ (vh)|RN (4.51)
.
∑
E∈Eh(Γs)
∫
E
|γτ (vh)|RN +
∑
E∈Eh(ΓI)
∫
E
|γτ (vh)|RN . (4.52)
• Estimons
∑
E∈Eh(Γs)
∫
E
|γτ (vh)|RN . On a par l'inégalité de Cauchy-Schwarz :
∑
E∈Eh(Γs)
∫
E
|γτ (vh)|RN 6
∑
E∈Eh(Γs)
(∫
E
|γτ (vh)|2RN
)1/2
× |diam(E)|1/2
6
∑
E∈Eh(Γs)
(∫
E
|γτ (vh)|2RN
)1/2
( car diam(E) 6 1)
6
∑
E∈Eh(Γs)
(
hE
h2min,E
)1/2(∫
E
|γτ (vh)|2RN
)1/2
×
(
hE
h2min,E
)−1/2
6
 ∑
E∈Eh(Γs)
(
hE
h2min,E
)(∫
E
|γτ (vh)|2RN
)
1/2
×
×
 ∑
E∈Eh(Γs)
(
h2min,E
hE
)
1/2
.
En posant,
mh =
 ∑
E∈Eh(Γs)
(
h2min,E
hE
)
1/2
∈ R, (4.53)
on a,
∑
E∈Eh(Γs)
∫
T
|γτ (vh)| 6 mh ×
 ∑
E∈Eh(Γs)
(
hE
h2min,E
)(∫
E
|[vh]E|2RN
)
1/2
. (4.54)
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D'où,
∑
E∈Eh(Γs)
∫
T
|γτ (vh)|RN . mh ×
(
Janiso
Ω+s
(vh,vh)
)1/2
. (4.55)
• Estimons maintenant
∑
E∈Eh(ΓI)
∫
E
|γτ (vh)|RN . On a par Cauchy-Schwarz :
∑
E∈Eh(ΓI)
∫
E
|γτ (vh)|RN 6
(∫
ΓI
|γτ (vh)|2
)1/2
× diam(ΓI)1/2
. ah(vh,vh)1/2. (4.56)
Avec les estimés (4.55) et (4.56), on a l'estimation :
(φ(vh))
2 . mh × JanisoΩ+s (vh,vh) + ah(vh,vh). (4.57)
Ainsi,
mh × JanisoΩ+s (vh,vh) + ah(vh,vh) +
∑
T∈Tsh
‖ D(vh) ‖2T &
∑
T∈Tsh
‖ D(vh) ‖2T +(φ(vh))2
+ Janiso
Ω+s
(vh,vh).
On peut maintenant appliquer l'inégalité de Korn discrète anisotrope du Théorème
4.2 au second membre de cette inégalité. On a alors,
mh × JanisoΩ+s (vh,vh) + ah(vh,vh) +
∑
T∈Tsh
‖ D(vh) ‖2T &
∑
T∈Tsh
‖ ∇(vh) ‖2T (4.58)
D'où, il existe une constante ch > 0 telle que,
Janiso(vh,vh) + ah(vh,vh) +
∑
T∈Tsh
‖ D(vh) ‖2T > ch
∑
T∈Tsh
‖ ∇(vh) ‖2T +Janiso(vh,vh)
 ,
soit,
Ch(vh,vh) > ch
∑
T∈Tsh
‖ ∇(vh) ‖2T +Janiso(vh,vh)
 . (4.59)
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Par ailleurs,
Ch(vh,vh) >
N−1∑
j=1
‖ vh · τj ‖2ΓI , (4.60)
Ch(vh,vh) > ‖ vh ‖2Ωd . (4.61)
Les estimés (4.59), (4.60) et (4.61) conduisent à l'estimé du théorème et donc, le
théorème est complètement démontré.
Condition inf-sup de la forme bilinéaire bh
Nous montrons maintenant la condition inf-sup de la forme bilinéaire bh sur Hh×
Qh. Mais avant, nous introduisons l'espace :
X :=
{
v ∈ H : v|Ωd ∈ [H1(Ωd)]N
}
. (4.62)
Nous déﬁnissons ensuite l'opérateur d'interpolation de Crouzeix-Raviart Ih : X −→ Hh
par : ∫
E
v =
∫
E
Ihv, ∀T ∈ Th, ∀E ∈ E(T ). (4.63)
Lemme 4.13. ([12]) L'opérateur Ih est [H1]N − stable, c'est-à-dire,
|Ihv|1,T . |v|1,T , ∀v ∈ X, ∀T ∈ Th. (4.64)
Théorème 4.14. ( Condition inf-sup discrète [6]) On suppose que la triangulation
Th sur Ω est anisotrope et satisfait les Hypothèses 2.21 à 2.24. Alors, la forme bilinéaire
bh vériﬁe la condition inf-sup discrète sur Hh ×Qh, c'est-à-dire : ∃αh > 0 telle que,
inf
qh∈Qh
sup
vh∈Hh
bh(vh, qh)
‖ qh ‖ × ‖ vh ‖h > αh. (4.65)
Preuve. On utilise toujours l'argument de Fortin comme dans la preuve du Lemme
3.14. Soit qh ∈ Qh. Alors [67, Corollaire 2.4, Page 24], il existe une fonction vectorielle
vh ∈ [H10 (Ω)]N ⊂ X telle que,{
div v = −qh, dans Ω
‖ v ‖1,Ω . ‖ qh ‖Ω .
(4.66)
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Prenons vh = Ihv ∈ Hh. On a,
bh(v− vh, qh) = −
∑
T∈Th
∑
E∈E(T )
∫
E
qhn · (v− vh)
= −
∑
T∈Th
∑
E∈E(T )
∫
E
n · (v− vh) = 0.
Donc,
bh(vh, qh) = bh(v, qh) = ‖ qh ‖2 & ‖ qh ‖ × ‖ v ‖1,Ω . (4.67)
Ainsi, pour avoir la condition inf-sup (4.65), il suﬃt que,
‖ v ‖1,Ω & ‖ vh ‖h . (4.68)
Montrons alors l'estimé (4.68). Nous commençons par majorer chaque terme de la
norme ‖ vh ‖2h :
• Majoration du terme
∑
T∈Tsh
|vh|21,T . On a, en utilisant le Lemme 4.13,
‖ v ‖21,Ω & |v|21,Ωs &
∑
T∈Tsh
|vh|21,T . (4.69)
• Majoration du terme
∑
T∈Tdh
‖ div vh ‖2T . On obtient via le Lemme 4.13 :
‖ v ‖21,Ω ∼ |v|1,Ω =
∑
T∈Th
|v|21,T &
∑
T∈Tdh
|v|21,T &
∑
T∈Tdh
‖ div vh ‖2T . (4.70)
• Majoration du terme ‖ vh ‖2Ωd . Soit une fonction scalaire v¯ ∈ H1(T ). Déﬁnissons
l'opérateur I¯h : H1(T ) −→ P1(T ) par,
I¯hv¯ := Ihv :=
N∑
i=0
(
1
|E¯i|
∫
E¯i
v¯
)
ψ¯i, avec ψ¯i := 1−Nλ¯i, i = 1, . . . , N. (4.71)
Précisons que les ψ¯i sont les fonctions de forme de l'élément ﬁni de référence P1(T ) de
Crouzeix-Raviart déﬁnies ci-dessus. On a les estimations,
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‖ I¯hv¯ ‖2T .
N∑
i=0
∣∣∣∣( 1|E¯i|
∫
E¯i
v¯
)∣∣∣∣2× ‖ ψ¯ ‖2T ,
.
N∑
i=0
(
1
|E¯i|
)
× ‖ v¯ ‖2E¯i × ‖ ψ¯ ‖2T
.
N∑
i=0
× ‖ v¯ ‖2E¯i .
Par ailleurs,
‖ v¯ ‖2E¯i=
|E¯i|
|Ei|× ‖ v ‖
2
Ei
, (4.72)
donc,
‖ I¯hv¯ ‖2T .
N∑
i=0
|E¯i|
|Ei|× ‖ v ‖
2
Ei
.
N∑
i=0
1
|Ei|× ‖ v ‖
2
Ei
.
N∑
i=0
hEi,T
|T | × ‖ v ‖
2
Ei
.
N∑
i=0
hmax,T
|T | × ‖ v ‖
2
T .
Or,
‖ Ihv ‖2T =
‖ Ihv ‖2T
6|T | , (4.73)
donc,
‖ Ihv ‖2T . hmax,T ‖ v ‖2T . (4.74)
Ainsi, pour une fonction vectorielle v ∈ [H1(T )]N , on a :
‖ Ihv ‖2T . hmax,T ‖ v ‖2T . (4.75)
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On peut alors conclure qu'il existe une constante α1,h > 0 dépendant de h telle que,
‖ v ‖2Ωd> α1,h ‖ vh ‖2Ωd . (4.76)
• Majoration du terme
N−1∑
j=1
‖ vs,h · τj ‖2ΓI . Soit E ∈ Eh(ΓI). On a,
‖ vs,h · τj ‖2E . ‖ vs,h ‖2E, (Inégalité de Cauchy-Schwarz) ,
. ‖ vs,h − v ‖2E + ‖ v ‖2E, (Inégalité triangulaire) .
En utilisant la première inégalité de trace anisotrope (Lemme 2.35), on obtient,
‖ vs,h · τj ‖2E .
[
h−1E
(‖ vh − v ‖2T + ‖ CTrT ∇(v− vh) ‖2T )+ ‖ v ‖2E] . (4.77)
Inégalité de Cauchy-Schwarz et la déﬁnition de la matrice CT conduisent aux estima-
tions :
‖ vs,h · τj ‖2E .
[
h−1E
(‖ vh − v ‖2T +h2max,T ‖ ∇(v− vh) ‖2T )+ ‖ v ‖2E] (4.78)
. h−1E ‖ vh − v ‖2T +
h2max,T
hE
‖ ∇(v− vh) ‖2T + ‖ v ‖21,Ωs . (4.79)
On utilise l'estimé (4.75) pour obtenir,
‖ vs,h · τj ‖2E .
hmax,T
hE
‖ v ‖2T +
h2max,T
hE
|v|21,T+ ‖ v ‖21,Ωs . (4.80)
D'où il existe une constante α2,h > 0 dépendant de h telle que,
‖ v ‖21,Ω & α2,h ×
N−1∑
j=1
‖ vs,h · τj ‖2ΓI . (4.81)
• Il reste maintenant à contrôler le terme Janiso(vh,vh). D'abord, remarquons que
Janiso(v,v) = 0, puisque v ∈ [H10 (Ω)]N .
? Estimons Janiso
Ω+s
(vh,vh).
Janiso
Ω+s
(vh,vh) .
∑
T∈Th
Janiso
T∩Ω+s (vh,vh), avec
Janiso
T∩Ω+s (vh,vh) = (1 + 2µ)
∑
E∈Eh(T∩Ω+s )
(
hE
h2min,E
)
‖ [vh]E ‖2E .
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Janiso
T∩Ω+s (vh,vh) = J
aniso
T∩Ω+s (vh − v,vh − v) (4.82)
= (1 + 2µ)
∑
E∈Eh(T∩Ω+s )
(
hE
h2min,E
)
‖ [vh − v]E ‖2E . (4.83)
En utilisant la continuité de l'opérateur trace et l'inégalité de trace du Lemme 2.35,
on obtient,
Janiso
T∩Ω+s (vh,vh) .
∑
E∈Eh(T∩Ω+s )
(
1
h2min,E
)
× (‖ vh − v ‖2T +h2max,T |vh − v|21,T )
.
∑
E∈Eh(T∩Ω+s )
(
1
h2min,T
)
× (‖ vh − v ‖2T +h2max,T |vh − v|21,T ) .
On utilise maintenant les estimés (4.64) et (4.75), pour avoir :
Janiso
T∩Ω+s (vh,vh) .
∑
E∈Eh(T∩Ω+s )
(
1
h2min,T
)
× (hmax,T ‖ v ‖21,Ωs +h2max,T ‖ v ‖21,Ωs) ,
soit,
Janiso
T∩Ω+s (vh,vh) .
∑
E∈Eh(T∩Ω+s )
(
hmax,T
h2min,T
)
× (‖ v ‖21,Ωs + ‖ v ‖21,Ωs) .
Ainsi, en sommant sur les éléments de Tsh, il en résulte l'existence d'une constante
α3,h > 0, telle que,
‖ v ‖21,Ω & α3,h × JanisoΩ+s (vh,vh). (4.84)
? Par la même technique, on majore les autres termes JanisoΩd (vh,vh) et J
aniso
∂Ωd
(vh,vh)
et le Théorème 4.14 est complètement démontré.
Le Lemme 4.12, le Théorème 4.14 et le Théorème 4.10 conduisent au résultat suivant,
Corollaire 4.15. ([6]) On suppose que la triangulation Th sur Ω est anisotrope et
satisfait les Hypothèses 2.21 à 2.24. Alors, le problème discret (4.2) admet une solution
et une seule dans Hh ×Qh.
Remarque 4.16. La constante intervenant dans la condition inf-sup (4.65) de bh sur
Hh×Qh n'est pas uniforme en h. Cela n'est pas un inconvénient pour faire une analyse
d'erreur a-posteriori.
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4.3 Relation entre maillage anisotrope et fonction anisotrope
4.3.1 Mesures d'alignements
Les mesures d'alignements constituent un dernier outil que nous décrivons. Ces
mesures d'alignements permettent de caractériser l'alignement d'une solution avec une
discrétisation donnée.
Déﬁnition 4.17. (Mesures d'alignements)
1. Pour une fonction v dans H1(Ωl) non constante, on déﬁnit la mesure d'aligne-
ment de v avec les Tlh, l = s ou d par [52, 84, 90] :
m1(v,T
l
h) :=
∑
T∈Tlh
h−2min,T ‖ CTrT ∇v ‖2T
1/2
‖ ∇v ‖Ωl
. (4.85)
2. Pour ψ ∈ [H1(Ωd)]3 ∩H0(rot,Ωd) non constante, on déﬁnit également la mesure
d'alignement m2(., .) par [90] :
m2(ψ,T
d
h) :=
∑
T∈Tdh
h−4min,T ‖ ∇(CTrT ψ)CT ‖2T
1/2
‖ ∇ψ ‖Ωd
. (4.86)
3. Puisque la mesure d'alignement déﬁnie en (4.85) est aussi valable pour les fonc-
tions vectorielles dans [H1(Ωl)]
N , alors pour une fonction v ∈ [H1(Ω)]N , on
déﬁnit la mesure d'alignement m(v, ψ,Th) par [5] :
m(v, ψ,Th) :=
{
m1(v,T
s
h) +m1(v,T
d
h) +m1(ψ,T
d
h) si ψ ∈ H10 (Ωd),
m1(v,T
s
h) +m1(v,T
d
h) +m2(ψ,T
d
h) si ψ ∈ H,
(4.87)
où,
H := [H1(Ωd)]
3 ∩H0(rot,Ωd). (4.88)
4.3.2 Propriétés sur les mesures d'alignements
Nous donnons maintenant quelques propriétés sur les mesures d'alignements :
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Lemme 4.18. On suppose que les triangulations Tlh sur Ωl sont anisotropes. Alors,
nous avons les propriétés suivantes pour les mesures d'alignements,
1. Les mesures d'alignements m1(v,T
l
h), l = s ou d vériﬁent :
1 6 m1(v,Tlh) . max
T∈Tlh
hmax,T
hmin,T
. (4.89)
2. De même, la mesure d'alignement m2(ψ,T
d
h) vériﬁe :
1 6 m2(ψ,Tdh) . max
T∈Tdh
hmax,T
hmin,T
(4.90)
où hmax,T est égal au plus grand h1,T de la triangulation.
Preuve. Raisonnons dans le cas où v est une fonction scalaire. Rappelons les
matrices HT et MT de RN×Npar :
HT = diag (h1,T , . . . , hN,T ) et MT = H−1T C
Tr
T . (4.91)
Comme les vecteurs anisotropes pi,T sont deux-à-deux orthogonaux, alors les vecteurs
lignes de la matrice carrée MT sont deux-à-deux orthogonaux. De plus ces vecteurs
lignes sont unitaires. Donc la matriceMT est une matrice orthogonale. Ce qui implique
l'identité :
‖MT · ∇v ‖T=‖ ∇v ‖T (4.92)
Par ailleurs,
MT · ∇v =
(
h−11,Tp1,T · ∇v, . . . , h−1N,TpN,T · ∇v
)
. (4.93)
Alors, on utilise le faite que h−1i,T 6 h−1min,T , ∀i ∈ {1, . . . , N}, pour avoir l'inégalité
‖MT · ∇v ‖T 6 h−1N,T ‖ CTrT ∇v ‖T (4.94)
Par (4.92) et par le faite que ∇v ∈ [L2(Ω)]N , on a :
‖ ∇v ‖2Ω=
∑
T∈Th
‖ ∇v ‖2T6
∑
T∈Th
h−2min,T ‖ CTrT ∇v ‖2T (4.95)
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D'où la première borne de (4.89). Maintenant prouvons la deuxième borne. On a
CTrT ∇v =
(
p1,T · ∇v, . . . ,pN,T · ∇v
)
(4.96)
Donc
‖ CTrT ∇v ‖T =
N∑
i=1
‖ pi,T · ∇v ‖T (4.97)
Par inégalité de Cauchy-Schwarz :
‖ CTrT ∇v ‖T 6
(
N∑
i=1
‖ pi,T ‖T
)
× ‖ ∇v ‖T (4.98)
6 N × hmax,T× ‖ ∇v ‖T (4.99)
Ainsi,
‖ CT∇v ‖T
hmin,T
6 N × hmax,T
hmin,T
× ‖ ∇v ‖T . (4.100)
6 N ×max
T∈Th
hmax,T
hmin,T
× ‖ ∇v ‖T . (4.101)
En sommant sur Th, on retrouve la seconde borne de (4.89). Par un raisonnement
similaire, on prouve les bornes de (4.90)
Lemme 4.19. (Cas particulier où le maillage est isotrope) On suppose que la famille
{Th}{h>0} de triangulations de Ω est isotrope. Alors,
mi(v,Th) ∼ 1, i ∈ {1, 2}. (4.102)
Preuve. Rappelons que dans le cas d'un maillage isotrope (voir Fig. 2.8 ci-dessus),
on déﬁnit
σh := max
T∈Th
hT
ρT
, où ρT = 2rT . (4.103)
L'isotropie du maillage est caractérisée par l'existence d'un σ0 > 0 indépendant du pas
h tel que :
σh 6 σ0, ∀h > 0. (4.104)
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Comme hT > hmax,T et ρT 6 hmin,T , alors l'inégalité (4.105) ci-dessous tient :
hmax,T
hmin,T
6 hT
hmin,T
6 hT
ρT
. (4.105)
Ainsi, grâce au Lemme 4.18 et à l'hypothèse de régularité (4.104), on déduit l'équiva-
lence :
1 6 mi(v,Th) . σ0, (4.106)
ou encore,
mi(v,Th) ∼ 1. (4.107)
Remarque 4.20. Le Lemme 4.19 montre que les mesures d'alignements sont des
extensions des cas isotropes.
Remarque 4.21. ( Commentaire sur la mesure d'alignement ) : Rappelons que,
CTrT ∇v =
(
p1,T · ∇v, . . . ,pN,T · ∇v
)
. (4.108)
Pour un maillage anisotrope, les termes CTrT ∇v contient des dérivées selon les direc-
tions d'anisotropie pi,T de l'élément T . Si les éléments anisotropes sont alignés avec
une fonction anisotrope v, la direction d'anisotropie la plus longue p1,T est asso-
ciée avec une faible dérivée dans cette direction p1,T · ∇v. Inversement, la direction
d'anisotropie la plus courte pN,T est associée avec une forte dérivée dans cette direction
pN,T ·∇v. En conséquence le numérateur et le dénominateur dem1(v,Th) se compensent
et m1(v,Th) ∼ 1. Si en revanche, le maillage anisotrope n'est pas aligné avec une fonc-
tion anisotrope v, alors des considérations similaires impliquent que m1(v,Th) >> 1.
On a une interprétation analogue avec la seconde mesure d'alignement. En conclu-
sion, mieux le maillage Th est aligné avec la fonction anisotrope v, plus les mesures
d'alignement mi(v,Th) seront petites. Ce qui aura pour conséquence, comme nous le
verrons dans la sous-section 4.3.3, l'obtention d'estimations d'erreurs d'interpolation
plus ﬁnes.
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4.3.3 Estimations d'interpolation de Clément-Cas anisotrope
Nous donnons ici les estimations d'interpolation de Clément dans le cas anisotrope.
Ces estimations généralisent celles données dans le Lemme 2.30 du chapitre 2 ci-dessus.
Lemme 4.22. (Estimations d'interpolation de Clément-Cas anisotrope) Soit {Th}h>0,
une famille de triangulations anisotropes sur Ω, satisfaisant les Hypothèses 2.21 à
2.24. Alors les estimations suivantes tiennent pour tout v ∈ [H1(Ω)]N et pour tout
ψ ∈ [H1(Ωd)]3 ∩H0(rot,Ωd) :∑
T∈Tlh
h−2min,T ‖ v− I0Clv ‖2T . m21(v,Tlh) ‖ ∇v ‖2Ωl , l = s ou d (4.109)
∑
E∈Eh(Ω¯l)
hE
h2min,E
‖ v− I0Clv ‖2E . m21(v,Tlh) ‖ ∇v ‖2Ωl , l = s ou d (4.110)∑
T∈Tdh
h−2min,T ‖ ψ − PClψ ‖2T . m22(ψ,Tdh) ‖ ∇ψ ‖2Ωd , (4.111)
∑
E∈Eh(Ω¯d)
hE
h2min,E
‖ ψ − PClψ ‖2E . m22(ψ,Tdh) ‖ ∇ψ ‖2Ωd . (4.112)
Preuve. Toutes ces estimations sont démontrées dans [52, 90]. On pourra aussi se
référer à [84] pour les estimés (4.109) à (4.110).
Remarque 4.23. Notons que les estimations (4.110) et (4.112) sont seulement val-
ables pour les fonctions vectorielles en dimension N = 3.
4.4 Analyse d'erreur a-posteriori
Rappelons les résidus approchés déﬁnis en (5.13).
rs,T := fT + 2µdiv D(uh)−∇ph dans T ∈ Tsh, (4.113)
rd,T := fT − µK−1uh −∇ph dans T ∈ Tdh. (4.114)
Rappelons aussi le saut du gradient dans la direction normale que nous avons déﬁni
en (5.15) :
JE,nE :=
{
[(2µD(uh)− phI) · nE]E pour tout E ∈ Eh(Ω),
0 pour tout E ∈ Eh(∂Ω).
(4.115)
Méthode d'éléments ﬁnis et Analyse d'erreur a-posteriori. HOUEDANOU Koﬃ Wilfrid c©URPM/IMSP 2015
wilfrid.houedanou@imsp-uac.org
Analyse d'erreur a-posteriori 147
4.4.1 Indicateurs d'erreur a-posteriori
Déﬁnition 4.24. (Indicateurs d'erreur résiduel-Cas anisotrope [5]) Soit Th une
triangulation anisotrope sur Ω. L'estimateur d'erreur a-posteriori résiduel est localle-
ment déﬁni par,
ΘT :=
(
9∑
i=1
Θ2i,T
)1/2
pour chaque T ∈ Th, (4.116)
où
Θ21,T := h
2
min,T ‖ rl,T ‖2T , si T ∈ Tlh, l = s ou d,
Θ22,T :=
{
h2min,T ‖ rot(fh − µK−1uh) ‖2T , si T ∈ Tdh,
0 si T ∈ Tsh,
Θ23,T := ‖ g − div uh ‖2T ,
Θ24,T :=
∑
E∈Eh(∂T∩Γ¯I)
(
h2min,T
hE
)
×
{
N−1∑
j=1
∥∥∥∥us,h · τj + √κjα1 2ns · D(us,h) · τj
∥∥∥∥2
E
}
,
Θ25,T :=
∑
E∈Eh(∂T∩Γ¯I)
(
h2min,T
hE
)
× ‖ pd,h − ps,h + 2µns · D(us,h) · ns ‖2E,
Θ26,T :=

∑
E∈Eh(∂T∩Ω¯s)
(
h2min,T
hE
)
× ‖ JE,nE ‖2E si T ∈ Tsh,
∑
E∈Eh(∂T∩Ωd)
(
h2min,T
hE
)
× ‖ [ph]E ‖2E si T ∈ Tdh,
Θ27,T :=
∑
E∈Eh(∂T∩Ωd)
(
hE
h2min,T
)
× ‖ [uh]E ‖2E,
Θ28,T :=
∑
E∈Eh(∂T∩∂Ωd)
(
hE
h2min,T
)
× ‖ [uh · nE]E ‖2E,
Θ29,T :=
∑
E∈Eh(∂T∩Ω+s )
(
hE
h2min,T
)
× (1 + 2µ) ‖ [uh]E ‖2E,
avec
ul,h := uh|Ωl , (4.117)
pl,h := ph|Ωl , l = s, d. (4.118)
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• L'estimateur d'erreur global anisotrope est maintenant déﬁni par,
Θ :=
(∑
T∈Th
Θ2T
)1/2
. (4.119)
• Pour chaque T ∈ Th, on déﬁnit ici le terme d'approximation local par,
ζT :=
{
hmin,T ‖ f− fh ‖T si T ∈ Tsh,
hmin,T (‖ f− fh ‖T +‖rot(f− fh)‖T ) si T ∈ Tdh.
Ainsi, on déﬁnit le terme d'approximation global par,
ζ :=
(∑
T∈Th
ζ2T
)1/2
.
Remarque 4.25. Remarquons que, si hmin,T ∼ hT ∼ hE ∼ diam(E) pour E ∈ E(T ),
on retrouve les indicateurs d'erreur a-posteriori déﬁnis dans la section 3.5.1 sur les
maillages isotropes.
4.4.2 Majoration d'erreur sur la pression
Rappelons le résultat de décomposition de Helmholtz que nous avons établi dans
la sous-section 3.4.1 : chaque fonction v ∈ H admet la décomposition,
v = v0 + v1, (4.120)
où v0,v1 ∈ H mais satisfaisant v0 ∈ [H1(Ω)]N ,
v1 =
{
0 dans Ωs,
rot ψ dans Ωd,
(4.121)
où ψ ∈ H10 (Ωd) si N = 2 et ψ ∈ [H1(Ωd)]3 ∩H0(rot,Ωd) si N = 3, avec l'estimé :
‖v0‖1,Ω + ‖ψ‖1,Ωd . ‖v‖H. (4.122)
Nous énonçons le résultat suivant [5] :
Théorème 4.26. ([5]) On suppose que la triangulation Th sur Ω est anisotrope et sat-
isfait les Hypothèses 2.21 à 2.24. On suppose de plus que, les hypothèses du Théorème
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3.26 sont satisfaites. Alors il existe une fonction vectorielle v0,ε ∈ [H1(Ω)]N et une
fonction ψε, avec,{
ψε ∈ H10 (Ωd) si N = 2,
ψε ∈ [H1(Ωd)]3 ∩H0(rot,Ωd) si N = 3,
dépendant de l'erreur ε, telles qu'on ait l'estimation :
‖ ε ‖ . m(v0,ε, ψε,Th)(Θ + ζ)+ ‖ e ‖h, (4.123)
où m(v0,ε, ψε,Th), est la mesure d'alignement déﬁnie par (4.87).
Preuve. ε = p−ph ∈ L20(Ω), alors il existe [67, Corollaire 2.4, Page 24] une fonction
vectorielle vε ∈ [H10 (Ω)]N dépendant de l'erreur ε = p− ph telle que,
‖ ε ‖ .
∫
Ω
εdiv vε
‖ ∇ε ‖ . (4.124)
vε ∈ H, donc vε admet la décomposition de Helmholtz :
vε = v0,ε + v1,ε, (4.125)
où v0,ε ∈ [H1(Ω)]N et v1,ε =
{
0 dans Ωs
rotψε dans Ωd
, avec ψε ∈ H10 (Ωd), si N = 2 tandis
que ψε ∈ [H1(Ωd)]N ∩H0(rot,Ωd), si N = 3 et satisfaisant l'estimation (3.161). Pour
U = (u, p) ∈ Hh ∪H×Q et W = (v, q) ∈ Hh ∪H×Q, on déﬁnit la forme bilinéaire,
Lh(U,W ) := Ch(u,v) + bh(u, q) + bh(v, p). (4.126)
Par déﬁnition,
Lh(U,W ) = 2µ
∑
T∈Tsh
(D(u),D(v))T +
(
µK−1u,v
)
Ωd
+
N−1∑
j=1
µα1√
kj
〈u · τj,v · τj〉ΓI
−
∑
T∈Th
(div u, q)T −
∑
T∈Th
(div v, p)T + J
aniso(u,v)
Avec W = (vε, 0) ∈ H×Q et sous les hypothèses de régularité du Théorème 3.26, on
a pour Uh = (uh, ph) :
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Lh(U − Uh,W ) = 2µ
∑
T∈Tsh
(D(e),D(vε))T +
(
µK−1e,vε
)
Ωd
+
N−1∑
j=1
µα1√
kj
〈e · τj,vε · τj〉ΓI
− (div vε, ε)Ω.
On tire,
(div vε, ε)Ω = 2µ
∑
T∈Tsh
(D(e),D(vε))T +
(
µK−1e,vε
)
Ωd
+
N−1∑
j=1
µα1√
kj
〈e · τj,vε · τj〉ΓI
− Lh(U − Uh,W )
Par ailleurs, posons vε,h = v0,ε,h + v1,ε,h, avec v0,ε,h = I0Cl(v0,ε) et
v1,ε,h =
{
rotψε,h dans Ωd
0 dans Ωs ,
où
ψε,h =
{
I0Clψε si N = 2
Pclψε si N = 3 .
Pour W = (vε, 0) et Wh = (vε,h, 0), on a, en utilisant les formules d'intégration par
parties, l'équation du résidu :
Lh(U − Uh,W ) =
∑
T∈Tsh
{
(f− fh,v0,ε − v0,ε,h)T + (rs,T ,v0,ε − v0,ε,h)T
}
+
∑
T∈Tdh
{
(f− fh,v0,ε − v0,ε,h)T + (rd,T ,v0,ε − v0,ε,h)T
+
(
rot(fh − µK−1uh), ψ − ψε,h
)
T
+ (rot(f− fh), ψε − ψε,h)T
}
+
∑
E∈Eh(Ωd)
([ph]E, (v0,ε − v0,ε,h) · nE)T
−
∑
E∈Eh(Ωd)
(
[µγτ
(
K−1uh
)
]E, ψε − ψε,h
)
E
−
∑
EEh(Ωs)
(JE,nE ,v0,ε − v0,ε,h)E
+
∑
E∈Eh(Γ¯I)
{
(pd,h − ps,h + 2µns · us,h · ns, (v0,ε − v0,ε,h) · nE)E
−
N−1∑
j=1
µα1√
kj
(us,h · τj + 2µns · D(us,h) · τj, (v0,ε − v0,ε,h) · τj)E
}
.
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Ainsi,
(ε, div vε)Ω = 2µ
(
DTsh(e),DTsh(vε)
)
Ωs
+ µ(K−1e,vε)Ωd
+
N−1∑
j=1
µα1√
kj
(e · τj,vε · τj)ΓI
+
∑
T∈Tsh
{
(f− fh,v0,ε − v0,ε,h)T + (rs,T ,v0,ε − v0,ε,h)T
}
+
∑
T∈Tdh
{
(f− fh,v0,ε − v0,ε,h)T + (rd,T ,v0,ε − v0,ε,h)T
+
(
rot(fh − µK−1uh), ψ − ψε,h
)
T
+ (rot(f− fh), ψ − ψε,h)T
}
+
∑
E∈Eh(Ωd)
([ph]E, (v0,ε − v0,ε,h) · nE)T
−
∑
E∈Eh(Ωd)
(
[µγτ
(
K−1uh
)
]E, ψε − ψε,h
)
E
−
∑
E∈Eh(Ωs)
(JE,nE ,v0,ε − v0,ε,h)E
+
∑
E∈Eh(Γ¯I)
{
(pd,h − ps,h + 2µns · us,h · ns, (v0,ε − v0,ε,h) · nE)E
−
N−1∑
j=1
µα1√
kj
(us,h · τj + 2µns · D(us,h) · τj, (v0,ε − v0,ε,h) · τj)E
}
.
Inégalités triangulaire et de Cauchy-Schwarz, la continuité de l'opérateur trace γ0,
l'inégalité de Poincare-Friedrich et les estimations d'interpolation de Clément pour la
cas anisotrope conduisent à :
(ε, div vε)Ω . 2µ ‖ DTsh(e) ‖Ωs × ‖ D(vε) ‖Ωs +µ ‖ K−1e ‖Ωd × ‖ vε ‖Ωd
+
{
N−1∑
j=1
µα1√
κj
‖ e · τj ‖ΓI
}
× ‖ ∇vε ‖Ωs
+ {m(v0,ε, ψε,Th)} × (Θ + ζ)(‖ ∇v0,ε ‖Ω + ‖ ∇ψε ‖Ω).
On utilise maintenant la propriété (3.161) et la condition (1.4) sur le tenseur de per-
méabilité K pour avoir,
(ε, div vε)Ω . (Θ + ζ)
{
m(v0,ε, ψε,Th)
}
× ‖ vε ‖H + ‖ e ‖h × ‖ vε ‖H . (4.127)
On déduit alors, en tenant compte du faite que ‖ vε ‖H 6 ‖ vε ‖1,Ω, l'estimation :
Méthode d'éléments ﬁnis et Analyse d'erreur a-posteriori. HOUEDANOU Koﬃ Wilfrid c©URPM/IMSP 2015
wilfrid.houedanou@imsp-uac.org
Analyse d'erreur a-posteriori 152
(ε, div vε)Ω
‖ vε ‖1,Ω . {m(v0,ε, ψε,Th)} × (Θ + ζ)+ ‖ e ‖h . (4.128)
Les estimés (4.124) et (4.128) concluent le théorème.
4.4.3 Minoration d'erreur a-posteriori
Rappelons le résultat de régularité que nous avons établi dans la section 3.4.2 :
Théorème 4.27. ([7]) Soit (u, p) ∈ H×Q, l'unique solution du problème variationnel
(2.146). Si f ∈ H(rot,Ωd) et K ∈ [C0,1(Ω¯d)]N×N , alors il existe un réel  > 0 tel que :
u|Ωd ∈ [H
1
2
+(Ωd)]
N .
Pour prouver l'eﬃcacité de nos indicateurs d'erreur locaux, nous introduisons pour
ω ⊂ Ω,
‖ v ‖2h,ω =
∑
T⊂ω¯∩Ω¯s
|v|21,T
+
∑
T⊂ω¯∩Ω¯d
(‖ v ‖2T + ‖ ∇ · v ‖2T )
+ ‖vs × n‖2ΓI∩ω¯ +
∑
T⊂ω¯
JanisoT (v,v),
où
JanisoT (v,v) = (1 + 2µ)
∑
E∈Eh(Ω+s )∩E(T )
(
hE
h2min,E
)
× ‖[v]E‖2E
+
∑
E∈Eh(Ωd)∩E(T )
(
hE
h2min,E
)
× ‖[v]E‖2E
+
∑
E∈Eh(∂Ωd)∩E(T )
(
hE
h2min,E
)
× ‖[v · nE]E‖2E.
Le résultat principal de cette sous-section s'énonce comme suit :
Théorème 4.28. (Eﬃcacité [5]) On suppose que la triangulation Th sur Ω est
anisotrope et satisfait les Hypothèses 2.21 à 2.24. On suppose de plus que, les hy-
pothèses du Théorème 3.26 sont satisfaites. Alors, une minoration locale de l'erreur
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est donnée par :
ΘT . ‖ e ‖h,ω˜T + ‖ ε ‖ω˜T +
∑
T ′⊂ω˜T
ζT ′ , (4.129)
où ω˜T est l'union ﬁnie des éléments voisins de T .
Preuve.Nous commençons par borner chaque terme du résidu séparement. Puisque,
par le Théorème 4.27, le saut de u à travers toutes les arêtes/faces de Ωd est nul, alors,
pour tout i = 7, 8 ou 9, nous avons clairement l'estimation :
Θ2i,T . JanisoT (uh,uh) = JanisoT (uh − u,uh − u) . ‖u− uh‖h,T . (4.130)
Ainsi, il reste à estimer les indicateurs locaux pour i ≤ 6.
1. Terme résiduel dans Ωs. On majore l'indicateur Θ1,T pour T ∈ Tsh. Pour cela,
on pose :
wT := rs,T bT ∈ [H10 (T )]N , (4.131)
puis considérons,∫
T
rs,T ·wT =
∫
T
(fh + 2µdiv D(uh)−∇ph) ·wT . (4.132)
Nous introduisons f et nous utilisons la formulation faible (2.146) pour obtenir,∫
T
rs,T ·wT =
∫
T
(fh − f) ·wT
+
∫
T
(2µD(u) : ∇wT − pdiv wT )
+
∫
T
(2µdiv D(uh)−∇ph) ·wT .
En intégrant par partie le dernier terme, on obtient,∫
T
rs,T ·wT =
∫
T
(fh − f) ·wT + 2µ
∫
T
D(e) : ∇(wT )−
∫
T
εdiv wT .
On applique l'inégalité de Cauchy-Schwarz pour avoir,∫
T
rs,T ·wT . ‖ f− fh ‖T‖ wT ‖T +(2µ|e|1,T+ ‖ ε ‖T )|wT |1,T .
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Les inégalités inverses (2.88), (2.97) et la relation triviale ‖ wT ‖T6‖ rs,T ‖T
impliquent :
‖ rs,T ‖2T. (‖ f− fh ‖T +h−1min,T |e|1,T + h−1min,T ‖ ε ‖T ) ‖ rs,T ‖T ,
ou de façon équivalente,
Θ1,T . hmin,T ‖ f− fh ‖T +|e|1,T+ ‖ ε ‖T . (4.133)
2. Terme résiduel dans Ωd. On majore ensuite l'indicateur Θ1,T pour T ∈ Tdh.
Posons :
wT := rd,T bT ∈ [H10 (T )]N . (4.134)
En utilisant la formulation faible (2.146) et en intégrant par partie sur T , on
obtient ∫
T
rd,T ·wT =
∫
T
(fh − µK−1uh −∇ph) ·wT
=
∫
T
(fh − µK−1uh −∇ph) ·wT
+
∫
T
(µK−1u− f) ·wT − pdiv wT )
=
∫
T
(fh − f) ·wT +
∫
T
(µK−1e ·wT − εdiv wT ).
Comme précédemment, l'inégalité de Cauchy-Schwarz et les inégalités inverses
(2.88)-(2.97) conduisent à :
Θ1,T . hmin,T ‖ f− fh ‖T + ‖ K−1e ‖T + ‖ ε ‖T . (4.135)
3. Terme résiduel (rotationnel) dans Ωd. Pour T ∈ Tdh, nous posons
KT = rot(fh − µK−1uh) et wT = KT bT . (4.136)
Nous notons que rotwT appartient à l'espace H et est à divergence nulle, donc
par (2.146), nous avons a(u, rotwT ) = (f, rotwT )T ,
Méthode d'éléments ﬁnis et Analyse d'erreur a-posteriori. HOUEDANOU Koﬃ Wilfrid c©URPM/IMSP 2015
wilfrid.houedanou@imsp-uac.org
Analyse d'erreur a-posteriori 155
ou de façon équivalente :∫
T
(µK−1u− f) · rotwT = 0. (4.137)
Mais en utilisant la formule de Green (2.96), nous pouvons écrire,∫
T
KT ·wT =
∫
T
rot(fh − f) ·wT +
∫
T
(f− µK−1uh) · rotwT ,
et en utilisant (4.137) nous déduisons que,∫
T
KT ·wT =
∫
T
rot(fh − f) ·wT +
∫
T
µK−1(u− uh) · rotwT .
Par inégalité de Cauchy-Schwarz, nous obtenons,∫
T
KT ·wT ≤ ‖rot(fh − f)‖T‖wT‖T+ ‖ K−1e ‖T ‖rotwT‖T .
Encore les inégalités inverses (2.88)-(2.97) conduisent à :
Θ2,T .‖ K−1e ‖T +hmin,T‖rot(fh − f)‖T . (4.138)
4. Terme résiduel (divergence) dans Ω. Nous voyons directement que,
g − div uh = div u− div uh = div e.
Donc par inégalité de Cauchy-Schwarz, on conclut que
Θ3,T =‖ g − div uh ‖T6‖ div e ‖T6 |e|1,T . (4.139)
5. Les termes d'interface liés au couplage. Pour estimer Θ4,T et Θ5,T , nous
ﬁxons une arête/face E inclue dans ΓI et pour une constante rE ﬁxé et un
vecteur unitaire N, nous considérons,
wE = rEbEN.
wE appartient clairement à H. Donc la formulation faible (2.146) conduit à
a(u,wE) + b(wE, p) = (f,wE)ωE ,
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qui est équivalente à,∫
Ts
(2µD(u) : D(wE)− p∇ ·wE) +
∫
Td
(µK−1u ·wE − pdiv wE)
+
N−1∑
j=1
µα1√
κj
(us · τj,wE,s · τj)E = (f,wE)ωE ,
où Ts (resp. Td) est l'unique triangle/tétraèdre inclu dans Ω¯s (resp. Ω¯d) ayant E
comme arête/face. En d'autre terme, les intégrations par partie dans Ts et dans
Td conduisent à,∫
Ts
(2µD(uh) : D(wE)− phdiv wE) +
∫
Td
(µK−1uh ·wE − phdiv wE)
+
N−1∑
j=1
µα1√
κj
(us,h · τj,wE,s · τj)E
= −
∫
Ts
(2µdiv D(uh)−∇ph) ·wE+
∫
Td
(µK−1uh ·wE +∇ph) ·wE
+
N−1∑
j=1
µα1√
κj
(us,h · τj,wE,s · τj)E (4.140)
−
∫
E
([ph]EwE · nE − 2µ(D(us,h)nE ·wE).
En soustrayant cette identité de (4.140), nous trouvons,
∫
E
([ph]EwE · nE − 2µ(D(us,h)nE ·wE)−
N−1∑
j=1
µα1√
κj
(us,h · τj,wE,s · τj)E
=
∫
Ts
(2µD(e) : D(wE)− εdiv wE) +
∫
Td
(µK−1e ·wE − εdiv wE)
+
N−1∑
j=1
µα1√
κj
(es · τj,wE,s · τj)E
−
∫
Ts
(f + 2µdiv D(uh)−∇ph) ·wE −
∫
Td
(f− µK−1uh ·wE −∇ph) ·wE.
Dans le dernier terme, nous introduisons les éléments résiduels rl,T , pour arriver
à :
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∫
E
([ph]EwE · nE − 2µ(D(us,h)nE ·wE)−
N−1∑
j=1
µα1√
κj
(us,h · τj,wE,s · τj)E
=
∫
Ts
(2µD(e) : D(wE)− εdiv wE) +
∫
Td
(µK−1e ·wE − εdiv wE)
+
N−1∑
j=1
µα1√
κj
(es · τj,wE,s · τj)E (4.141)
−
∫
Ts
(f− fh + rs,T ) ·wE −
∫
Td
(f− fh + rd,T ) ·wE.
• Estimation du terme Θ4,T : Pour chaque j = 1, . . . , N − 1, nous prenons
rE = uh · τj +
√
κj
α1
2ns · D(uh) · τj et N = τj. Avec ce choix, l'identité (4.141) et
l'inégalité inverse (2.90) donnent :
‖rE‖2E .
∫
Ts
(2µD(e) : D(wE)− εdiv wE) +
∫
Td
(µK−1e ·wE − εdiv wE)
+
N−1∑
j=1
µα1√
κj
(es · τj,wE,s · τj)E
−
∫
Ts
(f− fh + rs,T ) ·wE −
∫
Td
(f− fh + rd,T ) ·wE.
Maintenant, on ﬁxe T = Ts et on applique successivement l'inégalité de Cauchy-
Schwarz, les inégalités inverses (2.97), (2.98) et les estimations (4.133) et (4.135)
pour avoir,
hmin,T
h
1/2
E,T
∥∥∥∥uh · τj + √κjα1 2ns · D(uh) · τj
∥∥∥∥
E
. |e|h,ωE +‖ε‖ωE+
∑
T ′⊂ωE
ζT ′ (4.142)
avec ωE = Ts ∪ Td.
• Estimons le terme Θ5,T : Nous prenons ici rE = pd,h−ps,h+2µns ·D(us,h) ·ns et
N = ns. Comme précédemment, l'identité (4.141), les inégalités inverses (2.97),
(2.98) et les estimations (4.133) et (4.135) conduisent à :
hmin,T
h
1/2
E,T
‖pd,h − ps,h+2µns · D(us,h) · ns‖E . |e|h,ωE +‖ε‖h,ωE+
∑
T ′⊂ωE
ζT ′ (4.143)
6. Le saut normal dans Ωs. Pour chaque arête/face E ∈ Eh(Ωs), nous consid-
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érons ωE = T1 ∪ T2, avec ∂T1 ∩ ∂T2 = E. Comme JE,nE ∈ [P0(E)]N nous posons
wE := Fext (−JE,nE) bE ∈ [H10 (ωE)]N , (4.144)
Premièrement la formulation faible (2.146) conduit à :
a(u,wE) + b(wE, p) = (f,wE)ωE ,
ce qui est équivalent à :∫
ωE
f ·wE =
∫
ωE
(2µD(u)− pI) : D(wE) (4.145)
+
∫
∂ωE
(pI− 2µD(u))nE ·wE.
Par intégration par partie élément par élément, nous avons donc l'égalité
−
∫
E
JE,nE ·wE =
∫
ωE
(2µD(uh)− phI) : D(wE) (4.146)
−
2∑
i=1
∫
Ti
(−2µdiv D(uh) +∇ph) ·wE.
Par l'identité précédente (4.145), nous obtenons :
−
∫
E
JE,nE ·wE =
2∑
i=1
∫
Ti
(f− (−2µdiv D(uh) +∇ph)) ·wE
−
∫
ωE
(2µD(e)− εI) : D(wE)
On ﬁxe maintenant T = T1 et nous introduisons l'approximation fh de f. Alors
via l'inégalité de Cauchy-Schwarz et les inégalités inverses (2.90), (2.98) et (2.99),
on obtient l'estimation :
‖ JE,nE ‖E . h1/2E,T
(
2∑
i=1
(‖ f− fh ‖Ti + ‖ rs,Ti ‖Ti)
)
+
h
1/2
E,T
hmin,T
(|e|1,ωE+ ‖ ε ‖ωE)
En utilisant l'estimé (4.133) de Θ1,T , on aboutit à l'estimation,
hmin,E
h
1/2
E
‖ JE,nE ‖E . |e|1,ωE+‖ ε ‖ωE+
∑
T ′⊂ωE
hmin,T ′ ‖ f− fh ‖T ′ (4.147)
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7. Le saut de la pression dans Ωd. Pour chaque arête/face E ∈ Eh(Ωd), nous
considérons ωE = T1 ∪ T2. Comme [ph]E ∈ P0(E), nous posons,
wE := Fext([ph]E)bEnE ∈ [H10 (ωE)]N .
Premièrement nous notons que p ∈ H1(ωE). Nous avons par formule de Green,∫
ωE
(∇p ·wE + pdiv wE) = 0.
Encore par intégration par partie élément par élément, on a donc :
∫
E
[ph]EwE · nE =
2∑
i=1
∫
Ti
(∇ph ·wE + ph∇ ·wE).
En prenant la diﬀérence de ces deux identités, nous obtenons :
∫
E
[ph]EwE · nE =
2∑
i=1
∫
Ti
(∇(ph − p) ·wE + (ph − p)div wE).
En rappelant que ∇p = f−µK−1u et en introduisant le terme fh−µK−1uh, nous
trouvons :∫
E
[ph]EwE · nE =
2∑
i=1
∫
Ti
(∇ph − f + µK−1u) ·wE + (ph − p)div wE)
=
2∑
i=1
∫
Ti
(∇ph − fh + µK−1uh) ·wE + (ph − p)div wE)
+
2∑
i=1
∫
Ti
(fh − f + µK−1(u− uh)) ·wE.
On ﬁxe maintenant T = T1, puis on applique l'inégalité de Cauchy-Schwarz.
Ainsi les inequalités inverses (2.90), (2.98), (2.99) conduisent à,
‖[ph]E‖E .
2∑
i=1
(
h
1/2
E,T‖rd,Ti‖Ti +
h
1/2
E,T
hmin,T
‖ph − p‖Ti
)
+ h
1/2
E,T
2∑
i=1
(‖f− fh‖Ti + ‖K−1(u− uh)‖Ti) .
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Par (4.135) et (4.138) , nous déduisons que,
hmin,E
h
1/2
E
‖[ph]E‖E .
∑
T ′⊂ωE
hmin,T ′‖f− fh‖T ′ + ‖ε‖ωE + ‖K−1e‖ωE . (4.148)
Les estimations (4.130), (4.133), (4.135), (4.138), (4.139), (4.142), (4.143), (4.147),
(4.148) et la condition (1.4) prouvent la minoration de l'erreur locale désirée.
4.5 Conclusion
Nous avons fait dans ce chapitre, une extension des résultats d'analyse d'erreur a-
posteriori de type résiduel obtenus dans le chapitre 3 à une discrétisation anisotrope.
Nous nous sommes intéressés à une discrétisation via des éléments ﬁnis non-conformes
de type Crouzeix-Raviart. Nous avons utilisé une généralisation de l'inégalité de Korn
discrète pour démontrer la stabilité du problème discret associé. Nous avons ensuite
proposé une famille d'indicateurs d'erreur a-posteriori, avec lesquels nous avons fait
une analyse d'erreur a-posteriori. En outre, nous avons établi une minoration locale de
la semi-norme de l'erreur, laquelle ne dépend pas du caractère anisotrope du maillage.
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Chapitre Cinq
Analyse d'erreur a-posteriori d'une
méthode d'éléments ﬁnis mixtes
conforme sur une discrétisation
anisotrope
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5.1 Introduction
Ce chapitre est consacré à l'analyse d'erreur a-posteriori de type résiduel. Nous
considérons une discrétisation anisotrope. La méthode d'éléments ﬁnis mixtes est con-
forme pour les deux inconnues. L'objectif est de généraliser les estimateurs d'erreur
a-posteriori de type résiduel obtenus dans les papiers [15, 46, 54, 65] pour les approxi-
mations conformes en admettant des maillages anisotropes. Sous certaines hypothèses
théoriques faites sur les mailles et sur les espaces d'approximations, nous dévelop-
pons une analyse d'erreur a-posteriori résiduel pour le problème couplé Stokes-Darcy.
Les indicateurs d'erreur a-posteriori sont résiduels et ils sont déﬁnis dans la sous-
section 5.3.1. Nous démontrons que la famille constituée de ces indicateurs d'erreur
a-posteriori est optimale. En outre, nous démontrons que cette famille est ﬁable dans
la sous-section 5.3.2. La propriété d'eﬃcacité est démontrée dans la sous-section 5.3.3.
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Enﬁn, dans la sous-section 5.3.4, nous faisons une application des résultats obtenus à
une discrétisation isotrope.
5.2 Approximation par éléments ﬁnis conformes
Nous rappelons la formulation faible (2.146) de la section 2.7 : trouver (u, p) ∈
H×Q tels que, {
a(u,v) + b(v, p) = L(v) ∀v ∈ H ,
b(u, q) = G(q) ∀q ∈ Q , (5.1)
où
H :=
{
v ∈ H(div,Ω) : vs ∈ [H1(Ωs)]N , v = 0 sur Γs et v · nd = 0 sur Γd
}
,
Q := L20(Ω) :=
{
q ∈ L2(Ω) :
∫
Ω
q(x)dx = 0
}
.
Et
a(u,v) := 2µ(D(u),D(v))Ωs +
N−1∑
j=1
µα1√
κj
〈us · τj,vs · τj〉ΓI + µ
(
K−1u,v
)
Ωd,
b(v, q) := −
∫
Ω
q div v.
5.2.1 Problème discret
Nous discrétisons dans cette sous-section le problème (5.1). La méthode d'éléments
ﬁnis est conforme pour les deux inconnues.
On suppose que Th est une triangulation anisotrope sur Ω et on considère deux
espaces vectoriels de dimension ﬁnie Hh et Qh constitués des polynômes sur chaque
élément T de la triangulation tels que Hh ⊂ H et Qh ⊂ Q.
Comme Hh ⊂ H et Qh ⊂ Q, alors le problème discret associé au problème faible (5.1)
est donné par le schéma de Galerkin standard : trouver (uh, ph) ∈ Hh ×Qh tels que,{
a(uh,vh) + b(vh, ph) = L(vh),∀vh ∈ Hh,
b(uh, qh) = G(qh),∀qh ∈ Qh.
(5.2)
L'erreur est déﬁnie par :
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e = u− uh et ε = p− ph. (5.3)
En soustrayant (5.2) de (2.146), on obtient la relation d'orthogonalité de Galerkin :
a(e,vh) + b(vh, ε) + b(e, qh) = 0,∀(vh, qh) ∈ Hh ×Qh (5.4)
5.2.2 Existence et l'unicité d'une solution du problème discret
On introduit les espaces,
Nh := {vh ∈ Hh : b(vh, qh) = 0, ∀qh ∈ Qh} , (5.5)
Hh,d :=
{
vh|Ωd : vh ∈ Hh
}
. (5.6)
Nous admettons les hypothèses suivantes sur les espaces d'approximations :
Hypothèse 5.1. Pour la majoration d'erreur a-posteriori, on suppose que l'espace
d'interpolation de Clément V 0cl soit contenu dans l'espace des vitesses Hh. On suppose
de plus que,
rot Hh,1 ⊂ Hh,d, si N = 3 . (5.7)
rot V0cl ⊂ Hh,d, si N = 2 . (5.8)
Hypothèse 5.2. Enﬁn, pour obtenir une solution discrète, on suppose que les pairs
d'espaces éléments ﬁnis {Hh, Qh}h>0 vériﬁent les conditions de Ladyzhenskaya-Babu²ka-
Brezzi, c'est-à-dire,
1. Coercivité de a sur Nh ×Nh : ∃α > 0 (peut dépendre de h) tel que,
a(vh, vh) > α ‖ vh ‖2H, ∀vh ∈ Nh. (5.9)
2. Condition inf-sup de b sur Hh ×Qh : ∃β > 0 (peut dépendre de h) tel que,
sup
vh∈Hh
b(vh, qh)
‖ vh ‖H > β ‖ qh ‖, ∀qh ∈ Qh. (5.10)
Théorème 5.3. Sous l'Hypothèse 5.2, le problème discret (5.2) admet une solution et
Méthode d'éléments ﬁnis et Analyse d'erreur a-posteriori. HOUEDANOU Koﬃ Wilfrid c©URPM/IMSP 2015
wilfrid.houedanou@imsp-uac.org
Analyse d'erreur a-posteriori 164
une seule dans Hh ×Qh.
5.3 Analyse d'erreur a-posteriori
5.3.1 Indicateurs d'erreur a-posteriori
Equation des résidus
Pour U = (u, p) ∈ H × Q et W = (v, q) ∈ H × Q, on déﬁnit, la forme bilinéaire
continue A par :
A(U,W ) = a(u,v) + b(v, p) + b(u, q) (5.11)
On a successivement les égalités pour tout W = (v, q) ∈ H × Q et pour tout Wh ∈
Hh ×Qh :
A(U − Uh,W ) = A(U − Uh,W −Wh)
= {a(u,v− vh) + b(u, q − qh) + b(v− vh, p)}
− {a(uh,v− vh) + b(uh, q − qh) + b(v− vh, ph)}
= −{a(uh,v− vh) + b(uh, q − qh) + b(v− vh, ph)}
+ (f,v− vh)Ω − (g, q − qh)Ω
= −2µ (D(uh),D(v− vh))Ωs + (ph, div (v− vh))Ω
+ (f,v− vh)Ω − (g, q − qh)Ω
− µ (K−1uh,v− vh)Ωd + (q − qh, div uh)Ω
−
N−1∑
j=1
µα1√
kj
(us,h · τj, (v− vh) · τj)ΓI
= (f,v− vh)Ω − (g, q)Ω − 2µ (D(uh),D(v− vh))Ωs + (ph, div (v− vh))Ω
− µ (K−1uh,v− vh)Ωd + (q, div uh)Ω
−
N−1∑
j=1
µα1√
kj
(us,h · τj, (v− vh) · τj)ΓI .
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A(U − Uh,W ) =
∑
T∈Tsh
{
(f,v− vh)T + (div uh − g, q)T + 2µ (D(uh),D(v− vh))T
+ (ph, div (v− vh))T
}
+
∑
T∈Tdh
{
(f,v− vh)T + (div uh − g, q)T
− µ (K−1uh,v− vh)T + (ph, div (v− vh))T}
−
N−1∑
j=1
µα1√
kj
(us,h · τj, (v− vh) · τj)ΓI .
On intègre par partie puis on introduit l'approximation fh de f :
A(U − Uh,W ) =
∑
T∈Tsh
{
(rs,T ,v− vh)T + (div uh − g, q)T + (Rs,T − rs,T ,v− vh)T
}
+
∑
T∈Tdh
{
(rd,T ,v− vh)T + (div uh − g, q)T + (Rd,T − rd,T ,v− vh)T
}
−
∑
E∈Eh(Ωs)
(JE,nE ,v− vh)E +
∑
E∈Eh(Ωd)
([ph]E, (v− vh) · nE)E (5.12)
+
∑
E∈Eh(ΓI)
{
(pd,h − ps,h + 2µns · D(us,h) · ns, (v− vh) · ns)E
−
N−1∑
j=1
(
µα1√
kj
us,h · τj + 2µns · D(us,h) · τj, (v− vh) · τj
)
E
}
.
Déﬁnition des indicateurs d'erreur a-posteriori
Rappelons les résidus approchés déﬁnis en (5.13).
rs,T := fT + 2µdiv D(uh)−∇ph dans T ∈ Tsh, (5.13)
rd,T := fT − µK−1uh −∇ph dans T ∈ Tdh. (5.14)
Rappelons aussi le saut du gradient dans la direction normale que nous avons déﬁni
en (5.15) :
JE,nE :=
{
[(2µD(uh)− phI) · nE]E pour tout E ∈ Eh(Ω),
0 pour tout E ∈ Eh(∂Ω).
(5.15)
Déﬁnition 5.4. (Indicateurs d'erreur a-posteriori-Cas anisotrope [5]) Soit Th
une triangulation anisotrope sur Ω. Pour chaque T ∈ Th, on déﬁnit l'indicateur d'er-
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reur local ΘT par,
ΘT :=
{
6∑
i=1
Θ2i,T
}1/2
, (5.16)
avec,
Θ21,T :=
{
h2min,T ‖ rs,T ‖2T si T ∈ Tsh ,
h2min,T ‖ rd,T ‖2T si T ∈ Tdh ,
Θ22,T :=
{
h2min,T ‖ rot(fh − µK−1uh) ‖2T si T ∈ Tdh,
0 si T ∈ Tsh,
Θ23,T := ‖ g − div uh ‖2T ,
Θ24,T :=
∑
E∈Eh(∂T∩Γ¯I)
(
h2min,T
hE
)
×

N−1∑
j=1
∥∥∥∥∥us,h · τj +
√
kj
α1
2ns · D(us,h) · τj
∥∥∥∥∥
2
E
 ,
Θ25,T :=
∑
E∈∂T∩Γ¯I
(
h2min,T
hE
)
× ‖ pd,h − ps,h + 2µns · D(us,h) · ns ‖2E,
Θ26,T :=

∑
E∈Eh(∂T∩Ω¯s)
(
h2min,T
hE
)
× ‖ JE,nE ‖2E si T ∈ Tsh,
∑
E∈Eh(∂T∩Ωd)
(
h2min,T
hE
)
× ‖ [ph]E ‖2E si T ∈ Tdh.
• L'estimateur d'erreur a-posteriori anisotrope est donc déﬁni par :
Θ :=
{∑
T∈Th
Θ2T
}1/2
. (5.17)
• Pour chaque T ∈ Th, on déﬁnit le terme d'approximation local par :
ζT :=
{
hmin,T ‖ f− fh ‖T si T ∈ Tsh ,
hmin,T (‖ f− fh ‖T +‖rot(f− fh)‖T ) si T ∈ Tdh.
(5.18)
Ainsi, on déﬁnit le terme d'approximation global par
ζ :=
(∑
T∈Th
ζ2T
)1/2
. (5.19)
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5.3.2 Majoration d'erreur a-posteriori
Rappelons d'abord les mesures d'alignements déﬁnies dans la sous-section 4.3.1 :
m1(v,T
l
h) :=
∑
T∈Tlh
h−2min,T ‖ CTrT ∇v ‖2T
1/2
‖ ∇v ‖Ωl
, (5.20)
m2(ψ,T
d
h) :=
∑
T∈Tdh
h−4min,T ‖ ∇(CTrT ψ)CT ‖2T
1/2
‖ ∇ψ ‖Ωd
, (5.21)
et
m(v, ψ,Th) :=
{
m1(v,T
s
h) +m1(v,T
d
h) +m1(ψ,T
d
h) si ψ ∈ H10 (Ωd),
m1(v,T
s
h) +m1(v,T
d
h) +m2(ψ,T
d
h) si ψ ∈ H.
(5.22)
Nous rappelons aussi le résultat de décomposition de Helmholtz de la sous-section
3.4.1 : chaque fonction v ∈ H admet la décomposition,
v = v0 + v1, (5.23)
où v0,v1 ∈ H mais satisfaisant v0 ∈ [H1(Ω)]N ,
v1 =
{
0 dans Ωs,
rot ψ dans Ωd,
(5.24)
où ψ ∈ H10 (Ωd) si N = 2 et ψ ∈ [H1(Ωd)]3 ∩H0(rot,Ωd) si N = 3, avec l'estimé :
‖v0‖1,Ω + ‖ψ‖1,Ωd . ‖v‖H. (5.25)
Maintenant, nous bornons d'abord l'erreur sur la pression.
Lemme 5.5. (Erreur sur la pression [5]) On suppose que la triangulation Th sur
Ω est anisotrope et satisfait les Hypothèses 2.21 à 2.24. On suppose de plus que, les
Hypothèses 5.1 et 5.2 sont satisfaites sur les espaces d'approximations. Alors, il existe
une fonction v0,ε ∈ [H1(Ω)]N et une fonction ψε, avec{
ψε ∈ H10 (Ωd) si N = 2,
ψε ∈ [H1(Ωd)]3 ∩H0(rot,Ωd) si N = 3,
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dépendant de l'erreur ε, telles qu'on ait l'estimation :
‖ ε ‖ . {m(v0,ε, ψε,Th)} × (Θ + ζ)+ ‖ e ‖H . (5.26)
Preuve. Comme ε ∈ L20(Ω), alors de [67, Corollaire 2.4, Page 24], il existe une
fonction vectorielle vε ∈ [H10 (Ω)]N ⊂ H dépendant de l'erreur ε = p− ph telle que,
‖ ε ‖ . (ε, div vε)Ω‖ ∇vε ‖ . (5.27)
vε ∈ H, donc au vu du résultat de décomposition de Helmholtz, vε admet la décom-
position :
vε = v0,ε + v1,ε, (5.28)
où v0,ε ∈ [H1(Ω)]N et v1,ε =
{
0 dans Ωs,
rotψε dans Ωd,
avec ψε ∈ H10 (Ωd), si N = 2 et
ψε ∈ [H1(Ωd)]N ∩ H0(rot,Ωd), si N = 3 et satisfaisant l'estimation (5.25). Posons
maintenant,
W = (v, 0) ∈ H×Q. (5.29)
Alors
A(U − Uh,W ) = 2µ(D(e),D(vε))Ωs + µ(K−1e,v)Ωd
− (ε,∇ · vε)Ω +
N−1∑
j=1
µα1√
kj
(e · τj,vε · τj)ΓI
Donc, on tire :
(ε, div vε)Ω = 2µ(D(e),D(vε))Ωs + µ(K−1e,vε)Ωd
+
N−1∑
j=1
µα1√
kj
(e · τj,vε · τj)ΓI − A(U − Uh,W ).
Au vu des Hypothèses 5.1 et 5.2, nous pouvons déﬁnir une fonction vε,h appartenant
à l'espace discret Hh par :
vε,h = v0,ε,h + v1,ε,h, (5.30)
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avec :
v0,ε,h = Icl(v0,ε), (5.31)
v1,ε,h =
{
rotψε,h dans Ωd,
0 dans Ωs,
(5.32)
où
ψε,h =
{
I0clψε si N = 2,
Pclψε si N = 3.
(5.33)
On injecte maintenant W déﬁni en (5.29) et Wh = (vε,h, 0) dans l'équation du résidu
(5.12) et on utilise la formule de Green (2.96) pour obtenir l'égalité :
A(U − Uh,W ) =
∑
T∈Tsh
{
(f− fh,v0,ε − v0,ε,h)T + (rs,T ,v0,ε − v0,ε,h)T
}
+
∑
T∈Tdh
{
(f− fh,v0,ε − v0,ε,h)T + (rd,T ,v0,ε − v0,ε,h)T
+
(
rot(fh − µK−1uh), ψ − ψε,h
)
T
+ (rot(f− fh), ψε − ψε,h)T
}
+
∑
E∈Eh(Ωd)
([ph]E, (v0,ε − v0,ε,h) · nE)T
−
∑
E∈Eh(Ωd)
(
[µγτ
(
K−1uh
)
]E, ψε − ψε,h
)
E
−
∑
EEh(Ωs)
(JE,nE ,v0,ε − v0,ε,h)E
+
∑
E∈Eh(Γ¯I)
{
(pd,h − ps,h + 2µns · us,h · ns, (v0,ε − v0,ε,h) · nE)E
−
N−1∑
j=1
µα1√
kj
(us,h · τj + 2µns · D(us,h) · τj, (v0,ε − v0,ε,h) · τj)E
}
.
Ainsi, (ε, div vε)Ω = 2µ(D(e),D(vε))Ωs + µ(K−1e,vε)Ωd
+
N−1∑
j=1
µα1√
kj
(e · τj,vε · τj)ΓI
+
∑
T∈Tsh
{
(f− fh,v0,ε − v0,ε,h)T + (rs,T ,v0,ε − v0,ε,h)T
}
+
∑
T∈Tdh
{
(f− fh,v0,ε − v0,ε,h)T + (rd,T ,v0,ε − v0,ε,h)T +
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+
(
rot(fh − µK−1uh), ψ − ψε,h
)
T
+ (rot(f− fh), ψ − ψε,h)T
}
+
∑
E∈Eh(Ωd)
([ph]E, (v0,ε − v0,ε,h) · nE)T
−
∑
E∈Eh(Ωd)
(
[µγτ
(
K−1uh
)
]E, ψε − ψε,h
)
E
−
∑
E∈Eh(Ωs)
(JE,nE ,v0,ε − v0,ε,h)E
+
∑
E∈Eh(Γ¯I)
{
(pd,h − ps,h + 2µns · us,h · ns, (v0,ε − v0,ε,h) · nE)E
−
N−1∑
j=1
µα1√
kj
(us,h · τj + 2µns · D(us,h) · τj, (v0,ε − v0,ε,h) · τj)E
}
.
Inégalité triangulaire, de Cauchy-Schwarz, et les estimations d'interpolation de Clé-
ment du Lemme 4.22 (les Hypothèses 2.21 à 2.24 étant satisfaites) conduisent à :
(ε, div vε)Ω . 2µ ‖ D(e) ‖Ωs × ‖ D(vε) ‖Ωs +µ ‖ K−1e ‖Ωd × ‖ vε ‖Ωd
+ ‖ ∇e ‖Ωs × ‖ ∇vε ‖Ωs
+ {m(v0,ε, ψε,Th)} × (Θ + ζ)(‖ ∇v0,ε ‖Ω + ‖ ∇ψε ‖Ω)
On utilise maintenant la propriété (5.25), on a :
(ε, div vε)Ω . (Θ + ζ)
{
m(v0,ε, ψε,Th)
}
× ‖ vε ‖H + ‖ e ‖H × ‖ vε ‖H .(5.34)
On déduit alors, en tenant compte du faite que ‖ vε ‖H 6 ‖ vε ‖1,Ω, l'estimation :
(ε, div vε)Ω
‖ vε ‖1,Ω . {m(v0,ε, ψε,Th)} × (Θ + ζ)+ ‖ e ‖H . (5.35)
Enﬁn, les estimées (5.27) et (5.35) concluent le lemme.
Nous prouvons maintenant la borne supérieure de l'erreur sur la vitesse.
Lemme 5.6. (Erreur sur la vitesse [5]) On suppose que la triangulation Th sur
Ω est anisotrope et satisfait les Hypothèses 2.21 à 2.24. On suppose de plus que, les
Hypothèses 5.1 et 5.2 sont satisfaites sur les espaces d'approximations. Soient v0,ε, ψε
les fonctions du Lemme 5.5. Alors, il existe une fonction vectorielle e0 ∈ [H1(Ω)]N et
une fonction ψe, avec{
ψe ∈ H10 (Ωd) si N = 2,
ψe ∈ [H1(Ωd)]3 ∩H0(rot,Ωd) si N = 3,
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dépendant de l'erreur e telles que l'estimation suivante soit satisfaite :
‖ e ‖H .
{
m(e0, ψe,Th) +m(v0,ε, ψε,Th)
1/2
}× (Θ + ζ). (5.36)
Preuve. Soient v0,ε et ψε les fonctions du Lemme 5.5. Remarquons, d'après la
formule de divergence que : ∫
Ω
∇ · e = 0.
On pose donc :
W = (e,−div e) ∈ H×Q. (5.37)
Comme e ∈ H, alors le résultat de décomposition de Helmholtz entraîne :
e = e0 + e1, (5.38)
où e0 ∈ [H1(Ω)]N et e1 =
{
0 dans Ωs
rotψe dans Ωd
, avec ψe ∈ H10 (Ωd), si N = 2 et ψe ∈
[H1(Ωd)]
N ∩H0(rot,Ωd), si N = 3 et satisfaisant l'estimation (5.25). Alors,
A(U − Uh,W ) = a(e, e) + b(e,−div e) + b(e, ε)
= 2µ ‖ D(e) ‖2Ωs −(ε, div e)Ω+ ‖ div e ‖2Ω +
+ µ(K−1e, e)Ωd +
N−1∑
j=1
µα1√
kj
‖ e · τj ‖2ΓI .
On tire,
2µ ‖ D(e) ‖2Ωs +µ(K−1e, e)Ωd +
N−1∑
j=1
µα1√
kj
‖ e · τj ‖2ΓI + ‖ div e ‖2Ω = A(U − Uh,W )
+ (ε, div e)Ω
L'inégalité de Korn classique et la propriété de la matrice K conduisent à l'estimation :
‖ ∇e ‖2Ωs + ‖ e ‖2Ωd + ‖ div e ‖2Ωd . A(U − Uh,W ) + (ε, div e)Ω (5.39)
De même, au regard des Hypothèses 5.1 et 5.2, nous pouvons déﬁnir une fonction
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eh ∈ Hh par :
eh = e0,h + e1,h, avec e0,h = Icl(e0),
e1,h =
{
rotψe,h dans Ωd ,
0 dans Ωs ,
(5.40)
où
ψe,h =
{
I0clψe si N = 2 ,
Pclψe si N = 3 .
(5.41)
Comme avant, on injecte maintenantW déﬁni en (5.37) etWh = (eh, 0) dans l'équation
du résidu (5.12) et on utilise la formule de Green (2.96) :
‖ ∇e ‖2Ωs + ‖ e ‖2Ωd + ‖ div e ‖2Ωd .
.
∑
T∈Tsh
{
(f− fh, e0 − e0,h)T + (rs,T , e0 − e0,h)T
}
+
∑
T∈Tdh
{
(f− fh, e0 − e0,h)T + (rd,T , e0 − e0,h)T
+
(
rot(fh − µK−1uh), ψe − ψe,h
)
T
+ (rot(f− fh), ψe − ψe,h)T
}
+
∑
E∈Eh(Ωd)
([ph]E, (e0 − e0,h) · nE)T
−
∑
E∈Eh(Ωd)
(
[µγτ (K−1uh)]E, ψe − ψe,h
)
E
−
∑
E∈Eh(Ωs)
(JE,nE , e0 − e0,h)E
+
∑
E∈Eh(Γ¯I)
{
(pd,h − ps,h + 2µns · us,h · ns, (e0 − e0,h) · nE)E
−
N−1∑
j=1
µα1√
kj
(us,h · τj + 2µns · D(us,h) · τj, (e0 − e0,h) · τj)E
}
+ (ε, div e)Ω + (div uh − g,−div e)Ω.
Rappelons que : ‖ e ‖2H = ‖ ∇e ‖2Ωs + ‖ e ‖2Ωd + ‖ div e ‖2Ωd et
div e = g − div uh dans Ω.
Méthode d'éléments ﬁnis et Analyse d'erreur a-posteriori. HOUEDANOU Koﬃ Wilfrid c©URPM/IMSP 2015
wilfrid.houedanou@imsp-uac.org
Analyse d'erreur a-posteriori 173
On applique maintenant les estimations d'interpolation de Clément du Lemme 4.22
(les Hypothèses 2.21 à 2.24 étant vériﬁées), l'estimation obtenue sur la pression, puis
la propriété (5.25) pour avoir,
‖ e ‖2H . (Θ + ζ)×m(e0, ψe,Th)× ‖ e ‖H + ‖ div uh − g ‖2Ω
+ {m(v0,ε, ψε,Th)× (Θ + ζ)+ ‖ e ‖H}× ‖ g − div uh ‖Ω .
Rappelons aussi que,
‖ g − div uh ‖Ω =
(∑
T∈Th
Θ23,T
)1/2
. Θ 6 (Θ + ζ), (5.42)
donc,
‖ e ‖2H . (Θ + ζ)×m(e0, ψe,Th)× ‖ e ‖H +(Θ + ζ)× ‖ e ‖H
+ {m(v0,ε, ψε,Th)× (Θ + ζ)+ ‖ e ‖H} ×Θ.
Ainsi, avec l'inégalité standard 1 . m(e0, ψe,Th), on obtient :
‖ e ‖2H . (Θ + ζ)×m(e0, ψe,Th)× ‖ e ‖H
+ {m(v0,ε, ψε,Th)× (Θ + ζ)+ ‖ e ‖H} ×Θ.
Enﬁn, l'inégalité de Young (2.105), avec une fois encore la relation standard 1 .
m(., ., .) concluent la preuve du lemme.
Nous donnons maintenant le résultat principal de cette sous-section.
Théorème 5.7. (Fiabilité [5]) On suppose que la triangulation Th sur Ω est anisotrope
et satisfait les Hypothèses 2.21 à 2.24. On suppose de plus que, les Hypothèses 5.1 et 5.2
sont satisfaites sur les espaces d'approximations. Soient v0,ε, ψε, e0 et ψe les fonctions
du Lemme 5.5 et du Lemme 5.6. Alors, la majoration globale de l'erreur est donnée
par :
‖ e ‖H + ‖ ε ‖ . {m(e0, ψe0 ,Th) +m(v0,ε, ψε,Th)} × (Θ + ζ). (5.43)
Preuve. L'estimation (5.43) s'obtient en combinant les Lemmes 5.5 et 5.6.
Remarque 5.8. Il est à noter que les fonctions e0, ψe0, v0,ε et ψε intervenant dans
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les mesures d'alignement de la relation (5.43) sont des fonctions qui dépendent de la
solution exacte. Ces mesures d'alignement ne peuvent donc pas être évaluées explicite-
ment. Cependant, cela ne constitue pas un inconvénient majeur. Par exemple la mesure
d'alignement m1(e,Th) pour l'erreur e = u− uh est de taille O(1) pour des maillages
suﬃsamment satisfaisants [84, 90]. On attend par des expériences numériques, un
comportement similaire des autres mesures d'alignements.
5.3.3 Minoration d'erreur a-posteriori
Pour une fonction v ∈ H, on pose :
‖ v ‖2H(WT ) := |v|21,WT∩Ω¯s+ ‖ v ‖2WT∩Ω¯d + ‖ div v ‖2WT∩Ω¯d , (5.44)
où
H(WT ) :=
{
v|WT : v ∈ H
}
. (5.45)
On a le résultat suivant :
Théorème 5.9. (Eﬃcacité [5]) On suppose que la triangulation Th sur Ω est anisotrope
et satisfait les Hypothèses 2.21 à 2.24. On suppose de plus que, l'Hypothèse 5.2 est sat-
isfaite sur les espaces d'approximations. Alors, nous avons l'estimation suivante pour
chaque T ∈ Th :
ΘT . ‖ e ‖H(WT ) + ‖ ε ‖WT +
∑
T ′∈WT
ζT ′ . (5.46)
Preuve. Nous commençons par majorer chaque terme de ΘT . Mais avant, nous
réécrivons l'équation du résidu (5.12) ci-dessus, avec vh = 0. Elle se réduit donc à :
A(U − Uh,W ) =
∑
T∈Tsh
{
(rs,T ,v)T + (div uh − g, q)T + (Rs,T − rs,T ,v)T
}
+
∑
T∈Tdh
{
(rd,T ,v)T + (div uh − g, q)T + (Rd,T − rd,T ,v)T
}
−
∑
E∈Eh(Ωs)
(JE,nE ,v)E +
∑
E∈Eh(Ωd)
([ph]E,v · nE)E (5.47)
+
∑
E∈Eh(ΓI)
{
(pd,h − ps,h + 2µns · D(us,h) · ns,v · ns)E
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−
N−1∑
j=1
(
us,h · τj +
√
kj
α1
2ns · D(us,h) · τj,v · τj
)
E
}
.
• Majoration des résidus internes. Nous majorons les résidus internes :
1. Majoration du terme Θ1,T pour T ∈ Tsh. Fixons un T ∈ Tsh et déﬁnissons une
fonction wT dans Ω par,
wT = rs,T bT ∈ [H10 (T )]N . (5.48)
On remplace dans l'équation du résidu ce W = (wT , 0). On a :
A(U − Uh,W ) = (Rs,T − rs,T ,wT )T + (rs,T ,wT )T . (5.49)
On tire,
(rs,T ,wT )T = A(U − Uh,W )− (Rs,T − rs,T ,wT )T . (5.50)
Par ailleurs,
A(U − Uh,W ) = a(e,wT ) + b(wT , ε)
= 2µ(D(e),D(wT ))T − (ε, div wT )T .
Donc,
(rs,T ,wT )T = 2µ(D(e),D(wT ))T − (ε, div wT )T − (Rs,T − rs,T ,wT )T .
On applique respectivement l'inégalité triangulaire et de Cauchy-Schwarz, pour
avoir,
(rs,T ,wT )T . ‖ Rs,T − rs,T ‖T × ‖ wT ‖T +(|e|1,T+ ‖ ε ‖T )× ‖ ∇wT ‖T .
On utilise maintenant les inégalités inverses (2.88) et (2.89). Ce qui donne,
‖ rs,T ‖2T.
{‖ Rs,T − rs,T ‖T +h−1min,T (|e|1,T+ ‖ ε ‖T )}× ‖ rs,T ‖T . (5.51)
En multipliant chaque membre par hmin,T , on obtient par simpliﬁcation, l'esti-
mation :
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Θ1,T . hmin,T ‖ Rs,T − rs,T ‖T +|e|1,T+ ‖ ε ‖T . (5.52)
2. Majoration du terme Θ1,T pour T ∈ Tdh. Fixons un T ∈ Tdh, puis déﬁnissons wT
dans Ω en posant,
wT = rd,T bT ∈ [H10 (T )]N . (5.53)
Remplaçons W = (wT , 0) dans l'équation du résidu (5.47). On a,
A(U − Uh,W ) = (rd,T ,wT )T + (Rd,T − rd,T ,wT )T . (5.54)
On tire,
(rd,T ,wT )T = A(U − Uh,W )− (Rd,T − rd,T ,wT )T . (5.55)
Par ailleurs,
A(U − Uh,W ) = a(e,wT ) + b(ε,wT )
= µ(K−1e,wT )T − (ε, div wT )T .
Donc,
(rd,T ,wT )T = µ(K−1e,wT )T − (ε, div wT )T + (Rd,T − rd,T ,wT )T .
On applique maintenant l'inégalité triangulaire et l'inégalité de Cauchy-Schwarz,
il vient :
‖ rd,T b1/2T ‖2T . µ ‖ K−1e ‖T × ‖ wT ‖T + ‖ ε ‖T × ‖ div wT ‖T
+ ‖ Rd,T − rd,T ‖T × ‖ wT ‖T .
Grâce à l'inégalité de Poincare-Friedrich (i.e. ‖ wT ‖T . ‖ ∇wT ‖T ), on a :
‖ rd,T b1/2T ‖2T . (‖ K−1e ‖T + ‖ ε ‖T )× ‖ ∇wT ‖T
+ ‖ Rd,T − rd,T ‖T × ‖ wT ‖T
Les inégalités inverses (2.88) et (2.97) et la relation triviale ‖ wT ‖T . ‖ rs,T ‖T
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conduisent à,
‖ rT ‖2T.
{
h−1min,T (‖ K−1e ‖T + ‖ ε ‖T )+ ‖ Rd,T − rs,T ‖T
}× ‖ rd,T ‖T . (5.56)
Par simpliﬁcation et en multipliant chaque membre par hmin,T , on a l'estimé :
Θ1,T := hmin,T ‖ rd,T ‖T . ‖ e ‖T +hmin,T ‖ Rd,T − rd,T ‖T . (5.57)
3. Majoration de Θ2,T . Fixons un T ∈ Th et posons,
KT = rot(fh − µK−1uh) et wT = KT bT .
Notons que KT est une fonction scalaire en dimension N = 2 tandis qu'en dimen-
sion N = 3, elle est une fonction vectorielle. Notons également que rot(wT ) ∈ H
et div rot(wT ) = 0.
On prend W = (v, 0) dans l'équation du résidu, avec,
v =
{
0 dans Ωs,
rot(wT ) dans Ωd.
(5.58)
L'équation du résidu devient,
A(U − Uh,W ) = (rd,T ,wT )T + (Rd,T − rT,d,wT )T
= (rd,T , rotwT )T + (Rd,T − rd,T , rotwT )T .
On utilise la formule de Green (2.96) pour obtenir,
A(U − Uh,W ) = (rot(rd,T ),wT )T + (rot(Rd,T − rd,T ),wT )T . (5.59)
Rappelons que :
rot(rd,T ) = rot(fh − µK−1uh +∇ph) = rot(fh − µK−1uh) = KT .
Ainsi,
A(U − Uh,W ) = (KT ,wT )T + (rot(Rd,T − rd,T ),wT )T . (5.60)
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On tire,
(KT ,wT )T = (rot(Rd,T − rd,T ),wT )T )T − A(U − Uh,W ).
Ce qui est équivalent à,
‖ KT b1/2T ‖2T= ((rot(Rd,T − rd,T ),wT )T − A(U − Uh,W ). (5.61)
Par ailleurs,
A(U − Uh,W ) = a(e, rotwT ) + b(rotwT , ε)
= µ(K−1e, rotwT )T − (ε, div rotwT )T
= µ(K−1e, rotwT )T .
D'où,
‖ KT b1/2T ‖2T= (rot(Rd,T − rd,T ),wT )T − µ(K−1e, rotwT )T . (5.62)
Inégalité triangulaire et inégalité de Cauchy-Schwarz conduisent :
‖ KT b1/2T ‖2T . ‖ K−1e ‖T × ‖ rotwT ‖T + ‖ rot(Rd,T − rd,T ) ‖T .× ‖ wT ‖T .
Comme avant, on applique les inégalités inverses (2.88) et (2.97), les relations
triviales ‖ wT ‖T 6 ‖ KT ‖T et ‖ rotwT ‖T . ‖ ∇wT ‖T pour obtenir,
‖ KT ‖2T .
{
h−1min,T ‖ K−1e ‖T + ‖ rot(Rd,T − rd,T ) ‖T
}× ‖ KT ‖T .
En simpliﬁant, puis, en multipliant chaque membre par hmin,T , on a l'estimation,
Θ2,T := hmin,T ‖ KT ‖T . ‖ e ‖T +hmin,T ‖ rot(Rd,T − rd,T ) ‖T . (5.63)
4. Majoration de Θ3,T . Pour tout T ∈ Th, on a :
Θ23,T := ‖ g − div uh ‖2T .
Rappelons que,
g − div uh := div u− div uh = div e.
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Donc,
Θ3,T . ‖ ∇e ‖T . (5.64)
•Majoration des résidus inter-éléments dus au couplage.Onmajore maintenant
les termes dus au couplage.
1. Majoration du terme Θ4,T . Soit T ∈ Th. Fixons une arête ou une face E ∈ E(T )
puis considérons pour j ﬁxé dans {1, . . . , N − 1},
wE := (Fext(rE)bE) τj ∈ [H10 (WE)]N , (5.65)
où rE := us,h ·τj+
√
kj
α1
2ns ·D(us,h)·τj pour j = 1, . . . , N−1 etWE = Ts∪Td. Ts et
Td sont les deux éléments du maillage partageant E. Noter quewE ·ns = 0 sur ΓI .
On remplace dans l'équation du résidu (5.47), W = (wE, 0). Alors
A(U − Uh,W ) = (f− fh,wE)Ts + (fh + 2µdiv D(uh)−∇ph,wE)Ts .
+ (fh − µK−1uh −∇ph,wE)Td +
N−1∑
j=1
(rE,wE · τj)E
+
N−1∑
j=1
µα1√
kj
(us,h · τj,wE · τj)E + (f− fh,wT )Td .
On tire donc :
N−1∑
j=1
(rE,wE · τj)E = −A(U − Uh,W ) + (f− fh,wE)Ts
+ (fh + 2µdiv D(uh)−∇ph,wE)Ts
+ (fh − µK−1uh −∇ph,wE)Td
+ (f− fh,wT )Td +
N−1∑
j=1
µα1√
kj
(us,h · τj,wE · τj)E.
Par ailleurs,
A(U − Uh,W ) = a(e,wE) + b(wE, ε),
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d'où
A(U − Uh,W ) = 2µ(D(e),D(wE))Ts + µ(K−1e,wE)Td
− (ε, div wE)WE +
N−1∑
j=1
µα1√
kj
(us,h · τj,wE · τj)E.
Ainsi,
N−1∑
j=1
(rE,wE · τj)E = (f− fh,wE)Ts
+ (fh + 2µdiv D(uh)−∇ph,wE)Ts
+ (fh − µK−1uh −∇ph,wE)Td
+ (f− fh,wT )Td +
N−1∑
j=1
µα1√
kj
(us,h · τj,wE · τj)E
− 2µ(D(e),D(wE))Ts − µ(K−1e,wE)Td
+ (ε, div wE)WE +
N−1∑
j=1
µα1√
kj
(us,h · τj,wE · τj)E.
L'inégalité triangulaire et de Cauchy-Schwarz conduisent à :
N−1∑
j=1
(rE,wE · τj)E . ‖ Rs,Ts − rs,Ts ‖Ts × ‖ wE ‖Ts + ‖ rs,Ts ‖Ts × ‖ wE ‖Ts
+ ‖ Rd,Td − rd,Td ‖Td × ‖ wE ‖Td + ‖ rd,Td ‖Td × ‖ wE ‖Td +
+ ‖ D(e) ‖Ts × ‖ D(wE) ‖Ts + ‖ K−1e ‖Td × ‖ wE ‖Td +
+ ‖ ε ‖WE × ‖ div wE ‖WE +
N−1∑
j=1
µα1√
kj
‖ e · τj ‖E × ‖ wE ‖E .
La continuité de l'opérateur trace et l'inégalité ‖ D(·) ‖Ts . ‖ ∇(·) ‖Ts con-
duisent à,
N−1∑
j=1
(rE,wE · τj)E . ‖ Rs,Ts − rs,Ts ‖Ts × ‖ wE ‖Ts + ‖ rs,Ts ‖Ts × ‖ wE ‖Ts
+ ‖ Rd,Td − rd,Td ‖Td × ‖ wE ‖Td + ‖ rd,Td ‖Td × ‖ wE ‖Td +
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+ ‖ ∇(e) ‖Ts × ‖ ∇(wE) ‖Ts + ‖ K−1e ‖Td × ‖ wE ‖Td
+ ‖ ε ‖WE × ‖ ∇wE ‖WE .
Fixons T ≡ Ts puis appliquons maintenant les inégalités inverses (2.90), (2.98)
et (2.99), On a :
‖ rE ‖2E . h1/2E,T {‖ Rs,Ts − rs,Ts ‖Ts + ‖ rs,Ts ‖Ts}× ‖ rE ‖E (5.66)
+ h
1/2
E,T {‖ Rd,Td − rd,Td ‖Td + ‖ rd,Td ‖Td}× ‖ rE ‖E
+ h
1/2
E,Th
−1
min,T ‖ ∇e ‖Ts × ‖ rE ‖E +h1/2E,Th−1min,T ‖ e ‖Td × ‖ rE ‖E
+ h
1/2
E,Th
−1
min,T ‖ ε ‖Ts × ‖ rE ‖E +h1/2E h−1min,T ‖ ε ‖Td × ‖ rE ‖E .
Rappelons que
hE =
hE,Ts + hE,Td
2
, donc h1/2E,T 6
√
2h
1/2
E .
Enﬁn, en multipliant chaque membre de l'inégalité (5.66) par h−1/2E hmin,T puis
en utilisant les estimations (5.51) et (5.56), on déduit que :
Θ4,T . ‖ e ‖H(WT ) + ‖ ε ‖WT +
∑
T ′⊂WE
ζT ′ . (5.67)
2. Majoration du terme Θ5,T . Même considération que la démonstration précédente.
On prend ici
rE := pd,h − ps,h + 2µns · D(us,h) · ns (5.68)
wE := (Fext(rE)bE)ns ∈ [H10 (WE)]N (5.69)
Notons que wE · τj = 0, pour tous j = 1, . . . , N . On a avec ces considérations,
A(U − Uh,W ) = (Rs,T − rs,Ts ,wE)Ts + (rs,Ts ,wE)Ts
+ (Rd,T − rd,Td ,wE)Td + (rd,Td ,wE)Td
+ (rE,wE · ns)E.
Par ailleurs,
A(U − Uh,W ) = a(e,wE) + b(wE, ε)
= 2µ(D(e),D(wE))Ts + µ(K−1e,wE)Td − (ε, div wE)WE .
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Et donc
(rE,wE · ns)E = 2µ(D(e),D(wE))Ts + µ(K−1e,wE)Td − (ε, div wE)WE
− (Rs,T − rs,Ts ,wE)Ts − (rs,Ts ,wE)Ts
− (Rd,T − rd,Td ,wE)Td + (rd,Td ,wE)Td
− (rE,wE · ns)E.
Inégalité triangulaire, inégalité de Cauchy-Schwarz et les inégalités inverses (2.90),
(2.98) et (2.99) conduisent à :
hmin,T
hE
‖ rE ‖E . |e|1,T+ ‖ ε ‖T + ‖ e ‖Td + ‖ ε ‖Td
+ hmin,T (‖ Rs,T − rs,T ‖T + ‖ Rd,Td − rd,Td ‖Td)
+ hmin,T (‖ rs,T ‖T + ‖ rd,Td ‖Td) .
Les estimations (5.51) et (5.56) conduisent ﬁnalement à :
Θ5,T . ‖ e ‖H(WT ) + ‖ ε ‖WT +
∑
T ′⊂WE
ζT ′ . (5.70)
• Majoration des résidus inter-éléments (en dehors de l'interface). On ma-
jore ici les termes liés au saut.
1. Majoration du terme
∑
E∈Eh(∂T∩Ωs)
hmin,T
h
1/2
E
‖ JE,nE ‖E.
Soit T1 ∈ Th et E ∈ Eh(∂T1 ∩ Ωs). Notons wE = T1 ∪ T2, avec T2 ∈ Tsh et
∂T1 ∩ ∂T2 = E.
Rappelons que JE,nE ∈ [Pk(E)]N . ConsidéronswE = Fext(JE,nE)bE ∈ [H10 (WE)]N .
Remplaçons dans l'équation du résidu (5.47), W = (wE, 0). On a :
A(U − Uh,W ) = (f− fh,wE)WE + (fh + 2µdiv D(uh)−∇ph,wE)WE
+ (JE,nE ,wE)E.
On tire
(JE,nE ,wE)E = A(U − Uh,W )− (f− fh,wE)WE − (fh + 2µdiv D(uh)−∇ph,wE)WE
= 2µ(D(e),D(wE))WE − (ε, div wE)WE
− (f− fh,wE)WE − (fh + 2µdiv D(uh)−∇ph,wE)WE .
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Fixons T ≡ T1 puis utilisons les inégalités inverses (2.90), (2.98), (2.99) et l'esti-
mation (5.51), on a :
hmin,T
h
1/2
E
‖ JE,nE ‖E . |e|1,WE+ ‖ ε ‖WE +
∑
T ′⊂WE
ζT ′ . (5.71)
2. Majoration du terme hmin,T
h
1/2
E
‖ [ph]E ‖E, pour T ∈ Tdh et E ∈ Eh(∂T ∩ Ωd).
Soit T1 ∈ Tdh et E ∈ Eh(∂T1 ∩ Ωd). Désignons par T2 l'autre élément qui partage
E avec T1 puis ﬁxons T ≡ T1. Posons
wE := Fext([ph]E)bEnE ∈ [H10 (WE)]N (5.72)
D'après l'équation du résidu (5.47), on a
([ph]E,wE · nE)E = A(U − Uh,W )− (f− fh,wE)WE − (fh − µK−1uh +∇ph,wE)WE
et
A(U − Uh,W ) = µ(K−1e,wE)WE − (ε, div wE)WE
donc,
([ph]E,wE · nE)E = µ(K−1e,wE)WE − (ε, div wE)WE
− (f− fh,wE)WE(fh − µK−1uh +∇ph,wE)WE .
Inégalité triangulaire, inégalité de Cauchy-Schwarz, les inégalités inverses (2.90),
(2.98), (2.99) et l'estimation (5.56) conduisent à :
hmin,T
h
1/2
E
‖ [ph]E ‖E . ‖ e ‖WE + ‖ ε ‖WE +
∑
T ′⊂WE
ζT ′ . (5.73)
Au total, les estimations (5.52), (5.57), (5.63) (5.64), (5.67), (5.70) et (5.73) conduisent
directement à l'estimé du Théorème 5.7.
Remarque 5.10. La minoration de l'erreur locale est obtenue indépendamment du
caractère anisotrope du maillage. Raison pour laquelle, souvent, pour les calculs, on
utilise les estimateurs sans considérer les mesures d'alignement. Ce choix est pratique-
ment justiﬁé dans le cadre de la mise en ÷uvre de stratégies de raﬃnement adaptatifs.
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5.3.4 Application aux discrétisations isotropes
Dans le cas d'une discrétisation isotrope, les conclusions tiennent pour hmin,T ∼
hE ∼ hT ∼ diam(E), où E ∈ E(T ) et la mesure d'alignement m(., ., .) ∼ 1.
1. Les indicateurs d'erreur locaux sont donnés par,
ΘT :=
{
6∑
i=1
Θ2i,T
}1/2
, (5.74)
avec,
Θ21,T :=
{
h2T ‖ rs,T ‖2T si T ∈ Tsh,
h2T ‖ rd,T ‖2T si T ∈ Tdh,
Θ22,T :=
{
h2T ‖ rot(fh − µK−1uh) ‖2T si T ∈ Tdh,
0 si T ∈ Tsh,
Θ23,T := ‖ g − div uh ‖2T ,
Θ24,T :=
∑
E∈Eh(∂T∩Γ¯I)
diam (E)
{
N−1∑
j=1
‖ us,h · τj +
√
kj
α1
2ns · D(us,h) · τj ‖2E
}
,
Θ25,T :=
∑
E∈∂T∩Γ¯I
diam (E) ‖ pd,h − ps,h + 2µns · D(us,h) · ns ‖2E,
Θ26,T :=

∑
E∈Eh(∂T∩Ω¯s)
diam (E) ‖ JE,nE ‖2E si T ∈ Tsh,∑
E∈Eh(∂T∩Ωd)
diam (E) ‖ [ph]E ‖2E si T ∈ Tdh.
2. L'estimateur d'erreur a-posteriori isotrope est donc déﬁni par :
Θ :=
{∑
T∈Th
Θ2T
}1/2
. (5.75)
3. Les termes d'approximation locaux deviennent :
ζT :=
{
hT ‖ f− fh ‖T si T ∈ Tsh,
hT (‖ f− fh ‖T +‖rot(f− fh)‖T ) si T ∈ Tdh.
Ainsi, le terme d'approximation global est déﬁni par,
ζ2 :=
∑
T∈Th
ζ2T .
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Nous rappelons que hT est le diamètre de T (voir Figure 2.8). Avec ces déﬁnitions,
la minoration de l'erreur locale du Théorème 5.9 tient pour chaque élément
isotrope T , alors que la majoration globale de l'erreur du Théorème 5.7 se réduit
à l'estimé,
‖ e ‖H + ‖ ε ‖ . Θ + ζ. (5.76)
Remarque 5.11. La famille d'indicateurs d'erreur a-posteriori déﬁnie en (5.74) pour
le cas, où la discrétisation est isotrope semble être nouvelle. Cette famille est une
amélioration de celle proposée dans le papier [15]. En eﬀet, il n'est plus nécessaire,
en dehors de la condition (1.4), de supposer que le tenseur de perméabilité K est
suﬃsamment régulière et qu'il existe une constante C > 0 telle que |K(x)z|RN 6 C|z|RN
pour presque tout x ∈ Ωd et pour tout z ∈ RN .
5.4 Conclusion
Nous avons développé dans ce chapitre, une analyse d'erreur a-posteriori de type
résiduel. Nous avons considéré une discrétisation anisotrope. La méthode d'éléments
ﬁnis mixtes est conforme pour toutes les inconnues. La famille d'indicateurs d'erreur
a-posteriori obtenue est à la fois ﬁable et eﬃcace sous certaines hypothèses théoriques
faites sur les mailles et sur les espaces d'approximations. Nous avons remarqué que la
majoration de la norme de l'erreur globale dépend d'un bon alignement du maillage
anisotrope avec une solution anisotrope donnée. La minoration de la semi-norme de
l'erreur locale est obtenue indépendemment du caractère anisotrope du maillage. Enﬁn,
nous avons fait une application des résultats obtenus dans le cas où la discrétisation
isotrope. La majoration de la norme de l'erreur globale tient sans condition. La famille
d'indicateurs d'erreur a-posteriori obtenue pour ce cas spéciﬁque est diﬀérente des
celles proposées dans les papiers [15, 46, 54, 65]. De plus, elle est une amélioration de
celle obtenue dans [15].
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Chapitre Six
Quelques résultats numériques
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6.1 Domaines et maillages
Considérons l'application φ : (x, y) ∈ R2 7−→ φ(x, y) = x2(x − 1)3y2(y − 1)2 ∈ R
sur le carré Ω =]0, 1[2∪]1, 2[2 comme le montre la Figure 6.1.
(0, 0)
(1, 0) (2, 0)
(2, 1)(1, 1)(0, 1)
Ωs Ωd
Figure 6.1  Le domaine Ω en 2d.
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Son rotationnel est déﬁni par rotφ =
(
−∂φ
∂y
, ∂φ
∂x
)
= u = (u1, u2), avec,
u1(x, y) := −2(−1 + x)3x2(−1 + y)y(−1 + 2y) (6.1)
u2(x, y) := (−1 + x)2x(−2 + 5x)(−1 + y)2y2 (6.2)
Fixons µ = 1, K = I et prenons une pression quadratique p ∈ L2(Ω) par,
p(x, y) = x2 − 2xy + y
2
2
− 1. (6.3)
De plus, ∫
Ω
p(x, y)dxdy = 0 et ∇p = (2x− 2y,−2x+ y) . (6.4)
La solution exacte (u, p) vériﬁe bien les propriétés suivantes :
div u = 0 dans Ω, (6.5)
u = 0 sur ∂Ω, (6.6)
avec les conditions d'interface sur ΓI (ΓI : x = 1),
us · ns + ud · nd = 0 sur ΓI , (6.7)
ps − 2µns · D(us) · nTrs = pd sur ΓI , (6.8)√
kj
α1
2ns · D(us) · τTrj = −us · τj sur ΓI , j = 1, . . . , N − 1. (6.9)
Dès lors le second membre f(x, y) = (f1(x, y), f2(x, y)) dans Ωs est donné par,
f1(x, y) = 4(−1 + x)(−1 + 2y)(−6x3 + 3x4 + (−1 + y)y − 8x(−1 + y)y,
+ x2(3 + 10(−1 + y)y)) + 2x− 2y,
f2(x, y) = −2
(
9(−1 + y)2y2 − 12x3(1 + 6(−1 + y)y) + 5x4(1 + 6(−1 + y)y)
− 2x(1 + 6(−1 + y)y(1 + 3(−1 + y)y)) + x2(9 + 6(−1 + y)y(9 + 5(−1 + y)y)))
− 2x+ y,
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tandis que dans Ωd, le second membre k(x, y) = (k1(x, y), k2(x, y)) est donné par :
k1(x, y) = (−1 + x)2x(−2 + 5x)(−1 + y)2y2 + 2x− 2y,
k2(x, y) = (−1 + x)2x(−2 + 5x)(−1 + y)2y2 − 2x+ y.
Figure 6.2  Maillage uniforme sur le carré
unité, avec n = 200.
Figure 6.3  Maillage non structuré sur le
carré unité, avec n = 200.
Nous étudions ici la convergence de la vitesse et de la pression dans chaque sous
domaine sur une triangulation T1/200 pour les éléments ﬁnis non-conformes de Crouzeix-
Raviart. Les résultats obtenus sont cohérents, comme le montrent les Figures 6.5, 6.6,
6.7 et 6.8. Nous représentons ensuite sur la même triangulation, les courbes d'iso-
valeures de chaque composante de la vitesse dans Ωl, l = s ou d. Enﬁn, nous étudions
la structure de la matrice de rigidité dans Ω sur une triangulation uniforme (Figure
6.4). Ce qui montre l'eﬃcacité de la méthode numérique employée.
6.2 Convergence dans Ωs
Nous étudions ici la convergence de la vitesse et de la pression dans le milieu ﬂuide
Ωs. L'ordre de convergence en norme L2 est de 2 pour la vitesse et d'ordre 1 pour la
pression.
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Figure 6.4  Maillage uniforme sur le domaine couplé, avec n = 400.
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Figure 6.5  Erreur sur la vitesse dans Ωs en
échelle log/log.
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Figure 6.6  Erreur sur la pression dans Ωs en
échelle log/log.
6.3 Convergence dans Ωd
Nous étudions ici la convergence de la vitesse et de la pression dans le milieu poreux
Ωd. L'ordre de convergence en norme L2 est de 2 pour la vitesse et d'ordre 1 pour la
pression.
6.4 Les courbes d'isovaleures
6.5 Matrice de rigidité
Nous étudions maintenant la structure de la matrice de rigidité. Nous constatons
que, lorsque le pas de discrétisation h devient de plus en plus inﬁnement petit, la ma-
trice devient de plus en plus creuse. Ce qui montre en partie l'eﬃcacité de la méthode
numérique employée.
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Figure 6.7  Erreur sur la vitesse dans Ωd en
échelle log/log.
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Figure 6.8  Erreur sur la pression dans Ωd
en échelle log/log.
courbe d’isoleure: Premiere composante de la vitesse
Figure 6.9  Courbe d'isovaleure pour la com-
posante u1 de la vitesse dans Ωs sur 10 itérations.
courbe d’isoleure: Deuxieme composante de la vitesse
Figure 6.10  Courbe d'isovaleure pour la
composante u2 de la vitesse dans Ωs sur 10 itéra-
tions.
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courbe d’isoleure: Premiere composante de la vitesse
Figure 6.11  Courbe d'isovaleure pour la
composante u1 de la vitesse dans Ωd sur 10 itéra-
tions.
courbe d’isoleure: Deuxieme composante de la vitesse
Figure 6.12  Courbe d'isovaleure pour la
composante u2 de la vitesse dans Ωd sur 10 itéra-
tions.
Paramètre h o/o des Coefs 6= 0
1/16 79.668827
1/22 66.405634
1/28 41.751001
1/34 28.652204
1/40 20.873193
1/46 15.879941
1/52 12.485349
1/58 10.073294
1/66 08.298201
1/70 06.954061
Table 6.1  Tableau montrant la structure de la matrice de rigidité sur 10 itérations.
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6.6 Représentattion des solutions exactes
Nous représentons dans cette section les solutions exactes à savoir : la vitesse u et
la pression p. Les seconds membres fs et fd seront aussi représentés.
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Figure 6.13  Composante u1 de la solution
exacte u dans Ω.
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Figure 6.14  Composante u2 de la solution
exacte u dans Ω.
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Figure 6.15  Représentation graphique de la pression sur le domaine Ω.
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Figure 6.16  Représentation graphique de la
première composante f1 dans Ωs.
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Figure 6.17  Représentation graphique de la
deuxième composante f2 dans Ωs.
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Figure 6.18  Représentation graphique de la
première composante f1 dans Ωd.
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Figure 6.19  Représentation graphique de la
deuxième composante f2 dans Ωd.
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7.1 Conclusion
Nous avons analysé dans cette thèse, des estimateurs d'erreur a-posteriori de type
résiduel. Nous avons considéré les équations du problème de transmission Stokes-Darcy,
lesquelles modélisent l'écoulement d'un ﬂuide visqueux vers un milieu poreux à travers
une interface. Nous avons utilisé une formulation faible sans multiplicateurs de La-
grange sur l'interface. La méthode d'éléments ﬁnis que nous avons employée est, soit
conforme, soit non-conforme. Les investigations couvrent les domaines 2d et 3d.
Dans un premier temps, nous avons considéré une discrétisation isotrope. Nous
avons discrétisé les équations du problème couplé Stokes-Darcy, via une variante de
la méthode d'éléments ﬁnis [P1]N non-conformes de Crouzeix-Raviart pour approcher
la vitesse du ﬂuide dans Ω. Nous avons approché la pression du ﬂuide dans l'espace
des fonctions constantes par morceaux. Nous avons démontré la stabilité du prob-
lème discret associé via le théorème de Ladyzhenskaya-Babu²ka-Brezzi. Nous avons
développé une analyse d'erreur a-posteriori. Les indicateurs d'erreur obtenus sont de
type résiduel. Nous avons démontré que la famille formée de ces indicateurs d'erreur
est à la fois ﬁable et eﬃcace.
Dans un second temps, nous avons considéré une extension de ces résultats à une
discrétisation anisotrope. Nous avons considéré une famille de maillages où certaines
mailles peuvent violer la contrainte de l'angle minimum. Avec les mêmes éléments ﬁnis
que précédemment, nous avons discrétisé les équations du problème couplé Stokes-
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Darcy en admettant des maillages anisotropes (applatissements non bornés). Nous
avons utilisé une généralisation de l'inégalité de Korn discrète pour démontrer la stabil-
ité du problème discret associé. Nous avons élaboré des indicateurs d'erreur a-posteriori
de type résiduel, avec lesquels nous avons fait une analyse d'erreur a-posteriori. En
outre, nous avons démontré que la famille constituée de ces indicateurs d'erreur est
eﬃcace et nous avons prouvé une majoration globale de l'erreur sur la pression. La
majoration globale de l'erreur dépend de la norme de l'erreur sur la vitesse et d'une
mesure dite mesure d'alignement. La minoration locale de l'erreur ne dépend pas du
caractère anisotrope du maillage considéré.
Entre autres, nous avons étudié une méthode d'approximation conforme à l'aide
d'une discrétisation anisotrope. Nous avons travaillé dans un cadre général et abstrait.
Nous avons développé une analyse d'erreur a-posteriori de type résiduel. La famille
d'indicateurs d'erreur a-posteriori est optimale, sous certaines hypothèses théoriques
faites sur les mailles et sur les espaces d'approximations. Nous avons constaté que la
borne supérieure de l'erreur dépend d'un alignement approprié du maillage anisotrope
avec une solution anisotrope donnée. La minoration locale de l'erreur est obtenue
indépendamment de cette mesure d'alignement. Dans le cas particulier des maillages
isotropes, cette mesure d'alignement est équivalente à l'unité. La majoration globale
de l'erreur tient alors sans condition.
Aﬁn de faciliter le processus d'élaboration de ces estimateurs d'erreur a-posteriori,
nous avons démontré un résultat de décomposition de Helmholtz spéciale des éléments
de l'espace vitesse considéré ; nous avons établi un résultat de régularité de la vitesse
du ﬂuide dans Ωd ; puis nous avons construit un opérateur d'interpolation de Oswald
adéquat qui préserve la continuité de la vitesse du ﬂuide à travers l'interface.
Les résultats présentés dans le chapitre 3 ont donné lieu à un article publié dans
le journal Afrika Mathematika [7]. Les résultats présentés dans les chapitres 4 et 5
ont donné lieu à des préprints [5, 6], lesquels sont en cours de soumission.
7.2 Perspectives
Dans la suite, plusieurs perspectives à ce travail méritent d'être abordées :
1. Trouver des exemples d'éléments ﬁnis mixtes anisotropes pouvant satisfaire les
hypothèses théoriques (5.1) et (5.2) faites sur les espaces d'approximations ;
2. Achever l'analyse d'erreur a-posteriori introduite dans le chapitre 4 ;
3. Mettre en ÷uvre, à l'aide de ces indicateurs, un algorithme de raﬃnement adap-
Méthode d'éléments ﬁnis et Analyse d'erreur a-posteriori. HOUEDANOU Koﬃ Wilfrid c©URPM/IMSP 2015
wilfrid.houedanou@imsp-uac.org
Perspectives 197
tatif de maillage, avec applications à des problèmes concrets ;
4. Faire une extension au cas non-stationnaire [58] et au problème Stokes-Darcy-
Brinkman [33, 45, 81, 118, 119] ;
5. Trouver d'autres types d'estimateurs d'erreur a-posteriori.
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