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Spectral clustering techniques are valuable tools in signal processing and machine learning for partitioning complex data sets.
The effectiveness of spectral clustering stems from constructing a non-linear embedding based on creating a similarity graph and
computing the spectral decomposition of the Laplacian matrix. However, spectral clustering methods fail to scale to large data sets
because of high computational cost and memory usage. A popular approach for addressing these problems utilizes the Nystro¨m
method, an efficient sampling-based algorithm for computing low-rank approximations to large positive semi-definite matrices. This
paper demonstrates how the previously popular approach of Nystro¨m-based spectral clustering has severe limitations. Existing
time-efficient methods ignore critical information by prematurely reducing the rank of the similarity matrix associated with sampled
points. Also, current understanding is limited regarding how utilizing the Nystro¨m approximation will affect the quality of spectral
embedding approximations. To address the limitations, this work presents a principled spectral clustering algorithm that makes
full use of the information obtained from the Nystro¨m method. The proposed method exhibits linear scalability in the number
of input data points, allowing us to partition large complex data sets. We provide theoretical results to reduce the current gap
and present numerical experiments with real and synthetic data. Empirical results demonstrate the efficacy and efficiency of the
proposed method compared to existing spectral clustering techniques based on the Nystro¨m method and other efficient methods.
The overarching goal of this work is to provide an improved baseline for future research directions to accelerate spectral clustering.
Index Terms—Approximation methods, Clustering algorithms, Computational complexity, Sampling methods
I. INTRODUCTION
Cluster analysis is a fundamental problem in signal pro-
cessing and exploratory data analysis that divides a data set
into several groups using the information found only in the
data. Among several techniques [1], [2], spectral clustering
[3], [4] is one of the most prominent and successful methods
to capture complex structures, such as non-spherical clusters.
In these scenarios, spectral clustering outperforms popular
Euclidean clustering techniques, such as K-means clustering
[5], [6]. Hence, spectral clustering has found applications in
various domains, including computer vision [7]–[9], biology
[10], neuroscience [11], recommender systems [12], and blind
source separation [13].
Spectral clustering expresses data clustering as a graph
partitioning problem by constructing an undirected similarity
graph with each point in the data set being a node. A popular
connectivity measure employs the radial basis kernel function
of the form κ(xi,xj) = exp(−‖xi − xj‖22/σ2), where X =
{x1, . . . ,xn} is the set of n data points in Rd to be partitioned
into k clusters, and σ > 0 is the bandwidth parameter. Thus,
the first step of spectral clustering involves forming a positive
semi-definite kernel matrix K ∈ Rn×n with the (i, j)-th entry
[K]ij = κ(xi,xj), which describes similarities among n input
data points. Therefore, a significant challenge in applying
spectral clustering is the computation and storage of the entire
kernel matrix, which requires O(n2d) time and O(n2) space.
The quadratic complexity in the number of input data points
renders spectral clustering intractable for large data sets.
In this work, we focus on the popular method of normalized
cut [7], [14] to partition the resulting similarity graph. This
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method forms the normalized Laplacian matrix as follows:
L = D−1/2(D−K)D−1/2 = In −D−1/2KD−1/2, (1)
where D = diag(K1n) ∈ Rn×n is the diagonal degree matrix
associated with K, In is the identity matrix, and 1n is the
vector of all ones. The spectral embedding of the original data
X is then obtained by solving the following trace minimization
problem:
arg min
H∈Rn×k, HTH=Ik
tr
(
HTLH
)
, (2)
where tr(·) represents the matrix trace. The above optimization
problem has a closed-form solution; its optimizer is obtained
by eigenvectors corresponding to the k smallest eigenvalues of
the Laplacian matrix L. Thus, spectral clustering learns a non-
linear map that embeds the original data into the eigenspace
of L for uncovering the intrinsic structure of the input data.
We can also view the spectral embedding process as solving
a low-rank approximation problem [15]. To this end, we sub-
stitute L from (1) into the above minimization problem. Using
the constraint HTH = Ik allows rewriting the minimization
problem in (2) as follows:
arg max
H∈Rn×k, HTH=Ik
tr
(
HTMH
)
, (3)
where we used the fact that tr(HTH) = k is a constant, and
introduced the modified kernel matrix:
M := D−1/2KD−1/2 ∈ Rn×n. (4)
The solution of this maximization problem is obtained by com-
puting eigenvectors corresponding to the k largest eigenvalues
of M, denoted by UM,k ∈ Rn×k. That is, we should compute
the rank-k approximation of M to map the original data
from Rd into Rk. The computational complexity associated
with finding the k leading eigenvectors of the modified kernel
matrix is O(n2k) without making assumptions on the structure
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2of the kernel matrix, such as K being sparse [16]. When the
number of data points n is large, the exact solution of this step
becomes computationally prohibitive and suffers from large
memory overhead.
The third step of spectral clustering is to partition the n rows
of UM,k using K-means clustering [17], where the goal is to
find k centroids and assign each embedded point to the closest
centroid for partitioning the original data. Although solving
this problem is NP-hard [18], it is common to use iterative
algorithms that lead to expected approximation guarantees
[19], [20]. As these algorithms should compute distances
between n data points and k centroids in Rk, the third step
requires O(nk2) operations per iteration, and a few tens of
iterations typically suffice to cluster the data. Since the third
step takes linear time in the number of data points, the central
challenge that arises in large-scale data settings is computing
the leading eigenvectors of the modified kernel matrix M,
which is the main focus of this paper.
While other variants exist in the literature, including robust
methods to noisy data [21], [22], this work focuses on the
standard formulation of spectral clustering. Alg. 1 summarizes
the three main steps of prototypical spectral clustering. Em-
pirical evidence suggests that normalizing the rows of UM,k
improves stability and accuracy [4]. As these row vectors are
in Rk, the normalization cost scales linearly in terms of the
number of data points. Using cross-validation is a common
technique for selecting the kernel parameter σ.
Algorithm 1 Prototypical Spectral Clustering (SC)
Input: data set X = {x1, . . . ,xn}, kernel parameter σ,
number of clusters k.
1: function SC(X , σ, k)
2: Form the kernel matrix K ∈ Rn×n;
3: Construct M = D−1/2KD−1/2 ∈ Rn×n, where D =
diag(K1n);
4: Compute the k leading eigenvectors of M to obtain
the spectral embedding UM,k ∈ Rn×k;
5: Normalize each row of UM,k to have unit length;
6: Perform K-means clustering over the rows of the
normalized matrix UM,k;
return Clustering results.
A. Related Work on Accelerating Spectral Clustering
Various methods have been proposed to accelerate spectral
clustering by computing an approximate spectral embedding
of the original data. Recent work [23] presented an excellent
review of the literature on this topic for interested readers. In
this paper, we divide the related work into two main categories:
(1) methods that circumvent the computation of the full kernel
matrix, and (2) techniques that consider the similarity graph
as one of the inputs to spectral clustering and, thus, ignore
the cost associated with step 2 of Algorithm 1. The former
is more realistic since constructing full kernel matrices is
computationally prohibitive, even for medium-sized data. We
further divide the first line of work into three sub-categories:
1) explicit approximation of the kernel matrix;
2) random Fourier features to approximate the radial basis
kernel function;
3) forming a sparse similarity graph.
The Nystro¨m method is one of the most popular tech-
niques for approximating positive semi-definite matrices. In
a nutshell, the Nystro¨m method [24] selects m < n points
from the original data set X using a sampling strategy, such
as uniform sampling or a more complicated non-uniform
selection technique [25]–[27]. After choosing a subset of
the data, the so-called landmarks which we denote them by
Z = {z1, . . . , zm}, one should compute similarities between
the original data X and Z , as well as pairwise similarities
among the elements of Z . Hence, the Nystro¨m method con-
structs two matrices C ∈ Rn×m and W ∈ Rm×m such
that [C]ij = κ(xi, zj) and [W]ij = κ(zi, zj), which takes
O(nmd) time. We then obtain an approximation of the kernel
matrix in the form of:
K ≈ K̂ = CW†CT , (5)
where W† is the pseudo-inverse of W.
When employing the Nystro¨m method, the number of land-
marks should exceed k, i.e., the desired number of clusters,
and increasing m is a common practice to improve accuracy
[28], [29]. The Nystro¨m approximation results in linear time
complexity in the size of the original data for a fixed landmark
set [30]. However, a critical task is to efficiently integrate the
Nystro¨m method with spectral clustering because the ultimate
goal is to estimate the k leading eigenvectors of the modified
kernel matrix M in linear time (instead of K). Therefore,
several variants of Nystro¨m-based spectral clustering have
been proposed [31]–[33], where the underlying theme is to
compute the spectral decomposition of the inner matrix W
to save on computational resources and lift the solution from
Rm back to Rn. Although these methods reduce time com-
plexity, a downside is the lack of a theoretical framework and
understanding concerning how the Nystro¨m method affects the
quality of resulting spectral embedding.
The second sub-category seeks to directly approximate
the radial basis kernel function in the form of κ(xi,xj) ≈
φ(xi)
Tφ(xj), where φ(x) ∈ RD is known as the random
Fourier feature vector [34]. The main idea behind this ap-
proach is to use the Fourier transform of shift-invariant kernel
functions, including Gaussian kernels, for the efficient compu-
tation of feature vectors [35]–[37]. Recent work [38] utilized
this strategy to implicitly approximate the kernel matrix K for
performing spectral clustering in linear time. The introduced
method requires the dimension of feature vectors D to be
significantly greater than the ambient dimension d. However,
each feature vector should contain only a few non-zero entries
to reduce the subsequent eigenvalue decomposition cost.
The third sub-category utilizes fast nearest neighbor search
algorithms [39] to form similarity graphs with sparse kernel
matrices, which may substantially reduce the computational
and memory complexities associated with the spectral decom-
position step [40], [41]. In this case, the number of nearest
neighbors is an additional tuning parameter that remarkably
impacts the connectivity of the similarity graph and the
following spectral embedding.
3The second class of accelerated spectral clustering tech-
niques assumes that the similarity graph is one of the inputs.
Therefore, the main task is to compute the eigenvalue decom-
position of the modified kernel matrix M, which is assumed to
be available at no cost. A possible solution focuses on utilizing
tools from the randomized numerical linear algebra literature,
such as randomized subspace iteration [42]. These methods
typically employ random projections to identify a subspace
that approximately captures the range of M [43]. Another
approach seeks to form a sparse similarity matrix according
to the effective resistances of all nodes [44], which can be
approximated in nearly linear time. However, these techniques
are practical only when kernel matrices are accessible.
B. Main Contributions
In this paper, we design and study an efficient method
for incorporating the Nystro¨m approximation into prototypical
spectral clustering. The main feature of the proposed approach
is to fully utilize the collected information from the Nystro¨m
method while achieving linear scalability in terms of the data
size. Hence, our approach is suitable for clustering complex
data sets containing tens or hundreds of thousands of samples.
As we will discuss in detail, efficient Nystro¨m-based spec-
tral clustering methods take a two-step approach, which entails
restricting the rank of the kernel matrix associated with the
landmark set, followed by lifting the solution back to the
original space. The disentanglement of the two similarity
matrices C and W for computing the spectral decomposition
gives rise to several issues. First, performing the rank reduction
step too early adversely affects the spectral embedding pro-
cess. Second, the produced eigenvectors are not necessarily
orthogonal, which will require additional orthogonalization
steps. Third, providing theoretical guarantees to understand the
relationship between the Nystro¨m approximation error and the
quality of resulting spectral embedding becomes complicated.
A serious concern is that a small perturbation of the kernel
matrix K may have an out-sized influence on the modified
kernel matrix M = D−1/2KD−1/2 due to the perturbation of
the degree matrix D, which is used for normalizing the row
and columns of the kernel matrix.
This work improves Nystro¨m-based spectral clustering by
utilizing both matrices C and W at the same time. Our pro-
posed approach automatically exploits decay in the spectrum
of the inner matrix W to reduce time complexity and memory
footprint, instead of enforcing its rank to be k as prescribed by
the prior work. We then implicitly form the modified kernel
matrix M and compute its leading eigenvectors.
A further advantage of the proposed approach is reducing
the current gap in the literature between a provably good
low-rank approximation of the kernel matrix K to a provably
accurate estimation of M. We derive an upper bound for the
perturbation of the modified kernel matrix due to the Nystro¨m
method by making use of the Taylor series expansion for
matrix functions [45]. Our analysis shows that a relatively
small perturbation of the kernel matrix results in a practical
upper bound for approximating the modified kernel matrix,
or equivalently the normalized Laplacian matrix. We present
numerical experiments to understand the main assumptions
and bounds involved in our theoretical results.
Finally, we present an extensive empirical evaluation of
the proposed approach, using both synthetic and real data.
We compare our introduced method with other state-of-the-art
approximate spectral clustering methods that circumvent the
formation of the entire similarity graph, including techniques
based on random Fourier features and sparse similarity graphs.
We also corroborate the scalability of our proposed spectral
clustering method concerning the size of input data and the
number of landmarks.
C. Paper Organization
The rest of the paper is outlined as follows. We first
thoroughly review the related work on Nystro¨m-based spectral
clustering and exemplify several drawbacks in Section II.
Then, Section III explains our proposed scalable approach for
improving Nystro¨m-based spectral clustering while providing
new theoretical results to reduce the current gap in the
literature. We also present numerical experiments to verify
the assumptions made in our analysis. Section IV empirically
demonstrates trade-offs between accuracy and efficiency of the
proposed Nystro¨m-based spectral clustering method on bench-
mark data sets. We present concluding remarks in Section V.
D. Notation and Preliminaries
We denote column vectors with lower-case bold letters and
matrices with upper-case bold letters. We take 1n to be the
n-dimensional vector of all ones and In represents the n× n
identity matrix. For a vector x ∈ Rn, let ‖x‖2 be the Euclidean
norm and diag(x) returns a diagonal matrix with the elements
of x on the main diagonal. Given a matrix A ∈ Rn×m, the
(i, j)-th element is denoted by [A]ij and AT is the transpose
of A. The matrix A admits a factorization, known as the
truncated singular value decomposition (SVD), in the form
of A = UAΣAVTA, where UA ∈ Rn×r and VA ∈ Rm×r
are matrices with orthonormal columns referred to as the
left singular vectors and right singular vectors, respectively.
The parameter r < min{n,m} represents the rank of A
and the diagonal matrix ΣA = diag([σ1(A), . . . , σr(A)])
contains the singular values of A in descending order, i.e.,
σ1(A) ≥ . . . ≥ σr(A) > 0. In this paper, the expression
“A has rank r” means that the rank of A does not exceed r.
Using this factorization, we can define several standard matrix
norms, including the Frobenius norm ‖A‖2F :=
∑r
i=1 σi(A)
2
and the spectral norm ‖A‖2 := σ1(A).
If A ∈ Rn×n is symmetric positive semi-definite, we have
UA = VA in the previous factorization, which is called the
reduced eigenvalue decomposition (EVD) or spectral decom-
position. The columns of UA ∈ Rn×r are the eigenvectors
of A and ΣA contains the corresponding eigenvalues in
descending order. Thus, we get A = UAΣAUTA, where
UTAUA = Ir. The Moore-Penrose pseudo-inverse of A can
be obtained from the EVD as A† = UAΣ−1A U
T
A, where
Σ−1A = diag([σ1(A)
−1, . . . , σr(A)−1]). When A is full rank,
i.e., r = n, we have A† = A−1. The trace of A is equal to the
sum of its eigenvalues, i.e., tr(A) =
∑r
i=1 σi(A). The matrix
4A is positive semi-definite of rank r if and only if there exists
a matrix B of rank r such that A = BBT .
In this paper, given an integer k that does not exceed the
rank parameter r, we denote the first k columns of UA,
i.e., the k leading eigenvectors of A, by UA,k ∈ Rn×k.
Similarly, ΣA,k ∈ Rk×k represents a diagonal sub-matrix
that contains the k largest eigenvalues of A. Based on the
Eckart-Young-Mirsky theorem, JAKk := UA,kΣA,kUTA,k is
the best rank-k approximation to A because it minimizes the
approximation error ‖A−Â‖ for any unitarily invariant norm
over all matrices Â of rank k. The error incurred in the spectral
norm by the best rank-k approximation can be identified as:
‖A− JAKk‖2 = σk+1(A). (6)
II. REVIEW OF SPECTRAL CLUSTERING USING NYSTRO¨M
APPROXIMATION
Previous research on integrating the Nystro¨m method with
spectral clustering has proposed several techniques to compute
an approximate spectral embedding in linear time concerning
the data size n. The key challenge is how to utilize the
Nystro¨m approximation of the kernel matrix, i.e., K̂ =
CW†CT , to compute the top eigenvectors of the approximate
modified kernel matrix M̂ = D̂−1/2K̂D̂−1/2, where D̂ =
diag(K̂1n). Obviously, the desired linear complexity in terms
of time and space does not permit forming square matrices of
size n×n. Thus, the previous research focused on constructing
a small matrix of size m×m as a proxy for the kernel matrix
K. Although this strategy reduces the cost, a major concern is
that critical information regarding the structure of the matrix
C ∈ Rn×m may be ignored during this process, adversely
impacting the accuracy of spectral clustering. In this section,
we review two relevant prior techniques and highlight their
limitations to motivate our proposed approach.
Exploiting the Nystro¨m approximation for estimating the
leading eigenvectors of the modified kernel matrix was first
introduced in [31]. The main idea behind this approach is to
find the exact EVD of an m×m matrix, where m refers to the
number of selected landmarks. Then, a linear transformation
from Rm to Rn generates an approximate spectral embedding
of the original data. Let us write the Nystro¨m approximation
K̂ = CW−1CT using two sub-matrices W and B:
K̂ =
[
W
BT
]
W−1
[
W B
]
=
[
W B
BT BTW−1B
]
, (7)
where W ∈ Rm×m representing similarities between m
distinct landmark points using the Gaussian kernel function
has full rank [46], which allows calculating the inverse of
W (this discussion also holds when using pseudo-inverse).
Similarly, the information regarding connectivity measures
between Z and the remaining data points X \ Z is encoded
in B ∈ Rm×(n−m). One can compute and decompose the
approximate degree matrix D̂ = diag(K̂1n) into two diagonal
sub-matrices as follows:
D̂1 = diag(W1m + B1n−m) ∈ Rm×m,
D̂2 = diag(BT1m + BTW−1B1n−m) ∈ R(n−m)×(n−m).
(8)
Thus, we can compute two normalized matrices W˜ :=
D̂
−1/2
1 WD̂
−1/2
1 and B˜ := D̂
−1/2
1 BD̂
−1/2
2 . The next step is
to define R ∈ Rm×m and calculate its EVD:
R := W˜ + W˜−1/2B˜B˜TW˜−1/2 = URΣRUTR. (9)
The last step is to find the relationship between the spectral
decomposition of R and the modified kernel matrix M̂:
Ûnys1M :=
[
W˜
B˜T
]
W˜−1/2URΣ
−1/2
R ∈ Rn×m, Σ̂
nys1
M := ΣR.
(10)
Thus, the main contribution of [31] was to generate a factor-
ization of M̂ without explicitly computing all its entries:
M̂ = Ûnys1M Σ̂
nys1
M
(
Ûnys1M
)T
. (11)
Although this technique estimates the leading eigenvectors of
the modified kernel matrix, a significant downside is the need
to use B˜, or equivalently C, more than once to form the matrix
R and map its eigenspace from Rm to Rn via (10). Hence, this
method incurs high computational complexity and memory
overhead for clustering huge data sets.
In order to improve the scalability of integrating the
Nystro¨m method with spectral clustering, another approach
was proposed in [32]. The main idea is to treat the inner
matrix W as a proxy for the full kernel matrix. That is, one
computes the best rank-k approximation of the normalized
matrix W and then the solution will be lifted from Rm back
to Rn while using the matrix C ∈ Rn×m only once. To be
formal, the first step is to compute the following EVD:
W := D−1/2m WD
−1/2
m = UWΣWU
T
W
, (12)
where Dm = diag(W1m) ∈ Rm×m is the degree matrix
associated with W. This approach then immediately utilizes
the best rank-k approximation of W to generate a rank-k
approximation of the modified kernel matrix M̂ as follows:
Ûnys2M := D
−1/2
n Q ∈ Rn×k, Σ̂
nys2
M := ΣW,k ∈ Rk×k.
(13)
In this equation, we defined the following matrix, which
consists of multiplication of the matrix C by the leading
eigenvalues and eigenvectors of the normalized matrix W:
Q := CD−1/2m UW,kΣ
−1
W,k
∈ Rn×k, (14)
and Dn = diag
(
QΣW,kQ
T1n
) ∈ Rn×n is a diagonal degree
matrix, which takes linear time concerning the data size n.
Therefore, unlike the approach in [31], this method requires
a single pass over the matrix C, which is a notable gain when
the number of samples n is large. However, this reduction
of time complexity leads to two drawbacks. Information loss
may occur because of performing the strict rank reduction
step on the inner matrix W without taking into consideration
the structure of C. Also, the produced eigenvectors Ûnys2M in
(13) are not guaranteed to be orthogonal. The authors in [32]
proposed an orthogonalization step to tackle this problem.
In a nutshell, we discussed two related Nystro¨m-based tech-
niques that seek to accelerate the prototypical spectral cluster-
ing algorithm. The first approach builds on the exact spectral
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Fig. 1. Comparing accuracy and time complexity of our approach with the previous research (Approach 1 and 2 refer to [31] and [32], respectively).
decomposition of the modified kernel matrix. In contrast, the
second approach reduces the computational complexity while
compromising accuracy by prematurely restricting the rank of
the kernel matrix associated with the landmark set. To further
illustrate the merits and limitations of these two approaches,
we present a numerical experiment to report both accuracy
and time complexity as the number of landmarks increases. In
this experiment, we use a benchmark data set from LIBSVM
[47], named mushrooms, which consists of n = 8,124 samples
with d = 112 attributes. In Fig. 1, we report the results of our
accuracy and timing comparison as a function of the number
of landmarks m. Since the landmark selection process involves
uniform sampling, we use 50 independent trials for each value
of m, and we fix the kernel parameter σ = 3.5. Moreover, the
mushrooms data set contains two classes, i.e., k = 2, and we
thus investigate the accuracy of estimating the two leading
eigenvectors of the modified kernel matrix M as follows [31]:
1
2
‖(ÛnysM,2)TUM,2‖2F . (15)
When the two matrices ÛnysM,2,UM,2 ∈ Rn×2 comprising
the leading eigenvectors are identical, this metric reaches its
maximum and is equal to 1. Also, higher values indicate more
accurate estimates of the leading eigenvectors for partitioning
the embedded data in the last step of spectral clustering.
Fig. 1a shows that the first approach achieves higher ac-
curacy levels than the second method introduced in [32].
This observation is consistent with our previous discussion
because the method proposed in [31] does not enforce a strict
rank reduction step. However, according to Fig. 1b, the first
approach suffers from high computational complexity, which
is a scalability barrier for clustering massive data sets.
To be formal, let us compare the time complexity of these
two approaches. We ignore the shared cost of forming C
and W in the Nystro¨m method, which is O(nmd) arithmetic
operations. Moreover, we only report dominant costs involving
the number of data points n (e.g., we remove O(m3) for the
EVD of m × m matrices). The time complexity of the first
approach is O(nm2) to form R and the estimated eigenvectors
based on (9) and (10). However, the second approach takes
O(nmk) operations based on (13). Although the cost of
both approaches scales linearly as a function of n, the time
complexity of the first approach scales quadratically with the
number of landmarks m. To address this problem, we propose
a new approach that provides tunable trade-offs between
accuracy and efficiency. As we see in Fig. 1, our approach
generates accurate estimates of the leading eigenvectors, and
its time complexity is similar to that of the efficient approach
in [32]. Another shortcoming of the previous research is the
lack of theoretical guarantees for the perturbation analysis of
the modified kernel matrix M and its eigenvectors because of
leveraging the Nystro¨m approximation.
III. THE PROPOSED METHOD
This paper presents a systematic treatment of utilizing the
Nystro¨m method for improving the accuracy and scalability of
approximate spectral clustering. The proposed approach auto-
matically exploits decay in the spectrum of the inner matrix W
to reduce the computational complexity and memory overhead
of the prototypical spectral clustering algorithm, presented in
Alg. 1. We will take advantage of the extracted information
to construct an approximation of the modified kernel matrix
in the form of M ≈ G˜G˜T , where G˜ ∈ Rn×l and l represents
the underlying low-rank structure of W. This strategy allows
us to use standard SVD solvers for computing the k leading
left singular vectors of G˜ to obtain the spectral embedding of
the original data in linear time concerning both the number
of data points and the size of the landmark set. We also
offer new theoretical results for the perturbation analysis of
the (modified) kernel matrix due to exploiting the low-rank
structure of W and utilizing the Nystro¨m method CW†CT .
Furthermore, we present two numerical experiments to verify
the assumptions made in the analysis and investigate the
obtained upper bounds. While the presented results are based
on the spectral norm, our analysis can be easily generalized to
other unitarily invariant matrix norms, including the Frobenius
norm.
6A. The Proposed Scalable Spectral Clustering Algorithm
The first step of our proposed approach exploits decay in
the spectrum of the inner matrix W ∈ Rm×m, which is
obtained from the Nystro¨m approximation K̂ = CW†CT ,
by computing its spectral decomposition as follows:
W = UWΣWU
T
W, (16)
where the matrix ΣW = diag([σ1(W), . . . , σm(W)]) con-
tains the decaying spectrum of W. A key aspect of our
approach is that eigenvectors corresponding to small eigen-
values generate very little error for a low-rank approximation
of W. Therefore, we propose to retain eigenvectors whose
corresponding eigenvalues are above a threshold 0 < γ < 1:
l = max
{
i ∈ N : σi(W)
σ1(W)
≥ γ, i ≤ m
}
. (17)
The parameter γ should be chosen so that the obtained l
exceeds the number of clusters k. Hence, the first step of our
approach utilizes the decaying spectrum of the inner matrix
for replacing W with its best rank-l approximation JWKl =
UW,lΣW,lU
T
W,l, where UW,l ∈ Rm×l and ΣW,l ∈ Rl×l
are the l leading eigenvectors and eigenvalues, respectively.
Therefore, the parameter γ allows controlling the amount of
spectral energy captured by the low-rank approximation (note
that ‖W‖2 = σ1(W)):
‖W − JWKl‖2 = σl+1(W) < γ‖W‖2. (18)
Next, we generate an approximation of K̂ as follows:
K̂ ≈ CJWK†lCT = GGT , G := CUW,lΣ−1/2W,l ∈ Rn×l.
(19)
The next step is to find the diagonal degree matrix D̂ without
explicitly computing GGT :
D̂ = diag
(
G
(
GT1n
)) ∈ Rn×n, (20)
which shows that we can compute D̂ by two matrix-vector
multiplications. We thus approximate the modified kernel
matrix using the two matrices G and D̂ in the following form:
M ≈ G˜G˜T , G˜ := D̂−1/2G ∈ Rn×l. (21)
The last step involves computing the k leading left singular
vectors of G˜ due to the following relationship between the
SVD of G˜ = UG˜ΣG˜V
T
G˜
and the EVD of G˜G˜T :
G˜G˜T = UG˜Σ
2
G˜
UT
G˜
, UT
G˜
UG˜ = Il. (22)
The proposed spectral clustering algorithm is summarized in
Alg. 2. The key advantage of our approach is that it requires
a single pass over the matrix C ∈ Rn×m, which encodes
similarities between all the input data points and the landmark
set. Given C and W, the dominant computational cost for
forming the matrix G in (19) is O(nml) arithmetic operations.
Moreover, unlike the previous approach in [32], we do not
enforce a strict rank-k approximation of the inner matrix W.
Instead, we exploit decay in the spectrum of W, and the cost
of forming G scales linearly with the underlying structure of
the matrix W. Also, it takes linear time in n to compute the
k leading left singular vectors of G˜. Hence, the parameter γ
Algorithm 2 Proposed Spectral Clustering Algorithm
Input: data set X = {x1, . . . ,xn}, landmark set Z =
{z1, . . . , zm}, kernel parameter σ, number of clusters k,
threshold parameter γ.
1: function SCNYS(X ,Z, σ, k, γ)
2: Form C ∈ Rn×m and W ∈ Rm×m, where [C]ij =
κ(xi, zj) and [W]ij = κ(zi, zj);
3: Compute the exact (or approximate) EVD of W =
UWΣWU
T
W and find the value of l as in (17);
4: Construct G = CUW,lΣ
−1/2
W,l ∈ Rn×l;
5: Compute the degree matrix D̂ = diag
(
G
(
GT1n
))
;
6: Find the k leading left singular vectors of G˜ =
D̂−1/2G to obtain ÛnysM = UG˜,k ∈ Rn×k;
7: Normalize each row of ÛnysM to have unit length;
8: Perform K-means clustering over the rows of the
normalized matrix ÛnysM ;
return Clustering results.
provides tunable trade-offs between efficiency and accuracy
of the produced spectral embedding for large data sets. While
we assumed that the computational cost of steps that do not
involve n is not a scalability barrier, one can utilize fast solvers
for accelerating the computation of the spectral decomposition
of the inner matrix W in the first step of our approach. For
example, the previous work [48] employed randomized low-
rank matrix approximation algorithms to compute the spectral
decomposition of W in the Nystro¨m method. Thus, we can
apply the same strategy to further accelerate our proposed
spectral clustering algorithm.
B. Theoretical Results
The goal of this section is to present theoretical insights
and develop a better understanding of the role of the two low-
rank approximations that we leveraged in our Nystro¨m-based
spectral clustering algorithm. As a reference, the modified
kernel matrix of the original data that we introduced in (4) is
M = D−1/2KD−1/2, and our method substitutes the kernel
matrix K with the Nystro¨m approximation K̂ = CW†CT .
While various theoretical guarantees exist on the quality of
the Nystro¨m approximation, e.g., upper bounds for ‖K− K̂‖
with respect to unitarily invariant matrix norms [49], a serious
concern is that utilizing this approximation may have an out-
sized influence on the normalized kernel matrix M due to
the perturbation of the degree matrix. The lack of theoretical
understanding regarding the approximation quality of M is a
critical disadvantage of Nystro¨m-based spectral clustering.
Moreover, the first step of our approach exploits the rank-
l approximation of the inner matrix W. While the incurred
error ‖W − JWKl‖2 is negligible for small values of γ, this
approximation does not necessarily guarantee that the error
term ‖K̂ − CJWK†lCT ‖2 is small. To explain this point,
note that for any invertible matrices A and Â, we have
Â−1 −A−1 = Â−1(A − Â)A−1. Thus, the small norm of
(A − Â) cannot be directly used to conclude their inverses
are close to each other or even bounded. In this section, we
7start with providing theoretical guarantees for understanding
the influence of the rank-l approximation of W.
Theorem 1 (Rank-l approximation of W). Consider a set of
n distinct data points X = {x1, . . . ,xn} and a landmark
set Z = {z1, . . . , zm} sampled from X using a set of
indices I ⊆ {1, . . . , n}. Let K ∈ Rn×n denote the kernel
matrix associated with X using the Gaussian kernel function
κ(xi,xj) = exp(−‖xi − xj‖22/σ2). Also, let P ∈ Rn×m be
a subset of the columns of In selected according to the set of
indices I. The Nystro¨m method computes C = KP ∈ Rn×m
and W = PTKP ∈ Rm×m to form CW†CT . The error
incurred by the best rank-l approximation of the inner matrix
W can be characterized as follows for any l < m:
C
(
W† − JWK†l )CT = K1/2(UFUTF −UF,lUTF,l)K1/2,
(23)
where UF ∈ Rn×m represents the left singular vectors of
F := K1/2P and UF,l ∈ Rn×l denotes its first l columns.
Proof. Let us start with the truncated SVD of F = UFΣFVTF ,
which allows us to rewrite C as follows:
C = K1/2(K1/2P) = K1/2F = K1/2UFΣFV
T
F, (24)
and we get the following representation for W:
W = (PTK1/2)(K1/2P) = FTF = VFΣ
2
FV
T
F. (25)
Using (24) and (25), it is straightforward to show that:
CW†CT = K1/2UFUTFK
1/2, (26)
where we used VTFVF = VFV
T
F = Im since the kernel
matrix W associated with Z is full-rank when employing the
Gaussian kernel function on a set of distinct data points.
Next, we use the best rank-l approximation of W, i.e.,JWKl = VF,lΣ2F,lVTF,l, to simplify the Nystro¨m approxima-
tion after replacing W with JWKl as follows:
CJWK†lCT = K1/2UFTUTFK1/2, (27)
where T := ΣFVTFVF,lΣ
−2
F,lV
T
F,lVFΣF ∈ Rm×m. Note that
the right singular vectors of F can be decomposed as:
VTF,lVF =
[
VTF,lVF,l V
T
F,lV
⊥
F,l
]
=
[
Il 0l×(m−l)
]
,
(28)
where V⊥F,l ∈ Rm×(m−l) represents the tailing (m − l) right
singular vectors of F and we used the fact that the columns of
VF are orthogonal. Hence, we see that T has a block structure:
T =
[
Il×l 0l×(m−l)
0(m−l)×l 0(m−l)×(m−l)
]
. (29)
As a result, we have CJWK†lCT = K1/2UF,lUTF,lK1/2,
which completes the proof.
The presented result in (23) allows us to develop a better
understanding of utilizing the rank-l approximation of W via
the SVD of F without any matrix inversion. Based on this
result and using standard inequalities for the spectral norm,
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Fig. 2. Investigating the influence of the threshold parameter γ on the
normalized approximation error for fixed m = 200.
we conclude the error incurred by the low-rank approximation
is always bounded for any value of l ∈ {1, 2, . . . ,m}:
‖C(W† − JWK†l )CT ‖2 ≤ ‖K1/2‖22︸ ︷︷ ︸
=‖K‖2
‖UFUTF −UF,lUTF,l‖2︸ ︷︷ ︸
=1
,
(30)
which can be simplified as:
‖C(W† − JWK†l )CT ‖2
‖K‖2 ≤ 1. (31)
A significant advantage of this upper bound compared to
prior results, such as the bound presented in [50], is that our
theoretical analysis does not make any assumptions on the
landmark selection process involved in the Nystro¨m method.
We provide numerical evidence measuring the normalized
approximation error in (31) using the mushrooms data set
that we considered in Section II. Fig. 2 reports the mean
approximation error over 50 independent trials with fixed
m = 200 and varying values of the threshold parameter γ ∈
{10−3, 10−2, 10−1, 100}. As discussed before, the normalized
approximation error is less than 1 even when we set the
threshold parameter γ = 1, yielding the rank-1 approximation
of W under the assumption that σ1(W) > σ2(W). In
practice, one has the flexibility to reduce the value of γ to
lower the resulting rank-l approximation error, achieving a
trade-off between accuracy and scalability. As we increase γ
in this experiment, the mean values of the rank parameter l
are 196.6, 76.6, 6.2, and 1, respectively.
Our second theoretical analysis focuses on developing an
upper bound for the spectral norm of the perturbation on
the modified kernel matrix M when utilizing the Nystro¨m
approximation. Therefore, our theoretical result reduces the
current gap between a high-quality approximation of the kernel
matrix K to a provably reasonable estimate of M. Since we
have the following relationship between the modified kernel
matrix and the graph Laplacian matrix L = In−M, our result
immediately translates to the perturbation analysis of the graph
Laplacian under the Nystro¨m approximation K̂ = CW†CT .
8Theorem 2 (Low-rank approximation of K). Consider the
kernel matrix K ∈ Rn×n representing pairwise similarities
and the modified kernel matrix M = D−1/2KD−1/2, where
D = diag(K1n) is the diagonal degree matrix. Let K̂ =
K + E and D̂ = D + ∆ denote the perturbed kernel matrix
and its diagonal degree matrix, respectively. If the amount of
perturbation is small in the sense that η := ‖∆D−1‖2 < 1,
then the normalized difference between M̂ := D̂−1/2K̂D̂−1/2
and M is bounded in the spectral norm as follows:
‖M− M̂‖2
‖M‖2 ≤ f1 + f2, (32)
where
f1 := (1 + η +O(η2))‖D
−1/2ED−1/2‖2
‖M‖2 , (33)
and
f2 := η +O(η2). (34)
Proof. Using K̂ and D̂, we express the perturbed modified
kernel matrix M̂ in the following form:
(In + ∆D
−1)−1/2D−1/2(K + E)D−1/2(In + ∆D−1)−1/2,
(35)
where we used the following relationship:
D + ∆ = D(In + D
−1∆) = (In + ∆D−1)D. (36)
and D−1∆ = ∆D−1 because both D and ∆ are diagonal
matrices. Also, for any invertible matrices A and B, the matrix
product is invertible and we have (AB)−1 = B−1A−1.
Next, we use the Taylor series for matrix functions under the
assumption that the perturbation amount on the degree matrix
satisfies η = ‖∆D−1‖2 < 1, which yields [51]:
(I + ∆D−1)−1/2 = In − 1
2
∆D−1 +O((∆D−1)2). (37)
We then substitute (37) in the expression for the perturbed
modified kernel matrix M̂ given in (35). It is straightforward
to show that M̂ = g1 + g2 + g3, where we have:
g1 = M + E˜− 1
2
M(∆D−1)− 1
2
E˜(∆D−1)
+ MO((∆D−1)2) + E˜O((∆D−1)2), (38)
and we introduced E˜ := D−1/2ED−1/2. Similarly, we get:
g2 = −1
2
(∆D−1)M−1
2
(∆D−1)E˜+
1
4
(∆D−1)M(∆D−1)
+
1
4
(∆D−1)E˜(∆D−1)− 1
2
(∆D−1)MO((∆D−1)2)
− 1
2
(∆D−1)E˜O((∆D−1)2), (39)
and we find the third term:
g3 = O((∆D−1)2)M +O((∆D−1)2)E˜
− 1
2
O((∆D−1)2)M(∆D−1)− 1
2
O((∆D−1)2)E˜(∆D−1)
+O((∆D−1)2)MO((∆D−1)2)
+O((∆D−1)2)E˜O((∆D−1)2). (40)
Therefore, we compute M− M̂ and use standard inequalities
for the spectral norm to find the following upper bound:
‖M− M̂‖2 ≤ ‖E˜‖2 + η‖E˜‖2 +O(η2)‖E˜‖2
+ η‖M‖2 +O(η2)‖M‖2, (41)
and we divide both sides by ‖M‖2 to complete the proof.
This theorem provides an upper bound for the spectral norm
of the perturbation on the modified kernel matrix M. This re-
sult also applies to the perturbation analysis of the normalized
graph Laplacian L. The main underlying assumption is that
the term η = ‖∆D−1‖2 should be less than 1, where both
∆ and D are diagonal matrices. That is, the absolute error
incurred by estimating the degree of each node when utilizing
the perturbed kernel matrix of the similarity graph should be
less than the actual degree of the corresponding node. To better
understand the influence of utilizing an approximate kernel
matrix on the degree matrix, we have the following connection
between E and ∆:
D̂ = diag(K̂1n) = diag(K1n)︸ ︷︷ ︸
=D
+ diag(E1n)︸ ︷︷ ︸
=∆
. (42)
Next, we find an upper bound for the spectral norm of the
diagonal matrix ∆ as follows:
‖∆‖2 = ‖E1n‖∞ ≤ ‖E1n‖2 ≤
√
n‖E‖2, (43)
where ‖x‖∞ := maxi |xi| represents the infinity norm for
vectors and we used the following inequality for vector norms
‖x‖∞ ≤ ‖x‖2. Therefore, the error associated with estimating
the degree matrix depends on the kernel matrix approximation
error. Furthermore, according to (32), we find out the upper
bound depends on the quality of the Nystro¨m approximation,
i.e., ‖E‖2 = ‖K − CW†CT ‖2. As mentioned before, this
error term is known to be bounded in the Nystro¨m method
for unitarily invariant norms and various landmark selection
strategies such as uniform sampling without replacement [25].
To further explain the assumption made in Theorem 2 and
understand the upper bound for the normalized difference
between M and M̂, we revisit the numerical simulation
performed on the mushrooms data set. For varying values of
m, we report the average and standard deviation values of
η = ‖∆D−1‖2 and ‖M − M̂‖2/‖M‖2 over 50 independent
trials in Fig. 3a and 3b, respectively. We also set the threshold
parameter γ = 10−2 in our proposed approach to consider
the error introduced by the low-rank approximation of the
inner matrix W. As the number of landmarks m increases,
we observe a decreasing trend for both quantities because of
obtaining more accurate Nystro¨m kernel matrix approxima-
tions. Note that even for small values of m, e.g., m = 40, the
underlying assumption of Theorem 2 is satisfied since η < 1.
We also notice that the normalized approximation error for the
modified kernel matrix M gets close to 0.02 for m = 320.
IV. EXPERIMENTAL RESULTS
In this section, we conduct extensive experiments to assess
the performance and time complexity of the proposed spectral
clustering method on several synthetic and real data sets.
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Fig. 3. Empirical investigation of the main assumption and the upper bound for the normalized approximation error in Theorem 2.
We compare our proposed method with other competing
techniques that circumvent the construction of full similarity
graphs in large-scale settings. All the studied spectral clus-
tering methods are implemented in Matlab. In our approach,
Matlab built-in functions are used for computing standard
matrix factorizations, including SVD and EVD. We also
use Matlab’s internal K-means in the last step of spectral
clustering to partition the produced spectral embedding into k
clusters. For the K-means algorithm in the last step of spectral
clustering, we set the maximum number of iterations to 10
since increasing the number of iterations does not make any
notable difference based on our evaluation.
This section reports two evaluation metrics to assess the
performance of spectral clustering techniques using ground-
truth labels. Let L1, . . . ,Lk be the ground-truth partition of
the data, and L̂1, . . . , L̂k represent the output of a spectral
clustering algorithm. Thus, nij = |Li∩L̂j | denotes the number
of shared samples in Li and L̂j . Hence, pij = nij/|L̂j | and
rij = nij/|Li| represent the precision and recall, respectively.
Using these two quantities, the F-score between these two
partitions is defined as Fij = (2pijrij)/(pij + rij) [52]. Let
Π be the set of all permutations of {1, . . . , k}, the average
F-score that we report in this paper has the following form:
F-score = max
pi∈Π
1
k
k∑
i=1
Fipi(i), (44)
where we follow the common practice of permuting the
obtained clusters to best match the ground-truth. Another
metric that we use for evaluation of spectral clustering methods
is normalized mutual information (NMI) [53], defined as:
NMI =
2I(L; L̂)
H(L) +H(L̂) , (45)
where I(L; L̂) denotes the mutual information between the
ground-truth and returned clusters, and H(·) represents the
entropy of each partition. Both evaluation metrics take values
between zero and one, with a larger score indicating better
clustering performance.
For all Nystro¨m-based spectral clustering algorithms, we
employ uniform sampling without replacement to select the
landmark set. While landmark selection strategies abound in
the literature, the primary purpose of this work is to present
a principled spectral clustering method to optimize accuracy-
efficiency trade-offs for a given Nystro¨m approximation (i.e.,
fixed C and W). Towards this goal, we presented two theoret-
ical results that hold for any landmark selection process and
designing improved landmark selection techniques is out of the
scope of this work. As shown in Theorem 2, a more accurate
Nystro¨m approximation results in a smaller perturbation of
the modified kernel matrix in prototypical spectral clustering.
We thus decided to use uniform sampling for simplicity and
ease of implementation. Since the sampling step involves
randomness, we repeat each experiment over 50 independent
trials and report the average values (along with standard
deviations for cluster quality evaluations). For our approach,
we set the threshold parameter γ, introduced in (17) for
the low-rank approximation of W, to 10−2 unless otherwise
specified. We will present a numerical simulation to investigate
the sensitivity of our method to γ. This section starts with
demonstrating the performance and efficiency of our method
using synthetic data and we then focus on two real data sets,
namely mushrooms and MNIST, from LIBSVM [47].
A. Experiments on Synthetic Data
In the first experiment, we present a thorough comparison of
our approach with the prior scalable Nystro¨m-based spectral
clustering method that was introduced in [32]. As discussed
in Section II, the prior approximate spectral clustering method
based on the Nystro¨m approximation [31] does not scale well
with the data size due to the quadratic dependence on the
number of landmarks. In our comparison, we consider three
synthetic data sets covering different intrinsic structures in real
data. In Fig. 4a, 4b, and 4c, we plot the three data sets (named
moons, circles, and blobs) that contain n = 100,000 samples
in R2 with up to three clusters. To be fair, we set the kernel
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Fig. 4. Demonstrating the accuracy of our proposed Nystro¨m-based spectral clustering method on three synthetic data sets.
parameter σ = 0.2 for all three data sets and both spectral
clustering methods share the same C and W in each trial.
The mean and standard deviation of the two evaluation
criteria, i.e., F-score and NMI, are shown in Fig.4 for varying
values of landmarks m from 40 to 200. For all three cases, we
see that our proposed approach outperforms the prior work on
Nystro¨m-based spectral clustering [32] with higher accuracy
levels and lower standard deviations. Also, the superior perfor-
mance of our approach is more significant when m is relatively
small, which is desirable for reducing the memory overhead
associated with storing and processing the matrix C ∈ Rn×m
obtained from the Nystro¨m approximation. For comparison,
we observe that our method provides almost perfect clustering
of the blobs data set with m = 40 landmarks. On the other
hand, the prior work on Nystro¨m-based spectral clustering
does not have a satisfactory performance on the same data
with m = 200 landmarks, which is five times the required
number of landmarks in our proposed method.
We also present timing results for all three data sets in
Fig. 5. These results confirm that both methods’ computational
cost grows linearly as the number of landmarks m increases.
However, for a fixed value of m, the prior work on spectral
clustering is somewhat faster than ours because of enforcing
the strict rank reduction step on W, which compromises the
clustering accuracy as demonstrated in Fig. 4. However, our
method exploits the threshold parameter γ and the decay-
ing spectrum of W to compute its rank-l approximation to
improve the trade-off between accuracy and efficiency. We
draw a dashed horizontal line highlighting the running time
of our method yielding perfect clustering results using the
smallest possible landmark set. This comparison shows that
our approach is more time-efficient than the prior Nystro¨m-
based spectral clustering method to reach a specific accuracy.
Although our approach’s time complexity is a linear func-
tion of m for all three data sets in Fig. 5, we observe that the
running time of the proposed method on the blobs data set
is noticeably higher than the other experiments. To explain
11
40 80 120 160 200
0.05
0.1
0.15
0.2
0.25
(a) moons, k = 2 clusters
40 80 120 160 200
0.05
0.1
0.15
0.2
0.25
(b) circles, k = 2 clusters
40 80 120 160 200
0.1
0.2
0.3
0.4
0.5
(c) blobs, k = 3 clusters
Fig. 5. Reporting the time complexity of Nystro¨m-based spectral clustering methods on three synthetic data sets.
TABLE I
AVERAGE OF THE RANK PARAMETER l FOR FIXED γ = 10−2 ON THREE
SYNTHETIC DATA SETS.
data set m = 40 m = 80 m = 120 m = 160 m = 200
moons 35.4 55.6 66.0 72.3 77.5
circles 34.1 52.7 63.2 69.7 74.1
blobs 37.9 66.5 86.9 101.2 112.1
this increase in running time, we report the average value
of l, i.e., the rank of the inner matrix W, in our proposed
method for all three data sets in Table I. The reported results
reveal that the average number of retained eigenvectors for the
blobs data set is more than the first two data sets because the
resulting matrix W has a slowly decaying spectrum. Thus,
we should automatically increase the value of l to capture
its spectral energy, which justifies our method’s higher time
complexity on the blobs data set. This table also exemplifies
that restricting the rank of W to be precise k, as prescribed in
the prior Nystro¨m-based spectral clustering, leads to significant
information loss when the spectrum of W decays slowly.
We further investigate the influence of the threshold pa-
rameter γ on the performance and time complexity of our
approach using the blobs data set, which is more challenging
than the other synthetic data sets we considered in this section.
We fix the number of landmarks m = 200 and consider four
different values of γ ∈ {10−3, 5 × 10−3, 10−2, 5 × 10−2}.
We report clustering accuracy and running time results in
Table II. The proposed spectral clustering method correctly
identifies the k = 3 clusters within the blobs data set for
all values of γ ≤ 10−2. Based on this result and similar
observations, we noticed that parameter tuning is not crucial,
and setting γ = 10−2 provides a reasonable trade-off between
accuracy and efficiency throughout our experiments. However,
fine-tuning the parameter γ based on the spectrum of W will
provide a significant reduction of time complexity on massive
data sets because the cost is inversely proportional to γ.
Next, we compare our proposed spectral clustering method
based on the Nystro¨m approximation with another competing
technique that circumvents the construction of full similarity
graphs. We consider a method called Random Features [38],
aiming to directly approximate the Gaussian kernel function
TABLE II
ACCURACY AND RUNNING TIME FOR VARYING VALUES OF γ AND FIXED
m = 200 ON THE BLOBS DATA SET.
γ = 10−3 γ = 5× 10−3 γ = 10−2 γ = 5× 10−2
F-score 1.00 1.00 1.00 0.96± 0.13
NMI 1.00 1.00 1.00 0.97± 0.09
time (sec.) 0.74 0.61 0.54 0.39
based on sampling from an explicit feature map. This method
constructs an approximation of the modified kernel matrix
M ≈ SST with S ∈ Rn×D, resembling that of our approach.
However, the introduced technique in [38] should choose
D so that it significantly exceeds the ambient dimension of
the original data. To alleviate the cost, this method enforces
each row of S to be sparse with a few non-zero entries,
and a state-of-the-art sparse SVD solver is employed. The
sparsity of each row of S is selected to be m for a fair
comparison with spectral clustering methods that utilize the
Nystro¨m approximation with m landmarks to approximate
the kernel matrix. We use the provided code by the authors,
which is implemented in Matlab and uses C Mex functions
for computationally expensive parts.
In Fig. 6, we report accuracy and time complexity results
for various values of m on the blobs data set using the same
kernel parameter σ = 0.2. We see that our approach noticeably
outperforms Random Features for all values of m. Further-
more, our approach is more efficient, and the computational
savings become more prominent as we increase m. We also
compared the Random Features technique with our introduced
method on the other synthetic data sets omitted to save space,
revealing the poor performance of Random Features. The
unsatisfactory clustering accuracy of Random Features in our
comparison may be related to the lack of careful adjustment of
parameters such as the kernel parameter σ and the number of
landmarks m. For example, the reported results in the original
work [38] primarily focused on a relatively large value of m,
such as m = 1,024. Another recent work also observed that
using small values of m adversely affects the performance of
approximate spectral clustering techniques based on Random
Features [37]. However, our method successfully clusters the
blobs data set in less time with m = 40 landmarks without
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Fig. 6. Using the blobs data set to compare our proposed method with the previous work on spectral clustering based on Random Features.
tuning σ for each experiment separately. A further advantage
of our approach is that it does not require SVD solvers
specifically tailored to large sparse matrices.
B. Experiments on Real Data
We investigate the performance and computational cost
of our proposed spectral clustering method on two public
benchmark data sets. For our comparison, we use the pro-
totypical spectral clustering algorithm depicted in Alg. 1 to
obtain baselines for both evaluation metrics, i.e., F-score and
NMI. Therefore, we consider smaller data sets to run the
full spectral clustering algorithm on a single machine. Like
the previous section, we compare against the prior scalable
spectral clustering technique based on the Nystro¨m method
[32]. We use the Matlab built-in spectral clustering algorithm,
called “spectralcluster,” with default values to perform spectral
clustering on the full data set. The Matlab implementation
also allows performing approximate spectral clustering by
forming a sparse nearest neighbor similarity graph [4]. For this
technique, we explore the influence of the number of nearest
neighbors on the clustering accuracy and running time.
As mentioned, we consider two real data sets from LIBSVM
[47]. The MNIST data set is a collection of handwritten
digit images, where a d = 282 = 784 dimensional vector
represents each image. In this work, we reduce the dimension
of the original data to d = 500 by using principal component
analysis (PCA) [54]. We also consider two subsets of this
data set: (1) k = 2 classes with n = 11,800 samples
and (2) k = 3 classes with n = 17,718 samples. The
mushrooms data set contains n = 8,124 samples in R112. Each
sample in the data set contains information that describes the
physical characteristics of a single mushroom. The ground-
truth labels provide information regarding poisonous or edible
mushrooms; we thus have k = 2 clusters. Since these two
data sets have a different range of values and structures, we
used the Matlab built-in support vector machine classifier to
find an appropriate value for the kernel parameter σ. While
this parameter tuning requires the ground-truth labels, we do
not use them when performing spectral clustering. We set the
threshold parameter γ = 10−2, which is the same value used
in the previous section for all synthetic data sets.
Table III reports the mean and standard deviation of clus-
tering accuracy as well as time complexity for two values of
m = 40 and m = 80. As we see, our proposed approach
consistently outperforms the prior work on Nystro¨m-based
spectral clustering. Our method often reaches the accuracy
of spectral clustering on the full data set with m = 40
landmarks while reducing the running time by two to three
orders of magnitude. As expected, for a fixed value of m,
our method is slightly slower than the previous Nystro¨m-
based spectral clustering technique. However, our method is
mote time-efficient when our goal is to reach higher accuracy
levels close to those of the full spectral clustering algorithm.
Therefore, this experiment using real data further demonstrates
the merits of our proposed spectral clustering approach.
Moreover, we used the mushrooms data set to evaluate
the number of nearest neighbors for forming sparse similarity
graphs to reduce the complexity of prototypical spectral clus-
tering. The Matlab’s default value for the number of neighbors
is blog(n)c. Thus, we considered three values αblog(n)c,
where α ∈ {1, 10, 100}. The mean F-score values are 0.75,
0.37, and 0.63, respectively. This result shows that increasing
the number of nearest neighbors does not necessarily guarantee
an improved clustering quality. Also, the F-score for the
default value is substantially lower than the one obtained via
performing the full spectral clustering algorithm. In terms
of running time, the spectral clustering method based on
sparse similarity graphs takes 2.53, 14.5, and 26.3 seconds,
respectively. Thus, in our comparison, another benefit of using
the Nystro¨m approximation is the substantial reduction of time
complexity compared to sparse similarity graphs.
V. CONCLUSION
In this paper, we presented a principled approximate spectral
clustering algorithm that builds on the Nystro¨m approximation
and provided accuracy-efficiency trade-offs. The proposed
method has shown to outperform existing Nystro¨m-based spec-
tral clustering methods through several detailed experiments
on synthetic and real data. This work also presented two new
theoretical results to understand the influence of leveraging
low-rank kernel matrices in the context of spectral clustering
and normalized cut.
REFERENCES
[1] A. Saxena, M. Prasad, A. Gupta, N. Bharill, O. Patel, A. Tiwari,
M. Er, W. Ding, and C. Lin, “A review of clustering techniques and
developments,” Neurocomputing, vol. 267, pp. 664–681, 2017.
13
TABLE III
COMPARING ACCURACY AND RUNNING TIME ON REAL DATA SETS FOR m = 40 AND m = 80.
Full Spectral Clustering Ours, m = 40 Previous, m = 40 Ours, m = 80 Previous, m = 80
MNIST (2 classes)
F-score 0.976 0.974± 0.002 0.949± 0.047 0.976± 0.001 0.961± 0.022
NMI 0.838 0.829± 0.010 0.734± 0.145 0.834± 0.005 0.770± 0.089
time (sec.) 77.194 0.070 0.064 0.105 0.094
MNIST (3 classes)
F-score 0.976 0.941± 0.029 0.540± 0.241 0.957± 0.021 0.637± 0.276
NMI 0.895 0.797± 0.067 0.492± 0.272 0.838± 0.052 0.558± 0.297
time (sec.) 246.511 0.112 0.102 0.160 0.140
mushrooms
F-score 0.891 0.888± 0.004 0.804± 0.099 0.890± 0.001 0.828± 0.096
NMI 0.566 0.551± 0.019 0.428± 0.135 0.562± 0.005 0.462± 0.125
time (sec.) 27.216 0.019 0.016 0.025 0.018
[2] M. Rodriguez, C. Comin, D. Casanova, O. Bruno, D. Amancio, L. Costa,
and F. Rodrigues, “Clustering algorithms: A comparative approach,”
PloS one, vol. 14, no. 1, 2019.
[3] A. Ng, M. Jordan, and Y. Weiss, “On spectral clustering: Analysis and
an algorithm,” in Advances in Neural Information Processing Systems,
2002, pp. 849–856.
[4] U. Von Luxburg, “A tutorial on spectral clustering,” Statistics and
Computing, vol. 17, no. 4, pp. 395–416, 2007.
[5] F. Pourkamali-Anaraki and S. Becker, “Preconditioned data sparsifi-
cation for big data with applications to PCA and K-means,” IEEE
Transactions on Information Theory, vol. 63, no. 5, pp. 2954–2974,
2017.
[6] A. Vijayaraghavan, A. Dutta, and A. Wang, “Clustering stable instances
of Euclidean K-means.” in Advances in Neural Information Processing
Systems, 2017, pp. 6500–6509.
[7] J. Shi and J. Malik, “Normalized cuts and image segmentation,” IEEE
Transactions on Pattern Analysis and Machine Intelligence, vol. 22,
no. 8, pp. 888–905, 2000.
[8] K. Tas¸demir, Y. Moazzen, and I. Yildirim, “An approximate spectral
clustering ensemble for high spatial resolution remote-sensing images,”
IEEE Journal of Selected Topics in Applied Earth Observations and
Remote Sensing, vol. 8, no. 5, pp. 1996–2004, 2015.
[9] J. Chen, Z. Li, and B. Huang, “Linear spectral clustering superpixel,”
IEEE Transactions on Image Processing, vol. 26, no. 7, pp. 3317–3330,
2017.
[10] M. Shi and G. Xu, “Spectral clustering using Nystro¨m approximation
for the accurate identification of cancer molecular subtypes,” Scientific
reports, vol. 7, no. 1, pp. 1–13, 2017.
[11] B. Thirion, G. Varoquaux, E. Dohmatob, and J. Poline, “Which fmri
clustering gives good brain parcellations?” Frontiers in neuroscience,
vol. 8, p. 167, 2014.
[12] X. Li and Z. Wang, “A new recommendation algorithm combined with
spectral clustering and transfer learning,” Cluster Computing, vol. 22,
no. 1, pp. 1151–1167, 2019.
[13] F. Bach and M. Jordan, “Learning spectral clustering, with application
to speech separation,” Journal of Machine Learning Research, vol. 7,
pp. 1963–2001, 2006.
[14] L. He and H. Zhang, “Iterative ensemble normalized cuts,” Pattern
Recognition, vol. 52, pp. 274–286, 2016.
[15] Z. Zhu, Q. Li, G. Tang, and M. Wakin, “Global optimality in low-rank
matrix optimization,” IEEE Transactions on Signal Processing, vol. 66,
no. 13, pp. 3614–3628, 2018.
[16] N. Halko, P. Martinsson, and J. Tropp, “Finding structure with ran-
domness: Probabilistic algorithms for constructing approximate matrix
decompositions,” SIAM review, vol. 53, no. 2, 2011.
[17] O. Bachem, M. Lucic, and A. Krause, “Scalable K-means clustering
via lightweight coresets,” in International Conference on Knowledge
Discovery and Data Mining, 2018, pp. 1119–1127.
[18] P. Drineas, A. Frieze, R. Kannan, S. Vempala, and V. Vinay, “Clustering
in large graphs and matrices.” in ACM-SIAM Symposium on Discrete
algorithms, vol. 99, 1999, pp. 291–299.
[19] D. Arthur and S. Vassilvitskii, “K-means++: the advantages of careful
seeding,” in ACM-SIAM Symposium on Discrete algorithms, 2007, pp.
1027–1035.
[20] S. Ahmadian, A. Norouzi-Fard, O. Svensson, and J. Ward, “Better guar-
antees for K-means and Euclidean K-median by primal-dual algorithms,”
SIAM Journal on Computing, pp. FOCS17–97–FOCS17–156, 2019.
[21] A. Bojchevski, Y. Matkovic, and S. Gu¨nnemann, “Robust spectral
clustering for noisy data: Modeling sparse corruptions improves latent
embeddings,” in International Conference on Knowledge Discovery and
Data Mining, 2017, pp. 737–746.
[22] Y. Kim, H. Do, and S. Kim, “Outer-points shaver: Robust graph-based
clustering via node cutting,” Pattern Recognition, p. 107001, 2020.
[23] N. Tremblay and A. Loukas, “Approximating spectral clustering via sam-
pling: a review,” in Sampling Techniques for Supervised or Unsupervised
Tasks. Springer, 2020, pp. 129–183.
[24] C. Williams and M. Seeger, “Using the Nystro¨m method to speed up
kernel machines,” in Neural Information Processing Systems, 2001, pp.
682–688.
[25] S. Kumar, M. Mohri, and A. Talwalkar, “Sampling methods for the
Nystro¨m method,” Journal of Machine Learning Research, vol. 13, pp.
981–1006, 2012.
[26] S. Sun, J. Zhao, and J. Zhu, “A review of Nystro¨m methods for large-
scale machine learning,” Information Fusion, vol. 26, pp. 36–48, 2015.
[27] F. Pourkamali-Anaraki, S. Becker, and M. Wakin, “Randomized clus-
tered Nystro¨m for large-scale kernel machines,” in AAAI Conference on
Artificial Intelligence, 2018.
[28] S. Wang, A. Gittens, and M. Mahoney, “Scalable kernel K-means
clustering with Nystro¨m approximation: relative-error bounds,” Journal
of Machine Learning Research, vol. 20, no. 1, pp. 431–479, 2019.
[29] F. Pourkamali-Anaraki and S. Becker, “Improved fixed-rank Nystro¨m
approximation via QR decomposition: Practical and theoretical aspects,”
Neurocomputing, vol. 363, pp. 261–272, 2019.
[30] F. Bach, “Sharp analysis of low-rank kernel matrix approximations,” in
Conference on Learning Theory, 2013, pp. 185–209.
[31] C. Fowlkes, S. Belongie, F. Chung, and J. Malik, “Spectral grouping
using the Nystro¨m method,” IEEE Transactions on Pattern Analysis and
Machine Intelligence, vol. 26, no. 2, pp. 214–225, 2004.
[32] M. Li, X. Lian, J. Kwok, and B. Lu, “Time and space efficient spectral
clustering via column sampling,” in Computer Vision and Pattern
Recognition, 2011, pp. 2297–2304.
[33] M. Mohan and C. Monteleoni, “Exploiting sparsity to improve the accu-
racy of Nystro¨m-based large-scale spectral clustering,” in International
Joint Conference on Neural Networks (IJCNN), 2017, pp. 9–16.
[34] A. Rahimi and B. Recht, “Random features for large-scale kernel
machines,” in Neural Information Processing Systems, 2008, pp. 1177–
1184.
[35] D. Sutherland and J. Schneider, “On the error of random Fourier
features,” in Conference on Uncertainty in Artificial Intelligence, 2015,
pp. 862–871.
[36] L. Wu, I. Yen, J. Chen, and R. Yan, “Revisiting random binning
features: Fast convergence and strong parallelizability,” in International
Conference on Knowledge Discovery and Data Mining, 2016, pp. 1265–
1274.
[37] L. He, N. Ray, Y. Guan, and H. Zhang, “Fast large-scale spectral clus-
tering via explicit feature mapping,” IEEE transactions on cybernetics,
vol. 49, no. 3, pp. 1058–1071, 2018.
[38] L. Wu, P. Chen, I. Yen, F. Xu, Y. Xia, and C. Aggarwal, “Scalable
spectral clustering using random binning features,” in International
14
Conference on Knowledge Discovery and Data Mining, 2018, pp. 2506–
2515.
[39] M. Muja and D. Lowe, “Scalable nearest neighbor algorithms for high
dimensional data,” IEEE Transactions on Pattern Analysis and Machine
Intelligence, vol. 36, no. 11, pp. 2227–2240, 2014.
[40] W. Dong, C. Moses, and K. Li, “Efficient k-nearest neighbor graph con-
struction for generic similarity measures,” in International Conference
on World Wide Web, 2011, pp. 577–586.
[41] M. Lucin´ska and S. Wierzchon´, “Spectral clustering based on k-nearest
neighbor graph,” in International Conference on Computer Information
Systems and Industrial Management, 2012, pp. 254–265.
[42] A. Saibaba, “Randomized subspace iteration: Analysis of canonical
angles and unitarily invariant norms,” SIAM Journal on Matrix Analysis
and Applications, vol. 40, no. 1, pp. 23–48, 2019.
[43] C. Boutsidis, P. Kambadur, and A. Gittens, “Spectral clustering via
the power method-provably,” in International Conference on Machine
Learning, 2015, pp. 40–48.
[44] D. Spielman and N. Srivastava, “Graph sparsification by effective
resistances,” SIAM Journal on Computing, vol. 40, no. 6, pp. 1913–
1926, 2011.
[45] E. Deadman and S. Relton, “Taylor’s theorem for matrix functions with
applications to condition number estimation,” Linear Algebra and its
Applications, vol. 504, pp. 354–371, 2016.
[46] B. Scholkopf and A. Smola, Learning with kernels: support vector
machines, regularization, optimization, and beyond. MIT Press, 2001.
[47] C. Chang and C. Lin, “LIBSVM: A library for support vector machines,”
ACM Transactions on Intelligent Systems and Technology, vol. 2, no. 3,
pp. 27:1–27:27, 2011.
[48] M. Li, W. Bi, J. Kwok, and B. Lu, “Large-scale Nystro¨m kernel matrix
approximation using randomized SVD,” IEEE Transactions on Neural
Networks and Learning Systems, vol. 26, no. 1, pp. 152–164, 2014.
[49] A. Gittens and M. Mahoney, “Revisiting the nystro¨m method for
improved large-scale machine learning,” Journal of Machine Learning
Research, vol. 17, no. 1, pp. 3977–4041, 2016.
[50] P. Drineas and M. Mahoney, “On the Nystro¨m method for approximating
a Gram matrix for improved kernel-based learning,” Journal of Machine
Learning Research, vol. 6, no. 2153–2175, 2005.
[51] D. Yan, L. Huang, and M. Jordan, “Fast approximate spectral clustering,”
in International Conference on Knowledge Discovery and Data Mining,
2009, pp. 907–916.
[52] C. You, C. Li, D. Robinson, and R. Vidal, “Scalable exemplar-based
subspace clustering on class-imbalanced data,” in Proceedings of the
European Conference on Computer Vision, 2018, pp. 67–83.
[53] A. Strehl and J. Ghosh, “Cluster ensembles—a knowledge reuse frame-
work for combining multiple partitions,” Journal of Machine Learning
Research, vol. 3, pp. 583–617, 2002.
[54] F. Pourkamali-Anaraki and S. Hughes, “Memory and computation
efficient PCA via very sparse random projections,” in International
Conference on Machine Learning, 2014, pp. 1341–1349.
