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Abstract. This paper presents the analysis of relationships among dif-
ferent interestingness measures of quality of association rules as ﬁrst step
to select the best objectives in order to develop a multi-objective algo-
rithm. For this purpose, the discovering of association rules is based on
evolutionary techniques. Speciﬁcally, a genetic algorithm has been used
in order to mine quantitative association rules and determine the inter-
vals on the attributes without discretizing the data before. The algorithm
has been applied in real-word climatological datasets based on Ozone and
Earthquake data.
Keywords: Data mining, evolutionary algorithms, quantitative associ-
ation rules.
1 Introduction
The use of massive processing techniques has revolutionized the scientiﬁc re-
search and it has highly increased the amount of data obtained. Data mining is 
the most used instrumental tool in discovering knowledge from transactions.
In this context we present the result of applying a data mining technique, 
speciﬁcally, association rules (ARs), to data from several experiments. The aim 
of this process of mining ARs is discover the presence of pairs (attribute (A) -
value (v)), which appear in a dataset with certain frequency in order to formulate 
the rules that display the existing relationship among the attributes.
A revision of the published literature reveals that there are many algorithms 
to ﬁnd these rules. Most of the association rule (AR) algorithms are based on 
methods proposed by Agrawal et al. such as AIS [1] and Apriori [16], SETM[11], 
etc. Many tools that work in continuous domains just discretize the attributes 
using a speciﬁc strategy and treating these attributes as if they were discrete. 
Many others are based on evolutionary algorithms. Genetic Algorithms (GAs)
[10] are used to solve AR problems because they oﬀer a set of advantages for 
knowledge extraction and speciﬁcally for rule induction processes. Authors of [14] 
proposed a genetic algorithm (GA) to discover numeric ARs, dividing the process 
in two phases. Another GA was used in [17] in order to obtain quantitative ARs 
and conﬁdence was optimized in the ﬁtness function.
Some researches tried to visualize AR mining as a multi-objective problem 
rather than a single objective. Therefore, several measures can be considered as
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an objective. In [3] a multi-objective pareto-based GA was presented where the
ﬁtness function was formed by four diﬀerent objectives.
In preliminary work [12][13], authors of this paper developed several single-
objective GA that use a weighting scheme for the ﬁtness function which involved
some evaluation measures. It is known that a scheme of this nature is not ideal
compared to multi-objective schemes, so that could reduce the features used in
the ﬁtness function for applying a multi-objective technique. So we expected
to extend these algorithms to multi-objective algorithms. However the problem
arises when choosing the right objectives to optimize the condition being treated.
Thus, the main motivation of this paper is to analyze the relationship among
diﬀerent evaluation measures of the ARs, in order to classify them in positively
correlated, negatively correlated or not correlated. The study is the ﬁrst step
to select the best objectives involved in the subsequent development of a mul-
tiobjective GA for extracting ARs. To carry out the study a GA [12] is used
for mining quantitative ARs. The algorithm has been applied in two real-world
datasets, concretely in ozone data and earthquake data.
The rest of the paper is organized as follows. Section 2 provides a brief pre-
liminary on ARs and some interestingness measures proposed in the literature.
Section 3 describes an introduction of multi-objective algorithms. The results
obtained are discussed in Section 4. Finally, Section 5 provides the achieved
conclusions.
2 Association Rules
In the ﬁeld of data mining and machine learning, ARs are used to discover com-
mon events in a dataset. Several methods have been extensively researched for
learning ARs that have been proven to be very interesting to discover relation-
ships among variables in large datasets [16][2]. ARs are classiﬁed as unsupervised
learning in machine learning.
The AR mining ﬁnds interesting associations and/or correlation relationships
among elements of large datasets. A typical example is the market-basket anal-
ysis [1]. In addition they are widely used in other many ﬁelds. It is also useful in
the healthcare environment to identify risk factors in the onset or complications
of diseases. This form of knowledge extraction is based on statistical techniques
such as correlation analysis and variance. One of the most widely used algorithms
is the Apriori algorithm.
Formally, an AR is a relationship among attributes in a dataset in the way
A ⇒ B, where A and B are pair conjunctions such as A = v if A ∈ Z or
A ∈ [v1, v2] if A ∈ R. Generally, the antecedent A is formed by the conjunction
of multiple pairs and the consequent B is usually a single pair.
2.1 Interestingness Measures for Association Rules
The following paragraphs detail the popular measures used to characterize an
AR. It is important evaluate the quality of the rule in order to select the best
ones and evaluate the results obtained.
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Support(A)[9]: The support of an itemset A is deﬁned as the ratio of transac-
tions in the dataset that contain A. Usually, the support of A is named as the
probability of A.
sup(A) = P (A) =
n(A)
N
. (1)
where n(A) is the number of occurrences of antecedent A in the dataset, and N
is the number of transactions forming such dataset.
Support(A =⇒ B)[9]: The support of the rule A =⇒ B is the percentage of
transactions in the dataset that contain A and B simultaneously.
sup(A =⇒ B) = P (A ∩B) = n(AB)
N
. (2)
where n(AB) is the number of instances that satisfy the conditions for the an-
tecedent A and consequent B simultaneously.
Confidence(A =⇒ B)[9]: The conﬁdence is the probability that transactions
containing A, also contain B. In other words, it is the support of the rule divided
by the support of the antecedent.
conf(A =⇒ B) = sup(A =⇒ B)
sup(A)
(3)
Lift(A =⇒ B)[4]: Lift or interest is deﬁned as how many times A and B are
together in the dataset more often than expected, assuming that the presence
of A and B in transactions are occurrences statically independent. Lift greater
than one involves statistical dependence in simultaneous occurrence of A and B.
In other words, the rule provides valuable information about A and B occurring
together in the dataset.
lift(A =⇒ B) = P (A | B)
P (B)
=
sup(A =⇒ B)
sup(A)sup(B)
=
conf(A =⇒ B)
sup(B)
(4)
Conviction(A =⇒ B)[4]: Conviction was introduced as an alternative to con-
ﬁdence for mining ARs in relational databases. Values in the range (0, 1) means
negative dependence, higher than 1 means positive dependence and a value
equals to 1 means independence. Conviction is directional and gets its max-
imum value (inﬁnity) when the implication is perfect, that is, if whenever A
occurs also happens B.
conv(A =⇒ B) = P (A)P (¬B)
P (A ∩ ¬B) =
sup(A)sup(¬B)
sup(A =⇒ ¬B) =
1− sup(B)
1− conf(A =⇒ B) (5)
Gain(A =⇒ B)[9]: Gain is calculated from the diﬀerence between the conﬁ-
dence of the rule and consequent support. It is also known as added value or
change of support.
Gain(A =⇒ B) = P (A | B)− P (B) = conf(A =⇒ B)− sup(B) (6)
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Certainty Factor(A =⇒ B)[8]: Certainty factor was introduced by Shortliﬀe
and Buchanan to represent uncertainty in the MYCIN expert system. It is a
measure of the variation of the probability that B is in a transaction when we
consider only those transactions where A is. A similar interpretation can be
done for negative CFs. The certainty factor takes values in [-1, 1] and achieves
its maximum possible value, 1, if and only if the rule is totally accurate.
Conf(A =⇒ B) > Sup(B)
CF (A =⇒ B) = P (A | B)− P (B)
1− P (B) =
conf(A =⇒ B)− sup(B)
1− sup(B) (7)
Conf(A =⇒ B) <= Sup(B)
CF (A =⇒ B) = P (A | B)− P (B)
P (B)
=
conf(A =⇒ B)− sup(B)
sup(B)
(8)
Leverage(A =⇒ B) [15]: Leverage measures the proportion of additional cases
covered by both A and B above those expected if A and B were independent of
each other. Values above 0 are desirable. In addition, leverage is a lower bound
for support, so optimizing only leverage guarantees a certain minimum support
(contrary to optimizing only conﬁdence or only lift).
lev(A =⇒ B) = P (A ∩B)− P (A)P (B) = sup(A =⇒ B)− sup(A)sup(B) (9)
In most cases, it is suﬃcient to focus on a combination of support, conﬁdence,
and either lift or leverage to quantitatively measure the "quality" of the rule.
However, the real value of a rule, in terms of usefulness and actionability is
subjective and depends heavily of the particular domain and business objectives.
3 Multi-objective Optimization
GAs are search algorithms which generate solutions to optimization problems
using techniques inspired by natural evolution [10]. They are implemented as a
computer simulation in which a population of abstract representations (chromo-
somes) of candidate solutions (individuals) to an optimization problem evolves
toward better solutions. In this context, a classical real-coded GA (RCGA) is
used due to the domain of the ARs is continuous, thus, the algorithm deals with
numeric data during the whole rule extraction process.
Evolutionary algorithms were originally designed for solving single objective
optimization problems. However, many real world optimization problems have
more than one objective in conﬂict with each other. Since multi-objective op-
timization searches for an optimal vector (rules in data mining) an not just a
single value (one rule), one solution often cannot be said to be better than an-
other and there exists not only a single optimal solution, but a set of optimal
solutions, called the Pareto-optimal set [19]. The presence of multiple conﬂicting
objectives and the need of using decision-making principles cause a number of
diﬀerent problem scenarios to emerge in practice.
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In the last two decades an increasing interest has been developed in the use
of GAs for multiobjective optimization. There are multiple proposals of multi-
objective GAs [5] as the algorithms MOGA [7], NSGA II [6] or SPEA2 [18] for
instance.
The mining process of ARs can be considered as a multi-objective problem
rather than a single objective one, in which the measures used for evaluating a
rule can be thought as diﬀerent objectives. There are two goals in multi-objective
optimization in the mining of ARs. First, discover rules as close to the Pareto-
optimal as possible, and second, ﬁnd rules as diverse as possible in the obtained
non-dominated set. For this purpose, it is necessary to deﬁne the best objectives
in order to get rules with high accuracy, comprehensible and interesting. In this
proposal, several experiments have been carried out and the results are shown in
Section 4. The aim of this study is to analyze the correlation and relationships
among diﬀerent evaluation measures of the ARs to deﬁne the objectives in order
to design a multi-objective GA in this context.
4 Experimental Study
Several experiments have been carried out in this paper to evaluate the relation-
ship among diﬀerent interestingness measures of ARs. As a preliminary step,
the proposed algorithm in [12] by the authors of this work was applied in order
to achieve the AR mining task. Two kind of real-world datasets are considered
in this work to prevent the resulting set of measures are not dependent on the
datasets:
– Ozone concentration: Four datasets have been used containing a compact
monthly average values including total ozone content (TOC), over diﬀerent
sites at Iberian Peninsula: Madrid, Arenosillo, Lisbon and Murcia. TOC
series are based on ozone data from the Total Ozone Mapping Spectrometer
(TOMS) on board the NASA Nimbus-7 satellite from 1st November 1978 to
6th May 1993. Each dataset consists of eight quantitative attributes and 172
samples.
– Earthquakes: The earthquake dataset was collected from the catalogue of
Spanish’s Geographical Institute (SGI). This dataset consists of four at-
tributes related to location and magnitude of Spanish earthquakes from 1981
to 2008 and 873 samples.
Afterwards, the interestingness measures described in Subsection 2.1 were cal-
culated for the quantitative ARs obtained by the algorithm for each dataset
and included in a single database. A statistical study has been carried out to
analyze the relationships and dependencies among measures. Speciﬁcally, corre-
lation coeﬃcient and principal component analysis (PCA) was applied among
the measures.
Correlation coeﬃcient is a measure of the correlation (linear dependence)
between two variables X and Y, giving a value between +1 and -1 inclusive.
Correlation is +1 in the case of a perfect positive (increasing) linear relationship
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(correlation), -1 in the case of a perfect decreasing (negative) linear relation-
ship (anticorrelation) [5], and some value between -1 and 1 in all other cases,
indicating the degree of linear dependence among the variables. The closer the
coeﬃcient is to either -1 or 1, the stronger the correlation among the variables.
PCA is a mathematical procedure that uses an orthogonal transformation to
convert a set of observations of possibly correlated variables into a set of values
of uncorrelated variables called principal components.
Fig. 1. Correlation coeﬃcients
Table 1. Rotated Components
Measure Component 1 Component 2 Component 3 Component 4
CF 0,837 0,228 -0,276 0,094
Conf 0,887 -0,283 0,081 0,101
Conv 0,721 0,308 -0,149 -0,120
Gain 0,308 0,862 -0,138 0,189
Lift 0,166 0,808 -0,019 -0,089
SupAnt -0,322 -0,035 0,913 -0,008
SupRule 0,057 -0,164 0,973 0,024
SupCons 0,434 -0,857 0,164 -0,050
Lev 0,037 0,052 0,015 0,985
Figure 1 shows a table of correlation coeﬃcient among measures: certainty
factor (CF ), conﬁdence (conf), conviction (conv), gain, lift, support of an-
tecedent (supAnt), support of rule (supRule), support of consequent (supCons)
and leverage (lev). In the table three cases of correlation have been distinguished:
Positive correlation (correlation +) when the coeﬃcient is greater than 0.2, neg-
ative correlation (correlation -) when the coeﬃcient is less than -0.2, and not
correlation (uncorrelated) in other case. Some interesting conclusions can be
extracted from these results.
It can be observed that CF is positively correlated to conf , conv, gain and
lift, and negatively correlated to supAnt and supRule. CF and conf are the
measures that best correlates positively with other measures. Also, supRule is
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strong correlated with supAnt. supCons is correlated with gain, lift and conf .
However, lev is uncorrelated with other measures, thus, independent of other
measures.
Table 1 presents the matrix of components with PCA as extraction method
and Varimax with Kaiser Normalization as rotation method. The aim of this
table is to ﬁnd groups among the measures, and select the best representative for
each group. This study may be useful to choose the various objectives that could
be optimized in a multi-objective algorithm for mining ARs. It can be noticed
that there are four principal components corresponding each to an independent
group of measures. CF , conf and conv belongs to the ﬁrst group because they
are the most correlated in the Component 1. Gain, lift and supCons belongs to
the second group due to the highest correlation in the Component 2. The third
group contains supAnt and supCons and ﬁnally, lev is only measure of the group
4. In order to select the best objectives, we can study the most correlated for
each group. Therefore, conf , gain, supRule and lev could be good candidates
to optimize the mining of ARs by a multi-objective algorithm.
5 Conclusions
A method of analysis of quality measures of ARs has been proposed in this work.
The ARs mining process can be considered as a multi-objective problem rather
than a single objective. However, the selection of the best objectives candidates
is not arbitrary. Several experiments have been carried out in order to analyze
the relationship among diﬀerent evaluation measures as a previous step before
implementing a multi-objective algorithm for association rules. The results have
determined that correlation coeﬃcient and principal component analysis can be
useful to deﬁne dependencies and grouping the interestingness measures of ARs.
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