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Abstract：It is very important to estimate the basic parameters in helicopter preliminary design. Neural Network 
(NN) has the advantages in estimating accuracy and generalization over traditional methods. However, there are 
some difficulties in using NN, e.g., how to select a proper network structure and the number of hidden layers. In 
this paper, structure and connection weight of a three-layer NN are optimized by genetic algorithm, and the op-
timized network is applied to helicopter sizing. The proposed method can not only give an optimal NN structure 
and connection weight, but also reduce the prediction error and has the capability of self-learning when the lat-
est data are available. Furthermore, this method can be easily applied to helicopter design systems. 
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基于遗传算法优化神经网络的直升机参数选择. 卢新来，刘  虎，王钢林，武  哲. 中国航空学报(英
文版), 2006, 19(3)：219-224. 
摘  要：在直升机初步设计阶段估算其基本参数是很重要的。神经网络的通用性和精度比传统的
估算方法有更多的优势，但是在应用神经网络时存在如何选择合适的网络结构和隐层节点数目等
一些困难。应用遗传算法优化三层神经网络结构和连接权重，并将优化得到的网络应用于直升机
参数选择中。该方法不但可以给出一个最优的神经网络结构和连接权重，而且降低了估算误差，
具有及时应用最新数据学习的能力。此外，该方法易于在直升机设计系统中得到应用。 
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During the process of helicopter preliminary 
design, such basic parameters as blade solidity, main 
rotor diameter are directly related to helicopter per-
formance[1,2], so it is very important to improve the 
precision of estimating these parameters. Generally, 
designers need to make use of some statistical[3], 
experiential or semiempirical formulas[4-6] to get a 
proper design point. These formulas were obtained 
by analyzing experiential data, and assuming that 
there are some functional relations between input 
and output, so there are some limitations in theory, 
and it is hard to improve these formulas with new 
data[7]. 
Neural Network[8] (NN) provides a comple-
mentary method of analysis and overcomes the limi-
tation of traditional statistical methods by taking 
nonlinear effects into account. NN has been applied 
in many investigations on flying vehicle design[7,9-11]. 
Funahashi[12] has proved that the multilayered per-
ceptron network is a general function approximator 
and one hidden layer networks will always be suffi-
cient to approximate any continuous function up to 
certain accuracy. Usually, connection weight train-
ing of NN is achieved by using a back propagation 
learning algorithm[8], but there are some drawbacks 
in Back-propagation Neural Network (BPNN) as 
follow: (1) the performance of the network learning 
is strictly dependent on the shape of the error surface 
and values of the initial connection weights. (2) It is 
not clear that how many hide layers and nods of 
each hidden layer are optimal in a network. (3) It is 
easy to become the local minimum problem in 
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BPNN training. 
Genetic Algorithm[13] (GA) offers an effective 
searching method for complex optimization prob-
lems and can avoid falling into local optima. Some 
investigations have been carried out on using GA to 
optimize the connecting weights and network struc-
ture of NN, and those existed methods have been 
applied in such fields as karst ground water evalua-
tion, hot rolling process, and multistage deci-
sion-making problem[14-18]. Difference from these 
investigations, a new method called as GANN is 
proposed in this study, in which the real coded GA is 
adopted to optimize the number of nod, connecting 
weights and threshold of a single hidden layer NN, 
and a new mixed coding and a hybrid evolution op-
erator are given. At present, this method has been 
applied in helicopter sizing, and two examples are 
presented in this paper. 
1  Approach 
1.1  Improvement to three layers NN 
Assuming there is a three-layer feed-forward 
neural network with single hidden layer, and there 
are m inputs, n outputs, and k hidden nodes in this 
network. Each neuron in the hidden layer and output 
layers uses sigmoid function ( )f x  as the threshold 
function. The output of the jth neuron of the hidden 
layer and the lth neuron of output layers are given as 
follow 
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where T21 ][ mjjj ωωω "=W  is the weight 
connection vector between the input nodes and the 
jth hidden node, T2 ][ klll υυυ "1=V  is the 
weight connection vector between the hidden nodes 
and the lth output nod, T1 ][ 2 mxxx "=X  is 
the input vector for each hidden node, and 
T
21 ][ kyyy "=Y  is the output vector of the 
hidden nodes. jδ  and  lδ  are the corresponding 
thresholds for the jth hidden node and the lth output 
node, respectively. The sigmoid function f (x) is se-
lected as 
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where λ  determines the slope of sigmoid function, 
and a suitable λ  can improve convergent speed in 
NN training. 
In this NN, the prediction error can be de-
scribed as 
∑∑
= =
−= N
t
n
l
ooE
1 1
2
tltl ]ˆ[2
1          (4) 
where E is the mean square error (MSE), N is the 
number of training samples, tlo is the actual output 
in training samples, tloˆ  is the neuron output. 
The training data set is gotten from many heli-
copter configurations that have been collected from 
public sources[19], and the emphasis is placed on 
conventional configurations with single rotor. To 
any sample, because the values of its parameters 
have great differences, the training data are normal-
ized[20] to keep sigmoid function from working in 
flat area. The formula for normalization is as follows 
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where x is the initial training data, x′  is the nor-
malized value, maxx and minx  are the maximum 
and minimum values of the same input node in all 
the training samples, respectively. 
1.2  Mixed coding and evolution operator 
To optimize the number of nods and connection 
weights of three-layers neural network with GA, 
there are three major steps: The first step is the rep-
resentation of gene, i.e., decide the representation 
and coding of connection weights and the number of 
nods; the second is fitness evaluation, i.e., decide the 
transformation between the objective function and 
the fitness function; the third is the application of 
evolution operators, including selection, crossover, 
and mutation. The following contents, which are 
marked from (1) to (3), depict the details of these 
steps: 
(1) In order to represent a NN structure in one 
≤ ≤
≤ ≤
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chromosome, the chromosome is divided into 
connection genes and weight genes. Connection 
genes are of binary type and indicate whether the 
nod exists, a “1” denotes an existed node and a 
“0”denotes no node exits. Weight genes are 
real-valued and indicate the actual connection 
weight and threshold. 
       Fig.1 illustrates the structure of a single hidden 
layer NN, in which k is the maximum number of 
hidden nodes, m and n are input and output nodes, 
respectively. In this figure, ImHk and HkOn are the 
weight between the mth input nod and the kth hid-
den nod, the kth hidden nod and the nth output nod, 
1Hδ  and nOδ  are threshold of the kth hidden nod 
and the nth output nod, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The connection gene in Fig.1 is described as 
1 1 0 1 0 ⋯ 1, the weight gene between input 
layer and hidden layer is defined by the matrix as 
follow 
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The weight gene between hidden layer and out-
put layer is 
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When connection gene of some positions is “0”, 
the weight gene of the corresponding position is 0. 
The chromosome structure that is formed by com-
bining the connection and weight genes in a certain 
order is described as: 1 1 0 1 0 ⋯ 1  I1H1  
I1H2  ⋯  I1Hk  I2H1  I2H2  0 ⋯   H1O1 ⋯ 
H1On ⋯ HkOn 1Hδ  ⋯ nOδ . 
(2) The fitness of each individual in the popu-
lation is evaluated by fitness function. In GANN, the 
adopted fitness function is  
E
EF 1)( =            (6) 
(3) Selection operator is based on the fitness of 
a chromosome. A roulette wheel[13] selection scheme 
is adopted in this study. 
For the asexual reproduction, the best chromo-
some of current generation is directly copied to the 
next generation. Because of the special chromosome 
structure in GANN, a mixed crossover operator is 
used, which means single-point crossover[13] is ap-
plied to the connection gene, and arithmetic cross-
over[13] is adopted to the weight genes. 
Similarly，a mixed mutation operator is applied: 
Simple mutation[13] is adopted in connection genes, 
and the non-uniform mutation[13]  is applied in 
weight genes. 
Moreover, there are two criteria for stopping a 
GA run: First, the number of iterative times is up to 
the upper limitation; Second, the MSE of the current 
best chromosome is less than or equal to a given 
value that represents approximation accuracy of a 
certain relation. The relation between these criteria 
is the logical “OR”, so the optimization process will 
stop when any one of the criteria is reached. 
As discussed above, GA can be applied effec-
tively to search a global optimal network structure 
Fig.1: A neural network with one hidden layer 
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and a set of connection weights without computing 
gradient information. The overall framework of 
GANN can be summarized as Fig.2. 
The initial population is obtained in initializa-
tion stage. When stopping criteria is reached, the 
current best chromosome is decoded, and the test 
error is gained through the test samples training. 
Finally, the optimal network structure and connec-
tion weight can be presented. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2  Examples and Discussions 
GANN is applied to a computer aided helicop-
ter conceptual design system called CAHCDS[22] for 
preliminary sizing. To validate the effectiveness of 
GANN, it is compared with methods in Ref.[3], and 
two of the examples are presented in this section. 
2.1  Estimation of main rotor diameter 
Main rotor diameter is a key parameter that de-
termines hover, forward flight and vertical climb 
performances and it is related to such parameters as 
gross weight, maximum level speed, and engine 
power[1,3,4,21]. The method in Ref.[3] for estimating 
main rotor diameter is described as 
m
515.0
0
380.0
133.9
V
WD =                (7) 
where D is the main rotor diameter, Vm is the maxi-
mum speed at sea level, and 0W  is the maximum 
gross weight. 
In this study, mV  and 0W  are set as input 
nodes, D is set as output node, and both a GANN 
and a three-layer BPNN are applied for estimating 
the main rotor diameters for comparison. The data of 
50 helicopters are selected as the training samples.  
In the GANN, the maximum number of hidden 
nodes is 12, the population size and the maximum 
number of generation are 100 and 250, respectively, 
the crossover rate and the mutation rate are 0.6 and 
0.001. In the BPNN the number of hidden nodes is 6; 
the learning rates, between output and hidden layer, 
hidden layer and input layer, are 0.6. 
Fig.3(a) is the MSE of the current best chro-
mosome corresponding to each generation during 
GANN training. The variation of best MSE repre-
sented by the current best chromosome with the 
number of generation of the GA is showed in this 
figure. After 180 generations of execution, the value 
of best MSE is small enough and changes slowly, 
and the final number of hidden nodes is 8 in the op-
timal network structure. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a) Best MSE to current in GANN training 
 (b) MSEs in BPNN training 
Fig.3  MSEs gotten by different methods  
Fig.2  The framwork of GANN training 
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The MSE corresponding to each of training in 
BPNN training is showed in Fig.3(b). After 1000 
training times, the MSE changes very slowly. The 
final MSE in Fig.3(b) is over 10 times larger than 
that in Fig.3(a). These results show that the GANN 
can decrease the MSE much more obviously than 
the BPNN in parameter estimating. 
Results of estimating D with these of two meth-
ods are listed in Table 1，where D, Vm, and W0 are 
parameters of known helicopters, Dm is obtained 
from Eq.7, and Dn is gotten from the optimal NN in 
Fig.3(a). Em is the relative error between Dm and D, 
En is the relative error between Dn and D, the mean 
value of Em and En are 5.32% and 3.18% respec-
tively. These results show that the method proposed 
in this paper is more precise than Eq.7 in estimating 
main rotor diameter. 
2.2  Estimation of main blade chord 
After the rotor diameter is estimated, it is im-
portant to determine the blade solidity of a configu-
ration, and this parameter is dependent on the chord 
length of main rotor blade, which is denoted as c. 
Eq.8 is given for estimating c in Ref.[3] 
714.0
b
0
539.0
0108.0
N
Wc =           (8) 
where Nb is the number of main rotor blades. 
 For comparison, both GANN and Eq.8 are 
used to estimate c. In this GANN, 0W  and Nb are 
the input nods, c is the output nods in this GANN. 
Results of estimating c with both methods are listed 
in Table 2, in which cm is obtained from Eq.8, cn is 
gotten from GANN. em is the relative error between 
cm and c, en is the relative error between cn and c, the 
mean value of em and en are 7.84% and 3.8% respec-
tively. The helicopters listed in Table 2 are different 
from those listed in Table 1, which is because of the 
difficulty of collecting sufficient data of each heli-
copter from open resource.  
Fig.4(a) and Fig.4(b) are estimating network of 
c gotten with these two methods, respectively. 30 
groups of helicopter data are selected as the test 
samples for these two estimating networks, and the 
total square errors of test results are 0.095 in Fig.4(a) 
and 0.063 in Fig.4(b).  
From the results listed in Table 2 and shown in 
Fig. 4, it is proved that, GANN can approximate the 
actual data better than Eq.8 in estimating main blade 
chord. Moreover, if data of new helicopters are 
available, they can be used to refresh the correlative 
training data, and a new optimal NN will be gotten 
after GANN is trained with the new data. 
 
 
 
 
 
 
 
 
 
Table 2  Results of estimating c with different methods 
Type (Manufacture) W0/kg Nb c/m cm/m cn/m em/% en/% 
SA316B (Eurocopter) 2 200 3 0.35 0.312 0.338 10.9 3.4 
Mi-24P (Mil) 12 000 5 0.58 0.514 0.547 6.7 5.7 
Bell 407 (Bell) 2 721 4 0.27 0.285 0.271 5.6 0.4 
UH-60A (Sikorsky) 9 184 4 0.53 0.549 0.573 3.6 8.1 
NH90 (NH) 10 000 4 0.65 0.575 0.641 11.5 1.4 
  
Table 1  Results of estimating D with different methods
Type (Manufacture) W0/kg Vm/(km·h-1) D/m Dm/m Dn/m Em/% En/% 
UH-34D (Sikorsky) 5 900 196 17.07 16.33 16.93 4.3 0.8 
HAP (Eurocopter) 6 100 298 13.0 13.33 14.03 2.5 7.9 
AH-1W (Bell) 6 690 352 14.63 12.67 14.05 13.4 3.9 
CSH-2 (South Africa) 8 750 309 15.58 15.01 15.43 3.8 0.9 
UH60L (Sikorsky) 9 750 340 16.37 15.94 15.97 2.6 2.4 
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3  Conclusions 
The advantage and the key problems of optimal 
neural network based on GA are discussed. In this 
study, GA not only optimizes the connection weight 
of neural network, but also optimizes its network 
structure. Compared with other methods, the pro-
posed method has better precision and performance. 
It can use up-to-date data to improve the precision of 
estimating network, and can be easily applied to 
estimate geometric and weight parameters in heli-
copter conceptual design. 
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