Purpose -Most current condition-based maintenance (CBM) systems using proportional hazards model (PHM) assume that enough historical data are available. However, in many practical cases, it is usually costly to collect much historical data prior to real practice (model implementation). This paper aims to focus on the necessity and benefits of updating a PHM with new samples generated in the process of model implementation. Design/methodology/approach -First, an updating scheme is presented and embedded into the entire cycle of PHM establishment, its application/implementation, and its updating. Next, a simulation evaluation is conducted based on a typical degradation model. Findings -By updating a PHM using newly generated samples, the precision and reliability of residual life (RL) prediction can be improved, especially close to system failure. Research limitations/implications -The current version of PHM is typically for non-repairable systems or those systems only receiving renewal maintenance. Further research should focus on the inclusion of the effect of imperfect maintenance. Practical implications -The updating scheme enables maintenance practitioners to more precisely and reliably predict the RL of an in-operation system, and enhances further CBM decision making. Originality/value -This paper highlights the necessity and benefits of updating a PHM using emerging new training resources, which has not received enough attention in existing research/practice of a PHM.
Introduction
Traditional maintenance strategy is either corrective maintenance (CM) or time-based preventive maintenance (PM) (Pham and Wang, 1996; Wang, 2002) . With advancement of sensor technology and signal processing techniques, we have witnessed the rapid development of condition-based maintenance (CBM) strategy. CBM is a maintenance program that recommends maintenance decisions based on the information collected through condition monitoring Heng et al., 2009) . The "condition" can either be some physical quantities directly related with system health (e.g. crack length, corrosion level, etc.) (Meeker and Escobar, 1998) , or be some measurable performance variables indirectly but closely related with system failure mechanisms (e.g. thrust force, vibration amplitude, etc.) Huang et al., 2007) . As most system failures/degradation can lead to abnormal condition, we now have extensive evidence that CBM is superior to traditional maintenance strategy in reducing unexpected system failures and improving operation safety , Lin et al., 2009 .
With the development of CBM strategy, it is important to note the enrichment of available data types. In traditional maintenance strategies, only event data are typically obtainable. In CBM, in addition to the event data, various informative attribute data (condition monitoring data) can be collected. Note that event data includes the information on what happened (e.g. installation, breakdown, etc.) and what was done (e.g. minor repair, entire replacement, etc.), while attribute data includes the measurements related to the health/condition of the physical asset, i.e. system performance variables .
In literature relevant to CBM, most studies focus on the modeling of attribute data (Gebraeel, 2006; Grall et al., 2002; Lu et al., , 2007 , which reflects the status of each individual in-operation system. In these studies, system failure (event data) is naturally related with the monitored performance variable(s) (attribute data) by defining a threshold value (or plane for multivariate cases). Once the magnitude of the performance variable exceeds the threshold value, the underlying system is considered failed. The threshold value/plane is typically defined according to operation experience or industrial standard (Gebraeel, 2006) . However, in practice, there are cases when it is hard to find a deterministic value/plane for failure definition, although system failures are observable. For example, the crack length that causes structural failure is usually unclear; the wear level of a cutting tool that causes unacceptable defective product rate is hard to explicitly define (Wang and Coit, 2007) . In such cases, it is especially beneficial to take advantage of both event data and attribute data.
Among the CBM models simultaneously working with event data and attribute data, the effectiveness of the proportional hazards model (PHM) with time-dependent covariates has been demonstrated through several simulations and real applications in different industrial areas (e.g. food industry, mining industry, defense, etc.) ( Jardine et al., 1999 , Lin et al., 2004 . A PHM is usually applied for CBM optimization or reliability evaluation for a batch of identical systems (Makis and Jardine, 1992; Banjevic et al., 2001; Ghasemi et al., 2007 Ghasemi et al., , 2010 . A PHM has also been applied for on-line reliability assessment and residual life (RL) prediction for a signal unit .
With emerging on-line condition signals (attribute data), there are several practical issues to be addressed for PHM application. Lin et al. (2006) considered the problem of dimension reduction for the superfluous available covariates and the problem of co-linearity between the covariates. In most of the CBM models using PHM, it is typically explicitly or implicitly assumed that a large volume of historical data are available, to build a PHM. However, in many practical cases, this assumption is too demanding, which may be attributed to the high cost or complexity in preparing training datasets for establishing a PHM prior to real practice.
Motivated by the above realistic concern, this paper is devoted to the problem of limited volume of historical training samples in the use of PHM for RL prediction. We address the problem by taking advantage of the emerging new samples created in the application/implementation phase of a PHM. Actually, such samples can be adopted to enrich the training dataset, and consequently the model parameters need to be updated given these new samples. An extensive simulation based on a typical degradation IJQRM 28,7 process is conducted to evaluate the necessity and benefits in adopting the updating scheme.
The rest of the paper is organized as follows: section 2 introduces the PHM, its establishment, its application in RL prediction, and provides a scheme for model update. Section 3 conducts a numerical simulation based on a typical degradation process to evaluate the necessity and benefits of model update. Finally, section 4 concludes the paper.
Modeling
In this section, we first briefly review the typical structure of a PHM, then discuss the establishment of a PHM based on the training/historical samples. Afterwards, we discuss RL prediction by the trained PHM above. Finally, we present an updating scheme for a PHM with newly generated training samples.
PHM
Typically, PHM with time-dependent covariates has the functional form: (Jardine et al., 1999 Lin et al., 2004) due to its capability of modeling failure time data with either decreasing or increasing hazard function. In this paper, Weibull hazard function is also adopted as the baseline hazard function for the PHM, and this leads to:
where g . 0 and h . 0 are the shape and scale parameters for Weibull distribution.
Parameter estimation
Before further applying a PHM, it is necessary to find the values of g; h; b in equation (2). In practice, these parameters are typically estimated by the maximum likelihood estimation method (Meeker and Escobar, 1998) . First of all, we assume that right censoring is adopted in preparing the training samples to establish a PHM, which is the most widely used censoring mechanism in reliability tests. In order to estimate g; h; b, it is necessary to collect:
. the time intervals from system initialization to failure or censoring;
. the associated covariates' paths; and 
Updated proportional hazards model
Given n historical/training samples, the likelihood function of the collected data is:
where n is the number of training samples, t j is the failure/censoring time of sample j, d j is the event indicator of sample j, l j ð · Þand R j ð · Þ denotes the hazard function and reliability function of sample j, respectively. In terms of the hazard function, we have:
Typically, the natural logarithm of equation (4) is much easier for further analysis and is derived as:
Substituting equation (2) and equation (4) into equation (5) gives:
Then, the maximum likelihood estimation method chooses the valuesĝ;ĥ;b that maximize equation (6).ĝ;ĥ;b, are also called the maximum likelihood estimators. Typically, due to the complexity of equation (6), direct search algorithms such as the Nelder-Mead's simplex method (Lagarias et al., 1998) and the genetic algorithm can be adopted to findĝ;ĥ;b.
RL prediction
Once the maximum likelihood estimatorsĝ;ĥ;b have been calculated, given the attribute data (covariates) of an operating sample j from initialization to the current time, its on-line reliability can be assessed by:
With the estimated model parameters, a PHM can be further applied for RL prediction . To do this, we need to predict the development of the covariates first. Typically, a prediction is made based on the most likely degradation paths, that is:
whereRLðt Z j ðtÞÞ is the predicted RL of system j given its performance variables up to time t,Ẑ j ðy Þ is the mean of the predicted vectors of covariates for y . t. To date, there have been various forecasting approaches available for predictingẐ j y ð Þ, e.g. autoregressive moving average (ARMA) and related techniques (Pandit and Wu, 1983) , Kalman filtering (Lu et al., 2007) , neural networks (Connor et al., 1994) , match matrix , etc. As discussed in section 1, compared with those RL prediction methods using only attribute data, the strength of a PHM lies in its capability of treating the cases when system failures are easily observable but a deterministic threshold value/plane for failure definition is unavailable. Therefore, PHM provides an applicable alternative for RL prediction.
Qualitatively, if the training samples are few and unrepresentative, the estimated g;ĥ;b cannot characterize the statistical characteristics of the entire population. Consequently, RLðt Z j ðtÞÞ may be imprecise. On the other hand, in the implementing phase of a trained PHM, unexpected system failures may also occur and new training samples are available. Therefore, it is beneficial to enhance the limited training samples with these new resources. In the next subsection, we will discuss the topic of model update.
Updating scheme
In this section, we recommend an updating scheme for a PHM given newly generated samples. As this updating scheme simultaneously influence the process of parameter estimation and the follow-up implementations (e.g. RL prediction), an overall structure of the establishment, implementation and updating phases of a PHM is outlined in Figure 1 (describing the continuous enhancement of the PHM with emerging new training resources) In Figure 2 , it can be qualitatively understood that adding new samples into the training set will lead to change of the maximum likelihood estimators, as the log-likelihood function in equation (6) is changed. For model update, in this paper, we adopt the method of recalculating the maximum likelihood estimators for the updated training samples. Note that the focus of the current paper is to evaluate the necessity and benefits in updating a PHM, instead of a sophisticated updating algorithm. With newly generated training samples, the log-likelihood function in equation (6) becomes:
where d is number of new samples. Afterwards, direct search algorithms can be applied to find the updated maximum likelihood estimatorsĝ
u , where the subscript u highlights the fact that the parameters are updated, and i corresponds to the i th turn of model update. In addition, the aforementioned "new samples" in Figure 2 must be concretely defined for updating a PHM. In this paper, only those samples, which finally fail in operation will be counted and added to the updated training dataset. Herein, we limit ourselves to the failed systems as the censoring mechanism is rarely adopted again in real operation where a trained PHM is implemented. It seems that a preventively maintained system is analogous to a censored system considered in subsection II-B, as in both cases the system operation is stopped before failure. However, it should be kept in mind that by applying a trained PHM for CBM decision making, a PM work-order is usually scheduled by referring to a system's health status (attribute data). Consequently, the stop of operation is informative now as opposed to the non-informative censoring considered in section II-B. More concretely, without lose of generality, suppose that system (n þ 1) receive a PM work-order at time t nþ1 , the contribution to the overall likelihood function defined in equation (3) should not be R nþ1 ðt nþ1 Z nþ1 ðt nþ1 ÞÞ j , but actually be somewhat smaller as we are aware of the closeness of system failure and trigger a PM action. However, the topic of including informative censoring is out of the scope of the current study and may be the topic of further research.
At the current stage, we have covered the establishment, implementation, and updating phases of a PHM. In the next section, based a typical degradation model, we will evaluate the influence of the updating scheme on RL prediction based on a PHM.
Evaluation
This section is devoted to the evaluation of a PHM with the updating scheme, based on a simulation model for a typical degradation process. First, the process of data generation is introduced in subsection 3.1. In subsection 3.2, the cycle of establishment, implementation and updating of a PHM is discussed, with emphasis on the influence of the updating scheme on RL prediction. Finally, in subsection 3.3, we discuss several remarkable issues regarding the implementation and limitations of a PHM in current practice of CBM management.
Data generation
Recalling the necessary information for establishing and updating a PHM as detailed in subsection 3.2 and 3.4, we generate a dataset based on a degradation model with exponential trend (Gebraeel et al., 2005 ). The degradation model will later be used to characterize the evolution the time-dependent covariate Z t ð Þ 0 ¼ z 1 t ð Þ ð Þin a PHM. The adopted degradation model is typically suitable for systems and components where preliminary and partial degradation accelerates the degradation process of a system (Gebraeel et al., 2005; Kaiser and Gebraeel, 2009 ). The practicality of the exponential degradation model has been verified through several real case studies (Gebraeel et al., 2005 , Gebraeel, 2006 . Next, we summarize the essential structure of the degradation model. Let S(t) denote the evolution of a performance variable as a continuous stochastic process with respect to time t. The degradation signal is observed at discrete points in time, t 1 , t 2 , . . . , where t i . 0, and can be modeled at time t i as:
where u is a lognormal random variable, and lnũN ðm 0 ; s 2 0 Þ,ãN ðm 1 ; s 2 1 Þ, 1ðt i Þ is the error term that is assumed to follow a Brownian motion process with zero mean and variance s 2 t i . It is more convenient to work with the logged signal at time t i , denoted by Lðt i Þ, and we have: 
Note that the observations L(t i ) at time t i will be used as the performance variable (covariate) Z ðtÞ 0 ¼ ðz 1 ðtÞÞ. Generally, u 0 and a 0 are unknown, and p 1 ðu ' Þ and p 2 ða'Þ are assumed to be the prior distributions of u 0 and a 0 , which represent our prior knowledge on the characteristics of the populations of devices (Gebraeel, 2006) . For the degradation model in equation (12), without lose of generality, the distributions of the model parameters were characterized as shown in Table I .
Using the previous characterization of the models parameters, we generated 100 realizations of the performance variable Z ðtÞ 0 ¼ ðz 1 ðtÞÞ from initialization to failure by randomly generating different groups of model parameters u 0 ; a 0 , and 1ðtÞ. For intuition, 50 degradation processes are randomly selected and shown in Figure 1 . With the degradation paths (the second type of necessary information in subsection II-B), it is also necessary to determine the failure time or censoring time for each sample (the first and third types of necessary information in subsection II-B). For simplicity, we assume that a system failure occurs once the magnitude of the performance variable exceeds 150, i.e. failure threshold ¼ 150 (also shown in Figure 1 ). However, it must be noted that a PHM can also be adopted for RL prediction when a deterministic failure threshold/plane is not available but the system failures are readily observable. Now, by the failure threshold, a system's failure can be determined. Additionally, all those samples, which do not fail before time t ¼ 50 will be censored. Now, all types of data necessary for establishing, implementing and updating a PHM is available. In the next subsection, we will evaluate a PHM with the updating mechanism based on these generated data.
3.2 Establishment, implementation, and updating of a PHM In this subsection, using the generated data, we will establish, implement and update a PHM. The focus will be on the influence of the updating mechanism on RL prediction.
First of all, it is necessary to clarify the evaluation process. Out of 100 generated samples, we identified one censored sample and first put it in the training set, as it is necessary to know exactly the actual residual life for all samples in the testing set so that the performance of a trained PHM in RL prediction can be precisely evaluated. In the rest of samples, 50 were randomly chosen, put in the testing set, and kept fixed so that the implementation results on them are comparable. The rest 49 samples were divided into three groups, two consisting of 20 samples (named group B and C) and one consisting of nine samples (named group A). Next, the only censored sample was put into group A and group A was used as our historical record to build/train an original version of a PHM.
Once an original PHM is established, the implementation of RL prediction for the testing samples begins. For RL prediction, we calculate the predicted RL at each time point t i . Specifically, for the degradation model in equation (12), given the degradation signals up to time t k , the mean of a future signalLðt þ t k Þ is predicted by:
where t k denotes the current moment, t denotes the time period forward where t . 0, and m a 0 is a renewed version of m 0 1 in equation (11) based on the real-time sensory signals of a specific unit. The detailed Bayesian updating approach can be referred to (Gebraeel et al., 2005 , 2006 , Kaiser and Gebraeel, 2009 . It is worth highlighting that, the prediction in equation (13) is continuously updated when more information on Lðt i Þ becomes available.
By equation (8), the upper limit of integration should theoretically be positive infinite. However, practically, we choose a finite but large upper bound, as will be discussed in a more quantitative way later.
After the implementation of the original PHM, group B is added into the training set, and the PHM is updated based on the enhanced training set, and further implemented for RL prediction for the same groups of testing samples. This cycle continues until all samples contained in group A-C, are in the training set and the further updated PHM is implemented. In short, we have two updating cycles and three groups of implementation results in all.
For clarity, the evaluation process is outlined in Figure 3 . Based on the previous evaluation process, the original PHM and two updated versions are established in this study. The genetic algorithm package embedded in MATLAB 7.1 was adopted to calculate the respective model parameters based on equation (6), as shown in Table II . Before implementing a trained PHM, it is necessary to determine a practical upper limit of integration for t in equation (8), denote as t upper . To do this, we randomly choose a sample (denote as sample A) in the testing set and evaluate the results of RL prediction using different t upper based on the original PHM. This evaluation is conducted from the time when sample A's actual residual life ¼ 15 to the time when sample A's actual residual life ¼ 1. The evaluation results are presented in Table III .
From Table III , it is observed that the prediction results for the cases t upper ¼ 30 and t upper ¼ 40 are same, which suggests that t upper ¼ 30 is an appropriate choice. Note that, from another perspective, Table III actually shows the prediction results for an individual sample based on a trained PHM, as opposed to the statistical results provided later.
Next, we predict the RL of each sample in the testing set from the time when its actual residual life ¼ 15 to the time when its actual residual life ¼ 1, using three PHMs shown in Table II . Afterwards, statistical analysis was conducted to evaluate the mean and variance of the prediction results at each prediction point. The statistical results are summarized in Table IV .
In Table IV , it can be observed that, by updating the PHM using new training samples, the updated PHM provides statistically more accurate predictions close to failure. More importantly, the predictions tend to be more reliable in terms of smaller prediction variance, which is critical for making a maintenance decision close to system failure.
Discussion
In this section, we highlight several remarkable issues regarding the implementation and the limitations of the current form of a PHM.
First of all, the focus of the current paper is to emphasize the necessity and benefits of updating a PHM using newly generated training samples. However, in practice, a careful investigation is necessary to balance the benefits from improved RL prediction accuracy and reliability close to failure, and the additional costs in using the updating scheme Second, as can be seen from the likelihood function in equation (3) and the case we consider in this section, the current version of PHM is typically suitable for non-repairable systems or those systems only receiving renewal maintenance. In both cases, we do not consider the effect of imperfect maintenance (e.g. adding some lubricant to a cutting tool), which restores a system to a better state, but not as good as new. To enable the PHM to handle a case in which imperfect maintenance is involved in, we should try to model the influence of imperfect maintenance on the hazard rate function of a PHM.
Third, as mentioned in subsection 2.4, how to make use of the information from those systems which receive PM in the process of implementing a trained PHM is still a practical issue to be addressed. 4. Conclusions This paper emphasizes the necessity and benefits of updating a PHM with newly generated samples in operation. The results from the simulation evaluation based on a typical degradation model demonstrate that more accurate and reliable RL prediction can be obtained close to system failure by adopting the updating scheme. We believe that the updating scheme is especially useful when the volume of historical records for establishing an original PHM is limited.
In the future, more efforts are needed to extend the PHM to handle imperfect maintenance. To do this, the key challenge will be how to model the effect of imperfect maintenance acts on a system's hazard function. It is also necessary to evaluate the effect of the updating mechanism on the performance of an optimized PHM based maintenance policy, in terms of average system availability, overall maintenance cost, etc.
