New tests are proposed comparing two multivariate distributions base on a similarity graph constructed on observations. Existing tests of this type implicitly assumed that in a similarity graph observations from different distributions are less likely to be connected with each other than observations from the same distribution. This is not necessarily true for a high-dimensional setting. Due to the curse of dimensionality, with an affordable sample size, observations from one distribution will find their nearest neighbor almost always from the other distribution when the former one has a larger dispersion, which causes existing tests of this type have low or no power. The new tests are designed to treat this scenario. Among the new tests, one maintains satisfactory power compared to the best existing test when there is no dispersion difference between the two samples, and has desirable asymptotic properties.
1. Introduction. Consider samples of size n and m from distributions F X and F Y , respectively. F X and F Y are defined on the same sample space, for example R d . The hypothesis H 0 to be tested specifies that F X = F Y . We are interested in general alternative hypotheses F X = F Y . For the univariate case, the problem has been extensively studied.
For multivariate applications, Friedman and Rafsky [1979] proposed the first graph-based two-sample test as a generalization of the Wald-Wlofowitz runs test. Their test is based on a minimum spanning tree (MST) on the observations, which is a spanning tree connecting all observations that minimizes the sum of distances across edges. The test statistic is based on the number of edges connecting observations across different samples, and the null hypothesis is rejected when this number is low compared to its distribution under permutation. The rationale is that, if the two samples are from different distributions, data points from the same sample should be closer to each other, and thus edges in the tree should be more likely to connect subjects within a sample.
Keywords and phrases: two-sample tests, graph-based tests, high-dimensional data, nonparametrics Rosenbaum [2005] proposed another graph-based two-sample test. This test is based on minimum distance non-bipartite paring (MDP), which divides the N = n + m observations into N/2 (assuming N is even) nonoverlapping pairs in such a way as to minimize the total of N/2 distances between pairs. For odd N , Rosenbaum suggested creating a pseudo data point that has distance 0 to all other observations, and later discarding the pair containing this pseudo point. The test statistic is also the number of edges connecting observations across different samples, the rationale again being that observations from the same sample are more likely to be connected if F X and F Y are different distributions.
The rationale for both tests is intuitive and is true for low-dimensional data with a moderate to large number of observations. However, when the dimension is high, this implicit assumption of observations from the same distribution being more likely to be connected does not necessarily hold.
To illustrate the problem, we randomly generate 1, 000 points from each of two multivariate Gaussian distributions, N (0, I d ) and N (µ, 1.2I d ), µ 2 = 1, d = 100, and find the nearest neighbor for each point. Most points (around 830 in a typical simulation) from the second distribution (N (µ, 1.2I d )) find their nearest neighbor from the first distribution (N (0, I d )), and most points from the first distribution find their nearest neighbor within the sample. This phenomenon of points in the outer layer being closer to points in the inner layer than to other points in the outer layer is natural for high dimensional data and is investigated in more detail in Section 2.
A result of this phenomenon is that, under this kind of alternative, we find around half of the edges in the resulting similarity graph, e.g., the MST, to be between-sample edges, which is the same as what happens under the null hypothesis. Thus, the test in Friedman and Rafsky [1979] can no longer be used to test this type of alternative. To solve this problem, new graph-based two-sample tests are proposed in Section 3. The new tests' performances are compared with those of the two existing tests in Section 4, and the asymptotic property of one promising test is studied in Section 5.
2. The Problem. When the dimension is high, with a moderate sample size, we find that most points are closer to the center rather than to any other points in the sample because the choices for the direction of the points is too many. To see this more clearly, we can check the number of points that can be put on the d-dimensional unit sphere such that the distance between any pair of points is larger than 1. Calculating the exact number is difficult, but a rough number is sufficient to illustrate the phenomenon. This number of points can be approximated by the number of non-overlapping d − 1 dimensional spheres with radius 1/2 on the d-dimensional unit surface, which can further be approximated by the ratio of the surface area of the d-dimensional unit sphere,
, over the volume of the d − 1 dimensional sphere with radius 1/2,
This gives
This approximate number is plotted versus dimension in Figure 1 , and we can see that the number is exponential (the y-axis is in a logarithmic scale). When the dimension is 60, which is not very high, the number of points is around 10 20 , which is huge and cannot be achieved practically. The approximate number of points that can be put on the d-dimensional unit sphere such that the distance between any two points is larger than 1. The x-axis is the dimension and the y-axis (in logarithmic scale) is the approximate number of points.
For points randomly generated from a non-degenerating high-dimensional distribution, the distances of the points to the center are concentrated at a fixed value due to the law of large number. From the above analysis, these points are tend to be closer to the center than to other points. In addition, the minimum distance between any two points is on the order of the expected distance between two randomly generated points, which is of order d. Hence, if one distribution has a larger dispersion than the other, in order for the points from the distribution to find their nearest neighbor within the sample, the difference of the means of the two distributions needs to be of order d. This is considered to be a huge signal when d is large. Therefore, a new test statistic is in demand to take account of this scenario.
3. New Test Statistics. In this section, we propose new tests to address the problem described earlier. We have data from two samples:
We would like to test the null hypothesis:
versus general alternative hypotheses:
The problem we now have is that, for some alternatives, points from one sample tend to connect to points from the other sample, and points from the other sample tend to connect within the sample, so the number of betweensample edges behaves as if the two samples are from the same distribution. To address this problem, we can look at the numbers of within-sample edges. In this case, one sample has fewer within-sample edges compared to its expected value under null, while the other sample has more. This information can be aggregated to form the test. To explain how to do this, we first introduce some notation. We use G to refer to both the graph and its set of edges, when the vertex set is implicitly obvious. | · | is used to denote the size of the set, so |G| is the number edges in G. We put all observations together and index them by 1, . . . , N (= n + m). Let g i = 0 if the observation is from group X and 1 otherwise. For e = (i, j),
Then R 0 is the number of between-sample edges, R 1 is the number of edges within group X, and R 2 is the number of edges within group Y . Under null distribution F X = F Y , the group identity is exchangeable. What we call the permutation null is the distribution that puts 1/ N n point mass on any of the possible permutations of the group labels. We use P P , E P and Var P to denote the probability, expectation and variance under the permutation null distribution, respectively.
Lemma 3.1. Under permutation null, the expectations and variances for R 0 , R 1 and R 2 are as follows:
where C is the number of edge pairs that share a common node.
Proof. Under permutation null,
.
Var P (R 0 ) follows easily. The expectations and variances of R 1 and R 2 follow similarly.
We now study ten test statistics based on R 0 , R 1 and R 2 :
Notice that T 0 is equivalent to the existing test statistic -the number of between-sample edges. All other 9 test statistics are new. For T 9 , Σ is the covariance matrix of the vector (R 1 , R 2 ) :
Each test statistic is compared to its null distribution obtained by permuting the sample labels, and the null hypothesis is rejected if the test statistic is relatively large. All new test statistics try to aggregate the departures of the numbers of within-sample edges from their expectations in either direction so as to extract the information that is missed by only looking at the between-sample edges.
Power Comparison.
In this section, we compare the power of the new tests to the existing ones under different scenarios: low/moderate/high dimension, balanced/unbalanced sample size. Tables 1 -6 show the number of trials (out of 100) that the null is rejected at 0.05 significance level. In the simulation, F X and F Y are both multivariate normal distributions or both multivariate log-normal distributions. F X has mean 0 and variance I d , and F Y has mean ∆ and variance σ 2 I d . The specific parameters ∆ and σ are chosen so that most tests have moderate power. In order to view the tables more easily, the one with the highest power is colored in red and those having extreme low power are colored in blue. We see that when the dimension is low (d = 2), all tests have similar powers. When the dimension is moderate (d = 10) to high (d = 100), among the new tests, T 5 − T 8 do equivalently poorly as T 0 in many scenarios, so they are not considered later. T 1 − T 4 perform pretty similarly in all scenarios. When the dimension is moderate (d = 10) to high (d = 100), the existing tests based on T 0 do poorly when only variance changes. When the dimension is high (d = 100), even if the mean changes, if the distribution is not symmetric (lognormal), the existing tests have low power. In all those scenarios that the existing tests do poorly, the new tests T 1 − T 4 are doing very well. However, when only the mean changes and the distribution is Gaussian, T 1 − T 4 have low power when the dimension is high (d = 100). In contrast, the new test T 9 is doing well in all scenarios. Although T 9 does not have the best power in many scenarios, it is only off by a little compared to the best one.
To understand the tests better, Figure 2 plots the null hypothesis rejection regions for T 0 − T 4 and T 9 . The horizontal and vertical axes are centered R 1 and centered R 2 , respectively. For statistics T 2 and T 4 , we assume that m > n (so σ 2 > σ 1 ). For T 9 , we have this orientation because R 1 and R 2 are negatively correlated under null.
T0
T1 T2 T3 T4 T9   Fig 2. Comparison of the null hypothesis rejection regions. The horizontal and vertical axises are centered R1 and centered R2, respectively. The plots are for illustration purpose only, so there is no correspondence to any specific scenario.
Since it is not possible that both R 1 and R 2 are smaller than their expected values, the region in the third quadrant is out of consideration. When the dimension is low, for moderate sample size, if the null hypothesis is not true, both R 1 and R 2 are larger than their expected values, so only the first quadrant has positive density. Therefore, with the same type I error, the acceptance regions are very similar for all these tests and they have similar power (confirmed by Tables 1, 2). As the dimension grows, it is possible that either R 1 or R 2 is smaller than its expected value under some alternative, e.g., the two distributions differ in dispersion, under which the second or the fourth quadrants come into the play. Whether the second or the fourth quadrant is relevant depends on the relative sample sizes of the two samples. Since we impose the same type-I error for all the tests, the acceptance region in the first quadrant is the smallest for T 0 . When there is only mean change and no dispersion change, the alternative falls into the first quadrant, so T 0 has the highest power, T 1 − T 4 have low power, while the power of T 9 is reasonably high because of its orientation -its acceptance region in the first quadrant is very similar to that of T 0 . When there is also dispersion change and the alternative becomes to located in the second/fourth quadrant, T 0 has very low power, while the other tests have similar powers. This also explains that when the mean change increases, the power for all these tests increases, while when the dispersion change increases, the power of T 0 can still be very low.
To achieve a good power in general, when the dimension is moderate to high, we recommend to use test statistic T 9 .
5. Asymptotic Distribution of T 9 . In this section, we show that T 9 follows χ 2 2 distribution, i.e,. exponential(1/2), asymptotically. We first define some more notation. For any e ∈ G, let G i = the subgraph of G that connect to node i, G i,2 = the subgraph of G that connect to any node in G i , A e = {e} ∪ {e ∈ G : e and e share a node}, B e = A e ∪ {e ∈ G : ∃ e ∈ A e , such that e and e share a node }.
A e is a set containing edge e and any other edges connected with e, and B e is a set containing all edges in A e and edges that are connected with an edge in A e . The following theorem states the asymptotic property of T 9 .
where R 1 and R 2 are defined in (3.1), µ 1 and µ 2 are given in Lemma 3.1, and Σ is given in (3.2).
The proof of Theorem 5.1 relies on Stein's method. Consider sums of the form W = i∈J ξ i , where J is an index set and ξ are random variables with Eξ i = 0, and E(W 2 ) = 1. The following assumption restricts the dependence between {ξ i : i ∈ J }.
Assumption 5.1. [Chen and Shao, 2005, p. 17 
We will use the following existing theorem in proving theorem 5.1.
Theorem 5.2. [Chen and Shao, 2005, Theorem 3 .4] Under Assumption 5.1, we have sup
where Lip(1) = {h : R → R}, Z has N (0, 1) distribution and Proof for Theorem 5.1. To prove Theorem 5.1, we take one step back to study the statistics under the bootstrap null, which is defined as follows: for each observation, we assign it to be from group X with probability n/N . Let n X be the number of observations that are assigned to be from group X. If we condition on n X = n, then the bootstrap null distribution becomes the permutation null distribution. We use P B , E B , Var B to denote the probability, expectation, and variance under the bootstrap null distribution, respectively.
Given that g i 's are independent under the bootstrap null distribution, we have
Under the conditions in Theorem 5.1, as N → ∞, we have the following results:
From (1) 
given (2), we have (W 1 , W 2 ) follows bivariate Gaussian distributed under the permutation null asymptotically. Together with (3), we have the conclusion in Theorem 5.1. In the following, we prove the results (1)-(3). To prove (1), by Cramér-Wold device, we only need to show that W = a 1 W B 1 + a 2 W B 2 + a 3 W B 3 is Gaussian distributed for any combination of a 1 , a 2 , a 3 such that Var B (W ) > 0.
Let
Let a = max(|a 1 |, |a 2 |, |a 3 |), σ m = min(σ B 1 , σ B 2 , N r n (1 − r n )), then σ ∼ O(N 1/2 ), and |ξ e | ≤ 2a/σ, |ξ i | ≤ a/σ. Let J = {e ∈ G} ∪ {1, . . . , N }.
For e = (e − , e + ) ∈ J , let K e = A e ∪ {e − , e + },
Then K e and L e satisfy Assumption 5.1.
For i ∈ {1, . . . , N }, let
Then K i and L i satisfy Assumption 5.1. (|G i | + 1)(|G i,2 | + 1) .
Notice that for e = (i, j), we have G i , G j ⊆ A e , G i,2 , G j,2 ⊆ B e . For each node i, we can randomly pick an edge that connects i, and we have (|G i | + 1)(|G i,2 | + 1) ≤ (|A e | + 1)(|B e | + 1). Each node in the graph can be picked twice in maximum since an edge connects two nodes. Therefore, Since |G|, i |G i | ∼ O(N ), lim N →∞ corr P (W 1 , W 2 ) is non-positive and bounded away from −1.
