Let L n be the length of a longest increasing subsequence in a random permutation of {1, ..., n}. It is known that the expected value of L n is asymptotically equal to 2 √ n as n gets large. This note derives upper bound on the probability that L n − 2 √ n exceeds certain quantities. In particular, we prove that L n − 2 √ n has order at most n 1/6 with high probability. Our main result is an isoperimetric upper bound of the probability that L n − 2 √ n exceed θn 1/6 , which suggests that the variance V [L n ] might be n 1/3 . We also find an explicit lower bound of the function
Introduction
We consider the length L n of the longest increasing subsequence in a random permutation of {1, 2, ..., n}. The expected value of L n is known to be bounded as
where o(1) → 0 as n → ∞, so that E[L n ]/2 √ n → 1. The lower bound in (1.1) was first proved by Logan and Shepp [9] . Later Vershick and Kerov [8] derived the upper bound as well as a polynomial form (n −1/6 ) in n for o(1). Pilpel [10] (see also Aldous and Diaconis [1] ) found a combinatorial proof of the upper bound. Our main interest is the variance V [L n ]. We know that
2)
The upper bound in (1.2) is due to Talagrand [12] (for previous related works, see Bollobás and Brightwell [2] , and Frieze [7] ). The lower bound was obtained independently by Bollobás and Janson [3] , and Pemantle (unpublished). Define, for c > 0,
Aldous and Diaconis [1] essentially 1 proved that β(c) is well-defined and positive. (See also [5] for further discussion.) Regarding the opposite direction of the probability in (1.3), Deuschel and Zeitouni [6] proved that there is γ(c) > 0 satisfying
We prove the following theorem in an attempt to better understand the behavior of upper bounds for V [L n ].
where φ(θ) := θ 27n 1/3 + 5 log n θ 1/2 n 1/3 θ 3/2 , and
We believe that the upper bound in (1.5) is quite tight. Also, for Pr (L n − 2 √ n ≤ −θn 1/6 ), an isoperimetric inequality similar to (or stronger than (1.5)) seems to be true (cf. (1.4) ). In this sense, we may at least conjecture the following:
Conjecture For some constants c, c > 0,
A stronger conjectures could be true, namely that the limit
exists and is finite. It is also reasonable to expect that the lower bound in (1.6) is (at least close to) the actual value of β(c).
Our terminology follows Schensted [11] throughout the note. We approach the proof of the theorem through a probabilistic equivalent to random permutations for points in the unit square as in [4] , [2] and [12] .
Proof of Theorem
Let (x 1 , y 1 ), · · · , (x n , y n ) be n random points chosen independently from the uniform distribution on the unit square [0, 1] 2 . A subsequence (x i 1 , y i 1 ), · · · , (x i k , y i k ) of the n points is increasing if
Denote by L * n the cardinality of a longest increasing subsequence. Then it is easily seen that the distribution of L * n is the same as the distribution of L n . In what follows, L n actually means L * n .
Because equality of finite random points in [0, 1] 2 occurs with probability 0, we assume that all x j and y j are distinct. Let π denote the permutation of {1, ..., n} for which
For each k ∈ {1, 2, ..., n} , let Λ k with L(Λ k ) columns denote the shape of the standard Young tableau generated by y π(1) , y π(2) , · · · , y π(k) . Then it is well-known (see [11] ) that
where X = D Y means that random variables X and Y have the same distribution. For a fixed shape λ k of order k, we know that
where h(λ k ) is the number of Young tableaux having shape λ k . The function h(λ k ) is known as the hook function. See e.g. [11] for how to compute this function. In particular,
Let λ k−1 be a shape of order k − 1. Then λ * k−1 denotes the shape of order k generated from λ k−1 by adding an extra box at the first row of an extra column: see Figure 1 . It is not hard to with k in the highest rightmost box
(For the definitions of P -symbols and Q-symbols, see [11] as well as [10] .) Moreover,
Remark. The Cauchy-Schwarz inequality along with (2.10) and (2.9) easily implies that
Pr (X k = 1 and
[10] and [1] ).
We will use the following lemma in the proof of the theorem.
Lemma 2.1 Suppose m ∈ {0, 1, ..., n} and α ≥ 0 satisfy
Proof. It is enough to show
Note that (2.7) gives
Also, the Cauchy-Schwarz inequality implies that
Furthermore, (2.8) and (2.10) give
and therefore
15)
It follows that (2.7), (2.13), (2.14) and (2.15) yield
so (2.12) holds.
2
Proof of Theorem. Lemma 2.1 implies that
for all α > 0 and m ∈ {0, 1, ..., n} that satisfy (2.11). For (1.5), let m = 0 , ε = ε θ := θn −1/3 ≤ 1/20 , and α := 2θ 1/2 n −1/6 = 2ε
we have 2 sinh(α/2) ≤ α + (1 + ε/18)α 3 /24 .
Since α + (1 + ε/18)α 3 /24 ≤ 11ε 1/2 /5 ≤ 1/2 and
it follows that
Therefore, (2.16) and (2.17) give Pr (L n − 2 √ n ≥ θn 1/6 ) ≤ exp − αθn 1/6 + (1 + ε/18)α 3 √ n /12 + 5ε log n = exp − 2θ 3/2 + (2 + ε/9)θ 3/2 /3 + 5ε log n = exp − 4θ 3/2 3 + φ(θ) .
To prove (1.6), let 
