In the large-scale distributed simulation area, the topology of the overlay network cannot always rapidly adapt to frequently changing application traffic to reduce the overall traffic cost. In this paper, we propose a self-adapting routing strategy for frequently changing application traffic in content-based publish/subscribe system. The strategy firstly trains the traffic information and then uses this training information to predict the application traffic in the future. Finally, the strategy reconfigures the topology of the overlay network based on this predicting information to reduce the overall traffic cost. A predicting path is also introduced in this paper to reduce the reconfiguration numbers in the process of the reconfigurations. Compared to other strategies, the experimental results show that the strategy proposed in this paper could reduce the overall traffic cost of the publish/subscribe system in less reconfigurations.
Introduction
The publish/subscribe paradigm has been broadly applied in many application scenarios, such as wireless sensor networks, large-scale distributed simulation, information dissemination, network monitoring, enterprise application integration, and ubiquitous systems. In fact, many improvements will be achieved when the underlying infrastructure of the system incorporates the publish/subscribe paradigm which decouples consumers and producers in terms of space, time, and synchronization, provides anonymous communication mechanism [1] , and acts as a specialized mediator to provide scalability and adaptability. These improvements exactly meet the requirements of the modern systems design and implementation. Consequently, the publish/subscribe system, also called event-based system, has been recognized and researched both in academia and in industry recently.
A publish/subscribe system consists of a notification service, producers, and consumers. Producers issue advertisements to declare notifications they are willing to send and publish notifications. Consumers issue subscriptions to subscribe notifications they are interested in and react to the notifications. A notification is a reification of an event which is an arbitrary detectable state change in a publish/subscribe system. A subscription is a filter that is a Boolean-valued function that tests a notification and returns either true or false [2] . The notification service is responsible for conveying notifications and delivering every published notification to all consumers that have registered matching subscriptions. It forms an overlay network consisting of the brokers connected by links. From the perspective of expressiveness, the publish/subscribe system can be classified into five categories: channel-based, topic-based, type-based, content-based, and semantic-based. Among these categories, the content-based publish/subscribe paradigm is the most commonly applied scheme, so we focus on the content-based publish/subscribe system in this paper [3] [4] [5] [6] [7] .
In the large-scale distributed simulation and sensor networks area, the system designer models thousands of entities to simplify abstractions of reality. To enable these independent entities (in our actual application scenario, it contains plane, ship, weather, data collect, data review, and data analyze entities) to work together with other entities toward the same goal, interoperability is the most important technical driving requirement that a large-scale distributed simulation must meet. Among the current existing underlying communication mechanisms that have been applied in simulation, the publish/subscribe paradigm is the most appropriate one to address the requirement of the interoperability, so we use the publish/subscribe systems as our communication layer. In the process of the simulation, an entity may be a producer, a consumer, or both; a simulator may simulate one or many entities; a simulation node may contain one or multiple simulators; and the same simulation node may start different simulators in different simulation stages. Consequently, in the same simulation node, the type and the flow of the message, referred to as the application traffic in this paper, will be frequently changed during different stages of the simulation process, and this frequently changing application traffic will result in a problem that the topology of the publish/subscribe overlay network cannot rapidly adapt to it, which means that the overall traffic cost in the overlay network would not be reduced obviously through a series of reconfigurations by existing reconfiguration strategies. Especially, when a large number of simulators are deployed in a very limited simulation hardware environment or the simulation process must be speeded up, the problem will get even worse [8] [9] [10] [11] [12] [13] [14] [15] .
In this paper, we propose a self-adapting routing strategy of the publish/subscribe system. The strategy firstly trains the traffic information and then uses this training information to predict the application traffic in the future. Finally, the strategy reconfigures the topology based on this predicting information to reduce the overall traffic cost. This paper is organized as follows. Section 2 discusses related work on this topic. Section 3 describes and formalizes the problem. Section 4 presents the strategy we propose. Section 5 shows and discusses the experimental results. Section 6 presents our conclusion.
Related Work
Several approaches of self-adapting routing strategy in the publish/subscribe system to reduce the overall traffic cost have been researched in different ways in the past. We present and discuss these approaches as follows.
TERA is proposed in the literature [16] which is based on the following idea. Brokers that want to subscribe to a topic are required to join the corresponding topic overlay. When a notification is published, it is first routed to an access point broker, and then the broker diffuses this notification in the topic overlay associated with matched topic, in order to forward it to all the other subscribers. This strategy will reduce the overall traffic cost. Another similar work CAN proposed in the literature [17] , but there is only one single access point existing for each topic overlay in this strategy. Contrarily, to avoid traffic hot spots and single point of failures, TERA does not impose a single access on this architecture. However, these mentioned strategies are confined within the topic-based case, and they are not extendible to the more generalized content-based case.
There are several other overlay networks built on the P2P network, such as Pastry [18] and Chord [19] . The P2P network provides the publish/subscribe system with scalability, efficiency, and redundancy properties. However, the optimization problem to reduce the traffic cost is at the P2P network layers, and then the P2P network does not care for the notifications, the subscriptions, and the advertisements. Consequently, this problem will be resolved in the P2P network.
A publish/subscribe overlay decision problem (PSODP) is defined from Jaeger et al.¡?ehlt?¿ in the literature [20] , and a self-organizing algorithm of broker overlay infrastructure to solve this problem has been presented. The main idea of their algorithm is to reduce the distance between brokers that consume a lot of identical notifications, while respecting communication and processing costs. The process of the algorithm consists of evaluation phase, consensus phase, and reconfiguration phase. It assigns to each node a cache that stores recorded information about the notification consumed by the broker, and then the evaluation and consensus of the reconfiguration are based on these recorded information. This algorithm only considers the forwarding message in the past. Once the application traffic changes frequently, the topology of the publish/subscribe overlay network cannot rapidly adapt to this application traffic in advance.
Another work from Migliavacca and Cugola in [21] , an optimal content-based routing (OCBR), is defined, and a distributed algorithm to reduce the overall routing cost was proposed. The main idea of this algorithm is to create a direct link between the two neighbors that have the highest forwarded traffic and then disconnect itself from one of them to preserve the global number of links. The feature of this algorithm is that the improvement to the local routing cost it measures using the rules equals the improvement in the global routing cost, which will guarantee that the local improvement could be beneficial for the global overhead. However, a large number of reconfigurations will be executed by using this algorithm. It will result in using a large number of transaction operations such as locking operations, and finally it will have an influence on the performance of the system. Similarly, from another work from Nitto Di et al. in [22] based on the approach in the literature [21] , the algorithm in this paper additionally considers the relationship between traffic and subscriptions to achieve the same goal of the OCBR and introduces a locking mechanism to prevent the conflicts among concurrent reconfigurations. This approach could reduce some unnecessary reconfigurations, but it also would not address the requirement of rapidly adapting the frequently changing application traffic.
Consequently, the strategy in this paper considers the forwarding message both in the past and in the future, and a predicting path is introduced in this paper to reduce the reconfiguration numbers. This will address the requirement of rapidly adapting the frequently changing application traffic to reduce the overall cost.
Problem Statement
The strategies, mentioned in the previous section, only consider the notification cost. The strategy proposed in this paper additionally considers both advertisements and subscriptions cost during forwarding and processing in the system, Mathematical Problems in Engineering 3 assuming that the system uses the subscription-based routing algorithm with advertisements.
Based on the above consideration, the problem we discuss in this paper can be defined as follows. In the condition of frequently changing application traffic and considering the traffic cost of notifications, subscriptions, and advertisements, to minimize the overall traffic cost by adapting the topology of the overlay network in publish/subscribe system. We call it publish/subscribe overlay optimization for frequently changing application traffic (PSOO-FCAT) problem.
In the following, we formalize the PSOO-FCAT problem. In this paper, we consider the content-based publish/subscribe system, consisting of several application components and a notification service. In the notification service, an overlay network consists of brokers connected by links, which is described by an acyclic graph = ( , ), where denotes a set of brokers and denotes a set of links. The notification forwarding algorithm actually creates a separate spanning tree ST in the overlay network for every notification according to the subscription routing table (SRT); the advertisement forwarding algorithm creates a spanning tree AST in for every advertisement according to the advertisement routing table (ART); the subscription forwarding algorithm creates a spanning tree SST in for every subscription according to the SRT and the ART. In the publish/subscribe system, the main cost is generated from the process that a message, such as the notification, is sent through a link arising a cost message (edge) and processed by the broker arising a cost message (vertex). So we consider both costs for every notification, advertisement, and subscription during the system functioning. Actually, we only need to regard the vertexes and the edges in the spanning tree as the cost function argument, for the reason that the message will be distributed along the whole spanning tree. is a set of the notification that needs to be distributed by the producers; is a set of the advertisements that needs to be distributed by the producers; is a set of the subscriptions that needs to be distributed by the consumers. All the cost functions are shown as follows:
The overall cost for distributing all notifications, advertisements, and subscriptions in publish/subscribe system is given by cost ( , , , AST, SST, )
With the above concept, we can formally define the PSOO-FCAT problem.
Definition 1 (PSOO-FCAT problem). Define a stage: an overlay network = ( , ); a notification set with the notification forwarding algorithm, an advertisement set with the advertisement forwarding algorithm, and a subscription set with the subscription forwarding algorithm; an advertisement routing table (AST) set and a subscription routing table (SRT) set; cost message (edge) function and cost message (vertex) function.
Given a stage set.
For each stage lasting a time period Δt in stage set,

Find the spanning tree for every notification, advertisement, and subscription on G, minimize the cost (N, A, S, AST, SST, G).
End for
Note that the spanning tree finding process will be finished in a time period, which is another difference from the current work problem definition.
Obviously, the PSOO-FCAT problem cannot be solved in polynomial time. We can easily prove the fact that the PSOO-FCAT problem could be coincided with the PSODP [20] using the restriction that only considering the notification cost, in the formula (3), cost ( , AST, ) = 0 and cost ( , AST, SST, ) = 0. The PSODP has been proven that the problem is not solvable in polynomial time [20] . Consequently, the PSOO-FCAT problem is also not solvable in polynomial time.
Self-Adapting Routing Strategy
In this section, we present our self-adapting routing strategy of the publish/subscribe system. For convenience, we call the notification, the subscription, and advertisement as message in the following parts.
We want to show a fact before we introduce our idea. If we have the information below, we could predict traffic accurately. (1) We only consider the notification, (2) if an advertisement contains the type of message that a client will send, the number of the message that a client will send, and the client message sending rate.
If a publish/subscribe system has these information, we will know the overlay network behavior; it means we know how the notifications are changed in the future. So we can change the overlay network structure in advance.
The basic idea is based on the above fact; however in practice the advertisement only contains the type of message that a client will send, which can provide some prediction information. In addition, we believe that there must be an association between the messages in the past and the messages in the future, so we introduce similarity rate concept.
Next, we introduce our approach; the basic target of the self-adapting routing strategy is to reduce the distance between the brokers that will forward a lot of the identical messages in the future, in which the identical messages mean that these messages all match the same filter. To figure out the message that satisfies above conditions, the broker has to train the forwarding times for each message, and it will make a prediction based on the assumption that the messages will have the similar forwarding times if the structures of these messages are similar. In addition, we only predict notifications according to advertisements in this paper, for the reason that the system does not know what and where advertisements and subscriptions will be distributed by the producers or the consumers. Finally, we could evaluate the traffic cost to guide the adaptation of the network based on this information.
As a result of the prediction, a predicting path, signifying an evaluation to the traffic condition of the local environment, was introduced in this paper. The broker finds out the message with the highest traffic cost and notifies the neighbor of this broker to execute the same process, and this process will be extended to its local environment. If the messages that were found by each broker in this series of processes are identical, these brokers form a predicting path. The reconfiguration is based on the predicting path generated and it could reduce the reconfiguration numbers effectively, because the predicting path could be regarded as a whole unit during the reconfiguration phase and it could be reused in the reconfiguration phase.
The strategy we presented in this paper is composed of three phases: prediction phase, evaluation phase, and reconfiguration phase. The training process is executed by the broker during the three phases. In the prediction phase, the broker predicts the traffic cost periodically and then generates the predicting path. The definition and the process of the predicting path generation will be discussed in Section 4.1. If the predicting path is created in this phase, the predicting path starts the evaluation phase and it is important to note that the overlay network is not actually reconfigured in this phase. In the evaluation phase, the predicting path constructs a reconfiguration according to the reconfiguration model between the two neighbors whose messages that have highest traffic cost is identical to this predicting path, and the system will determine whether this reconfiguration will be beneficial for the overall cost of the overlay network. If the reconfiguration is sensible to be executed in the system, the reconfiguration phase will start. In the reconfiguration phase, the actual reconfiguration constructed by previous phase is executed by the system. In the following, we explain the predicting path, reconfiguration model, prediction phase, evaluation phase, and reconfiguration phase in detail.
Predicting Path
Definition 2 (predicting path). A predicting path is a path graph = ( , ) in the overlay network = ( , ), and it is a sequence of links that connect a sequence of brokers . The messages, called predicting message, which have the highest traffic cost in the predicting path and match a certain subscription (filter) are forwarded from the first broker to the last broker.
The predicting path is a finite path, which always has at least a first broker and a last broker, and it is also a simple path, which does not have the repeated brokers. Figure 1 shows a predicting path. 1 , 2 , 3 , 4 , 5 , and 6 comprise the overlay network. 1 , 2 , 4 , and 5 comprise the predicting path. The message has the highest traffic cost in this predicting path and it forwards from 1 to 5 .
To generate a predicting path, we must define the traffic cost at first. The traffic cost can be divided into two parts. The first part represents the training information, using the recording cost formula (4) to calculate. The other is the predicting information, using formula (6) to calculate. Consequently, the traffic cost (7) is the sum of the training cost and the predicting cost. In the following, we show these definitions.
Definition 3 (training cost). Training cost is a total processing cost of the specified filter that is recorded by each broker in counter table
where denotes filter, denotes direct, and ct denotes count (4) is an instance of formula (3) with the restriction that only considers the processing cost.
Before giving the predicting cost definition, we define similarity rate at first.
Definition 4 (similarity rate). Similarity rate is a degree of the similarity between the specified filters similarity rate (⟨ , ⟩ , ⟨ , ⟩)
where denotes filter and denotes direct. In the formula, the pair function returns the attribute pair set of the filters. The equal function returns true if the attribute pairs are equivalent. The count function returns the number of the attribute pairs. We believe that the structure of the filter has little influence on its forwarding times, so in this paper we only consider the identical attribute pair between the filters.
Definition 5 (predicting cost). Predicting cost is a processing cost of the filter that has the similar forwarding times:
where denotes filter, denotes direct, and ct denotes count table. The first few steps are to figure out the ⟨filter, direct⟩ that has the maximum similarity rate. In the formula, ⟨filter , direct⟩ has the maximum similarity rate relative to ⟨filter , direct⟩.
Definition 6 (traffic cost). Traffic cost is the sum of the recording cost and the predicting cost:
where denotes filter, denotes direct, and ct denotes count table. The broker finds out the message that has the highest traffic cost using this formula and notifies the neighbor of this broker to execute the same process, and this process will be extended to its local environment. Actually, the process of the predicting path generation is the process of the prediction. In the following, we introduce the reconfiguration model. The predicting path constructs a reconfiguration according to this reconfiguration model in the evaluation phase.
Reconfiguration Model
Definition 7 (reconfiguration model). Reconfiguration model ⟨reconfiguration unit a , predicting path, reconfiguration unit b ⟩ is that the system removes the link between the reconfiguration unit a and predicting path and inserts the link between the reconfiguration unit a and reconfiguration unit b , while the reconfiguration unit a and reconfiguration unit b are not null. If one of them or both of them are null, the reconfiguration model regards the first broker (the last broker) of the predicting path as the reconfiguration unit a (reconfiguration unit b ).
In the definition, the reconfiguration unit is the neighbor of the predicting path, and the reconfiguration unit a and the reconfiguration unit b are not the same neighbor. The reconfiguration unit could be the broker or the predicting path. We give some examples of the reconfiguration model. 
Prediction Phase.
The main goal of this phase is to generate the predicting path. We show the algorithm of the predicting path generation in Algorithm 1. The broker executed this algorithm periodically. In the process of description of our algorithm, we assume that messages cannot be lost.
In predicting path generation sponsor process, the broker figures out the traffic cost for each notification, subscription, and advertisement (line1∼line6) using formula (7); the cal traffic cost function returns a message structure containing 
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the message content and the traffic cost value; result n is structure list that records the traffic cost results. The broker finds the predicting message (line7∼line8) based on above results. It firstly gets these result lists and then selects the message that has the highest traffic cost using the max traffic cost function that returns the message structure.
If the broker has received the notified message and the predicting message is identical with the notified message (the notified message needs to satisfy the time stamp; this ensures the availability of the notified message), the broker should add its own to the received predicting path list, or else the broker should create a new list containing its own (line9∼line12).
The broker uses the neighbor function to get the next broker it should notify. This process depends on the direction of the predicting message. Then the broker will send it, the predicting message and its traffic cost to the next broker (line13∼line14).
In predicting path generation listener process, if the broker received a notified predicting message, it should store it to wait for generating the predicting path.
In real scenarios, when the topology of the overlay network grows, the predicting path generation process requires an exhaustive approach to notify the neighbor broker.
Once the predicting path is generated, the path list containing the predicting path will be sent to master broker. The master broker, which has the lowest traffic cost among the predicting path, is elected by the predicting path. Thus the master broker stores the path list. Finally, the predicting path will enter the evaluation phase. The master broker creation process and negotiation message are not discussed here.
We give a simple example to understand this algorithm. In Figure 1 , an overlay network contains broker 1 , 2 , 3 , 4 , 5 and 6 . Assuming that the broker 1 , 2 , 4 , 5 have the same predicting message, the order of finding predicting message is 2 , 5 , 1 , 4 , the order of traffic cost of predicting message from low to high is 2 , 1 , 5 , 4 . The predicting message direction is 1 to 2 , 2 to 4 , 4 to 5 . According to our algorithm, 2 will first notify 4 , the master broker is 2 ; 5 do nothing, the master broker is 2 ; 1 will notify 2 , the master broker is 2 , 4 will notify 5 , the master broker is 2 . In the end, the predicting path is 1 , 2 , 4 , 5 that is mastered by 2 .
Evaluation Phase.
In this phase, there are two steps: (1) Several reconfigurations will be constructed based on the predicting path according to the reconfiguration model. (2) The reconfigurations will be evaluated to determine whether they will be beneficial for the overall cost.
The single broker and predicting path are both regard as reconfiguration unit in this phase, so the interaction is between the reconfiguration units. The reconfiguration construction process is similar with the predicting path generation process, the difference is the former need not to calculate out the predicting path.
As shown in Algorithm 2, in reconfiguration construction sponsor process, the master broker figure out the directions of the predicting message . The predicting message is reserved from the predicting phase. In reconfiguration construction sponsor process, the broker listens to whether the other broker has to request the reconfiguration construction. If the notified predicting message equaled with its own predicting message , the broker should rely to the notified master broker that it satisfies the condition of the reconfiguration.
However, this reconfiguration is generated from local environment, so this reconfiguration may lead to an overall traffic cost increase. To prevent it, the reconfiguration generated must be evaluated to determine whether the reconfiguration will be beneficial for the overall cost of the overlay network. The master broker will ask every broker in the predicting path to evaluate their own traffic cost using formula (7) assuming that the reconfiguration has executed, and these brokers will send the evaluation result to the master broker after evaluation. In the end, the master broker will make a decision whether the reconfiguration is executed. After these processes, if the reconfiguration is sensible to execute, the reconfiguration starts the reconfiguration phase. Figures 2(a) , 2(b), and 2(c) are several cases of the reconfiguration.
Reconfiguration Phase.
In the reconfiguration phase, the actual reconfiguration constructed by previous phase will be executed by the system. There might be some reconfigurations stored in the same one master broker, so the master broker uses a reconfiguration list to store the reconfigurations and the reconfiguration that has the greatest benefits will be in the front of the list. The master broker will pick the reconfiguration from the front side of the list to execute.
Since the same broker may be involved in different reconfigurations, the system has to apply a locking strategy to avoid reconfiguration conflicts before the reconfiguration is executed.
(i) At the beginning of the reconfiguration, the master broker sends locking instructions to the brokers involved in this reconfiguration.
(ii) If the broker has received the locking instruction, the broker will switch to the locking state and will send a confirmation instruction back to the master broker.
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(iii) If the master has received the confirmation instructions from all the brokers involved in the reconfiguration, the master will send reconfiguration instructions to these brokers.
(iv) If these brokers have received the reconfiguration instructions, they will reconfigure the topology of the overlay network according to the reconfiguration instruction. When the broker has finished reconfiguration, it will send the complete instruction to the master broker.
(v) If the master broker receives the complete instructions from all the brokers involved in the reconfiguration and it will send the unlocking instructions to these brokers and these brokers switch to the normal state.
We should note that the brokers involved in the reconfiguration do not mean all brokers in the reconfiguration, and it means that the brokers should insert or remove the link from another broker.
Experiments
In this section, we simulate the experiments on ProtoPeer [3] . The ProtoPeer is a prototyping toolkit that allows for switching between the event driven simulation and live network deployment without changing any of the application code [3] . The most outstanding feature of the ProtoPeer is that the experiment results recording process will be not influenced by the other running process, so this ensures that the results are relatively accurate. The experiments were performed in live deployment mode. To verify our idea, we only use simple routing here to implement our simulations.
We designed four simulation experiments to evaluate the performance of our strategy.
(1) To validate whether the strategy proposed in this paper has the ability to reduce the traffic cost of the overlay network.
(2) To validate whether the strategy proposed in this paper has the ability to reduce the traffic cost of the overlay network, in the condition that the application traffic changes frequently.
(3) To validate whether the strategy proposed in this paper has the ability to reduce the traffic cost of the overlay network, in the condition that the message relevancy is low.
(4) To validate whether the strategy proposed in this paper has less reconfiguration numbers, in the condition that the application traffic changes frequently.
We also have performed simulation: OCBR strategy in the literature [21] and OCBR-E strategy in the literature [22] where "E" is an acronym of extension in "OCBR-E", as we will compare the result performed by our strategy simulation to both OCBR and OCBR-E results. The cost function to calculate the experiments result is the average value among our cost function and OCBR cost function.
We designed the simulation experiments based on our actual application scenarios. We used Brite [23] to create the topology and generated an overlay network topology with 5000 nodes randomly and chose 1000 nodes randomly to deploy the broker on the topology. The other simulation parameters are as follows.
Subscriptions. The name/value pairs are the structure of our simulation data model; we randomly generated 1000 different types of subscription as S 1 and 200 different types of subscription as S 2 . Then we generated 400 different types of subscription as S 3 based on S 2 and 400 different types of subscription as S 4 based on S 3 , since we want to enhance the similarity rate among the elements of sample collection. The total number of the subscription types is 2000.
Notification and Advertisements. We generated 10000 different types of notifications based on the 1500 generated subscriptions and generated 8000 advertisement according to 8000 different types of notification.
Producers and Consumers. We deployed 200 producers, 200 consumers, and 50 pair of the ⟨producer, consumer⟩ that connected to brokers randomly. Each producer published 40 types of notification, and each consumer subscribed 8 types of notification.
Sending Frequency. A notification is sent every 2 simulation ticks by a producer.
Simulation Stage. We designed 10 different stages in which every producer publishes different notifications and consumer subscribes different notification in different stages. We divided the generated notifications into 10 different collections and divided the generated subscriptions into 10 different collections. As a result, 10 different stages for producer map to 10 different notification collections and 10 different stages for consumer map to 10 different subscription collections.
Cost
(edge) and Cost (edge) . The values of both cost functions were randomly chosen from 1 to 10.
Adaptivity.
In this simulation experiment, our goal is to validate whether the strategy proposed in this paper has the ability to reduce the traffic cost of the overlay network, so we only use one stage in this experiment. The simulation experiment was performed in 30000 ticks. The results were recorded by us at every 500 ticks. The average value was calculated as shown in Figure 3 , and the standard deviations are given in Table 1 .
In Figure 3 , the PSOO-FCAT cost is 50253 at tick 0. The PSOO-FCAT cost is not changed before tick 1500 and the change point is in period from tick 1500 to 2000, because the PSOO-FCAT was generating the predicting path. The PSOO-FCAT cost decreases sharply from tick 1500 to 2000, which indicates that the PSOO-FCAT started the actual reconfigurations. The PSOO-FCAT cost decreases steadily from tick 2000 to 8000, which indicates that the application traffic was gradually adapting the topology of the overlay network in this period. The PSOO-FCAT cost tends to be steady after tick 8000; it means that the application traffic has been basically adapted the topology of the overlay network. As a result, the strategy proposed in this paper has the ability to reduce the traffic cost of the overlay. Compared to other strategies, the OCBR and the OCBR-E have the same ability to reduce the traffic cost of the overlay network. After tick 6000, the PSOO-FCAT cost and the OCBR-E cost basically have the similar cost value, which indicates that during a long period, both PSOO-FCAT and the OCBR-E could reduce the traffic cost at the same level.
Adaptivity with Frequently Changing Application Traffic.
In this simulation experiment, our goal is to validate whether the strategy proposed in this paper has the ability to reduce the traffic cost of the overlay network, in the condition that the application traffic changes frequently. Different from the previous experiment, we limited a stage which is switched to the next stage in every 4000 ticks. The simulation experiment Figure 4 : The result of adaptivity with frequently changing application traffic.
was performed in 20000 ticks. The results were recorded by us in every 1000 ticks. The average value was calculated as shown in Figure 4 , and the standard deviations are given in Table 2 . In Figure 4 , the PSOO-FCAT cost is 51193 at tick 0. The PSOO-FCAT cost is not changed before tick 2000, because the PSOO-FCAT was generating the predicting path. The PSOO-FCAT cost decreases from tick 2000 to 4000, which indicates that the PSOO-FCAT started the actual reconfigurations and the application traffic was gradually adapting the topology of the overlay network in this period. The PSOO-FCAT cost increases sharply from tick 4000 to 5000, because the stage was switched to the next stage in tick 4000. In the next stage period, the change of the PSOO-FCAT cost is similar with the previous stage period. Compared to other strategies, the OCBR cost and the OCBR-E cost that have been reduced are not more obvious than the PSOO-FCAT cost, because the PSOO-FCAT could predict the application traffic to reduce the traffic cost. In the next stage period, the change of the OCBR cost and the OCBR-E cost is similar with the previous stage period. The experiment results show that our strategy has the ability to reduce the traffic cost of the overlay network, in the condition that the application traffic changes frequently, and the efficiency was obvious. 
Adaptivity with Low Message
Relevancy. In this simulation experiment, our goal is to validate whether the strategy proposed in this paper has the ability to reduce the traffic cost of the overlay network, in the condition that the message relevancy is low. Different from the previous experiment, subscriptions simulation parameter is changed. The new subscriptions are generated as follows. We randomly generated 1600 different types of subscription as S 1 and 200 different types of subscription as S 2 . Then we generated 200 different types of subscription as S 3 based on S 2 . The total number of the subscription types is 2000. The notification generation rule was not changed. Consequently, the message relevancy is becoming low. The simulation experiment was performed in 20000 ticks. The results were recorded by us in every 1000 ticks. The average value was calculated as shown in Figure 5 , and the standard deviations are given in Table 3 . In Figure 5 , the PSOO-FCAT cost is 50534 at tick 0. The PSOO-FCAT cost is not changed before tick 2000, because the PSOO-FCAT was generating the predicting path. The PSOO-FCAT cost decreases from tick 2000 to 4000, which indicates that the PSOO-FCAT started the actual reconfigurations and the application traffic was gradually adapting the topology of the overlay network in this period, but the change is not obvious compared with the previous experiment, because the message relevancy is lower than the previous experiment; thus the similarity rate is becoming low. The PSOO-FCAT cost increases sharply from tick 4000 to 5000, because the stage was switched to the next stage in tick 4000. In the next stage period, the change of the PSOO-FCAT cost is similar with the previous stage period. Compared to other strategies, the OCBR cost and the OCBR-E cost that have been reduced are not more obvious than the PSOO-FCAT cost, because the PSOO-FCAT could predict the application traffic not only depending on message relevancy but the advertisement. In the next stage period, the change of the OCBR cost and the OCBR-E cost is similar with the previous stage period. The experiment results show that our 133, 0.943, 1.082, 1.179, 1.002, 1.178, 1.119, 0 strategy has the ability to reduce the traffic cost of the overlay network, in the condition that the message relevancy is low.
Reconfiguration Numbers.
In this simulation experiment, our goal is to validate whether the strategy proposed in this paper has less reconfiguration numbers, in the condition that the application traffic changes frequently. We selected 50 ticks to use as the time period Δ training the traffic information in OCBR strategy, OCBR-E strategy, and our strategy. We recorded that the reconfiguration numbers that the traffic costs decreased at the same point. The other simulation parameters are same to the simulation experiment in Section 5.2. In Figure 6 , the PSOO-FCAT reconfiguration numbers are 0. The PSOO-FCAT reconfiguration numbers still remain 0 at tick 1000, because the PSOO-FCAT was generating the predicting path and it did not actually reconfigure the topology of the overlay network. The PSOO-FCAT reconfiguration numbers increase after tick 1000, which indicates that the PSOO-FCAT started the actual reconfigurations. Compared to other strategies, we can see that our strategy could reduce the traffic cost in less reconfiguration numbers. Meanwhile, in the same experiment condition, the previous simulation experiment shows that our strategy has the ability to reduce the traffic cost of the overlay network. So the strategy proposed in this paper has less reconfiguration numbers, in the condition that the application traffic changes frequently.
Conclusion
In this paper, we propose a self-adapting routing strategy for frequently changing application traffic in content-based publish/subscribe system. The strategy firstly trains the traffic information and then uses this training information to predict the application traffic in the future. Finally, the strategy reconfigures the topology of the overlay network based on this predicting information to reduce the overall traffic cost. A predicting path is also introduced in this paper to reduce the reconfiguration numbers in the process of the reconfigurations. The experimental results show that the strategy could reduce the overall traffic cost of the publish/subscribe system in less reconfigurations. In the future work, we will implement our strategy in our prototype system.
