In this paper, we deal with the inner boundary of random walk range, that is, the set of those points of a random walk range which have neighbors outside the range and consider the question; how many times does a simple random walk revisit the most frequently visited site among the inner boundary points of n steps? It is known that the number of the times of revisiting of most frequently visited site in the entire random walk range of n steps in Z 2 is asymptotic to π −1 (log n) 2 . We prove that the corresponding number for the inner boundary is asymptotic to β d log n, where β d is a certain constant having a simple probabilistic expression. Analogue for higher dimensions and some related results are obtained.
Introduction
Let {S k } ∞ k=1 be a simple random walk on the d-dimensional square lattice, the sigma field F (n) be σ(S k : k ≤ n) and F (T ) be the sigma field σ(S k : k ≤ T ) for any stopping time T . Let P a denote the probability for a simple random walk started at a: we simply write P for P 0 . Let R n be the cardinality of the range of the walk in n steps, namely R n is the number of points visited at least once in the first n steps. Many results of the asymptotic behavior of R n as n → ∞ have been obtained by various authors. About fifty years ago, Erdős and Taylor [3] posed a problem concerning simple random walk in Z d : how many times does the walk revisit the most frequently visited site in the first n steps? Let K d (n; x) denote the number of visits of simple random walk to x by the time n, that is, K d (n; x) = represents the number of times of revisiting of the walk to most frequently visited site in the entire random walk range of n steps. Erdős and Taylor [3] show that for d ≥ 3 a.s. Forty years later, this conjecture was positively proved by Dembo [2] . In [2] it is shown how many frequent points there are: for any 0 < a < 1 lim n→∞ log Θ 0,n log n = 1 − a a.s.,
where Θ 0,n = ♯{x ∈ Z 2 :
K 2 (n;x) (log n) 2 ≥ a π }, and ♯A denotes the cardinality of A.
Framework and Main Results
We call a random walk {S n } in the square lattice Z d simple if P (S 1 = b j ) = 1/2d where b j , j ∈ {±1, . . . . ± d} are neighbors of the origin. We consider simple random walk in Z d for d ≥ 2. We use letters z, a, a i for i ≥ 0 to denote points of Z d . A neighbor of a is a point z that satisfies dist(a, z) = 1. Let N (a) denote the set of all neighbors of a:
N (a) = {z : dist(a, z) = 1}.
So we write {a 0 , a 1 , ..., a l } ⊃ N (a) if every neighbor of a is in {a 0 , a 1 , ..., a l }, and {a 0 , a 1 , ..., a l } ⊃ N (a) otherwise. We sometimes write the set {a 0 , a 1 , .., a n } as {a i } n i=0 . The inner boundary of random walk range {S m } n m=0 is denoted by H n , that is
Also, let L n be the cardinality of the inner boundary H n :
Denote by K d (n; x) the number of visits to x by the simple random walk in the first n steps, and we set
where
for any b ∈ N (0).
Now we let the inner boundary of random walk range be the subset of random walk range which has a neighbor outside the range. On the other hands, in this paper we extend the results as entire random walk range to the results as the inner boundary of random walk range. That is, we consider as follows: How many times does the walk revisit the most frequently visited site in inner boundary of the n steps? In particular, we find this order on two dimensionnal square lattice is log n. This order is different from the order of the times of revisited of most frequently visited site in entire random walk range.
The present author obtained some asymptotic results of the inner boundary points of random walk range. Let L n be the number of the inner boundary points in the n steps. In [1] , it was noticed that the entropy of random walk is essentially governed by the size of the boundary of the trace. Let {S ′ m } ∞ m=0 be the independent dual walk of {S m } ∞ m=0 , such that S ′ 0 = 0 and T a = inf{m ≥ 1 : S m = a}. In [7] it was shown that for any random walk for
Moreover, it was shown that for simple random walk in Z 2 and p ≥ 1,
while the number of visited sites in the entire random walk range of n steps in Z 2 is asymptotic to πn log n . In this paper, we find further difference between the asymptotic of the number of the inner boundary points of recurrent random walk and the visited site in the entire random walk range.
Proofs

Proof of Theorem 2.1
First we give the proof for the case d = 2. We use the letters C or c to denote constants that may vary from place to place while C i , i = 1, 2, .. denote certain specific constants.
where T 0,x = min(T 0 , T x ).
Proof. It holds that
(cf., [3] , (2.4)). This result gives (1) by easy argument. Also, since the proof of Lemma 3.3.1 of [7] is the similar to [3] , (2.4), we get (2). Lemma 3.2. There exists C 3 < ∞ such that for all n < ∞, x ∈ Z 2 with 0 < |x| < ne
Also, it holds that for b ∈ N (0)
Proof. The proof is given only for the first statement, that for the second one being the same. Let
Decomposing Ω by means of the last leaving time of two point set {0, x} in the first ⌈ e n 2 n ⌉ steps, we get
where ⌈a⌉ denotes the smallest integer ≥ a, and by writing c, c
By the local central limit theorem (cf. e.g., [5] , Theorem 1.2.1), it holds that there exists c < ∞ such that for any k < ∞,
) for any positive integer a, by (4) we obtain that
Thus the inequality of the lemma is obtained.
Proof of Theorem 2.1 for the case d = 2. We first prove the upper bound. Let T 0 x = inf{j ≥ 0 :
Noting that H n is not monotone in n, nor is M 2 (n), We defineM 2 (n) to be monotone bỹ
Hence we get
Using the Borel-Cantelli lemma we see that the events
happen only finitely often with probability one. Note that if
Since ǫ > 0 is arbitrary, this implies the desired upper bound.
Next we prove the lower bound. Fix b ∈ N (0), pick β < β 2 , and let
Since M 2 (n) does not have the monotonicity, we define the number Q n by
and event A l,n by
Then, we can write Q n as
by taking conditional expectation with respect to F (T
) of the events occurring after
, we can write P (A l,n ) as
Since on the event {T
Then we get
).
Therefore, by taking conditional expectation with respect to F (l), we get
Also by (7) and (8) we estimate P (A l,n ) from below as follows:
Since by (1) and (2) it holds that for any l ∈ I n and all sufficiently large n
where h = − log(α 2 −δ) log(α 2 −ǫ)
Hence we deduce from (6) that
By Chebyshev's inequality it holds that for any c > 0
We prove later there exists
in Lemma 3.3. Taking this inequality for granted, setting c = in (14), and using (13) as well as the Borel-Cantelli lemma we infer that
So if we setQ
then it holds that with probability one for all sufficiently large n such that
Hence, with probability one
On the other hand, for each n, pick k such that ⌈e (k−1) 2 ⌉ ≤ n < ⌈e k 2 ⌉, and note that
Since β < β 2 is arbitrary, we get the desired lower bound.
Next we prove the promised inequality (15).
Lemma 3.3. It holds that in Z 2 there exist C < ∞ such that for any n V ar(Q n ) ≤ C log n n 2 .
Proof. Note that
and, on splitting the interval I n at l and v ≥ l, break the product set I n × I n into three parts I n,j , j = 1, 2, 3 defined by
n 10 ⌉},
Then it follows that
The first term of (16) is bounded by C e hn 2 −2n n 4 × n 2 . Also, the second term of (16) is estimated as follows:
To estimate the third term of (16), we denote the event 0 < |S v − S l | < ne
by D l,v,n , and
Since it holds that
, the third term of (16) is bounded by
We take conditional expectation first with respect to F (l) and then with respect to F (T
) as in the derivation of (9), and apply (1) and (2) for making computation as in the estimation (11) to see that there exists C 6 < ∞ for all sufficiently large n < ∞ such that ⌈ e (n−1) 2 n 10 ⌉−k⌈β 2 n 2 ⌉ ≥ e (n−1) 2 n 11 and l, v ∈ I n ,
On the other hand, Noting that by (3) on D l,v,n for all sufficiently large n < ∞ such that
and l, v ∈ I n ,
We take conditional expectation first with respect to F (l) and then with respect to F (T ⌈βn 2 ⌉+1 0 ) as in the derivation of (9), and apply (1) and (2) for making computation as in the estimation (11) to see that there exists C 7 < ∞ such that for all l, v ∈ I n ,
e 2(h−1)n 2 log n n 10 + o( e 2(h−1)n 2 log n n 10 ).
Also, by large deviation result (cf, e.g., [6] , (11) and (12)), there exist C 8 < ∞, c > 0 for any
So by strong Markov property we estimate E[1Ã
] for any j ∈ I n,3 from below as follows:
So by (12), (20) and (19) we estimate the third formula from below as follows:
e 2(h−1)n 2 log n n 10 + o( e 2(h−1)n 2 log n n 10 )
e 2(h−1)n 2 log n n 10
≤C( e hn 2 −2n n 4 ) 2 × log n n 2 . Therefore, we get the desired result.
Proof of Theorem 2.1 for the cases d ≥ 3. Finally, we claim that for d ≥ 3 we can give simpler proof than for d = 2. Note that it holds that by [4] for d ≥ 3
where N is arbitrary. Then, it is easy that it holds that for b ∈ N (0)
where N is arbitrary. So it holds that for b ∈ N (0)
2 ),
The proof of upper bound of Theorem 2.1 is given by the same as the argument for d = 2. To prove the lower bound of Theorem 2.1, we also pick δ >, h > 0. Until (16) is computed by the same argument for d = 2, the proof also holds, however the value of EQ n is different from for d = 2. By (21) we estimate P (A l,n ) from below as follows:
2 ) for l ∈ I n and EQ n = P (
). We can estimate the first formula of (16) and the second by the same as the argument for d = 2. We state the estimate the third formula of (16). Let
Since we estimate P (A ′ l,n ) for l, v ∈ I n from below as follows:
2 ) and
we get
Therefore, the value (14) is at most C n 2 which is sufficiently small value to use BorelCantelli lemma. Repeating the remained proof of Theorem 2.1, we get the proof for the cases d ≥ 3. ) and
). So if we estimate the third term of (16), we get
Therefore, we can only obtain the value
in (14) , and then we can't use the BorelCantelli lemma.
Proof of Theorem 2.2
Proof of Theorem 2.2. We only write the proof for the case d = 2, since the proof for the case d = 2 can be extended to the proof for the case d ≥ 3 by the same argument of Theorem 2.1.
First we prove the upper bound. Note that Θ n (δ) does not have the monotonicity for n. So we setΘ n (δ) = ♯{x ∈ the inner boundary of
where ⌊a⌋ denotes the largest integer ≤ a. Note that we can write as
Then, if we consider the path restarting by the time l by repeating the strong Markov property's argument in (5), we get for any b ∈ N (0), l ≤ n
and E[Θ n (δ)] = O(n 1−δ ). Also, by Chebyshev's inequality we get for any ǫ > 0
Using the Borel-Cantelli lemma we see that the events 1, 2 , ...) happen only finitely often with probability one. Now note that if for each n we
Next we prove the lower bound. Suppose ǫ > 0. Moreover, choose k < ∞, 0 < h < ǫ such that
. We set the number W n such that
and event C l,n by
Then, we can write W n as
We take conditional expectation first with respect to F (l) and then with respect to F (T ⌈β 2 δn 2 ⌉+1 0 ) as in the derivation of (9) and (10), and apply (1) and (2) for making computation as in the estimation (11) to see that there exist 0 < C 9 , C 10 < ∞ such that for n < ∞, l ∈ I n ,
. So we estimate EW n from below as follows:
Now by Chebyshev's inequality it holds that for any c > 0
By repeating the strong Markov property's argument of Lemma 3.3 we estimate V ar(W n ) from below as follows:
for some C < ∞. So we only write the outline of the proof. Recall that we divided the interval of v, I by
Then, we get
The first term of (26) is bounded by C e (1−δ(1+h))n 2 n 4 ×n 2 . Also, the second term of (26) is computed at
Recall that we denoted the event 0 < |S v − S l | < ne
by D l,v,n , and the event
byD l,v,n . To estimate the third term of (26), let Then, the third term of (26) can be bounded by If we divide the event from the time T ⌈β 2 δn 2 ⌉+1 0 and the time l as the estimate of (19) and (20), and compute the divided event by (1), (2) and (3), We take conditional expectation first with respect to F (l) and then with respect to F (T ⌈β 2 δn 2 ⌉+1 0 ) as in the derivation of (19) and (20), and apply (1), (2) and (3) to see that there exists C 11 < ∞ such that for n < ∞, l ∈ I n , P (C 4(n − 1) 6 (n + 1) 2 + C 11 e −2δ(1+h)n 2 log n n 10 .
So by (22), (27) we can estimate the third term of (26) from below as follows: e cn + (C 11 + 2C 9 ) e −2δ(1+h)n 2 log n n 10 + o( e −2δ(1+h)n 2 log n n 10 ) ≤C (l,v)∈I n,3 e −2δ(1+h)n 2 log n n 10
≤C( e (1−δ(1+h))n 2 −2n n 4 ) 2 × log n n 2 .
So we get (25). Taking this inequality for granted, setting c = 1 2 in (14), and using (13) as well as the Borel-Cantelli lemma we infer that
Recall that we let U n = {S i : S i + b / ∈ {S m } n m=0 }, and set R n (δ) = ♯{x ∈ U ⌈e n 2 ⌉ ∩ {S i } ⌈e (n−1) 2 ⌉ i=0 : K 2 (⌈e (n−1) 2 ⌉; x) n 2 ≥ β 2 δ}.
Note that if W n ≥ 1 2 EW n , then R n (δ) ≥ C e (1−δ(1+h))n 2 −2n n 4 for all sufficiently large n. Hence, we can get lim inf n→∞ log R n (δ) n 2 ≥ 1 − δ(1 + h) a.s..
On the other hand, for each n, pick k such that ⌈e (k−1) 2 ⌉ ≤ n < ⌈e k 2 ⌉, and note that U ⌈e k 2 ⌉ ∩ {S i }
= H n . Therefore, since R k (δ) ≤ Θ n (δ) for each n, it holds that lim inf n→∞ log Θ n (δ) log n ≥ 1 − δ(1 + h) ≥ 1 − δ(1 + ǫ) a.s..
Since ǫ > 0 is arbitrary, we get the desired result.
