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Abstract
Because of the increasing facility to collect and to store large amounts of features,
industrial and research fields have more and more to deal with high-dimensional
data. Unfortunately, this kind of data is offset by a lack of interpretability. Before
quantitative analysis, acquiring prior knowledge is of primary importance in
guiding the choice of data analysis models. In some sense, the data set contains
information that cannot be easily identified in a high-dimensional space. Parts
of this information are, for instance, the presence of clusters or the proximity
relationships between data. To render the visualization of these specificities
possible, dimensionality reduction techniques embed data in a low-dimensional
space. They try to preserve the pertinent information included in the data set.
This work shows how to preserve this pertinent information. Our contribution is
twofold: it studies the representation of data on a manifold and the preservation
of an ordering relationship...
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Part I
On the visualization of
high-dimensional data
Preserving distances and similarity measures

1Introduction and motivation of the researches
Measuring and collecting large numbers of data and features become,
nowadays, increasingly easy. System identification, machine learning,
data mining and other industrial and research domains have more and
more to deal with complex systems. These systems are usually descri-
bed by many features that are gathered into vectors that belong to a
high-dimensional space Rn.
Despite the data set belongs to a high-dimensional space, one makes
the assumption that the intrinsic dimension of the data set is lower.
Roughly, the intrinsic dimension is the number of variables required to
describe the data set.
One can thus wonder whether it is possible to determine these latent
variables. This is the goal pursued by dimensionality reduction tech-
niques: they embed high-dimensional data in a low-dimensional space.
The major problem of high-dimensional data is that they are offset
by a lack of interpretability. Before a quantitative analysis, acquiring
prior knowledge is of primary importance to guide the choice between
models for data analysis. This work suggests to visualize the data set
which is rendered possible by the embedding performed by dimensiona-
lity reduction techniques.
In some sense, the data set contains information that cannot be ea-
sily identified in the high-dimensional space. Parts of this information
are, for instance, the presence of outliers, of clusters or the proximity
relationships between data. The visualization of the data set enables the
observation of these specificities.
To be consistent, the dimension of the representation space, i.e. of
the low-dimensional space, should be equal to the intrinsic dimension
of the data set. However, for visualization purposes, the representation
space is usually required to be the R2 or the R3 Euclidean space. In this
situation, the dimension of the representation space might be lower than
the intrinsic dimension of the data set. As a consequence, dimensionality
reduction techniques cannot achieve a perfect representation: part of the
information is lost.
Hence, dimensionality reduction techniques have to minimize the loss
of information between the high-dimensional data and their representa-
tion, in the low-dimensional space. The loss of information can be in-
stantiated in various ways yielding four main dimensionality reduction
families: the distance-, the similarity-, the topology-based techniques
and the Manifold Learning techniques. Roughly, these methods try to
determine a representation such that points that are close to each other
in the original space are embedded as neighbors in the low-dimensional
space.
The forthcoming paragraphs dress a short overview of state-of-the-art
techniques.
Distance-based techniques (Torgerson, 1952; Lee et al., 2003; De-
martines and Herault, 1997; Tenenbaum et al., 2000; Estévez and Chong,
2006; Kruskal, 1964; Sammon, 1969) determine low-dimensional data
such that pairwise distances are close to the distances evaluated in the
original space. For this purpose, they analytically implement the loss of
information by a distance-based cost function that is further minimi-
zed. For instance, to give more importance to the preservation of short
distances, Kruskal (1964) and Sammon (1969) use some weighted least
square errors.
To improve the embedding results, Tenenbaum et al. (2000) and
Lee et al. (2003) assume that data are close to an unknown manifold
- roughly, manifolds are subsets that are locally Euclidean. The mani-
fold hypothesis enables the approximation of the geodesic distances that
better encompass the manifold curvature.
The second family of dimensionality reduction techniques gathers the
similarity-based methods (Hinton and Roweis, 2003; Venna and Kaski,
2007; van der Maaten and Hinton, 2008). The similarity measures, as in-
troduced in (Hinton and Roweis, 2003), evaluate how similar two points
are. Hence, high similarities are assigned to close items while small values
are assigned to distant points.
In the context of similarity-based techniques, the Kullback-Leibler di-
vergence (KL divergence) (Kullback and Leibler, 1951; Kullback, 1959)
implements the loss of information. This divergence compares the simi-
larities evaluated in the high- and in the low-dimensional space.
The third family of dimensionality reduction methods gathers the
topology-based techniques (Kohonen, 1995; Belkin and Niyogi, 2003;
Saul and Roweis, 2000). To embed data sets, these techniques consi-
der that the pertinent information is the topology of the data set. To
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minimize the loss of information, they try to preserve the proximity
relationships.
For instance, the Self-Organizing Maps (SOMs) (Kohonen, 1995) are
some well-known topology-based methods. They assume that data are
close to an unknown manifold. The latter can be characterized by its
topology, i.e. some neighborhood relationships.
Briefly summarized, SOMs map a grid on the high-dimensional data
set. The grid, usually a regular rectangular grid, is a predefined lattice
defined by some suitable neighborhood function. The grid contains nodes
and edges, and each edge links two close nodes with respect to the SOM’s
neighborhood function.
Manifold Learning techniques (Brun et al., 2005; Zhang and Zha,
2005; Lin et al., 2006), the fourth family, make also the assumption
that data are close to an unknown manifold. The originality of these
techniques is their use of the manifold hypothesis. They use the geome-
try of the manifold, to embed the data sets in a Euclidean space. The
arguments are derived from the differential geometry (Abraham et al.,
1988).
For instance, the Local Tangent Space Alignment (LTSA) (Zhang
and Zha, 2005) maps data from a manifold to a tangent space. LTSA
learns the local geometry of the manifold by approximating the tangent
space around each point. Then, it aligns these tangent spaces yielding a
Euclidean low-dimensional representation of the data set.
From this brief description of the state-of-the-art, one can conclude
that the information included in the data set can be expressed by some
proximity relationships, i.e. the pairwise distances, the similarity mea-
sures or the topology of the data set.
Furthermore, assuming that the data set is close to a manifold, part of
the information is also included in this manifold. The Manifold Learning
techniques try to preserve the information contained in this manifold.
However, they assume that the manifold does not intercept itself. When
the manifold contains loops, Manifold Learning techniques fail to pre-
serve its global topology.
The first contribution of this work states that part of the information
is included in the global topology of the manifold. It studies the possi-
bility to preserve the topology of the manifold by immersing data sets
on a possibly different manifold.
Indeed, most of the previous methods have been developed to embed
data in a low-dimensional Euclidean space. Nevertheless, when the data
structure is too complex, restricting the embedding to a Euclidean space
constrains the method. It does not make use of a possible specific nature
of the data. For instance, despite a cylinder is a 2-dimensional manifold,
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it cannot be immersed in the R2 Euclidean space without tears or crush.
The poor quality of such representations is due to the presence of loops
in the manifold.
In the context of topology-based methods, the Self-Organizing Maps
release this hypothesis by representing data on manifolds. Actually, the
embedding on manifolds with loops, such as spheres (Nishio et al., 2005;
Sangole and Knopf, 2003; Wu and Takatsuka, 2005, 2006) and tori (Ho-
rata et al., 2005; Li, 2004; Ritter, 1999), is widely used. In addition to
improve the representation of non-Euclidean manifolds, immersing data
on compact manifolds reduces border effects that might corrupt the in-
terpretation of the representation.
These possible advantages are, however, not exploited in the context
of distance-based methods. The first contribution of this dissertation
studies the feasibility of preserving distances on manifolds. It presents a
methodology to embed data on a sphere (Onclinx et al., 2009).
The dissertation also presents a second contribution: a methodology
to preserve rank information.
Besides the four main families of dimensionality reduction techniques,
recent works (Lespinats et al., 2009; Onclinx et al., 2010; Strickert et al.,
2014) have studied the feasibility of preserving rank information rather
than pairwise distances or similarity measures. Ranks are an ordering
relationship computed by sorting the columns or the rows of the distance
matrices. For instance, the rank value of a point with respect to another
point is equal to K if the point is the Kth closest point.
There is thus a novel family of dimensional reduction techniques,
i.e. the rank-based techniques. The recent researches are motivated by
recent quality criteria (Chen, 2006; Venna and Kaski, 2001; Lee and Ver-
leysen, 2007, 2009) that objectively evaluate the performances of dimen-
sionality reduction techniques. First, we observe that dimensionality re-
duction techniques, no matter how they are defined, try to preserve local
neighborhoods. Hence, quality criteria attempt to quantify this preser-
vation. For this purpose, they compare the rank matrices evaluated in
the high- and in the low-dimensional space. Regarding their emergence,
the rank-based techniques state that the preservation of ranks renders
more faithful the preservation of local neighborhoods.
In particular, Onclinx et al. (2010) show that preserving ranks enable
local scaling of distances: working with ranks allows the contraction of
part of the distances with a simultaneous dilation of another part of
the distances. This property is highly desirable, even to obtain a planar
representation of such a simple manifold as a half sphere. Concentrating
points near its pole does not break local neighborhood relationships, and
it facilitates flattening. The preservation of ranks makes this concentra-
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tion possible. In contrast, the preservation of distances entails too strong
constraints.
Furthermore, when representing real data sets, one should not under-
estimate the curse of dimensionality. This can be illustrated as follows. In
a high-dimensional space, the mean value of pairwise distances increases
as the dimension of the space growths. Conversely, in a low-dimensional
space, the mean value of the distance distribution is smaller. Moreover,
distances concentrate around the mean value in high-dimensional space.
Hence, the distances are quite similar in the original space. This is not
the case in the representation space. There is thus a mismatch between
distances in the high- and in the low-dimensional space.
This issue complicates the representation of data sets. In particular,
it makes the preservation of distances pointless. It is not the case for the
preservation of ranks that are equally distributed in both spaces.
If the use of ranks raises no particular issue in a quality criterion,
the situation becomes more complex in the context of dimensionality
reduction techniques, as sketched in (Lespinats et al., 2009). Ranks are
piecewise constant functions of distances. They have a zero derivative
almost everywhere.
Due to the non-differentiability of ranks, their presence in a cost
function requires specific optimization tools. Therefore, the second con-
tribution of this thesis studies a procedure to optimize rank-based cost
functions. This work wonders how to translate the points, i.e. in which
direction should we translate the iterate, in order to minimize the cost
function. To answer this question, we introduce the notion of target dis-
tances. Roughly, target distances are defined as a permutation of the
distance matrix evaluated in the low-dimensional space. This permuta-
tion is supervised by the ranks computed in the high-dimensional space.
The study of the optimization procedure yields a methodology that
preserves rank information. For this purpose, we implement the loss of
information by a cost function that involves the target distances. The
target-based cost function is then optimized to compute the embedding
of the data set.
The dissertation is subdivided into five parts. The first part intro-
duces the field of dimensionality reduction. It presents, in Chapter 2,
state-of-the-art techniques. This chapter describes some distance- and
similarity-based techniques by defining their respective cost function.
Note that the spherical methodology will extend these techniques to the
representation on a sphere. Chapter 2 also presents some recent quality
criteria (Venna and Kaski, 2001; Lee and Verleysen, 2009).
Next, Part II is dedicated to the representation on a sphere. To per-
form the embedding, the methodology optimizes a distance-based cost
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function on a sphere. The procedure requires the definition of the ma-
nifold on which the data set is embedded, but also an appropriate and
efficient optimization procedure.
Part II is thus organized as follows. Chapter 4 motivates the study
of this first contribution. Next, Chapter 5 defines the notions of mani-
fold and of tangent space. These concepts are required by the theory of
optimization on manifolds (Absil et al., 2008) which is aimed at optimi-
zing cost function on a manifold. Chapter 6 first presents the classical
line-search (Boyd and Vandenberghe, 2004; Nocedal and Wright, 1999;
Bertsekas, 1999) in a Euclidean space. Then, it adapts this optimization
procedure on a manifold. The methodology to represent data sets on a
sphere is detailed in Chapter 7. It makes use of the optimization proce-
dure presented in Chapter 6. The technique is illustrated in the case of
the Spherical Local Multidimensional Scaling (S-LMS). As a conclusion
of Part II, Chapter 8 underlines the main improvements of the metho-
dology.
The second contribution is presented in Part III. This part studies
the preservation of rank information. For this purpose, Chapter 9 high-
lights the challenges and the main advantages of preserving ranks. Next,
Chapter 10 outlines an optimization procedure to minimize a rank-based
cost function. This optimization procedure introduces the notion of tar-
get distances yielding the target-based techniques. Chapter 10 illustrates
the methodology by two methods named the Target Local Multidimen-
sional Scaling (T-LMS) and the Target NeRV (T-NeRV). As a conclusion
of Part III, Chapter 11 presents the major improvements of the tech-
niques. It also introduces the debate on their convergence.
To compare the performances of those methods, Part IV presents si-
mulations on two real data sets: the virtual face data set (in Chapter 12)
and the COIL-20 data set (in Chapter 13). This part presents the embed-
ding results achieved by the spherical techniques and the target-based
techniques. The chapters also include a comparison with traditional me-
thods such as t-SNE (van der Maaten and Hinton, 2008) and NeRV
(Venna and Kaski, 2007).
Part IV objectively compares the quality of the representations. Since
the quality criteria depend on the size of the local neighborhoods, i.e. on
the number of points included in a local neighborhood, this part also con-
siders the visualization goal pursued by dimensionality reduction tech-
niques. These considerations define what is the size of a local neighbor-
hood to improve the discussion on the results.
As a conclusion of the dissertation, Part V develops some open ques-
tions. It also presents further works on the representation on manifolds
and on the preservation of ranks.
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2State-of-the-art: distance- and similarity-based
methods
This chapter is dedicated to the dimensionality reduc-
tion techniques. It presents some state-of-the-art tech-
niques. The chapter focuses on the study of distance- and
similarity-based methods. These techniques implement the
loss of information by a distance- or by a similarity-based
cost function.
As previously mentioned, one of the aims of dimensionality reduction
techniques is visualizing high-dimensional data. To represent some data
sets, these techniques try to minimize the loss of information between
the original one and the low-dimensional one. This loss of information
can be measured in various ways, yielding numerous techniques.
According to how they define the loss of information, one can clas-
sify them throughout four main families, namely, the distance-based,
the similarity-based, the topology-based techniques and the Manifold
Learning methods.
The topology-based methods focus on the preservation of the neigh-
borhoods, hence the topology. Isotop (Lee and Verleysen, 2002), the
Local Linear Embedding (LLE) (Saul and Roweis, 2000, 2003) and the
Self-Organizing Maps (SOMs) (Kohonen, 1995) are three well-known
topology-based techniques. Chapter 1 has already briefly described
SOMs.
A second family gathers the Manifold Learning methods. The latter
assumes that data are close to an unknown manifold, a set which is lo-
cally Euclidean. Manifold Learning techniques directly use the structure
of the manifold to improve the representation of the data set. Indeed,
using geometric arguments derived from differentiable geometry (Abra-
ham et al., 1988; Boothby, 1986), these methods map, for instance, the
data on a tangent space of the manifold which is, therefore, Euclidean.
This family gathers techniques such as Logmap (Brun et al., 2005), the
Riemannian Manifold Learning (Lin et al., 2006; Lin and Zha, 2008) and
the Local Tangent Space Alignment (LTSA) (Zhang and Zha, 2005).
Note that other techniques also assume that data are close to a
manifold. For instance, Isomap (Tenenbaum, 1998) also makes this as-
sumption to approximate geodesic distances. In opposition to Manifold
Learning techniques, Isomap does not take advantage of the manifold
geometry to embed data sets.
Due to the variety of dimensionality reduction techniques, this dis-
sertation does not explore further these two families. Actually, the em-
phasis is on the techniques that directly minimize a differentiable cost
function. More formally, distance- and similarity-based techniques both
express the loss of information in a mathematical form.
This chapter thus presents some well-known distance-based and
similarity-based techniques. For this purpose, it develops their corres-
ponding cost function.
The chapter is subdivided into two main sections. Section 1 is de-
dicated to techniques such as the Multidimensional Scaling (Torgerson,
1952), Isomap (Tenenbaum, 1998), Sammon’s and Kruskal’s mapping
(Estévez and Chong, 2006; Kruskal, 1964) and the Local Multidimen-
sional Scaling (Venna and Kaski, 2006a).
Section 2 introduces the notion of similarity measure. The similarities
are closely related to distances. As defined in Hinton and Roweis (2003),
they are decreasing functions with respect to distances. Those methods
might thus be considered as nonlinear distance-base techniques as well.
However they are worth defining as a distinct family, with regards to
their specificities. Actually, similarity measures quantify the probability
of being neighbors. Furthermore, the corresponding methods usually use
statistical tools to quantify the loss of information.
1 Distance-based methods
This section is dedicated to distance-based methods. All of them try to
make distances in the representation space as close as possible to the
corresponding ones that are evaluated in the high-dimensional space.
However, except in some circumstances, it is impossible to equal all
distances. It is thus necessary to define some cost function, also named
error (or objective) criterion, which will be minimized to achieve the
immersion.
The sequel of this section is organized as follows. Section 1.1 is dedi-
cated to the well-known Multidimensional Scaling and to Isomap. Next,
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Section 1.2 presents some popular variants of MDS, namely Sammon’s
and Kruskal’s Mapping. Furthermore, Section 1.3 illustrates, through
the simple example of the embedding of a cylinder, the trade-off be-
tween a flattened and a torn representation. Section 1.4 defines a pair
of quality measures; Trustworthiness and Continuity (Venna and Kaski,
2001) count the number of errors linked to flattening and tearing. The
section also describes, briefly, the notion of intrusion and extrusion in-
troduced by Lee and Verleysen (2009). These errors, based on ranks, are
discrete; it is thus difficult to optimize them directly. Section 1.5 thus
presents some alternative continuous measures that are combined in a
single criterion.
1.1 Multidimensional scaling, Isomap
Multidimensional scaling (Torgerson, 1952; Young and Householder,
1938) is probably one of the oldest distance-based methods. It seems
natural to begin its presentation by defining the MDS cost function.
We denote Rn and Rd (n ≥ d) to be the high- and the low-dimensional
spaces, respectively. Let us also consider X = [xi]1≤i≤N the matrix that
gathers the N high-dimensional data (xi ∈ Rn). MDS is aimed at de-
termining the representations Y = [yi]1≤i≤N (yi ∈ Rd) such that dis-
tances are preserved. For this purpose, we also introduce the notations
Dij = dx(xi,xj) and ∆ij = dy(yi,yj) that represent the distances mea-
sured in the high- and in the low-dimensional spaces, respectively.
MDS instantiates the loss of information by the following cost func-
tion:
E : Rd×N → R : Y 7→ E(Y;X ) =
N∑
i,j=1
j 6=i
(Dij −∆ij)2. (1)
Next, the embedding of the data set is achieved by evaluating the
minimum Y∗ of the optimization problem
Y∗ = arg min
Y∈Rd×N
E(Y;X ).
However, when the data are close to a curved manifold, MDS fails to
represent the data set. Actually, the Euclidean distances might introduce
shortcuts in the data set.
The Euclidean distance between two points is defined to be the mea-
sure of the segment line that joins them. For instance, in Fig. I-1, the
Euclidean distance does not discriminate the distances dx(A,B) and
dx(A,C).
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Fig. I-1. The half-ring data set where A, B, C denote three points of this set.
To encompass the curvature of the manifold, Tenenbaum et al. (2000)
approximates the geodesic distances as follows. First, a graph is built
through the data set. Each node of the graph represents a single point
of the data set while the edges link together close items. For instance,
each node is linked with its K closest neighbors (K is an integer which is
smaller than the number of items N). Then, the geodesic distances can
be approximated by computing the shortest path between two points
(Dijkstra, 1959).
In the situation of the half-ring data set, Fig. I-2 presents the appro-
ximation of the geodesic distances. Actually, Dijkstra’s algorithm has
computed the shortest path through the graph illustrated in this fi-
gure. In opposition to the Euclidean distance, one can observe that the
proposed adaptation better discriminates the distances dx(A,B) and
dx(A,C).
The introduction of the approximated geodesic distances yields an-
other technique named Isomap (Tenenbaum, 1998; Tenenbaum et al.,
2000). Isomap minimizes the cost function (1) by replacing the Eucli-
dean distance Dij by the approximation of the geodesic distances while
using the Euclidean space in the representation space.
Note that Zhang et al. (2012) and Arreola et al. (2007) have studied
how to build the graph in order to avoid some shortcuts.
1.2 Nonlinear dimensionality reductions
In general, MDS flattens nonlinear manifolds. In other words, some
points that are originally distant are immersed in their respective vi-
cinity. Although the approximation of geodesic distances improves the
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dx(A,B)
dx (A,C)
Fig. I-2. Representation of the graph built on the data set and the corresponding
geodesic approximation.
unfolding of nonlinear manifolds, we might wonder whether this break-
through is sufficient to represent complex data sets.
Regarding the linear criterion (1), large distances dominate. The em-
bedding is, therefore, more influenced by pairs of points that are far-
away from each other. This is against the intuition: pairs of neighboring
points should dominate. Therefore, to counterbalance the influence of
large distances, some techniques, named “Nonlinear dimensionality re-
duction methods”, weight the mean square error terms.
Note that most of the dimensionality reduction techniques are non-
linear insofar as distance matrices are introduced in a nonlinear way in
the cost function. For instance, similarity-based techniques are nonlinear
techniques as similarity measures are exponentially decreasing functions
of distances. However, in this dissertation, we refer to “Nonlinear dimen-
sionality reduction methods” as techniques that adapt the linear MDS
in a nonlinear way.
Sammon’s Mapping (Sammon, 1969), also named Nonlinear Mapping
(NLM), is one of the most popular variants of MDS. It gives more im-
portance to the preservation of pairs of points that are originally close
to each other. It divides each mean square term by the corresponding
distance Dij as follows:
E : Rd×N → R : Y 7→ E(Y;X ) =
N∑
i,j=1
j 6=i
(Dij −∆ij)2
Dij
. (2)
In opposition to MDS, pairs of points with small Dij and large ∆ij
largely contribute to the error function (2).
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By drawing one’s inspiration from Demartines and Herault (1997),
one can generalize this idea by introducing other weight functions. Let
us denote W : R+ → R+ : D 7→ W (D), the weight function where
the variable D implements the distance measure evaluated in the high-
dimensional space. To offset the contribution of large distances, the
weight function W has to decrease with respect to the original distance
D. Furthermore, the function W vanishes when D growths to infinity:
∂W
∂D
≤ 0
lim
D→∞
W (D) = 0
.
For instance, the NLM weight function is set to be
W : R+ → R+ : D 7→W (D) = 1
D
.
Another solution could define the weight function by the Gaussian den-
sity function:
W : R+ → R+ : D 7→W (D) = exp
(
−D2
σ2
)
,
where σ is a parameter that belongs to R.
One can thus generalize the cost function (2) by introducing the
weight function W :
E : Rd×N → R : Y 7→ E(Y;X ) =
N∑
i,j=1
j 6=i
(Dij −∆ij)2W (Dij). (3)
Kruskal (1964) brings another solution. Kruskal’s Mapping (KNLM)
weights each term by the distance ∆ij which is evaluated in the repre-
sentation space:
E : Rd×N → R : Y 7→ E(Y;X ) =
N∑
i,j=1
j 6=i
(Dij −∆ij)2
∆ij
. (4)
By this way, if two embedded data are close to each other, i.e. ∆ij is
small, whereas the corresponding points are distant in the original space,
the cost function (4) drastically increases.
Again, one might generalize the cost function (4) by weighting each
term by W (∆ij) (Demartines and Herault, 1997; Lee et al., 2003):
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E : Rd×N → R : Y 7→ E(Y;X ) =
N∑
i,j=1
j 6=i
(Dij −∆ij)2W (∆ij). (5)
Now that the cost functions are well defined, it remains the question
of computing the low-dimensional set of data. This one is set to be the
minimum Y∗ of the optimization problem
Y∗ = arg min
Y∈Rd×N
E(Y;X ).
In the situation of differentiable cost functions, a gradient-descent algo-
rithm (Boyd and Vandenberghe, 2004) can evaluate the embedding.
As for Isomap, one can extent those techniques by introducing the
approximation of geodesic distances. The Geodesic Nonlinear Mapping
(GNLM) (Estévez and Chong, 2006; Estevez and Figueroa, 2006) extents
Sammon’s Mapping.
1.3 Flattening and tearing: an illustrative example
As argued in Onclinx et al. (2009), dimensionality reduction methods
have to deal with a compromise between the risk of flattening and tearing
the data set. For instance, Sammon’s mapping is prone to flatten the
data sets, while Kruskal’s mapping is more enclined to tear it (Onclinx
et al., 2009). To illustrate this compromise, the section considers the
embedding of a cylinder in the R2 Euclidean space.
To immerse the data in the R2 Euclidean space, one option is to
rip the manifold along a generating line. After ripping, the cylinder can
easily be unfolded in the R2 Euclidean space. This first solution is shown
in Fig. I-3 (a).
In this simple example, all pairs of nearby data in the R2 representa-
tion space are also close to each other in the original space. The result
is said to be trustworthy (Venna and Kaski, 2001). Indeed, what is seen
(proximity relationships in the representation space) can be trusted.
However, because the cylinder has been torn, the embedding is not con-
tinuous. Nearby input data (in the original space) do not necessarily
lead to close output data (in the representation space).
Another option to embed the cylinder in the R2 Euclidean space is
to flatten it, as illustrated in Fig. I-3 (b). In this case, some opposite
generating lines are embedded one on another. All pairs of nearby data
in the original space remain close in the low-dimensional space. The re-
sulting representation is said to be continuous (Venna and Kaski, 2001).
However, it is not trustworthy anymore. Actually, data that are seen
close (in the low-dimensional space) may come from opposite parts of
the original set.
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(a) Torn cylinder
(b) Flattened cylinder
Fig. I-3. (a) The cylinder is torn when embedded in the R2 Euclidean space; the re-
sulting representation is trustworthy but not continuous. (b) The cylinder is flattened
when embedded in the R2 Euclidean space; the resulting representation is continuous
but not trustworthy.
1.4 Quality criteria: trustworthiness and continuity
The example of the previous section illustrates the difficulties encoun-
tered to represent a manifold with loops, for instance the cylinder, on
the R2 Euclidean space. These observations naturally lead to two qua-
lity measures, namely the trustworthiness and the continuity (Venna
and Kaski, 2001). Briefly summarized, the method may flatten the ma-
nifold resulting in a non-trustworthy representation. On the other hand,
by tearing the manifold, data are represented in a non-continuous way.
Therefore, the quality criteria count points that are neighbors in one
space but not in the other one.
To quantify how neighborhoods are preserved, quality criteria com-
pare the rank matrices evaluated in the high- and in the low-dimensional
space. Ranks are computed by sorting rows or columns of both distance
matrices. They give the relative position of the points. Intuitively, the
rank of xj with respect to xi is K if the former is the Kth closest neighbor
of the latter. More formally, the rank matrix is defined as follows.
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Definition 2.1 (Rank matrices).
Given a data set X = [xi]1≤i≤N and the corresponding distances Dij =
dx(xi,xj), the rank of xj with respect to xi is denoted by rij. It is defined
to be
rij = |{k s.t. Dik < Dij or (Dik = Dij and k < j)}| ,
where |.| denotes the cardinality of the set.
Note that the rank matrix is non-symmetric. Furthermore, if the
rank rij is set to be K, then xj belongs to the K-ary neighborhood of
xi. Hence, the preservation of the neighborhoods may be reformulated
by comparing ranks in the high- and in the low-dimensional space. In
the sequel of this dissertation, we denote these ranks by rij and ρij ,
respectively.
Measuring the trustworthiness of the representation consists in first
selecting the K closest points to yi in the low-dimensional space. Then,
we identify the corresponding points in the data set X . If all of them are
in theK-ary neighborhood of xi, the result is said to be fully trustworthy.
Otherwise, we denote by UK(xi) the set of points that are not in the
K-ary neighborhood of xi while their corresponding points are in the
vicinity of yi.
Let rij be the rank of xj with respect to xi. If the point xj belongs
to the set UK(xi), the rank rij is thus larger than K. Roughly, the
trustworthiness measures how distant the points xj ∈ UK(xi) are from
the K-ary neighborhood of xi. Averaging these “rank distances” over all
points in UK(xi), with respect to all xi, leads to the following definition
(Venna and Kaski, 2001).
Definition 2.2 (Trustworthiness measure).
Let rij be the rank of the point xj with respect to xi, and let ρij be the
rank of yj with respect to yi. Given an integer K ∈ [1, N ], the set
UK(xi) = {xj ∈ Rn|rij > K ≥ ρij}
gathers points that are not in the K-ary neighborhood of xi (rij > K)
while their corresponding points are in the vicinity of yi (ρij ≤ K). The
trustworthiness measure, denoted by TK , is defined to be
TK = 1−AK
N∑
i=1
∑
xj∈UK(xi)
(rij −K).
In the above expression, AK =
2
NK(2N − 3K − 1) is a scaling factor
that ensures the boundaries 0 ≤ TK ≤ 1.
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Conversely, the continuity considers the set VK(yi) of embedded
points that do not belong to the K-ary neighborhood of yi while the
corresponding points are in the vicinity of xi, in the original space. The
continuity measure is then defined in Definition 2.3 (Venna and Kaski,
2001).
Definition 2.3 (Continuity measure).
Let rij be the rank of the point xj with respect to xi, and let ρij be the
rank of yj with respect to yi. Given an integer K ∈ [1, N ], the set
VK(yi) = {yj ∈ Rd|ρij > K ≥ rij}
gathers points that are not in the K-ary neighborhood of yi (ρij > K)
while their corresponding points are in the vicinity of xi (rij ≤ K). The
continuity measure, denoted by CK , is defined to be
CK = 1−AK
N∑
i=1
∑
yj∈VK(yi)
(ρij −K).
In the above expression, AK =
2
NK(2N − 3K − 1) is a scaling factor
that ensures the boundaries 0 ≤ CK ≤ 1.
According to these definitions, the embedding is trustworthy or con-
tinuous if the corresponding quality measure is close to 1. Again, ex-
cept in specific circumstances, no dimensionality reduction technique can
achieve both perfect trustworthy and continuous representation. Com-
parisons between methods should, therefore, always keep this trade-off
in mind.
Note that other quality criteria (Chen, 2006; Lee and Verleysen, 2007;
Goodhill et al., 1995) have been defined in the literature to measure the
number of points that are close in one space but not in the other one.
Lee and Verleysen (2009) present a framework that encompasses most
of the recent quality criteria. For this purpose, they introduce the notion
of co-ranking matrix. The co-ranking matrix facilitates the comparison
between the ranks evaluated in the high-dimensional space and the ranks
computed in the representation space.
Lee and Verleysen (2009) also introduce the notion of intrusions and
of extrusions. Roughly, intrusions occur when points that are originally
distant are represented as neighbors. Inversely, extrusions occur when
points that are originally neighbors are distant in the representation
space. These notions are closely related to the trustworthiness and the
continuity measures.
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Fig. I-4. Instrusion/extrusion diagram for the embedding of a data set that gathers
2000 points.
To visualize the quality of the embedding, Lee and Verleysen (2009)
develop a graphic tool. Fig. I-4 presents an example of the quality criteria
curves. In this experiment, a data set that gathers 2000 points in the R3
Euclidean space is immersed in a 2-dimensional representation space.
In this figure, the size K of the neighborhoods is reported on the x-
axis. The above paragraphs have shown that the trustworthiness and the
continuity vary with the value assigned toK. The y-axis represents either
the percentage of preserved neighborhoods or the intrusion/extrusion
behavior.
The plain curve evaluates the percentage of preserved neighborhoods.
Given a size K of the neighborhoods, the quality criterion counts points
that are in the K-ary neighborhoods in the original space and that
are also immersed in the corresponding K-ary neighborhoods in the
representation space. In the experiment of Fig. I-4, if we consider the
size K = 60, one can observe that 67% of the 60-ary neighborhoods are
well preserved. Let us consider a point xi in the high-dimensional space.
If we look to the 60 closest neighbors of xi, there are, on average 40
points of them, that are correctly immersed in the representation space.
In other words, 40 points of them belong to the set that gathers the 60
closest neighbors of yi.
The dashed curve evaluates whether the representation is more extru-
sive or intrusive. When the dashed curve is positive, the representation
is intrusive. In this situation, the technique is more inclined to flatten
the data set. The representation is not trustworthy since some points
have entered in the neighborhood. Conversely, when the dashed curve is
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negative, the representation is extrusive. The resulting representation is
not continuous since the technique has torn the data set.
1.5 Flattening and tearing errors
There is no answer to the question whether it is better to have a trust-
worthy or a continuous embedding. It depends on the point of view of
the user and on the objective of the dimensionality reduction task in the
application context. For this reason, Venna and Kaski (2005, 2006a,b,
2007) and Onclinx et al. (2008a,b, 2009) optimize a user-controlled com-
promise between both criteria.
The section implements the trade-off between the risk of tearing and
flattening the data set. It presents the cost function optimized by the
Local Multidimensional Scaling method (LMS) (Venna and Kaski, 2005,
2006a).
The trade-off between the flattening (2) and the tearing errors (4)
should be controlled by the user. This leads to the cost function proposed
by the Local Multidimensional Scaling:
E(Y;X ) =
N∑
i,j=1
j 6=i
λ
(Dij −∆ij)2
Dij
+ (1− λ)(Dij −∆ij)
2
∆ij
, (6)
where λ ∈ [0, 1] is a user-defined parameter that controls the trade-off.
Alternatively, one might balance the general cost functions (3) and
(5) as follows
E(Y;X ) =
N∑
i,j=1
j 6=i
λ(Dij −∆ij)2W (Dij) + (1−λ)(Dij −∆ij)2W (∆ij). (7)
In Equation (6) and in Equation (7), the first term favors the conti-
nuity of the representation. By dividing each term by the distance Dij
(or by multiplying by a decreasing function W (Dij)), a pair with small
Dij and large ∆ij will largely contribute to the error function.
Conversely, by weighting each term with the corresponding distance
∆ij in the low-dimensional space (or by multiplying each term by a
decreasing function W (∆ij)), the trustworthiness of the representation
is favored. Actually, if two embedded data are close, i.e. ∆ij is small,
whereas the corresponding points are not close in the original space, the
second term increases.
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2 Similarity-based methods
As argued in the introduction, dimensionality reduction techniques try
to minimize the loss of information between high-dimensional data and
the immersed ones. The underlying idea is to perform a representation
such that nearby items, in the high-dimensional space, remain close to
each other in the representation space.
Similarity-based methods such as the Stochastic Neighbor Embed-
ding (SNE) (Hinton and Roweis, 2003), NeRV (Venna and Kaski, 2007)
or the t-distributed SNE (t-SNE) (van der Maaten and Hinton, 2008)
also try to achieve this purpose by preserving similarity measures.
In Hinton and Roweis (2003), the similarity between two points eva-
luates how similar these points are. Roughly, the similarity measures the
probability that the former is located in the vicinity of the latter. The
similarities decrease with respect to distances. Hence, high similarities
correspond to short distances. SNE tries to determine low-dimensional
representations such that the similarity measures are as close as possi-
ble to the corresponding similarities evaluated in the high-dimensional
space.
This section is dedicated to similarity-based methods. Its sequel is
organized as follows. First, Section 2.1 formally defines the notion of si-
milarity measure. Then, Section 2.2 shows how the Stochastic Neighbor
Embedding (Hinton and Roweis, 2003) tries to preserve probability dis-
tributions. It introduces the Kullback-Leibler divergence which is aimed
at measuring how similar two distributions are. In Section 2.3, the tech-
nique named NeRV (Venna and Kaski, 2007) highlights the trade-off
between recall and precision. It also shows how to control it. Note that
this compromise is similar to the one proposed by LMS in Section 1.5.
2.1 Similarity measures
Intuitively, the similarity measure of xj with respect to xi evaluates the
probability of the former item to be in the vicinity of the latter. Through
the description of SNE, Hinton and Roweis (2003) model this similarity
by a gaussian distribution as follows.
Definition 2.4 (Gaussian similarity measure).
Given some data set X = [xi]1≤i≤N , the similarity measure of xj with
respect to xi is denoted by pij. It is defined to be
pij =
exp
(
−‖xi−xj‖22
s2i
)
∑N
j=1
j 6=i
exp
(
−‖xi−xj‖22
s2i
) , (8)
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where si ∈ R+0 is a hyperparameter closely related to the standard devi-
ation of the gaussian distribution.
The numerator exponentially decreases with respect to the distance
Dij = ‖xi − xj‖2. Hence nearby items yield high values assigned to
similarities. In some sense, pij evaluates how likely xj can be expected
to be a neighbor of xi. Note that one can generalize Equation (8) by
introducing the approximation of geodesic distances instead of Euclidean
distances.
As for the hyperparameter si, it is closely related to the standard de-
viation of the gaussian distribution. In a general meaning, (in a statistical
point of view), a small standard deviation corresponds to a distribution
where data are close to the mean value. Conversely, a large standard
deviation means that the data are more scattered.
Hence, in the context of similarity-based techniques, the hyperpara-
meter si controls how far the neighborhood is spread out. Small si should
correspond to dense neighborhoods, while si should increase when the
neighborhood is sparser.
The algorithm used in van der Maaten and Hinton (2008) assigns
an accurate value to the parameter si. This one involves the notion of
perplexity. Roughly, the perplexity evaluates the number of neighbors
that are actually encompassed by the gaussian distribution. van der
Maaten and Hinton (2008) suggests to keep the perplexity constant and
thus to evaluate the adequate standard deviations.
In Equation (8), the denominator normalizes the similarity measures
such that the sum of the similarities related to the point xi is equal to
1:
N∑
j=1
pij = 1.
Note that some variants define the denominator to satisfy the following
alternative condition:
N∑
i,j=1
j 6=i
pij = 1.
These conditions ensure that the similarity measures are lower than
1. Therefore, similarity measures are usually considered to be some pro-
babilistic measure, sometimes mistakenly. It is more meaningful to in-
terpret them as a deformation of distances.
In the representation space, SNE (Hinton and Roweis, 2003) and
NeRV (Venna and Kaski, 2007) define the similarity measure to be
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piij =
exp
(
−‖yi−yj‖22
σ2i
)
∑N
j=1
j 6=i
exp
(
−‖yi−yj‖22
σ2i
) , (9)
where σi ∈ R+0 defines the width of the gaussian distribution, as si does
in Definition 2.4.
The standard deviation σi is usually set to 1.
Lee and Verleysen (2011) motivate the use of similarity measures
when representing high-dimensional data. This work states that the use
pf similarity measures bypasses the issues of the curse of dimensionality.
Recall that the mean value of distances increases with the dimension of
the space.
Lee and Verleysen (2011) observe an invariance property of the si-
milarity measure. Actually, increasing the square of the distances by
a constant leaves the similarity unchanged. This shift invariance pro-
perty facilitates the representation of high-dimensional data. While the
distance distributions differ from each other in the high- and low- di-
mensional space, similarities are more similar.
2.2 Stochastic Neighbor Embedding
The Stochastic Neighbor Embedding (SNE) (Hinton and Roweis, 2003)
is a similarity-based technique aimed at making similarity measures piij
as close as possible to those evaluated in the high-dimensional space,
namely pij .
To implement the loss of information, SNE uses the Kullback-Leibler
divergence (Kullback and Leibler, 1951; Kullback, 1959). In the statistic
field, the Kullback-Leibler divergence measures the resemblance between
two probability distributions. It is formally defined in Definition 2.5.
Definition 2.5 (Kullback-Leibler divergence).
Given two probability distributions related to a discrete random variable,
we denote these distributions by P : [1, N ] ⊂ N → R+ and Q : [1, N ] ⊂
N → R+. The Kullback-Leibler divergence of Q with respect to P is
defined to be
DKL(P ||Q) =
N∑
i=1
P (i) log
(
P (i)
Q(i)
)
.
According to the logarithm identity of a quotient, i.e. log
(
P
Q
)
=
log(P ) − log(Q), the Kullback-Leibler divergence (DKL(P ||Q)) is a lo-
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garithm difference between the probability distributions P and Q. The
additional terms P (i) weight the logarithm differences log
(
P (i)
Q(i)
)
.
The divergence is a positive measure (DKL(P ||Q) ≥ 0) that is null
when the distributions are equal:
DKL(P ||Q) = 0 ⇔ P = Q.
Recall that P represents a probability distribution that cannot be null.
Note, however, that all terms P (i) log
(
P (i)
Q(i)
)
are not necessary positive.
Furthermore, the divergence is generally not symmetric:
DKL(P ||Q) 6= DKL(Q||P ).
SNE embeds the data set by minimizing the cost function
E : Rd×N → R : Y 7→ E(Y;X ) =
N∑
i,j=1
j 6=i
pij log
(
pij
piij
)
. (10)
In Equation (10), pij and piij are the gaussian similarities defined in
Definition 2.4 and in Equation (9), respectively.
The method searches the minimum by a gradient-based procedure.
Due to the normalization factors, differentiating cost function (10) yields
“nice” formula:
∂E
∂∆ij
= 2(pij − piij)∆ij .
The gradient is thus expressed by (Hinton and Roweis, 2003)
∂E
∂xi
= 2
N∑
j=1
(pij − piij)(xi − xj) + 2
N∑
j=1
(pji − piji)(xi − xj).
2.3 NeRV
As stated in Section 2.2, the Kullback-Leibler divergence is not sym-
metric. DKL(pi||pii) =
N∑
j=1
pij log
(
pij
piij
)
thus measures how similar the
similarity measures piij are to the measures pij . Conversely, one might
evaluate how much the similarities pij look like piij as follows:
DKL(pii||pi) =
N∑
j=1
piij log
(
piij
pij
)
.
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The asymmetry of the Kullback-Leibler is closely related to the tea-
ring and the flattening errors introduced by LMS. Venna and Kaski
(2007) put forward that their optimization respectively instantiates the
precision and the recall of the embedding.
To control the trade-off between recall and precision, a user-defined
parameter λ ∈ [0, 1] balances the two complementary measures given by
DKL(pii||pi) and DKL(pi||pii):
E : Rd×N → R : Y 7→ E(Y;X ) =
N∑
i=1
λDKL(pi||pii) + (1−λ)DKL(pii||pi).
(11)
Note that there is a variant of the NeRV technique. Lee et al. (2013)
use another divergence measure, namely the Jensen-Shannon divergence.
3 Summary
This chapter has presented some state-of-the-art methods. It only fo-
cuses on the study of distance- and similarity-based techniques. This
dissertation actually adapts those techniques to represent data set on a
manifold and to preserve rank information.
Note that similarities are decreasing functions of distances. Similarity-
based techniques are thus closely related to distance-based techniques.
The distance- and similarity-based techniques usually define the loss
of information in a continuously differentiable way. By this way, conti-
nuous optimization procedure can minimize the cost functions yielding
the embedding of the data set.
To define the methods, the chapter has presented their cost functions.
We have also pointed out that dimensionality reduction has to face a
trade-off between the risk of tearing and of flattening the data set.
To control this compromise, techniques like the Local Multidimen-
sional Scaling and NeRV introduce a user-defined parameter. To improve
the preservation of local neighborhoods, one can optimize the value as-
signed to the parameter by comparing the quality criteria afterwards.
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3Conclusion of Part I
High-dimensional data are offset by a lack of interpretability. To acquire
prior knowledge on the data set, dimensionality reduction techniques
embed data set in a low-dimensional space. If the representation space
is set to be the R2 or the R3 Euclidean space, one can visualize the
embedding. The visualization of the data set enables the determination
of specificities such as clusters, outliers or the observation of proximity
relationships.
For this purpose, dimensionality reduction techniques have to pre-
serve the information contained in the data set.
For instance, part of the information is contained in the proximity
relationships. To minimize the loss of information, dimensionality re-
duction techniques have to immerse close data as neighbors in the low-
dimensional space. In the case of distance- and similarity-based tech-
niques, the loss of information is implemented by a differentiable cost
function.
The quality of the embedding results relies on the ability of the cost
function to implement the preservation, in priority, of local neighbor-
hoods. Recent quality criteria quantify their preservation by comparing
the rank matrices evaluated in both spaces. The study of quality cri-
teria highlights the trade-off dimensionality reduction techniques have
to deal with. Note that one can control the compromise between the
risk of tearing and flattening the data set by introducing a user-defined
parameter.
Most dimensionality reductions represent data sets in the R2 Eucli-
dean space. However, representing data on Euclidean spaces might be
too constraining. Such embeddings do not make use of a possible specific
nature of the data set.
Assuming that the data set is close to a manifold, this manifold in-
cludes another part of the information. For instance, manifold with loops
such as the sphere cannot be represented in the R2 Euclidean space wi-
thout tearing or flattening the manifold. For topological reasons, non-
Euclidean manifolds should be represented on non-Euclidean manifolds.
The possibility of preserving distances or similarity measures on a
manifold is studied in Part II. This part presents the first contribution
of the thesis. The corresponding methodology is illustrated in the spe-
cific case of the Spherical Local Multidimensional Scaling that preserves
distances on a sphere.
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Part II
Representing data on a manifold
The case of the sphere

4Introduction and motivation
This chapter introduces the first contribution of the thesis:
the representation on a sphere.
Representing data sets on Euclidean spaces might be too
constraining. For instance, the embedding of data sets that
contain loops cannot be achieved without tearing of flat-
tening the loops. Because of loops, such data sets should
be immersed on manifolds.
The chapter presents which issues the Spherical Local
Multidimensional Scaling (S-LMS) has to raise. S-LMS
adapts the LMS technique to embed data sets on a sphere.
For this purpose, S-LMS has to minimize the LMS cost
function on a sphere. It is achieved by an appropriate and
efficient optimization procedure that handles the geometric
constraints of the manifold.
For visualization purposes, most of dimensionality reduction tech-
niques embed data sets in a Euclidean space, i.e. R2 or R3. However,
restricting the representation space to be Euclidean might constrain the
method. Such representations do not make use of a possible specific na-
ture of the data set. To circumvent this problem, first ideas are sketched
through the development of Manifold Learning methods (Brun et al.,
2005; Lin et al., 2006; Zhang and Zha, 2005).
These techniques assume that original data are close to an unknown
manifold, i.e. a topological space which is locally Euclidean. Hence, it is
possible to represent part of the data set in a Euclidean space. Manifold
Learning techniques use geometric arguments to map, for instance, the
data set on a tangent space.
Despite they try to preserve the local topology of the manifold, they
do not consider the global topology of the data set. Note that the Ma-
nifold Learning techniques do not approximate the manifold to which
the data are close. Conceptually, they learn the local topology of the
manifold to map the data set on a Euclidean space.
In particular, these methods make the strong hypothesis that the
manifold does not intercept itself. Hence, loops in the data set are pro-
hibited. Having in mind, for example, a cylindrical or spherical manifold,
it is easy to see that their embedding in the R2 Euclidean space cannot
avoid flattening or tearing effects.
Conversely, this work studies the embedding of data sets on mani-
folds. For instance, when the manifold intercepts itself, hence when the
data set includes loops, we suggest to embed data on a sphere. In this
situation, the representation on a sphere facilitates the preservation of
the information contained in the topology of the manifold.
In general, the structure of real data sets is complex. In this situation,
it could be too restrictive to embed this data set in a Euclidean space.
The possibility of immersing data sets on manifolds might improve their
representation.
Alternatively, Lee and Verleysen (2005) assess that cutting the prin-
cipal loops of the data set can improve the quality of the embedding.
Despite it possibly improves the trustworthiness, this solution yields non
continuous representations. On the other hand, flattening the data set
does not preserve local neighborhoods. It also complicates the interpre-
tation of the corresponding non trustworthy results. Because of loops,
such data sets should be represented on manifolds.
Note that topology-based dimensionality reduction methods, such as
Self-Organizing Maps, release the Euclidean hypothesis by representing
data on manifolds. In this context, the embedding on manifolds with
loops, such as spheres, cylinders and tori, is widely used (Horata et al.,
2005; Li, 2004; Nishio et al., 2005; Ritter, 1999; Sangole and Knopf,
2003; Wu and Takatsuka, 2005, 2006). In addition to allowing a bet-
ter representation of loops, the immersion on spheres or tori reduces
border effects. These ones may affect the interpretation of the resulting
visualization.
The possible advantages of reducing border effects and of introducing
non-Euclidean topology is not exploited in the context of distance- and
similarity-based techniques.
First ideas to preserve distances on a spherical shell are sketched in
Cox and Cox (1991). These authors develop the Spherical Multidimen-
sional Scaling by optimizing a distance-based criterion in the spherical
coordinate space. In addition to the 2pi-modulo equivalence of the search
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space, they implement the geodesic distances on the sphere to capture
the non-Euclidean topology.
In contrast to the recent breakthroughs in optimization theory (Boyd
and Vandenberghe, 2004; Absil et al., 2008), the Spherical MDS does
not address the problem of singularities in the north and south pole. For
instance, the north pole of the sphere is defined to be the set{
(φ, θ)
∣∣∣∣θ = pi2 , 0 ≤ φ ≤ 2pi
}
.
The north pole, which is a single point, is defined to be a segment line
in the coordinate space. There is thus a mismatch between the sphere
embedded in the R3 Euclidean space and the spherical coordinate space.
Representing data sets on manifolds raises one issue. For topological
considerations, traditional optimization procedures are not applicable
to manifolds. As previously highlighted, there could be some awkward
singularities in the coordinate space. Secondly, despite Cox and Cox
(1991) formulate the optimization problem in the coordinate space, the
latter is not always easily available. Therefore, classical distance-based
techniques cannot be directly adapted to embed data on manifolds.
This part presents a methodology to represent data on a sphere.
Note that the generalization to embed data sets on other manifolds
has been studied in (Onclinx et al., 2009). To improve the readability,
this dissertation does not detail the general methodology. Despite it is
theoretically possible to embed data sets on any arbitrary manifold, only
the embedding on a sphere seems to work properly. This issue will be
further discussed in Chapter 8.
To preserve distances, or similarity measures, on a sphere, the frame-
work starts from the loss of information already defined. To fix the ideas,
this work illustrates the methodology with the LMS cost function. The
embedding is then evaluated by minimizing the cost function on the
sphere. For this purpose, we need an efficient optimization procedure
that handles the geometric specificity of the sphere. The theory of op-
timization on manifolds (Absil et al., 2008) adapts the classical optimi-
zation procedures (Boyd and Vandenberghe, 2004; Nocedal and Wright,
1999; Bertsekas, 1999), and it takes advantage of the geometry of the
manifold. This theory necessitates the definition of the manifold and of
its tangent space.
The sequel of this part is organized as follows. Chapter 5 briefly
presents the theory of differential geometry. The chapter defines the no-
tions of manifold and its tangent space. The theory of optimization on
manifolds (Absil et al., 2008) is detailed in Chapter 6. This chapter first
introduces the classical gradient descent procedure and the line-search
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algorithm (Boyd and Vandenberghe, 2004). Next, it adapts this theory
in order to optimize a cost function on a manifold. To encompass the
geometry of the manifold, these adaptations mainly concern the search
direction and the translation of the iterates. Chapter 7 presents a me-
thodology aimed at embedding data on a sphere. This first contribution
is detailed in the specific case of the Spherical Local Multidimensional
Scaling (S-LMS). S-LMS immerses data on a sphere by minimizing the
LMS cost function. Finally, Chapter 8 presents the conclusion of this
part.
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5Differentiable geometry
This chapter presents some concepts of differentiable ge-
ometry. It details the notions of manifold and of tangent
space that are further used for the development of the the-
ory of optimization on manifolds and for the presentation
of the spherical methodology.
The manifold and the tangent space are presented under
the additional assumption that the manifold is embedded
in a Euclidean space. By this way, the chapter introduces
shortcuts in the development of the concepts, but it also
increases the readability.
This chapter is dedicated to differentiable geometry. It introduces
mathematical concepts that are useful for the presentation of the the-
ory of optimization on manifolds (Absil et al., 2008). The optimization
on manifolds is aimed at determining the minimum of some cost func-
tion while constraining the minimum to belong to some differentiable
manifold. Chapter 6 will detail this procedure.
The optimization on manifolds requires some concepts of differentia-
ble geometry, namely the definition of a manifold, of a tangent space
and of a curve on a manifold. Despite Absil et al. (2008) consider the
notion of a manifold in its full generality, this work focuses on mani-
folds embedded in Euclidean spaces. Therefore, definitions are slightly
adapted to improve the readability and the use of those concepts. More
formal definitions can be found in the literature (Abraham et al., 1988;
Boothby, 1986).
This chapter is organized as follows. First, Section 1 defines the notion
of a manifold, in the specific case of a manifold embedded in a Euclidean
space. Assuming that the manifold is a differentiable manifold embedded
in a Euclidean space, Section 2 shows how one can define the tangent
space. At the end, Section 3 illustrates the topics of this chapter in the
specific case of the unit sphere.
1 Manifolds
Roughly, a manifold is a set that is locally Euclidean. For instance,
the sphere is a 2-dimensional manifold embedded in the R3 Euclidean
space. Because of the loops of the sphere, its topology is obviously non-
Euclidean. However, if we consider an arbitrary point of the sphere,
its neighborhood is isomorphic to the R2 Euclidean space. A rigorous
definition of a manifold should introduce the notions of charts, of atlas,
... to formalize the first sentence of the section.
For the sake of simplicity, the chapter assumes that the manifold
N is embedded in the Rm Euclidean space. (N ⊆ Rm). This assump-
tion facilitates the approach of concepts such as the differentiability, the
differentiable manifolds, the tangent spaces, and the curves on a mani-
fold. By this way, the manifold N inherits, from the embedding space,
properties such as its addition law and its vector structure.
Since the manifold N is embedded in the Rm Euclidean space, one
can define it by a set of q equations. Let us denote the function
F : Rm → Rq : z 7→ F(z)
that implements the geometric constraints the point z ∈ N has to satisfy.
One can then define the manifold N to be the set of points z that fulfill
the constraint F(z) = 0:


N = {z ∈ Rm|F(z) = 0}. (12)
To define the notion of a differentiable manifold, the section has to
present the preliminary notion of differentiable function. F(z) = 0:
Definition 5.1 (Differentiable function).
A function f : U → Rd is Ck-differentiable in the open subset U ⊆ Rm if
all partial derivatives ∂
kf
∂xi1∂xi2 ...∂xik
exist, and if they are continuous
in U .
In the expression of a manifold, providing a constraint function F that
is Ck-differentiable, the set N is said to be a Ck-differentiable manifold.
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2 Tangent space
Given a differentiable manifold N , one can attach, to each point z ∈ N ,
an affine subspace named the tangent space.
The forthcoming paragraphs differentiate the constraint function F :
Rm → Rq. Let us denote JF the Jacobean of the function F that gathers
the partial derivatives of the function F:
JF =

∂f1
∂z1
. . . ∂f1∂zm... . . .
...
∂fq
∂z1
. . .
∂fq
∂zm
 .
When the manifold is defined by the C1-differentiable function F, the
tangent space TzN can be expressed by


TzN = {η ∈ Rm|JF(z)η = 0}. (13)
3 Example: the Sphere
To improve the understanding of differential geometry’s topics, this sec-
tion illustrates them in the case of the unit sphere.
The unit sphere is a manifold embedded in the R3 Euclidean space.
It is constrained, for instance, by the function
F : R3 → R : z 7→ F(z) = zT z− 1.
With respect to Equation (12), it follows that the unit sphere is expressed
by
S = {z ∈ R3|zT z− 1 = 0}.
Concerning the tangent space, the derivative of the function F yields
the following definition
TzS = {η ∈ R3| 〈z,η〉 = 0}.
In the above expression, 〈., .〉 denotes the scalar product.
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6Theory of optimization on manifolds
This chapter presents some optimization procedures that
are further used to minimize the cost functions, hence to
embed the data sets.
The chapter is subdivided into two main sections. Sec-
tion 1 is dedicated to the traditional optimization proce-
dures: the steepest descent method and the line-search me-
thod. Additionally, the Section 1 intuitively describes the
procedures. We hope that these complementary presenta-
tions facilitate the understanding of the theory of opti-
mization on manifolds which is presented in Section 2.
Actually, Section 2 adapts the traditional techniques to
optimize a function on a manifold.
As presented in Part I, most dimensionality reduction techniques (Lee
and Verleysen, 2007) try to minimize the loss of information between the
original data and their representation. For this purpose, they implement
it through a cost function that one seeks to minimize.
To embed data sets on a sphere, the methodology has to minimize
the cost function. This chapter thus studies an efficient optimization
procedure that handles the geometric constrain of the manifold. Note
that the chapter does not tackle the question of representing data sets.
This chapter is organized as follows. Section 1 presents the steepest
descent and the standard line-search algorithms which are aimed at fin-
ding a critical point z∗ ∈ Rm of a differentiable cost function f : Rm → R
without any additional constraint. Recall that a critical point, or a sta-
tionary point, of a differentiable function is a point where all the partial
derivatives are zero. To determine a local minimum of the cost func-
tion, Fermat’s theorem (Stewart and Citta-Vanthemsche, 2006, 2011)
suggests to determine the critical points.
Conceptually, the optimization algorithms translate a point z(t) in
a descent direction to find a minimum. In Section 2, the proposed op-
timization procedure deals with the manifold constraints. It shows how
the standard line-search algorithm has to be adapted. The algorithm
requires mainly two adaptations. One has, first, to define a search di-
rection that encompasses the manifold constraints. Secondly, the section
explains how the current point z(t) can be translated through the search
direction while fixing it on the manifold.
1 Traditional optimization procedures
This section briefly presents the steepest descent method and the line-
search algorithm (Boyd and Vandenberghe, 2004; Nocedal and Wright,
1999; Bertsekas, 1999). These procedures rely on the gradient of the cost
function that one seeks to optimize.
This section is organized as follows. First, Section 1.1 presents the
steepest descent method. Secondly, Section 1.2 details the line-search
method which encompasses the gradient search direction method pre-
sented in Section 1.1. Furthermore, the section presents Armijo’s back-
tracking procedure. The latter adapts the step size to ensure a sufficient
decrease of the cost function, at each iteration.
1.1 The steepest descent method
Let us denote f : Rm → R to be the C1-differentiable function that one
seeks to optimize. The problem of searching its minimum z∗ ∈ Rm is
formulated by the minimization problem
z∗ = arg min
z∈Rm
f(z).
The steepest descent method is an iterative algorithm that evaluates
a sequence of iterates {
z(0), z(1), z(2), ..., z(k)
}
.
In the above expression, z(k) denotes the value assigned to the variable
z during the kth iteration. This sequence converges to a local minimum
z∗ when the number of iterations k ∈ N growths to infinity.
Considering an initial point z(0) ∈ Rm, the function f decreases
fastest in its vicinity when one moves through the point z(0) along the
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descent −∇f(z(0)) where ∇f denotes the gradient of f , i.e. the vector
that gathers the partial derivatives of the function f . Consequently, one
might generate a new iterate z(1) as follows
z(1) = z(0) + α(−∇f(z(0)))
= z(0)− α∇f(z(0)). (14)
In Equation (14), α ∈ R+0 denotes the step size. If it is small enough,
the iterate z(1) should satisfy the inequality
f
(
z(0)
) ≥ f(z(1)).
Let us assume that the algorithm has successfully reached the k
first iterations. Hence, the sequence
{
z(0), z(1), z(2), ..., z(k)
}
satisfies
the inequalities
f
(
z(0)
) ≥ f(z(1)) ≥ f(z(2)) ≥ ... ≥ f(z(k)).
The update rule (14) related to the first iteration is generalized by the
equation 


z(k + 1) = z(k)− α∇f(z(k)).
Afterwards, the algorithm repeats the update rule until the method
converges, i.e. until the iterate z(k) is close enough to the minimum
z∗: the convergence can be proved until mild conditions (see Boyd and
Vandenberghe (2004)). Since the local minimum z∗ of the function f
satisfies ∇f(z∗) = 0, the algorithm stops when the gradient ∇f(z(k))
vanishes. The stop criterion is usually implemented by the condition
‖∇f(z(k))‖2 ≤ , where the scalar  ∈ R+0 represents a threshold.
To fix the ideas, Meta-algorithm 1 summarizes the procedure. Intui-
tively, the two main parts of the meta-algorithm are the evaluation of
its gradient and the update rule that translates the iterate.
Meta-algorithm 1 returns the sequence of iterates
{
z(0), z(1), ..., z(k)
}
that converges to a local minimum insofar as the step size α ∈ R+0 is
small enough. Actually, a too large step size does not ensure the decrease
of the cost function. Conversely, if the step size is too small, the method
converges slowly.
To improve the convergence of the method, the step size α can vary
during the iterations. For example, Armijo’s backtracking procedure,
which is described in Section 1.2, adapts the step size to ensure a suffi-
cient decrease of the cost function f .
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Meta-Algorithm 1: Steepest descent method
Requires: A continuously differentiable function f : Rm → R;
A technique to evaluate the gradient ∇f ;
Input : An initial iterate z(0) ∈ Rm;
A threshold  ∈ R+0 ;
A step size α ∈ R+0 ;
Output : The sequence of iterates
{
z(0), z(1), ..., z(k)
}
that converges to
the minimum z∗ ∈ Rm of the function f ∈ C1(Rm)
// Initialization
1 k = 0;
2 Evaluate the gradient ∇f
(
z(0)
)
;
3 while ‖∇f
(
z(k)
)
‖2 ≥  do // Stop criterion
4 Compute the next iterate with the update rule:
z(k + 1) = z(k)− α∇f
(
z(k)
)
,
where the step size α ∈ R+0 is fixed and small enough to ensure the
decrease of the cost function;
5 k = k + 1;
6 Evaluate the gradient ∇f
(
z(k)
)
;
7 end
1.2 The line-search method
This section presents the line-search algorithm. In opposition to Sec-
tion 1.1 where the search directions are set to be the opposite of the
gradient, this section generalizes their evaluation. Note that the line-
search algorithm encompasses the steepest descent method. Again, this
iterative algorithm translates the current location z(k) ∈ Rm towards
the minimum of the cost function f . Briefly summarized, the algorithm
first computes the descent direction η(k) ∈ Rm. Then, it moves the
estimate along this search direction with respect to the update rule
z(k + 1) = z(k) + α(k)η(k). (15)
Again, in Equation (15), α(k) ∈ R+0 is the value assigned to the step
size during the kth iteration. After the update, the cost function has
decreased:
f
(
z(k)
)
> f
(
z(k + 1)
)
.
Afterwards, the algorithm repeats the iterative process until it reaches
a local minimum.
This section defines a descent direction. Then, Armijo’s condition
explains how the step size can be adapted to ensure a sufficient decrease
of the cost function at each iteration.
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Descent direction
The classical steepest descent method sets the search direction to be
η(k) = −∇f(z(k)).
This direction corresponds to the steepest descent. Also, the directions
η(k) that satisfy the inequality〈
η(k),∇f(z(k))〉 < 0,
where
〈
., .
〉
denotes the inner product, are admissible descent directions.
The line-search algorithm allows the use of the other descent direction.
Armijo’s condition
After picking the search direction η(k), the algorithm translates the
iterate z(k) such that the next one follows the update rule (15). To
determine the step size α(k), one could force it to be the minimum of
the cost function f when moving through the location z(k) along the
direction η(k). More formally, it could be set to be the solution of the
optimization problem
α(k) = arg min
α∈R+0
f(z(k) + αη(k)).
To avoid an additional optimization problem, Armijo’s backtracking pro-
cedure adapts the step size α(k). By this way, it ensures, iteratively, a
sufficient decrease of the cost function.
For this purpose, let us denote α¯ > 0 to be an upper bound on the
step size (α(k) ≤ α¯). We also introduce the scalar β that belongs to
the interval ]0, 1[ and the positive integer mk. The last one might vary
during the iterations. To adapt the step size α(k) during the optimization
procedure, it is implemented by the formula
α(k) = βmk α¯. (16)
In Equation (16), the scalar β ∈]0, 1[ shows how the step size can be
decreased. The integer mk varies during the optimization iterations to
adapt the length of the step size. Denoting ∆kf the variation of the cost
function
∆kf = f
(
z(k)
)− f(z(k + 1)),
mk ensures a sufficient decrease of the cost function f if the variation
∆kf is large enough. For this purpose, Armijo’s condition proposes a
lower bound on the variation ∆kf . This one is expressed by
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


∆kf ≥ −σα¯βmk〈∇f(z(k)),η(k)〉, (17)
where the scalar σ belongs to [0, 1]. Typically, σ is close to 0 (σ = 0.1).
Therefore, mk is set to be the smallest integer that fulfills Armijo’s
condition (17). See (Absil et al., 2008) for more details.
Note that the advantage of Armijo’s condition is its ability to avoid
situations where the algorithm undesirably oscillates around the local
minimum z∗.
Line-search algorithm
In some sense, the line-search algorithm generalizes the classical stee-
pest descent method presented in Section 1.1. The first main adaptation
consists in enlarging the notion of search directions providing that they
are still descent directions. Secondly, Armijo’s backtracking procedure
adjusts the step size, as shown in the previous section. It yields the
meta-algorithm summarized in Meta-algorithm 2.
Meta-Algorithm 2: Line-search method
Requires: A continuously differentiable function f : Rm → R;
A technique to evaluate the search direction η;
Input : An initial iterate z(0) ∈ Rm;
A threshold  ∈ R+0 ;
A bound on the step size α¯ ∈ R+0 ;
Some scalars β ∈]0, 1[, and σ ∈ [0, 1];
Output : The sequence of iterates
{
z(0), z(1), ..., z(k)
}
that converges to
a minimum z∗ ∈ Rm of the function f ∈ C1(Rm)
// Initialization
1 k = 0;
2 Choose a descent direction η0;
3 while ‖∇f
(
z(k)
)
‖2 ≥  do // Stop criterion
4 Compute the next iterate with the update rule:
z(k + 1) = z(k) + α(k)η(k),
such that z(k + 1), hence α(k) = α¯βmk , satisfies Armijo’s condition.
The latter is expressed by
f
(
z(k)
)
− f
(
z(k + 1)
)
≥ −σα¯βmk
〈
η(k),∇f
(
z(k)
)〉
,
where mk is the smallest non negative integer that fulfills Armijo’s
condition;
5 k = k + 1;
6 Choose a descent direction η(k);
7 end
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2 Optimizing on a manifold
The theory of optimization on manifolds (Absil et al., 2008) tackles
specific optimization problems where a set of geometric constraints forces
the solution to belong to a manifold. This section considers the cost
function f : N → R whose domain is a differentiable manifold N ⊆ Rm.
It formulates the optimization problem to be
z∗ = arg min
z∈N
f(z). (18)
The theory of optimization on manifolds (Absil et al., 2008) gene-
ralizes classical tools and procedures. Particularly, this section presents
how to adapt the line-search algorithm.
To lay the foundations of this theory, we first remind the main points
of the line-search algorithm. First, it selects a descent direction η(k).
Then, it translates the iterate along this direction to get closer to the
minimum of the function f . These steps are repeated until convergence.
In contrast, the theory of optimization on manifolds generalizes the
principle of the straight update by forcing the updated estimate z(k+1)
to remain on the manifold N . Let us assume that the k first iterations
have successfully reached the sequence of iterates{
z(0), z(1), z(2), ..., z(k)
}
.
Because of the manifold curvature, moving the estimate along a line-
search direction η(k) is not sufficient. Instead, the estimate z(k) should
follow a curve on the manifold. The sequel of this part shows how curves
can be selected on the manifold N . The proposed adaptations of both
the search direction and the update rule enable the iterate to stick a
curve on the manifold. This section describes two main tasks:
• How to define an adequate search direction η(k) that encompasses
the geometry of the manifold,
• How to translate the current location z(k) with respect to the direc-
tion η(k) while staying on the manifold.
First, Section 2.1 details how the search directions can encompass the
manifold constraints. This direction is thereafter used to stick a curve on
the manifold with the retraction function. The latter is a smooth map-
ping from the tangent space to the manifold. The retraction function and
the update rules are presented in Section 2.2. Section 2.3 fixes the ideas
by applying the theory in the illustrative example of the optimization of
the Rayleigh function. This chapter ends by summarizing the algorithm
in Section 2.4. It adapts the line-search algorithm in Meta-algorithm 3.
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2.1 Search direction
The line-search algorithm (Meta-algorithm 2) updates the iterate z(k)
by translating it along the descent direction η(k). Hence, the search
direction η(k) has to satisfy the condition 〈∇f(z(k)),η(k)〉 < 0.
Similarly, when working on a non-Euclidean manifold N , one has to
restrict the search direction to be a descent direction. Moreover, to con-
sider the geometric constraints, it has to stay close to the manifold. The
theory of optimization on manifolds forces it to belong to the tangent
space.
To fulfill these two requirements, the proposed algorithm first eva-
luates the gradient. Actually, the aim of the gradient −∇f(z(k)) is to
point the steepest decrease of the cost function f , in the vicinity of the
iterate z(k). To encompass the manifold curvature, an adequate search
direction η(k) is defined by projecting −∇f(z(k)) orthogonally on the
tangent space Tz(k)N .
2.2 Translating along a curve on the manifold N
Translating the iterate z(k) ∈ N on the manifold N , with respect to the
search direction η(k) ∈ Tz(k)N , is not straightforward. If the item z(k)
belongs to the manifoldN , the straight update z(k+1) = z(k)+α(k)η(k)
is not valid. Actually, it goes far away from the manifold N as the step
size α(k) growths.
To fix the update z(k + 1) on the manifold, translating the point
z(k) along a curve on the manifold advantageously replaces the straight
update. The algorithm developed throughout this section picks a curve
γz(k) : R → N : t 7→ γz(k)(t) on the manifold N . We make the as-
sumption that the curve γz(k) passes through z(k) when variable t is
null:
γz(k)(0) = z(k).
We observe that its derivative vector γ′z(k)(0) belongs to the tangent
space Tz(k)N . Therefore, forcing the search direction η(k) to belong to
the tangent space, as proposed in Section 2.1, enables the evaluation of
a curve that satisfies
γ′z(k)(0) = η(k),
hence the update of z(k) along this curve.
To define the curve γz(k), this section introduces the retraction map-
ping. The latter maps a tangent vector on the manifold; it thus sticks a
curve on the manifold N .
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Given a point z on the manifold N and the variable η on the tangent
space, the function Rz : TzN → N : η 7→ Rz(η) is termed the retraction
mapping. Definition 6.1 formally describes it.
Definition 6.1 (Retraction Mapping).
Given a point z on the manifold N , a tangent vector η on the tangent
space TzN and 0z the origin of the tangent space, the retraction mapping
Rz is a smooth function
Rz : TzN → N : η 7→ Rz(η)
that satisfies the two following properties:
1. Rz(0z) = z,
2. DRz(0z) = IdTzN , where D denotes the differential operator and
where IdTzN denotes the representative matrix of the identity map-
ping on TzN . The latter is further defined in Definition 6.2.
Condition 1 expresses that the origin 0z of the tangent space TzN is
mapped on the location z. With respect to Condition 2, the derivative
of the retraction function Rz evaluated at the origin is set to be the
identity mapping. Hence, it embeds each vector η of the tangent space
onto itself. It is more formally defined below.
Definition 6.2 (Identity mapping).
The identity mapping in the tangent space TzN is defined to be the linear
function represented by the matrix IdTzN that satisfies the two following
equations:
1. ∀η ∈ TzN , (IdTzN )η = η;
2. (JF)(z).IdTzN = 0.
where the function F : Rm → Rq is the manifold’s function.
With respect to the second condition, the columns of the matrix
IdTzN belong to the tangent space. This justifies the notation (IdTzN ).
We refer to Absil et al. (2008) for more details on the retraction function
and on the identity mapping. Furthermore, to improve their understan-
ding, those definitions will be illustrated in the case of the unit sphere
in Section 2.3.
Next, the section highlights how the retraction mapping can stick a
curve on the manifold. To match the direction η, we define the curve to
be
γz : R→ N : t 7→ γ(t) = Rz(tη).
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ηTzN
N
γz
z
Fig. II-1. Construction of the curve γz(t) with the retraction function Rz.
The latter is represented in Fig. II-1.
With respect to Condition 1 in Definition 6.1, the curve passes
through the point z:
γz(0) = Rz(0η)
= z.
Furthermore, if we consider Condition 2 in Definition 6.1, the derivative
of the function γz yields the tangent vector η:
γ′z(0) = DRz(0η)η
= IdTzNη
= η.
The curves on the manifold N , hence the retraction mapping
Rz(k) : Tz(k)N → N ,
generalizes the linear update rule z(k+1) = z(k)+α(k)η(k). The latter
is thus rewritten as follows:


z(k + 1) = Rz(k)(α(k)η(k)). (19)
In Equation (19), α(k) denotes the step size.
In other words, the proposed algorithm picks a curve
γz(k) : R→ N : t 7→ γz(k)(t) = Rz(k)
(
tη(k)
)
,
related to the descent direction η(k) ∈ Tz(k)N . Then, it translates the
current location with the step size α(k) ∈ R+0 by computing the new
location as follows:
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z(k + 1) = γz(k)
(
α(k)
)
= Rz(k)
(
α(k)η(k)
)
.
Furthermore, if the step size is computed by Armijo’s backtracking pro-
cedure, it will ensure a sufficient decrease of the cost function f .
2.3 Optimizing the Rayleigh function on the unit sphere
To improve the understanding of the theory, this section illustrates the
different topics in the specific case of the optimization of the Rayleigh
quotient.
Given a real symmetric matrix A ∈ Rm×m, the Rayleigh quotient of
the matrix A is the function
f : Rm0 → R : z 7→ f(z) =
zTAz
zT z .
One observes that multiplying the vector z by a constant does not al-
ter the value of the Rayleigh quotient. The corresponding invariance
property is expressed by f(αz) = f(z). The forthcoming development
inspects the fulfillment of the property:
f(αz) = (αz)
TA(αz)
(αz)T (αz)
= α
2zTAz
α2zT z
= z
TAz
zT z
= f(z).
In eigenvalue problems, the Rayleigh quotient approximates the
eigenvalue of a possible eigenvector. Minimizing (or maximizing) the
Rayleigh quotient leads to the smallest (or the dominant) eigenvalue
and to its corresponding eigenvector.
The present section optimizes the Rayleigh quotient with respect to
the vector z. To circumvent the invariance property, the optimization is
performed on the unit sphere S. The optimization problem is formulated
as follows:
z∗ = arg min
z∈S
f(z) = z
TAz
zT z .
Recall that Section 3 in Chapter 5 has already described the unit
sphere S = {z ∈ Rm|zT z − 1 = 0} and the tangent space TzS = {η ∈
Rm|zTη = 0}.
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The sequel of this section is organized as follows. First, it evaluates
the search direction. The latter is also projected on the tangent space
to take into account the manifold constraint. Next, the section defines
a suitable retraction mapping that fulfills the requirements of Defini-
tion 6.1. Thereafter, the retraction picks a curve on the unit sphere. The
latter enables the translation of an iterate along the geodesic.
Evaluation of the search direction
To evaluate a suitable search direction, one has, first, to compute the
gradient of the cost function f . The differentiation of the Rayleigh quo-
tient f(z) = z
TAz
zT z , with respect to z, yields the expression
∇f(z) = 2Az ∗ (z
T z)− zTAz ∗ 2z
(zT z)2
=
2
(
(zT z) ∗Az− (zTAz) ∗ z
)
(zT z)2 .
Let us consider a point z on the manifold S. Therefore, the product
zT z is equal to 1. We thus rewrite the gradient ∇f(z) to be
∇f(z) = 2
(
Az− (zTAz) ∗ z
)
.
Furthermore, we state that this direction belongs to the tangent space
TzS. Actually, the gradient ∇f(z) is perpendicular to the location z:
zT∇f(z) = zT ∗ 2
(
Az− (zTAz) ∗ z
)
= 2
(
zTAz− (zTAz) ∗ zT z
)
= 2
(
zTAz− zTAz
)
= 0.
To minimize the Rayleigh quotient, one can set the search direction
to be the opposite of the gradient.
Definition of a suitable retraction mapping
To translate the iterate along a curve on the manifold one has to deter-
mine a retraction mapping. For this purpose, let us consider the location
z on the unit sphere, and the direction η in the tangent space TzS. The
vector z +η belongs to the affine subspace z + TzS. Hence, to retract
this vector on the unit sphere, one has to normalize it:
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z + η
‖z + η‖2 ∈ S.
Keeping in mind the normalization idea, one can naturally set the re-
traction mapping Rz : TzS → S to be
Rz : TzS → S : η 7→ Rz(η) = z + η‖z + η‖2 . (20)
The proposed mapping fulfills the two conditions of Definition 6.1
to be a retraction mapping. The corresponding demonstrations can be
found in Appendix 1.
Curves on the sphere and translation of the iterate
The definition of a curve on the manifold that passes through a point
is then straightforward. Given the iterate z(k) and the search direction
η(k) = −2
(
Az(k)− (z(k)TAz(k)).z(k)
)
, the retraction mapping defines
the curve
γz(k) : R→ S : t 7→ γz(k)(t) = Rz(k)(tη(k))
= z(k) + tη(k)‖z(k) + tη(k)‖2 .
Hence, if the variable t is set to be the step size α(k), the next iterate
z(k + 1) is given by
z(k + 1) = γz(k)(α(k))
= Rz(k)(α(k)η(k))
= z(k) + α(k)η(k)‖z(k) + α(k)η(k)‖2 .
2.4 Algorithm
Finally, this section summarizes the algorithm that adapts the line-
search method. First, the algorithm evaluates the gradient −∇f(z(k)).
This one is then projected on the tangent space Tz(k)N . Note that we
have set the descent direction to be the orthogonal projection of the
gradient −∇f(z(k)) on the tangent space.
Next, the algorithm translates the iterate z(k) along a curve on
the manifold. This task is achieved by the retraction function Rz(k) :
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Meta-Algorithm 3: Steepest descent method on manifold
Requires: A differentiable manifold N ;
A continuously differentiable function f : N → R;
A technique to evaluate the gradient ∇f ;
A technique to project it on the tangent space;
A retraction mapping Rz : TzN → N ;
Input : An initial iterate z(0) ∈ N ;
A threshold  ∈ R+0 ;
A bound on the step size α¯ ∈ R+0 ;
Some scalars β ∈]0, 1[, and σ ∈ [0, 1];
Output : The sequence of iterates
{
z(0), z(1), ..., z(k)
}
that converges to
a minimum z∗ ∈ N of the function f ∈ C1(N )
// Initialization
1 k = 0;
2 Evaluate the descent direction −∇f
(
z(0)
)
;
3 Project it on the tangent space Tz(0)N to define η(0) ∈ Tz(0)N ;
4 while ‖η(k)‖2 ≥  do // Stop criterion
5 Compute the next iterate with the update rule:
z(k + 1) = Rz(k)
(
α(k)η(k)
)
,
where the step size α(k) = α¯βmk satisfies Armijo’s condition
f
(
z(k)
)
− f
(
z(k + 1)
)
≥ −σα¯βmk
〈
∇f
(
z(k)
)
,η(k)
〉
.
The scalar mk is set to be the smallest integer that fulfills the above
inequality;
6 k = k + 1;
7 Evaluate the descent direction −∇f
(
z(k)
)
;
8 Project it on the tangent space Tz(k)N to define η(k) ∈ Tz(k)N ;
9 end
Tz(k)N → N . Moreover, Armijo’s backtracking procedure assigns a va-
lue to the step size α(k) that ensures a sufficient decrease of the cost
function.
The meta-algorithm is presented in Meta-algorithm 3.
Less formally, the algorithm can be illustrated as follows. The proce-
dure has to take the geometric constraints of the manifold into account.
As shown in Fig. II-2, the search direction η(k) has to stay close to the
manifold, hence on the tangent space Tz(k)N . This direction is achieved
by orthogonally projecting the gradient−∇f(z(k)) on the tangent space.
Next, the algorithm translates the iterate along a curve on the mani-
foldN . The update rule can be split up into two steps. First, it translates
the location z(k) in the descent direction η(k) with a step size α(k). Let
z′(k) = z(k) + α(k)η(k) be the new location, this one belongs to the
affine subspace z(k)+Tz(k)N . Next, z′(k) is “retracted” on the manifold
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NTz(k)N
−∇f
η(k)
z′(k)
z(k + 1)
z(k)
Fig. II-2. Illustration of the (k + 1)th iteration of the optimization on manifold
procedure (adapted from Onclinx et al. (2009)).
N . Recall that the retraction function Rz(k) : Tz(k)N → N is a deter-
ministic and smooth mapping from the tangent space to the manifold.
As a short conclusion, defining the new iterate to be
z(k + 1) = Rz(k)
(
α(k)η(k)
)
is equivalent to a translation of the item z(k) along the curve γz(k)
on the manifold N . The step size α(k) is set by Armijo’s backtracking
procedure.
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7Framework to represent data on a sphere
This chapter is dedicated to the representation of data sets
on a sphere. This work is motivated by the representation
of data sets that contain loops. Due to the non-Euclidean
topology, such data sets should be immersed on manifolds.
The proposed methodology immerses data such that pair-
wise distances evaluated on the sphere are close to the
distances evaluated in the original space. For this purpose,
the chapter describes the geometry of the embedding mani-
fold. It introduces the notion of a parametric sphere whose
radius is a parameter that has to be optimized as well. The
embedding is performed by minimizing a cost function on
the representation manifold. Despite the presentation tries
to be as general as possible, the methodology is illustrated
in the case of the Spherical Local Multidimensional Scaling
(S-LMS). With respect to the optimization on manifolds,
the chapter details the S-LMS algorithm. First results on
toy examples illustrate the ability of S-LMS to preserve
loops.
This chapter is dedicated to the representation of data sets on the
surface of a sphere. For this purpose, the embedding is achieved by
minimizing a suitable cost function E on a sphere. The methodology
uses the theory of optimization on manifolds.
By minimizing the cost function on the sphere, the method deter-
mines the representation such that the pairwise distances ∆ij on the
sphere are close to the distances Dij evaluated in the high-dimensional
space. If the range of distances Dij is wide, the radius of the sphere has
to be large enough. Conversely, if the range of distances is small, the
radius has to decrease. Since the radius of the sphere cannot be set a
priori, the method has to optimize it as well.
To immerse data sets on a sphere, the chapter introduces the notion of
a parametric sphere. The parametric sphere is denoted by SR to highlight
the influence of the parameter R that represents the radius.
The work presented in this chapter enables the adaptation of distance-
based techniques to the representation on a sphere. Since similarity-
based methods are closely related to distance-based techniques, one can
generalize the methodology to the preservation of similarity measures.
To fix the ideas, the developments consider the LMS cost function. The
minimization, on the sphere, of the LMS cost function yields the Sphe-
rical Local Multidimensional Scaling (S-LMS).
Note that Onclinx et al. (2009) presents a general framework to em-
bed data on any arbitrary manifold. However, the adaptation of distance-
based techniques necessitates an analytic expression of the distance in
the representation space. To be faithful, we suggest using the geodesic
distances. To preserve the topology of the data sets, and because the
data set is finite, it seems also more accurate to represent data sets on
a compact manifold. For these reasons, it seems, in practice, impossible
to represent data on a cylinder or on a torus, for instance. Chapter 8
will come back on the debate.
Hence, the chapter bypasses the abstract presentation of the general
framework. The chapter only focuses on the representation on a sphere.
The sequel of the chapter is organized as follows. Section 1 defines
the parametric sphere. To represent N data on a parametric sphere,
the section also defines the embedding manifold and its tangent space.
Then, Section 2 considers the minimization of the LMS cost function on
the sphere. It presents the search direction and a retraction mapping to
translate the iterates. In Section 3, first results on toy examples illustrate
the ability of S-LMS to preserve non-Euclidean topologies. The section
also highlights some limitations of the technique.
1 Geometry of the parametric sphere
The description of the algorithm uses concepts from differential geome-
try.
The sequel of this section narrows the study of differentiable geometry
to the context of dimensionality reduction techniques. It studies the
feasibility of preserving pairwise distances on a sphere.
Nevertheless, this task raises a scaling issue. For instance, conside-
ring two different spheres, the range of allowed distances varies with
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their radius. Therefore, to embed data on a sphere, one should carefully
determine its radius. Hopefully, some workarounds may address the is-
sue of assigning a value to the radius. This work implements the radius
of the sphere as a parameter that is further optimized.
The sequel of the section is organized as follows. Section 1.1 defines
the embedding manifold. It introduces the concept of parametric sphere,
and it presents the corresponding constraint function. Next, Section 1.2
differentiates the constraint function yielding the definition of the tan-
gent space. In the context of dimensionality reduction, distance- and
similarity-based techniques require an adequate distance measure in the
low-dimensional space. Section 1.3 defines the geodesic distance on a
sphere.
1.1 Parametric sphere
This section is dedicated to the presentation of the parametric sphere
and the corresponding embedding manifold. The general presentation of
a parametric manifold can be found in (Onclinx et al., 2009).
The parametric sphere SR includes the spheres that differ from each
other by the value assigned to the radius R.
Without loss of generality, this section centers the parametric sphere
at the origin. By assigning a value to the parameter R, we force the
norm of the location y to be equal to the radius. The parametric sphere
is thus defined by
SR =
{
(y, R) ∈ R3 × R+0 |F(y, R) = 0
}
,
where the constraint function is naturally defined by
F : R3 × R+0 → R : (y, R) 7→ F(y, R) = yTy−R2.
For dimensionality reduction, the method has to determine the N
locations yi on the parametric sphere SR. The embedding is achieved by
minimizing some cost function E under the additional set of constraints
yT1 y1 −R2 = 0
...
yTNyN −R2 = 0
.
To keep notations short, the matrix Y gathers the N low-dimensional
vectors yi. Since each vector yi belongs to the parametric manifold SR,
the function
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F : R3×N × R+0 → RN : (Y, R) 7→ F(Y, R) =
 y
T
1 y1 −R2
...
yTNyN −R2

implements the N normalization constraints.
The sequel of this chapter has thus to study how to optimize a cost
function on the parametric manifold
MR =
{
(Y, R) ∈ R3×N × R+|F(Y, R) = 0}.
Since the functionF is a differentiable function, the parametric manifold
MR is also a differentiable manifold.
1.2 Tangent space attached to a parametric sphere
This section describes the tangent space of the previously defined mani-
folds, namely the sphere SR and the manifold MR.
For the sake of simplicity, the section begins by evaluating the tangent
space of the parametric sphere SR. For this purpose, we denote (y, R)
to be a point on the differentiable manifold SR. One can attach to it the
tangent space T[y,R]SR.
We first differentiate the constraint function F : R3 × R+0 → R with
respect to the location y and to the radius R. The derivatives yield the
expression of the Jacobian
JF(y, R) =
(
∂F
∂y ,
∂F
∂R
)
=
(
2yT ,−2R
)
.
Since the constraint function F : R3 ×R+0 → R is scalar, its Jacobian is
the transpose of the gradient: JF(y, R) = (∇F(y, R))T . Therefore, the
tangent space T[y,R]SR, attached to the point (y, R), is expressed by
T[y,R]SR =
{
(ηy, ηR) ∈ R3 × R+0 |JF(y, R)
(
ηy
ηR
)
= 0
}
=
{
(ηy, ηR) ∈ R3 × R+0 |2yTηy − 2RηR = 0
}
.
Afterwards, the forthcoming paragraphs describe the tangent space
T[Y,R]MR. Its formulation is closely related to the previous one. Attached
to the point (Y, R) = (y1, ...,yN , R) on the differentiable manifoldMR,
the tangent space is obtained by differentiating the constraint function
F . In this context, the Jacobian is given by
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JF(Y, R) =

2yT1 0 . . . 0 −2R
0 2yT2
. . . ...
...
... . . . . . . 0
...
0 . . . 0 2yTN −2R
 .
Finally, the tangent space T[Y,R]MR contains the tangent vectors
(ηY , ηR) = (η1,η2, ...,ηN , ηR) that fulfill the condition
JF(Y, R)

η1
η2
...
ηN
ηR
 =

0
0
...
0
 .
By introducing the expression of the Jacobian in the above condition,
one can define the tangent space T[Y,R]MR as follows:
T[Y,R]MR =
(ηY , ηR) ∈ R3×N × R
∣∣∣∣∣∣∣
 y
T
1 η1 −RηR
...
yTNηN −RηR
 =
0...
0

 .
(21)
1.3 Distance on the parametric sphere
S-LMS involves the distance matrices evaluated in the high-dimensional
space, and in the representation space.
In the low-dimensional space, traditional techniques obviously set
the distances to be Euclidean. Conversely, when representing data sets
on a manifold, the Euclidean distance introduces undesirable shortcuts.
Therefore, the geometry of the embedding support amounts to evalua-
ting the geodesic distances. This section defines a distance measure on
the manifold SR.
Let ∆ij be the geodesic distance between the points (yi, R) and
(yj , R). This measures is defined as the product of the radius with the
angle θij between the two vectors yi and yj . It can be expressed as
follows:
∆ij = Rθij
= R acos
(
yTi yj
‖yi‖2‖yj‖2
)
.
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2 Optimisation procedure
Let us now consider the task of representing data on a sphere. One has
to solve the optimization problem
(Y∗, R∗) = arg min
(Y,R)∈MR
E(Y, R;X ),
where E : MR × R+ → R is, for instance, the S-LMS cost function.
It amounts to defining some suitable search directions, and a retraction
mapping to translate the iterate.
Section 2.1 studies an analytic expression of the gradient ∇E. It also
evaluates its projection on the tangent space. Thereafter, Section 2.2
presents the retraction mapping R[Y,ν] : T[Y,ν]Mν →Mν to update the
current location. Finally, the algorithm is summarized in Section 2.3.
2.1 Search direction
The Spherical Local Multidimensional Scaling minimizes the LMS cost
function (6) with respect to the theory of optimization on manifolds.
One has to determine some suitable search directions, i.e. some descent
directions that belong to the tangent space.
The section is thus organized as follows. The section begins by eva-
luating the gradient of the cost function E with respect to the locations
and to the radius of the sphere. Next, it shows how to project it on the
tangent space.
To improve the readability of the following results, the section intro-
duces the notation κij =
∂E
∂∆ij
. This derivative, i.e. κij , depends on the
choice of the cost function, hence on the dimensionality reduction me-
thod. Proposition 1 expresses the gradient of the S-LMS cost function.
Proposition 1 (Gradient of S-LMS).
Given a parameter λ ∈ [0, 1], let the cost function
E :MR → R : (Y, R) 7→ E(Y, R;X )
be the S-LMS cost function defined on the manifold MR:
E(Y, R;X ) = λ
N∑
i,j=1
j 6=i
(Dij −∆ij)2
Dij
+ (1− λ)
N∑
i,j=1
j 6=i
(Dij −∆ij)2
∆ij
.
Denoting κij = −2λDij −∆ij
Dij
− (1− λ)(D
2
ij −∆2ij)
∆2ij
, the gradient of the
function E, evaluated at the point (Y, R), is expressed by
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∇E(Y, R;X ) =

2R
N∑
j=1
j 6=1
κ1j
−
(
yj
‖y1‖2‖yj‖2 −
yT1 yj
‖y1‖22‖yj‖2
y1
‖y1‖2
)
√
1−
(
yT1 yj
‖y1‖2‖yj‖2
)2
...
2R
N∑
j=1
j 6=N
κNj
−
(
yj
‖yN‖2‖yj‖2 −
yTNyj
‖yN‖22‖yj‖2
yN
‖yN‖2
)
√
1−
(
yTNyj
‖yN‖2‖yj‖2
)2
N∑
i,j=1
j 6=i
κij acos
yTi yj
‖yi‖2‖yj‖2

.
Proof.
The proof of Proposition 1 is reported in Section A of Appendix 2.
The gradient ∇E(Y, R;X ) is not tangent to the parametric manifold
MR. S-LMS has to project the search direction on the tangent space
T[Y,R]MR.
One can observe that the derivative ∂E
∂yi
(Y, R;X ) is orthogonal to
the location yi. The inner product between the former one and yi is
null.
Proposition 2.
Let ∆ij = R acos
(
yTi yj
|yi‖2‖yj‖2
)
be the distance measure between the
point (yi, R) and the point (yj , R), the derivative
∂E
∂yi
(Y, R;X ) is ortho-
gonal to the vector yi.
Proof.
The demonstration of Proposition 2 is reported in Section B of Ap-
pendix 2.
This property facilitates the projection of the gradient −∇E(Y, R;X )
on the tangent space T[Y,R]MR, hence the evaluation of the search di-
rection η. In Section 1.2, the condition (21) expresses the property to be
a tangent vector. Unfortunately, the gradient −∇E(Y, R;X ) does not
fulfill it:
− ∂E
∂yi
T
yi +R
∂E
∂R
= R∂E
∂R
6= 0, ∀i = 1, ..., N.
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The right-hand side (R∂E
∂R
) is the same for all the N geometric condi-
tions. S-LMS takes advantage of this property to orthogonally project
the gradient −∇E(Y, R;X ) on the tangent space T[Y,R]MR. S-LMS pro-
ceeds as follows:
η = −∇E(Y, R;X )−

1
R(N+1)
∂E
∂R (Y, R;X ) y1
...
1
R(N+1)
∂E
∂R (Y, R;X ) yN
− NR(N+1) ∂E∂R (Y, R;X ) R

= −

∂E
∂y1
(Y, R)+ 1R(N+1) ∂E∂R(Y, R) y1
...
∂E
∂yN
(Y, R)+ 1R(N+1) ∂E∂R(Y, R) yN
1
(N+1)
∂E
∂R
(Y, R)
 . (22)
This dissertation does not prove that the vector η is the ortho-
gonal projection of the gradient −∇E(Y, R;X ) on the tangent space
T[Y,R]MR. Nevertheless, Gram-Schmidt process (Trefethen and Bau,
1997) corroborates this statement.
2.2 Retraction mapping
This section presents the retraction mapping required by the theory of
optimization on manifolds. The section intuitively presents a suitable
retraction mapping.
To illustrate the retraction mapping, let us consider the point
(Y(k), R(k)) = (y1(k),y2(k), ...,yN (k), R(k))
that belongs to the manifold MR. We need to translate it along the
direction η(k) = (η1(k),η2(k), ...,ηN (k), ηR(k)) while fixing the next
iterate on the manifold.
Given the retraction mapping
R[Y(k),R(k)] : T[Y(k),R(k)]MR →MR : η → R[Y(k),R(k)](η),
the next iterate can be defined by
(Y(k + 1), R(k + 1)) = R[Y(k),R(k)](α(k)η(k)),
where α(k) ∈ R+0 is the step size.
The above update rule can be intuitively decomposed into two main
steps: a straight update through the direction η(k) followed by a pro-
jection from the affine subspace (Y(k), R(k)) + T[Y(k),R(k)]MR to the
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manifold. This intuitive approach is the subject of the forthcoming para-
graphs.
Let us first consider the straight update
y′1
y′2
...
y′N
R′
 =

y1(k)
y2(k)
...
yN (k)
R(k)
+ α(k)

η1(k)
η2(k)
...
ηN (k)
ηR(k)
 .
It translates the iterate (Y(k), R(k)) along the direction η(k). Depending
on the sign of ηR, the update rule increases - or decreases - the value
assigned to the radius.
If the linear variation of the parameter R is allowed, this is not the
case for the other components. Given a tangent vector η(k), the point
(Y ′, R′) is located in the affine subspace (Y(k), R(k)) + T[Y(k),R(k)]MR.
One has to retract it on the manifold MR.
The norms of the components y′i = yi(k)+α(k)ηi(k) differ from each
other. To ensure the equality of the norms, one can normalize all those
intermediate components:
y′i
‖y′i‖2
= yi(k) + α(k)ηi(k)‖yi(k) + α(k)ηi(k)‖2
.
Then, to implement the variation of the radius, we multiply all those
normalized components by the intermediate radius R′ = R(k)+α(k)ηR:
R′
y′i
‖y′i‖2
= (R(k) + α(k)ηR)
yi(k) + α(k)ηi(k)
‖yi(k) + α(k)ηi(k)‖2
.
This intuitive approach yields the general definition of the retraction
mapping.
Definition 7.1 (Retraction mapping on the parametric sphere).
Given the point (Y, R) on the manifold MR and a tangent vector η ∈
T[Y,R]MR, the retraction mapping R[Y,R] : T[Y,R]MR →MR is set to be
R[Y,R] : T[Y,R]MR →MR : η 7→ R[Y,R](η) =

(R+ ηR)
y1 + η1
‖y1 + η1‖2...
(R+ ηR)
yN + ηN
‖yN + ηN‖2
R+ ηR

.
Section C in Appendix 2 proves that the proposed retraction mapping
fulfills the conditions in Definition 7.1.
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2.3 Meta-algorithm to preserve distances on a sphere
This section summarizes the above developments to represent a data set
on a sphere.
The algorithm seeks to find the minimum of a distance-based cost
function (e.g. the S-LMS cost function). For this purpose, we force the
solution to belong to a parametric manifold MR. As shown in Sec-
tion 1.1, it implements the spherical constraint that each embedding
point has to fulfill.
The method first evaluates the search direction. It computes the gra-
dient of the cost function. Then, with respect to the theory of opti-
mization on manifolds, the gradient is projected on the tangent space.
The analytic expression of the search direction has been the object of
Section 2.1.
Thanks to the retraction mapping, the iterate can be translated on
the parametric sphere. Finally, to ensure a sufficient decrease of the cost
function, Armijo’s backtracking procedure evaluates the step size. Meta-
algorithm 4 details the methodology to preserve distances on a sphere.
To be as general as possible, the meta-algorithm does not specify the
cost function. For instance, the minimization of the LMS cost function
yields the S-LMS algorithm. Recall that Proposition 1 has evaluated the
gradient of the S-LMS cost function.
3 Results on toy examples performed by S-LMS
This section studies how the Spherical Local-Multidimensional Scaling
performs on several data sets. Before immersing toy examples, Dijk-
stra’s algorithm approximates the geodesic distances. For this purpose,
it builds a graph through the data set where the size of the neighborhood
K is set to be 10. Then, simulations are performed for different values
assigned to the user-defined parameter λ.
Note that, for obvious reasons, a spherical data set is successfully
embedded... on the sphere. Since those results lack of interest, they are
not presented in this section.
The section begins by presenting the immersion of an ellipsoid. Then,
the embedding of a more elongated ellipsoid highlights the influence of
the user-defined parameter λ ∈ [0, 1]. Next, data generated on a frog
manifold are represented on the sphere. Finally, the section embeds a
cylinder. These results show some limitations on the S-LMS technique.
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Meta-Algorithm 4: Preserving distances on a sphere
Requires: A distance-based cost function E;
Input : An initial value of the radius R(0) ∈ R+0 ;
An initial iterate Y(0) = (y1(0), ...,yN (0));
A threshold  ∈ R+0 ;
A bound on the step size α¯ > 0;
Some scalars β ∈]0, 1[, and σ ∈ [0, 1];
Output : The sequence of iterates{(
Y(0), R(0)
)
,
(
Y(1), R(1)
)
, ...,
(
Y(k), R(k)
)}
that converges
to a minimum (Y∗, R∗) ∈MR of the S-LMS cost function
// Initialization
1 k = 0;
2 Evaluate the gradient −∇E
(
Y(0), R(0);X
)
;
3 Project it on the tangent space T[Y(0),R(0)]MR to define the search
direction η(0):
η(0) = −

∂E
∂y1
(
Y(0), R(0)
)
+ 1
R(0)(N + 1)
∂E
∂R
(
Y(0), R(0)
)
y1(0)
...
∂E
∂yN
(
Y(0), R(0)
)
+ 1
R(0)(N + 1)
∂E
∂R
(
Y(0), R(0)
)
yN (0)
1
(N+1)
∂E
∂R
(
Y(0), R(0)
)
 ,
such as proposed by Proposition 2;
4 while ‖η(k)‖2 ≥  do // Stop criterion
5 Compute the next iterate with the update rule:(
Y(k + 1)
R(k + 1)
)
= R[Y(k),R(k)](α(k)η(k)),
where the step size α(k) = α¯βmk satisfies Armijo’s condition:
∆kE ≥ −σα¯βmk
〈
η(k),∇E
(
Y(k), R(k);X
)〉
.
The scalar mk is set to be the smallest integer that fulfills the above
inequality;
6 k = k + 1;
7 Evaluate the descent direction −∇E
(
Y(k), R(k);X
)
;
8 Project it on the tangent space T[Y(k),R(k)]MR to define the search
direction η(k) such as proposed by Proposition 2;
9 end
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3.1 Ellipsoid
This section immerses an ellipsoid on a parametric sphere. For this pur-
pose, 1500 data are generated on the ellipsoid defined by the equation:
E ≡ x
2
52 +
y2
42 +
z2
32 = 1.
This data set is represented in Fig. II-3 (a), where the color of the points
is labeled with respect to the azimuthal angle of the ellipsoid.
For these results, the variation of the user-defined parameter λ does
not alter the representation of the data set. Actually, no matter the value
assigned to parameter λ, the quality of the representation is high. For
instance, Fig. II-3 (b-c) illustrates the embedding results when λ = 0. In
this figure, the smooth evolution of the color assesses the preservation
of the ellipsoid’s topology.
Remind the 2pi-modulo relationship of the azimuthal angle φ. In the
spherical coordinate space (Fig. II-3 (c)), the points located on the left
(φ ≈ 0) are close to the right ones (φ ≈ 2pi). Furthermore, there are
singularities in the north and in the south pole. The spherical coordinate
space is non-Euclidean. As a consequence, the extreme points (θ ≈ ±pi2 )
are close to each other.
3.2 Elongated ellipsoid
The second experiment studies the embedding of the elongated ellipsoid
E ≡ x
2
92 +
y2
42 +
z2
32 = 1.
As for the previous section, the original data set is homeomorphic to the
sphere. Nevertheless, its elongation complicates the preservation of the
distances on the sphere.
The data set illustrated in Fig. II-4 (a) gathers 1000 items. As for
the previous experiment, the color varies with the azimuthal angle.
Fig. II-4 (b-g) illustrate the embedding results performed with dif-
ferent values assigned to the user-defined parameter λ. Note that the
color labels are consistent with the ones used in Fig. II-4 (a).
Despite the ellipsoid is homeomorphic to the sphere, S-LMS hardly
represents it. S-LMS does not properly preserve the topology of the Ellip-
soid when the parameter λ decreases. Regarding Fig. II-4 (e-g), the cor-
responding results are close to what LMS would have done. Conversely,
when the parameter increases, the topology of the ellipsoid, hence its
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(a) Ellipsoid - Data set (b) S-LMS λ = 0 - Ellipsoid
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(c) SLMS (Coordinate space) λ = 0 - Ellipsoid
Fig. II-3. (a) Data generated on the ellipsoid E ≡ x
2
52 +
y2
42 +
z2
32 = 1. Embedding of the
ellipsoid E on the sphere with λ = 0 by the Spherical Local Multidimensional Scaling:
(b) representation on the sphere; (c) representation on the spherical coordinate space.
The color varies with the azimuthal angle of the ellipsoid E .
loops, is better preserved. In Fig. II-4 (b-d), the smooth evolution of the
color supports this statement.
Other experiments highlight the difficulty of immersing ellipsoids.
Indeed, the more elongated the ellipsoid is, the more difficult it is to
preserve its topology. In other words, the importance of large distances
in the cost function, due to the elongation of the ellipsoid, complicates
its representation.
To compare, objectively, the performances of S-LMS, the extru-
sion/intrusion diagram (Lee and Verleysen, 2009) in Fig. II-5 illustrates
the preservation of local neighborhoods.
In this figure, the plain curves present the percentage of preserved
neighborhoods with respect to the size K of the neighborhood. The
higher those curves are, the better the representation is. In this experi-
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(a) Elongated ellipsoid - Data set
(b) S-LMS λ = 1 - Ellipsoid (c) S-LMS λ = 0.8 - Ellipsoid
(d) S-LMS λ = 0.6 - Ellipsoid (e) S-LMS λ = 0.4 - Ellipsoid
(f) S-LMS λ = 0.2 - Ellipsoid (g) S-LMS λ = 0 - Ellipsoid
Fig. II-4. (a) Data generated on the ellipsoid E ≡ x
2
92 +
y2
42 +
z2
32 = 1. Embedding of the
ellipsoid E ≡ x292 + y
2
42 +
z2
32 = 1 on the sphere by the Spherical Local Multidimensional
Scaling for (b) λ = 1, (c) λ = 0.8, (d) λ = 0.6, (e) λ = 0.4, (f) λ = 0.2 and (g) λ = 0.
The color varies with the azimuthal angle of the ellipsoid E .
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Fig. II-5. Intrusion/extrusion diagram for the embedding of the elongated ellipsoid
by the Spherical Local Multidimensional Scaling on the sphere.
ment, the best representation is performed with λ = 1. Note that when λ
belongs to [0.6, 1], the quality of the representation does not significantly
vary as the curves are close to each other.
Among all the experiments, fixing the user-defined parameter λ to
be greater than 0.6 achieves the best representations. These simulations
yield the preservation of more than 82% of the 10-ary neighborhoods. In
comparison to the other results, only 50% to 70% of them remain well
represented.
One can also observe the influence of the user-defined parameter λ.
The dashed curves, when λ is equal to 0, 0.2 or 0.4, are positive. In these
experiments, the representations are intrusive. In other words, when λ
decreases, S-LMS seems to flatten the ellipsoid.
3.3 Frog manifold
This section studies the embedding of the frog manifold illustrated in
Fig. II-6 (a). This manifold is homeomorphic to the sphere. In some
sense, this one is a kind of dented sphere. In opposition to the ellipsoid
that arises from a “global” deformation of the sphere, this experiment
wonders whether S-LMS can handle local distortions.
We consider 2000 data generated on the skin of the frog. Let (x, y, z)
being the coordinate system in the R3 Euclidean space. Then, the color
label varies with respect to the linear combination x− y.
As illustrated in Fig. II-6 (b), S-LMS successfully represents the frog
manifold. Regarding the smooth evolution of the color, it preserves the
manifold’s topology. Note that Fig. II-6 (b) only presents the embedding
results when the parameter λ is set to be 0.2 yielding the best represen-
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(a) Data set - Frog manifold
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(b) S-LMS λ = 0.2 - Frog
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(c) Quality criteria - Frog
Fig. II-6. (a) Data generated on a frog manifold. (b) Embedding of the frog on the
sphere by S-LMS when λ = 0.2. (c) Intrusion/extrusion diagram for the embedding
of the frog on the sphere by S-LMS.
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tation. Except when the parameter λ is equal to 1, the other simulations
give qualitatively similar representations.
The quality criteria in Fig. II-6 (c) corroborate the above conclusions.
Actually, S-LMS correctly preserves 80 percents of the 8-ary neighbor-
hoods. Furthermore, 86 percents neighborhoods are well preserved.
3.4 Cylinder
Let us now consider the cylinder
C ≡ x2 + y2 − 1 = 0,
where the variable z is equally distributed between 0 and 7. Fig. II-7 (a)
illustrates the 1500 data generated on this manifold. In this figure, the
color varies with respect to the azimuthal angle of the cylinder.
Next to the approximation of the geodesic distances, S-LMS embeds
the data set on the sphere. The simulations are performed with different
values assigned to the user-defined parameter λ.
S-LMS successfully preserves the loops of the cylinder providing that
its height is small enough. In contrast, when the height increases - as it
is the case in this experiment - S-LMS hardly preserves the cylinder’s
loops. Actually, depending on the user-defined parameter λ, S-LMS tears
or flattens the manifold. In Fig. II-7 (b-c), the representations are close
to the ones achieved by LMS. Due to the height of the cylinder, the
loops do not longer dominate. Therefore, the method cares, in priority,
about the preservation of the height of the cylinder.
Regarding the representation in the spherical coordinate space, in the
upper left of Fig. II-7 (b), some red points have entered in the neigh-
borhoods of green ones when λ = 0.8. Despite the variation of the color
label is quite smooth, this observation assesses that S-LMS flattens the
cylinder: the representation is intrusive. Conversely, in Fig. II-7 (c), one
can observe some red points that are distant from the blue ones. This
illustrates that the cylinder has been torn. In comparison with Fig. II-
7 (b), the color of the points varies more smoothly. Nevertheless, S-LMS
unsuccessfully preserves the loops of the cylinder in both cases.
To analyze, objectively, these results, the section ends by presenting
the quality criteria in Fig. II-7 (d). When the parameter λ decreases,
S-LMS favors the trustworthiness of the representation. It rather tears
the cylinder to immerse it on the sphere. The representation is more
extrusive. Hence, the dashed curve decreases - the dashed curve is close
to zero. This corroborates the observations of the previous paragraph.
The best representation is achieved with λ = 0. In this configuration,
S-LMS preserves 77.5% of the 10-ary neighborhoods.
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(b) S-LMS λ = 0.8 - Cylinder
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(c) S-LMS λ = 0 - Cylinder
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(d) Quality criteria - Cylinder
Fig. II-7. (a) Data generated on the cylinder C where the color varies with the
azimuth angle. Embedding of the cylinder by S-LMS (b) for λ = 0.8 and (c) for
λ = 0. (d) Intrusion/extrusion diagram of the embedding of the cylinder on the
sphere by S-LMS.
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8Conclusion of Part II
Part II is dedicated to the first contribution of the dissertation. This
part studies the representation of data sets on a sphere. It presents
a methodology that adapts the distance-based techniques. Note that
the proposed methodology can be applied to preserve similarities on a
sphere.
The goal pursued by the spherical techniques is to determine low-
dimensional locations, on the sphere, such that the pairwise distances
are close to the corresponding ones evaluated in the high-dimensional
space.
In this situation, the loss of information between the original data and
their representation can be implemented by a continuously differentiable
cost function. The embedding is thus performed by minimizing the cost
function while constraining the representation on a sphere.
This work is motivated by the embedding of data sets that contain
loops. Furthermore, because of the complexity of real data sets, it could
be too restrictive to represent them on a Euclidean space. To capture
the non-Euclidean topology of data sets, one should represent them on
non-Euclidean manifolds.
The methodology is illustrated in the specific case of the Spherical
Local Multidimensional Scaling. Since the optimal radius of the sphere
cannot be set a priori, we have introduced the notion of a parametric
sphere: S-LMS optimizes the value assigned to the radius as well.
The representation is performed by minimizing the cost function on
the parametric sphere, both with respect to the locations and the radius.
For this purpose, the algorithm uses together the differentiable geometry
and the theory of optimization on manifolds.
First results on toy examples show the ability of S-LMS to preserve
loops. For instance, S-LMS correctly embeds an ellipsoid or the frog
manifold.
Note that this work has not studied the immersion of toy examples
such as the Swiss Roll or the Horse shoe manifold. Providing that the ge-
odesic distances have been first approximated, LMS correctly immerses
these data sets. Under the same assumptions, S-LMS performs as well.
For this purpose, the radius gradually increases during the iterations,
and S-LMS immerses the data in a small part of the sphere. Since the
sphere is locally diffeomorphic to the R2 Euclidean space, the repre-
sentations performed by LMS and S-LMS are similar. In some sense,
the representation on a sphere encompasses the embedding in the 2-
dimensional Euclidean space.
One thus wonders which representation, i.e. on the sphere or in the
Euclidean space, we should prefer. Does the embedding on a sphere, or
on any other manifolds, complicate the visualization of data sets? Is the
preservation of loops worthwhile, as we cannot see the whole sphere?
Within a geographical context, this kind of questions is meaningless.
Indeed, the best representation of the Earth is the globe. Despite we can
only see half of the Earth at a glance, we are able to identify some conti-
nents, i.e. some clusters. If we look to a country, one can also determine
its closest neighbors.
By analogy, the representation on a sphere, or on any other manifold,
does not complicate neither the identification of clusters nor the obser-
vation of proximity relationships. Keep in mind that the visualization of
data sets puts the emphasis on the observation of local neighborhoods.
It is of course impossible to see two antipodal points without turning the
sphere, but this is not really different when visualizing a representation
in the R2 Euclidean space. Actually, one cannot see two distant points
without moving the eyes or the head.
The methodology to immerse data sets on a sphere can be generalized
on other manifolds. Onclinx et al. (2009) present a general framework -
without specifying the embedding manifold.
This work shows that one should be able to minimize cost functions
on any arbitrary manifolds, theoretically. Briefly summarized, to im-
merse data sets on a manifold, the method necessitates
• a compact manifold,
• and a retraction mapping from the tangent space to the manifold.
These ones are mainly required by the optimization procedure.
Nevertheless, the theory of optimization on manifolds does not res-
trict the manifold to be compact. The forthcoming paragraphs explain
why we suggest to immerse data sets on a compact manifold.
74
The initial motivation of this work is to improve the representation of
data sets that gather loops. To visualize the loops, they should dominate
in the representation space, hence on the manifold.
It seems, for instance, difficult to embed data sets on a cylinder.
Actually, the height of the cylinder is infinite while the data set is ob-
viously finite. If we try to visualize the infinite cylinder, we will see a
straight line: the loops of the cylinder are negligible by comparison with
the height. Since the loops do not dominate, it seems not meaningful to
visualize the loops included in a data set by immersing it on a cylinder.
Besides the requirements of the optimization procedure, in the con-
text of distance- and similarity-based techniques, one should obviously
use the geodesic distances.
Unfortunately, there is no analytical expression of geodesic distances
neither on the ellipsoid nor on the torus. The geodesic distances are re-
quired to evaluate the cost function and to compute the search direction
(by differentiating the cost function).
The analytic expression of the geodesic distances facilitates the eva-
luation of the cost function and its derivative - or, more precisely, the
derivative of the distances with respect to the locations. To bypass this
issue, further work should study the possibility to approximate the ge-
odesic distances and their differentiation.
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Part III
Preserving ranks

9Introduction and motivation
This introductory chapter motivates the preservation of
ranks rather than pairwise distances or similarities. It il-
lustrates some limitations of distance-based techniques by
the immersion of a hyperboloid on a sphere.
The chapter motivates the benefit of preserving ranks by
its adequacy with recent quality criteria. These quality cri-
teria evaluate the preservation of K-ary neighborhoods by
comparing rank matrices evaluated in the original and in
the representation space.
The preservation of ranks also enables local distortion of
pairwise distances. These local contractions and dilata-
tions facilitate the embedding of data sets.
The chapter also dresses the main issues rank-based tech-
niques have to raise. Actually, ranks are piecewise cons-
tant. Their non-differentiability complicates the optimiza-
tion of cost functions that involve ranks. It is thus of pri-
mary importance to develop optimization tools that handle
the non-differentiability of ranks.
As it has been argued in Part I, the goal pursued by dimensionality re-
duction techniques is to preserve some proximity relationships. Towards
these aims, neighboring points in the original space should remain close
in the low-dimensional space.
When visualizing complex data sets, it is simply inconceivable to
reach a perfect representation. To compare the performances of dimen-
sionality reduction techniques, recent quality criteria evaluate the preser-
vation of the K-ary neighborhoods. Recall that Chapter 2 (Section 1.4)
has briefly presented the trustworthiness and the continuity measures
and the intrusion/extrusion diagram. Roughly, if we fix the size K of
the neighborhood, quality criteria count points that are in the K-ary
neighborhoods in the original space, and that are also represented in the
corresponding neighborhoods in the low-dimensional space. To evaluate
the preservation of the neighborhoods, quality criteria compare the rank
matrices computed in the original and in the low-dimensional space.
The emergence of quality criteria raises some new questions. How
can we choose the right balance between two complementary criteria,
for instance, between intrusions and extrusions? Disregarding personal
preferences or application purposes, which size of local neighborhoods
should we focus on? And, in a more relevant way, how can we improve
the representation of data sets regarding these quality criteria?
Ideally, they should guide the implementation of the loss of informa-
tion that is thereafter minimized. This motivates recent works (Lespinats
et al., 2009; Onclinx et al., 2010; Strickert et al., 2014) that investigate
the feasibility of preserving ranks instead of pairwise distances or simi-
larities. Those works show that preserving ranks rather than distances
renders the principle of proximity preservation more faithful.
Besides the adequacy with recent quality criteria, Lespinats et al.
(2009) first motivate the use of ranks by situations where their preserva-
tion is more relevant than the preservation of distances. As illustrated by
Torgerson (1952), the non-metric MDS aims at representing, for exam-
ple, psychophysical data. In this situation, defining a distance measure is
sometimes awkward. It is more relevant to use some order relationships.
Moreover, the analysis of real data should not underestimate the
curse of dimensionality (Franc¸ois, 2008). This one is, for example, il-
lustrated by the concentration of pairwise distances. As a consequence,
distances between high-dimensional data are more or less equivalent:
this issue has a negative effect on distance-based methods.
In contrast, ranks remain equally likely distributed, regardless the
dimension. Therefore, they do not suffer from the curse of dimensionality.
For this reason, Lespinats et al. (2009) wonder whether preserving ranks
could improve the embedding results. Note, however, that since distances
in high-dimensional space concentrate, the inherent noise might affect
the accuracy of ranks.
Strickert et al. (2014) present a framework named correlation-based
framework of multidimensional scaling (cbMDS). This work is initially
motivated by the representation of partially missing relational data. Be-
cause of the missing values, the authors suggest to preserve asymmetric
measures, i.e. the similarities or the ranks, rather than preserving the
symmetric distances. They claim that the symmetry is not always na-
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tural. For instance, this is not because a point is the closest neighbor of
another one that the latter is also the closest neighbor of the first one.
To represent the data set, cbMDS defines the loss of information by
correlation measures such as the Pearson correlation (Pearson, 1895), the
Spearman rank correlation (Lehman, 2005), and the Kendall correlation
(Kendall, 1938). These measures are invariant under scaling and trans-
lation. Because of the curse of dimensionality, the invariance property
facilitates the comparison of similarities, for instance, whose distribution
concentrates when the dimension of the space increases.
To preserve the rank values, cbMDS defines the ranks as the sum of
Heavyside functions that are further approximated by differentiable sig-
moids. Nevertheless, these approximations necessitate the determination
of appropriate parameters that control the steepness of the curves.
Finally, Onclinx et al. (2010) highlight some limitations to the preser-
vation of distances. They study the embedding of a hyperboloid on the
sphere. Fig. III-1 (a) illustrates the data set. The color varies with res-
pect to the azimuthal angle.
S-LMS achieves the immersion of the data set on the sphere. Unfortu-
nately, it fails to preserve the loops of the manifold. The distance-based
techniques do not properly manage the balance between the constric-
tion and the extremities of the hyperboloid. As shown in Fig. III-1 (b),
S-LMS crushes the hyperboloid.
One should be able to immerse the hyperboloid on the spherical ma-
nifold. By contracting the widened extremities of the hyperboloid, and
by dilating its tight part, one can roughly preserve its topology. This
solution enables the immersion of the hyperboloid constriction on the
equator of the sphere. As for its extremities, they might be embedded
close to the north and to the south pole. The above intuitive immersion
involves some local distortions of pairwise distances.
Onclinx et al. (2010) argue that strictly preserving distances cons-
trains the embedding of such manifolds. They rather study the benefit
of preserving ranks. They claim that minimizing rank-based cost func-
tions enables local scalings. One might thus hope that the preservation
of ranks relaxes the constraining issues of distances.
If the use of ranks raises no particular issue in a quality criterion,
the situation becomes more complex in the context of dimensionality
reduction techniques. Regarding Definition 2.1, ranks are non symme-
tric and piecewise constant. As a consequence, their derivative is null,
almost everywhere. This issue complicates the necessary determination
of suitable search directions for the optimization task.
Note that integer programming (Nemhauser and Wolsey, 1988; Schrij-
ver, 1986; Bertsimas and Weismantel, 2005) is not applicable here. The
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(b) S-LMS λ = 1 - Hyperboloid
Fig. III-1. (a) Original data generated on a hyperboloid. The color varies with the
azimuthal angle. (b) Embedding of the hyperboloid on the sphere by S-LMS when
λ = 1. Representation on the sphere and in the spherical coordinate space.
goal pursued by rank-based techniques is not to determine ranks that
minimize the cost function, but to find locations yi such that the corres-
ponding ranks minimize the cost function! In Lespinats et al. (2009), an
FDP algorithm (Fruchterman and Reingold, 1991) minimizes the stress
function while Onclinx et al. (2010) assume that distances can interpo-
late ranks.
This work thus presents an adequate optimization procedure that
handles rank. At first glance, it seems not meaningful to differentiate
rank-based cost functions. The non-differentiability of ranks complicates
the determination of suitable search directions for the optimization task.
To avoid the awkward drawbacks of optimizing ranks, the chapter
wonders how the location can be translated to improve the preservation
of ranks. To define an appropriate search direction, this work introduces
the notion of target distances. Roughly speaking, target distances are de-
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fined to be a permutation of the distance matrix: to derive some benefit
from ranks, the permutation is supervised by the rank matrices.
Besides the lack of adequate optimization procedures, a second issue
concerns the scale indeterminacy. For instance, multiplying all distances
with a constant factor leaves the ranks unchanged. Therefore, preserving
ranks may spread or contract the representation.
To avoid the spreading or the shrinking of the data set, those methods
have to fix the general scaling of the embedding. In particular, the Rank-
based Local Multidimensional Scaling (R-LMS) (Onclinx et al., 2010)
proposes to immerse the data set on a compact manifold, such as the
unit sphere.
This part addresses the feasibility of preserving rank information
rather than pairwise distances. Chapter 10 presents the second contri-
bution of this thesis. It studies an optimization procedure that yields a
novel methodology. This target-based methodology extends the distance-
and similarity-based techniques. It is illustrated in the case of the Tar-
get Local Multidimensional Scaling (T-LMS) and the Target NeRV (T-
NeRV).
Note that this part does not present R-LMS. Actually, R-LMS heuris-
tically optimizes a rank-based cost function. If R-LMS shows first im-
provements on the immersion of toy examples, it fails to represent real
data sets.
One can cast doubt on the validity of the heuristic optimization pro-
cedure proposed by R-LMS. This issue motivates the present work.
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10
Preservation of target distances
This chapter studies how to optimize rank-based cost func-
tions. It wonders how the locations of the embedded data
can be iteratively translated to improve the preservation of
ranks.
The proposed solution introduces the notion of target dis-
tances. The matrix of target distances is a permutation of
the distance matrix. The permutation is supervised by the
rank matrix computed by sorting the original distances.
Roughly, the target distances implement the goal pursued
by the iterate to decrease a rank-based cost function.
These considerations yield the elaboration of a methodo-
logy based on target-distances. The methodology is illus-
trated in the case of the Target Local Multidimensional
Scaling and of the Target NeRV.
This chapter is dedicated to the embedding of data sets by preserving
rank information. The chapter presents a methodology to optimize, in-
directly, a rank-based cost function. Actually, the non-differentiability of
ranks complicates the optimization task. For this purpose, the chapter
defines the notion of target distances as a permutation of the distance
matrix: this permutation is supervised by ranks. We suggest to intro-
duce these target distances in the cost function yielding an indirectly
rank-based cost function that is further optimized to embed data sets.
To avoid the spreading of the data set, this work embeds data sets on
the unit sphere, i.e. on a compact manifold. Keep in mind that this work
is not motivated by the representation of loops, despite the methodology
inherits the main advantages of the spherical methodology presented in
Part II.
The sequel of the chapter is rather upside down, by comparison with
the usual presentation of a dimensionality reduction technique. First,
Section 1 studies an update rule to preserve ranks. It wonders how the
iterate has to be translated to decrease rank-based cost function. From
this definition, the notion of target distances emerges. The search direc-
tions can then be defined to be the derivative of a cost function that
involves target distances. Next, Section 2 extends the cost function stu-
died in Section 1 to some more sophisticated ones.
To summarize the methodology based on target-distances, Section 3
details the algorithm in the specific case of the Target Local Multidimen-
sional Scaling (T-LMS) and in the case of the Target NeRV (T-NeRV).
In Section 4, first results illustrate the performances of these techniques
on artificial data sets.
1 On the optimization of ranks
This section is dedicated to an optimization procedure that handles rank
information. As shown in Chapter 6, accurate search directions are of
primary importance to optimize a given cost function (by translating
the iterates). If these ones are well defined in the context of continuous
optimization, their evaluation becomes more complex in the situation of
rank-based cost functions.
The sequel of the section is subdivided into two parts. First, Sec-
tion 1.1 studies how the iterate can be translated through the minimum
of a rank-based cost function. It defines a descent direction. Next, Sec-
tion 1.2 highlights the properties of the proposed search direction. The
section states that the search direction is the derivative of another cost
function. This differentiable cost function indirectly involves ranks by
the mean of target distances.
1.1 Search direction
To come within the preservation of rank, let us consider the mean square
error between rank matrices:
Eρ : R2×N → R : Y 7→ Eρ(Y;X ) =
N∑
i,j=1
j 6=i
(rij − ρij)2. (23)
As defined in Definition 2.1 (Section 1.4 of Chapter 2), rij denotes the
rank of the point xj with respect to xi in the high-dimensional space.
Similarly, given the low-dimensional representation Y, ρij is the rank of
yj with respect to yi.
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For the sake of simplicity, we focus on the error term Eρij related to
the points yj and yi:
Eρij : R2×N → R : Y 7→ Eρij (Y;X ) = (rij − ρij)2.
If we only consider the error term Eρij during the kth iteration, the
optimization procedure has to translate the point yj(k) through a mi-
nimum of the error term
Eρij (Y(k);X ) = (rij − ρij(k))2.
For this purpose, the algorithm first evaluates the search direction
ηij(k). Then, it updates the iterate yj(k). For instance, the line-search
algorithm defines the update rule as follows:
yj(k + 1) = yj(k) + α(k)ηij(k),
where α(k) ∈ R+ is the step size.
Note that the term “search direction”, as it is usually the case in
the optimization theories, does not refer to a unit vector. For instance,
the steepest descent algorithm sets the search direction to be minus the
gradient of the function that one seeks to minimize. Therefore, the step
size α(k), when it is small enough, enables small updates of the locations
to gradually decrease the cost function.
Let us assume that the ranks in the high- and in the low-dimensional
space differ from each other: ρij(k) 6= rij . One has thus to decrease the
error term Eρij (Y(k);X ).
Since ρij(k) 6= rij , the data set Y(k) contains a third point whose
rank evaluated in the representation space is equal to the rank value rij
in the high-dimensional space. We denote this third point by ylij (k), and
we name this point as the target point. Definition 10.1 formally defines
this notion.
Definition 10.1 (Target point).
Given a high-dimensional data set X = [xi]1≤i≤N and the corresponding
ranks r = [rij ]1≤i,j≤N , the target point of yj(k) with respect to yi(k) is
the point ylij (k) that satisfies
ρilij (k) = rij ,
where ρ(k) = [ρij(k)]1≤i,j≤N is the rank matrix in the low-dimensional
space evaluated at iteration k. Notation lij is used to identify the target
point related to the points yj(k) and yi(k).
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To reduce the error term Eρij (Y(k);X ), the iterate yj(k) should be-
come as close to yi(k) as ylij (k) is - or as distant from yi(k) as ylij (k)
is. This statement leads to the notion of target distance.
Definition 10.2 (Target distance).
Given the low-dimensional data set Y(k) that contains the points yi(k),
yj(k) and the corresponding target point ylij (k), the target distance, de-
noted by ∆ilij (k), is the distance between the target point ylij (k) and the
point yi(k):
∆ilij (k) = dy(yi(k),ylij (k)),
where dy denotes the distance measure in the low-dimensional space.
To fix the ideas, Fig. III-2 illustrates the notations and the concepts
of target distance and of target point.
ηij(k)
yi(k)
yj(k)
ylij (k)
∆
il
ij
(k
)
∆
ij
(k
)
Fig. III-2. Illustration of the target distance ∆ilij (k), of the target point ylij (k) and
of the search direction ηij(k).
In the situation of Fig. III-2, the iterate yj(k) is closer to yi(k) than
the target point ylij (k) is. Intuitively, yj(k) should go farther away from
yi(k) to reduce the error term Eρij (Y(k);X ). Conversely, when yj(k)
is more distant than ylij (k), the former should be moved closer. These
situations correspond respectively to an underestimation and an overes-
timation of the rank.
Whatever the case, yj(k) should “take the position” of the target
point ylij (k). In the situation illustrated in Fig. III-2, the iterate yj(k)
should reach the second circle (dark gray). It has to be translated to get
the distance ∆ij(k) close to the target distance ∆ilij (k). More formally,
the distance ∆ij(k) has to be incremented by the value ∆ilij (k)−∆ij(k).
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The shortest path - to go from the location yj(k) to the second circle
- is directed along the unit vector
uij(k) =
yj(k)− yi(k)
‖yj(k)− yi(k)‖2
that connects yi(k) to yj(k).
The above paragraphs lead to the translation of the iterate through
the search direction
ηij(k) = (∆ilij (k)−∆ij(k))uij(k)
= (∆ilij (k)−∆ij(k))
yj(k)− yi(k)
‖yj(k)− yi(k)‖2
= (∆ilij (k)−∆ij(k))
yj(k)− yi(k)
∆ij(k)
.
The vector ηij(k) is reported in Fig. III-2.
The search direction ηij(k) is a descent direction aimed at minimizing
the cost function Eρij . Let us come back to the optimization of the cost
function Eρ in Equation (23). To incorporate the influence of all the
other points yi(k) (1 ≤ i ≤ N), we reformulate the search direction to
be
ηj(k) =
N∑
i=1
(∆ilij (k)−∆ij(k))
yj(k)− yi(k)
∆ij(k)
. (24)
Note that the introduction of all the contributions does not differ
from the evaluation of the search direction in classical dimensionality
reduction techniques. If translating yj(k) along the vector ηij(k) de-
creases the cost function Eρij , then updating the iterate yj(k) through
the descent direction ηj(k) =
N∑
i=1
ηij(k) decreases the cost function
Eρ(Y(k);X ) =
N∑
i,j=1
j 6=i
Eρij (Y(k);X ).
1.2 Cost functions based on target distances
The forthcoming paragraphs study the properties of the search direction
ηj(k) defined in Equation (24). The proposition thereafter presented
states that the vector ηj(k) can be derived from a differentiable function.
For this purpose, we introduce the function
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∆i : R2 → R : y 7→ ∆i(y) = ‖y− yi‖2
that measures the distance from y to the fixed point yi in the R2 Eucli-
dean space.
Proposition 3.
Given the target distances ∆ilij (k), the vector
ηj(k) =
N∑
i=1
(∆ilij (k)−∆ij(k))
yj(k)− yi(k)
∆ij(k)
can be shown to be the derivative of the cost function
EkT : R2×N → R : Y(k) 7→ EkT (Y(k);X ) =
1
2
N∑
i,j=1
j 6=i
(∆ilij (k)−∆i(yj(k)))2 :



ηj(k) = −
∂EkT
∂yi
(Y(k);X ).
Proof.
We refer to Section A in Appendix 3 for the demonstration of Proposi-
tion 3.
uunionsq
The above arguments plead for replacing the rank-based cost func-
tion (23) by the target cost function EkT : R2×N → R defined by
EkT (Y(k),X ) =
1
2
N∑
i,j=1
j 6=i
(∆ilij (k)−∆ij(k))2.
The target distances are initially introduced to evaluate a descent
direction during the current iteration k. The validity of the target dis-
tances and of the search direction is for a single iteration. We suggest to
evaluate the target distances at each iteration. This explains the intro-
duction of the exponent k in the notation EkT .
This idea has already been introduced by Onclinx et al. (2010). In this
work, R-LMS interpolates the rank values by the distances. Since the
validity of the interpolation functions does not exceed a single iteration,
these functions have to be computed at each iteration. Therefore, the
analytical expression of the cost function also varies.
Both in the R-LMS cost function and in the cost function based on
target distances, the goal pursued by the techniques, i.e. the preser-
vation of ranks, remains constant. Their minimization should converge
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yielding the evaluation of the low-dimensional representation. This work
does not address the study of the convergence. Nevertheless, Chapter 11
introduces the debate.
2 T-LMS and T-NeRV cost function
The previous section has introduced the notions of target distances and
of target points. Although they are initially introduced as part of an
optimization procedure dedicated to ranks, the search direction (24) is
the derivative of a pairwise distance criterion EkT . Therefore, the metho-
dology presented in this chapter adapts distance- and similarity-based
cost functions to preserve target distances, hence to preserve rank in-
formation. In particular, the section focuses on the adaptations of LMS
and of NeRV.
Let us, for instance, consider the LMS cost function (6). By replacing
the input distances Dij by the corresponding target distances ∆ilij (k),
one can rewrite the cost function as follows:
EkT (Y(k);X ) =
N∑
i,j=1
j 6=i
λ
(∆ilij (k)−∆ij(k))2
∆ilij (k)
+ (1− λ)(∆ilij (k)−∆ij(k))
2
∆ij(k)
.
(25)
In the context of similarity-based techniques, one can also adapt the
NeRV cost function (11). For this purpose, we replace the distances Dij
in the expression of the original similarity measures pij by the target
distances.
The target similarities can thus be expressed as
pilij (k) =
exp
(−∆ilij (k)2
s2i
)
∑N
j=1
j 6=i
exp
(−∆ilij (k)2
s2i
) .
In the above expression, the parameter si ∈ R+0 is related to the standard
deviation. The gaussian becomes wider as the parameter si increases.
van der Maaten and Hinton (2008) propose an algorithm to assign
accurate values to the parameters si. Without going into details, the
algorithm evaluates the parameters si in such a way that the effective
number of closest neighbors remain constant. Intuitively, when the clo-
sest neighbors of the point xi are in the vicinity of the point xi, si should
be small. A contrario, when the closest neighbors are more distant, the
parameter si should increase.
91
To take advantage of this algorithm, and since the target distances are
evaluated at each iteration, the algorithm proposed in van der Maaten
and Hinton (2008) should also compute appropriate values si at each ite-
ration. This solution increases the time used by the method to converge.
For this purpose, we rather suggest to use a constant value: si = s.
The similarities in the representation space are defined by
piij(k) =
exp
(−∆ij(k)2
s2
)
∑N
j=1
j 6=i
exp
(−∆ij(k)2
s2
) .
The T-NeRV cost function can thus be expressed as follows:
EkT (Y(k);X ) =
N∑
i,j=1
j 6=i
λpilij (k) log
(
pilij (k)
piij(k)
)
+(1−λ)piij(k) log
(
piij(k)
pilij (k)
)
.
(26)
3 Optimisation procedure to preserve target distances
This section presents a framework to preserve target distances. The pre-
sentation of the section mainly focuses on the T-LMS and on the T-NeRV
techniques. To avoid the spreading of the representation, the techniques
presented in this chapter embed the data set on the unit sphere. Section
1 briefly presents the embedding manifold which is a compact manifold.
Next, Section 3.2 evaluates the search direction in the specific case of
T-LMS and T-NeRV. Section 3.3 shows how the iterates are updated
and, finally, Section 3.4 summarizes the algorithm.
3.1 Geometry of the embedding manifold to preserve target
distances
The introduction of target distances is initially motivated by the optimi-
zation of ranks. One can hope that the preservation of target distances
inherits the main advantage of the preservation of ranks: the ability
to scale distances, locally. As a counterpart, the preservation of target
distances has to face a scale indeterminacy issue.
The main drawback of preserving rank information is the spreading
or the shrinking of the data set. The representation might degenerate
into a scattered distribution, for instance.
To bypass this issue, we suggest to represent the data set on a com-
pact manifold, i.e. the unit sphere: each item yi is represented on the
unit sphere
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S = {y ∈ R3|yTy− 1 = 0}.
Note that unit sphere as already been presented in Section 3 of Chap-
ter 5.
The methodology combines the optimization procedure presented in
Section 1 with the embedding on a manifold that has been detailed
in Part II. Keep in mind that the representation on a sphere is, in
the present part, not motivated by the preservation of loops. It rather
avoids the spreading of the embedded data set. Nevertheless, the theo-
retical supplies developed in Part II are applicable in the context of the
preservation of target distances. One can also hope that the target-based
techniques preserve the loops of the data set.
Recall that the matrix Y = (y1, ...,yN ) gathers the N low-dimensio-
nal representations. The methodology thus immerses the matrix Y on
the manifold M which is defined by
M =
Y ∈ R3×N
∣∣∣∣∣∣∣
 y
T
1 y1 − 1
...
yTNyN − 1
 =
0...
0

 .
It follows that the function
F : R3×N → RN : Y 7→ F(Y) =
 y
T
1 y1 − 1
...
yTNyN − 1

is the corresponding constraint function.
By differentiating the constraint function, the tangent space, attached
to the point Y on the manifold M, is defined by
TYM =
η = (η1, . . . ,ηN ) ∈ R3×N
∣∣∣∣∣∣∣
 y
T
1 η1
...
yTNηN
 =
0...
0

 .
To end the presentation of the geometry of the embedding manifold,
the forthcoming paragraph describes a distance measure. Actually, the
techniques presented in this chapter minimize some target-based cost
functions. These cost functions involve a distance measure evaluated in
the representation space. Since the data sets are immersed on the unit
sphere, we suggest to use the geodesic distances. These ones can be
defined by the function
∆i : S → R+ : y 7→ ∆i(y) = arccos
 (yi)Ty
‖yi‖2‖y‖2
 .
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The function ∆i(y) measures the distance from the point yi ∈ S to the
point y ∈ S.
Despite the chapter has so far considered the Euclidean distances to
build the optimization process, the geodesic distances do not affect the
notion of target distances.
3.2 Search direction
To minimize a target cost function, the target-based methodology uses
the theory of optimization on manifolds.
Given the data set Y(k) ∈M during the kth iteration, the algorithm
has, first, to evaluate a descent direction η(k) that belongs to the tangent
space TY(k)M. We suggest to differentiate the cost function with respect
to the locations, as shown in Section 1. The cost function varies with the
distances ∆ij while the distance measure ∆ij depends on the location
yj . The chain rule computes the derivative of the cost function with
respect to the location yj as follows:
∂EkT
∂yj
=
N∑
i=1
∂EkT
∂∆ij
∂∆i
∂yj
.
First, one has to differentiate the cost function with respect to the dis-
tance measure ∆ij . Then, we multiply this result by the derivative of
the distance measure with respect to the location yj .
More formally, to evaluate the search direction, let us denote
κij =
∂EkT
∂∆ij
(∆ij(k))
to be the derivative of the cost function EkT with respect to the distance
∆ij . This derivative depends on the choice of the cost function, hence
on the technique. For instance, in the case of the T-LMS cost function
(25), this one is evaluated as follows:
κij =
∂EkT
∂∆ij
(∆ij(k))
= 2λ
∆ilij (k)−∆ij(k)
∆ilij (k)
+ (1− λ)
∆2ilij (k)−∆2ij(k)
∆2ij(k)
.
Alternatively, the derivative of the T-NeRV cost function (26) yields
κij =
∂EkT
∂∆ij
(∆ij(k))
=
(
λ(pilij (k)− piij(k))− (1− λ)piij(k) log
(
piij(k)
pilij (k)
))
∆ij(k)
s2
.
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Next, differentiating the cost function EkT with respect to the position
yj leads to
∂EkT
∂yj
(yj(k)) =
N∑
i=1
κij
∂∆i
∂yj
(yj(k)),
where ∂∆i
∂yj
(yj(k)) is given by
∂∆i
∂yj
(yj(k)) =
−
(
yi(k)
‖yi(k)‖2‖yj(k)‖2 −
yi(k)Tyj(k)yj(k)
‖yi(k)‖2‖yj(k)‖32
)
√
1−
( yi(k)Tyj(k)
‖yi(k)‖2‖yj(k)‖2
)2 .
To evaluate suitable search directions, the theory of optimization on
manifolds forces them to belong to the tangent space. If necessary, the
gradient is projected on the tangent space to encompass the manifold
constraints. In our situation, due to the definition of the distance mea-
sure ∆i : S → R+, the gradient already belongs to the tangent space
TY(k)M. This property is stated in Proposition 4.
Proposition 4.
Let us consider the search direction η(k) = (η1(k), ...,ηN (k)), where
the components ηj(k) are defined by the derivatives of a cost function
based on target distances: ηj(k) = −
∂EkT
∂yj
(yj(k)). Then, the vector η(k)
belongs to the tangent space
TY(k)M =
η = (η1, . . . ,ηN ) ∈ R3×N
∣∣∣∣∣∣∣
 y1(k)
Tη1
...
yN (k)TηN
 =
0...
0

 .
Proof.
We refer to Section B in Appendix 3 for the demonstration of Proposi-
tion 4.
uunionsq
3.3 Update rules
Thereafter, the algorithm translates the iterate Y(k) through the mini-
mum of the cost function EkT . The following update rule translates the
iterate along a geodesic curve on the manifold M:
Y(k + 1) = RY(k)(α(k)η(k)).
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The update rule requires the definition of a retraction mapping. The
function RY(k) : TY(k)M→M maps a tangent vector to the manifold.
Concerning the step size α(k), Armijo’s backtracking procedure ensures
a sufficient decrease of the cost function.
The retraction mapping RY : TYM→M is simply set to be
RY : TYM→M : η 7→ RY(η) =

y1+η1
‖y1+η1‖2...
yN+ηN
‖yN+ηN‖2
 .
Intuitively, to satisfy the manifold constraints, the retraction mapping
normalizes the “components” of the vector (Y + η). Actually, the com-
ponents yi + ηi belong to the affine subspace yi + TyiS. The retraction
function has to map them on the unit sphere.
A rigorous presentation should then verify the fulfillment of the two
conditions in Definition 6.1. These demonstrations have already been
developed in the example of the optimization of the Rayleigh quotient
in Appendix 1.
3.4 Meta-algorithm to preserve target distances
To end the presentation of the methodology, this section summarizes the
procedure outlined in this chapter.
During the initialization part, the algorithm sorts the columns of the
original distance matrix D to compute the ranks in the high-dimensional
space. Given an initial embedded data set, the algorithm also evaluates
the pairwise distances ∆ in the representation space. Next, it evaluates
the target distances (or the target similarities) and the cost function.
To decrease the cost function, the algorithm computes the search
direction by differentiating the cost function. It translates the iterate
along a curve on the manifold with the retraction mapping. Armijo’s
backtracking procedure ensures a sufficient decrease of the cost function.
At the end, the procedure is repeated until convergence. For this
purpose, the cost function is updated by evaluating the distance matrix
∆(k + 1) and the corresponding target distances.
To fix the ideas, Meta-algorithm 5 summarizes the above steps. To
be as general as possible, the meta-algorithm does not specify the cost
function. By this way, the proposed methodology encompasses the other
target-based techniques. Note that the choice of the cost function, hence
of the target-based techniques, might also require the determination of
parameters or of hyperparameters.
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Meta-Algorithm 5: Preserving target distances
Require: A cost function EkT based on target distances;
Input : An initial iterate Y(0) = (y1(0), ...,yN (0));
A threshold  ∈ R+0 ;
A bound on the step size α¯ > 0;
Some scalars β ∈]0, 1[ and σ ∈ [0, 1];
Output : The sequence of the iterates
{
Y(0),Y(1), ...,Y(k)
}
that
converges to a minimum Y∗ ∈M of the cost function EkT
// Initialization
1 k = 0;
2 Evaluate the pairwise distance matrix ∆ij(k);
3 Sort the columns of the distance matrix Dij and, then, evaluate the rank
matrix rij ;
4 Evaluate the target distances ∆ilij (k) such as defined by Definition 10.2;
5 Evaluate the cost function EkT ;
6 Evaluate the search direction η(k) by differentiating the cost function EkT ;
7 while ‖η(k)‖2 ≥  do // Stop criterion
8 Compute the next iterate with the update rule:
Y(k + 1) = RY(k)(α(k)η(k)),
where the step size α(k) = α¯βmk satisfies Armijo’s condition:
EkT (Y(k);X )− EkT (Y(k + 1);X ) ≥ −σαβmk
〈
η(k),∇EkT
〉
.
The scalar mk is set to be the smallest integer that fulfills the above
inequality;
9 k = k + 1;
10 Evaluate the pairwise distance matrix ∆ij(k);
11 Evaluate the target distances ∆ilij (k);
12 Evaluate the cost function EkT (Y(k);X );
13 Evaluate the search direction η(k) by differentiating the cost function
EkT ;
14 end
4 Results
This section evaluates the performances of the Target Local Multidimen-
sional Scaling and of the Target NeRV. Simulations are performed with
different values assigned to the user-defined parameter λ. The section
includes a comparison with the S-LMS technique: S-LMS and T-LMS
use similar cost functions.
The section presents four experiments on toy examples. Before im-
mersing the data sets, Dijkstra’s algorithm approximates the geodesic
distances to capture the geometry of the manifold.
Part of those results attests that the preservation of target distances
inherits the benefit of preserving ranks, i.e. the allowance of scaling the
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distances, locally. They also show the ability of the technique to preserve
the loops contained in the data set, despite this work is not initially
motivated by the introduction of non-Euclidean topologies.
The sequel of the section is organized as follows. Section 4.1 presents
the embedding of the hyperboloid. It illustrates how T-LMS and T-
NeRV manage the contrast between the extremities and the tight part
of the hyperboloid. In Section 4.2, T-LMS and T-NeRV immerse an
elongated ellipsoid on the sphere. The frog manifold has been successfully
represented by S-LMS. Hence, Section 4.3 checks whether T-LMS and
T-NeRV perform as well. Finally, Section 4.4 embeds a cylinder on the
unit sphere by preserving target distances.
4.1 Hyperboloid
This section studies the embedding of the hyperboloid on the unit sphere.
For this purpose, 1200 data are generated on the hyperboloid
H ≡ x2 + y2 = (1 + z
2)2
4 ,
where the height z of the hyperboloid belongs to [−1.5, 1.5]. Fig. III-
1 (a) has already illustrated the original data set in Chapter 9. In this
figure, the color varies with the azimuthal angle of the hyperboloid.
We refer to Section B and to Section C in Appendix 7 for a detailed
study of the performances of T-LMS and T-NeRV on this data set.
Fig. III-3 (a) illustrates the immersion performed by T-LMS with
λ = 1. This is actually the best representation achieved by T-LMS, with
respect to the quality criteria. In this figure, the color of the points varies
smoothly with respect to the azimuthal angle of the hyperboloid: T-LMS
preserves the loops of the hyperboloid. It has successfully enlarged the
tight part of the hyperboloid to immerse it around a parallel on the
sphere. It has also contracted the extremities of the hyperboloid that
are embedded around the empty circles in Fig. III-3 (a).
Note that the other representations achieved by T-LMS are similar to
Fig. III-3 (a). Nevertheless, as highlighted in Section B of Appendix 7,
when λ decreases, some scattered points enter in the empty circle. Once
those points are isolated, T-LMS fails to translate them in order to
improve the quality of the embedding. The algorithm might have fallen
in local minima. The quality of the corresponding representations is
slightly less good.
Fig. III-3 (b) illustrates the representation performed by T-NeRV
when λ = 0 and s = pi30 . The color of the points also varies smoothly.
In the spherical coordinate space, one can observe two empty regions
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(a) T-LMS λ = 1 - Hyperboloid
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(b) T-NeRV λ = 0 - Hyperboloid
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(c) Quality Criteria - Comparison of the embeddings of the hyperboloid
Fig. III-3. Embedding of the hyperboloid on the unit sphere by (a) the Target Local
Multidimensional Scaling with λ = 1 and by (b) the Target NeRV with λ = 0 and
s = pi30 . The color varies with the azimuthal angle of the hyperboloid. (c) Quality
criteria for the embedding of the hyperboloid where λ = 1 for T-LMS, where λ = 0
and s = pi30 for T-NeRV and where λ = 0.4 for S-LMS.
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(a) Elongated ellipsoid - data set
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(b) T-LMS λ = 1 - Ellipsoid
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(c) T-NeRV λ = 0.6 - Ellipsoid
0 20 40 60
0
0.2
0.4
0.6
0.8
Size of the K-ary neighborhoods
Pe
rc
en
ta
ge
of
pr
es
er
ve
d
K
-a
ry
ne
ig
hb
or
ho
od
s
an
d
In
tr
us
iv
e/
ex
tr
us
iv
e
be
ha
vi
or
T-Nerv
T-LMS
S-LMS
(d) Quality Criteria - Comparison of the embeddings of the elongated ellipsoid
Fig. III-4. (a) Data generated on the ellipsoid E ≡ x2112 + y
2
42 +
z2
32 = 1. The color
varies with the azimuthal angle of the ellipsoid. Embedding of the elongated ellipsoid
by (b) T-LMS with λ = 1 and by (c) T- NeRV with λ = 0.6 and s = pi30 . (d) Quality
criteria for the embedding of the elongated ellipsoid where λ = 1 for T-LMS, where
λ = 0.6 and s = pi30 for T-NeRV, and where λ = 0.4 for S-LMS.
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that correspond to the embedding of the extremities of the hyperboloid.
There are also two additional holes that are probably due to some dis-
tance distortions.
Fig. III-3 (c) compares the quality of the representation performed by
T-LMS, T-NeRV and S-LMS. The embedding results performed by S-
LMS have been presented in Fig. III-1 (b) (Chapter 9). In Fig. III-3 (c),
one can observe that the target techniques outperform the distance-
based method. Recall that S-LMS flattens the hyperboloid on the sphere:
it does not preserve the topology of the hyperboloid.
While S-LMS only preserves 69.5% of the 10-ary neighborhoods, T-
LMS correctly immerses 81.7% of them. Note that T-NeRV also pre-
serves the loops of the hyperboloid, but it does not perform as well. It
preserves 77.9% of those neighborhoods.
4.2 Elongated ellipsoid
This section studies the embedding of an elongated ellipsoid on the unit
sphere performed by T-LMS and T-NeRV. The section includes a com-
parison with the performances of S-LMS.
In this experiment, we consider the data set generated on the ellipsoid
E ≡ x2112 + y
2
42 +
z2
32 = 1. This one gathers 1500 points that are illustrated
in Fig. III-4 (a). In this figure, the color varies with the azimuthal angle
of the ellipsoid. By comparison with the data set used in Section 3.2 of
Chapter 7, the present ellipsoid is more elongated.
Chapter 7 has shown the difficulties encountered by S-LMS to im-
merse an ellipsoid on a sphere. Despite the ellipsoid is isomorphic to
the sphere, S-LMS hardly manages the elongation of the original ma-
nifold. For instance, S-LMS only preserves the loops of the ellipsoid
E˜ ≡ x292 + y
2
42 +
z2
32 = 1 for high values of the user-defined parameter λ. In
the other experiments, S-LMS flattens the original manifold.
This is more relevant as the elongation increases. In Section A of
Appendix 6, S-LMS fails to preserve the topology of the ellipsoid E ≡
x2
112 +
y2
42 +
z2
32 = 1.
The present section wonders whether the preservation of rank infor-
mation manages the balance between the large distances, due to the
elongation of the ellipsoid, and the short ones.
Fig. III-4 (b) illustrates the embedding achieved by T-LMS with
λ = 1. This representation corresponds to the best representation with
respect to the quality criteria. Note that the corresponding embed-
dings are still good-quality representations: the value allocated to λ does
not really matter. In this figure, one can observe that the color varies
smoothly. This observation attests that T-LMS successfully preserves
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the topology of the ellipsoid. Nevertheless, when λ decreases, some in-
trusive points appear. T-LMS fails to represent them, properly.
A more detailed presentation of this experiment can be found in
Appendix 6, Section B.
Fig. III-4 (c) presents the embedding results performed by T-NeRV
when λ = 0.6 and s = pi30 . T-NeRV does not perfectly preserve the
topology of the ellipsoid. In this figure, there are some variations in the
density of the points. There is a sparser region (red points) and a denser
region (yellow and blue points). Nevertheless, the color of the points
varies quite smoothly.
Fig. III-4 (d) compares the quality of the embedding performed by T-
LMS, T-NeRV and S-LMS. Recall that, S-LMS crushes the ellipsoid on
the sphere when the elongation increases. By comparing the plain curves,
the target techniques outperform the S-LMS method. Despite T-LMS
seems to preserve the loops of the ellipsoid correctly, T-NeRV slightly
outperforms T-LMS: T-LMS preserves 83.4% of the 10-ary neighbor-
hoods while T-NeRV preserves 86.2% of them.
Note that Section C in Appendix 6 shows that T-NeRV does not
perfectly preserve the loops of the ellipsoid. The representations achieved
with other values assigned to parameter λ are not as good.
4.3 Frog
The third experiment is dedicated to the immersion of the frog skin
manifold on the sphere. Fig. II-6 (a) in Chapter 7 has already presented
the data set.
In Chapter 7, S-LMS has successfully embedded the data set. The
section wonders whether the target techniques perform as well.
Fig. III-5 (a) and Fig. III-5 (b) present the embedding results per-
formed by T-LMS and T-NeRV, respectively. These immersions are si-
milar to the S-LMS representations: the target-techniques also preserve
the topology of the frog manifold. Nevertheless, depending on the value
assigned to the parameter λ, T-NeRV does not properly preserve the
loops. Note that Appendix 4 details the experiment.
Fig. III-5 (c) compares the quality of the representations performed
by T-LMS, T-NeRV and S-LMS. One can observe that T-LMS, T-NeRV
and S-LMS achieve qualitatively similar representations. They both pre-
serve the topology of the frog skin manifold. In this experiment, the
preservation of target distances slightly improves the embedding results:
the T-LMS curve is higher than the S-LMS curve. Considering the three
experiments, T-NeRV slightly outperforms the other ones. T-NeRV pro-
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(a) T-LMS λ = 0 - Frog
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(b) T-NeRV λ = 0.6 - Frog
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(c) Quality criteria - Comparison of the embeddings of the frog manifold
Fig. III-5. Embedding of the frog manifold on the unit sphere by (a) the Target
Local Multidimensional Scaling with λ = 0 and by (b) the Target NeRV with λ = 0.6
and s = pi20 . (c) Quality criteria for the embedding of the frog where λ = 0.6 for
T-LMS, where λ = 0.6 and s = pi20 for T-Nerv, and where λ = 0.2 for S-LMS.
103
0 1 2 3 4 5 6
−1.5
−1
−0.5
0
0.5
1
1.5
φ ∈ [0, 2pi[
θ
∈
[−
pi 2
,
pi 2
]
(a) T-LMS λ = 0.4 - Cylinder
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(b) T-NeRV λ = 0.2 - Cylinder
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(c) Quality criteria - Comparison of the embedding of the cylinder
Fig. III-6. Embedding of the cylinder on the sphere by (a) the Target Local Mul-
tidimensional Scaling when λ = 0.4 and by (b) the Target NeRV when λ = 0.2 and
s = pi20 . The color varies with the azimuthal angle of the cylinder. (c) Quality criteria
for the embedding of the cylinder where λ = 0.4 for T-LMS, where λ = 0.2 and s = pi20
for T-NeRV and where λ = 0 for S-LMS.
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perly immerses 85.2% of the 10-ary neighborhoods, while T-LMS and
S-LMS preserve 82.9% and 81.2% of them, respectively.
4.4 Cylinder
To end the study of toy example results, the section presents the immer-
sion of the cylinder on the unit sphere.
The data set has already been presented in Chapter 7 (Fig. II-7 (a)).
This experiment has shown that S-LMS does not preserve the loops of
the cylinder. Depending on the value assigned to the parameter λ, the
representation is more or less intrusive.
This section studies the performances of T-LMS and of T-NeRV on
this data set. It wonders whether the methodology based on target dis-
tances enables the local distortions of distances to preserve the loops of
the cylinder.
Fig. III-6 (a) presents the immersion achieved by T-LMS with λ =
0.4. In this figure, the color of the points varies smoothly with respect
to the azimuthal angle of the cylinder. One can also observe an empty
circle that corresponds to one of the extremities of the cylinder on the
sphere. These observations show that T-LMS preserves the loops of the
cylinder.
Note that the representations achieved by T-LMS are qualitatively
similar, no matter the value assigned to the user defined parameter λ.
For this reason, the section does not present the other embedding results.
Fig. III-6 (b) presents the best representation preformed by T-NeRV
with s = pi20 and λ = 0.2. In this figure, the color of the points varies
smoothly, but only locally. T-NeRV does not perfectly preserve the loops
of the cylinder: it has partially torn the cylinder.
In the other experiments, T-NeRV does not preserve the loops of the
cylinder, except when λ = 0.4. The quality of the other representations
is less good. We refer to Section B in Appendix 5 for a more detailed
presentation.
To end the discussion on these results, Fig. III-6 (c) compares the
performances of S-LMS, T-LMS and T-NeRV. In this figure, one can
observe that T-LMS slightly outperforms the distance-based technique,
i.e. S-LMS. T-LMS preserves 80.2% of the 10-ary neighborhoods while
S-LMS only preserves 77.5% of them.
Despite the high value of the quality criteria, S-LMS does not pre-
serve the loops of the cylinder. Recall that the corresponding embedding
has been studied in Fig. II-7 of Chapter 7. S-LMS performs the best re-
presentation when λ = 0. In this configuration, the representation is the
least intrusive one.
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In this experiment, the difficulties encountered by the methods are
due to the importance of the height of the cylinder. In this data set, the
loops do not dominate, but T-LMS still succeeds to represent them.
Regarding Fig. III-6 (c) T-NeRV outperforms the other techniques.
It preserves 83.3% of the 10-ary neighborhoods, but it does not properly
preserve the loops of the manifold. By comparison, S-LMS and T-LMS
correctly embed 77.5% and 80.2% of these neighborhoods, respectively.
106
11
Conclusion of Part III
This part presents a methodology aimed at preserving rank information
rather than pairwise distances or similarity measures. The rank-based
dimensionality reduction techniques are initially motivated by recent
quality criteria that evaluate the preservation of K-ary neighborhoods
by comparing rank matrices.
Unfortunately, the non-differentiability of ranks complicates the op-
timization of rank-based cost functions. In particular, the traditional
optimization procedures are not applicable here.
Hence, this work tackles the problem of the optimization of ranks.
It wonders how the iterates should be translated to decrease the cost
function. The study of an adequate descent direction yields the intro-
duction of a novel concept: the notion of target distances. The matrix
of target distances is a permutation of the low-dimensional distances,
being supervised by the ranks evaluated in the high-dimensional space.
This work also shows that the search direction can be expressed as
the derivative of a cost function that involves the target distances. In
other words, the theoretical optimization considerations show that the
preservation of ranks can be reformulated as the preservation of the
target distances.
The preservation of target distances has highlighted several improve-
ments on the representation of data sets.
First, the representation of toy examples illustrates the ability of the
proposed techniques to contract or dilate distances, locally. These local
distortions facilitate the preservation of local neighborhoods.
The results on toy examples have shown that T-LMS outperforms
S-LMS. Recall that T-LMS is the target-based adaptation of S-LMS.
While S-LMS fails to preserve the loops of the hyperboloid, for instance,
T-LMS successfully immerses them on the unit sphere. For this purpose,
local distortions of distances are necessary. If we compare the perfor-
mances of T-NeRV and of T-LMS, T-NeRV outperforms T-LMS, except
for the embedding of the hyperboloid. Nevertheless, in the case of the
representation of the cylinder, T-NeRV does not preserve the loops of
the manifold, but it preserves a larger amount of local neighborhoods.
Another major advantage of methods based on target distances is
the equivalence between the distribution of the target distances, and
of the distances evaluated in the representation space. This property
should facilitate, for instance, the embedding of real data sets. Actually,
when representing high-dimensional data sets, dimensionality reduction
techniques have to face the curse of dimensionality. In particular, there
is a difference on the distance distributions between the high- and the
low-dimensional space. In the original space, distances are more inclined
to be similar while the mean value might be large. In the representation
space, the range of distances is wider by comparison with the mean
value of the distances. When using traditional techniques, there is thus
a mismatch between the distance measures. This issue renders pointless
the preservation of distances.
T-LMS and T-NeRV embed data sets on the unit sphere, i.e. on a
compact manifold, to avoid the global spreading of the data set. Despite
we did not initially expect the ability to preserve loops, these techniques
inherit the main advantages of the spherical methodology.
Note that the methodology suggests to evaluate the target distances
at each iteration. As a consequence, the expression of the cost func-
tion varies with the iterations. This might affect the convergence of the
algorithm.
This dissertation does not study the convergence of the algorithms.
However, the further paragraphs introduce the debate.
As for empiric arguments, one can observe that T-LMS and T-NeRV
converge when representing toy examples. These techniques successfully
embed toy examples such as the hyperboloid, the elongated ellipsoid,
the frog skin manifold and the cylinder.
To be convinced of the convergence of the algorithms, one can ob-
serve the evolution of the cost function. There are two complementary
observations that attest the convergence of the algorithms.
• By comparing the cost function at the beginning and at the end
of each iteration, this one decreases. Hence, the algorithm improves
the representation. The decrease of the cost function is ensured by
Armijo’s backtracking procedure.
• Furthermore, if we represent the evolution of the cost function, this
one globally decreases.
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A more general argument in favor of the convergence of the algorithm
is given by the goal pursued by the proposed techniques. T-LMS and
T-NeRV try to make the ranks ρij as close as possible to the ranks rij
evaluated in the high-dimensional space. This principle is implemented
by the preservation of target distances. If the target distances vary with
the iterations, this is not the case of the rank values rij . Each iteration
aims at translating the embedded data set to make distances ∆ij closer
to the target distances, hence to make the rank values ρij closer to the
ranks rij . Since each iteration improves the representation, the proposed
algorithms converge.
Note that the formal link between decreasing the rank-based cost
function (which is independent of the iteration) and the cost function
based on target distances (which changes at each iteration) has not been
established but our simulations support this idea. The formal proof could
be a subject of future work. Then, one should study more formally the
convergence of the algorithms.
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Part IV
Comparison of dimensionality
reduction methods and results

12
Embedding of the Face data set
This chapter presents experiments performed on the widely known
database of virtual face pictures (Lee and Verleysen, 2007; Lin et al.,
2006; Tenenbaum et al., 2000; Zhang and Zha, 2005). The chapter com-
pares the performances of the techniques developed in this dissertation
with traditional dimensionality reduction techniques.
Particularly, the chapter highlights the improvements of the repre-
sentation on a sphere and of the preservation of ranks by comparing
the performances of the Local Multidimensional Scaling (LMS), of the
Spherical Local Multidimensional Scaling (S-LMS) and of the Target
Local Multidimensional Scaling (T-LMS). These techniques use similar
cost functions.
The sequel of the chapter is organized as follows. Section 1 describes
the data set. Next, Section 2 compares the performances of LMS, of S-
LMS and of T-LMS. Finally, Section 3 includes the embedding results of
other dimensionality reduction techniques such as NeRV and t-SNE. The
section also studies the representation of the Target NeRV (T-Nerv).
1 Description of the data set
The data set contains 698 pictures of 64× 64 pixels of the same virtual
face. The pictures are taken from different view angles (azimuthal and
elevation angle) and lighting. The dimension of the original space is 4096,
i.e. the number of pixels, while the intrinsic dimension of the data set is
only 3. Actually, the elevation and the azimuthal angles of the camera
and the angle of lighting describe the pictures. Hence, only three latent
variables are required to describe the data set. For instance, Levina and
Bickel (2005) estimate the intrinsic dimension to be 4.3, which is close
to the expected value of 3. Fig. IV-1 presents samples of these pictures.
Fig. IV-1. Sample of face database
One of the major interests of this data set is the possibility to ob-
serve the preservation of the camera angles and of the lighting. These
last three values are given, but they are not used as input by dimensiona-
lity reduction techniques. The information included in these angles can
rather be used to evaluate qualitatively the performances of the method
by visualization feedback. For instance, a qualitativaly good embedding
should represent similar pictures, i.e. pictures with similar parameters
(angle of view and lighting), as neighbor in the low-dimensional space.
Before representing the data set in a low-dimensional space, Dijk-
stra’s algorithm approximates the pairwise geodesic distances. For this
purpose, we first build a graph through the data set. The nodes of the
graph represent the face pictures, and the edges implement a proximity
relationship between them. For each picture xi, we consider its K-ary
neighborhood that includes the K closest data, with respect to the Eu-
clidean distance: edges are then defined to join these points to xi.
Note that the size K of the neighborhoods, i.e. the number of nodes
each point of the graph is connected to, must obviously ensure the con-
nectivity of the resulting graph. Otherwise, there would be at least two
clusters. Hence, the distance between two points of different clusters, as
evaluated by Dijkstra’s algorithm, will be infinite. The value of K = 15
has been chosen experimentally.
Each edge is weighted by the corresponding Euclidean distance. The
pairwise distances can then be evaluated by the shortest path in the
graph.
2 Comparison of the performances of LMS and its
variants
This section compares the embedding results performed by LMS, S-LMS
and T-LMS. For this purpose, simulations are performed for different
values assigned to the parameter λ, for each technique. The section nar-
rows the discussion to the best representations, with respect to the recent
quality criteria.
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(a) LMS λ = 0.4 - Face data set
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(b) S-LMS λ = 0.6 - Face data set
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(c) T-LMS λ = 0 - Face data set
Fig. IV-2. Embedding of the virtual faces performed by (a) LMS with λ = 0.4, by
(b) S-LMS with λ = 0.6 and by (c) T-LMS with λ = 0. The color varies with the
azimuthal angle of the camera.
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The embedding in the R2 Euclidean space performed by LMS with
λ = 0.4 is reported in Fig. IV-2 (a). Fig. IV-2 (b) and Fig. IV-2 (c)
illustrate the immersion on the sphere of the Face data set achieved by
S-LMS (with λ = 0.6) and by T-LMS (with λ = 0), respectively. These
results are illustrated in the spherical coordinate space.
In these figures, only a few pictures are represented as pictures to
increase the readability of the result and to show the smoothness of
the embedding. The color of the points varies smoothly with the azimu-
thal angle of the camera. Hence, these techniques seem to preserve the
azimuthal angle of the camera.
The three representations seem to intercept themselves in their cen-
ter, i.e. where the blue points are close to the red ones. Despite the
gap between the corresponding azimuthal angles of the camera, these
points are neighbors in the representation space. This is probably due
to the poor light. Indeed, the construction of the geodesic distances is
such that these sets of pictures are close in the original space as they
are both dark.
Fig. IV-3 compares the performances of the three techniques. Regar-
ding this figure, the embedding on the sphere improves the quality of
the representation. The Spherical Local Multidimensional Scaling out-
performs the Euclidean dimensionality reduction technique: the green
curve (with diamonds) is above the blue curve (with pentagon). For
instance, S-LMS correctly embeds 64.2% of the 15-ary neighborhoods
while LMS only preserves 57.6 of them.
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Fig. IV-3. Instrusion/extrusion diagram for the embedding of the Face data set
performed by LMS with λ = 0.4, S-LMS with λ = 0.6 and T-LMS with λ = 0.
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Concerning the target technique that also represents the data set
on a sphere, T-LMS preserves 67.2% of the 15-ary neighborhoods. It
outperforms the other techniques.
Note that the representation performed by LMS is slightly extrusive:
the corresponding dashed curve is negative. LMS splits the neighbor-
hoods in such a way that points that are close in the high-dimensional
space are embedded far away from each other. For instance, one can
observe, in Fig. IV-2 (a), some dark blue points on the left part that
should be immersed higher on the right part.
Conversely, the immersion achieved by T-LMS is more continuous,
hence more intrusive: in Fig. IV-3, the corresponding dashed curve is
positive.
3 Comparison with other traditional techniques
This section compares the performances of the techniques studied in
this dissertation with traditional techniques such as NeRV and t-SNE.
The discussion also includes the representation performed by T-NeRV.
To evaluate the similarity measures, the parameter perplexity (van der
Maaten and Hinton, 2008) is equal to 30.
Fig. IV-4 presents the embedding results performed by NeRV, t-SNE
and T-NeRV. As previously, the color of the points varies with the azi-
muthal angle of the camera.
In Fig. IV-4 (a), the color varies smoothly. NeRV seems to preserve
the azimuthal angle of the camera. By comparison with the results in
Fig. IV-2 and with the result in Fig. IV-4 (c), the blue points are im-
mersed far away from the red points. Even the darker pictures on the
left are distant from the dark pictures on the right of Fig. IV-4 (a).
In Fig. IV-4 (b), t-SNE tears the data set. There are some red points
that are immersed on both side of the blue points. The color of the points
varies, partially, smoothly. Furthermore, the dark pictures (the red ones
and the blue ones) located on the left of Fig. IV-4 (b) are not neighbors.
Let us study the performances of T-NeRV. In Fig. IV-4 (c) , the
representation does not significantly differ from the representations per-
formed by T-LMS or by S-LMS, at first sight.
However, according to the quality criteria described in Section 1.4
of Chapter 2, T-NeRV outperforms T-LMS in Fig. IV-5 (a). The cost
function of T-NeRV seems to be more appropriate to preserve the local
neighborhoods. If we compare the dashed curves, one can observe that
T-LMS is intrusive: the dashed curve is positive. Conversely, T-NeRV
is partially intrusive (for the very local neighborhoods) and becomes
extrusive when the size of the neighborhood increases.
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The comparison between T-NeRV and the traditional similarity-
based techniques has to be balanced. None of these techniques out-
performs the other ones, for all the sizes of the K-ary neighborhoods
(K ≤ 75). Dimensionality reduction techniques have to preserve, in pri-
ority, small neighborhoods. Nevertheless, one has to keep in mind that
they do not have to preserve small neighborhoods at the expense of
a more global preservation: recall the title “Think globally, fit locally”
(Saul and Roweis, 2003).
Regarding Fig. IV-5 (a), t-SNE outperforms the other techniques
when the size K of the neighborhoods is lower than nine (K ≤ 9).
For larger values (9 ≤ K ≤ 19), NeRV outperforms t-SNE and T-NeRV.
And if K increases, T-NeRV outperforms the traditional similarity-based
techniques. By contrast with the number of pictures (N = 698), the size
K = 20 amongs less than 3% of the points.
Fig. IV-5 (b) presents the trustworthiness and the continuity of the re-
presentations. The continuity measure shows that the target techniques
are more continuous that the similarity techniques. The most continuous
representation is performed by T-LMS, despite T-LMS does not signi-
ficantly outperform T-NeRV. If we consider the very small neighbor-
hoods, NeRV and t-SNE achieve trustworthy embeddings: Fig. IV-4 (a)
is the most trustworthy representation. For larger but still local neigh-
borhoods, Fig. IV-4 (c) (T-NeRV) is the most trustworthy embedding
while t-SNE achieves the worst one.
None of the quality criteria represented in Fig. IV-5 (a) and in
Fig. IV-5 (b) indicates a best representation, for all the size K of the
neighborhoods.
To determine the best representation, we thus wonder which size
of the neighborhoods we should focus on. Recall that dimensionality
reduction techniques are aimed at visualizing data sets. Hence, the vi-
sualization task should guide the choice of the neighborhood size.
The field of view, i.e. the extent of what a human can see, is appro-
ximately 95◦ away from the nose, horizontally. When fixing a point on
a screen, for instance, there is a region around this point that is clearly
seen. This region is the fovea zone where the visual acuity is maximal.
The corresponding angle of view is around three to five degrees. The
dashed circles in Fig. IV-6 or in Fig. IV-7 correspond to the fovea re-
gions, if we look to their centers from a 30 cm reading distance.
On average, there are 21 to 47 points located in the inner and in the
outer circles, respectively: these circles are determined by an angle of
view of 3◦ and 5◦. In the context of a visualization task, these regions
should define the size of the local neighborhoods: the corresponding va-
lues of K are reported in Fig. IV-5 by the dashed curves. Hence, to
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(a) NeRV λ = 0 - Face data set
(b) t-SNE - Face data set
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(c) T-NeRV λ = 0.2 and s = pi20 - Face data set
Fig. IV-4. Embedding of the virtual faces performed by (a) NeRV with λ = 0, by
(b) t-SNE and by (c) T-NeRV with λ = 0.2 and s = pi20 . The color varies with the
azimuthal angle of the camera.
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(a) Quality criteria - Intrusion/extrusion diagram - Face data set
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(b) Quality criteria - Trustworthiness and continuity - Face data set
Fig. IV-5. (a) Instrusion/extrusion diagram and trustworthiness and continuity qua-
lity measures for the embedding of the Face data set performed by T-LMS with λ = 0,
by T-NeRV with λ = 0.2 and s = pi20 , by NeRV with λ = 0 and by t-SNE.
compare the quality of the representations, one should put the emphasis
on the neighborhood sizes between 21 and 47.
Regarding Fig. IV-5 (a), T-NeRV achieves the best representation: it
preserves the largest part of the 21- to 47-ary neighborhoods. Fig. IV-
5 (b) supports this conclusion. It shows that the most trustworthy re-
presentation is performed by T-NeRV.
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Fig. IV-7. Embedding of the virtual faces performed by t-SNE. The dashed circles
correspond to the region defined by the fovea angle when it is equal to 3 or 5 degrees,
respectively.
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13
Embedding of the COIL-20 data set
This chapter studies the performances of the dimensionality reduction
techniques on the COIL-20 data set (Nene et al., 1996). The chapter
compares the representation performed by the target techniques with
classical dimensionality reduction methods and with the Spherical Local
Multidimensional Scaling.
The chapter is organized as follows. Section 1 describes the data set.
Next, Section 2 compares the performances and presents some embed-
ding results.
1 Data set
The Columbia Object Image Library (COIL-20) gathers 1440 pictures of
32× 32 pixels. These pictures represent 20 objects taken from different
angles of view: the camera turns around each object. Fig. IV-8 illustrates
a sample of each object.
Fig. IV-8. Sample of COIL 20 data set.
This data set is usually used in the context of classification or clus-
tering. There are 20 clusters, one for each object. Each cluster contains
72 pictures of the same object.
This experiment tests the ability of the dimensionality reduction tech-
niques to visualize the clusters.
For this purpose, we first evaluate the Euclidean distances. Since
the data set contains 20 clusters, pictures from different clusters are
far away from each other. In this situation, the approximation of the
geodesic distances is not meaningful.
2 Comparison of the performances on the COIL Data set
This section compares the performances of the techniques developed
in this dissertation. The discussion includes a comparison with some
similarity-based techniques, namely NeRV and t-SNE.
The methods are configured as follows. Concerning LMS and its vari-
ants, different values are assigned to the user-defined parameter λ. To
evaluate the similarity measures in the original space, we assign the value
30 to the perplexity. The similarities are then introduced in the NeRV
and t-SNE algorithm. Finally, we assign the value s = pi30 in the T-
NeRV technique. This value is set experimentally to improve the quality
criteria.
Fig. IV-9, Fig. IV-10 and Fig. IV-11 present the embedding results
performed by T-NeRV, NeRV and t-SNE. These representations cor-
respond to the best ones with respect to the quality criteria. In these
figures, the color of the points depends on the object of which we take
some pictures. Only some pictures are represented in the representations
to improve the readability of the embeddings.
Note that, for further discussions on the quality of the representa-
tions, the dashed circles illustrate the fovea zone delimited by a 3◦ and
a 5◦ angle of view. They are determined when looking to the pictures
with a 30cm reading distance. The inner and the outer circle include 41
and 83 points, on average.
Fig. IV-9 illustrates the immersion achieved by T-NeRV. Due to the
singularities in the coordinate space - and the distortions in the vicinity
of the north and of the south pole, the embedding is also represented on
the sphere in Fig. IV-10 (a).
At first sight, the representations in Fig. IV-9, in Fig. IV-10 and
in Fig. IV-11 are similar. They contain clusters that are immersed as
curves. Some of these curves intercept themselves.
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(a) T-NeRV λ = 0.8 and s = pi30 - COIL 20 data set
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(b) NeRV λ = 0 - COIL-20 data set
Fig. IV-10. (a) Representation on the unit sphere of the embedding performed by
T-NeRV with λ = 0.8 and s = pi30 . (b) Embedding of the COIL-20 data set performed
by NeRV with λ = 0. The dashed circles correspond to the region defined by the fovea
angle when it is equal to 3 or 5 degrees, respectively.
Nevertheless, if we compare the three embeddings, one can observe,
for instance, that NeRV and t-SNE cut some clusters. This is for instance
the case of the object made of a triangular prism and a cylinder (the
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Fig. IV-11. Embedding of the COIL-20 data set performed by t-SNE. The dashed
circles correspond to the region defined by the fovea angle when it is equal to 3 or 5
degrees, respectively.
blue diamonds), and of the mushroom obtained by superposing an half
cylinder on a smaller cylinder (the green pentagons). Recall the 2pi-
modulo relation in Fig. IV-9. Hence, the blue pentagons and diamonds
on the left are close to the right points. Alternatively, while T-NeRV
contracts some clusters (orange diamonds, red squares, red pentagons),
NeRV and t-SNE expand them a bit more.
The three representations also contain scattered points that are un-
fortunately immersed far away from the other pictures of the same ob-
ject.
One can also observe that the relative position of the clusters differs
from one representation to the other ones.
Fig. IV-12 compares the quality of the representations performed by
LMS, S-LMS, T-LMS, T-NeRV, NeRV and t-SNE. The dashed lines
define the local neighborhoods determined by the fovea angle.
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(a) Quality criteria - Intrusion/extrusion diagram - COIL-20 data set
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(b) Quality criteria - Trustworthiness and continuity - COIL-20 data set
Fig. IV-12. (a) Instrusion/extrusion diagram and trustworthiness and continuity
quality measures for the embedding of the COIL-20 data set performed by T-NeRV
with λ = 0.8 and s = pi30 , by T-LMS with λ = 0.6, by S-LMS with λ = 0.6, by LMS
with λ = 0.4, by NeRV with λ = 0 and by t-SNE.
Regarding the percentage of preserved neighborhoods by LMS and by
S-LMS in Fig. IV-12 (a), the representation on the sphere improves the
quality of the embedding. Concerning the improvement of the preserva-
tion of rank information, T-LMS outperforms LMS and S-LMS, if we
put the emphasis on the preservation of the 41- to the 83-ary neighbor-
hoods. However, for very local neighborhoods, i.e. when the size of the
neighborhood is lower than 20 (K ≤ 20), T-LMS does not outperform
neither LMS nor S-LMS.
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At first sight, T-NeRV outperforms LMS and its variants. However,
when the size K increases, T-LMS preserves a larger part of the K-ary
neighborhoods (when K ≥ 79).
The forthcoming paragraphs include a comparison with traditional
similarity-based methods. These techniques correctly immerse a large
part of the very small neighborhoods. NeRV and t-SNE preserve around
80% of the 10-ary neighborhoods while T-NeRV only preserves 62.2% of
them. At first sight, NeRV and t-SNE outperform the other techniques,
but only for the smallest neighborhoods.
One can observe that the quality of the representations performed
by NeRV and t-SNE drastically decreases with the size of the neigh-
borhoods considered. When K is greater than 52, for instance, T-NeRV
outperforms t-SNE. For comparison, 52 neighbors represent 3.6% of the
data set. This size of neighborhood is also smaller than the size of a
cluster that includes 72 pictures.
One can conclude that the similarity techniques improve the repre-
sentation of the data set, within a cluster. Nevertheless, the visualization
task has defined the size of the local neighborhoods that gathers, on ave-
rage, 41 to 83 points. One should focus on larger neighborhoods and thus
prefer the embedding performed by the T-NeRV.
Note that t-SNE and NeRV tear the data set. Recall that NeRV and
t-SNE have split some clusters into distant parts. In Fig. IV-12 (a),
the corresponding dashed curves go below zero: the representations are
extrusive. The more negative the dashed curves are, the most distant
the part of the torn neighborhoods are. Fig. IV-12 (b) confirms this
conclusion: the similarity-based techniques are less continuous.
Fig. IV-12 (b) shows that t-SNE is the least continuous and the least
trustworthy method. Depending whether we prefer a continuous or trust-
worthy representation, the best representations seem to be performed by
NeRV or T-LMS. Indeed, NeRV gives the most trustworthy and still con-
tinuous embedding while T-LMS yields the most continuous and quite
trustworthy representation.
Note that the quality criteria in Fig. IV-12 (a) and Fig. IV-12 (b)
do not lead to the same conclusions. For instance, Fig. IV-12 (a) favors
the performances of T-NeRV by comparison with the performances of
T-LMS.
One of the major contributions in van der Maaten and Hinton (2008)
is the evaluation of suitable values assigned to the standard deviation
of the Gaussian similarities. They have developed an algorithm that as-
signs small values to the standard deviation when the neighborhoods
are dense. Conversely, the standard deviation is high when the neigh-
borhoods are sparse. In this experiment, the standard deviation might
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influence the embedding results, particularly because there are some
denser and sparser regions in the representation space. T-NeRV does
not take advantage of this possibility. Further work should study an ef-
ficient way to adapt the value assigned to the standard deviation in the
T-NeRV algorithm to improve the quality of the representation.
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Part V
Conclusion

14
Discussion and further work
Nowadays, the industrial domain and the researchers have more and
more to deal with high-dimensional data. Because of the high-dimensio-
nality, such data sets lack of interpretability. This is why it is so impor-
tant to represent data in a low-dimensional space (usually in the R2 or in
the R3 Euclidean space). Their visualization increases the understanding
of the data.
Before any quantitative analysis or any system modeling, it is of
primary importance to collect prior knowledge on the data set. We thus
want to visualize the pertinent information contained in the data set.
The general term of “pertinent information” encompasses the proximity
relationships between the data or between some subsets. This term also
includes the global organization of the data set.
The task of representing data sets in a low-dimensional space is
performed by dimensionality reduction techniques. These techniques
have thus to preserve the pertinent information. By this way, providing
that the method preserves the proximity relationships, one can observe
whether points are close to each other, or not. In other words, one can
visualize the local neighborhoods.
If we extend the visualization task to a larger part of the data set,
one can identify, for instance, the existence of clusters. Moreover, in a
more general scale, it should be possible to identify the topology of the
data set.
Unfortunately, except in some circumstances, dimensionality reduc-
tion techniques cannot achieve a perfect representation: loss of infor-
mation is bound to happen. Hence, dimensionality reduction techniques
have to minimize it.
This loss can be instantiated in various ways. Distance-, similarity-,
and topology-based techniques try to preserve the local neighborhoods,
i.e. some proximity relationships. Alternatively, Manifold learning tech-
niques assume that data sets are close to a manifold which contains
part of the information. These methods use geometrical arguments, and
take advantage of the manifold hypothesis, to map the data set on a
low-dimensional Euclidean space.
This work studies the representation of data sets. Our contribution
is twofold. First, we wonder whether the data set can be immersed on
manifolds. Actually, if we assume that the data set is close to a mani-
fold, its topology contains part of the pertinent information. This con-
tribution thus extends the possibility to represent data set on a mani-
fold rather than the Euclidean space. In particular, it adapts classical
distance-based techniques to represent data sets on a sphere. Note that
the methodology can be generalized to the preservation of similarity
measures.
The second contribution studies the feasibility of preserving some-
thing else than distances or similarities. In this work, the preservation
of local neighborhoods is implemented by the preservation of ranks.
The sequel of the chapter dresses the conclusions on both contribu-
tions. It also highlights some open questions for further works.
The representation on a manifold is motivated by situations where the
topology of the data set is non-Euclidean. In particular, the embedding
on a sphere might preserve the loops included in a non-Euclidean data
set, while classical techniques cannot avoid the tearing or the flattening
of the loops.
To represent data sets on a sphere, the first contribution minimizes a
distance-based cost function on a sphere. The methodology is illustrated
in the case of the Spherical Local Multidimensional Scaling (S-LMS) that
minimizes the cost function implemented by the Local Multidimensional
Scaling (LMS).
Determining whether we should prefer to immerse data sets on the
R2 Euclidean space or on the sphere could be brought down on the study
of the topology of the data set. Note that the spherical techniques do
not require spherical data sets. To preserve the loops of the data set,
the spherical techniques have to deform the data set to fit the structure
of the sphere. When the deformed data set is close to a sphere, the
spherical techniques should outperform classical methods, otherwise, it
should perform as well. For instance, S-LMS successfully embeds the
frog manifolds, but it fails to immerse the elongated ellipsoid.
In the context of real data, the intrinsic dimension is certainly greater
than two, and the structure of the data set is probably complex. Howe-
ver, for visualization purposes, we still want to represent data sets in a
two-dimensional space.
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We thus wonder whether we should prefer a planar representation
or a spherical shield. If the spherical techniques encompass the classical
ones, are they able to preserve the loops of real data sets? Do spherical
techniques better capture their complexity? There is unfortunately no
answer to these questions.
In the context of the representation of high-dimensional data, two-
dimensional planes can obviously not capture the complexity of the de-
formed data set. Since the manifolds introduce non-Euclidean topologies,
the immersion on two-dimensional manifolds can improve the represen-
tation of high-dimensional data. One may wonder which manifold would
be required to represent the data set.
For this purpose, further works have to study a methodology to de-
termine a manifold that fits the structure of the data set. The metho-
dology has thus to determine some locations that minimize the loss of
information, but also to determine an adequate embedding manifold,
i.e. an adequate constraint function. These considerations might result
in a novel kind of Manifold Learning technique. The other Manifold
Learning techniques assume that the data set is close to an unknown
manifold. Then, they learn, locally, the geometry of the manifold and
map the data set on a Euclidean space, for instance, on the tangent
space. Conversely, the novel Manifold Learning technique would learn a
manifold that could encompass the geometry of the data set.
Nevertheless, this Manifold Learning technique cannot test obviously
all the possible manifolds. The method has rather to determine the best
manifold among a family of manifolds. For this purpose, one can restrict
the possible constraint functions.
The second contribution of this dissertation wonders whether dimen-
sionality reduction techniques can preserve anything else than distances
or similarities. This work studies a methodology aimed at preserving
rank information. The rank values are obtained by ordering the dis-
tances. They are defined as the relative positions between data.
The preservation of ranks is initially motivated by their compatibility
with recent quality criteria. To embed data sets, dimensionality reduc-
tion techniques have to preserve, in priority, local neighborhoods. Points
that are originally neighbors in the high-dimensional space should be im-
mersed close to each other in the representation space. To evaluate how
effective the neighborhoods have been preserved, these quality criteria
compare rank matrices.
Because ranks are piecewise constant, rank-based techniques have
to defined suitable optimization procedures. The non-differentiability of
ranks complicate the optimization of rank-based cost functions, i.e. the
preservation of ranks. The real challenge is to find appropriate opti-
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mization procedures that handle ranks. Hence, the second contribution
first wonders how the iterates have to be translated to decrease some
rank-based cost function. It determines a search direction that involves
a novel concept: the target distances. The target distances are defined as
a permutation of the distances (evaluated in the representation space).
This permutation is supervised by the rank matrix evaluated in the
high-dimensional space.
One of the major improvements of preserving target distances is the
resemblance between the distribution of target distances and the distri-
bution of distances. This correspondence should facilitate the embedding
of high-dimensional data. In other words, the use of target distances
bypasses the curse of high-dimensionality, i.e. the mismatch between
distances evaluated in the high- and in the low-dimensional space.
The other improvement of these techniques, is the ability of locally
scaling distances. Since target distances are closely related to ranks, their
preservation inherits the main advantage of rank-based techniques. Con-
ceptually, the preservation of target distances introduces additional de-
formations of the distances. By locally contracting or dilating distances,
the target techniques facilitate the reorganization of the data set.
Besides these improvements, the preservation of target distances has
to face the same drawback as the preservation of ranks, i.e. the scale
indeterminacy. To avoid a global spreading of the representation, the
methodology presented in this dissertation suggests to embed data set
on the unit sphere.
We stress that the representation on a sphere is, in the second part
of this work, not motivated by the preservation of non-Euclidean topo-
logies. This work uses the supplies of the spherical methodology, but the
motivations are independent.
The immersion on the compact manifold is an elegant solution
to avoid the general spreading of the representation. There are cer-
tainly other alternatives that restrict the area of the representation.
Further work should, for instance, study the feasibility of represen-
ting data in the R2 Euclidean space. One could constrain the vari-
ance of the representation by immersing the data on the manifold
M =
{
Y ∈ R2×N
∥∥∥∥∥ 1N − 1
N∑
i=1
‖yi‖22 = 1
}
.
Besides the possibility to represent data sets in the R2 Euclidean
space, futur works should also optimize the hyperparameters of our pro-
posed methods (e.g. T-NeRV).
The main breakthrough brought by van der Maaten and Hinton
(2008) is the use of an entropy measure that adapts the standard devia-
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tions σi in the expression of the Gaussian similarity measure. The value
assigned to the parameter σi depends on the density of the correspon-
ding neighborhood. When the neighborhood is dense, the parameter σi
should be small. Conversely, large values assigned to the parameter σi
correspond to sparse neighborhoods.
In the current state of the research, T-NeRV does not take advantage
of this possible adaptation. Further work should, therefore, study the
optimization of these hyperparameters.
This work has also stressed the importance of the visualization task
in the evaluation of the quality of the representation. The introduction
of the fovea angle in the discussion leads to a better definition of the
number of points gathered in a local neighborhood.
One should keep in mind the visualization task when determining
the cost function that one seeks to optimize. This could guide the de-
termination of the hyperparameters, for instance. If we can objectively
determine the number of points contained in a local neighborhood, by
visualization feedback, one can determine the rank values we have to
preserve in priority. Providing that the dimensionality reduction tech-
nique puts the emphasis on the right local neighborhood, we can improve
the visualization of the data set.
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Part VI
Appendix

1Retraction mapping to optimize on the unit
sphere
Section 2.3 in Chapter 6 studies the optimization of the Rayleigh
quotient on the unit sphere. As required by the optimization procedure,
the section defines the retraction mapping as follows:
Rz : TzS → S : η 7→ Rz(η) = z + η‖z + η‖2 .
The forthcoming paragraphs show that the above function fulfills the
two conditions required by Definition 6.1 in Chapter 6 to be a retraction
function.
Condition 1: Rz(0z) = z
First, we observe that the origin 0z ∈ TzS of the tangent space is mapped
on the location z. Actually, by replacing the variable η by the null vector
in the definition of the retraction, it follows
Rz(0z) = z + 0z‖z + 0z‖2
= z‖z‖2 .
Recall that the point z is located on the sphere, hence the vector is
normalized (‖z‖2 = 1). It follows the fulfillment of the first condition to
be a retraction mapping: Rz(0z) = z.
Condtion 2: DRz(η) = IdTzS
The second condition concerns the derivative of the retraction mapping.
This one has to be, at the origin, the representative matrix of the identity
mapping of the tangent space TzS. We thus differentiate the function
Rz with respect to the variable η:
DRz(η) =
‖z + η‖2Id− (z + η) (z+η)
T
‖z+η‖2
‖z + η‖22
,
where Id is the identity matrix in R3×3. When this derivative is evaluated
at the origin 0z, it follows
DRz(0z) =
‖z + 0z‖2Id− (z + 0z) (z+0z)
T
‖z+0z‖2
‖z + 0z‖22
= Id− zzT . (27)
This matrix is the identity matrix of the tangent space. The next section
proves this statement.
Identity mapping IdTzS = Id− zzT
We state that the derivative (27) corresponds to the representative ma-
trix of the identity mapping IdTzS of the tangent space TzS. Actually,
it maps a tangent vector η onto itself.
DRz(0z)[η] = (Id− zzT )η
= η − z(zTη).
Since the tangent vector η is orthogonal to the location z, the directional
derivative DRz(0z)[η] is the vector η itself:
DRz(0z)[η] = η − z(zTη)
= η − z.0
= η.
Furthermore, to fulfill the second condition of Definition 6.2, the
columns of the identity matrix IdTzS have to belong to the tangent
space. We thus check that the product (JF)(z).IdTzS is null:
(JF)(z).IdTzS = zT .(Id− zzT )
= zT − (zT z).zT
= 0.
These short demonstrations have proven that (Id − zzT ) is the
identity matrix of the tangent space. As a consequence, the function
Rz : TzS → S defined at the beginning of the appendix is a retraction
mapping.
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2Search direction and retraction mapping to
represent data on a sphere
Chapter 7 is dedicated to the representation of data sets on a sphere.
The chapter has introduced some propositions whose demonstrations are
gathered in the present appendix.
Its sequel is organized as follows. Section A demonstrates Proposi-
tion 1 that evaluates the gradient of the S-LMS cost function. In Sec-
tion B, the demonstration proves that the search direction, as evaluated
in Proposition 1, is orthogonal to the location. This property facilitates
the further projection of the search direction on the tangent space. At
the end, Section C proves that the proposed retraction mapping fulfills
the conditions detailed in Definition 6.1 to be a retraction mapping.
A Derivative of the S-LMS cost function
Proposition 1 (Gradient of S-LMS).
Given a parameter λ ∈ [0, 1], let the cost function
E :MR → R : (Y, R) 7→ E(Y, R;X )
be the S-LMS cost function defined on the embedding manifold MR:
E(Y, R;X ) = λ
N∑
i,j=1
j 6=i
(Dij −∆ij)2
Dij
+ (1− λ)
N∑
i,j=1
j 6=i
(Dij −∆ij)2
∆ij
.
Denoting κij = −2λDij −∆ij
Dij
− (1− λ)(D
2
ij −∆2ij)
∆2ij
, the gradient of the
function E, evaluated at the point (Y, R), is expressed by
∇E(Y, R;X ) =

2R
N∑
j=1
j 6=1
κ1j
−
(
yj
‖y1‖2‖yj‖2 −
yT1 yj
‖y1‖22‖yj‖2
y1
‖y1‖2
)
√
1−
(
yT1 yj
‖y1‖2‖yj‖2
)2
...
2R
N∑
j=1
j 6=N
κNj
−
(
yj
‖yN‖2‖yj‖2 −
yTNyj
‖yN‖22‖yj‖2
yN
‖yN‖2
)
√
1−
(
yTNyj
‖yN‖2‖yj‖2
)2
N∑
i,j=1
j 6=i
κij acos
(
yTi yj
‖yi‖2‖yj‖2
)

.
Proof.
The proof begins by differentiating the cost function with respect to the
pairwise distances ∆ij . Shortened by κij , it is given by
κij =
∂E
∂∆ij
= −2λDij −∆ij
Dij
+ (1− λ)−2(Dij −∆ij)∆ij − (Dij −∆ij)
2
∆2ij
= −2λDij −∆ij
Dij
+ (1− λ)(Dij −∆ij)(−∆ij −Dij)
∆2ij
= −2λDij −∆ij
Dij
− (1− λ)(Dij −∆ij)(∆ij +Dij)
∆2ij
= −2λDij −∆ij
Dij
− (1− λ)D
2
ij −∆2ij
∆2ij
.
Next, the demonstration derives the distance measure with respect
to the radius R. Since the distance ∆ij is defined by
∆ij = R acos
(
yTi yj
‖yi‖2‖yj‖2
)
,
its derivative with respect to the radius R is
∂∆ij
∂R
= acos
(
yTi yj
‖yi‖2‖yj‖2
)
.
The chain rule leads to the following result:
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∂E
∂R
(Y, R;X ) =
N∑
i,j=1
j 6=i
∂E
∂∆ij
∂∆ij
∂R
=
N∑
i,j=1
j 6=i
κij acos
(
yTi yj
‖yi‖2‖yj‖2
)
. (28)
Before evaluating the derivative of the function E with respect to the
location yi, let us study the derivative of the arccosine. We remind the
derivative of the function
acos : [−1, 1]→ [0, pi] : z 7→ acos(z)
with respect to the variable z ∈ R:
∂ acos(z)
∂z
= −1√
1− z2 .
We also differentiate the Euclidean norm:
∂‖z‖2
∂z =
z
‖z‖2 . (29)
Keeping in mind the derivative of the Euclidean norm, one can dif-
ferentiate the quotient y
T
i yj
‖yi‖2‖yj‖2 with respect to yi:
∂
∂yi
(
yTi yj
‖yi‖2‖yj‖2
)
= yj‖yi‖2‖yj‖2 −
yTi yj
‖yi‖22‖yj‖2
yi
‖yi‖2 .
Finally, the following equations compute the partial derivative of the
cost function E with respect to the location yi:
∂E
∂yi
(Y, R;X ) =
N∑
j=1
j 6=i
(
∂E
∂∆ij
∂∆ij
∂yi
+ ∂E
∂∆ji
∂∆ji
∂yi
)
= 2R
N∑
j=1
j 6=i
κij
−
(
yj
‖yi‖2‖yj‖2 −
yTi yj
‖yi‖22‖yj‖2
yi
‖yi‖2
)
√
1−
(
yTi yj
‖yi‖2‖yj‖2
)2 . (30)
To end the demonstration, we evaluate the derivatives (28) and (30)
at the point (Y, R). These results are introduced in the expression of the
gradient:
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∇E(Y, R;X ) =

2R
N∑
j=1
j 6=i
κ1j
−
(
yj
‖y1‖2‖yj‖2 −
yT1 yj
‖y1‖22‖yj‖2
y1
‖y1‖2
)
√
1−
(
yT1 yj
‖y1‖2‖yj‖2
)2
...
2R
N∑
j=1
j 6=N
κNj
−
(
yj
‖yN‖2‖yj‖2 −
yTNyj
‖yN‖22‖yj‖2
yN
‖yN‖2
)
√
1−
(
yTNyj
‖yN‖2‖yj‖2
)2
N∑
i,j=1
j 6=i
κij acos
(
yTi yj
‖yi‖2‖yj‖2
)

.
uunionsq
B Orthogonality between the location yi and the gradient
Proposition 2.
Let ∆ij = R acos
(
yTi yj
|yi‖2‖yj‖2
)
be the distance measure between the
point (yi, R) and the point (yj , R), the derivative
∂E
∂yi
(Y, R;X ) is ortho-
gonal to the vector yi.
Proof.
Proposition 1, that has been also reminded in Section A, has evaluated
the derivative ∂E
∂yi
(Y, R;X ). Keep in mind that, in this expression, only
κij depends on the choice of the cost function E, hence on the dimensio-
nality reduction technique. As a consequence, the further developments
are also applicable to other methods.
To determine whether the vector yi and the derivative
∂E
∂yi
(Y, R;X )
are orthogonal or not, we evaluate the scalar product between these two
vectors:
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〈
yi,
∂E
∂yi
〉
= yTi
2R
N∑
j=1
j 6=i
κij
−
(
yj
‖yi‖2‖yj‖2 −
yTi yj
‖yi‖22‖yj‖2
yi
‖yi‖2
)
√
1−
(
yTi yj
‖yi‖2‖yj‖2
)2

= 2R
N∑
j=1
j 6=i
κij
−
(
yTi yj
‖yi‖2‖yj‖2 −
yTi yj
‖yi‖22‖yj‖2
yTi yi
‖yi‖2
)
√
1−
(
yTi yj
‖yi‖2‖yj‖2
)2 .
Since the point (yi, R) belongs to the sphere SR, the norm of the vector
yi is equal to the radius R: yTi yi = ‖yi‖22 = R2. One can conclude that
the inner product is null:
〈
yi,
∂E
∂yi
(Y, R;X )
〉
= 2R
N∑
j=1
j 6=i
κij
−
(
yTi yj
‖yi‖2‖yj‖2 −
yTi yj
‖yi‖2‖yj‖2
)
√
1−
(
yTi yj
‖yi‖2‖yj‖2
)2
= 0.
The position yi is thus orthogonal to the derivative
∂E
∂yi
(Y, R;X ).
uunionsq
C Retraction mapping to embed on a sphere
This section proves that the function
R[Y,R] : T[Y,R]MR →MR : η 7→ R[Y,R](η) =

(R+ ηR)
y1 + η1
‖y1 + η1‖2...
(R+ ηR)
yN + ηN
‖yN + ηN‖2
R+ ηR

.
as defined by Definition 7.1 in Chapter 7 is a retraction mapping. The
function R[Y,R] has to fulfill the two conditions required by Defini-
tion 6.1:
1. R[Y,R](0[Y,R]) = (Y, R),
2. DR[Y,R](0[Y,R]) = IdT[Y,R]MR , where D denotes the differential ope-
rator, and where IdT[Y,R]MR denotes the representative matrix of the
identity mapping on the tangent space T[Y,R]MR.
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The following paragraphs are organized as follows. First, Proposi-
tion 5 attests that the function maps the origin 0[Y,R] of the tangent
space on its “intersection” with the manifold. Next, Proposition 6 defines
the identity mapping in the tangent space T[Y,R]MR. It states that the
proposed mapping agrees with Definition 6.2. Finally, Proposition 7 dif-
ferentiates the proposed mapping R[Y,R], and it evaluates this derivative
in the origin 0[Y,R]. Proposition 7 proves that the derivative corresponds
to the identity mapping of Proposition 6.
Proposition 5.
Let (Y, R) be a point on the manifold
MR =
(Y, R) ∈ R3×N × R+
∣∣∣∣∣∣∣
 y
T
1 y1 −R2
...
yTNyN −R2
 = 0
 .
We denote 0[Y,R] to be the origin of the tangent space
T[Y,R]MR =
(ηY , ηR) ∈ R3×N × R
∣∣∣∣∣∣∣
 y
T
1 η1 −RηR
...
yTNηN −RηR
 = 0
 .
Then, the retraction mapping described in Definition 7.1 immerses the
origin 0[Y,R] ∈ T[Y,R]MR on the location (Y, R) ∈MR:
R[Y,R]
(
0[Y,R]
)
= (Y, R).
Proof.
To attest the fulfillment of the first condition, we set the variables ηi
and the scalar ηR to zero in Definition 7.1. This yields the following
equations:
R[Y,R]
(
0[Y,R]
)
=

(R+ 0) y1 + 0‖y1 + 0‖2
...
(R+ 0) yN + 0‖yN + 0‖2
R+ 0

=

R
y1
‖y1‖2
...
R
yN
‖yN‖2
R

.
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Since the manifold constrains the norm of the vectors to be equal to the
radius (‖yi‖2 = R), the above equation is rewritten as follows
R[Y,R]
(
0[Y,R]
)
=

y1
...
yN
R
 .
uunionsq
The second condition of Definition 6.1 involves the identity mapping
in the tangent space. Therefore, the next proposition illustrates the iden-
tity matrix IdT[Y,R]MR in the specific case of the tangent space
T[Y,R]MR =
(ηY , ηR) ∈ R3×N × R
∣∣∣∣∣∣∣
 y
T
1 η1 −RηR
...
yTNηN −RηR
 =
0...
0

 .
Proposition 6.
Let us denote the matrices
Ji = Id− yi‖yi‖2
(yi)T
‖yi‖2 ,
where Id ∈ R3×3 is the identity matrix. The blocks Ji ∈ R3×3 are intro-
duced to improve the readability of the matrix
IdT[Y,R]MR =

J1 0 . . . 0 y1‖y1‖2
0 J2
. . . ... y2‖y2‖2
... . . . . . . 0
...
0 . . . 0 JN yN‖yN‖2
0 . . . 0 0 1

.
This matrix is the identity matrix IdT[Y,R]MR in the tangent space
T[Y,R]MR.
Proof.
This demonstration is subdivided into two main parts. Actually, the
identity matrix (Definition 6.2) has to satisfy the two following state-
ments:
1. ∀η ∈ T[Y,R]MR, (IdT[Y,R]MR)η = η;
2. (JF)([Y, R])
(
IdT[Y,R]MR
)
= 0.
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Let η =

η1
...
ηN
ηR
 be a tangent vector. Regarding the definition of the
tangent space T[Y,R]MR, the components of the tangent vector η satisfy
the equalities:
yTi ηi −RηR = 0.
To certify the fulfillment of the first condition, we multiply the identity
matrix, on its right, by the tangent vector η. One can develop this
product as follows:
(IdT[Y,R]MR)η =

J1 0 . . . 0 y1‖y1‖2
0 J2
. . . ... y2‖y2‖2
... . . . . . . 0
...
0 . . . 0 JN yN‖yN‖2
0 . . . 0 0 1


η1
η2
...
ηN
ηR

=

J1η1 + y1‖y1‖2 ηR
J2η2 + y2‖y2‖2 ηR
...
JNηN + yN‖yN‖2 ηR
ηR

=

(
Id− y1‖y1‖2
(y1)T
‖y1‖2
)
η1 + y1‖y1‖2 ηR(
Id− y2‖y2‖2
(y2)T
‖y2‖2
)
η2 + y2‖y2‖2 ηR
...(
Id− yN‖yN‖2
(yN )T
‖yN‖2
)
ηN + yN‖yN‖2 ηR
ηR

.
By introducing the conditions yTi ηi−RηR = 0 in the aforesaid equa-
tion, it follows
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(IdT[Y,R]MR)η =

η1 − y1‖y1‖2
(y1)T η1
‖y1‖2 +
y1
‖y1‖2 ηR
η2 − y2‖y2‖2
(y2)T η2
‖y2‖2 +
y2
‖y2‖2 ηR
...
ηN − yN‖yN‖2
(yN )T ηN
‖yN‖2 +
yN
‖yN‖2 ηR
ηR

=

η1 − y1‖y1‖22
(
(y1)Tη1 − ‖y1‖2ηR
)
η2 − y2‖y2‖22
(
(y2)Tη2 − ‖y2‖2ηR
)
...
ηN − yN‖yN‖22
(
(yN )TηN − ‖yN‖2ηR
)
ηR

=

η1 − y1‖y1‖22
(
(y1)Tη1 −RηR
)
η2 − y2‖y2‖22
(
(y2)Tη2 −RηR
)
...
ηN − yN‖yN‖22
(
(yN )TηN −RηR
)
ηR

= η.
The matrix IdT[Y,R]MR thus fulfills the first condition. It maps a tangent
vector onto itself.
To prove the fulfillment of Condition 2, the next equations eva-
luate the product between the Jacobian of the constraint function
JF(Y, R)1 and the identity matrix IdT[Y,R]MR . The matrix multipli-
cation (JF(Y, R))(IdT[Y,R]MR) is expressed by
(JF)(IdT[Y,R]MR) =

2yT1 0 . . . 0 −2R
0 2yT2
. . . ... −2R
... . . . . . . 0
...
0 . . . 0 2yTN −2R


J1 0 . . . 0 y1‖y1‖2
0 J2
. . . ... y2‖y2‖2
... . . . . . . 0
...
0 . . . 0 JN yN‖yN‖2
0 . . . 0 0 1

=

2yT1 J1 0 . . . 0 2yT1 y1‖y1‖2 − 2R
0 2yT2 J2
. . . ... 2yT2 y2‖y2‖2 − 2R
... . . . . . . 0
...
0 . . . 0 2yTNJN 2yTN
yN
‖yN‖2 − 2R
 . (31)
1 The Jacobian JF(Y, R) has been defined in Equation (21) in Section 1.2 of Chap-
ter 7.
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The sequel of the demonstration proves that this matrix is the null
matrix. Actually, its diagonal elements 2yTi Ji can be evaluated as fol-
lows:
2yTi Ji = 2yTi
(
Id− yi‖yi‖2
(yi)T
‖yi‖2
)
= 2
(
yTi −
yTi yi
‖yi‖2
(yi)T
‖yi‖2
)
.
Since the condition yTi yi = ‖yi‖2 = R2 is satisfied, one can conclude that
the diagonal elements are null. Furthermore, with similar arguments, the
rightmost elements in Equation (31), 2yTi
yi
‖yi‖2 − 2R, are also null.
Since the two conditions are satisfied, one can conclude that the pro-
posed matrix is the identity matrix in the tangent space.
uunionsq
Let us come back to the study of the second condition to be a re-
traction mapping. This one states that the derivative of the retraction
mapping, when it is evaluated at the origin 0[Y,R], is the identity map-
ping.
Proposition 7.
Let 0[Y,R] be the origin of the tangent space T[Y,R]MR. Given the retrac-
tion mapping R[Y,R] : T[Y,R]MR →MR, its derivative, evaluated at the
origin, is the identity mapping:
DR[Y,R](0[Y,R]) = IdT[Y,R]MR ,
where D denotes the differential operator, and where IdT[Y,R]MR is the
identity mapping.
Proof.
To demonstrate this proposition, we first evaluate the derivative of the
proposed mapping. Then, we evaluate it at the origin 0[Y,R]. Finally,
the proof shows that the derivative is equal to the identity mapping
IdT[Y,R]MR .
Before evaluating the derivative of the retraction function R[Y,R], we
introduce the functions Ri and RR. They denote the components of the
retraction mapping R[Y,R] : T[Y,R]MR →MR:
Ri : T[Y,R]MR → R3 : η 7→ Ri(η) = (R+ ηR)
yi + ηi
‖yi + ηi‖2
RR : T[Y,R]MR → R : η 7→ RR(η) = R+ ηR.
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The sequel of this demonstration successively develops the derivatives
of the function Ri with respect to ηi, ηj ( with j 6= i), and with respect
to ηR. Then, it presents the differentiation ofRR. Actually, the derivative
DR[Y,R](0[Y,R]), hence the Jacobian of the retraction mapping, is given
by
DR[Y,R](0[Y,R]) =

∂R1
∂η1
(
0[Y,R]
)
. . . ∂R1∂ηN
(
0[Y,R]
) ∂R1
∂ηR
(
0[Y,R]
)
... . . .
...
...
∂RN
∂η1
(
0[Y,R]
)
. . . ∂RN∂ηN
(
0[Y,R]
) ∂RN
∂ηR
(
0[Y,R]
)
∂RR
∂η1
(
0[Y,R]
)
. . . ∂RR∂ηN
(
0[Y,R]
) ∂RR
∂ηR
(
0[Y,R]
)
 . (32)
Keeping in mind the derivative of the Euclidean norm (29), the
derivative ∂Ri∂ηi is expressed as follows:
∂Ri
∂ηi
(η) = ∂
∂ηi
(
(R+ ηR)
yi + ηi
‖yi + ηi‖2
)
= (R+ ηR)
Id
‖yi + ηi‖2
− (R+ ηR) yi + ηi‖yi + ηi‖22
(yi + ηi)T
‖yi + ηi‖2
,
where Id denotes the R3×3 identity matrix. The next equalities evaluate
the partial derivative at the origin, hence when the variable η is null:
∂Ri
∂ηi
(
0[Y,R]
)
= R Id‖yi‖2 −R
yi
‖yi‖22
(yi)T
‖yi‖2
= Id− yi‖yi‖2
(yi)T
‖yi‖2 . (33)
This derivative leads to the expression of the matrix Ji that has been
introduced in Proposition 6: ∂Ri
∂ηi
= Ji.
Note that the derivative ∂Ri
∂ηj
(
0[Y,R]
)
is null, when the index j differs
from i (j 6= i):
∂Ri
∂ηj
(
0[Y,R]
)
= 0. (34)
The above equations show that the upper left 3N × 3N block of the
Jacobian matrix is a block diagonal matrix.
Concerning the derivative ∂Ri
∂ηR
, it is given by
∂Ri
∂ηR
(
0[Y,R]
)
= yi‖yi‖2 . (35)
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Now, considering the function
RR : T[Y,R]MR → R : η 7→ RR(η) = R+ ηR,
one can observe that its derivative with respect to ηi is null, while
∂RR
∂ηR
(
0[Y,R]
)
= 1. (36)
Finally, introducing the equalities (33→ 36) into the expression (32)
yields
DR[Y,R](0[Y,R]) =

J1 0 . . . 0 y1‖y1‖2
0 J2
. . . ... y2‖y2‖2
... . . . . . . 0
...
0 . . . 0 JN yN‖yN‖2
0 . . . 0 0 1

.
The Jacobian of the retraction mapping, when it is evaluated at the
origin 0[Y,R], corresponds to the identity matrix of the tangent space
T[Y,R]MR.
uunionsq
Regarding Proposition 5 and Proposition 7, the function R[Y,R] :
T[Y,R]MR → MR proposed in Definition 7.1, and reminded at the be-
ginning of this section, is a retraction mapping.
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3Search direction to preserve target distances
This appendix details the propositions introduced by the methodology
to preserve rank information. This methodology has been presented in
Chapter 10.
The appendix is organized as follows. Section A states that the search
direction, intuitively defined in Section 1.1 of Chapter 10, can be ex-
pressed as the derivative of a cost function based on target distances.
Next, Section B shows that the search direction evaluated as the deriva-
tive of cost function based on target distances belongs to the tangent
space of the unit sphere.
A Differentiating a cost function based on target
distances
Proposition 3.
Given the target distances ∆ilij (k), the search direction
ηj(k) =
N∑
i=1
(∆ilij (k)−∆ij(k))
yj(k)− yi(k)
∆ij(k)
can be expressed as the derivative of the cost function
EkT : R2×N → R : Y(k) 7→ EkT (Y(k);X ) =
1
2
N∑
i,j=1
j 6=i
(∆ilij (k)−∆i(yj(k)))2 :



ηj(k) = −
∂EkT
∂yi
(Y(k);X ).
Proof.
First, the demonstration proves that the normalized direction
uij(k) =
yj(k)− yi(k)
‖yj(k)− yi(k)‖2
corresponds to the derivative of the distance function
∆i : R2 → R : y 7→ ∆i(y) = ‖y− yi(k)‖2
evaluated at the point yj(k). Actually, this derivative can be expressed
as follows:
∂∆i
∂y (yj(k)) =
2(yj(k)− yi(k))
2‖yj(k)− yi(k)‖2
= yj(k)− yi(k)
∆ij(k)
= uij(k).
It follows that the derivative of the cost function
EkT (Y(k);X ) =
1
2
N∑
i,j=1
j 6=i
(∆ilij (k)−∆i(yj(k)))2
with respect to yj is given by
∂EkT
∂yj
(Y(k);X ) = ∂E
k
T
∂∆i
(∆ij(k))
∂∆i
∂y (yj(k))
= −
N∑
i=1
(∆ilij (k)−∆i(yj(k)))uij(k)
= −
N∑
i=1
(∆ilij (k)−∆ij(k))uij(k).
Finally, the descent direction ηj(k) satisfies
ηj(k) = −
∂EkT
∂yj
(Y(k);X ).
uunionsq
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B Tangent search direction
Proposition 4.
Let us consider a cost function EkT that involves the target distances
∆ilij (k) and the geodesic distances ∆ij = acos
(
yTi yj
‖yi‖2‖yj‖2
)
. We also
define the search direction η(k) = (η1(k), ...,ηN (k)), where the com-
ponents ηj(k) are defined by the derivative of a target cost function:
ηj(k) = −
∂EkT
∂yj
(Y(k);X ). Then, the vector η(k) belongs to the tangent
space
TY(k)M =
η = (η1, . . . ,ηN ) ∈ R3×N
∣∣∣∣∣∣∣
 y1(k)
Tη1
...
yN (k)TηN
 =
0...
0

 .
Proof.
The derivative ∂∆i
∂y (yj(k)) has already been evaluated in Appendix 2:
∂∆i
∂y (yj(k)) =
−
(
yi(k)
‖yi(k)‖2‖yj(k)‖2 −
(yTi (k)yj(k))yj(k)
‖yi(k)‖2‖yj(k)‖32
)
√
1−
(
yTi (k)yj(k)
‖yi(k)‖2‖yj(k)‖2
)2 .
This derivative is orthogonal to the position yj(k). Actually, the scalar
product between the position yj(k) and the vector
∂∆i
∂y (yj(k)) is null.
All it takes to be convinced is to evaluate this product:
yTj (k)
∂∆i
∂y (yj(k)) = y
T
j (k)
−
(
yi(k)
‖yi(k)‖2‖yj(k)‖2 −
(yTi (k)yj(k))yj(k)
‖yi(k)‖2‖yj(k)‖32
)
√
1−
(
yTi (k)yj(k)
‖yi(k)‖2‖yj(k)‖2
)2
=
−
(
yTj (k)yi(k)
‖yi(k)‖2‖yj(k)‖2 −
(yTi (k)yj(k))(yTj (k)yj(k))
‖yi(k)‖2‖yj(k)‖32
)
√
1−
(
yTi (k)yj(k)
‖yi(k)‖2‖yj(k)‖2
)2 .
Note that the dot product yTj (k)yj(k) is the norm of yj(k) squared:
yTj (k)yj(k) = ‖yj(k)‖22.
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One can rewrite the product yTj (k)
∂∆i
∂y (yj(k)) as follows:
yTj (k)
∂∆i
∂y (yj(k)) =
−
(
yTj (k)yi(k)
‖yi(k)‖2‖yj(k)‖2 −
(yTi (k)yj(k))‖yTj (k)‖22
‖yi(k)‖2‖yj(k)‖32
)
√
1−
(
yTi (k)yj(k)
‖yi(k)‖2‖yj(k)‖2
)2
=
−
(
yTj (k)yi(k)
‖yi(k)‖2‖yj(k)‖2 −
yTi (k)yj(k)
‖yi(k)‖2‖yj(k)‖2
)
√
1−
(
yTi (k)yj(k)
‖yi(k)‖2‖yj(k)‖2
)2
= 0.
Therefore, the search direction ηj(k) is also orthogonal to the vector
yj(k): it belongs to the tangent space
Tyj(k)S =
{
η ∈ R3
∣∣∣yj(k)Tη = 0} .
To end the demonstration, one can argue as follows: since each “com-
ponent” of the vector η(k) is perpendicular to the corresponding posi-
tion, the vector η(k) belongs to the tangent space TY(k)M.
uunionsq
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4Embedding of the Frog data set
This appendix studies the performances of T-LMS and T-NeRV on the
immersion of the frog skin manifold on a sphere. The data set has been
introduced in Section 3.3 of Chapter 7. This section has also presented
the performances of the S-LMS technique. The appendix is organized as
follows. First, Section A illustrates how T-LMS performs on this data
set. Then, Section B presents the embedding achieved by T-NeRV.
A Embedding performed by T-LMS
In this section, T-LMS embeds the frog manifold on the unit sphere.
Different values are assigned to the user-defined parameter λ.
The representations are similar: T-LMS preserves the topology of the
frog manifold. Actually, the smooth variation of the color of the points
in Fig. VI-1 (a) attests the high quality of the embedding. Note that
Fig. VI-1 (a) only presents the embedding result achieved by T-LMS
with λ = 0. The other representations are similar.
Fig. VI-1 (b) illustrates the quality criteria for the embedding of the
frog manifold for different values assigned to the parameter λ. One can
observe that the quality of the representations does not differ significan-
tly from each other.
T-LMS preserves 83% of the 10-ary neighborhoods. The best repre-
sentation is achieved with λ = 0.6. Regarding the dashed curves, the
representations are slightly intrusive.
B Embedding performed by T-NeRV
This section studies the performances of T-NeRV on the frog data set.
Fig. VI-2 (a) and Fig. VI-2 (b) present the worse, and the best repre-
sentations achieved by T-NeRV.
When λ = 0, i.e. in Fig. VI-2 (a), T-NeRV does not perfectly preserve
the topology of the frog skin manifold. In the spherical coordinate space,
one can observe some intrusive points on the left, and on the right part of
the representation. T-NeRV has probably fallen in a local minimum. It
could not translate these intrusive points without damaging the quality
of the embedding.
Conversely, when λ = 0.6, T-NeRV correctly preserves the topology
of the manifold. In Fig. VI-2 (b), the color of the points varies smoothly.
Fig. VI-2 (c) presents the quality of the representations. When λ =
0, the representation is more extrusive: the dashed curve goes below
zero. The corresponding representation has been partially torn. T-NeRV
preserves 76.22% of the 10-ary neighborhoods when λ = 0, and 85.8%
of them when λ = 0.6.
If we compare these results with the performances of T-LMS, one
can conclude that T-NeRV slightly outperforms T-LMS. Actually, T-
NeRV preserves 85.8% of the 10-ary neighborhoods while T-LMS only
preserves 83% of them.
160
0 1 2 3 4 5 6
−1.5
−1
−0.5
0
0.5
1
1.5
φ ∈ [0, 2pi[
θ
∈
[−
pi 2
,
pi 2
]
(a) T-LMS λ = 0 - Frog
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(b) T-LMS Quality criteria - Frog
Fig. VI-1. (a) Embedding of the frog data set on the unit sphere by the Target
Local Multidimensional Scaling when λ = 0. (b) Intrusion/extrusion diagram for the
embedding of the frog data set on the unit sphere by T-LMS.
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(c) T-NeRV Quality criteria - Frog
Fig. VI-2. Embedding of the frog data set on the unit sphere by the Target NeRV
(a) when λ = 0, and (b) when λ = 0.6. (c) Intrusion/extrusion diagram for the
embedding of the frog data set on the unit sphere by T-NeRV.
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5Embedding of the cylinder
This appendix studies the representation of a cylinder on a sphere. The
data set has been presented in Section 3.4 of Chapter 7. This section
has already detailed the embedding results performed by S-LMS. This
appendix thus only focuses on the representation achieved by the target-
based techniques.
A Embedding performed by T-LMS
This section studies the performance of T-LMS on the cylinder data
set. Fig. VI-3 (a-b) present part of the embedding results. Since all the
representations are similar, Fig. VI-3 (a-b) only illustrate the embedding
achieved with the extreme values assigned to the parameter λ. One can
observe that the color of the points varies smoothly with the azimuthal
angle of the cylinder: T-LMS preserves the topology of the cylinder.
Fig. VI-3 (c) attests the resemblance of these representations. T-LMS
preserves around 80% of the 10-ary neighborhoods. The value assigned to
the parameter λ seems to slightly influence the percentage of preserved
neighborhoods, but not significantly.
B Embedding performed by T-NeRV
This section studies the embedding performances of T-NeRV on the
cylinder data set. Different values are assigned to the parameter λ, and
the hyperparameter s is set to be s = pi20 . Fig. VI-4 (a-f) present the
embedding results.
T-NeRV fails to preserve the loops of the cylinder. However, when
the parameter is small enough, i.e. when λ ≤ 0.4, the color of the points
varies more smoothly. In Fig. VI-4 (d-f), one can observe some sparse
regions. These regions correspond to a local dilatation of the distances.
The representation is slightly extrusive.
Fig. VI-4 (g) illustrates the quality criteria. The best representa-
tion is performed with λ = 0.2. By comparison with the representation
achieved by T-LMS, T-NeRV slightly improves the embeddings. It pre-
serves 83.7% of the 10-ary neighborhoods when λ = 0.2 while T-LMS
only preserves 80% of them.
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(a) T-LMS λ = 1 - Cylinder (b) T-LMS λ = 0 - Cylinder
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(c) T-LMS Quality criteria - Cylinder
Fig. VI-3. Embedding of the cylinder C on the unit sphere by the Target Local
Multidimensional Scaling with (a) λ = 1 and (b) λ = 0. The color varies with the
azimuthal angle of the Cylinder C. Intrusion/extrusion diagram of the embedding of
the cylinder on the unit sphere by the Target Local Multidimensional Scaling.
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(a) T-NeRV λ = 1 - Cylinder (b) T-NeRV λ = 0.8 - Cylinder
(c) T-NeRV λ = 0.6 - Cylinder (d) T-NeRV λ = 0.4 - Cylinder
(e) T-NeRV λ = 0.2 - Cylinder (f) T-NeRV λ = 0 - Cylinder
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(g) T-NeRV Quality Criteria - Cylinder
Fig. VI-4. Embedding of the cylinder C on the unit sphere by the Target NeRV
with s = pi20 and with (a) λ = 1, (b) λ = 0.8, (c) λ = 0.6, (d) λ = 0.4, (e) λ = 0.2
and (f) λ = 0. The color varies with the azimuthal angle of the Cylinder C. (g)
Intrusion/extrusion diagram of the embedding of the cylinder on the unit sphere by
the Target NeRV with s = pi20 .
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6Embedding of the elongated ellipsoid
This appendix studies the immersion of an elongated ellipsoid on a
sphere. The data set has been introduced in Section 4.2 of Chapter 10.
Fig. VI-5 (a) and Fig. VI-5 (b) have illustrated the data set. In these fi-
gures, the color of the points varies with the azimuthal and the elevation
angle, respectively. The appendix is organized as follows. In Section A,
S-LMS embeds the elongated ellipsoid on the sphere. Next, Section B
immerses the data set with T-LMS. The performances of T-NeRV are
then presented in Section C.
A Embedding performed by S-LMS
This section studies the performances of the Spherical Local Multidi-
mensional Scaling (S-LMS) on the immersion of the ellipsoid. The si-
mulations are performed for different values assigned to the user-defined
parameter λ. Fig. VI-5 (b-c) and Fig. VI-5 (e-f) present part of the re-
sults. In these figures, the color of the points is labeled with respect
to the azimuthal and the elevation angle of the ellipsoid, respectively.
Fig. VI-5 only presents the embedding performed when λ = 0 and λ = 1.
Actually, the other representations are, at first sight, similar.
In Fig. VI-5, S-LMS crushes the elongated ellipsoid on the sphere.
S-LMS does not preserve the topology, i.e. the loops of the ellipsoid.
Only a small part of the sphere is covered by the data set.
Since the color varies quite smoothly in Fig. VI-5 (b-c), one can con-
clude that S-LMS preserves the azimuthal angle of the ellipsoid. Con-
versely, regarding Fig. VI-5 (e-f), S-LMS does not preserve the eleva-
tion angle. This observation confirms that S-LMS crushes the cylinder.
Actually, some red points, that correspond to the top of the ellipsoid(
θ ≈ pi2
)
, are in the vicinity of blue points that are originally located in
the bottom of the ellipsoid
(
θ ≈ −pi2
)
. The resulting representation is not
trustworthy. Nevertheless, by comparing Fig. VI-5 (e) and Fig. VI-5 (f),
the color of the points when λ = 0, i.e. when the method favors the
trustworthiness, seems to vary more smoothly.
Fig. VI-6 (a) compares the performances of the S-LMS technique for
different values assigned to the user-defined parameter λ.
Globally, the representations are qualitatively similar, except for the
extreme value λ = 0 whose corresponding curve slightly differs from the
other ones.
In Fig. VI-6 (a), S-LMS better preserves the small neighborhoods
when the user-defined parameter is set to be λ = 1. In this configuration,
S-LMS preserves 60.4% of the 10-ary neighborhoods. When λ = 0, S-
LMS preserves 60.2% of them.
The results are intrusive: the dashed curves are positive. Hence, S-
LMS flattens the ellipsoid.
B Embedding performed by T-LMS
This section studies the embedding of the elongated ellipsoid performed
by T-LMS for different values assigned to the parameter λ. Fig. VI-6 (c-
d) only present the embedding results when λ = 1. The other represen-
tations are similar.
In Fig. VI-6 (c) the color of the points varies smoothly with the
azimuthal angle of the ellipsoid. Similarly, in Fig. VI-6 (d), the color
varies smoothly with the elevation angle. These observations attest the
ability of T-LMS to preserve the topology of the elongated ellipsoid.
No matter the value assigned to the parameter λ, T-LMS achieves
good-quality representations. As confirmed by Fig. VI-6 (b), the curves
of the quality criteria are similar.
T-LMS preserves around 83% of the 10-ary neighborhoods. The best
representation is performed with λ = 1 that has perfectly immersed
83.2% of these neighborhoods. The worse representation is performed
with λ = 0. In this configuration, T-LMS preserves 82.9% of the 10-ary
neighborhoods. By comparison with the other representations, this one
is a bit more extrusive. The corresponding dashed curve in Fig. VI-6 (b)
goes slightly below zero. Actually, setting λ = 0 favors the trustworthi-
ness of the representation and, for this purpose, the technique tears the
representation. The other representations are more intrusive since the
corresponding dashed curves are positive.
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(a) Elongated ellipsoid - data set
(b) S-LMS λ = 1 - Ellipsoid (c) S-LMS λ = 0 - Ellipsoid
(d) Elongated ellipsoid - data set
(e) S-LMS λ = 1 - Ellipsoid (f) S-LMS λ = 0 - Ellipsoid
Fig. VI-5. (a) Data generated on the ellipsoid E ≡ x2112 + y
2
42 +
z2
32 = 1. The color
varies with the azimuthal angle of the ellipsoid. Embedding of the ellipsoid E on the
sphere by the Spherical Local Multidimensional Scaling with (b) λ = 1, and with (c)
λ = 0. The color varies with the azimuthal angle of the ellipsoid E . (d) Data generated
on the ellipsoid E ≡ x2112 + y
2
42 +
z2
32 = 1. The color varies with the elevation angle
of the ellipsoid. Embedding of the ellipsoid E on the sphere by the Spherical Local
Multidimensional Scaling with (e) λ = 1, and with (f) λ = 0. The color varies with
the elevation angle of the ellipsoid E .
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(a) S-LMS Quality Criteria - Ellipsoid
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(b) T-LMS Quality Criteria - Ellipsoid
(c) T-LMS λ = 1 - Ellipsoid (d) T-LMS λ = 1 - Ellipsoid
Fig. VI-6. Intrusion/extrusion diagram for the embedding of the elongated ellipsoid
on the sphere by (a) S-LMS and by (b) T-LMS. Embedding of the ellipsoid E by
T-LMS when λ = 1. The color varies with (c) the azimuthal angle and with (d) the
elevation angle of the ellipsoid.
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C Embedding performed by T-NeRV
This section studies the performance of T-NeRV on the elongated ellip-
soid. Different values are assigned to the user defined parameter λ. In
this experiment, the standard deviation of the similarity measures is set
to be s = pi30 . The corresponding results are illustrated in Fig. VI-7.
One can observe that T-NeRV fails to preserve the topology of the
elongated ellipsoid. Regarding Fig. VI-8, the best representation is per-
formed with λ = 0.6.
Despite T-NeRV does not preserve the topology of the elongated el-
lipsoid, it slightly outperforms T-LMS. By comparing the quality curves
in Fig. VI-6 (b) and Fig. VI-8, T-NeRV preserves 86.2% of the 10-ary
neighborhoods while T-LMS preserves 83.2% of them.
(a) T-NeRV λ = 1 - Ellipsoid (b) T-NeRV λ = 0.8 - Ellipsoid
(c) T-NeRV λ = 0.6 - Ellipsoid (d) T-NeRV λ = 0.4 - Ellipsoid
(e) T-NeRV λ = 0.2 - Ellipsoid (f) T-NeRV λ = 0 - Ellipsoid
Fig. VI-7. Embedding of the elongated ellipsoid E by the Target NeRV with (a)
λ = 1, (b) λ = 0.8, (c) λ = 0.6, (d) λ = 0.4, (e) λ = 0.2, and (f) λ = 0. The color
varies with the azimuthal angle of the ellipsoid E .
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Fig. VI-8. Intrusion/extrusion diagram for the embedding of the elongated ellipsoid
on the unit sphere by T-NeRV.
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7Embedding of the hyperboloid
This appendix presents the embeddings of a hyperboloid on a sphere.
The data set has been introduced in Chapter 9 to highlight the limita-
tions on the preservation of distances. Actually, S-LMS flattens the data
set while some local contractions and dilatations of the distances should
facilitate the preservation of the hyperboloid topology. The sequel of the
appendix is organized as follows. Section A studies the performances of
S-LMS. Then, in Section B and in Section C, T-LMS and T-NeRV embed
the hyperboloid by preserving target distances.
A Embedding performed by S-LMS
This section studies the immersion of the hyperboloid on the sphere.
Fig. VI-9 (a-d) illustrate the embedding results performed by S-LMS.
Note that the representations performed with λ = 0.4 and with λ = 0.2
are similar to the immersion in Fig. VI-9 (c) when λ = 0.6. Indeed,
by comparing the corresponding quality curves in Fig. VI-9 (e), the
percentage of preserved neighborhoods does not vary significantly.
S-LMS never preserves the topology of the hyperboloid. When the
value of the parameter λ is high, S-LMS flattens the data set. Actually,
in Fig. VI-9 (a) some blue points are close to yellow ones. The represen-
tation is thus intrusive as attested by the corresponding dashed curves
in Fig. VI-9 (e) that is positive.
When the parameter decreased, despite S-LMS does not preserve the
topology of the hyperboloid, the representation becomes more trustwor-
thy. In the corresponding figures, i.e. in Fig. VI-9 (c-d), the color of the
points varies more smoothly.
In these configurations, S-LMS tears the data set. Some points that
are nearby on the hyperboloid are distant in the representation space.
For instance, the left and the right extremities of the embedded hy-
perboloid should be close from each other. These representations are
extrusive. The corresponding dashed curves in Fig. VI-9 (e) go below
zero.
The best representation is achieved when the parameter λ is equal to
0.4. In this configuration, S-LMS preserves 69% of the 10-ary neighbor-
hoods while only 61.2% and 54.3% of these neighborhoods are preserved
with λ = 0 and λ = 1, respectively.
B Embedding performed by T-LMS
This section presents the embedding results achieved by T-LMS. Simu-
lations are performed for different values assigned to the user-defined
parameter λ. Fig. VI-10 (a-b) illustrate the representations performed
by T-LMS when λ = 0.8 and when λ = 0, respectively. The other em-
bedding results are similar to the ones presented in Fig. VI-10 (a-b).
In these figures, the color of the points varies smoothly. T-LMS pre-
serves the loops of the hyperboloid. The empty circles correspond to the
top and to the bottom of the hyperboloid.
In Fig. VI-10 (b), one can observe that some scattered points have
entered in these empty circles when λ decreases. The algorithm might
have fallen in a local minimum of the cost function.
Fig. VI-10 (c) illustrates the quality of the representations. When
the parameter λ is high enough (λ ≥ 0.6), T-LMS performs the best
representations. It preserves 81.5% of the 10-ary neighborhoods.
The quality of the embedding slightly decreases when the parameter
is lower (λ ≤ 0.4). In these configurations, T-LMS preserves 79.3% of
the 10-ary neighborhoods.
Since the dashed curves are positive, the embeddings are slightly
intrusive.
C Embedding performed by T-NeRV
This section presents the embedding of the hyperboloid performed by T-
NeRV. The embedding results are illustrated in Fig. VI-11 (a-d). Note
that the representation performed with λ = 0.8 is similar to the em-
bedding illustrated in Fig. VI-11 (a-b). Regarding Fig. VI-11 (c-d), T-
NeRV preserves the topology of the hyperboloid for small values of λ. In
Fig. VI-11 (c-d), when λ is smaller than 0.4, the color varies smoothly,
and the points turn around the sphere. When λ increases, i.e. when the
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(a) S-LMS λ = 1 - Hyperboloid (b) S-LMS λ = 0.8 - Hyperboloid
(c) S-LMS λ = 0.6 - Hyperboloid (d) S-LMS λ = 0 - Hyperboloid
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(e) S-LMS Quality criteria - Hyperboloid
Fig. VI-9. Embedding of the Hyperboloid H on the sphere by the Spherical Local
Multidimensional Scaling with (a) λ = 1, (b) λ = 0.8, (c) λ = 0.6, and (d) λ = 0. The
color varies with the azimuthal angle of the Hyperboloid H. (e) Intrusion/extrusion
diagram for the embedding of the hyperboloid on the sphere by the Spherical Multi-
dimensional Scaling.
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(a) T-LMS λ = 0.8 - Hyperboloid (b) T-LMS λ = 0 - Hyperboloid
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(c) T-LMS Quality criteria - Hyperboloid
Fig. VI-10. Embedding of the Hyperboloid H on the unit sphere by the Target Local
Multidimensional Scaling with (a) λ = 0.8, and with (b) λ = 0. The color varies with
the azimuthal angle of the Hyperboloid H. (c) Intrusion/extrusion diagram for the
embedding of the hyperboloid on the unit sphere by T-LMS.
parameter is bigger than 0.6, T-NeRV fails to preserve the loops of the
hyperboloid.
Fig. VI-11 (e) presents the quality of the embedding performed by T-
NeRV. The best representation is achieved with λ = 0. It preserves 77.9%
of the 10-ary neighborhoods. Note that the quality of the representation
does not significantly differ neither with λ = 0.2 nor with λ = 0.4.
For higher values assigned to the parameter λ, the quality of the
embedding decreases. T-NeRV only preserves 71.6% and 50.7% of these
neighborhoods when λ = 0.8 and λ = 1, respectively.
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(a) T-NeRV λ = 1 - Hyperboloid (b) T-NeRV λ = 0.6 - Hyperboloid
(c) T-NeRV λ = 0.4 - Hyperboloid (d) T-NeRV λ = 0.0 - Hyperboloid
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(e) T-NeRV Quality criteria -
Hyperboloid
Fig. VI-11. Embedding of the Hyperboloid H on the unit sphere by the Target
NeRV with (a) λ = 1, (b) λ = 0.6, (c) λ = 0.4 and (d) λ = 0. The color varies
with the azimuthal angle of the Hyperboloid H. Intrusion/extrusion diagram for the
embedding of the hyperboloid on the unit sphere by T-NeRV.
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