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Fakultete za računalnǐstvo in informatiko ter mentorja.
Besedilo je oblikovano z urejevalnikom besedil LATEX.
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Naslov: Izbolǰsava segmentacije multispektralnih slik z upoštevanjem nego-
tovosti oznak
Avtor: Mark Bogataj
V okviru diplomske naloge analiziramo vpliv šumnih podatkov na učenje
modelov za klasifikacijo. Osredotočimo se na klasifikacijo polǰsčin iz multi-
spektralnih satelitskih slik. Obstoječo arhitekturo nevronskih mrež za klasifi-
kacijo polǰsčin prilagodimo, da se lahko uči z negotovimi oznakami razredov,
ki izhajajo iz pogostih mejnih celic površin, ki vsebujejo dva ali več razredov
polǰsčin. Metodo smo ovrednotili na podatkovni zbirki, ki vključuje celotno
površje Slovenije, obravnavanje negotovosti v oznakah klasifikacijsko točnost
izbolǰsa za 5%, kar odpira nove možnosti za bolj robustno učenje napovednih
modelov na podobnih problemih.




Title: Multispectral imagery segmentation improvement using ambiguous
labels
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In the thesis, we analyzed the impact of noise data on the learning of classi-
fication models. We focused on the classification of crops from multispectral
satellite images. The existing neural network architecture for crop classifi-
cation is adapted so that it can be learned with uncertain class designations
derived from common surface boundary cells containing two or more crop
classes. The method was evaluated on a dataset that includes the entire
surface of Slovenia, the evaluation of uncertainty in labels improves the clas-
sification accuracy by 5%, which opens new possibilities for more robust
learning of predictive models on similar problems.






S hitrim razvojem tehnologije v računalnǐstvu in vesoljski industriji, so se
začela pojavljati nova področja, ki se ukvarjajo z opazovanjem Zemlje iz ve-
solja. Sateliti so dandanes zmožni obkrožiti Zemljo v desetih dneh in v tem
času, poslati podatke o našem planetu, zajete z vidnim, bližnje infrardečim in
kratko valovnim infrardečim delom spektra. Trenutno okrog Zemlje krožita
dva satelita Sentinel-2A in Sentinel-B1, ki sta bila izstreljena v vesolje v
okviru Kopernikusovega programa Evropske vesoljske agencije. Njun namen
je zajemanje in dostavljanje zajetih podatkov na Zemljo, ki bodo uporabljeni
v pomoč pri gozdnem monitoringu, zaznavanju sprememb na površju in ob-
vladovanju naravnih katastrof. Satelita novo sliko istega območja dostavita
vsakih 5 dni, skupaj pa nam vsak dan pošljeta več 10 TB podatkov, ki jih
je ročno ne mogoče pregledati v tako kratkem času. Prav v pomoč reševanju
tega problema so se začele pojavljati številne metode, ki dobljene podatke
obdelujejo s pomočjo avtomatskih metod, kot so na primer globoke nevronske
mreže ali pa generiranje značilk z uporabo interpolacije.
Sprva so metode opazovanja zemeljskega površja reševale preprosteǰse




[38]). Z razvojem satelitov, metod in podatkov, pa je rastla tudi komple-
ksnost problemov. Med kompleksneǰse probleme zgotovo spadajo klasifi-
kacija, detekcija sprememb, napovedovanje itd. S hitrim pritokom velike
količine podatkov lahko bolj dosledno sledimo spremembam na Zemlji in
iskanju vzorcev v podatkih o uporabi in namenu zemeljskega površja. K
napredku prispevajo tudi izbolǰsave satelitov, ki zajemajo podatke in slike
z vǐsjo resolucijo in več različnimi frekvencami. Nekaj domen, ki se ukvarja
z uporabo posnetkov zemeljskega površja so: iskanje novo zgrajenih cest in
stavb [34], ločevanje polǰsčin [8], merjenje količine pridelka [30], sledenje in
napovedovanje širjenja požarov [23], širjenje poplav [4] itd.
1.2 Pregled področja
Na temo klasifikacije polǰsčin z uporabo multispektralnih satelitskih posnet-
kov je napisanih kar nekaj člankov, v katerih so predstavljene različne metode
uporabljene za obdelavo surovih podatkov (npr. računanje umetnih značilk,
odstranjevanje oblakov [37]), primeri različnih arhitektur nevronskih mrež
(od takih, ki sprejmejo 1-dimenzionalne vhodne podatke do takih, ki sprej-
mejo 3-dimenzionalne vhodne podatke) itd. V delu [20] avtorji predstavijo
dve različni arhitekuri nevronskih mrež uporabljenih za klasifikacijo polǰsčin.
Primerjali so rezultate nevronskih mrež, ki sprejmeta 1-dimenzionalni vhodni
vektor in 2-dimenzionalni vhodni vektor. Klasifikacijska točnost obeh mrež
dosega skoraj 85% natančnost za posamezno skupino polǰsčin. Pri pripravi
vhodnih podatkov, so uporabili algoritem SOM (angl. self-organizing map),
ki je preoblikoval podatke iz treh v dve dimenziji. Avtorji članka [9] pa pre-
dlagajo uporabo arhitekture konvolucijske nevronske mreže, ki zraven vsake
celice prejme še vrednosti sosednjih celic. Na ta način mreži podamo tudi
prostorsko informacijo in s tem dosežemo bolǰse rezultate. Poleg predlogov
različnih arhitektur, pa so se pojavili tudi predlogi o generiranju umetnih
značilk. V delu [7] omenijo metodo, ki izračuna novo značilko z normaliza-
cijo razlike vrednosti dveh sprektralnih kanalov. Pozitivni lastnosti takšnih
Diplomska naloga 3
značilk sta zagotovo robustnost in zmanǰsanje šuma. Avtorji so z njihovo
uporabo dosegli dobre rezultate.
Na področju klasifikacije polǰsčin ne obstaja veliko podatkovnih množic,
ki bi bile prosto dostopne za uporabo. Večina tistih, ki pa so dostopne, pa po
navadi zajemajo le manǰsa področja znotraj držav. V primeru te diplomske
naloge, smo imeli možnost uporabe podatkovne množice, ki zajema podatke
za celotno območje Slovenije. To je ena izmed prvih takšnih podatkovnih
množic, ki je narejena za celo državo. Za zmanǰsanje količine podatkov smo
se omejili na uporabo satelitskih podatkov zajetih v letu 2017, saj imamo za
to leto tudi referenčne podatke. Dodatno smo se omejili na podatke zajete od
meseca januarja do septembra. V tem obdobju smo zasledili največjo inten-
zivnost v rastju in tudi žetvi polǰsčin. Vsaka zajeta slika ima informacijo o
odbiti svetlobi pod atmosfero. Poleg tega, imajo tudi 13 spektralnih kanalov,
ki so sestavljeni iz vidnega in infrardečega spektra. Resolucija podatkov se
giblje med 10 in 60 metri. Satelit Sentinel-2 vsebuje takšne specifikacije in je
trenutno najbolj natančen satelit, katerega podatki so prosto dostopni. Nove
podatke dobimo vsakih 10 dni, od druge polovice leta 2017 pa sta v orbiti
dva taka satelita, kar pomeni, da se čas dostave podatkov istega območja raz-
polovi na 5 dni. Časovna informacija na področju klasifikacije polǰsčin nosi
pomembno vlogo, saj se polǰsčine spreminjajo skozi čas. Z uporabo časovne
informacije lahko razpoznavamo vzorce rastja polǰsčin, kar pripomore k bolj
uspešni klasifikaciji v končne razrede. V kolikor bi podatke zajemali bolj
poredko, bi se povečala možnost, da bi izpustili pomembne dogodke v rastju
posamezne polǰsčine.
Zaradi razgibanosti slovenske pokrajine so polja v večini majhna, kar
pripelje do problemov pri anotaciji in rasterizaciji. Težava je v tem, da so
celice označene z razredom, ki predstavlja večino površine 10m x 10m velike
celice ne glede na to, ali preostal manǰsi del predstavlja cesto, hǐso, kmetijski
objekt, reko ali neko drugo polje z drugo vrsto polǰsčine. Zaradi takšnih celic
se pojavi šum v podatkih, ki na koncu vpliva na rezultat klasifikacije. Prav
analizi teh celic se posvetimo v tej diplomski nalogi.
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Proces klasifikacije vključuje prevajanje vrednosti celic satelitskih posnet-
kov v vsebinsko pomenljive kategorije [14]. Na področju klasifikacije polǰsčin
te kategorije predstavljajo različne skupine polǰsčin, ki jih lahko zaznamo na
posnetkih. Obstaja mnogo različnih metod za klasifikacijo, a odločitev o iz-
biri metode je predvsem odvisna od razpoložljive strojne opreme, poznavanja
metod in področja, ter kvalitete podatkov. Za poenostavitev bomo metode
razdelili v tri večje skupine: avtomatske, ročne in hibridne [14].
1.2.1 Avtomatske metode
Večina klasifikacijskih metod spada v to skupino. Te metode uporabljajo
različne algoritme, ki dodelijo posamezno celico ali skupino celic določenim
skupinam (razredom). Prednost tega pristopa je zagotovo to, da je algoritem
izveden sistematično in hitro čez celotno sliko. Poleg tega lahko algoritem
uporabi veliko več orodij kot človek. Npr. človek je omejen, da lahko opa-
zuje zgolj tri kanalne slike medtem, ko algoritem lahko zaznava tudi druge
kanale/frekvence. Da pa lahko algoritem pravilno dodeli celice razredom, pa
je potreben tudi človek, ki s svojim vložkom pripravi algoritem, da pravilno
deluje. V primeru, ko človek najprej pove algoritmu lastnosti skupin, ta po-
stopek imenujemo nadzorovana klasifikacija. Če pa pustimo, da algoritem
sam najprej razdeli celice v skupine, ki se mu zdijo smiselni in šele nato
človek označi te skupine, to imenujemo nenadzorovana klasifikacija. Primer
avtomatskih klasifikacijskih metod:
Isodata nenadzorovana klasifikacija
Algoritem isodata [25] je eden izmed najpogosteǰsih algoritmov, ki se upora-
bljajo pri nenadzorovanem učenju. Uporablja se ga za grupiranje podobnih
celic v skupine. Število iteracij izvajanja algoritma in število končnih skupin,
na začetku določi uporabnik.
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Nadzorovana statistična klasifikacija
Obstaja kar nekaj statistično osnovanih metod za nadzorovano učenje. Med
najbolj popularne metode spadajo: parallelepiped [24], minimalna razdalja
[27], največja podobnost [10] in Mahalanobisova razdalja [18]. Uporabnik
teh metod, mora najprej določiti primere različnih razredov na sliki, ki jih
želi videti na končnem rezultatu, nato pa algoritem sam primerja ostale dele
slike z izbranimi učnimi razredi in glede na njihovo podobnost, določi skupino,
kateri pripada.
Klasifikacija z umetnimi nevronskimi mrežami
Umetne nevronske mreže poskušajo posnemati učni proces človeka in pove-
zati celico slike s pravim razredom. Nevronske mreže izvirajo iz področja
umetne inteligence in kljub temu, da delujejo slabše kot človeški možgani, na
področju klasifikacije slik dosegajo visoke rezultate [31].
Klasifikacija z binarnim odločitvenim drevesom
Binarno odločitveno drevo je pogosto orodje uporabljeno pri strojnem učenju.
Predstavljajo skupek binarnih pravil/navodil, ki določajo, kako naj bodo
posamezne celice razvrščene med razrede [26].
1.2.2 Ročne metode
Ročna ali vizualna klasifikacija je učinkovita metoda za klasifikacijo satelit-
skih posnetkov, če analist pozna področje, ki se klasificira. Ekspert lahko
prepoznava oblike, teksture, vzorce in odnose med objekti in na podlagi
teh informacij določi razred/skupino posameznim delom slike [14]. Človeški




Hibridne metode pa združujejo avtomatske in ročne metode, ter izdelajo
rezultat, ki je bolǰsi, kot če bi bila uporabljena le ena metoda. Eden izmed
hibridnih načinov je, da se najprej izvede avtomatiziran način, ki mu nato
sledi ročno pregledovanje delov, ki bi lahko bili problematični ali pa so nejasni
[14]. S tem se odpravi napake in izbolǰsa končni rezultat.
1.3 Cilji naloge
Statistični urad Slovenije [35] navaja, da kmetijsko gospodarstvo v Sloveniji
gospodari s približno 45% celotne površine Slovenije. Od tega je 53% kme-
tijskih zemljǐsč in 44% gozdov. Ostale 4% predstavljajo kmetijske površine
v zaraščanju ter nerodovitna zemljǐsča. Za nadzor nad uporabo teh zemljǐsč
skrbi Agencija za kmetijske trge in razvoj podeželja2 (AKTRP). Agencija
s pregledi na terenu skrbi, da na površinah res raste tista polǰsčina, za ka-
tero je namenjena [2]. Tu pa se pojavi prvi problem. Kljub temu, da je
Slovenija majhna država, mora Agencija pregledati polovico celotne države
in beležiti podatke o površinah. Za rešitev tega problema, bi prav zagotovo
pripomoglo orodje, ki bi avtomatsko klasificiralo kmetijske površine in s tem
pospešilo celoten postopek, ter olaǰsalo delo agencije. V diplomski nalogi je
celotna podatkovna množica sestavljena iz milijona in pol celic velikosti 10m
x 10m. Naslednji problem predstavlja velikost celic, saj območje veliko 10m
x 10m, lahko vsebuje tudi druge dele, ki ne predstavljajo kmetijsko površino
npr. cesta, kmetijski objekt, ali pa celo drugo kmetijsko površino, kjer raste
druga polǰsčina. Takšne celice imenujemo robne celice in predstavljajo sko-
raj 35 procentov celotnege podatkovne množice. Takšne celice prav zagotovo
predstavljajo šum v podatkih, saj so referenčni podatki pripravljeni tako, da
celica spada v večinski razred.




kjer avtor M. Račič obravnava klasifikacijo polǰsčin z uporabo globokih ne-
vronskih mrež. Avtor preizkusi dve arhitekturi nevronskih mrež in sicer v
prvi uporabi časovno informacijo, med tem, ko v drugi uporabi še prostorsko
informacijo. Rezultati nevronske mreže, ki uporabi časovno in prostorsko
informacijo so za 3% bolǰsi. Račičevo delo je bilo uporabljeno kot osnova za
izdelavo tega dela, katerega cilj je ugotoviti, kakšen vpliv na učenje nevron-
ske mreže imajo robne celice (celice, ki v resnici ne predstavljajo le enega
razreda).
1.4 Struktura naloge
Naloga je sestavljena iz petih poglavij. V drugem poglavju bomo opisali ume-
tne nevronske mreže, njene gradnike in delovanje. Sledil bo opis konvolucije
in konvolucijske nevronske mreže, ki jo uporabljamo za združevaneje časovne
informacije. Na koncu bo predstavljena arhitektura uporabljene nevronske
mreže. V tretjem poglavju bomo opisali uporabljene podatke in opisali nji-
hovo pripravo. V četrtem poglavju bomo opisali način evalvacije podatkov in
ovrednotili dobljene rezultate. V zadnjem petem poglavju pa sledi povzetek




Konvolucijske nevronske mreže so zmožne izkorǐsčati prostorsko informacijo
z namenom zmanǰsanja števila parametrov in njihove kompleksnosti v pri-
merjavi z durgimi algoritmi uporabljenimi na področju avtomatske analize
slikovnih (in drugih) signalov. Ta prednost se še posebej kaže v primerih,
ko imamo velike količine podatkov, saj časovna kompleksnost ostalih algo-
ritmov raste hitreje, kot časovna zahtevnost konvolucijskih nevronskih mrež.
V zadnjem obdobju postaja uporaba umetnih nevronskih mrež vedno bolj
popularna, še posebej zaradi visoke računalnǐske moči, ki nam jo omogoča
današnja tehnologija, dostopnosti do velike količine kvalitetnih podatkov in
dostopnosti do orodij kot sta Pytorch [28] in Tensorflow [1]. Nevronske mreže
so aplikativne na več domenah, zaradi njihove modularne arhitekture (npr.
avtomobilska industrija, kjer se jih uporablja za napredneǰse navigacijske
sisteme, področje telekomunikacij, ki uporablja nevronske mreže za stiskanje
podatkov itd.). Drugače povedano, z uporabo različnih kombinacij gradnikov
lahko zgradimo kompleksne arhitekture za reševanje najrazličneǰsih proble-
mov in domen.
V tem poglavju opǐsemo umetne nevronske mreže in se še dodatno posve-
timo konvolucijskim nevronskim mrežam, predstavimo časovno konvolucijo
in opǐsemo mrežo, ki je bila uporabljena za izdelavi te diplomske naloge.
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2.1 Umetne nevronske mreže
Umetne nevronske mreže (angl. Artificial neural networks), pogosto ime-
novane tudi samo nevronske mreže, so računalnǐski sistemi, ki posnemajo
biološke nevronske mreže (npr. človeški možgani). ANN temeljijo na zbirki
povezanih enot ali vozlǐsč imenovanih umetni nevroni, ki ohlapno modelirajo
nevrone v bioloških možganih. Umetni nevron, ki prejme signal, ga nato
obdela in pošlje naprej naslednjim nevronom s katerimi je povezan. Signal
je predstavljen kot realno število, ki se izračuna z neko nelinearno funkcijo
vsote vhodov na izhodu vsakega nevrona. Povezave med nevroni so imeno-
vane robovi. Nevroni in robovi vsebujejo tudi uteži, ki se prilagajajo med
učenjem mreže. Njihova naloga pa je povečanje ali zmanǰsanje moči signala
na povezavi. Poleg že omenjenih uteži, imajo nevroni lahko tudi prag, ki
skrbi, da se signal pošlje naprej le v primeru, če vrednost skupnega signala
presega vrednost pragu. Nevroni so med sabo združeni v plasti, različne pla-
sti pa lahko izvajajo različne transformacije nad svojim vhodnim signalom.
Signal potuje od prvega sloja imenovanega tudi vhodni sloj proti zadnjemu
sloju, ki je imenovan izhodni sloj, z možnostjo večkratnega prehajanja med
sloji. Slika 2.1 prikazuje nevronsko mrežo z dvema skritima slojema. Umetne
nevronske mreže, ki imajo dva ali več skritih slojev imenujemo tudi globoke
nevronske mreže.
2.1.1 Gradniki umetnih nevronskih mrež
Nevroni
Umetne nevronske mreže so sestavljene iz umetnih nevronov, ki idejno iz-
hajajo iz bioloških nevronov. Vsak umeten nevron ima lahko več vhodov,
vendar ustavri samo en izhod, ki ga je možno poslati na več drugih nevronov.
Vhodi so lahko značilne vrednosti (angl. feature values) vzorcev podatkov
kot so slike ali dokumenti, ali pa izhodne vrednosti preǰsnjih nevronov. Izhodi
nevronov na zadnjem sloju pa opravijo nalogo, kot je na primer prepoznava-
nje objekta na sliki.
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Slika 2.1: Primer nevronske mreže z dvema skritima slojema.
Da bi našli izhodno vrednost nevrona, najprej izračunamo uteženo vsoto vseh
vhodnih vrednosti posameznega nevrona, ki je utežena z vrednostjo uteži na
povezavah od vhodov do nevrona. Nato to uteženo vsoto normaliziramo
z vnaprej določeno aktivacijsko funkcijo. Najpogosteje uporabljena aktiva-
cijska funkcija je sigmoida (2.1), ki je definirana z definicijskim območjem
realnih števil in zalogo vrednosti na intervalu (0, 1). Končni vsoti dodamo







Mreža je sestavljena tudi iz povezav, pri čemer vsaka povezava zagotavlja
izhod enega nevrona kot vhod drugega nevrona. Vsaki povezavi je dodeljena
utež, ki predstavlja njeno pomembnost v mreži. Dani nevron ima lahko več
vhodnih in izhodnih povezav.
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Prenosna funkcija
Prenosna funkcija je funkcija, ki izračuna vhodno vrednost nevrona na pod-
lagi izhodnih vrednosti njegovih predhodnikov in vrednosti uteži na poveza-
vah. Rezultatu prenosa je lahko dodana še pristranska vrednost.
2.1.2 Učenje umetnih nevronskih mrež
Učenje je postopek prilagajanja mreže z upoštevanjem vzorčnih ali učnih
podatkov. Učenje vključuje prilagajanje uteži in opcijskih pragov mreže,
da se izbolǰsa natančnost rezultata in zmanǰsa velikost napake. Postopek
učenja je končan, ko učenje na dodatnih podatkih ne zmanǰsuje več velikosti
napake. Če je velikost stopnje napake po končanem učenju previsoka, je
običajno potrebno preoblikovanje arhitekture nevronske mreže. Za določanje
velikosti napake se uporablja cenilna funkcija, ki vrednoti napako med samim
učenjem. Učenje traja dokler vrednost cenilne funkcije pada. Vrednost cene
je določena statistično in ne more biti točno določena. Izhod nevronske mreže
so števila, kar pomeni, da, ko je razlika med izhodno vrednostjo mreže in
pravilno vrednostjo majhna, je napaka mreže majhna. Večina učnih modelov
je videnih kot neposredna uporaba optimizacijske teorije in statistične ocene.
Nadzorovano učenje
Nadzorovano učenje uporablja niz parov vhodnih vrednosti in željenih iz-
hodnih vrednosti. Učna naloga je vrniti željeno izhodno vrednost za vsako
vhodno vrednost. V tem primeru je cenilna funkcija povezana z odštevanjem
nepravilnih izhodnih sklepanj. Pogosto uporabljena cenilna funkcija je funk-
cija, ki računa povprečno kvadratno napako (angl. mean-squared error) in
poskuša minimizirati povprečno kvadrirano vrednost napake med izhodom
nevronske mreže in pravilnim izhodom.
Naloge primerne za nadzorovano učenje so prepoznavanje vzorcev imenovano
tudi klasifikacija in regresija znano tudi kot približevanje funkcije podatkom.
Nadzorovano učenje se uporablja tudi za sekvence podatkov, kot so prepo-
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znavanje rokopisa, govora in kretenj.
Hiperparametri
Hiperparameteri so konstantni parameteri, katerih vrednost je nastavljena
pred začetkom učnega procesa, uporabljena pa med samim učenjem. Primeri
hiperparametrov so stopnja učenja, število skritih plasti in velikost svežnja
(angl. batch size) [21]. Vrednosti hiperparametrov so lahko odvisne tudi od
vrednosti drugih hiperparametrov. Primer tega je velikost skritega sloja, ki
je odvisna od skupnega števila vseh slojev.
Stopnja učenja
Stopnja učenja (angl. learning rate) določa število korekcijskih korakov, ki
jih model izvede za zmanǰsevanje napake v vsakem opazovanju učne množice.
Visoka stopnja učenja kraǰsa čas učenja, poleg tega pa tudi zmanšuje končno
natančnost. Med tem, ko učenje z ničjo stopnjo učenja, traja dlje časa, ven-
dar je z večjim potencialom za vǐsjo končno natančnost. Obstajajo tudi op-
timizacijske metode kot je Quickprop [12], katerih primarni cilj je pospešeno
zmanǰsevanje napake. Poleg omenjene metode pa obstajajo tudi druge, ka-
terih naloga je povečanje zanesljivosti. Da bi se izognili nihanju (osciliranju)
znotraj mreže, kot je izmenjevaneje vrednosti povezav in povečali stopnjo
konvergence v delu [22] predlagajo uporabo prilagodljive stopnje učenja, ki
se po potrebi povečuje ali zmanǰsuje.
Cenilna funkcija
Cenilno funkcijo (angl. cost function) lahko določimo ad hoc, vendar je v
splošnem bolǰse, če to naredimo premǐsljeno glede na lastnosti izbrane funk-
cije (npr. konveksnot) ali pa zaradi modela samega (npr. pri verjetnostnem
modelu, je lahko končna verjetnost modela uporabljena kot inverz cene).
14 Mark Bogataj
Slika 2.2: Vpliv velikosti stopnje učenja na gradientni spust.
Vzvratno širjenje napake
Vzvratno širjenje napake (angl. backpropagation) je metoda, ki se uporablja
za posredovanje napake iz zadnjih nivojev proti prvim z namenom učenja
uteži skritih nivojev. Vrednost napake je dejansko porazdeljeno med pove-
zave. Gledano iz tehnične plati, vzvratno širjenje napake računa gradient
(odvod) cenilne funkcije povezane z vrednostjo uteži. Posodabljanje uteži
je lahko izvedeno z uporabo stohastičnega gradientnega spusta ali drugih
podobnih metod, kot so ”No-prop”networks [40], ”weightless”networks [3]
itd.
Gradientni spust
Za minimizacijo napake, oziroma maksimizacijo klasifikacijske točnosti, se
pri nadzorovanem učenju nevronski mrež uporablja gradientni spust (angl.
gradient descent). Gradientni spust je optimizacijski algoritem, ki se upora-
blja za iskanje lokalnega minimuma funkcij. Gradient je vektor sestavljen iz
parcialnih odvodov spremenljivk fukcije f , s smerjo proti največjemu vzponu
funkcije f . Ker vektor kaže v smeri največjega vzpona, algoritem nadaljuje
v nasprotni smeri, v smeri največjega padanja funkcije f .
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2.2 Konvolucija kot matematična operacija
Kovolucija je matematična operacija med dvema funkcijama, ki predstavljata
vidno polje ter filter in kot rezultat vračata tretjo funkcijo, ki jo lahko in-
terpretiramo kot transformiranko vidnega polja s podanim filtrom. Enačbo
konvolucije lahko zapǐsemo s spodnjo enačbo (2.2), kjer I(x) predstavlja vi-
dno polje, g(x) predstavlja filter in Ig(x) predstavlja rezultat konvolucije.




2.3 Konvolucijske nevronske mreže
Za klasifikacijo in segmentacijo slik se pogosto uporabljajo kovolucijske ne-
vronske mreže, saj so zelo učinkovite pri zmanǰsevanju števila parametrov
brez, da bi pri tem izgubile na kvaliteti modela. Konvolucijske nevronske
mreže z uporabo filtrov povezujejo sosednje nevrone znotraj nivojev in na
podlagi le teh gradijo značilke, ki na koncu pripomorejo k ločevanju med
objekti ali razredi. Na vsakem nivoju mreže lahko določimo število značilk
in velikost jedra, ki se bo pomikal po sliki in izluščil značilke. Uteži filtrov se
mreža nauči v času optimizacije pri vzvratnem razširjanju napake. Uporaba
gradientnega spusta z vzvratnim razširjanjem napake je počasna metoda in
se ob njeni upeljavi v kovolucijsko nevronsko mrežo njena časovna zahtev-
nost le še poveča, uporabljamo metodo združevanja maksimalnih vrednosti,
ki zmanǰsuje število parametrov in povečuje hitrost algoritma.
Pri delu s slikami, so filtri skoraj vedno kvadratne oblike, to pomeni, da so
po širini in vǐsini enako veliki, kljub temu, da imamo pogosto na vhodu slike,
ki nimajo enakega razmerja med vǐsino in širino. Enačbo konvolucije lahko
zapǐsemo kot:





I(a, b)f(i− a, j − b). (2.3)
Kovolucija je sedaj premikanje okna f skozi celotno sliko I na vhodu.
Vsaka naslednja faza konvolucije združuje informacije na vǐsjem nivoju in
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Slika 2.3: Primer delovanja združevanja maksimalnih vrednosti.
gradi predstavitev objekta. S konvolucijo na vsakem koraku vhodne vredno-
sti zmanǰsamo za polovico velikosti okna, kar pa pri segmentaciji ni zaželjeno,
saj želimo določiti razred za vsako slikovno točko. Temu se lahko izognemo z
dodajanjem vrednosti (angl. padding) na izhodu predhodnega nivoja. Po na-
vadi se v ta namen uporabi dodajanje vrednosti 0, lahko pa tudi raztegnemo
robne vrednosti ali pa jih zrcalimo.
Združevanje maksimalnih vrednosti
Združevanje maksimalnih vrednosti (angl. max pooling) je postopek dis-
kretizacije na podlagi posameznega vzorca. Njen cilj je vzorčenje vhodne
predstavitve (slika, izhodna matrika skritega sloja itd.), zmanǰsanje njene
velikosti in omogočanje izgradnje predpostavk o značilnostih v podregijah.
To je deloma narejeno z namenom preprečevanja prevelikega prilagajanja,
saj zagotavlja bolj abstraktno obliko predstavitve. Poleg tega zmanǰsuje
računske stroške, saj s tem zmanǰsamo število parametrov za učenje in po-
skrbi za osnovno translacijsko invarianco.
Združevanje maksimalnih vrednosti je izvedeno z uporabo max filtra nad po-
dregijami začetne predstavitve, ki se ne prekrivajo.
Slika (2.3) prikazuje primer združevanje maksimalnih vrednosti z velikostjo
filtra 2x2.
Časovna konvolucija
V primeru navadne časovne konvolucije lahko zajamemo le zgodovino, kjer
je velikost mreže linearno odvisna od konvolucijskega filtra in obratno. Za-
radi tega, pride pri dalǰsi odvisnosti do večje kompleksnosti. Kot rešitev
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temu, v delu [5] priporočajo uporabo dilatacije. Z uporabo dilatacije, lahko
zajamemo veliko več podatkov, saj velikost opazovane sekvence eksponentno
raste. Časovna konvolucija z dilatacijo pri eno dimenzionalni vhodni sekvenci
in filtru f : {0, ..., k − 1} je definirana kot:
F (s) = (x ∗d f)(s) =
i=0∑
k−1
f(i) ∗ xs−d∗i. (2.4)
V zgornji enačbi d predstavlja vrednost dilatacije, k velikost filtra, s-d*i pa
obseg zajete informacije iz zgodovine. Na prvem nivoju je vrednost parame-
tra d = 1 in imamo navadno konvolucijo, ki z vsakim vǐsjim nivojem postaja
večja in predstavlja večjo širino vhodov. S tem se učinkovito razširi dovze-
tno polje mreže. Glavna prednost te metode je vǐsja hitrost pri učenju, saj
nevroni niso odvisno od predhodnih stanj. Poleg tega, s tem prihranimo pri
porabi pomnilnika, saj ne hranimo predhodnih vrednosti.
Arhitektura mreže
Arhitektura nevronske mreže je tesno povezana s problem, ki ga rešuje. V
primeru klasifikacije slik so najbolj razširjene naslednje nevronske mreže:
AlexNet [19], GoogLeNet [36], VGGNet [17] in ResNet [16]. Vse naštete
mreže dosegajo najbolǰse rezultate na tekmovanju ImageNet Large Scale Vi-
sual Recognition Competition [33], ki ponuja dostop do 14 milijonov slik iz
1000 različnih razredov, cilj pa je zgraditi algoritem, ki bo najbolǰse klasifi-
ciral slike v prave razrede. Klasifikacija polǰsčin je podoben problem, saj se
ravno tako dela s slikami.
Raziskovalci s področja globokega učenja pogosto uporabljajo rekurenčne
nevronske mreže za začetek reševanja problemov, kjer imajo opravka s se-
kvenčnimi podatki. V članku [6] avtorji predstavijo arhitekturo nevronske
mreže imenovano Temporal Convolutional Network (TCN), ki jo lahko upo-
rabimo na več različnih vrstah problemov. Njeni rezultati so primerljivi z
rezultati mrež LSTM [13] in GRU [15], ter so bolǰsi od osnovnih rekurenčnih
arhitektur.
Prednosti arhitekture TCN so:
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• paralelizem, kar pomeni, da se lahko predikcije za pozneǰsa časovna
obdobja izvajajo vzporedno in ni potrebno čakati, da se najprej izvedejo
predikcije za predhodno obdobje.
• fleksibilna velikost vplivnega območja (angl. flexible receptive fi-
eld size), TCN lahko spremeni velikost vplivnega polja na več načinov.
Na primer z zlaganjem bolj razširjenih kovolucijskih plasti, z večjim
razširitvenim faktorjem ali s povečano velikostjo filtra. Poleg tega TCN
omogoča bolǰsi nadzor nad velikostjo modela in jo enostavno prilago-
dimo večim domenam.
• stabilen gradient - mreža se izogne problemu izginjajočega gradienta,
ki je pogost problem pri rekurenčnih nevronskih mrežah
• nizka poraba spomina med učenjem - v primeru dolgega vhodnega
zaporedja lahko mreži LSTM in GRU porabita veliko pomnilnika za
shranjevanje delnih rezultatov, med tem, ko TCN deli filtre med svojimi
sloji skupaj z vzvratnim širjenjem napake.
• poljubna dolžina vhodnih spremenljivk - TCN rešuje ta problem
z drsenjem 1D konvolucijskega jedra čez celoten vhod.
Slabosti izbrane mreže pa so:
• hramba velike količine podatkov med evalvacijo - TCN mora pri
evalvaciji uporabiti surovo zaporedje dejanske dolžine zgodovine, kar
zahteva več spomina, kot rekurenčne nevronske mreže, ki potrebujejo
vzdrževati le skrita stanja in uporabiti trenutni vhod xt.
• potencialne spremembe parametrov pri različnih domenah -
pri prenosu modela iz domene, kjer je potrebno malo spomina v do-
meno, kjer se zahteva dalǰsi spomin, TCN lahko opravi svojo nalogo
slabo zaradi ne dovolj velikega vplivnega območja.
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Slika 2.4: Vizualizacija konvolucijskih plasti z dilatacijo pri TCN, velikost




V tem poglavju opǐsemo naše podatke pridobljene s strani Agencije za kme-
tijske trge in razvoj podeželja. Predstavimo njihovo obliko, ter opǐsemo po-
stopek priprave teh podatkov za učenje naše nevronske mreže.
3.1 Pregled podatkov
Za izdelavo eksperimenta sem uporabil podatke, ki jih zbira Agencija za
kmetijske trge in razvoj podeželja v Sloveniji [2]. Dostop do baze so nam
omogočili pod okvirom projekta Perceptive Sentinel1. Agencija za kmetij-
ske trge in razvoj podeželja je organ v sestavi Ministrstva za kmetijstvo,
gozdarstvo in prehrano. Ustanovljena je bila z namenom izvajanja ukrepov
kmetijske politike in izplačevanja sredstev iz evropskih kmetijskih in ribǐskih
skladov. Na agenciji se ukvarjajo s pravočasno in zakonito izvedbo plačil
kmetovalcem ter drugim upravičencem sredstev, preverjajo ustreznost pri-
spelih vlog in izvajajo kontrole na samem kraju v skladu z nacionalno in
evropsko zakonodajo. Kljub temu, da je Slovenija ena manǰsih evropskih
držav, preverjanje na terenu še vedno ne more biti v celoti izvedeno. Prever-
janje za celotno Slovenijo bi se izvajalo z uporabo avtomatiziranih metod, v




Slika 3.1: Polǰsčine na območju Slovenije, barve ustrezajo polǰsčinam nave-
denim na Sliki 3.2 [32].
preverjanje na terenu.
Prost dostop do visokih časovno in prostorsko ločljivih slik zemeljskega
površja, predstavlja nove priložnosti in izzive na področju opazovanja Zemlje.
Podatki celotne Slovenije so razdeljeni na manǰse kvadrate velikosti 1000
x 1000 celic, kjer vsaka celica predstavlja območje velikosti 10m x 10m.
Polǰsčine so razdeljene v približno 180 skupin, vendar ločevanje na podlagi
satelitskih slik med samimi polǰsčinami ni vedno mogoče. Zaradi velikega
števila razredov in raznolikosti rastja, je večina polǰsčin na naših tleh slabo
zastopana, zato se jih na podlagi taksonomske sorodnosti razdeli v 25 skupin.
Skupine so zasnovane tako, da je ločevanje med podatki na podlagi satelit-
skih posnetkov Sentinel-2 mogoča. Tri najbolj zastopane kulture v Sloveniji
so košeni travniki, koruza in ozimna žita. Iz podatkov je možno opaziti tudi
zastopanost polǰsčin glede na geografsko lego. Tabela 3.1 prikazuje število
celic in število poligonov za posamezno polǰsčino v Sloveniji.
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Slika 3.2: Porazdelitev polǰsčin v Sloveniji z logaritemsko skalo [32].
3.2 Priprava podatkov
Pridobljeni podatki še niso primerni za učenje mreže, zato jih je potrebno ob-
delati. Pri delu z vidnim spektrom imamo težavo z oblaki in neenakomerno
frekvenco zajetih podatkov, saj se v drugi polovici leta 2017 zaradi doda-
tnega satelita poveča gostota slik. Po odstranitvi oblačnih celic, z uporabo
interpolacije zapolnimo prazne vrednosti in določimo enoten časovni inter-
val za vse celice. Uporabljena je linearna interpolacija, saj je v primerjavi z
drugimi metodami hitreǰsa in ne izgubi veliko na natančnosti [39].
Celotna priprava podatkov, je združena v cevovod, ki je prikazan na sliki
3.3. Delo je olaǰsano z uporabo knjižnice eo-learn2, saj je bila narejena prav
za delo s temi podatki. Najprej naložimo posamezen eopatch3, ki hrani su-
rove satelitske podatke in podatke o polǰsčinah za izbrano območje velikosti
10km x 10km v Sloveniji od 1.1.2017 do 31.12.2017. Nato zmanǰsamo po-
ligone, da se znebimo večjega šuma na robnih vrednostih. Satelit nam za




Razred Št. celic Št. poligonov
Repa 26,904 1,276






Ozimna oljna ogrščica 381,159 2,760
Koruza 7,322,983 85,958
Ozimna žita 6,262,162 69,056














Sadno drevje 634,553 9,256
Tabela 3.1: Število celic za posamezno polǰsčino
nali. V našem primeru se uporabi podatke zajete z rdečim, modrim, zelenim
in bližnje infrardečim kanalom, ter tri druge vrednosti, ki se izračunajo z
uporabo preostalih kanalov. Nato sledi naslednji korak, rasterizacija poligo-
nov. Rasterizacija je pretvarjanje vektorskih podatkov v rasterske. Najprej
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Slika 3.3: Graf cevovoda uporabljenega za pripravo podatkov.
Slika 3.4: Primer zaporedja slik za izbrano območje v Sloveniji.
se izvede rasterizacija, ki vsaki celici, ki je vsebovana v poligonu dodeli vrsto
polǰsčine, ki tam raste. Upošteva se večinski razred. Nato sledi druga na-
tančneǰsa rasterizacija, ki vsako celico razdeli na 100 kvadratov in prešteje,
koliko novih kvadratov pripada posameznim razredom, ki se mešajo v celici.
S tem postopkom pridobimo podatek, kolikšen delež razredov se nahaja v
vsaki celici. Sledi naključno vzorčenje vrednosti z ohranitvijo distribucije
podatkov. Vzorčenje je potrebno, saj drugače imamo opravka s preveliko
količino podatkov in bi učenje potekalo še dlje časa. Na koncu sledi še inter-
polacija vzorcev na izbran časovni interval. Primer interpolacije podatkov je
viden na sliki 3.5.
Podatke v takšni obliki, smo nato uporabili za učenje nevronske mreže.
Naša nevronska mreža, ki uporablja arhitekturo TCN, je definirana s pomočjo
knjižnice Keras [11]. Orodje smo izbrali zato, ker je najbolj razširjeno poleg
tega pa preprosto za učenje in uporabo. Sporočila o uspehih ali napakah,
uporabniku podaja na jasen način.
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Slika 3.5: Na levi je prikazano zaporedje slik, na desni pa rezultat po uporabi
linearne interpolacije.
Slika 3.6: Rdeče pike prikazujejo naključno izbrane celice med vzorčenjem
podatkov.
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Slika 3.7: Na sliki so v zgornji vrsti prikazane surove značilke zajete z modro,
zeleno, rdečo in bližnje infrardečo valovno dolžino, spodaj pa so prikazane




V tem poglavju opǐsemo in ovrednotimo rezultate testov. Opǐsemo tudi mero,
ki jo uporabljamo za ocenjevanje kakovosti klasifikacijskih modelov. Klasi-
fikacijska točnost (4.1) (angl. classification accuracy) je točnost, s katero
klasifikator napoveduje oziroma klasificira primere v razrede.
Classificationaccuracy =
TP + TN
TP + FP + TN + FN
(4.1)
Točnost (angl. precision) je vrednost, ki nam pove kolikšen delež klasificira-





Tretja mera, ki se uporablja pri evalvaciji rezultatov je priklic (angl. re-






Zgoraj omenjeni metriki lahko združimo v skupno mero F1 (angl. F1 score),
ki si jo lahko predstavljamo kot utežno razmerje met točnostjo in priklicom
(4.4).
F1score =
2 ∗ Precision ∗Recall
Precision + Recall
(4.4)




• TP (angl. true positive), ki predstavlja število pravilno klasificiranih
primerov pozitivnega razreda,
• TN (angl. true negative), ki predstavlja število pravilno klasificiranih
primerov negativnega razreda,
• FN (angl. false negative), ki predstavlja število napačno klasificiranih
primerov pozitivnega razreda in
• FP (angl. false positive), ki predstavlja število napačno klasificiranih
primerov negativnega razreda.
Za izračun metrik smo uporabili knjižnico scikit-learn [29], ki je preprosto
in učinkovito orodje na področju podatkovnih ved. Zaradi neenakomerne
porazdelitve števila celic med razredi smo za primerjavo uporabili povprečno
uspešnost za vse razrede. Pri izračunu posameznih metrik lahko izbiramo
med različnimi tipi:
• ”binary”: določimo razred, katerega uspešnost nas zanima in ga pri-
merjamo proti vsem ostalim
• ”micro”: je globalna metrika, ki sešteje vse TP vseh razredov in jih deli
z vsemi primeri v množici
• ”macro”: izračuna neuteženo povprečje uspešnosti vseh razredov in ne
upošteva porazdelitve primerov v posameznih razredih
• ”weighted”: določi metriko za vsak razred in jih uteži s številom TP
primerov napovedanih v izbran razred. S tem spremeni metriko ”ma-
cro”, da upošteva porazdelitev primerov. V primeru F1 metrike, lahko
dobimo vrednost, ki ni med natančnostjo in priklicem.
• ”samples”: izračuna metriko za posamezen primer in najdemo njihovo
povprečje.
V našem primeru so vsi razredi enakovredni, zato v analizi uporabljamo me-
triko ”macro”. S tem imamo vpogled v povprečno uspešnost vseh razredov.
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4.1 Predstavitev TCN modelov
Za lažjo analizo rezultatov, smo pripravili štiri TCN modele, ki se med sabo
razlikujejo po obravnavi podatkov.
• Model TCN-DDOC (angl. distributed data one class) je model, ki
je naučen na nekaj več kot enem miljonu celic. Referenčni podatki pri
učenju so bili pripravljeni tako, da vsaka celica predstavlja le večinski
razred v končni množici. Število pripadajočih celic za posamezen razred
je porazdeljeno tako, kot je porazdeljeno število vseh celic za posamezen
razred v celotni Sloveniji. Pri testiranju se je uporabilo nekaj manj
kot pol miljona celic, ki so ponovno različno porazdeljene med razredi.
Rezultati so predstavljeni v tabeli 4.1
• Model TCN-DDMC (angl. distributed data multi class) je model, ki
je naučen na nekaj več kot enem miljonu celic. Referenčni podatki pri
učenju so bili pripravljeni tako, da za vsako celico dobimo informacijo
kolikšen delež posameznega razreda je zastopan v celici. Med podatki
je približno tretjina takih, kjer je posamezna celica pripada večim ra-
zredom. Primer: če se ena celica nahaja na robu polja, še ne pomeni,
da je celotna celica vsebovana v polju. Lahko se zgodi, da del celice
pripada drugemu razredu ali pa nobenemu. Vektor: [0, 0.5, 0.25, 0.25]
prikazuje, da je razred 1 zastopan na polovici celice, razreda 2 in 3 pa
vsak na četrtini celice. Rezultati so predstavljeni v tabeli 4.2
• Model TCN-EDOC (angl. equal data one class) je model, kjer je
vsak razred naučen in testiran z enakim številom celic. Minimalno
število celic je bilo določeno na podlagi števila celic najmanǰsega končnega
razreda. Uporabilo se je 5599 celic za vsak razred, od tega 3920 za
učenje in 1679 celic za testiranje. Referenčni podatki pri učenju so bili
pripravljeni tako, da vsaka celica predstavlja le večinski razred v končni
množici. Rezultati so predstavljeni v tabeli 4.3
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• Model TCN-EDMC (angl. equal data multi class) je model, kjer je
vsak razred naučen in testiran z enakim številom celic. Celice za učenje
in testiranje so bile enake kot pri modelu TCN-EDOC. Referenčni po-
datki pri učenju pa so bili pripravljeni tako, da za vsako celico dobimo
informacijo kolikšen delež posameznega razreda je zastopan v celici.
Med podatki je približno tretjina takih, kjer je posamezna celica pri-
pada večim razredom. Rezultati so predstavljeni v tabeli 4.4
Razred Točnost Priklic F1
Košen travnik 0.85 0.98 0.91
Hmelj 0.87 0.77 0.82
Trave 0.00 0.00 0.00
Ozimna oljna ogrščica 0.89 0.54 0.67
Koruza 0.90 0.92 0.91





Buče 0.59 0.77 0.67
Jara žita 0.48 0.04 0.08
Zelenjava 0.24 0.14 0.18
Krompir 0.68 0.36 0.47
Vinogradi 0.75 0.24 0.36
Drugo 0.00 0.00 0.00
Soja 0.83 0.66 0.73
Sadno drevje 0.86 0.19 0.32
Tabela 4.1: Rezultati modela TCN-DDOC
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Razred Točnost Priklic F1
Košen travnik 0.84 0.96 0.90
Hmelj 0.87 0.66 0.57
Trave 0.45 0.00 0.00
Ozimna oljna ogrščica 0.64 0.73 0.68
Koruza 0.92 0.90 0.91





Buče 0.51 0.82 0.63
Jara žita 0.41 0.03 0.06
Zelenjava 0.15 0.17 0.16
Krompir 0.64 0.56 0.59
Vinogradi 0.74 0.35 0.47
Drugo 0.06 0.02 0.03
Soja 0.70 0.59 0.64
Sadno drevje 0.81 0.23 0.35
Tabela 4.2: Rezultati modela TCN-DDMC
4.2 Primerjava modelov
Ob primerjanju zgornjih štirih modelov lahko opazimo, kako na končni re-
zultat vpliva predstavitev podatkov za učenje mreže. Tabela 4.5 prikazuje
končne povprečene vrednosti z ”macro”povprečjem za posamezen model. Iz
tabele se vidi, da se z uporabo spremenjene predstavitve referenčnih podat-
kov učenja F1 rezultat izbolǰsa za skoraj 5%. Še bolj opazna razlika pa je
med modeloma TCN-EDOC in TCN-EDMC, kjer je razlika 7%. Poleg načina
priprave podatkov pa je razvidno tudi, kako vpliva ali ima vsak razred enako
število celic ali ne.
Opazimo lahko, kako modela TCN-DDOC in TCN-DDMC najbolje kla-
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Razred Točnost Priklic F1
Košen travnik 0.41 0.41 0.41
Hmelj 0.98 0.86 0.91
Trave 0.30 0.32 0.31
Ozimna oljna ogrščica 0.96 0.92 0.94
Koruza 0.86 0.13 0.23





Buče 0.67 0.90 0.77
Jara žita 0.64 0.73 0.68
Zelenjava 0.58 0.43 0.49
Krompir 0.77 0.52 0.62
Vinogradi 0.54 0.63 0.58
Drugo 0.53 0.60 0.57
Soja 0.83 0.85 0.84
Sadno drevje 0.49 0.84 0.62
Tabela 4.3: Rezultati modela TCN-EDOC
sificirata razrede košen travnik, koruza in ozimna žita. Visoka klasifikacijsko
točnost je lahko tu posledica nadpovprečnega števila celic za posamezen ra-
zred v primerjavi z ostalimi razredi. V primerjavo lahko vzamemo modela
TCN-EDOC in TCN-EDMC, kjer noben od teh treh razredov ni tako dobro
zastopan.
Slika (4.1) vizualno prikazuje rezultate klasifikacije s posameznim mo-
delom. Območje na sliki označeno z rdečo prikazuje polje, ki ga modela
TCN-DDOC in TCN-DDMC klasificirata v celoti narobe. Pravilen razred
označenega območja je trava, med tem, ko modela TCN-DDOC in TCN-
DDMC vrneta, da je to košen travnik. Na podlagi tabele 3.1 lahko sklepamo,
da je takšen rezultat zaradi neenakega števila učnih podatkov za posamezen
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Razred Točnost Priklic F1
Košen travnik 0.54 0.41 0.46
Hmelj 0.93 0.93 0.93
Trave 0.46 0.44 0.45
Ozimna oljna ogrščica 0.97 0.94 0.95
Koruza 0.88 0.67 0.76





Buče 0.69 0.94 0.80
Jara žita 0.58 0.70 0.64
Zelenjava 0.67 0.48 0.56
Krompir 0.82 0.67 0.74
Vinogradi 0.82 0.33 0.47
Drugo 0.42 0.62 0.50
Soja 0.94 0.91 0.92
Sadno drevje 0.51 0.74 0.60
Tabela 4.4: Rezultati modela TCN-EDMC
razred. Še ena bolj opazna razlika med klasifikacijo modelov in resnico pri-
kazujeta območji označeni z modro in belo obrobo. Le ena nevronska mreža
se je uspela pravilno naučiti, da na označenih poljih raste krompir, med tem,
ko so preostale klasificirale v razred košen travnik ali koruza. Tudi tu lahko
opazimo, kako velik vpliv na končni rezultat ima dejanska količina podatkov
uporabljenih za učenje posameznega razreda.
Slika (4.2) predstavlja nov primer rezultatov klasifikacij s posameznim
modelom. Prvo očitno razliko predstavlja polje označeno z rdečo obrobo.
Model TCN-EDMC ga uspe v celoti pravilno klasificirati v razred zelenjava,
med tem, ko model TCN-DDOC klasificira celotno območje narobe z razre-
dom koruza. Zanimiv problem predstavlja območje označeno z belo. Tega
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dela noben od modelov ni uspel v celoti pravilno klasificirati. Tu rasteta
trava (levo) in koruza (desno). Najbolj se temu približa model TCN-EDMC
saj večino območja pravilno klasificira. Opazimo lahko, da modela TCN-
DDOC in TCN-DDMC oba pravilno klasificirata desno polje v tem območju
in dosežeta vrednost F1 87% in 90%. Tu lahko ponovno sklepamo, da je
visoka klasifikacijska točnost razlog velikega števila uporabljenih celic pri
učenju tega razreda. Izpostavimo lahko še območje označeno z modro barvo,
saj predstavlja več manǰsih polj. Trije večji razredi znotraj tega območja
so koruza, zelenjava in kormpir. Vidimo lahko, da modela TCN-DDOC in
TCN-DDMC večino območja klasificirata v razred koruza, med tem, ko se
modela TCN-EDOC in TCN-EDMC bolj približata pravim razredom.
Slika (4.3) pa prikazuje razliko med modeloma TCN-EDOC in TCN-
EDMC, kjer zelena barva prikazuje pravilno klasificirane celice, rumena barva
prikazuje celice, ki so dodeljene razredu, ki ni večinski, rdeča barva pa pred-
stavlja celice, ki so napačno klasificirane.
Izvedli smo tudi klasifikacijo samo na celicah, ki so označene z več kot
enim razredom. Izkaže se, da model TCN-EDMC te celice klasificra 9%
bolje kot model TCN-EDOC. Tu se dejansko lahko opazi, kako velik vpliv na
učenje mreže nosijo celice, ki ne pripadajo samo enemu razredu. Rezultati
za posamezno polǰsčino so vidni v tabeli (4.6).
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(a) Rezultati modela TCN-DDOC (b) Rezultati modela TCN-DDMC
(c) Rezultati modela TCN-EDOC (d) Rezultati modela TCN-EDMC
(e) Resnica
Slika 4.1: Primer 1: klasifikacije polj z vsakim modelom.
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(a) Rezultati modela TCN-DDOC (b) Rezultati modela TCN-DDMC
(c) Rezultati modela TCN-EDOC (d) Rezultati modela TCN-EDMC
(e) Resnica
Slika 4.2: Primer 2: klasifikacije polj z vsakim modelom.
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(a) Rezultati modela TCN-EDOC (b) Rezultati modela TCN-EDMC
Slika 4.3: Razlika med pravilno in nepravilno klasificiranimi celicami mode-
lov. Zelena barva prikazuje pravilno klasificirane celice, rumena barva pri-
kazuje celice, katerim je bil dodeljen manǰsinski razred znotraj celice, rdeča

















































































































































































































































































































































































































































V diplomski nalogi smo analizirali vpliv šumnih podatkov za učenje modelov
za klasifikacijo. Posvetili smo se klasifikaciji polǰsčin iz multispektralnih sa-
telitskih slik. Prilagodili smo obstoječo metodo za klasifikacijo polǰsčin, da
se lahko uči z negotovimi oznakami razredov. Opisali smo delovanje konvo-
lucijske nevronske mreže, ki je v zadnjem času najbolj razširjena metoda na
področju klasifikacije slikovnih podatkov. Predstavili smo podatke upora-
bljene za izdelavo te naloge, ter opisali, kako smo jih pridobili in pripravili za
učenje. Kljub temu, da se nevronske mreže lahko učijo na surovih podatkih,
smo v tem delu izvedli predprocesiranje vhodnih podatkov, in s tem dosegli
bolǰse rezultate [7]. Zanimalo nas je, kakšen je vpliv celic, ki ne pripadajo
v celoti samo enemu razredu, pri učenju nevronske mreže. Ugotovili smo,
da lahko kovolucijsko nevronsko mrežo uspešno naučimo s satelitskimi po-
datki, poleg tega pa tudi, da učenje z deležem zastopanosti razredov v vsaki
celici pripelje do bolǰsih rezultatov. Opazili smo, da je končni rezultat od-
visen tudi od zastopanost posameznega razreda, saj v primeru, ko smo učili
mrežo z enakim številom celic iz vsakega razreda, smo dobili v obeh primerih
bolǰse rezultate ne glede, ali so celice predstavljene z deležem zastopanosti
posameznega razreda ali samo z enim, večinskim razredom.
Pri uporabi teh podatkov je zagotovo potrebno upoštevati tudi možnost,
da anotacije celic niso povsem pravilne, kar prinese dodaten šum v podat-
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kih. Možnosti za nadaljnje delo je veliko. Vsekakot bi bilo potrebno izvesti
učenje in testiranje na podatkih iz celotne Slovenije in po možnosti dodati še
podatke iz več let naenkrat. Ob dodajanju podatkov za nova leta, bi bilo po-
trebno pridobiti tudi nove referenčne podatke, saj ni zagotovljeno, da vsako
leto ista polǰsčina raste na istem polju. Dobro bi bilo preveriti, kakšen je
vpliv sosednjih celic pri učenju, saj tako dodamo poleg časovne še prostorsko
informacijo. Zanimivo bi bilo preveriti tudi, kako se odnese nevronska mreža,
ki je bila naučena s podatki o Sloveniji, testirana pa na podatkih neke druge
države. Potrebno bi bilo preizkusiti tudi nove arhitekture nevronskih mrež
in primerjati dobljene rezultate med seboj.
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