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ABSTRACT
The manufacturing industry has constantly been challenged to improve productivity, adapt to
continuous changes in demand, and reduce cost. The need for a competitive advantage has motivat-
ed research for new modeling and control strategies able to support reconfiguration considering the
coupling between different aspects of plant floor operations. However, models of manufacturing
systems usually capture the process flow and machine capabilities while neglecting the machine
dynamics. The disjoint analysis of system-level interactions and machine-level dynamics limits
the effectiveness of performance assessment and control strategies.
This dissertation addresses the enhancement of productivity and adaptability of manufacturing
systems by monitoring and controlling both the behavior of independent machines and their inter-
actions. A novel control framework is introduced to support performance monitoring and decision
making using real-time simulation, anomaly detection, and multi-objective optimization.
The intellectual merit of this dissertation lies in (1) the development a mathematical frame-
work to create hybrid models of both machines and systems capable of running in real-time,
(2) the algorithms to improve anomaly detection and diagnosis using context-sensitive adaptive
threshold limits combined with context-specific classification models, and (3) the construction of a
simulation-based optimization strategy to support decision making considering the inherent trade-
offs between productivity, quality, reliability, and energy usage. The result is a framework that
transforms the state-of-the-art of manufacturing by enabling real-time performance monitoring,
assessment, and control of plant floor operations. The control strategy aims to improve productiv-
ity and sustainability of manufacturing systems using multi-objective optimization. The outcomes
of this dissertation were implemented in an experimental testbed. Results demonstrate the poten-
tial to support maintenance actions, productivity analysis, and decision making in manufacturing
x
systems. Furthermore, the proposed framework lays the foundation for a seamless integration of
real systems and virtual models.
The broader impact of this dissertation is the advancement of manufacturing science that is
crucial to support economic growth. The implementation of the framework proposed in this dis-
sertation can result in higher productivity, lower downtime, and energy savings. Although the
project focuses on discrete manufacturing with a flow shop configuration, the control framework,
modeling strategy, and optimization approach can be translated to job shop configurations or batch
processes. Moreover, the algorithms and infrastructure implemented in the testbed at the Univer-




The work in this dissertation aims to enhance the monitoring, assessment, and control of
manufacturing systems to support productivity improvements. These enhancements are achieved
through a control framework that integrates real-time performance assessment, condition monitor-
ing, and simulation-based optimization. The details of this control framework will be described.
The implementation and expected improvements will be discussed with case studies.
I.1 Motivation
The manufacturing industry is responsible for 22% of the Gross Domestic Product (GDP)
and 36% of the total energy consumed in the U.S. [11]. However, results show that manufac-
turing performance as measured by Overall Equipment Effectiveness (OEE), the combination of
availability, productivity, and quality metrics, is below 50% for various industry sectors [2]. Con-
sidering the key economic and environmental role of the manufacturing industry, low OEE values
motivate the need to for improvement.
Manufacturing automation, reconfiguration, and energy efficient control policies have been
identified as effective ways to improve productivity and reduce both the environmental footprint
and cost with the potential to save $6.2 billion in the U.S. manufacturing industry [37]. How-
ever, the increasing complexity of machines and processes, and the need for rapid changes pose a
challenge for the assessment, monitoring, and control of manufacturing systems.
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I.2 State-Of-The-Art
Manufacturing system performance is affected by both the operation of independent ma-
chines as well as their interactions. As a result, a significant amount of research has been focused
on the development of efficient methods to assess performance, monitor machine operation and
health, and develop control strategies that include both machine- and system-level variables.
I.2.1 Performance Assessment
Manufacturing system performance can be evaluated using a variety of productivity assess-
ment metrics. System-level performance is often evaluated based on the indicators: throughput,
the number of parts made per unit time, Work-in-Progress (WIP), the amount of unfinished goods
in the system, and flow time, the amount of time that a product spends in the system. Likewise,
machine-level performance is generally evaluated based on cycle time, the amount of time a ma-
chine requires to process a part, and availability, the percentage of time a machine is available to
process a part. Productivity expectations can be based on historical data or mathematical models.
OEE and Key Performance Indicators (KPI) have been extensively used in manufacturing to
assess performance [71]. The expected values of these metrics are often defined based on historical
data or enterprise-level requirements. In [83], machine downtime data was used to analyze the
severity of a fault based on its impact over availability, showing the importance of monitoring
machine-level performance to find the best system-level maintenance policy. In [34], KPI are
developed to predict, diagnose, and evaluate the productivity of an industrial hot strip mill. These
applications showed the advantages of continuous monitoring of performance metrics for improved
productivity and quality. However, the use of historical data to assess performance might neglect
changes in plant floor operating conditions.
An alternative method for assessing performance is to develop a mathematical model of the
manufacturing system. A model is a representation of some underlying essence of a real world ob-
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ject based on governing equations, assumptions, and constraints. Models can be classified as static
or dynamic. Static models are time-invariant and represent a system under steady-state conditions.
Dynamic models are time-dependent and represent the system under both transient- and steady-
state conditions. Production System Engineering (PSE) has developed a framework to build static
models of manufacturing systems under the assumption of steady-state conditions and a single
part type [79]. The PSE framework models machines and buffers as a Markov chain to estimate
throughput and WIP. However, a Markov model does not capture the dynamics of a manufacturing
system that contains a variety of machines and processes used to fabricate different part types [80].
A common platform for evaluating the behavior of a dynamic model over time is to run the model
in a simulation environment. Discrete Event System (DES) models have been used to study the
dynamics of manufacturing systems by simulating a sequence of events over time [61]. In [91],
a simulation environment was used as a predictive tool for bottleneck detection and performance
diagnosis. The simulation evaluated the impact of machine-level productivity and location on
system-level performance. The combination of a simulated machine in a virtual environment and
the physical machine in the real world is commonly known as Hardware in the Loop (HIL).
The combination of virtual and real environments in real time has led to the concept of
"virtual fusion" [49]. Prior efforts to merge simulated and real-world systems focus on studying the
discrete behavior of machines and systems. However, the connection between models of machine-
level continuous dynamics and discrete machine- and system-level models has not been explored.
Moreover, machine- and system-level simulations are often run separately, limiting the capacity
to evaluate the effects of a sequence of events on the machine dynamics. A simulation capable
of running in parallel and under the same operating conditions as the plant floor for real-time
performance assessment has not previously been developed.
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I.2.2 Condition Monitoring
In manufacturing, unplanned machine downtime can disturb the operation of the system and
have a negative effect on productivity. Condition monitoring supports effective maintenance by
detecting and diagnosing faults based on anomalous signal values. An anomaly is defined as an
occurrence that is different from what is standard, normal, or expected. Faults are a specific class
of anomalies that are associated with failures, malfunctions, or quality degradation. Anomaly
and fault detection has been extensively studied using both physics-based and data-driven models
[105]. The former is based on a continuous model representing physical parameters and machine
dynamics. The latter is based on a statistical model developed using historical data.
A physics-based model for Fault Detection and Diagnosis (FDD) requires knowledge of
equations that govern the machine dynamics. Physics-based models have been developed to detect
faults in different types of machines (e.g., CNC, robots, gantries). However, due to the complex-
ity of some manufacturing processes and changes in machine operations throughout a machine’s
lifecycle, this approach has not been fully implemented on the plant floor [60]. Data-driven mod-
els have been used to detect and diagnose anomalies using historical data. Extensive research
has been done to monitor machining operations to detect anomalies based on different signal pro-
cessing and analysis strategies [1]. However, in order to improve detection and diagnosis, some
knowledge of the system, whether from physics-based models or experts, is required [39]. A com-
parison between physics-based and data-driven models [36] shows that both have advantages and
disadvantages based in part on factors such as detail of data available, model development efforts,
and implementation challenges.
Prior work on anomaly detection and diagnosis has not considered the different machine-part
interactions or the combination of physics-based and data-driven models. Considering that man-
ufacturing machines can perform different tasks and operate under different conditions, a single
model might not be able detect anomalies under different operational contexts.
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I.2.3 Control Strategies
Many well-known methods exist for controlling different aspects of the plant floor. Pro-
duction planning and scheduling often control the timing of manufacturing tasks. The operation
schedule can include productive tasks such as "part processing" and non-productive tasks such as
"repair" [30], [44], [70]. These methods rely on models of the equipment that capture production
capacity and reliability. However, aspects such as quality and energy consumption are often not
considered. Extensions have been proposed to include energy usage considerations [136], although
these methods are not yet used in industry [20]. Efforts to control manufacturing operations should
consider the coupling between productivity, quality, reliability, and energy consumption.
Several modeling and control strategies that consider the coupling in manufacturing perfor-
mance have been proposed. In [94], the study of machine-level quality-quantity coupling showed
that increasing processing speed can have a negative effect on quality. In [25], the development of
a maintenance policy that considered the quality-reliability coupling showed a positive effect on
productivity. Results showed that defining an energy-efficient production schedule can help reduce
energy consumption but have a negative effect on throughput [19], [23]. The trade-offs between
different performance metrics can be balanced using a multi-objective optimization approach. The
formulation of the optimization problem depends on the type of manufacturing system and the
temporality of the control variables. For job shop systems, multi-objective optimization problems
have been formulated for production control [96] [90]. For flow shop systems, multi-objective op-
timization problems have been formulated to define the plant configuration and layout [118] [114].
There is a need to bring together these divergent topics of production scheduling, mainte-
nance scheduling, and energy usage on a plant-wide scale, using multidimensional modular models
of the equipment in the system. Prior work neglected to develop a modeling strategy that captures
the coupling between different performance metrics. Moreover, a control framework capable of
evaluating the effect of machine- and system-level control variables on productivity, reliability,
quality, and sustainability has yet to be defined.
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I.3 Contributions
As manufacturing processes increase in complexity, so does the need to monitor and evaluate
their performance. The first contribution of this dissertation is a method to monitor productivity
using real-time simulation. A novel hybrid modeling strategy is introduced to further extend the
concept of "virtual fusion" by studying discrete and continuous behaviors at the machine- and
system-levels. The model uses Discrete Event Systems (DES) to estimate performance metrics at
a system-level and Continuous Dynamics (CD) to monitor state and output variables at a machine-
level. Data from the physical system is compared in real-time with data from the simulation. The
concurrent and synchronous simulation provides a reference of expected plant floor performance.
The normal operation of a manufacturing system can be disturbed by anomalies. The second
contribution of this dissertation introduces a framework for modeling manufacturing systems at
the machine-level as Cyber-Physical Manufacturing Systems (CPMS). This modeling approach
combines sensor data, context information, and expert knowledge to leverage both physics-based
and data-driven models. In this work, anomaly detection is based on context-sensitive adaptive
threshold limits, while root cause diagnosis is based on context-specific classification models. The
proposed approach was implemented using sensor data and context information extracted using
Internet-of-Things (IoT) at both an automotive assembly plant and university testbed.
In manufacturing, there are often trade-offs between different performance indicators. The
third contribution of this dissertation is a control strategy formulated as a multi-objective opti-
mization problem with decision variables at both the machine- and system-levels to improve pro-
ductivity, reliability, and sustainability metrics. This dissertation combines both machine- and
system-level variables to evaluate control strategies that improve energy efficiency, productivity,
quality, and reliability. At a machine-level, the model combines both the discrete and continuous
behavior to capture energy consumption and demand. At a system-level, the model considers the
interactions between machines and buffers to estimate plant floor performance metrics. The control
framework aims to evaluate repair, reconfiguration, and process alternatives.
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Figure I.1: Integrated Control Framework of Plant Floor Operations
I.4 Expected Impact
The aforementioned contributions create a control approach that provides a reference of ex-
pected performance in real time, the ability to detect and diagnose anomalies that can disturb the
manufacturing system, and analysis of different "what-if?" scenarios that can be converted into
control actions. Deployment can improve productivity, support effective maintenance actions, and
reduce energy consumption. If adopted, plant floor operations will be more responsive to changes
in operating conditions. The manufacturing control personnel will be able to make better decisions
considering the performance trade-offs, the maintenance personnel will take more effective actions
to prevent faults or react to anomalies, and the operations personnel will have better knowledge of
the machine, part, and process conditions. Moreover, if all the components are integrated, plant
floor operations will improve productivity, reliability, quality, and sustainability, driving manufac-
turing systems to a new level of efficiency. The approach outlined in this dissertation can be used
with both centralized and decentralized control strategies by seamlessly integrating plant floor data,
simulation models, expert knowledge, and automation.
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I.5 Assumptions
The framework and analysis methodologies in this dissertation are subject to a number of as-
sumptions regarding the type of manufacturing system, control infrastructure, and data extraction
capabilities. First, this research only considers discrete manufacturing systems where products are
processed as individual workpieces (e.g. vehicles) and not continuous manufacturing where prod-
ucts are processed in batches (e.g. oil). Moreover, this dissertation focuses on the flow-shop type
of systems where resources are arranged based on the sequence of the operation. Here, the term
"resource" refers to equipment in the manufacturing system capable of transporting a part, such
as gantries and conveyors, or processing a workpiece, such as CNC machines. Second, this work
assumes a centralized control strategy where the actions of different resources are coordinated by
a single controller and a hierarchical structure is clearly defined. Resources are able to send mes-
sages to and receive commands from a system-level controller using a communication network. It
is assumed that the physical location of the resources does not change, but the system can be re-
configured by changing the task assigned to individual machines. Third, this dissertation assumes
that the operation of machines and systems can be monitored using sensor data and context infor-
mation. Sensor data refers to a continuous signal that needs to be processed in order to gain insight
such as encoder data or an energy signal. Context information refers to variables that explicitly
describe the operation such as process step, part number, and machine state. It is assumed that both
sensor data and context information can be extracted in real-time using industrial communication
protocols such as OPC-UA [124] or MTConnect [128]. The term "real-time" means that measured
signals can be observed and extracted in less than one second. Lastly, this research considers that
knowledge of the machine dynamics, operation, and performance is available or can be obtained by
a combination of process observations and data analysis. Moreover, the control logic that defines
the functionality at both the machine- and system-levels can be created or is already available.
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I.6 Limitations
The work presented in this dissertation has some limitations in the integration of models and
real systems for assessment, monitoring, and control.
• The assessment framework presented here relies on models of discrete and continuous behavior.
However, changes in these behaviors due to machine degradation are not considered. Given that
some degradation can be expected throughout the machine lifecycle, the divergence of real machine
operation and simulation outputs over time represents a limitation for implementation.
• The anomaly detection strategy in this dissertation requires a combination of sensor data, context
information, and expert knowledge. The increasing complexity of the modeling framework and the
need of subject matter expertise might represent a challenge for scalability.
• The control approach introduced in this research work is based on the evaluation of different
combinations of machine- and system-level variables. As the number of machines and possible
interactions increases, so does the model complexity and computational requirements. The com-
putational time of the simulation-based optimization approach might limit the capacity to generate
time-sensitive control actions in large manufacturing systems.
I.7 Dissertation Overview
The organization of this dissertation is as follows: Chapter II presents the monitoring and
assessment strategy using real-time hybrid simulation. Chapter III presents the anomaly detection
and diagnosis algorithms using context information. Chapter IV covers the integrated modeling
framework and multi-objective optimization to support decision making. Finally, Chapter V ad-
dresses conclusions and future work.
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CHAPTER II
Real-time Manufacturing Machine and System Performance Monitoring
This chapter presents the research work published in [113] [110] which extends the state-of-
the-art in Hardware in the Loop (HIL) simulation for performance assessment of manufacturing
systems.
Plant floor operational efficiency is often controlled by monitoring some performance indi-
cators and taking corrective actions when the system deviates from expectations. Metrics such
as throughput, processing time, reliability, and quality are usually monitored in the plant floor to
assess performance. Manufacturing Execution Systems (MES) have been identified as a solution
to monitor and supervise factory operations [69] using Overall Equipment Effectiveness (OEE) as
the performance indicator. This indicator is applied in a production environment at the system-
level to assess availability, productivity, and quality [3]. However, collecting, processing, and
analyzing data from the plant floor is a complex problem, particularly when the system operates
under non-steady state conditions such as changes in demand, machine failure, rescheduling, or
system reconfiguration. To close the loop for controlling manufacturing systems, it is necessary
to have a reference for the expected performance in real-time and compare it to actual plant floor
data. Considering that production requirements and machine operations can change rapidly in a
flexible manufacturing system, monitoring and assessment tools should be able to adapt and run
synchronously to the plant floor.
Manufacturing systems producing individual or separate parts are often modeled using Dis-
crete Event System (DES) formalisms. However, the manufacturing operation can be studied at
two different levels. At a system-level where the operation is mainly discrete, performance is
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analyzed by specifying a sequence of events into a DES model [45], [89]. At a machine-level,
models are often hybrid to capture a discrete set of states and transitions along with some contin-
uous dynamics. Performance at a machine-level can then be estimated by simulating the effect of
discrete and continuous input variables over some machine output variables under specific work-
ing conditions [60], [143]. The use of simulation to evaluate the performance of a manufacturing
system under different scenarios using a plant or controller model has grown in recent years [98].
However, often the machine and system-level simulations run separately, limiting the capacity to
evaluate the effects of a sequence of events on the machine dynamics. Moreover, if the simulations
are not running in parallel and in the same context as the plant floor operation, the simulation out-
puts might not be a valid reference for real-time performance assessment. The goal of this chapter
is to answer the following questions: 1) How to evaluate performance at both the machine and
system-levels in real-time when operating under non-steady state conditions? 2) How to correlate
system-level performance metrics to machine variables?
Machine- and system-level data from discrete and continuous variables can be used for real-
time monitoring, performance assessment, and anomaly detection. Different variables related to
machine productivity and dynamics have been used to evaluate machine health, detect faults, and
control production [101]. However, extracting machine data remains a major implementation chal-
lenge. Recent developments in Industrial Internet of Things (IIoT) and communication protocols
have simplified data collection, making possible advanced monitoring techniques [13], [10], [142].
In this chapter a new approach assessing the performance of manufacturing systems is pro-
posed. One of the main challenges of using a simulation to evaluate the performance of a real
system is the asynchronous execution of the virtual environment. Moreover, performance assess-
ment using simulation could be inaccurate due to the differences in operational context between
the real and virtual environments. To address these challenges, the proposed models run in real-
time which is defined as "true" or "wall clock" time, and concurrent which is defined as actions
developing at the same time in both plant floor and simulation. The plant floor model captures the
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stochastic timed behavior of manufacturing processes and machine dynamics combined into a sin-
gle environment. The proposed framework combines modeling of hybrid systems with plant floor
data extraction using IIoT to solve some of the synchronization and performance assessment chal-
lenges. Analysis of simulation outputs obtained under the same context as the plant floor provides
a reference for expected OEE performance in real-time for both steady-state and non-steady-state
operating conditions.
A real-time performance assessment method using hybrid simulation was developed in [110]
[113] with three main contributions:
The first contribution of this chapter is a mathematical framework for hybrid models and a
simulation environment capable of running in real-time. The model captures stochastic operational
time and deterministic machine dynamics within a single virtual environment capable of running
in synchrony with real manufacturing systems.
The second contribution of this chapter is to introduce a set of rules to assess performance
based on data from both virtual and real environments. Statistical testing is described for model
validation and performance analysis at both machine- and system-levels. Rules are defined to
identify abnormal conditions at a machine-level and the impact of these abnormal conditions on
system-level performance measures.
The third contribution of this chapter is an experimental demonstration of the proposed
hybrid framework to detect anomalies and monitor performance at a machine-level considering
system-level interactions. The model has been evaluated on a fully automated manufacturing
testbed using IIoT to extract data from the machines and the system controller.
The remainder of this chapter is organized as follows. Section II.1 provides background
on the research area. Section II.2 defines the hybrid simulation providing details of discrete and
continuous machine models. Section II.3 describes the performance analysis rules and plant floor
data extraction. Section II.4 demonstrates the validity of the approach through a case study using
a University of Michigan testbed. Finally, Section II.5 summarizes the work.
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II.1 Background
In this chapter, performance analysis at both machine- and system-levels is based on compar-
ing data from real and virtual environments. This background section reviews the state-of-the-art
for modeling and simulation of discrete and continuous plant floor operations, performance evalu-
ation, and automation for data extraction.
II.1.1 Models and Simulations of Manufacturing Systems
The goal of modeling manufacturing systems is to gain insight into a specific aspect of the
operation such as productivity, safety, or controllability. Multiple methods have been developed to
model plant floor dynamics or controller actions, often using a Discrete Event System (DES) for-
malism. Selection of the appropriate formalism depends on the required analysis. With the proper
DES model, the system response to a specific set of inputs can be studied using simulation. A com-
parison of modeling formalisms and simulation tools for several types of manufacturing systems to
study aspects such as planning and scheduling, real-time control, and optimization was presented
in [98]. The results show an increasing trend in the use of simulation to support plant floor deci-
sion making and highlight the difficulties of real-time analysis due to complexity, stochastic nature,
and data collection challenges. In [62], simulation and real-time machine information was used
to develop scheduling and dispatching rules. Simulation has been implemented in semiconductor
fabrication to develop dispatching rules in real-time in reaction to unexpected events [68]. How-
ever, it is common to call a simulation "real-time" when inputs are received from the plant floor
in real-time and trigger a simulation that runs asynchronous to plant floor systems. The results
can be used to forecast performance over a fixed period of time. Asynchronous simulations are
helpful when studying mass-production systems to reduce cost [29] or improve productivity, how-
ever, for performance monitoring and assessment the need for a synchronous simulation running
in real-time is evident.
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As companies seek to expand system-level perspective of their operations, DES models have
been extended to capture additional information such as machine Continuous Dynamics (CD).
Industry’s interest in hybrid systems, which is the combination of DES with CD, has grown in
recent years [61]. Hybrid models capturing system and machine-level dynamics can help trace
problematic behavior. In [107], an enterprise-level hybrid simulation is presented to study the
discrete operation and the continuous dynamics of inventory, production, and sales. CD captured
the long-term effects while DES showed the short-term effects of a decision. However, machine
dynamics and interactions needed to study plant floor reconfiguration are not considered.
II.1.1.1 Discrete Models of Manufacturing Systems
For modeling processes where manufacturing machines and systems can be described by a
set of discrete states, different DES formalisms with event or time-driven transitions have been de-
veloped. A detailed comparison of some of these formalisms can be found in [108]. A discussion
on the selection of the formalisms and analysis framework based on modeling viewpoint and con-
cern aspect is presented by Broman et al. [17]. The study shows that syntax of some formalisms
might be better suited for performance analysis, model checking, or controller design. Selection
for the proper abstract representation depends on the analysis requirements.
Some formalisms such as Finite State Machines (FSM) and Petri Nets (PN) have been ex-
tensively implemented in the design phase of a manufacturing system life cycle for control veri-
fication. In [15], performance of a manufacturing operation was improved by studying the robot
dynamics in a discrete set of conditions and programming an FSM as part of the control strat-
egy. However, due to challenges in scalability, and constraints in capturing concurrent activities,
FSM has limitations when modeling large manufacturing systems [33]. PN is a graphical tool
used for modeling large DES that operates with concurrent tasks. Controllability and possibility
of deadlock or livelock in automated manufacturing systems has been studied using hierarchical
PN models [54]. Moreover, the optimal configuration of the controller can be obtained by formu-
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lating the PN structure as an integer linear programming model to find a deadlock-free setup [26].
Finding proper controller configurations can help improve utilization and productivity of a manu-
facturing system. However, the latter is affected by other aspects such as machine processing time
and reliability which are often not included in basic PN models. PN have been used successfully
for modeling the controllers [103], [95]. Some features of the plant such as processing time have
been used to evaluate production rate, downtime and work-in-process of a manufacturing system
for different layouts and production mix by extending PN models [4]. Similar work was presented
in [86] including machine degradation models to estimate the effect of failure rates over utilization
and work-in-progress. However, due to increased complexity when adding different features at a
machine and system-level, PN could have limitations in modeling a plant.
Much of the research on modeling plant floor operations of manufacturing systems has fo-
cused on throughput analysis, production scheduling, process planning, and performance mea-
surement [61]. Some DES formalisms developed specifically for simulation purposes have an
increasing trend in industry applications. Discrete Event System Specification (DEVS) has been
used for modeling and simulation of a wide class of dynamics systems. Some of the key features of
DEVS for modeling manufacturing systems are modular and hierarchical configurations, capacity
to capture the deterministic and stochastic event- or timed-based transitions, ability to handle con-
current tasks, analysis of continuous dynamics, and a wide range of available software packages
able to interact with other applications [137]. In manufacturing applications, DEVS has been used
to model automated plant operations, where the simulation interacts with inputs and outputs of
the logic controller for process verification [104]. The productivity of a manufacturing system has
been improved by combining DEVS models and Model Predictive Control (MPC) in semiconduc-
tor manufacturing [55]. The use of simulations helped maintain stable operation under nonlinear
and stochastic plant dynamics. In [58], a DEVS model built on Matlab/SimEvent was used to ana-
lyze the fabrication process in a nuclear facility and evaluate efficiency. Plant models developed on
DEVS thus far capture the time-driven transitions of discrete states but do not include the machine
dynamics and are not real-time capable.
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II.1.1.2 Continuous Models of Machine Dynamics
Some key performance indicators of a manufacturing process can be modeled based on con-
tinuous dynamics. Robot, conveyor, and CNC machine dynamics can be modeled using differ-
ential equations to monitor state-variables and outputs. Different multi-body systems have been
modeled using equations of motion for kinematic and dynamic analysis [32]. A model of a 6-DOF
parallel robot built in SimMechanics allowed joint position as a function of time to be moni-
tored [133], [119]. In [64], a virtual CNC machine (including electrical and mechanical compo-
nents) was modeled to simulate position error over time. Component level dynamic simulations
have been used to simulate output variables given an input. In a CNC machine, motor torque
or current has been simulated given a position command [63]. Simulation tools for virtual com-
missioning in real-time can be used to visualize control action and machine dynamics [93]. This
approach has been used to reduce time in design and validation stages but is yet to be extended to
real-time performance monitoring to leverage the capacity to synchronize controller and simula-
tion.
When a system is better described by the evolution of continuous variables while operating
in a specific discrete state it can be modeled as a hybrid system. Sung et al. [22] developed a
framework for simulation of hybrid systems for high-level architectures using analog-to-event and
event-to-analog converters. The approach developed based on DES and CD identified the need
to study hybrid systems for machine-level applications [22]. A study of continuous dynamics
has been used for anomaly detection by monitoring residuals between expected and real values. In
[130] an anomaly detection algorithm based on modeling machines as hybrid systems and studying
residuals between the model and current values of continuous variables from the plant is presented.
However, these models are neither fully synchronized nor running in real-time.
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II.1.2 Manufacturing Systems Performance Analysis
The different performance metrics evaluated throughout a manufacturing system life cycle
are compared by Leung et al. [78]. In design and validation stages, performance metrics include the
possibility of deadlock, reliability, and quality. Once functionality of the process has been verified
and the manufacturing system is operational, performance is defined by productivity metrics such
as utilization, production rate, work-in-process (WIP) and part flow time.
Production metrics and machine health are often monitored by a Manufacturing Execution
System (MES) [59]. MES links Enterprise Resource Planning (ERP) with plant floor equipment to
monitor performance using Overall Equipment Effectiveness (OEE) and Key Performance Indica-
tors (KPI) [71]. The former combines availability, productivity, and quality in a single metric. The
latter is used to monitor product or process variables that characterize performance. In [83] ma-
chine downtime data was used to analyze severity of a fault based on availability impact, showing
the importance of monitoring machine-level performance to find the best maintenance policy in
parallel production systems. In [34], a data-driven KPI is developed to predict, diagnose, and eval-
uate the performance of an industrial hot strip mill. The mathematical model was implemented
to predict exit strip thickness as a function of process variables. These applications showed the
advantages of using a dynamic approach and the importance of data-driven decision making to
improve manufacturing performance and part quality. However, they do not provide an insight into
the expected performance in real-time.
Manufacturing system performance analysis is a complex problem. The interaction of mul-
tiple machines and buffers can be difficult to predict. Production System Engineering (PSE) has
developed an analytical solution to study throughput, WIP, and blockage and starvation for a sys-
tem operating under steady-state conditions with a single part type [79]. PSE models machines
using parametric distributions of productivity and reliability, along with buffer capacity, to identify
bottlenecks based on blockages and starvations. At a machine-level, this modeling method can
be implemented in other frameworks, and presents a systematic approach for process improve-
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ment. However, a PSE approach to modeling system-level interactions as Markov chains may fail
to capture the dynamics of a manufacturing system with different machines and multiple stages
processing various part types [80].
The importance of modeling and simulation of manufacturing systems to improve perfor-
mance is demonstrated in [56]. Results show how productivity of complex manufacturing systems
measured by OEE is affected by machine-level performance as described by cycle time, down-
time, and quality. Moreover, productivity is sensitive to machine location in the system. A detailed
analysis of the relationship between equipment timing and location over system-level performance
highlights the capability of simulation as a predictive tool for bottleneck detection and performance
diagnosis [91]. Nonetheless, the continuous machine dynamics are not included in the analysis,
and the concurrent analysis between the real and simulated systems is not discussed.
II.1.3 Plant Floor Automation and Data Extraction
Collecting information from the plant floor and calculating performance metrics in real-time
can be challenging without proper automation and control. Manufacturing systems generate a
large amount of data that can be used for performance analysis. Sensors, condition monitors, and
machines connected to the system-level controller generate data that is can be used in the estimation
of states and machine health. Communication between simulated and real environment can be used
to test extended versions of a manufacturing system [50]. In the real system, a Programmable Logic
Controller (PLC) often supports manufacturing control by coordinating tasks between machines or
devices based on a low-level logic program [131].
IIoT has grown in popularity for data extraction. In [128], MTConnect protocol was imple-
mented to extract state variables and outputs from machine controllers. Data from these state vari-
ables and simulation results were used to evaluate the most sustainable manufacturing setup [10].
However, MTConnect has been limited to machine-level data extraction. In [8] the implementa-
tion of IIoT in a manufacturing system with a focus on Radio Frequency Identifier (RFID) for data
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collection was discussed. An RFID tag carries process information that is used by the controller
to trigger the proper CNC and robot programs. In [141], plant floor data describing processing
tasks and parts was extracted using RFID. Information of discrete states was used to update a PN
model and trigger transitions in real-time. In [140] process time, quality, and cost calculations
helped manage the expectation of plant floor operations for reconfiguration. However, the data
extracted from the system was only the machine’s discrete variables (e.g.: machine states, events);
the continuous state variables while operating in a specific discrete state were not included.
Some of the challenges for implementation of IIoT are discussed in [122], where standard-
ization, security, and data synchronization are highlighted. The implementation of IIoT enables
moving data from the resource to application layer to identify, monitor, and manage manufac-
turing resources. However, the interaction between a real plant floor and a virtual plant model
using data extracted via IIoT was not discussed. Moreover, merging the two environment has the
potential to improve the performance analysis and control actions in manufacturing systems.
II.2 Hybrid Simulation Model
To effectively evaluate manufacturing system productivity and machine operations, a hybrid
model combining discrete and continuous parameters in real-time is developed. Machines are
modeled using discrete event systems with continuous dynamics. System-level behavior is studied
by extending the discrete event model to capture the interactions of multiple components such
as machines and buffers. This novel approach using real-time hybrid simulation to monitor and
assess manufacturing performance requires two steps: first, modeling single machines and system
interactions, and second, real-time synchronization of the virtual and real environments. Note: If
x is a variable in the physical domain, xˆ is the corresponding simulation variable.
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II.2.1 Modeling Machines and Interactions
Machines are modeled as hybrid systems to capture both discrete and continuous behavior.
Given that manufacturing equipment often operates on a discrete set of states with event- or time-
driven transitions, the asynchronous behavior is modeled as a Discrete Event System (DES). The
continuous dynamics (CD) inside some states are studied using differential equations to capture the
rate of change of certain variables in a synchronous model. Both discrete and continuous models
are then merged in a single simulation environment.
II.2.1.1 Discrete Models of Machines and Systems
In this dissertation we model manufacturing systems using the Discrete Event System Spec-
ification (DEVS) formalism [137]. The formalism models discrete-event systems based on inputs,
outputs, states, and transition functions. DEVS is based on two types of models: atomic and cou-
pled. The atomic models describe individual component behavior, while coupled models describe
the connection or interaction of several atomic components. An atomic model of each component
in the system is represented as a tuple A:
A = (U,Y,S , δint, δext,∆,λ, tadv)
where:
U = {ei1,ei2, ...} Set of inputs
Y = {eo1,eo2, ...} Set of outputs
X = {s1, s2, ...} Set of states
δint:S ×{tadv,∅} → S Internal transition function
δext:X×U → S External transition function
∆ = {δint, δext} Set of Transition Functions
λ : ∆→ Y Output function
tadv = {τ1,τ2, ...} Set of transition times
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Figure II.1: Atomic Model of a Machine With Time- and Event-Driven Transitions
Atomic models for event generators, buffers, and processors are presented in [53]. A machine
with event- and time-driven transition functions is defined as follows:
• δint(s j, τ j) = si defines a transition from s j to si after some time advance τ j.
• δext(si,ei) = s j defines an transition from si to s j given that input event ei has occurred.
• λ(δint) = eo defines an output function of transition δint which results an output event eo
• τ j is a random variable in space of probability distribution functions ξ over R+, so that τ j ∈ ξ.
For example, in Fig. II.1 the time to process a job (cycle time) and time to recover from a fault
(time to repair), are specified by the realization of the random variables τ1 and τ2 respectively.
Modeling machines requires a description of all possible states. A simple example of an
atomic model for a machine m with only three possible states is shown in Fig. II.1 and represented
by:
U = { jobin, f ault}





δint(Busy, τ1) = Idle
δint(Down, τ2) = Idle
δext =

δext(Idle, jobin) = Busy
δext(Idle, f ault) = Down
λ =

λ(δint(Busy, τ1)) = jobout
λ(δint(Down, τ2)) = ready
tadv = {τ1,τ2}
Buffers are defined by a set of states and the maximum capacity of parts in the buffer. An
example of a buffer B with two states (Busy, Free) and occupancy wb ∈ Z+ is shown in Fig. II.2.
Machine and buffer parameters such as states, transition times, and buffer capacity are based on
historical or experimental data and operation analysis.
System-level interactions are represented in a coupled model by specifying the interconnec-
tion of several atomic models. A DEVS coupled model is defined by a tuple G:
G = (U,Y, A,EIC,EOC, IC,S elect)
where U is a set of system input events, Y is a set of system output events, and M is a set of DEVS
atomic models (i.e: buffers and machines). Coupling relations EIC, EOC, IC represent machine
interconnections that are specified by the manufacturing process flow to map inputs and outputs.
EIC are external input couplings, connecting external or system-level inputs to component inputs.
EOC are external output couplings, connecting component level outputs to external outputs. IC
are internal couplings, interconnecting components output to other components inputs. S elect is a
tie-breaking function specifying hierarchy. Several examples are presented in [137]. An example
of a coupled model of two machines (M1,M2) and one buffer (B1) is shown in Fig. II.2. The set
of atomic models is defined by A = {M1,M2,B1}. The set of system-level input and output events
are defined by U = {u1} and Y = {y2} respectively. These events are defined as inputs and outputs
of m1 and m2, and their interactions are defined by EIC, EOC and IC.
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Figure II.2: Coupled Model of a Manufacturing System With Machines and Buffers
Given a string of inputs events Ei ∈ U∗ arriving at a rate Λ, the DEVS coupled model gen-
erates a string of output events Eo ∈ Y∗ after some time t. The number of arrivals and departures
Ni and No respectively, are defined by the length of Ei and Eo in the interval (0, t]. A common as-
sumption is that a system operates under steady-state conditions, so that as t→∞, Λ(t) converges
to a constant value Λ [21].
The focus of this chapter is to study manufacturing systems operating under non-steady-state
conditions with variable arrival rates (Λ(t)) of different events in the input string (Ei). Moreover,
performance metrics are monitored as a function of time and synchronization between the real
and virtual environments supports concurrent performance analysis. Given a timespan T , buffer
occupancy w of B number of buffers, system-level performance is characterized by Throughput ζ,
Work-in-Process β, and Yield defined as the ratio between throughput and arrival rate (ζ/Λ).
















Expected throughput (ζ(t)) and work-in-process (β(t)) can be used to identify system-level
features such as blockage and starvation, and calculation of Overall Throughput Effectiveness
(OTE) [91]. Moreover, machine-level variables such as transition times can be combined into
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performance metrics (e.g: availability, efficiency) to dynamically monitor OEE [3]. The effect
of machine transition times over system-level performance metrics will depend on the internal
couplings as defined by the plant floor layout or process flow (e.g: parallel or series subsystems).
II.2.1.2 Continuous Models of Machine Dynamics
Machine continuous dynamics (CD) are studied along with their discrete-state representa-
tion. The dynamic model captures parameters that can help evaluate machine performance given
the context of a specific input event. State-space variables and outputs are studied based on a deter-
ministic model. In the most basic form, machines can be studied as a system with input, outputs,
and state variables. The dynamics of a machine can be described by a differential equation of the
form x˙ = f (x,u, t), where x is the continuous state variable vector, u is the continuous input vector,
and t represents continuous time. For a machine with discrete states shown in Fig. II.1, given that
0< t < τ1, continuous input signals u(t) are related to input events in U, and x(t) describes variables
that operate in a state of S . Continuous state variables are studied in discrete-time at some time t
and a short time later t+∆t. Time is discretized at a fundamental step size ∆t so that state variables
are calculated at x(k∆t) where k ∈ Z+ represents the discrete-time unit. For an input signal u(k) the
machine dynamic model results in a vectors of n state variables x(k) and n′ outputs y(k).
x(k) = [x1(k) · · · xn(k)]T y(k) = [y1(k) · · ·yn′(k)]T
An example of a dynamic model of the actuator force T for an industrial robot arm rep-
resented as a kinematic chain. The inputs are the position in the world coordinate frame u =
{px, py, pz,rx,ry,rz}, the state variables are x = {q1, q˙1, ...,q6, q˙6}, and the output variable is torque
y = {T1, ...,T6}. The transformation from inputs to state variables is done using inverse kinematics,
and the output are calculated by [28]:
T = M(q)q¨+C(q, q˙)q˙+F(q˙) +G(q) + J(q)Tg (II.1)
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Figure II.3: Hybrid Discrete and Continuous Model
The model requires identification of key parameters such as joint inertia matrix M(q), Coriolis
and centripetal coupling matrix C(q, q˙), friction force F(q˙), gravity loads G(q), and state variables
{q,q˙} denoting position and velocity in the joint space respectively. Different machine models
have been studied in [133] or are available from the machine manufacturer.
II.2.1.3 Hybrid Model
Machine and system-level performance can be studied in parallel by merging discrete and
continuous models. In the hybrid workspace, a CD model is defined for set of discrete states. An
event triggers a state transition and dynamic action. Initiation of the continuous dynamic simu-
lation requires signal conversion from event-based to time-based along with input specifications.
For manufacturing equipment, the series of tasks or programs to perform in each state defines the
dynamic model inputs. As shown in Fig. II.3, an event ei1 in the discrete model triggers both a
transition from s0 to s1 and dynamic model initiation (set k = 0) simultaneously. At stochastic time
τ1 the DES transitions back to state so while the CD model runs until some deterministic time k∆t.
A hybrid model of a single machine given a single input event ei1 ∈ U results in discrete and
continuous outputs. The discrete output is a vector Ψ of cycle time. The continuous outputs are
matrices Θ and Γ of time-series vectors of state variables and outputs respectively.
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Ψ = [τ1] Θ = [x(1) · · · x(k)] Γ = [y(1) · · ·y(k)]
Discrete and continuous models differ in the way time is managed. DES is asynchronous
and skips time intervals where the machine status does not change. CD are synchronous and are
studied in discrete-time. Discrepancy between DES and CD running time are solved by synchro-
nizing the hybrid model to run in real-time, as described in the section II.2.
II.2.2 Real-time Synchronization
In this chapter the term real-time refers to "true" or "wall clock" time while concurrent refers
to actions developing at the same time in both real and virtual environments. This novel approach
to monitor manufacturing system performance requires synchronization of the virtual environment
to run in real-time and concurrent to plant floor operations. The latter is accomplished by monitor-
ing the string of events from the physical system representing the production sequence or schedule
and using them as inputs to the model. Having the simulation running in real-time under the same
operational context as the plant floor enables direct comparison between the virtual and real envi-
ronments for performance analysis.
Figure II.4: Analysis Framework With Real and Virtual Environment
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Real-time execution of the virtual environment is achieved by creating a virtual controller
that emulates the time progressing, and supervisory actions over events and signals of the real
controller. During simulation, time advances at constant steps. The validity of simulation outputs
will depend on both model accuracy and computation time length. It is important to define a
time-step and solver that prevent an "overrun" defined as computation of variables and outputs
exceeding real-world time of the system at a certain state.
A detailed description and comparison of solvers is discussed in [117]. Step size provides
a metric to analyze simulation time. Smaller step sizes lead to longer simulation times with more
accurate results. To assure the outcome of the simulation is not compromised by the time-step
size, first run the simulation using variable step size, then find the minimum step size requirement
throughout the simulation running time. Fix the step size to the obtained minimum and re-run
the simulation. Finally evaluate output accuracy and running time. Inappropriate selection of
the solver, step size, or a non real-time capable model can cause the solver to skip solutions at
a specific time-step and create gaps or discontinuity in the continuous dynamics of the machine.
Discontinuities in state variables can be detected based on zero-crossing detection [123].
Synchronization between the real and virtual environment is accomplished by capturing a
string of events from the plant floor PLC and using these events as inputs to the simulation. Discrete
and continuous signals used by the PLC for control actions can be captured and extracted by an
IIoT adapter connected in the control network. Using these signals in the simulation requires plant
floor data to be mapped to events. A simple example is a presence sensor that enables signals to
be mapped to an input event jobin shown in Fig. II.1. The IIoT adapter converts plant floor signals
into data packets. In the virtual environment, the DEVS event generator model is configured to
read and interpret the packets and create events that initiate the simulation. Control actions for
events such as change of state, task, or specific trajectory in the simulation can be programmed in
the virtual PLC. Using plant floor events as inputs in the model assures concurrent execution of the
simulation so that both real and virtual environments operate in the same context.
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In this research we use Rockwell Automation’s RSEmulate to emulate a PLC operation and
SimKit to describe the interaction between the emulated PLC and simulation [92]. Discrete and
continuous signals are extracted from the real PLC using Rockwell Automation IIoT adapter and
are interpreted by the simulation using Matlab. As shown in Fig. II.4, data streams from both the
simulated and real system enable real-time analysis.
II.3 Shop Floor Performance Analysis
Machine- and system-level performance assessment is based on residual analysis. Imple-
mentation requires plant floor data extraction of performance metrics and machine variables. In
this section we discuss our data extraction strategy from the real system, and the performance
analysis rules based on comparing plant floor and real-time simulation data.
II.3.1 Shop Floor Integration
In an automated manufacturing system, a PLC serves as supervisor or system-level con-
troller coordinating tasks based on machine states and Input/Output signals. Data from sensors
and machines can be stored temporarily in "tags", an in-memory location. Tags can store binary
or numeric values required for performance analysis. The integration between plant floor and
simulation is requires monitoring discrete and continuous signals
• Discrete signals: Events and states are monitored based on binary signal values from a sensor.
Common automation components such as presence sensors can be used to identify part arrival or
departure events based on enable or disable signals.
• Continuous signals: State variables and outputs can be monitored based on digital signals. Data
from condition sensors such as encoders, current transformers, temperature or pressure sensors is
used to monitor machine continuous variables in discrete-time.
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Machine-level performance analysis is based on studying the actual transition times τ j to-
gether with time-series matrices of state variables Θ and outputs Γ. Assuming that machine states
can be monitored by the system-level controller, τ j is obtained by monitoring the time that a binary
signal from the machine is enabled while in state s j. State variables Θ and output variables Γ are
monitored during the time interval 0 < k∆tR ≤ τ j, where ∆tR is the fundamental time-step of the
real system determined by the PLC scan rate.
System-level performance analysis requires monitoring of real buffer occupancyw and through-
put ζ. At a specific time, the number of units stored in the buffer w(t) is obtained either by direct
measurement or calculation w(t) = Ni(t)−No(t). Throughput is obtained by calculating the number
of parts produced per unit of time.
Considering the effect of machine-level timing over system performance [56] [91], variables
at both machine and system-level are temporarily stored in tags for later extraction. For example,
transition times τ1 and τ2 are monitored to estimate machine availability which can affect the
system throughput.
As noted earlier, we use an IIoT agent to extract data from the PLC. The advantage of ex-
tracting the PLC data is that multiple tags containing information from different machines can be
combined into a single data packet. Packets are sent to a local repository for analysis as shown in
Fig. II.5. Machine- and system-level performance metrics are evaluated based on real tag values
and simulation results.
II.3.2 Productivity and Health Analysis
Analyzing productivity and health in a manufacturing system with variable demand of differ-
ent parts processed across multiple machines can be challenging. Here is where the synchronous
interactions between the real and virtual environments gains importance as the simulation provides
insight into the desired performance at both the system- and machine- levels at any point in time.
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Figure II.5: Data Flow
Figure II.6: Real and Virtual Environment
The novelty of this chapter is the development of a framework that enables the comparison
of plant floor data with real-time simulation data to analyze performance at both machine and
system-levels. For the zth event on a string, we monitor discrete variables such as cycle time
τ1, continuous state-variables Θ and output-variables Γ, given a discrete time-step k. Multiple
strategies can be used for performance analysis. In this chapter, we discuss a few of the possible
multivariate analysis techniques that leverage real-time data from the real and virtual systems. At a
machine-level, residuals of discrete and continuous variables are studied for performance analysis.
At a system-level, a geometric framework to analyze residuals of production metrics is proposed.
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II.3.2.1 Machine-Level Performance Analysis
Given a string of input events Ei, we monitor residuals of discrete and continuous variables
for each event in the string.
• Discrete variables: The difference between transition times of a real machine τi and virtual
machine τˆi to process the zth event in the string, is calculated as:
rτi(z) = τi(z)− τˆi(z) (II.2)
• Continuous variables: The difference between the time-series of the state variables (Θ, Θˆ) and
outputs (Γ, Γˆ) generated by the real and virtual machines when processing the zth event in the string
are evaluated. Consider that the length of a time-series matrix obtained from the real and virtual
systems k and kˆ respectively are not necessarily the same (k 6= kˆ). The Dynamic Time Warping










The analysis is based on monitoring vector r for each event in Ei and a substring of Ei defined
by a sliding window v. Performance evaluated by detecting outlier.
• Outliers detection: A set of historical or experimental values of machine variables under normal
operation define the range of allowable variation. Limits are calculated based on 95% confidence
intervals of the covariance matrix. Outliers are detected using Olive-Hawkins method [100] and
Mahalanabis distance D(z) from a cluster in a multivariate space:
D(z) =
√
(r(z)− r0)TΣ−1(r(z)− r0) (II.5)
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where r(z) = [rτi(z),rΘ(z),rΓ(z)] is a vector combining residuals of: transition time, state variables,
and outputs for the zth event. Σ is the robust covariance matrix, r0 is a vector that identifies the
cluster centroid. An example of the 95% confidence interval ellipsoid for a three dimensional
residual cluster is shown in Fig. II.4
• Distribution Analysis: In this section we use Kernels, a non-parametric probability density func-
tion (pdf). Kernel Density Estimation (KDE) is an iterative process that does not require prior











where (r(1),r(2), ...,r( j)) ∈ v are experimental or historical sample data of sliding window v, h is a
smoothing parameter, and K is the kernel. Kolmogorov-Smirnov (KS) test is used to compare two
sample KDE of residuals [27]. The distance between distributions of consecutive sliding windows
is used for hypothesis testing. The null hypothesis that both samples come from a common distri-
bution is evaluated for 95% confidence intervals. A rejection of the null hypothesis identifies an
abnormal distribution of residuals.
II.3.2.2 System-Level Performance Analysis
Productivity metrics such as throughput (ζ) and Work-in-Process (β) are key performance
metrics [79]. We use synchronous simulation as a reference to monitor these metrics for a man-
ufacturing system operating under non-steady state conditions. To the best of our knowledge, no
closed form equation exists to model manufacturing systems, or to correlate performance metrics.
A geometric framework for detecting "faults" and estimating possible root causes is defined.
The direction of the residual vector provides insight on possible fault types, while length is propor-
tional to the fault magnitude. Directional residual analysis has been studied in Fault Detection and
Isolation (FDI) [60]. However, in this section a residual vector is not decomposed into known fault
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vectors for isolation. Nonetheless, expert knowledge can use residual analysis of a multivariate








Considering that the simulation outputs are generated in real-time and concurrent with the
plant floor operation, residuals describe deviation from the expected performance. For example,
an increase on throughput residual (rζ(t)) and Work-in-process (rβ(t)) can describe changes in the
bottleneck location.
II.3.3 Shop Floor Management
Having a reference of expected performance or OEE metrics in real-time and under the same
operational context of the plant can support shop floor management and decision making. As
shown in Fig. II.4, direction and magnitude of the system-level residual vector can help iden-
tify issues such a bottleneck shift or process delays causing starvation and negatively impacting
throughput. To support shop floor management, changes in system throughput detected by rζ(t)
can be traced back to shifts in machine transition times rτi to identify delays on cycle time or time
to repair. Management can then assess the need for additional resources on a specific task, changes
in the process flow or creation of new workstations [7] [56].
The root cause of machine under-performance can be identified by analyzing the residuals
of continuous input (rΘ(z)) and output (rΓ(z)) variables (e.g.: velocity, torque). Moreover, the
residuals of continuous input and output variables can be used to assess machine health. The need
for a maintenance action could trigger a change on the work schedule of specific machines or part
re-routing [9].
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II.4 Implementation and Evaluation
A hybrid simulation of an automated manufacturing testbed installed at the University of
Michigan was built to run in real-time. The physical testbed is equipped with two Fanuc robots,
four Denford CNC milling machines, and a conveyor loop [73]. The system is controlled with
a Rockwell ControlLogix PLC connected over Ethernet/IP. The PLC receives input signals from
the robots, a Variable Frequency Drive (VFD) controlling conveyor speed, and sensors installed in
different locations across the conveyor. Parts are transported by the conveyor on pallets. As parts
go through the system, sensors are triggered to initiate logic-driven operations embedded on the
PLC such as a robot pick-and-place action and CNC machining.
We modeled the testbed in Matlab/Simulink environment using the framework described in
section II.2.2. Data from the testbed and simulation were collected in real-time. Machine and
system-level performance were evaluated following the analysis described in section II.2.3.
II.4.1 Modeling Manufacturing Systems
Machine- and system-level interactions were modeled in a Matlab/Simulink environment.
II.4.1.1 Machine-Level Model
DES models of CNC machines, robots, and conveyors were created using SimEvents and
StateFlow after identifying possible states, inputs, outputs, and transition times. A DES model
for a single CNC machine is shown in Fig. II.7. As represented in the DEVS formalism example
shown in section II.2.1, transition times τ1 and τ2 are scalars representing cycle time and repair
time respectively are generated given random variables τ1 and τ2.
Machine dynamics were simulated using SimMechanics. A parametric model of a 6 Degree-
of-Freedom (DoF) robotic arm was created based on geometry and material information from a 3D
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Figure II.7: Single Machine Discrete-Event Model
model. Trajectory requirements for a specific task such as pick-and-place in the robot workspace
was transformed to position commands in the joint state space based on inverse kinematics using
Matlab Robotics Toolbox [28]. The model inputs were commanded joint position, velocity, and
acceleration, and the model output was joint torque. An example of a single joint model is shown
in Fig. II.8.
Figure II.8: Robot Joint Model
II.4.1.2 System-Level Model
Machine interactions were defined based on coupling relations between Input and Output
events. To capture productivity metrics, parts were abstracted as events moving between machines
given a specific process flow. For this case study, a single part type modeled as event ei1 was pro-




Real-time synchronization is done by the selection of a proper solver and time-step size for
the simulation, using Rockwell RSEmulate to define a virtual PLC and control logic, and SimKit
to define the interactions between the virtual controller and simulation. We first ran the simulation
using variable step size and solver ode23t (Dormand-Prince) to assess the required step size and
computation time. Then we fixed the time-step size and re-ran the simulation to evaluate output
errors and no zero-crossing events. Lastly, we assessed simulation results using a fixed time-step
size and a less computationally expensive solver, ode4 (Runge-Kutta). Then the simulation was
integrated with a virtual PLC created using RSEmulate by correlating PLC logic to simulation
parameters using SimKit. The integration of Simulink, SimKit, and RSEmulate support real-time
execution of the simulation. Synchronization can be accomplished by extracting events from the
real PLC via Rockwell IIoT adapter and using them as inputs in the simulation to assure concurrent
operation between the virtual and real environments.
II.4.2 Plant Floor Performance Analysis
For analysis, we compared data from the real and virtual testbed. Data from the real testbed
was collected from the PLC using and IoT adapter. Data from the virtual testbed was generated in
real-time. Both real and virtual datasets were analyzed to assess performance.
II.4.2.1 Plant Floor Integration
Plant floor data was collected using an IIoT adapter. Variables for performance analysis were
temporarily stored on tags inside the PLC. Data was collected in discrete time based on the PLC
scan rates that defined the fundamental step size ∆tR = 100ms. Discrete variables such as transition
time (τ1) were monitored using a "Timer-on-Delay" (TOD) function. To control transitions in the
CNC machine, additional logic was added on the PLC to trigger and monitor CNC tasks. The
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machining task and TOD was initiated by a binary signal from the PLC. Once the machining task
was completed, the CNC sent a binary signal back to the PLC that stopped the TOD. Cycle time τ1
was computed by the PLC logic as the accumulated time in the TOD. For our implementation, an
IIoT agent in the control network connected to the PLC collected and sent variables in data packets.
Continuous variables in Θ were extracted from machine controller. Robot position data in the
machine controller was defined as a monitoring variable. Data was extracted by writing a computer
program based on Fanuc’s PC Developer Kit (PCDK) that enabled Ethernet communication from
a desktop computer to the robot controller to monitor pre-defined variables. During a part moving
task, data from the robot controller extracted at a fundamental step size ∆tR = 100ms were sent to
a repository. Figure II.6 shows the integration between real and virtual environment by sending
external events from the testbed into the simulation and sending data packets containing discrete
and continuous variables into the common repository.
II.4.2.2 Performance Analysis
Our case study was based on univariate and multivariate analyses of different performance
metrics. For CNC machines, we monitored cycle time, the time that the machine was in state
"Busy" while processing a part. For Robots, we monitored cycle time and state variables, the time
in state "Busy" while performing a pick-and-place operation, and position in the world coordinate
frame
Milling Machine Univariate analysis for productivity assessment was done based on cycle times
τ1 and τˆ1. Transition time residual rτ1 was calculated using (2). τˆ1 was obtained from a DES
model after identification of states and transition times pdf from 50 cycles under normal operation.
A string of 50 input events (ei1) was sent to both real and virtual machines. For testing purposes,
the feedrate of some cycles was randomly changed to simulate an anomaly. Testing results are
summarized in Table II.1.
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Table II.1: Testing Summary
Cycles %Feedrate Avg. τ1 (s) Std. τ1 (s)
1-25 50 198.4 1.3
26-30 40-60 197.7 7.7
31-45 50 198.8 1.1
46-50 60-70 190.8 3.0
Performance analysis was based on distance using Eq. (5). Figure II.9 shows cycle time
residual distance from the cluster centroid for each event. Events outside the 95% confidence
interval were labeled as outliers. Changes in feedrate affected the cycle time residual and can be
detected using the proposed framework.
Figure II.9: Mahalanabis Distance of Cycle Time Residual
To study distributions, we used a sliding window of 5 samples. For each window we es-
timated a kernel using Eq. (II.6). A two-sample KS-test was performed between subsequent
windows to evaluate statistically significant differences between the two distributions. The distri-
butions and p-values for each time window are shown in Fig. II.10 and Table II.2 respectively.
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Figure II.10: Box Plot of Cycle Time Residual
Table II.2: Two-Sample KS-Test Result
Window # 1 2 3 4 5 6 7 8 9 10
p-value 0.679 0.963 0.809 0.660 0.679 0.044 0.122 0.152 0.784 0.002
Condition OK OK OK OK OK NO OK OK OK OK NO OK
Changes in either the mean or distribution of the cycle time residual could have a negative
effect on system throughput. Reduction of mean cycle time as detected in window number 10 from
Fig. II.9 could increase work-in-process causing a blockage in the system. A change in cycle time
distribution as detected in window number 6 from Fig. II.9 can affect idle time of subsequent op-
erations. Under-performance of the system that is captured by machine and system-level residuals
can lead to improvements in plant floor control actions determined at the managerial level. For
example, the identification of an important residual could lead to a change in the conveyor speed,
production routing or schedule of a maintenance action.
Robot A multivariate analysis for productivity and health assessment was done based on cycle
time τ1 and state-variables during a pick-and-place task from the conveyor to the CNC machine.
The task was programmed in the real robot (Fanuc M6i-B) using the teach pendant and initiated
by a signal from the PLC (e.g., part available for pick-up at CNC). End-effector position of the
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real robot was extracted from the robot controller at a scan rate of ∆tR = 100ms. End-effector
position of the virtual robot was computed at a fundamental time-step ∆tV = 10ms. A simulation
of the virtual robot operation was initiated by an input event and trajectory. Figure II.11 shows the
trajectory in each coordinate axis for both the real and virtual robot.
Figure II.11: Fanuc M-6iB: Physical and Virtual model
Position data was collected over 75 cycles. To simulate an anomaly, the trajectory of some
cycles in the real robot were modified to add a jerky motion and trajectory changes. We compared
the temporal position vector of each axis (XYZ) by overlapping output signals from the physical
robot with the simulated trajectory. Due to differences in time-step size between the real (∆tR) and
virtual (∆tV) robots, and variable cycle times of the real robot, the position vectors had unequal
length. As shown in Fig. II.11, the simulated and real trajectories have some differences in the
number of samples due to differences in time-step size. However, we expect to capture anomalies
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on state-variables as long as the simulated values are obtained at a smaller time-step than the values
sampled from the real robot ∆tV < ∆tR. Differences in the location of features in the trajectory
between the real and virtual robots are caused by minor discrepancies in the robot geometry. DTW
was used to normalize and align features in the temporal position vectors. The residual between
time-series (Θ, Θˆ) was computed using Eq.(3). Statistical analysis aimed to monitoring changes in
the expected residual rather than absolute changes. This approach reduces noise from the expected
variation between the simulation and real systems.
Abnormal cycles with changing trajectories were identified using a multivariate analysis ap-
proach with cycle time residual rτ and state-variables residual rΘ. The proposed framework was
able to detect changes in the trajectory, even when those changes had little effect on cycle time.
Fig. II.12 shows the residual analysis and 95% confidence interval; outliers were detected based on
distance from the cluster centroid for all abnormal cycles. Moreover, outliers in position residual
can be used as indicator of machine health, to identify the need of a maintenance action. Changes
in position accuracy for robot operation might be of particular interest in welding or machining
operations.
Figure II.12: Residuals of Trajectory and Cycle Time for Outliers Detection
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II.5 Summary
This chapter presented a mathematical framework for real-time modeling and synchronous
simulation of a manufacturing plant at both the machine- and system-levels. The hybrid model
presented here merges discrete and continuous variables at the machine-level and considers the
interactions at the system-level. This novel approach leverages Industrial Internet of Things (IIoT)
to monitor events on the plant floor and synchronize the real and virtual environments. Enabling
the virtual environment to run in real-time and in the same context as the plant can help direct
comparisons of expected performance metrics at any given point in time.
This chapter advances the state-of-the-art in hybrid modeling, simulation, and real-time syn-
chronization along with the necessary techniques to analyze the performance of manufacturing
systems. The proposed approach was demonstrated on a physical testbed equipped with CNC
machines, conveyor, and robots using IIoT for data extraction. A DES model of equipment was
built using SimEvents, while the CD of a robot were modeled using SimMechanics. Plant floor
information was extracted using a Rockwell Automation IIoT adapter. Performance regarding ma-
chine cycle time and continuous variables were compared in the real and virtual environments to
analyze residuals. The experimental validation of this framework demonstrated how to evaluate
performance and detect anomalies in different machines. The research presented in this chap-




Anomaly Detection and Diagnosis on Cyber-Physical Manufacturing Systems
This chapter presents the research work published in [111] [112] which extends the state-of-
the-art in anomaly detection and diagnosis for condition monitoring of manufacturing equipment.
Equipment and process monitoring play a key role in manufacturing. Anomaly detection has
arisen as a critical first step in monitoring machine, part, and process to support health monitoring,
scrap avoidance and process optimization. Root cause diagnosis focuses on finding the cause of
abnormal behavior with as much detail as possible to determine the location, and size of a fault.
In manufacturing machines, proper anomaly detection and diagnosis represents a challenge partly
due to machine interactions, multiple operational states, and similarities between symptoms of
different failure modes.
Anomaly or fault detection has been extensively studied using both physics-based [60] and
data-driven [1] [39] models. A comparison between both modeling strategies showed that both
have advantages and disadvantages and a single model might fail to capture all the machine op-
erating conditions [36]. The goal of this chapter is to answer the following questions: 1) How
to detect anomalies considering the different machine-part interactions? 2) How to improve the
diagnosis of anomalies by considering the operational context in classification algorithms?
Recent advances in machine communication, data extraction and real-time analysis have
enabled development of cyber-physical systems. A cyber-physical system is defined by the in-
tegration of cyber and physical components such as communication and control networks, sen-
sors, and actuators in a multi-layer architecture [76]. In this chapter, a novel approach to model
manufacturing operations as a hybrid system is presented. The model leverages local computing,
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communication, and control for CPS in manufacturing to estimate discrete states and continuous
variables.
An anomaly detection and diagnosis framework merging sensor data, context information,
and expert knowledge was developed in [111] [112] with three main contributions:
The first contribution of this chapter is a mathematical framework for modeling Cyber-
Physical Manufacturing Systems (CPMS) merging both physics-based and data-driven models.
The framework is based on a hybrid model combining discrete states of operational context and
continuous dynamics.
The second contribution of this chapter is to develop a framework for anomaly detection
and diagnosis based on context-sensitive adaptive threshold limits combined with context-specific
classification models and knowledge-based rules.
The third contribution of this chapter is an experimental demonstration of the proposed
framework to detect and diagnose anomalies contained within the part, machine, and process of a
machining operation considering the context information
The remainder of this chapter is organized as follows. Section 1 provides background on the
research area. Section 2 defines the modeling framework providing details of discrete states and
continuous dynamics. Section 3 describes the anomaly detection and diagnosis methods. Section 4
presents a case study to validate the approach for anomaly detection and diagnosis in a machining
application. Finally, Section 5 concludes the chapter and discusses other applications.
III.1 Background
In this chapter, an abstract model of manufacturing operations studied as Cyber-Physical
Manufacturing Systems (CPMS) is presented for anomaly detection and diagnosis.
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III.1.1 Cyber-Physical Manufacturing Systems
A cyber-physical manufacturing system (CPMS) is composed of cyber and physical compo-
nents. The cyber component includes data, control algorithms, and communication networks. The
physical component includes machines, robots, and actuators interacting with a product as part of
a manufacturing process. The analysis of CPMS requires data extraction and model development.
III.1.1.1 Data extraction
Communication networks in manufacturing have evolved over time from the transfer of a
simple binary signal to a complex exchange of messages and variables in “bus" architectures.
Recent developments in Ethernet Industrial Protocol (I/P) for machine-machine communication
have enabled data exchange between different machines on the manufacturing floor. Some of the
most common protocols for data extraction are OPC-UA and MTConnect. Both protocols aim
to standardize information exchange in a hierarchical fashion to enable machine controller data
extraction. OPC-UA is more flexible when dealing with multiple machines in a system [124],
while the MTConnect protocol has been developed specifically to extract controller data from
CNC machines [127].
To model and study CPMS, information about the machine and physical process is needed
to create an abstract representation. Extraction of the required sensor data and context informa-
tion can be accomplished by setting up a message gateway from a local controller to a server.
These messages contain data from sensors monitoring continuous variables, binary signals, ma-
chine states, and event occurrences. In [24] a CPS model of a CNC machine tool was developed
by extracting energy consumption and instruction codes from the controller using OPC-UA. Elec-
tric current consumption data has also been used to improve manufacturing sustainability using
MTConnect [129]. However, the capability of extracting sensor data and context information to
provide insight into machine operations has not been fully developed for anomaly detection.
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III.1.1.2 Modeling Cyber-Physical Manufacturing Systems
Cyber-Physical Systems are often modeled as hybrid systems based on both discrete and
continuous variables. Different formalisms have been used to model hybrid systems such as hybrid
automata or Finite State Machines (FSM) and hybrid Petri-nets. The formalism can be seen as
the “semantics" linking the cyber and physical domains. In [17] different formalisms and tools
to model CPS are discussed and compared. Physics-based models have been developed using
the identification of states based on observed data without the need for prior knowledge [38].
Energy consumption has also been studied to generate a hybrid timed automaton based on historical
data for estimation of expected behavior [99]. However, for many manufacturing applications,
information about the control strategy can be combined with expert knowledge to improve both
physics-based and data-driven models.
Analysis of CPMS in industry has had a wide range of applications such as process con-
trol, manufacturing planning and scheduling, condition monitoring, and network reconfiguration.
In [116] system level control of CPS for decision making shows how the implementation of com-
munication networks and cloud computing can improve flexibility of material handling systems.
Anomaly detection models have also been improved by studying CPS given that more data is made
available for process monitoring. Different models have been suggested, however many seem to
converge on a hybrid model based on discrete and continuous variables. An algorithm to specify
a hybrid automaton based on historical data is presented in [99]. However, applications are still
limited, and expert knowledge is needed for diagnosis in cases where results require operational
context considerations.
III.1.2 Anomaly Detection
In manufacturing, anomaly and fault detection on machine tools has been extensively studied
using both physics-based and data-driven models. The former is based on a mathematical model
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representing physical parameters and machine dynamics. The latter is based on statistical analysis
of historical data. In [60], physics-based models for fault diagnosis were developed for different
machines and actuators by monitoring the difference between real and expected values of state
and output variables. However, case studies show implementation challenges due to changes in
the machine dynamics and increase in signal noise during the manufacturing operation caused
by the machine-part interactions. In [57], fault diagnosis of linear drives subject to system noise
was improved through the use of Kalman Filters. However, model uncertainties and noise are not
considered.
Data-driven models often implement machine learning to build a regression or classification
model. In [14] a data-driven model for fault detection was developed using joint motor torque data.
The study focused on changes in data distribution caused by a fault. The model used historical
data from a repetitive task under the assumption of constant trajectory and working conditions.
Faults have also been detected by evaluation of states of the plant and a DES model of fault-free
behavior at any point in time [109]. Supervised machine learning, where knowledge of data class,
source, or condition is used by the classification algorithm, has proven to be an effective tool for
diagnosing anomalies. Nonetheless, selection of the proper clustering and classification algorithms
for studying time-series data should be based on the type of data and application [84].
Limit-based methods for anomaly detection often require consideration of the impact of
false positives and false negatives (type I and type II errors respectively). This consideration can
be based on cost [97] [74] or risk [42] [31]. In manufacturing, the risks associated with part or
process anomalies are evaluated using Failure Mode and Effect Analysis (FMEA) [43]. However,
the ability to assign risk for specific threshold limits often requires expert knowledge.
Efforts to model the dynamics and operations of CPMS have been constrained to physics-
based or data-driven models. Moreover, anomaly detection and diagnosis methods often do not
consider the different machine-part interactions. However, new data extraction technology such as
IoT has granted access to context information that can complement both modeling strategies and
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anomaly detection and diagnosis algorithms. This chapter aims to improve modeling and analysis
of CPMS for anomaly detection by using context information extracted from machine and system
level controller.
III.2 Modeling Cyber-Physical Manufacturing Systems
The interconnection of information management systems and plant floor data has set the
ground work for modeling and analysis of Cyber-Physical Manufacturing Systems. Information
from the cyber domain, data from the physical domain, and expert knowledge can be combined to
develop new abstractions of manufacturing machines and processes. In this section, we describe an
approach to model a cyber-physical manufacturing system as a hybrid system, merging contextual
information about the part, machine, and process with sensor and controller data and knowledge-
based models. The development of the hybrid system model requires three steps: identification of
Global Operational States (GOS), identification of Continuous Dynamics (CD) models, and defi-
nition of the hybrid system by specifying the CD for each GOS of the manufacturing operations.
III.2.1 Discrete States
Global Operational States (GOS) represent the discrete set of states characterized by the
operational context of the machine. In this chapter we define GOS as the combination of functional,
dynamic, and interactive states identified using implicit process descriptors and explicit process
descriptors.
III.2.1.1 Implicit Descriptors
Implicit descriptors require interpretation of machine data and control logic by an expert to
provide context. The implicit descriptors are defined as states in different domains: Functional (F),
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Dynamic (D), and Interactive (I) using Discrete Event System Specification (DEVS) [138]. Each
domain is represented in an atomic model defined as a tuple H.
Hi = (Ei,S i, δi) for i ∈ F,D, I where:
Ei = {e1,e2, ...} Set of events
S i = {s1, s2, ...} Set of states
δ : S ×E→ S Transition function
Functional The functional domain is defined by the working conditions of the machine based on
states and events.
• Functional state: A qualitative aspect that captures the working condition of the machine. The
functional states can be defined from the control logic based on a discrete set of conditions in
which the machine can be operating (e.g.: idle, stand-by, positioning, processing, changing tool,
setup).
• Functional event: An instantaneous occurrence that causes a transition from one state to another.
Functional events can be determined by changes in digital signals or adjacent machine states (e.g.:
part arrival, e-stop pushed).
Identification of functional states requires some information about the control system. This
information can be in the form of a Finite State Machine (FSM) or control logic in the PLC. Expert
knowledge may help identify the states, events, and transitions relevant for anomaly detection.
Dynamic The dynamic domain is defined by the type of motion of the different actuators during
a manufacturing process.
• Dynamic state: Defined as a quantitative aspect of the machine operation such as velocity. The
behavior of continuous variables is bounded within specific ranges to define a discrete set (e.g.:
constant speed, accelerating, stopped).
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• Dynamic event: An occurrence defined by rising or falling of a continuous state variable or its
derivative beyond a specific limit. Dynamic events can be detected by monitoring changes in signal
descriptors such as mean or slope, or root mean square (e.g.: velocity or acceleration changes).
Dynamic states can be defined based on ranges of velocity, acceleration, or deceleration.
Events or transitions can be detected using change-point detection [67]
Interactive The interactive domain is defined by the type of contact between the machine and
the part.
• Interactive state: A description of the tasks or processes during a manufacturing operation based
on the machine effects on the part (e.g.: “cutting air", face milling, drilling).
• Interactive event: A change in the machine-part interaction characterized by a specific pattern
in the time-series data. An interaction event eI can be described by a matrix of machine output
signals describing a specific pattern (Ypat) (e.g.: rise and fall of electric current when a machine
starts cutting a part) eI = [Ypat(1)...Ypat(n)]T .
In a manufacturing process, machines interact with a part in multiple ways. The nature of
these interactions affects machine output signals differently. An understanding of the interactions
can aid anomaly detection and diagnostic processes. Identification of interactive states and events
requires knowledge of the manufacturing process to identify data patterns. Given a matrix of
continuous output variables G = [Y(1)...Y(m)]T collected during a manufacturing operation, the
time instance when eI has occurred can be obtained using the search algorithm in [111].
The functional, dynamic, and interactive states provide context information about the man-
ufacturing process. The combination of all possible states from each domain can result in state
explosion. However, some combinations are unfeasible (e.g., idle, constant speed, face milling).
A data- or knowledge-driven approach can help reduce the number of possible combinations to
consider. Knowledge of the control logic or the manufacturing operation can support limiting the
number of combined states to a feasible set.
50
III.2.1.2 Explicit Descriptors
Explicit descriptors extracted from the machine or system level controller provide context
information without the need for expert analysis. The explicit descriptors are defined by the part
(p), the tool (t), and the process step (s).
Part A number identifying the type of part being processed is often available in the system level
controller. Considering that modern machines have the ability to process different parts, extracting
part type information allows one to differentiate between materials, geometries, or features when
defining operational context.
Tool A number identifying the tool used in the manufacturing process is often available in the
machine level controller. Considering that a machine could use different tools in a manufacturing
process such as cutting tools on a CNC, or end-effectors on a robot, differentiation between tool
size, geometry, or material can provide context information about the manufacturing operation.
Process step A number identifying the specific step in a manufacturing process is often available
in the machine level controller. Identifying the specific step in the process provides information
about the task a machine is performing, which could be related to G-code instruction within a CNC
machine or a moving instruction to a robot.
Machines are typically able to process various part types, operate with different tools, and
perform a large number of process steps. However, the manufacturing operations for a specific part
type are often limited to a finite number of tools and process steps. Expert knowledge can help
identify the relationship between the explicit descriptors.
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III.2.1.3 Global Operational State
The abstraction of manufacturing equipment as a CPS requires machine and system level
controller data (e.g.: continuous variables, discrete states of adjacent machines, internal and ex-
ternal events, part, tool, and process step) collected in discrete-time given a fundamental timestep
∆t. Variables are monitored every k∆t where k ∈ Z+ represents the discrete-time unit. In this
chapter, we define the CPS abstraction at a machine level as a coupled model describing a Global
Operational State (GOS).
GOS (k) = [S F(k),S D(k),S I(k), p(k), t(k), s(k)]
For every timestep k the GOS is defined by implicit descriptors given S F(k), S D(k), and S I(k)
representing functional, dynamic, and interactive states and explicit descriptors as defined by
p(k), t(k), s(k) describing part, tool, and process step respectively. The operational context of
the machine then is studied based on a set of states represented in GOS = {GOS 1,GOS 2, . . . }.
For example, if the machine is idle while waiting for a part to be loaded one can define GOS 1 =
{Idle,S topped,NoInteraction,0,0,0}. Once a part with ID number 1 has been loaded, tool number
5 is installed, and the manufacturing operation is initiated with process steps number 1, one can
define GOS 2 = {Processing,Accelerating,NoInteraction,1,5,1}
III.2.2 Continuous Dynamics
The continuous dynamic model captures state and output variables in continuous time. In
the most basic form, the machine dynamics can be captured in a differential equation of the form
x˙ = f (x,u, t) and y = h(x,u, t) where x ∈ Rn, y ∈ Rm, and u ∈ Rq represent state, output, and input
vectors respectively. The functions f (·) and h(·) describe the evolution of continuous state and
output variables. The proper structure of f (·) and h(·) to capture the machine dynamics can be
represented in a white-box, grey-box, or black-box model.
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III.2.3 Hybrid Model
In this chapter we define a model of the continuous dynamics of a machine while operating
in a specific context. Combining the discrete state and continuous dynamics into a model leads to
a hybrid system representation defined by the tuple M
M = (GOS,U,Y,X,F,H), where:
- GOS represents the discrete set of Global Operational States
- U is the continuous input space of the system in which the continuous input variables u take their
values. For our purpose U ⊂ Rm
- X is the continuous state space variable where X ⊂ Rn
- Y is the continuous output space of y where Y ⊂ Rq
- F : GOS×X×U→ TX is the mapping of U and X into TX that assigns a model of state variable
evolution f to each GOS
- H : GOS×X×U→ Y is the mapping of U and X into Y that assigns a model of output variables
h to each GOS
A simple example is a machining operation of part number 1 using tool number 5 following a
sequence of steps 1 to 13. The machine, part, and process are modeled as a hybrid system presented
in Fig.III.1. The discrete and continuous behavior are summarized in table III.1.
III.2.4 Scalability
Expert knowledge can help reduce model complexity by identifying three key aspects:
1. Discrete states: Modeling all possible implicit and explicit descriptors of the GOS could result
in a state explosion. A knowledge-based approach can leverage the repetitive action of manufac-
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Figure III.1: Data Extraction, Analysis and Partitioning Process
Table III.1: Hybrid System Description
GOS1 GOS2 GOS3 GOS4
S F Proc. Proc. Proc. Proc.
S D Const. Const. Const. Const.
S I No int Side mill. No int Face mill.
p 1 1 1 1
t 5 5 5 5
s 1 1 1,2,3 3-13
F f1 f2 f1 f3
H h1 h2 h1 h3
turing to reduce the number of states based on the process requirements and capabilities.
2. Dynamic models: The machine dynamics and the effect of machine-part interaction during the
manufacturing process can be captured by a limited number of models. A library of physics-based
and data-driven models can then be used to monitor the manufacturing process while operating in
different discrete states.
3. Hybrid system: As shown in table III.1, the models in F can be shared between GOS as the
dynamic model f1 is used for studying the machine in GOS 1 and GOS 3. Moreover, the mapping
between discrete states and dynamics models developed using a knowledge-based approach can
help identify what model from the library best captures the operation on a discrete state.
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III.3 Anomaly Detection and Diagnosis
Identification of the proper operational state and context can help the evaluation of machine
data for anomaly detection. In this work, a context-sensitive analysis framework is proposed.
Anomalies are detected based on adaptive threshold limits by studying residuals between estimated
and actual values. The root cause is diagnosed using supervised clustering or classification models
where a specific classification model is assigned to each operational context.
III.3.1 Anomaly Detection
In this chapter anomalies are detected by evaluating residual values within specified inter-
vals called thresholds. Residuals at time t are the difference between measured signals Y(t) and
estimated outputs Yˆ(t). The proper dynamic model to generate the estimated output for each op-
erational context is defined by the hybrid model. The residual generation for the output variables
can then be defined as:
ry(t) = Y(t)− Yˆ(t)
Noise in the measured signal and model errors could lead to non-zero values under normal
conditions. Using a set of n measured values as a reference for normal or expected performance, it








Context-sensitive adaptive threshold limits are defined to separate normal and abnormal val-
ues. These limits are based on confidence in the model and risks associated with the operational
context as defined by the GOS .
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III.3.1.1 Confidence Intervals
Based on experimental data, the confidence intervals describe the likelihood that residual
values fall within a specific range. The confidence intervals for GOS i are defined based on mean
(µi), standard deviation (σi) and standard score (Zi) as:
∆ryi = µi±Ziσi
The score Zi defines the confidence level (e.g.: 90%, 95%, 99%) to balance detection errors.
The Receiver Operating Characteristic (ROC) curve can be used to evaluate accuracy of a binary
classifier as determined by a discrimination threshold based on the ratio between true positives
(detection) and a false positive (false alarm) [97].
Guidelines The Z-score defines the classification limits between normal and abnormal perfor-
mance as the number of standard deviations from the mean of the expected residual. Optimal
Z-score can be obtained by:
1. Collecting data from normal and abnormal operation
2. Evaluate the mean and standard deviation of the residual
3. Build ROC curve by assessing the true positive (TP) and false positive (FP) for Z ∈ {0.1, . . . ,3.0}.
4. Calculate the slope m(TP,FP) of the ROC curve for every Z-score
5. The optimal Z-score balancing detections and false alarms is defined by m(TP,FP) = 1.
If the cost associated with false negatives is larger than the cost of a false positive the optimal
slope can be less than 1 (i.e.: m(TP,FP) = 0.8) [88].
As part of a manufacturing operation, it is possible to have multiple tasks with different com-
binations of processes, machine setups, and parts. The confidence in a dynamic model capturing
the behavior of input or output variables might be different based on the operational context. The
confidence intervals for each state in GOS are defined by mean µy, variance σy2, and score Zy
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III.3.1.2 Process Risk Analysis
Using relational identifiers of specific steps or tasks in the manufacturing process can help
map the risks associated with anomalous performance based on information from the FMEA. Data
extracted out of the machine regarding both part and process can be used to change the allowable
threshold for the output variables residuals ry.
Different techniques to assess risk are presented in [42] [31]. In this chapter we introduce a
risk coefficient ψR to modify the detection limits for each GOS so that:
∆ry = µi±ψRiZσi
The risk coefficient modifies the classification limits defined by the confidence intervals
based on prior risk analysis. The confidence intervals as defined by the Z-score can be calcu-
lated based on the trade-offs between detection errors. The risk coefficient can be assigned by an
expert based on the negative impact of an anomaly over the part’s performance or process safety.
Guidelines The risk coefficient ψR is defined by evaluating the severity of part or process failure
based on FMEA. The value of ψR can be selected based on:
1. Evaluate design and process FMEA
2. Define the critical part features or process step based on high Risk Priority Number (RPN)
3. Assign ψR < 1 to the GOS associated with critical part features or process steps
The vector ψR defines the risk coefficient for each operational context in GOS. An example
of context sensitive adaptive threshold limits for the part and process in Fig.III.1 is presented in
Fig.III.2. Considering the accuracy of physic-based or data-driven models in capturing the machine
dynamics during different GOS , it is possible to have off-sets on mean residual values.
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Figure III.2: Data Partitioning and Adaptive Threshold Limits
III.3.2 Root Cause Diagnosis
In a manufacturing operation, abnormal behavior could be related to problems in the part,
machine, tool, or process. Identifying the root cause using data-driven methods could be a chal-
lenge partially because changes in speed, task, and machine-part interaction cause the signal to be
non-stationary. Moreover, not all anomalies are equally likely to occur under different operating
conditions.
Diagnosis of anomalies can be improved by considering the machine operational context as
defined by explicit or implicit descriptors. Partitioning a non-stationary output signal by GOS can
improve the diagnosis model by creating multiple stationary segments of similar operational con-
text. Moreover, context-sensitive classification models can be developed be specifying a supervised
learning or knowledge-base for each GOS . An example would be to use supervised classification
methods for root cause diagnosis [132]. A Support Vector Machines (SVM) classification model
can be developed for each partition, i.e. for each GOS i a SVMi is defined for i ∈ {1...p}. Moreover,
understanding the process and different machine-part interactions can help improve anomaly diag-
nosis by defining the most likely failure mode of each GOS and the effect that different anomalies
have over features of a signal in the time or frequency domain.
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III.4 Implementation and Evaluation
The methodology presented in the previous section was implemented to detect anomalies
in a machining operation. The experimental setup is based on a 3 axis CNC machine enabled
with OPC-UA communication. The data was extracted using Rockwell Automation IoT adapter.
The machine was studied as a cyber-physical manufacturing system by considering the control
architecture, communication capabilities, and manufacturing operation. The model was developed
using motion and electric power data from each drive, and part and process data, extracted from
the machine controller. Figure III.3 describes the data extraction capabilities.
Figure III.3: IoT Data Extraction Schema
The case study focused on a part with multiple features manufactured using different tools
and machining operations. The study aims to detect and diagnose anomalies on the machine, part,
or process. Detection was performed by monitoring the residual of output variables throughout
the entire manufacturing operation, while diagnosis utilized classification models developed using
context information. Figure III.4 shows the part, features, and tool trajectory. Table III.2 describes
the manufacturing operation and tool used for each part feature.
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Figure III.4: Sample Part Machining Description
Table III.2: Sample Part and Process Information
Feature Operation Tool Feedrate Process
Number Number Diameter Step
1 Side milling (fillet) 1 3/8” 2 5 to 89
2 Drilling 1 3/8” 1.8 90 to 94
3 Circular milling 1 3/8” 1.8 95 to 137
4 Side milling (chamfer) 1 3/8” 2 138 to 213
5 Pocket milling 1 3/8” 1.8 214 to 399
6 End milling 1 3/8” 2.5 400 to 474
7 Pocket milling 2 5/16” 1.5 475 to 764
8 Slot cutting (X axis) 2 5/16” 2 765 to 937
9 Slot cutting (45 deg) 2 5/16” 2 938 to 1151
10 Slot cutting (Y deg) 2 5/16” 2 1152 to 1317
III.4.1 Cyber-Physical Manufacturing System Model
The manufacturing operation was modeled as a hybrid system based on discrete states and
continuous dynamics. The discrete states were defined by the operational context of the machine
according to the Global Operation States GOS , and the continuous dynamics in each GOS were
studied by either physics-based (pb) or data-driven (dd) models.
60
III.4.1.1 Discrete States
Defined by the combination of implicit (functional, dynamic, and interactive states) and ex-
plicit descriptors (part, tool, and process step) to specify the GOS . The implicit descriptors were
defined using PLC logic, cutting speed, and tool-part interaction. The explicit descriptors were de-
fined by part number, tool number, and process step. The data required to identify the descriptors
were extracted from the machine and system controller. The atomic models are defined as follow
Functional An atomic model of functional states built using information from the control logic.
The functional states were machine Idle or Processing. The transition between states was triggered
by events PartArrival and PartDeparture. The occurrence of an event was detected by a Presence
Sensor (PS) mounted in the CNC machine. Figure III.5 shows the functional atomic model HF
including states, events, and transitions.
Figure III.5: Functional Atomic Model
HF = (UF ,S F , δF) where:
UF = {eF1 ,eF2 } Set of events
S F = {sF1 , sF2 } Set of states




The atomic model for dynamic states included cutting and traveling speeds of the manu-
facturing operation. Cutting speed is defined as the rate at which the cutting tool passes along a
workpiece. Speed is calculated as the magnitude of the velocity vector, CS =
√
q˙2x + q˙2y + q˙2z The
states were segmented by speed and acceleration for each drive. Figure III.6 presents the dynamic
model.
61
Figure III.6: Functional Atomic Model
HD = (UD,S D, δD) where:
UD = {eD1 ,eD2 , . . . ,eD8 } Set of events
S D = {sD1 , sD2 , . . . , sD5 } Set of states
sD1 : CS = 0 s
D
2 : CS = 1.8 s
D
3 : CS = 2
sD4 : CS = 2.5 s
D
5 : CS = 50
III.4.1.3 Interactive
Defined by the contact between tool and workpiece which is distinct for different machining
operations. The states and operations in this case study include NoInteraction for “cutting air"
operations, EndInteraction for drilling operations, and S ideInteractions for pocket or shoulder
milling operations. Figure III.7 shows the states and transitions.
Figure III.7: Machine-Part Interaction States
sI1 = No.Int s
I
2 = End.Int
sI3 = S ide.Int1 s
I
4 = S ide.Int2
Interactive events are defined by the characteristic effects that machine-part interactions have
over output signals. Process observation and signal analysis methods were combined to identify
patterns that describe the effect of changes in interaction over output signals. Figure III.8 shows
the current signature of the X-axis, Y-axis, and Spindle while machining part feature 6. Events
are characterized by time-series patterns such as a spike in spindle current. Using the partitioning
algorithm presented in [111], interactive events within the manufacturing process were identified.
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Figure III.8: Current of XY Drives and Spindle Partitioned by Interactive State
III.4.1.4 Continuous Dynamics
State variables include position q and velocity q˙, and the output variables were current I and
voltage V . Considering that the dynamics of the machine and signal noise are different depending
on the machine-part interaction, the multi-model framework presented on section III was used.
Physics-based Models of the X and Y axis drives on the CNC machine. A one-mass model
based on the physics of the electric drive is defined as [60]:
Vˆ(t) = ψq˙(t) +LI˙(t) +RI(t) (III.1)
Iˆ(t) = (Jq¨(t) +MF1q˙(t) +MF0sin(q˙(t)))/ψ (III.2)
where the measured signals are speed q˙, acceleration q¨, armature voltage V , and armature current I.
The identified machine parameters are magnetic flux ψ, armature inductance L, armature resistance
R, overall moment of inertia J, and friction coefficients MF0 and MF1.
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Data-driven Autoregressive models developed to study the current and voltage of the X and Y
drives. The order of the models was estimated based on the Box-Jenkins analysis using time series
data [48]. The model was developed to estimate current (I) and voltage (V) based on previous
observations, and exogenous inputs velocity (q˙) and acceleration (q¨). An Autoregressive Model













The parameters φ,β are polynomials with respect to the backward shift operator (B) identified
by fitting norm-based models, n is the system delay, and ε is the disturbance [87].
III.4.1.5 Hybrid Model
Used to specify which continuous model to use in each discrete state. Each part feature in-
volved multiple GOS , but only two types of models (physics-based and data-driven) are defined
based on interactive state S I . The value of some model parameters such as friction or autoregres-
sive terms changed based on the dynamic state S D.
Figure III.9: Description of Hybrid Model With Interactive Events
Figure III.9 shows the discrete states and continuous dynamic model for machining part fea-
ture 1 (side milling - fillet) represented as a hybrid system. Two different GOS are defined. GOS 2
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captures the operational context with no machine-part interaction when the machine is “cutting
air" and the tool is traveling to the part entry point. During GOS 2 the machine dynamics are es-
timated using a physics-based model. The interactive event eI3 is characterized by a spike in the
spindle current consumption caused by the contact between the tool and the part and indicates the
transition to GOS 3. During GOS 3 the tool is machining the part, and the machine dynamics are
estimated using a data-driven model. The interactive event eI4 is characterized by a drop in the
spindle current consumption and indicates the transition back to GOS 2.
III.4.2 Anomaly Detection
This case study aims to detect anomalies by monitoring residuals and event occurrence. The
models used to estimate the output variables are defined by the operational context of the machine
and characterized by the GOS . In this case study, we evaluate the abilities to detect the following
anomalies:
• Tool: Worn tool, broken tool
• Part: Wrong material, wrong dimensions
These anomalies can be detected by monitoring the magnitude of the residual, and time
intervals between occurrences of interactive events.
III.4.2.1 Residual Analysis
For anomaly detection we implemented context-sensitive adaptive threshold limits presented
in Section III.3.1. Context is defined by the GOS . The limits were defined by mean µ and standard
deviation σ of the residuals determined by evaluating the output of the model to 20 independent
data samples collected under normal operation. Figure III.10 shows the GOS , and residual of
the output variables for three part features under normal and abnormal conditions. Table III.3
summarized the partitions, states, model and limits.
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Figure III.10: Adaptive Threshold Limits of Electric Current Residual
Table III.3: Residual Analysis Information
Partition Feature State Interaction Model Limits (A)
1 1 GOS 2 No Interaction Iˆx,pb ±0.21
2 1 GOS 3 Side Interaction Iˆx,dd ±0.15
3 1 GOS 2 No Interaction Iˆx,pb ±0.21
4 1 GOS 3 Side Interaction Iˆx,dd ±0.15
5 2 GOS 2 No Interaction Iˆx,pb ±0.21
6 2 GOS 4 End Interaction Iˆx,dd ±0.43
7 3 GOS 5 No Interaction Iˆx,pb ±0.29
8 3 GOS 6 Side Interaction Iˆx,dd ±0.2
Results illustrate that both the wrong material and worn tool conditions cause the residual to
exceed the threshold during a GOS that involves a machine-part interaction. The root cause was
identified using supervised learning classification models.
III.4.2.2 Event Occurrence
Using historical data, we were able to identify the average and standard deviation time in-
tervals associated with each GOS . Results showed that wrong part dimensions of -5mm on the
X-axis and -0.8mm on the Z-axis caused an average delay of the machine-part interaction of 1.39
and 0.42 seconds respectively. A similar effect was observed when the part was poorly clamped
causing the part shifted during the machining operation.
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(a) (b) (c)
Figure III.11: Classification model for diagnosing wrong material or a worn tool: (a) features
from entire signal, accuracy 75% (b) features extracted using signals partitioned by part feature,
accuracy 81.2% (c) signal partitioned by part feature andGOS during side interaction and multiple
passes, accuracy 93.6%
III.4.3 Root Cause Diagnosis
In this study, classification and rule-based methods were used for root cause diagnosis.
III.4.3.1 Classification-based
Supervised learning was used to identify the root cause of residual values outside the normal
thresholds. An SVM classification model was trained using key characteristics in the time domain
such as mean, max, peak-to-peak, and RMS, and features on the frequency domain such as peak
magnitude and frequency. The signals we studied were current and voltage from the XY drives
and spindle. A total of 36 features were used to develop the classification model. Figure III.11
shows the classification hyperplane and RMS values of spindle and X drive current. The results
showed that considering the context information helped improve the diagnosis. The accuracy of
the classification model improved from 75% when using the entire signal to 93.6% when the signal
was partitioned by GOS . Partitioning the signal by part feature and GOS , and using only the states
associated with side interactions S I2 and S
I




In this work, we used process observation and signal analysis to define the characteristics of
the peak in spindle current such as max magnitude, rise time, rise level, fall time, and fall level
for different part features prior to breakage. Magnitudes and patterns were used to define context-
sensitive diagnosis rules. Figure III.12 shows the different effects of tool breakage while machining
feature 6 with a 3/8" diameter mill bit and feature 7 with a 5/16" diameter mill bit. The effect of
tool breakage over spindle current is distinct for each part feature due to the different tool size and
machine-part interactions involved in the manufacturing operations. The difference in magnitude
between the two graphs can be explained by the distinct spindle current consumption required to
increase the torsional shear stress above the failure point for the different tools. The pattern of the
current consumption prior to failure could be explained by the particular interaction between the
tool and the part for machining each part feature.




In a manufacturing operation, anomalies can be caused by problems in the machine, part,
tool, or process. In this work, anomalies in the part and tool were detected and diagnosed using
a context-sensitive modeling framework. For detection, we implemented residual analysis using
both physics-based and data-driven models. Results showed that anomalies related to part material
or tool condition can be detected by monitoring the magnitude of the residual. Anomalies caused
by changes in part dimensions, or orientation had no effect on the residual but affected the time
intervals between interactive events.
The non-stationary condition of the signal when studying the entire process represents a
challenge for root cause diagnosis. Features extracted from the entire signal do not show a clear
difference between wrong material and worn tool. However, considering the GOS of the machine
helped partition the signal and develop context-specific classification models. Moreover, knowl-
edge of the magnitude and pattern of spindle current consumption prior to tool breakage for each
part feature and GOS helped develop diagnosis rules. Results showed the advantages of using
context information to improve the diagnosis of some anomalies.
III.5 Conclusion
In this chapter, we presented a modeling strategy to study cyber-physical manufacturing
systems (CPMS) using a hybrid model. Discrete states are defined by the Global Operational States
(GOS ) based on implicit and explicit process descriptors. Continuous dynamics are estimated
using both physics-based and data-driven models.
The main contribution of this chapter is a framework to improve anomaly detection and di-
agnosis. Anomaly detection is based on residual analysis considering the GOS to define context-
sensitive adaptive threshold limits. Root cause diagnosis is based in context-specific classification
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models. The benefit of this framework is the ability to diagnose anomalies in the machine, part,
or tool to support effective maintenance actions. A timely and effective maintenance action can
help reduce downtime and improve manufacturing productivity. The modeling approach was im-
plemented in a machining operation. Results demonstrated that context information improved the
classification accuracy from 75% to 94%, and enhance the detection and diagnosis of tool break-
age.
The modeling approach was also implemented at an automotive assembly plant to detect
backlash and monitor the time of subtasks in the manufacturing process [111]. Result show that
using context information can support anomaly detection and diagnosis to prevent unexpected
downtime, and productivity analysis that can lead to an increase in throughput.
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CHAPTER IV
Modeling Framework to Support Decision Making on Smart Manufacturing Considering
the Relationship Between Productivity, Quality, and Energy Consumption
This chapter presents research on modeling manufacturing systems that extends the state-of-
the-art in decision making for control at both machine and system levels.
The economic, social, and environmental impact of the manufacturing industry motivates a
constant pursuit of improvement. Considering that the manufacturing industry accounts for 32% of
the total energy consumed in the United States, energy efficiency has been identified as an effective
way to reduce both the environmental footprint and cost [11]. Moreover, the development and
implementation of integrated energy control systems, automation, and robotics have the potential
to save $6.2 billion a year on electricity charges in the U.S. manufacturing sector [37]. However,
efforts to improve energy efficiency must be part of a holistic approach that considers other aspects
such as productivity and quality.
The electricity charges in the industrial sector are based on consumption and demand [35].
Electricity consumption refers to the total amount of electric energy consumed over a certain period
of time and it is measured in kilowatt-hours (kWh). Electricity demand represents the rate at which
electric energy is consumed and it is measured in kilowatts (kW). Manufacturers are charged based
on both the total energy consumed and the peak demand during a billing cycle, with the cost on
demand evaluated at a much higher premium than the cost on consumption. In Chapter III we
showed that energy is a continuous signal and the manufacturing operation could cause multiple
peaks in the signal. Furthermore, the hybrid models developed in Chapter II can be extended to
study energy consumption and demand rate based on the continuous machine dynamics.
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Efforts to improve energy efficiency have led to the development of machine- and system-
level models to evaluate different control strategies. At a machine-level, continuous models show
that energy consumption can be divided into two parts: constant and variable consumption. The
former is associated with the non-productive states and the latter with transients and produc-
tive states [144]. For the purpose of reducing variable energy consumption, previous research
shows that adjusting the machine process variables can help reduce consumption during produc-
tive states [51], [12]. At a system-level, discrete models capture the consumption in different states
(e.g.: processing, idle, warm-up). Energy saving strategies developed by controlling the states
and events have the potential to reduce consumption by turning the machines on or off and paus-
ing the operation [41]. However, the integration of both machine- and system-level models and
control strategies has not been explored. Moreover, the performance of plant floor operations is
often evaluated based on different indicators of productivity, quality, and reliability [52]. Research
has shown that system-level performance is affected by the coupling between different aspects of
machine-level manufacturing. In [94], the study of machine-level quality-quantity coupling in-
dicates that increasing processing speed can have a negative effect on part quality and machine
reliability. In [25], the implementation of a maintenance policy which considered the quality-
reliability coupling had a positive effect on system-level productivity and part quality. In order
to access the full energy-saving potential of the manufacturing industry, the trade-offs between
plant floor productivity and energy consumption should be considered and balance using multi-
objective optimization. Moreover, the formulation of the optimization problem depends on the
type of manufacturing system and decision variables. For job shop systems, multi-objective op-
timization problems have been formulated for production control to define a schedule [96]. For
flow shop systems, multi-objective optimization problems have been formulated to define the plant
configuration [114]. However, the combination of schedule, configuration, and process variables
has yet to be studied.
The development of a modeling framework that captures the variable electricity consumption
and the intrinsic relationship between different performance metrics is not trivial. The goal of this
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chapter is to answer the following questions: 1) How can machines and systems be modeled to
consider the coupling between energy consumption, productivity, quality, and reliability metrics?
2) How can control strategies of a manufacturing system be developed to consider both machine-
and system-level variables?
In this chapter, we extend the hybrid modeling framework presented in Chapter II to include
a machine performance model that defines the inputs of the dynamic model. The integration of
both machine-level and system-level models enables the analysis of quantity-quality and quantity-
energy consumption couplings. Furthermore, in the case where a fault or anomaly is detected using
the approach presented in Chapter III, the model in this chapter is used to support decision making.
This chapter presents two main contributions.
The first contribution of this chapter is a framework for modeling and simulating manufac-
turing systems that captures the relationship between productivity, reliability, quality, and energy
consumption. The framework is based on a hybrid model of machine dynamics combining discrete
states and continuous variables with manufacturing performance.
The second contribution is the formulation of a multi-objective optimization problem to
support opportunistic decision making. The problem is formulated to evaluate both system-level
configuration and machine-level operation.
The modeling and optimization framework is demonstrated in a case study based on a fully
automated manufacturing testbed. The framework is used to define control actions that suggest
machine-level operation and system-level configuration in a flow shop system.
The remainder of this chapter is organized as follows. Section 1 provides a background
on the research area. Section 2 defines the modeling framework providing details of machine-
and system-level models. Section 3 describes the multi-objective optimization method. Section 4




In this chapter, a framework for modeling manufacturing systems is introduced. The model
aims to support simulation-based optimization for decision making.
IV.1.1 Modeling Manufacturing Systems
A model is a representation of an underlying essence of a real world object based on gov-
erning equations, assumptions, and constraints. In manufacturing, models have been developed to
study both machine- and system-level operations.
IV.1.1.1 Machine-Level Models
The use of models to evaluate machine operations has been approached in different ways.
Dynamic models aim to study the evolution of state or output variables in response to specific
inputs. Several methods have been developed to study machine dynamics. In [5], the development
and implementation of dynamic models of machine tools is presented. Results demonstrate the
ability of models of different complexity to estimate position and velocity in response to a sequence
of commands from G-code programs. In [126], a model and simulation of industrial robots was
used to evaluate the energy consumption of coordinated robot actions. Results demonstrate the
advantage of combining a dynamic model with integer programming to develop energy saving
operation schedules. For machines that operate in a distinct set of states, the machine dynamics
have been studied as a hybrid system with discrete states and continuous dynamics [85]. However,
dynamic models do not capture other performance aspects such as machine reliability or product
quality.
Reliability models have been developed using historical data to estimate the probability of a
machine failure [66]. In [40], probabilistic models based on Design of Experiments (DoE) were
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developed to study the effect of process variables on productivity and reliability. Feedrate and
spindle speed proved to have an impact on failure rate and throughput. Quality models have been
developed to study the effect of process variables on part quality. In [25], the ability of a machine
to produce a part according to quality specifications over time was developed considering the
component degradation and need for repairs. Prior work has shown that process variables have an
effect on both machine dynamics and performance metrics. In order to study the effect of process
variables on productivity, reliability, quality and energy consumption, there is a need to combine
various machine models. However, a modeling framework merging both machine dynamics and
performance has not yet been developed.
IV.1.1.2 System-Level Model
During the last few decades, several methods have been developed to analyze different as-
pects of manufacturing systems. A major area of interest is the analysis of configuration. Hard or
physical configuration refers to the location of physical assets such as machines, robots, and mate-
rial handling equipment. Soft or logical configuration refers to commands and control logic of the
different machines that define the part route, schedule, and operation sequence. The configuration
of the system defines the interactions between machines and has a direct effect on productivity.
The configuration of a manufacturing system has been analyzed using static and dynamic
models. Static models are time-invariant and study the system under steady-state conditions.
In [80], a system-level static model was developed to analyze the productivity of different config-
urations and machine cycle times. In [72], a methodology to evaluate productivity and reliability
of reconfigurable manufacturing systems was presented. Results showed that the configuration of
a manufacturing system has a direct effect on performance. Moreover, the selection of the proper
configuration depends on the machine-level productivity and reliability. Dynamic models are time-
dependent and study the system under both transient- and steady-state conditions. Discrete Event
Systems (DES) have been used to model plant floor operations and evaluate their performance by
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simulating a sequence of events over time [61]. In [6], a dynamic model of a manufacturing system
was developed to study the effect of control action and system configuration using a DES model.
The simulation of a DES model of a manufacturing system is often used to study complex recon-
figuration opportunities. However, the constraints in system-level interaction and machine-level
operations were not considered. Both static and dynamic models have been used to analyze the
reconfiguration of manufacturing systems, that is to modify the hard and soft configuration in re-
sponse to changes in demand, product design, operating conditions [135]. However, system-level
models often do not consider the effect of machine-level variables on productivity or quality and
are not capable of estimating the continuous energy consumption. A modeling framework that
considers both machine- and system-level operations is yet to be developed.
IV.1.2 Optimization of Manufacturing Systems
Optimization is the process of finding the value of input variables that best satisfy an ob-
jective function. Different techniques have been developed for optimization but broadly they can
be classified into two: parametric (static) and control (dynamic) [46]. The selection of the proper
optimization technique depends on the conditions of the problem.
In [139], a machining operation was studied as a Multiple-Input-Single-Output (MISO) sys-
tem using a static optimization to find the set of process variables that improve product quality.
Experimental data was used to develop a response surface to optimize the machining operation,
and process variables such as feedrate and spindle speed were found to have a direct effect on prod-
uct quality. However, studies of machining operations as Multiple-Input-Multiple-Output (MIMO)
systems demonstrated that the set of solutions that improved product quality caused an increase in
both cycle time and energy consumption [125].
At a system-level, optimization has been used to evaluate different plant floor configura-
tions and schedules. In [75], plant floor configuration was studied using a combination of static
optimization and simulation. The optimization used various performance criteria to evaluate pro-
76
ductivity such as machine utilization, flow time, blocked time, and product lateness. Results in-
dicate an advantage on combining simulation and optimization methods; however, other aspects
that affect productivity such as production schedule were not considered. The combined analysis
of plant floor configuration and production schedule drives a need to use a combination of static
and dynamic optimization. In [114], genetic algorithms were combined with a DES simulation of
the plant floor to evaluate different configurations, and dynamic programming was used to evalu-
ate production schedules. However, due to the limitations in the DES model used to evaluate the
configuration and schedule alternatives, the optimization focused only on productivity.
Multi-objective optimization supports the evaluation of various objective functions and helps
balance the performance trade-offs. This approach is crucial when objective functions have con-
flicting goals. For example, in [82], the authors showed that improving productivity can increase
energy consumption. Similarly, a maintenance policy which improves machine reliability has
proven to reduce throughput [134]. The use of multi-objective optimization methods in manufac-
turing has been the focus of many researchers. In [90], manufacturing operations were studied
using different performance assessment criteria. The authors describe the methodology for multi-
objective optimization using normalization and weighted sums of objective functions, and the use
of both static and dynamic optimization. However, the methodology focuses only on system-level
variables and ignored the effect of machine-level operations on performance.
To summarize, current modeling and analysis frameworks focus mostly on isolated analysis
of machine-level or system-level variables. Moreover, purely discrete models of machines neglect
the continuous dynamics that impact the energy consumption. Thus, current modeling strategies
limit the capability of optimization methods to improve plant floor operations.
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IV.2 Modeling of Manufacturing Systems
Manufacturing systems operate by the synchronous interaction of machines and buffers to
process a part. In this section, we present an approach to model manufacturing systems considering
system-level interactions, machine-level operations, and part-level attributes as shown in Fig. IV.1.
Figure IV.1: Diagram of The Elements Included In The Model of The Manufacturing System
This novel approach for developing and integrating system, machine, and part models re-
quires three steps. First, identification of the properties, constraints, and requirements of the dif-
ferent elements in the plant floor. Second, formal representation of system, machines, buffers, and
part. Lastly, analysis of the model to study productivity, reliability, quality, and energy consump-
tion.
IV.2.1 Identification of Properties, Constraints, and Requirements
Prior to model development, knowledge about the different elements that operate in the plant
floor and their interactions is required. This section describes the information that defines the
properties, constraints, and requirements of the model and some possible sources. This information
can be classified as system-, machine-, and part-level.
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IV.2.1.1 System-level
The development of a system-level model requires knowledge about the configuration and
machine interactions. The hard configuration determines the arrangement of machines in the fac-
tory and is often detailed on the plant floor layout. The soft configuration determines the virtual or
network-based interaction between machines and can be obtained from the controller or process
flow plan. The capabilities and constraints to reconfigure can be obtained from a system-level
reconfiguration smoothness analysis [135].
IV.2.1.2 Machine-level
Modeling machine-level operations requires knowledge about the configuration, process
variables, and dynamics. Both hard and soft configurations are often specified in the machine in-
struction sheet, a document that describes the manufacturing operation and process variables [77].
The machine dynamics can be identified using historical data [65].
IV.2.1.3 Part-Level
Modeling the physical part requires the knowledge of the different attributes, requirements,
and constraints. Attributes are the properties that characterize the part such as dimensions and
material, requirements are the specification of the different attributes such as tolerances. Both
attributes and requirements are often described in the product design or drawing. Constraints are
defined by the series of conditions that restrain the manufacturing of the part such as precedence
are often specified in the Bill-Of-Process (BOP) or product ontology [121] [102].
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IV.2.2 Model Development
Modeling a manufacturing system requires the representation of the system-level interac-
tion, machine-level operations, and part-level attributes. In this chapter, we extend the framework
presented in Chapter II.2 to introduce the machine- and system-level reconfiguration capabilities
and part attributes. The model can be used to evaluate the effect of different decision or control
variables on productivity, reliability, quality, and energy consumption.
IV.2.2.1 System
In this chapter, the interactions between machines and buffers from the plant layout or pro-
cess flow plan in a DEVS coupled model [137] are presented. The system-level model extends the
representation described in Chapter II.2 by specifying alternative configurations of the system. A
DEVS coupled model of a reconfigurable manufacturing system is defined by a tuple G:
G = (Ud,Yd, A,EIC,EOC, IC, ICo)
where
Ud = {ei1,ei2, ...}: Set of discrete input events
Yd = {eo1,eo2, ...}: Set of discrete output events
A = {M1, ...B1, ...}: Set of atomic models
EIC = {((G,ei1), (M1,ei1)), ...}: Set of external input couplings
EOC = {((Mm,eo1), (G,eo1)), ...}: Set of external output couplings
IC = {((M1,eo1), (M2,ei1)), ...}: Set of feasible internal couplings
ICo ∈ IC: Set of currently enabled internal couplings
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For modeling a reconfigurable manufacturing system we consider IC the set of feasible
system-level configurations that define different process flows but do not require layout changes
(e.g., soft-type reconfiguration). Figure IV.2 shows an example of a system-level model with two
processing machines, one material handling robot, and two buffers.
Figure IV.2: Example of a DEVS Model of a Reconfigurable Manufacturing System




EIC {(G, jobin), (M1, jobin)}
EOC {((B2, jobout), (G, jobout))}
IC
{((M1, jobout), (M2, jobin),
((M2, jobout), (M3, jobin), ...}
M1,M3
series
{((M2, jobout), (M1, jobin),
((M2, jobout), (M3, jobin, ...)
M1,M3
parallel
The internal coupling (ICo) of the system-level model defines the process flow. Based on
the Internal Couplings in (IC) the system can operate in two different configurations with serial or
parallel machines. The control logic in the material handling equipment (M2) dictates if machines
operate in series or parallel without the need for layout changes. Knowledge of the system-level
properties, constraints, and reconfiguration smoothness is used to define the feasible internal cou-
plings in IC.
Each configuration requires the assignment of part features or tasks to different machines
[72]. Given p part features and m processing machines in the system, let P(i, j) be a binary variable,
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where P(i, j) = 1 if part feature i is assigned to machine j and 0 otherwise. The assignment of
part features to the machines in the system is represented by a matrix: P p×m. The development
of the part feature assignment matrix requires knowledge of the machine-level capabilities and
constraints.
IV.2.2.2 Machines
Processing machines and material handling equipment are represented by two models: a
dynamic model and a performance model. The dynamic model captures both the discrete and
continuous behavior of the machine. The performance model captures the relationship between
process and maintenance variables.
Dynamic Model In order to estimate both the energy consumption, which is a continuous signal,
and productivity, which depends on discrete states and transitions, we model the machine dynamics
as a hybrid system using the Hybrid Discrete Event System Specification (HDEVS) formalism
[85]. The hybrid model aims to capture both the discrete and continuous states. An HDEVS
atomic model with inputs, outputs, states, and transition functions is defined by a tuple M:
M = (Ud,Uc,Yd,Yc,Xd,Xc, δt, δe,F,H,λ, tadv) where
Ud = {ei1,ei2, ...}: Set of discrete input events
Uc = {u1,u2, ...}: Set of continuous input variables
Yd = {eo1,eo2}: Set of discrete output events
Yc = {y1, ...,ym}: Set of continuous output variables
Xd = {s1, s2, ...}: Set of discrete states
Xc = {x1, ..., xn}: Set of continuous state variables
δt : Xd ×{tadv,∅} → Xd: Time-driven transition function
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δe : Xd ×Ud→ Xd: Event-driven transition function
F : Xd ×Xc×Uc→ Rn: Continuous state function
H : Xd ×Xc×Uc→ Rm: Continuous output function
λ : {δt, δe} → Yd: Discrete output function
tadv = {τ1,τ2, ...}: Set of transition times
The model considers discrete inputs Ud = Σcn
⋃
Σuc that contain controllable (Σcn) and un-
controllable (Σuc) events. Controllable events are forced by the system-level controller. Uncontrol-
lable events can occur at any time and are detected by the machine-level controller.
Machine productivity and reliability are affected by the discrete states (Xd) and transition
times (tadv). Energy consumption is described by the continuous outputs (Yc). The discrete states
can be defined based on the control logic and can be classified as productive and non-productive
states. The transition times can be deterministic or stochastic variables and their value is deter-
mined by the performance model. The energy consumption is described by electric current (I) and
voltage (V) studied as continuous output variables such that Yc = {I,V}. The energy consumption
analysis considers the relationship between the discrete states (Xd), the continuous input variables
(Uc), and the continuous state variables (Xc).
Modeling machines requires the definition of possible states, the set of controllable and un-
controllable events, transition times, transition functions, and input and output variables. However,
the development of a hybrid model of all the machines in the system may not be feasible. Some
machines can be represented in lesser detail by modeling only their discrete behavior with a re-
duced number of states [81]. For example, a machine could be modeled with only two states
(Busy, Idle), and the transition times (τ1, τ2) can be defined by a probabilistic model using some
parametric distribution such as Gaussian or exponential [94].
An example of an atomic model for a CNC machine with five possible states is shown in Fig.
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IV.3. The productive state is {Processing} and the non-productive states are {Idle,Recon f igure,
Down,Maintenance}. The controllable events are { jobin,change, service} and the uncontrollable
event is { f ault}. The continuous inputs are the table position in XYZ coordinates Uc = {px, py, pz},
and the continuous outputs are the current and voltage Yc = {I,V}. The representation of machine
M is summarized in Table IV.2
Figure IV.3: Example of Machine-level Model
Table IV.2: Representation of Machine-level Model
Ud { jobin, f ault, service,change}
Uc {px, py, pz}
Yd { jobout,ready}
Yc {I,V}
Xd {Proc.,Down,Maint.,Recon f igure, Idle}
Xc {qx, q˙x, ...}
tadv {τ1,τ2,τ3,τ4}
The transitions between discrete states can be time- or event-driven. For example, an event-
driven transition caused by a part arrival is defined by δe(Idle, jobin) = Proc. The completion of
the cycle time triggers a time-driven transition δt(Proc., τ1) = Idle. The evolution of state variables
while in a processing state is described by q˙x = f (Proc.,qx, px, t) and the current consumption is
described by I = h(Proc.,qx, q˙x, t).
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Performance Model In this section we define sets of process variables, maintenance tasks, and
reconfiguration smoothness that determine the transition times and continuous inputs of the dy-
namic model. α = {α1, ...,αi} is the set of process variables such as feedrate on a CNC machine
or moving speed on a robot arm. β = {β1, ...,β j} is the set of preventive maintenance tasks given
the time in operation or number of parts processed, such as replacing cutting fluid after 5000
parts. γ is the reconfiguration smoothness [135]. The performance model estimates the transition
times based on pre-defined functions developed using experimental analysis, process simulation,
or expert knowledge. The effect of process variables on processing time has been studied using De-
sign of Experiments (DoE) [51] [125] and Computer-Aided Manufacturing (CAM) software [65].
Service or repair time throughout the machine lifecycle has been determined experimentally by
monitoring component-level degradation [66]. The reconfiguration time has been defined using
expert knowledge based on a reconfiguration smoothness analysis [18].
For the example of a CNC machine model in Fig. IV.3, the processing time is a function of
α1: feedrate so that τ1 = fp(α1). Service time is a function of β1: replace cutting fluid such that
τ2 = fm(β1). The reconfiguration time τ3 is defined by an expert based on the number of changes
required and the complexity of the changes. The process variables also affect the continuous
inputs. For example, the feedrate in a CNC machine will affect the table position commands
Uc = {px, py, pz} and influence the outputs Yc = {I,V}. The effect of process variables on continuous
inputs for different machines can be obtained using process simulation. The integration of dynamic
and performance models aims to capture the effect of process variables, maintenance tasks, and
reconfiguration smoothness on productivity, reliability, and energy consumption.
IV.2.2.3 Buffer
Buffers are represented as a DEVS atomic model based on a discrete set of inputs, outputs,
states, transitions, and occupancy. A buffer is defined by a tuple B
B = (Ud,Yd,Xd,w, δe)
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where
Ud = {ei1,ei2, ...}: Set of discrete input events
Yd = {eo1,eo2, ...}: Set of discrete output events
Xd = {s1, s2, ...}: Set of discrete states
w ∈ Z+: Buffer occupancy
δe:Xd ×Ud→ Xd: Event-driven transition function
An example of a buffer B with capacity 10 is shown in Fig. IV.4. The discrete inputs and
outputs are Ud = { jobin} and Yd = { jobout} respectively. The buffer states are Xd = {Busy,Free}.
Occupancy (w) defines the number of parts in the buffer, and δe is the transition function.
Figure IV.4: Example of a Buffer Represented as a DEVS Atomic model
IV.2.2.4 Part
In this chapter, parts are represented as entities with a series of attributes such as the part
processing flow, processing time, features, and quality conditions. Entities are created using a
DEVS entity generator [137] and are defined by a tuple O:
O = (L,Lo, P,Q,Ψ, )
where
L = {M1,M2,B1, ...}: Set of possible part locations
Lo: The current location of the part
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P = {P1,P2, ...}: Set of part features
Q = {Q1,Q2, ...}: Set of quality conditions
Ψ = {τ1,1, τ1,2...}: Set of processing times for each machine in the location set.
The value of each element in Q is a function of the machine process variables (α). The
relationship between product quality and process variable has been studied as a quality-quantity
coupling [7]. A function for each quality condition can be defined as Q = fQ(α). The function fQ
can be obtained experimentally using DoE or historical data.
Part quality is evaluated based on the deviation from a mean specification of a quality at-
tribute (e.g.: tolerance, surface roughness) so that 0 < Q ≤ 1. For example, Fig. IV.5 shows a part
with four features. Each feature is processed at a different machine in the system and has a set
of defined quality conditions. The attributes of O after being processed by machines M1 and M3
are shown in Table IV.3. As defined in Chapter II.2.1, the values in Ψ are the processing times at
M1 to M3. The values in Q are defined by the deviation of each dimension from the required part
specification.
Figure IV.5: Example of a Part
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The modeling framework presented in this chapter aims to capture the effects of both machine-
and system-level variables on productivity, reliability, quality, and energy consumption to support
decision making. For example, in the case of a tool breakage as shown in Chapter III, the model
can be used to evaluate the effect of a machine repair or system reconfiguration action along with
changes in process variables.
Productivity and Reliability At the machine level, the discrete states (Xd), transition functions
(∆), and sequence of controllable events (Ecn) define the productivity and reliability. The integra-
tion of the dynamic and performance models is used to evaluate the effect of process variables,
maintenance task, and reconfiguration smoothness (α,β,γ) over the transition times in tadv. At the
system level, the interactions represented by the internal coupling between machines and buffers
in ICo define the process flow and have a direct effect on productivity.
Quality A condition of the part estimated by a quality function fQ defined by the quality-quantity
and quality-reliability coupling of the machine. Quality conditions are estimated by the perfor-
mance model based on a set of process variables α. The value for each element in Q is assigned to
the part by processing machines as the part flows through the system.
Energy Consumption Described by the continuous output of the machine dynamic model. In
order to estimate both electricity total consumption and demand rate, the current I and voltage
88
V are calculated based on continuous inputs in Uc. The sequence of controllable events in Ecn,
continuous inputs Xc and process variables α in the machine-level model affect the energy con-
sumption.
Studying both machine- and system-level variables and their effect on plant floor perfor-
mance in an integrated virtual environment can help improve the decision making process. The
effect of different control actions and machine setups can be evaluated using simulation-based
optimization or "what-if?" analyses.
IV.3 Multi-Objective Optimization
In this chapter we aim to optimize productivity, reliability, quality, and energy consump-
tion. Considering that optimization in large-scale and stochastic scenarios is a complex problem,
simulation-based optimization is utilized. The model developed in this chapter is used to eval-
uate the effect of machine-level events and processes variables, and system-level interactions on
different objective functions. The simulation-based optimization can be used to support decision
making or control action in response to under performance and anomalies detected using the ap-
proach presented in Chapter II and Chapter III respectively. The multi-objective decision making
problem can be solved using a combination of optimization algorithms and simulation.
The simulation-based optimization approach to support decision making requires four steps.
First, definition of the decision or control variables identified during the modeling the model devel-
opment in Section IV.2.2. Second, formulation of the objective functions based on the performance
requirements. Third, specification of machine- and system-level constraints identified in section
IV.2.3. Fourth, selection of the optimization algorithm.
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IV.3.1 Definition of the Control Variables
The decision variables define the system configuration, the machine operation, and the pro-
cess variables. A solution is said to be feasible when the constraints are satisfied.
• System Configuration: The configurations of the manufacturing system are defined by the In-
ternal Coupling IC. Considering k possible configurations, the set of possible configurations is
defined by S c1 ∈ {IC1, ..., ICk}. The assignment of part features to machines in the system is repre-
sented in P p×m. The set of possible part feature assignment is defined by S c2 ∈ {P1, ...,Pq}
• Machine Operation Sequence: The sequence of events that forces the transitions to produc-
tive or non-productive states is defined by a string E. For m machines in the system, and s
possible combination of events in a string, the set of strings of controllable events is defined by
S je ∈ {E j1, ...,E js},∀ j = {1, ...,m}
• Machine process variables: The operation of each machine depends on a set of process variables
α. For m machines in the system and z possible combinations of process variables, the set of
process variables is defined by S jp ∈ {α j1, ...,α jz},∀ j = {1, ...,m}
The combination of system configuration, machine operation, and process variables is de-
noted by the set of solutions S.
S = {S c1,S c2,S je,S jp},∀ j = {1, ...,m}
Considering that evaluation of all possible combinations of solutions can be time consuming
or unfeasible, the search space can be reduced by evaluating only a limited number of configuration
and feature assignments [72]. Some guidelines for the reduction of the search space based on the
machine- and system-level capabilities and constraints are:
Configuration The set of possible system configurations and part feature assignments can be
reduced by evaluating the process flow and constraints, and cycle time balance. A process flow
analysis defines the feasible interactions based on the plant layout and precedence constraints.
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Moreover, the types of tools available in a machine and manufacturing operation capabilities might
restrict the set of feasible part feature assignments. A cycle time balance analysis defines the part
feature assignment in order to minimize the difference in cycle time throughout the machines [16].
Process variables The set of feasible process variables is often constrained by the type of man-
ufacturing operation, material, and machine capabilities. For example, the feedrate and spindle
speed of a machining operation is constrained by the load on the cutting edge of the tool. The
ranges of feasible process variables for different materials, tool size, and operating condition (e.g.,
non-coolant or coolant fed) are often specified by the machine or tool manufacturer.
However, the reduction of the search space can add uncertainty regarding the optimality
of the solution. Moreover, the evaluation of flow and process constraints may pose a scalability
challenge when studying large manufacturing systems.
IV.3.2 Objective Functions
The formulation of an optimization problem aims to select the solution set that achieves the
Pareto optimal solution to productivity, reliability, quality, and energy consumption functions. The
objective functions are defined as follows:
IV.3.2.1 Productivity
Productivity can be studied from different perspectives such as resource utilization and prod-
uct delivery. Furthermore, from a product delivery perspective, multiple indicators can be used for
performance assessment. As described in Chapter II, some of the indicators that can be used to
define an objective function are throughout, flow time, and lateness. The normalization of multi-
criteria objective functions is described in [90] and expressed as f ′(.). For example, a productivity
objective function to improve fProd1: throughput and fProd2: flow time can be defined by:
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maximize fProd(S) = f ′Prod1(S)− f ′Prod2(S)
IV.3.2.2 Reliability
Reliability is a characteristic of the system that describes how effectively the machines op-
erate over a time horizon. For each machine in the system, reliability R is calculated as the ratio
between repair (τ2) and service (τ1) time and total time T in minutes or hours [90]. For example,




Ri, where Ri =
T−τ1−τ2
T for i = {1, ...,m}
IV.3.2.3 Quality
Quality can be measured from two different perspectives: customer satisfaction and product
specification compliance. In this chapter, we focus on product compliance as defined by the min-
imum lower bounds of quality conditions for the different part features. Given a lower bound for
each quality condition (Q) and N parts produced by the system, quality is evaluated as the number
of parts with all the features above the lower bound.
QO =

1, if Q j ≥ Q j∀i ∈ {1, ..., p}
0, otherwise
For example, for N parts produced by the system in a time interval (0,T], a quality objective
function can be defined based on yield, the ratio between good and total number of parts produced,
so that:






The objective function to minimize energy consumption focuses on reducing both total con-
sumption and demand rate.
• Total consumption: The total amount of electrical energy consumed over a time period (0,T]
measured in KWh. For current (I) in amps and Voltage (V) in volts estimated as a discrete time-step
(k), and T in hours, the total consumption function is defined as: fetotal(S) =
∑T
k=0 I(k)V(k)/1000
• Demand rate: The peak of energy consumption over a time window defined as:
ferate(S) = Max{I(k)V(k)/1000}
The electricity demand rate is charged at a higher premium than total consumption according
to a load factor wer . Considering both total consumption and demand, the energy consumption
objective function is formulated as:
minimize fEnergy(S) = fetotal(S) +wer ferate(S)
IV.3.3 Constraints
Define the conditions that the decision variables and simulation must satisfy.
Unidirectionality In a manufacturing system with unidirectional flow, parts can only be pro-
cessed in a "one-way" sequence. The unidirectionality constraint defines that a machine or buffer
output can only send parts downstream so: ICo = {(Ai,eo), (ei,A j)} for i < j and A ∈ {M,B}
Completeness The part must be processed completely before leaving the system. The complete-
ness constraint for part feature assignment is formulated as:
∑np
i=1Pi j = |P|,Pi j ∈ {0,1}
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Precedence The part must be processed in a specific order. Immediate precedence constraints
are defined by CPnPi,P j so feature Pn has to be processed after Pi and before P j
Time bound The simulation outputs are evaluated over a finite time horizon. The discrete and
continuous inputs are generated over timespan t ∈ (0,T ]
Discrete Process Variables To reduce the search space, the process variables α for all the ma-
chines are restricted to a discrete set of values.
IV.3.4 Optimization Algorithms
The optimization problem formulated in this section requires the analysis of system-level
configurations, the sequence of control actions, and machine parameters. To evaluate the effect of
control or decision variables on performance, we combine the simulation and optimization algo-
rithms. The optimization problem is solved using exhaustive search. This algorithm has shown to
yield good results in multi-objective optimization but poses scalability challenges. However, other
algorithms such as particle swarm, ant colony, and genetic algorithms could be used to solve the
optimization problem.
Figure IV.6: Simulation-Based Optimization Framework
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IV.4 Implementation and Evaluation
To validate our proposed approach, we developed a model of a manufacturing testbed at the
University of Michigan to study the system-level interactions and machine-level operations [73].
Experimental data was collected from the manufacturing process of a test part with multiple fea-
tures. Performance was evaluated based on productivity, quality, reliability, and energy consump-
tion. Multi-objective optimization was used to evaluate the trade-offs between these metrics.
IV.4.1 Modeling
The testbed was modeled in the Matlab environment using the framework described in Sec-
tion IV.3. The system-level model was developed using SimEvents to represent the DEVS model.
Machine-level models were developed using Simulink and StateFlow to represent the machine
dynamics. Matlab was used to calculate the machine performance.
IV.4.1.1 System
The system-level model captures the machine interactions and reconfiguration capabilities.
The testbed can produce parts on different configurations of serial or parallel machines without
changing the layout. The configuration is determined by the pick-and-place operation of the robot
that defines the interaction between CNC machines.
Input/Outputs The system-level input and output events are Ud = { jobin} and Yd = { jobout} to
represent part arrival and part departure, respectively.
Atomic Models The machines in the system are represented as atomic models using State Flow
and SimEvents. Atomic models were developed for CNC machines (M), Robots (R), Conveyor
(C), and Buffers (B). The set of atomic models is: A = {M1, ...,M4,R1,R2,C,B1,B2}.
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Internal Couplings The interactions between machines were represented as routing switches
that enabled changes in configurations (e.g., parallel or serial). The current internal coupling IC0
was defined by sending a command signal to the routing switch.
The model of the testbed with two cells capable of operating in series or parallel configura-
tions is shown in Fig. IV.7
Figure IV.7: System-Level Model of Manufacturing Testbed
IV.4.1.2 Machines
The machine-level models aim to capture the machine dynamics and performance as de-
scribed in Section IV.3. The hybrid model was developed using StateFlow and Simulink. The
performance model was developed using Matlab functions.
CNC Machines Perform the machining operation. The models were developed based on knowl-
edge of the controller, reconfiguration capabilities, historical data, and process simulation.
• Dynamic Model: Captures the discrete behavior and continuous dynamics of CNC machines.
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The discrete states as described in Section IV.3 were built in StateFlow. The continuous dynamics
were modeled using historical data to define a Simulink function.
Ud = { jobin, service, f ault,change}
Uc = {px, py, pz,vs}
Yd = { jobout}
Yc = {I,V}
Xd = {Proc., Idle,Down,Maint., Idle,ReC f g}
Xc = {qx, q˙x,qy, q˙y,qz, q˙z, q˙s}
• Performance Model: Estimate the effect of process variables (α), maintenance requirements
β, and reconfiguration smoothness γ on discrete transitions times and continuous inputs of the
dynamic model.
α = {Feedrate,TravelS peed,S pindleS peed}
β = {ReplaceTool}
γ = {S o f tRecon f igurationSmoothness}
The effect of these variables over transition times was studied using simulation, historical data, and
expert knowledge. Cycle time (τ1) is a function of α developed using process simulation. Repair
time (τ2) is a Gaussian random variable with parameters identified using historical data. Service
time (τ3) is a function of the maintenance variable β. Reconfiguration time (τ4) is a function of
reconfiguration smoothness defined using expert knowledge.
The integration of dynamic and performance models enabled the analysis of quantity-energy
and quantity-reliability coupling. The Quantity-Energy coupling is studied based on the effect of
process variables on cycle time and energy consumption. Quantity-Reliability coupling defines the
effect of process variables on the occurrence of a failure event. Moreover, the machine model aims
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Figure IV.8: CNC Machine Model
to evaluate the time to reconfigure. The hard configuration of the machine is defined by the tool
installed in the machine. The soft configuration is defined by the G-code program installed in the
machine.
Robots Perform the pick-and-place operation. Robots take the parts from the conveyor and place
them in the CNC machines and vice versa. The models were developed based on knowledge of the
controller, and robot kinematics and dynamics.
• Dynamic Model: Developed using StateFlow to capture the discrete states, Matlab to study the
robot kinematics, and Simulink to evaluate the machine dynamics and estimate energy consump-
tion. The integration of these three software packages in a single environment supports the analysis
of discrete behavior and continuous dynamics.
Ud = { jobin}
Uc = {px, py, pz,ox,oy,oz}
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Figure IV.9: Dynamic Model of the 6 Degree-of-Freedom Robot
Yd = { jobout}
Yc = {I,V}
Xd = {Proc., Idle}
Xc = {q1, ...q6, q˙1, ..., q˙6}
• Performance Model: Estimate the effect of the point-to-point moving speed of the robot in the
world coordinate frame over the continuous outputs and outputs. The performance model leverages
process level simulation of the robot operation.
α = {MovingS peed}
The effect of moving speed over cycle time (τ1) and input variables (Uc) was studied using a
simulation of the different pick and place operations.
The integration of dynamic and performance models enabled the analysis of quantity-energy




The case study focused on a part with 10 features manufactured using two different tools.
Figure 4 shows the sample part. Part features P1 to P6 require a 3/8" diameter tool (Tool#1) and
P7 to P10 require a 5/16" diameter tool (Tool#2).
Figure IV.10: Case Study Sample Part
Features Manufacturing of the sample part requires specification of feature clusters for each ma-
chine. A part feature to machine assignment matrix P for a serial configuration of the system is:
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

1 1 1 1 0 0 0 0 0 0 M1
0 0 0 0 1 1 0 0 0 0 M2
0 0 0 0 0 0 1 0 0 0 M3
0 0 0 0 0 0 0 1 1 1 M4
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Quality The quality condition of each feature was assigned by the CNC machines as the parts
are processed in the system. The value of the quality condition is assigned by a function of feedrate
and spindle speed fQ(α1,α2). The function can be obtained experimentally using DoE. Studying
the effect of process variables over productivity and part quality enabled the analysis of quality-
quantity couplings.
IV.4.2 Performance Analysis
In this case study, performance based on productivity, quality, reliability, and energy con-
sumption metrics is evaluated. The effect of different control actions over performance is estimated
using a simulation of the model.
• Productivity ( fProd): Defined as the number of parts delivered by the system over a finite time
horizon.
• Quality ( fQrod): Evaluated based on the ratio between parts that meet minimum quality condi-
tions for all the part features and the total number of parts delivered.
• Reliability ( fRel): Calculated by the product of reliability for all the machines in the system.
• Energy consumption ( fEnergy): Estimated considering the total consumption and demand rate of
the machines and robots in the system.
(a) (b) (c) (d)
Figure IV.11: Simulated performance expectations over 8 hour period: (a) Part delivery over time
(b) Reliability of each machine (c) Quality condition for each part (d) Energy Consumption and
demand
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A summary of the simulated performance of the system for processing the part over an 8 hour
period is shown in Fig. IV.11. The machine-level models used to estimate productivity and energy
consumption were developed using experimental data from the real machines and robots. The
parametric distributions to define the failure and repair rate of the CNC machines were obtained
from the data reported in [66].
IV.4.3 Optimization
The formulation of the optimization problem in this case study aims to support opportunistic
decision making after the occurrence of a fault. In response to a machine fault, the model developed
in the previous Section was used to evaluate reconfiguration, operation sequence, and process
variables alternatives.
IV.4.3.1 Control Variables
The optimization algorithm defines the combination of feasible solutions to be evaluated by
the simulation. The control or decision variables are:
Configuration The system is currently configured as four machines in series. In the case of a
fault in one of the machines, the system can be reconfigured. The alternative configurations to
operate as three machines in series, or two machines in parallel and one in series, and the tool
installed at each machine are shown in Fig. IV.12. The reconfiguration analysis also considers the
change in part feature assignment at each machine.
Sequence In response to a fault, the optimization algorithm evaluates a sequence of events as
defined by the string Ecn. The events in Ecn control the transitions that dictates if the machines
continue processing parts, are repaired, or reconfigured.
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Figure IV.12: Configuration Alternatives
Process Variables The process variables that define the machine operation. For the CNC ma-
chines the discrete set of process variables are: α1: Feedrate (mm/sec) α1 ∈ {1.5,1.8,2}, α2: Spindle
Speed (RPM) α2 ∈ {3000,3200}, α3: Travel speed (mm/sec) α3 ∈ {45,50,55}. For the robots, the
process variable is α4: moving speed (mm/sec) α4 ∈ {50,100,150}
IV.4.3.2 Objective Functions
The objective of the optimization is to evaluate the trade-offs between productivity ( fPro f ),
reliability ( fRel), quality ( fQual) and energy ( fEnergy). The multi-objective optimization problem is
formulated as:
Minimize(− fProd,− fRel,− fQual, fEnergy)
IV.4.3.3 Results
In this case study, we simulated the manufacturing operation of the system over a 16 hour
period. A fault was simulated in machine 2 after 7 hours of operation. The different combinations
of reconfiguration, event sequence, and process variables were evaluated in order to define a con-
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trol action. An exhaustive search was used to evaluate the different solution sets considering the
performance trade-offs. Results show that the control action depends on the time horizon and the
weight on the performance criteria. If the reconfiguration time is less than the repair time, the con-
figuration alternative 3 in combination with an increase in feedrate resulted in higher part delivery
in the short term. However for a longer time horizon, results indicate that repairing machine 2 in
order to continue operating as four machines in series achieves higher part delivery. Figure IV.13
shows the part delivery over time for the different alternatives and the no-fault condition.
Figure IV.13: Effect of Control Action on Part Delivery Over Time
The control decision also had an effect on quality and energy consumption. The reconfigu-
ration of the system and increase of CNC feedrate and the robot moving speed also increased the
energy consumption (aggregation of total consumption and demand rate) and reduced the quality
yield. This can be explained because increasing the speed of the other three machines to compen-
sate for machine 2 being down increased the electricity demand rate and reduced part quality.
The summary of the effect of the different control actions on the performance assessment
criteria is shown in Table IV.4. For this case study, a repair action resulted in higher productivity,
quality, and less energy consumption at the end of the 16 hours when compared to reconfiguration
to alternative 3 along with an increase in the speed of robots and CNCs. Moreover, for both
reconfiguration scenarios, reliability drops due to machine 2 being down for 9 of the 16 hours.
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Table IV.4: Performance Summary Table
Decision Productivity Reliability Quality Energy Cons.
Repair 44 0.875 0.908 794
Reconfigure 36 0.375 0.945 736
Reconfigure and Incr. Speed 41 0.375 0.878 887
Normal 48 1 0.958 836
IV.5 Conclusion
In this chapter, we presented a modeling framework to support multi-objective optimization
of manufacturing systems. The model of the manufacturing system captures the system-level in-
teraction, machine-level operation, and part-level attributes. The simulation of the model is used
to evaluate the effect of system configuration, a sequence of events, and process variables over
productivity, reliability, quality, and energy consumption.
The main contribution of this chapter is the introduction of a hybrid model of manufactur-
ing systems. The novel modeling framework integrates the system, machine, and part models to
study the quantity-quality and quantity-energy relationships. Moreover, the approach presented
here extends the state-of-the-art of opportunistic decision making from system-level control to in-
clude both system- and machine-level control variables. The set of solutions obtained from the
integration of simulation and optimization framework balances the trade-off between different per-
formance criteria. The benefit of this framework is the ability to evaluate different control variables
at the machine and system level to improve productivity and sustainability. The modeling approach
was validated using simulation and historical data of a real manufacturing system. For a simulated
case study, results indicate that the decision to repair, reconfigure, or change process variables
depends on the time horizon to analyze and the weight of the performance analysis criteria. Fur-
thermore, results showed that the moving speed of the robot and travel speed of the CNC had a
minor effect on productivity but increased the demand rate of electric energy.
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CHAPTER V
Conclusion and Future Work
Manufacturing is one of the main economic sectors, responsible for 9% of the total em-
ployment, 12% of the total GDP, and 70% of the private-sector research and development [11].
However, poor performance measured by OEE below 50% and stagnation of productivity growth
indicates the need for improvement. Efforts to improve the different aspects of manufacturing have
led to a significant amount of research to boost productivity, improve quality, and reduce cost.
The development of control strategies that support reconfigurable manufacturing has been
identified as one of the focus areas to improve the performance of plant floor operations. Recent
advances in Hardware-In-the-Loop (HIL) simulation, communication and data extraction proto-
cols, and high-performance computing have enabled the development of novel control solutions.
The combination of simulated and real-world systems has led to the virtual fusion which allows the
seamless integration of simulation in the control loop to monitor and control manufacturing sys-
tems [49] [106]. The integration of Open Platform Communications (OPC) as a data source and
Internet as a data gateway has granted access to data that has been used to detect anomalies and
monitor energy consumption [120] [124]. High-performance computing (HPC) helps to reduce the
computational time of complex problems which support time-sensitive control actions [47].
This dissertation introduced a novel control framework for manufacturing systems that sup-
port productivity improvement, system-level reconfiguration, and cost reduction. The framework
integrates HIL simulation, anomaly detection, and multi-objective optimization using HPC. Ex-
perimental case studies were used to validate the research. The contributions and future work of
this dissertation are described in the following sections.
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V.1 Contributions
The contributions of this dissertation have focused on three main aspects. First, real-time
hybrid simulation was used to assess performance at both the machine- and system-level based
on the concurrent operation of the real and virtual environments. A hybrid model was developed
to study the discrete and continuous behavior of machines. The simulation environment was syn-
chronized to run parallel to the plant floor by defining external events from the real system, and
internal events from the simulation. Second, a framework was developed for modeling machines as
Cyber-Physical Systems to improve equipment monitoring for anomaly detection and productivity
analysis. The modeling framework merges sensor data, context information, and expert knowledge
to support a context-sensitive analysis. Third, a control strategy was introduced that considers the
coupling between production, quality, reliability, and energy consumption metrics. The control
strategy includes both machine- and system-level variables and their impact on plant floor perfor-
mance. These three contributions are summarized in the following subsections.
V.1.1 Real-time hybrid simulation
The first contribution presented in Chapter II and [113] [110] is a method for the development
of a real-time hybrid simulation capable of running synchronous and concurrent with the real
system. The combination of data from the real system and its simulation can be used to analyze
the performance of manufacturing systems operating under non-stationary conditions. The real-
time hybrid simulation extends the capabilities of Hardware-in-the-Loop (HIL) technology and
improves the performance assessment of plant floor operations at both the machine- and system-
levels. The integration between real and virtual environments was implemented in a manufacturing
testbed to evaluate processing time and health of CNC machines and robots.
The development of the real-time hybrid simulation requires a model of the plant and the
integration of the virtual and real environments. The model captures the discrete and continuous
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behavior of machines and their interactions. The integration of real and virtual environments is
achieved by the communication between a real and an emulated controller to incorporate internal
and external events. The real-time hybrid simulation method has the potential to transform the
monitoring and performance assessment of manufacturing systems by supporting more accurate
production expectation management, detection of blockages or starvations, and machine health
evaluation. The implementation of the aforementioned contribution impacts the manufacturing
industry by boosting productivity and reducing downtime.
V.1.2 Context-sensitive anomaly detection and diagnosis
This contribution presented in Chapter III and [111] [112] introduces a framework which
combines both physics-based and data-driven models for anomaly detection based on the iden-
tification of machine-part interactions. The framework merges sensor data, context information,
and expert knowledge to develop context-sensitive models. Both sensor data and context informa-
tion are extracted using machine-to-machine communication protocols. Expert knowledge is used
to specify a discrete set of states that define the operational context of the machines. This work
contributes to the field of model-based anomaly detection and diagnosis by introducing context-
sensitive adaptive threshold limits, and context-specific classification algorithms. The modeling
and analysis framework was implemented in both an automotive assembly plant and a university
testbed.
The development of the context-sensitive analysis framework requires the identification of
the operational context defined by the machine functionality, dynamics, and interactions. The
operational context of the machine is used to define a set of discrete states. The continuous dy-
namics for each state are studied using physics-based or data-driven models. The implementation
of the proposed framework on the factory floor has the potential to support more effective main-
tenance actions by monitoring the condition of machines, parts, and processes in a manufacturing
operation. The contribution will impact the manufacturing industry by reducing downtime and
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improving machine reliability.
V.1.3 Multi-Objective optimization for decision making
The innovation of this contribution presented in Chapter IV is a modeling and control strat-
egy which considers the coupling between production, quality, reliability and sustainability met-
rics to support plant floor decision making. The novel control strategy studies the effect of various
machine- and system-level variables over different performance metrics and balances them us-
ing a multi-objective optimization problem. This research contributes to the field of control of
manufacturing systems by merging the control of machine states, process variables, and system
configuration. The framework was validated using a combination of real machine data and simu-
lation.
The development of the decision making framework requires the creation of models of both
the machines and systems and the formulation of a multi-objective optimization problem. The
models capture the effects of machine process variables and system configurations over differ-
ent performance metrics. The optimal set of control variables is obtained using simulation-based
optimization. The modeling and control strategies presented here can support plant floor decision-
making by studying process variables, maintenance actions, or system reconfiguration to reduce
energy consumption and improve productivity. The implementation of the multi-objective opti-
mization framework will impact the operations and control of manufacturing system by reducing
the cost associated with electricity charges and improve flexibility and productivity.
V.2 Future Work
Several areas of future work build directly on this research. Some suggestions to further
extend the advancement in the assessment, monitoring, and control of manufacturing systems are
discussed in the remainder of this section.
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V.2.1 Time-varying models
One of the challenges of using simulation to evaluate the performance of a real manufacturing
system is that the models used in the simulation do not consider the normal or expected degradation
of mechanical and electrical components. Thus, time-invariant models will cause the simulation
outputs to diverge from the performance of the real machines over time. An extension of the
machine-level models in the virtual environment could include a characterization of degradation.
The development of time-varying models can improve the accuracy of the simulation to support
better machine-level health assessment and system-level performance analysis. This approach will
have an impact on the plant floor operations by improving machine availability and productivity
leading to better OEE.
V.2.2 Integration of Cyber and Physical domains
The development of cyber-physical systems opens the door to new modeling strategies for
anomaly detection. However, the interconnection between the cyber and physical domains can
result in new types of anomalies not detectable by current methods. For anomaly detection, the
modeling and analysis of cyber-physical systems can be extended to include the effect of compo-
nents of the cyber domain such as control logic or communication networks on physical assets.
This integration may require the development of new data reduction and feature extraction meth-
ods capable of identifying the key variables that best detect the domain of different anomalies. The
integration of cyber and physical domains presents an opportunity to develop models that lever-
age the Global Operational State (GOS) for context-sensitive models presented in this dissertation.
An integrated anomaly detection method that considers both the cyber and physical domains will
impact manufacturing systems by reducing unexpected downtime and improve product quality.
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V.2.3 Optimality verification
The approach taken in this thesis to develop a control strategy requires the evaluation of sets
of machine- and system-level variables. The optimal solution is obtained using heuristic optimiza-
tion algorithms and simulation. However, this approach does not guarantee optimality and can be
computationally expensive. The continuation of this research might focus on the development of
hybrid optimization methods which combine dynamic programming and heuristic algorithms to
improve the performance of the optimization. Moreover, the simulation-based approach can be
improved by combining static and dynamic models to evaluate the configuration of the system and
the machine process variables. Additional research could also be completed by considering the
effect of human and organizational factors in a manufacturing system. The inclusion of informa-
tion such as availability of manual labor would extend the capabilities of the model. Improving
the modeling and optimization method would impact the manufacturing system by balancing the
trade-offs between different performance metrics and helping to reduce cost.
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