Consider a combination of the contact process and the voter model in which births occur at rate λ, deaths at rate 1, and voting events occur at rate θ between a site and each of its neighbors. We are interested in the asymptotics for the critical value as θ → ∞. In d ≥ 3, λ c (θ) → 1/ρ d where ρ d is the probability a d dimensional simple random walk does not return to the origin. In d = 2, λ c (θ) is of order log θ, while in d = 1, λ c (θ) is order θ 1/2 .
Introduction
In this paper we consider a particle system on Z d that is a contact process plus a voter model run at a fast rate θ. To be precise if n i (x) is the number of nearest neighbors of x in state i then x changes from 0 → 1 at rate (λ + θ)n 1 (x) and from 1 → 0 at rate δ + θn 0 (x). We have defined the contact process with two parameters because sometimes it will be convenient to set λ = 1 and at other times to set δ = 1. The next table gives the notation for the two cases and relates them. δ = 1 Rescaling λ = 1 birth λ 1 1 voter θ θ/λ ν death 1 1/λ δ
The original motivation for studying this model came from trying to understand the asymptotic behavior of the phase diagram of the two level contact process, see [2] , when the birth rate for the lower "host" level gets large. Because of this, we are interested in the asymptotics of the critical value for survival of the contact process λ c (θ) (or δ c (θ)) as θ → ∞.
Here survival means the existence of a nontrivial stationary distribution. For background on the contact process and voter model, and a precise definition of λ c see either of Liggett's books on interacting particle systems [9, 10] .
The key to the study of our process is the fact that it is dual to coalescing branching random walk in which particles do random walks at rate 2dθ, give birth to new particles at rate λ and die at rate 1. Our model is a voter model perturbation in the sense of Cox, Durrett, and Perkins [3] , but it is easier to derive the next result from earlier work of Durrett and Zähle [6] Theorem 1. In d ≥ 3, λ c (θ) → 1/ρ d , where the ρ d is the probability that simple random walk does not return to the origin.
The survival of the process is proved in [6] by showing that when space is scaled by θ −1/2 the dual process converges to a branching Brownian motion in which particles die at rate 1, and births occur at rate λρ d , the reduction in the birth rate being due to the fact that with probability 1 − ρ d a newborn particle will coalesce with its parent. The matching lower bound is proved by showing that when λρ d < 1 the branching random walk is subcritical.
In d ≤ 2, the recurrence of random walk implies that the probability a newborn particle never coalesces with its parent is 0, so λ c (θ) → ∞. To prove a result about survival in d = 2 we switch to the viewpoint in which births occur at rate λ = 1, deaths at rate δ, and in the dual random walks occur at rate 2dν. The key observation is that the probability of no coalescence by time 1 in our process is asymptotically C/ log ν, so if we speed up time by log ν then we will produce new particles at a positive rate.
Using this observation, Durrett and Zähle [6] were able to produce a block construction that compares the dual of the process with supercritical oriented percolation in which sites are open with probability 1 − . In our formulation of the model the blocks have width in space of order (ν log ν) 1/2 , and in time of order log(ν). Once this is done, it is immediate that when the death rate is a small multiple of 1/ log(ν) the dual dominates supercritical oriented percolation with probability 1 − 2 . When this is done more carefully, it follows that Theorem 2. In d = 2, lim inf ν→∞ (log ν)δ c (ν) ≥ π and hence
To get the second conclusion from the first note that if δ log ν ≥ π, then (1/λ) log(θ/λ) ≥ π and hence λ ≤ (1/π) log(θ/λ).
In the other direction we have
, the process dies out if
where τ is the hitting time of the origin for the lazy simple symmetric random walk on Z 2 , that stays put with probability 1/2. From this it follows that
To get the second conclusion from the first, integrate by parts (or use Fubini's theorem) to conclude that if F is the distribution function of a nonnegative random variable and φ is its Laplace transform
Using the well-known fact that P (τ > n) ∼ π/ log n (see page 167 of [12] or Lemma 3.1 in [4] ) and applying a Tauberian theorem (e.g., Theorem 4 from Section XIII.5 of [7] ), we see that
If λ ∼ c log(θ), then from the definition of it follows that 1/ ∼ 4θ, and the inequality will hold for large θ if c < 1/4π. The proof that the lower bound uses submodularity of the function ψ(A) = µ{η ≡ 0 on A}.
for the upper invariant measure µ, and a comparison between a biased and an unbiased random walk, so is not sharp. The upper bound might be tight, but in contrast to the situation in Theorem 1, this is far from obvious. See the discussion in Section 4.
In d = 1, the most accurate upper bound on the critical value for the contact process is the one of Holley and Liggett [8] . It is natural to ask whether this approach can be applied to the contact+voter process, and if so, what the resulting bound is. In fact, it does apply, and shows that the process survives if
Since the fraction on the right converges to 1/2 √ 2 as λ → ∞, it follows that lim sup
The details of the argument can be found in [11] . Even though the Holley-Liggett bound for the contact process λ c ≤ 2 is very close to the right answer λ c ≈ 1.65, here it fails to give the correct order of magnitude. As the next result shows the correct rate of growth is θ 1/2 .
To get the second conclusion from the first note that δ ≥ c/ν translates into λ ≤ (θ/c) 1/2 . To prove Theorem 4 we begin as in the proof of Theorem 2 with a block construction for the process with δ = 0. However, the approach we previously used in dimensions d = 2 does not work well in d = 1 because the probability a newborn particle does not coalesce with its parent for time t is only ∼ ct −1/2 . To improve the chances of escaping coalescence, we use an idea from Bramson and Griffeath [1] . We follow two tagged particles in the dual: a white particle that only follows random walk steps and a red particle that follows random walk steps and in addition branchings that take it to the right. The two particles may coalesce several times but the drift in the red particle will eventually take it to the right and away from the white particle. The construction takes place in a space time box that is 8Lν wide (in space) and 10Lν high (in time) with L is large. As in the sketch of the proof of Theorem 2 it follows that if δ ≤ η/Lν and η is small, then we have survival in the process with deaths.
Since the proof of Theorem 4 is based on a block construction, the constant is very large. This problem is avoided in the proofs of Theorems 1 and 2 by using a large number of particles in the block construction. This strategy does not seem to be practical in d = 1 since there can be a lot of coalescence. It would be interesting to have a reasonable numerical upper bound on lim sup θ→∞ λ c (θ)/θ 1/2 . The right answer might be as small as 1, but that guess is probably overly optimistic.
The final result gives a good lower bound on the critical value.
Theorem 5. In d = 1, the contact process dies out if θ > 2λ(λ − 1) and hence
The remainder of the paper is devoted to proofs. Theorem 5 is proved in Section 2, Theorem 3 in Section 3, Theorems 1 and 2 in Section 4, and Theorem 4 in Section 5. Section 3 depends heavily on the ideas used in Section 2. However, the sections are otherwise independent.
Extinction in one dimension
Proof of Theorem 5. Let µ be the upper invariant measure for the process, i.e., the limit starting from all 1's, and for finite A ⊂ Z, put
From the definition of ψ it is clear that
That is, ψ is supermodular:
This function ψ is a harmonic for the dual chain. Using this and the shift invariance of µ,
To check the second equation, note that while events happen to the pair {0, 1} at rate 2 + 4θ + 2λ, it suffices by symmetry to consider only those that affect the site on the right. Similarly, for n ≥ 2,
Let f (0) = ψ({0}) and f (n) = ψ({0, n}) for n ≥ 1. Though it is not needed below, we note that f (n) ↓ by Theorem 1.9 of Chapter IV of [9] . The proof given there for the contact process applies to our process as well. Changing notation
(1)
To simplify the other equations, we use the supermodularity equation
to eliminate ψ(A) for |A| = 3 in the above harmonicity equations. This gives
and for n ≥ 2,
for n ≥ 2. The second inequality can be written as
Define h(n) recursively by h(0) = 1, θh(1) = 1 + θ − λ, and
for n ≥ 2. For the future, note that (4) also holds when n = 1. By induction,
Lemma 2.1. The solution to the recursion (4) for h can be given explicitly:
Proof. To check this, it suffices to show that h * satisfies (4), together with the initial conditions. The initial conditions are immediate. For the recursion, it suffices to check that the coefficient of λ j /θ k is the same on both sides of (4). To simplify matters, we will use the convention that 0 0 = 1 and
for the expression on the left, and
for the expression on the right. The sum on the right above is
Combining the binomial coefficients gives the required identity.
In order to determine the behavior of h(n) for large n, it is simplest to compute the generating function. To avoid convergence issues in changing of order of summation, one can consider the positive and negative terms separately, but the result is the same. Using the identity
As u ↑ v, the final sum above tends to ∞. Therefore
Solving the quadratic gives
and therefore λ(1 − v) < 1 is equivalent to 2θ > λ(λ − 3) and θ > 2λ(λ − 1).
To complete the proof, note that if θ > 2λ(λ − 1), then
Since 0 < v < 1, this implies that
Since g(n) is bounded, this together with (5) implies f (0) = 1, so the process dies out.
Alternative proof. For readers who are less adept at computations with Binomial coefficients, we now sketch another approach. We want to solve (4)
with h(0) = 1. If we let j(n) = n−1 k=0 h(k) then we have the system that can be written as
where j(0) = 0. Writing A for the matrix and taking into account the initial condition:
Being a positive matrix, A n ij ≈ u i γ n 1 v j where λ 1 is the largest eigenvalue and u and v are associated left and right eigenvectors, which have strictly positive entries. From this we see that
To find the eigenvalues we set (1 + (λ + 1)/θ − x)(1 − x) − 1/θ = 0 which becomes
Solving we get
Underneath the square root we have
Multiplying top and bottom by θ, the largest eigenvalue is
From (6) we see that h(n) → ∞ if γ 1 − 1 > 2λ/θ. Subtracting 1 from γ 1 removes the 2θ from the numerator. When θ = cλ 2 ,
Extinction in two dimensions
Proof of Theorem 3. Now let f (0, 0) = ψ({(0, 0)}) and f (m, n) = ψ({(0, 0), (m, n)}) for m, n ≥ 0, m + n ≥ 1. Imitating the proof in the previous section, we begin by observing that
Note that we have used reflection symmetry to keep the points in the first quadrant. 
and rearranging gives Similarly, when m, n ≥ 1
Letting g(m, n) = 1 − f (m, n), (7) becomes
Multiplying each side of (9) by −1, noting that the coefficients on each side sum to 5λ + 4θ and using the last identity we have
Performing these manipulations on (8) gives the same result so this equation holds for m ≥ 1. A similar argument shows that for m, n ≥ 1
As a warmup, consider formally the case θ = ∞. Then (10), (11) and (12) the inequalities that follow it imply that ifS k is simple random walk on the positive quadrant in Z 2 with reflection at the boundaries then
Since S k is recurrent, the bounded superharmonic function g is constant. By (10), this constant is zero, so the process dies out. Suppose now that the process survives, g(0, 0) > 0, and let h(m, n) = g(m, n)/2g(0, 0).
Then h(0, 0) = 1/2 and (10), (11) and (12) imply that for m, n ≥ 1
Clearly, f (m, n) ≤ f (0, 0). Since the contact process has positive correlations (see e.g., Theorem 2.13 of Chapter III of [9] ), f (m, n) ≥ f 2 (0, 0), so for all m, n
i.e., 1/2 ≤ h(m, n) ≤ 1. Let = 1/(1 + 2λ + 4θ). To motivate the next definition divide each side of (16) by (1 + 2λ + 4θ) to get
and note that if λ θ the two fractions on the right are ≈ 1/4. For a future comparison, note that (1 − )/(2λ + 4θ) = .
Define h k (m, n) for k ≥ 0 and m, n ∈ Z by h k (0, 0) = 1/2 for all k. For (m, n) = (0, 0), let h 0 (m, n) = 1 and
whereS k is the lazy version of the reflecting random walkS k , defined before (13), that stays put with probability 1/2. It is easy to see 1/2 ≤ h k (m, n) ≤ 1 for all k, m, n. Let τ be the hitting time of the origin forS k . One can think of h k (m, n) of a reward earned by our processS k starting from (m, n) and stopped at time τ .
• A reward of 1/2 is earned at time τ .
• A reward of 1 is earned at time k if τ > k.
• A reward of is earned at time j < k if τ > j.
• Rewards earned at time j are discounted by (1 − ) j .
This interpretation leads easily to the following formula:
and rearranging:
We have used the lazy random walk so that x → P x (τ > j) is increasing (and hence x → h k (x) is also) in the usual partial order on the positive quadrant. To prove this we note that two random walks started at (m, n) and (m , n ) with m ≥ m and n ≥ n can be coupled to preserve the order. The ordering is trivial to maintain while the walk is in the interior of the quadrant or on the left side. To handle the situation when one walker is at ( , 1) and the other is at ( , 0) note that:
To compare h k with h note that if m, n ≥ 1
Since h k (m, n) ≤ 1 and (1 − )/4 = (λ/2 + θ)/(1 + 2λ + 4θ) = (λ/2 + θ)
To handle the equation on the boundary we add λh(m, 0) to each side of (15), and divide by 1 + 2λ + 4θ to rewrite it as
The corresponding equation for h k+1 is
Arguing as before we can convert this into
The last lines in (20) and (22) are ≥ 0 by the monotonicity of h k , so comparing with (17) and (21), we see that h k+1 and h satisfy similar iterations with ≤ and ≥ respectively. Since h 0 ≥ h, it follows by induction that
Taking the limit in (19) and using (23) gives
Since 2h(1, 0) = 1 + 1/4λ by (14),
Since this argument was based on the assumption that the process survives, it follows that the process dies out whenever the opposite (strict) inequality holds.
Survival in two and higher dimensions
Survival. The proof in dimensions d ≥ 2 is simple since most of the work has already been done by Durrett and Zähle [6] . Changing their defintions to match those used here, they study a coalescing branching random walkξ t in which random walks occur at rate 2d and branching occurs at rate β. Following the notation of [6] , let
Letξ t be a pruned modification ofξ t in which particle have mass 0 until time τ (β). Let
Run time at rate h(β) and scale space by dividing by w(β) = h(β) 1/2 . In section 2 of [6] , it is shown that the pruned rescaled dual converges to a branching Brownian motion in which new particles are born at rate
and perform Brownian motions. Since two Brownian motions never hit in two dimensions there is no coalescence. If we add deaths at rate γ/h(β), then the rescaled pruned dual will converge to a limit in which particles die at rate γ. If γ < µ then the limiting branching Brownian motion will be supercritical. The next step in the proof in [6] is a block construction for the branching Brownian motion ζ t , which we view as a measure on
, and I m = mLe 1 + I. Letζ A t be the branching Brownian motion starting with points in A occupied and modified so that particles are killed when they leave [0, 4L] d . Straightforward calculations show that given we can choose L and K so that for any
Once this is done it follows easily that if γ < π, then the dual process survives for small β. See pages 1760-1761 in [6] . To translate back into the original formulation note that speeding up time by a factor ν = 1/β births occur at rate 1, random walks at at rate 2dν, and deaths at rate γ/(βh(β)).
Extinction. In d ≥ 3 if we start with one particle in the dual then the probability it dies before giving birth to an offspring that it does not coalesce with by time 1/ √ β converges to γ/(γ + ρ d ) in the limit β → 0. However, if the death occurs while the particle has an offspring that it has not coalesced with, the dual process does not die out. Let t i be the amount of time needed to coalesce with the ith birth. The number of unsuccessful attempts N before the first successful one has a shifted geometric distribution with success probability ρ d , so the probability of a death while there is an uncoalesced particle is ≤ β N i=1 t i → 0 in probability. Combining these calculations we see that if γ > ρ d then the probability that the first particle becomes two before it dies is < 1/2 for small β and hence the dual process is subcritical.
If one attempts to use the same reasoning in d = 2 one must confront the fact that the number of unsuccessful births will be of order log(1/β) and that the tail of the distribution of (t i |t i < ∞) is very large, so the first particle may be protected from being killed for a positive fraction of the time. If so, then the upper bound of 1/π will not be sharp.
Survival in one dimension
In this section we consider the version of the contact plus voter process in which births occur at rate 1. The dual process has deaths at rate δ, births at rate 1, and random walks that jump to each nearest neighbor at rate ν, with coalescence when two walks hit. Let L be a large constant that will be chosen later. Let I m = 4mLν + [−0.2Lν, 0.2Lν]. We will show for the dual process with δ = 0 that if we start with one particle in I 0 at time 0 then with high probability we will have one in I 0 and one in I 1 at time 10Lν. We will do this by following the behavior of two tagged particles in the dual. In order to have the events in our construction one dependent, we will also show that with high probability the particles do not leave [−2Lν, 6Lν]. Since we are only following two paths in the dual, it follows that if δ = η/Lν and η is small then the block event has high probability for the process with death. Using the block construction, now it follows that the dual process has positive probability of surviving starting from 0, and hence there is a nontrivial stationary distribution.
The Key to the proof is a trick used by Bramson and Griffeath [1] . We follow a tagged particle in the dual that moves according to the following rules: when it is affected by a random walk event it must jump, but when there is a branching event, it follows the birth if and only if it takes it to the right. This process, which we call X r (t), makes jumps
It is easy to check that X r (2νt)/2ν ⇒ B r (t) = B(t) + t. Let X denote the analogous process that only follows births to the left and has limit B (t) = B(t) − t, and let X c denote the process the ignores branching arrows and has limit B c (t) = B(t).
The Construction. Suppose we have a particle at x ∈ I 0 . There are three things to prove.
(i) Suppose the particle in I 0 is at x. We use X r if x < 0 or X if x > 0 to bring the particle to 0, which happens at time T 0 . We will declare this part of the construction a success if the particle never leaves [−0.4Lν, 0.4Lν] and T 0 ≤ 2Lν. Having brought our particle to 0, we change our rule so that the particle we are watching, which we call the white particle, only follows random walk arrows.
(ii) At time T 0 we begin to follow a red particle that moves according to X r (t). The red particle may coalesce with the white particle a large number of times, but will keep separating from it becuase it follows births to the right, while the white particle does not. Since the red particle is approximately a Brownian motion with drift, it will reach 4Lν at some time T 1 . We declare this part of the construction a success if T 1 ≤ T 0 + 6Lν. At time T 1 , we change our rule so that the red particle, only follows random walk arrows.
(iii) The last thing we need is for the white particle not to leave [−0.2Lν, 0.2Lν] in [T 0 , 10Lν] and for the red particle not to leave 4Lν + [−0.2Lν, 0.2Lν] in [T 1 , 10Lν]. Note that between time T 0 and time T 1 , the red particle is always to the right of the white particle, and always to the left of 4Lν so if the two events in the first sentence happen, the red particle will not leave the interval [−0.2Lν, 4.2Lν].
Rescaled Construction. The processes B r , B , and B c arise from X r , X , and X c by scaling space and time by 2ν. Using the weak convergence of these processes it is enough to show that if L is large, then the correspondingly scaled events hold for the B s with high probability. (ii) The red particle born at timeT 0 gets to 2L at timeT 1 ≤T 0 + 3L. At this point we have shown that if L ≥ L 0 then all three events in the rescaled construction occur with probability ≥ 1 − . If we take L = L 0 then the weak convergence of the X's to the B's implies that if ν ≥ ν 0 all three events in the construction occur with probability ≥ 1 − 2 . Up to this point the calculations are for the process with no death. If we pick δ = η/Lν with η small then the probability of a death affecting either of our two tagged particles is ≤ . The events in the block construction are one dependent, so applying Theorem 4.1 from Durrett's St. Flour Notes [5] , we see that the dual process starting from a single particle at 0 survives with positive probability.
