In the past years, the Clinical Data Mining arena has suffered a remarkable development, where intelligent data analysis tools, such as Neural Networks, have been successfully applied in the design of medical systems. In this work, Neural Networks are applied to the prediction of organ dysfunction in Intensive Care Units. The novelty of this approach comes from the use of adverse events, which are triggered from four bedside alarms, being achieved an overall predictive accuracy of 70%.
Introduction
Scoring the severity of illness has become a daily routine practice in Intensive Care Units (ICUs), with several metrics available, such as the Acute Physiology and Chronic Health Evaluation System (APACHE II) or the Acute Physiology Score (SAPS II), just to name a few (Teres and Pekow, 2000) . Yet, most of these prognostic models (given by Logistic Regression) are static, being computed with data collected within the first 24 hours of a patient's admission. This will produce a limited impact in clinical decision making, since there is a lack of accuracy of the patient's condition, with no intermediate information being used.
On the other hand, the Clinical Data Mining is a rapidly growing field, which aims at discovering patterns in large clinical heterogeneous data (Cios and Moore, 2002) . In particular, an increasing attention has been set over the use of Neural Networks (connectionist models that mimic the human central nervous system) in Medicine, with the number of publications growing from two in 1990 to five hundred in 1998 (Dybowski, 2000) .
The interest in Data Mining arose due to the rapid emergence of electronic data management methods, holding valuable and complex information (Hand et al., 2001 ). However, human experts are limited and may overlook important details, while tecniques such as Neural networks have the potential to solve some of these hurdles, due to capabilities such as nonlinear learning, multi-dimensional mapping and noise tolerance (Bishop, 1995) .
In ICUs, organ failure diagnosis in real time is a critical task. Its rapid detection (or even prediction) may allow physicians to respond quickly with therapy (or act in a proactive way). Moreover, multiple organ dysfunction will highly increase the probability of the patient's death.
The usual approach to detect organ failure is based in the Sequential Organ Failure Assessment (SOFA), a diary index, ranging from 0 to 4, where an organ is considered to fail when its SOFA score is equal or higher than 3 (Vincent et al., 1996) . However, this index takes some effort to be obtained (in terms of time and costs).
This work is motivated by the success of previous applications of Data Mining techniques in ICUs, such as predicting hospital mortality (Santos et al., 2002) . The aim is to study the application of Neural Networks for organ failure prediction (identified by high SOFA values) of six systems: respiratory, coagulation, liver, cardiovascular, central nervous and renal. Several approaches will be tested, using different feature selection, training and modeling configurations. A particular focus will be given to the use of daily intermediate adverse events, which can be automatically obtained from four hourly bedside measurements, with fewer costs when compared to the SOFA score.
The paper is organized as follows: first, the ICU clinical data is presented, being preprocessed and transformed into a format that enables the classification task; then, the neural models for organ failure diagnosis are introduced; next, a description of the different experiments performed is given, being the results analyzed and discussed; finally, closing conclusions are drawn.
Materials and Methods

Clinical Data
In this work, a part of the EURICUS II database (www.frice.nl) was adopted which contains data related to 5355 patients from 42 ICUs and 9 European Union countries, collected during a period of 10 months, from 1998 to 1999. The database has one entry (or example) per each day (with a total of 30570), being its main features described in Table 1 (Tables 2 and 3 ). Each event (or critical event) is defined as a binary variable, which will be set to 0 (false), if the physiologic value lies within the advised range; or 1 (true) else, according to the time criterion. Before attempting modeling, the data was preprocessed, in order to set the desired classification outputs. First, six new attributes were created, by sliding the SOF A d−1 values into each previous example, since the intention is to predict the patient's condition (SOF A d ) with the available data at day d (SOF A d−1 , case mix and adverse events). Then, the last day of the patient's admission entries were discarded (remaining a total of 25309), since in this cases, no SOF A d information is available. Finally, the new attributes were transformed into binary variables, according to the expression:
Neural Networks
In MultiLayer Perceptrons, one of the most popular Neural Network architectures, neurons are grouped into layers and only forward connections exist (Bishop, 1995) . Supervised learning is achieved by an iterative adjustment of the network connection weights (the training procedure), in order to minimize an error function, computed over the training examples (cases). The state of a neuron (s i ) is given by (Haykin, 1999) :
where I represents the set of nodes reaching node i, f the activation function (possibly of nonlinear nature), w i,j the weight of the connection between nodes j and i (when j = 0, it is called bias); and s 1 = x 1 , . . . , s n = x n , being x 1 , . . . , x n the input vector values for a network with n inputs. All experiments reported in this work will be conducted using a neural network object oriented programming environment, developed in JAVA.
Fully connected Multilayer Perceptrons with bias connections, one hidden layer (with a fixed number of hidden nodes) and logistic activation functions (f (x) = 1 1+e −x ) were adopted for the organ failure classification (Figure 2 ). Only one output node is used, since each organ system will be modeled by a different network. This splitting is expected to facilitate the Neural Network learning process. Therefore, Number of daily O2 events and critical events {0, 1, . . . , 30} NUR Number of daily UR events and critical events {0, 1, . . . , 29}
the predicted class (P k ) for the k example is given the nearest class value:
where s k,o denotes the output value for the o output node and the k input example.
Before feeding the Neural Networks, the data was preprocessed: the input values were standardized into the range [−1, 1] and a 1-of-C encoding (one binary variable per class) was applied to the nominal attributes (non ordered) with few categories (SOF A d−1 , admtype and admfrom). For example, 
the admtype variable is fed into 3 input nodes, according to the scheme:
At the beginning of the training process, the network weights are randomly set within the range [-1,1]. Then, the RPROP algorithm (Riedmiller, 1994 ) is applied, due to its faster convergence and stability, being stopped when the training error slope is approaching zero or after a maximum of E epochs (Prechelt, 1998) .
Statistics
To insure statistical significance, 30 runs were applied in all tests, being the accuracy estimates achieved using the Holdout method (Flexer, 1996) . In each simulation, the available data is divided into two mutually exclusive partitions, using stratified sampling: the training set, used during the modeling phase; and the test set, being used after training, in order to compute the accuracy estimates.
A common tool for classification analysis is the confusion matrix (Kohavi and Provost, 1998) 
(also known as precision and Type I Error); and the Accuracy, which gives an overall evaluation. These metrics can be computed using the following equations:
Results
Feature Selection
Four different feature selection configurations will be tested, in order to evaluate the input attribute importance: A -which uses only the SOF A d−1 values (1 variable).
B -where all available input information is used (SOF A d−1 of the corresponding organ system, the case mix and the adverse events, in a total of 9 attributes); C -in this case, the SOF A d−1 is omitted (8 variables); and D -which uses only the four adverse outcomes.
Since the SOFA score takes costs and time to obtain, in this study, a special attention will be given to the last two settings.
In the initial experiments, it was considered more important to approach feature selection than model selection. Due to time constrains, the number of hidden nodes was set to round(N/2), where N denotes the number of input nodes (N = 5, N = 21, N = 16 and N = 4, for the A, B, C and D setups, respectively); and round(x) gives nearest integer to the x value.
The commonly used 2/3 and 1/3 partitions were adopted for the training and test sets (Flexer, 1996) , while the maximum number of training epochs was set to E = 100. Each input configuration was tested for all organ systems, being the accuracy measures given in terms of the mean of thirty runs (Table 5) .
The A selection manages to achieve a high performance, with an Accuracy ranging from 86% to 97%, even surpassing the B configuration. This is not surprising, since it is a well established fact that the SOF A is a adequate score for organ dysfunction. Therefore, the results suggest that there is a high correlation between SOF A d−1 and SOF A d .
When the SOF A index is omitted (C and D) , the Accuracy values only decay slightly. However, this measure (which is popular within Data Mining community) is not sufficient in Medicine. Ideally, a test should report both high Sensitivity and Specificity values, which suggest a high level of confidence (EssexSorlie, 1995) . In fact, there seems to be a tradeoff between these two characteristics, since when the SOF A values are not present (Table 5) , the Sensitivity values suffer a huge loss, while the Specificity values increase.
Balanced Training
Why do the A/B selections lead to high Accuracy /Specificity values and low Sensitivity ones? The answer may be due to the biased nature of the organ dysfunction distributions; i.e., there is a much higher number of false (0) than true (1) conditions ( Figure  3) .
One solution to solve this handicap, is to balance the training data; i.e., to use an equal number of true and false learning examples. Therefore, another set of experiments was devised (Table 6 ), using random sampling training sets, which contained 2/3 of the true examples, plus an equal number of false examples. The test set was composed of the other 1/3 positive entries. In order to achieve a fair comparison with the previous results, the negative test examples were randomly selected from the remaining ones, with a distribution identical to the one found in the original dataset (as given by Figure 3 ).
The obtained results show a clear improvement in the Sensitivity values, specially for the C configuration, stressing the importance of the case mix attributes. Yet, the overall results are still far from the ones given by the A selection.
Improving Learning
Until now, the main focus was over selecting the correct training data. Since the obtained results are still not satisfactory, the attention will move towards better Neural Network modeling. This will be achieved by changing two parameters: the number of hidden nodes and the maximum number of training epochs. Due to computational power restrictions, these factors were kept fixed in the previous experiments. However, the adoption of balanced training leads to a considerable reduction of the number of training cases, thus reducing the required training time.
Several experimental trials were conducted, using different combinations of hidden nodes (H = 4, 8, 16 and 32) and maximum number of epochs (E = 100, 500 and 1000), being selected the configuration which gave the lowest training errors (H = 16 and E = 1000). These setup lead to better results, for all organ systems and accuracy measures (Table 6) .
To evaluate the obtained results, a comparison with other Machine Learning classifiers was performed (Table 7) , using two classical methods from the WEKA Machine Learning software (Witten and Frank, 2000) : Naive Bayes -a statistical algorithm based on probability estimation; and JRIP -a learner based on "IF-THEN" rules.
Although presenting a better Accuracy, the Naive Bayes tends to emphasize the Specificity values, giving poor Sensitivity results. A better behavior is given by the JRIP method, with similar Sensitivity and Specificity values. Nevertheless, the Neural Networks still exhibit the best overall performances.
Conclusions
The surge of novel bio-inspired tools, such as Neural Networks, has created new exciting possibilities for the field of Clinical Data Mining. In this work, these techniques were applied for organ failure diagnosis of ICU patients.
Preliminary experiments were drawn to test several feature selection configurations, being the best results obtained by the solely use of the SOFA value, measured in the previous day. However, this score takes much more time and costs to be obtained, when compared with the physiologic adverse events. Therefore, another set of experiments were conducted, in order to improve the use of the latter outcomes. First, the training sets were balanced to contain similar proportions of positive and negative examples. Then, the number of hidden nodes and training epochs was increased. As the result of these changes, an improved performance was gained, specially in terms of sensitivity.
A final comparison between the SOFA score and the proposed solution (the C improved setup), still favors the former, although the Sensitivity values are close (being even higher for the C configuration in the coagulation and liver systems). Nevertheless, it is important to stress the main goal of this work: to show that is it possible to diagnose organ failure by using cheap and fast intermediate outcomes (within our knowledge this is done for the first time). The results so far obtained give an overall accuracy of 70%, which although not authoritative, still back this claim. In addiction, the proposed approach opens room for the development of automatic tools for clinical decision support, which are expected to enhance the physician response.
In future research it is intend to improve the performances, by exploring different Neural Network types, such as Radial Basis Functions (Bishop, 1995) . Another interesting direction is based in the use of alternative Neural Network training algorithms, which can optimize other learning functions (e.g., Evolutionary Algorithms (Rocha et al., 2003) ), since the gradientbased methods (e.g., the RPROP (Riedmiller, 1994) ) work by minimizing the Sum Squared Error, a target which does not necessarily correspond to maximizing the Sensitivity and Specificity rates. Finally, it is intended to enlarge the experiments to other ICU applications (e.g., predicting life expectancy).
