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Complementary asymptotically sharp estimates
for eigenvalue means of Laplacians
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Abstract: We present asymptotically sharp inequalities, containing a second
term, for the Dirichlet and Neumann eigenvalues of the Laplacian on a domain,
which are complementary to the familiar Berezin-Li-Yau and Kro¨ger inequalities
in the limit as the eigenvalues tend to infinity.
We accomplish this in the framework of the Riesz mean R1(z) of the eigenval-
ues by applying the averaged variational principle with families of test functions
that have been corrected for boundary behaviour.
Keywords: Dirichlet Laplacian, Neumann Laplacian, Semiclassical bounds for
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the boundary.
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1 Introduction
According to a conjecture made by Po´lya in 1961, the Weyl estimate of large
eigenvalues should be a strict lower bound for each of the Dirichlet eigenvalues
of a domain, and an upper bound for the Neumann eigenvalues. Po´lya’s still
open conjecture has inspired legions of articles, notably those in the tradition
of Berezin [4] and of Li and Yau [31], who proved an averaged version of the
conjecture in the Dirichlet case:
1
k
k∑
j=1
λj ≥ d
d+ 2
Cd
(
k
|Ω|
) 2
d
,
and of Kro¨ger [24], who did the same for the Neumann case (see also [28]):
1
k
k∑
j=1
µj ≤ d
d+ 2
Cd
(
k
|Ω|
) 2
d
. (1.1)
Here
Cd := 4pi
2ω
− 2
d
d (1.2)
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and ωd := Γ(1 + d/2)
−1pid/2 is the volume of the unit ball in Rd. The so-called
“classical constant” Cd is related to the Weyl asymptotic relation satisfied by
Neumann and Dirichlet eigenvalues, namely
lim
j→+∞
λj
j
2
d
= lim
j→+∞
µj
j
2
d
=
Cd
|Ω| 2d ,
which shows that the Berezin-Li-Yau and Kro¨ger bounds are asymptotically
sharp.
A paper by Melas [32] opened the way to improving the Berezin-Li-Yau in-
equality with a lower-order correction by incorporating more information about
eigenfunctions, and a correction with the expected order was later obtained by
Weidl [38] (see also Geisinger, Laptev, and Weidl [18]). More recently, an article
by two of us [21] improved Weyl-sharp inequalities for eigenvalues of the Laplacian
on domains, with both Dirichlet and Neumann boundary conditions. In [21] the
Berezin-Li-Yau and Kro¨ger inequalities were replaced by two-term expressions of
the right orders, with tight constants.
The two-term expressions in [21] were derived in the framework of Riesz means,
which have come to be recognized as an efficient way to understand Weyl asymp-
totics. By definition, Rσ(z) :=
∑
j(z − λj)σ+, or respectively
∑
j(z − µj)σ+. (Here
x+ denotes the positive part of x.) Note that in the way that Riesz means are
defined, Berezin-Li-Yau becomes an upper bound for an expression involving the
Dirichlet eigenvalues, and Kro¨ger a lower bound with the Neumann eigenvalues.
It is striking that the proofs of the Berezin-Li-Yau and Kro¨ger inequalities use
similar ingredients, including the Fourier transform, but that they are arranged
in different ways.
In this work we show that in some circumstances the situation can be reversed,
so that there is a kind of Berezin-Li-Yau upper bound for the Neumann Riesz
means (i.e., a lower bound for eigenvalue averages) and a kind of Kro¨ger lower
bound for Dirichlet Riesz means (i.e., an upper bound for eigenvalue averages).
Reversing the inequalities certainly requires lower-order correction terms, which,
as will be seen, include information about the boundary of the domain. As in
[21] an essential tool will be the averaged variational principle first introduced in
[22] (see also [12]), which gives an efficient derivation of Kro¨ger’s inequality and
has been used to derive various other upper bounds for averages of eigenvalues.
The averaged variational principle applies most directly to R1, which is easily
connected to averages of eigenvalues via the Legendre transform:
L [R1] (w) = (w − [w])λ[w]+1 +
[w]∑
j=1
λj.
We observe that similar results can be found in [25], where, however, bounds are
given directly for sums under quite technical assumptions on the domain, and the
constants are implicit and don’t show an immediate dependence on the geometry
of the domain and of its boundary. We also refer to [36] where Kro¨ger’s results
are extended to the case of homogeneous spaces.
The averaged variational principle [22, 12] applies to any self-adjoint operator
H on a Hilbert space (H, 〈, 〉H) having purely discrete spectrum consisting of
eigenvalues 0 ≤ λ1 ≤ λ2 ≤ . . . ≤ λj ≤ . . .. We recall it here in a form adapted
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to our purposes. Let the eigenvectors corresponding to λj be written as uj , let
QH(f, f) be the quadratic form associated with H , defined on the form domain
QH , and let DH be the operator domain of H . Note that QH(f, f) = 〈Hf, f〉H
whenever f ∈ DH . Let Pk be the spectral projector associated with the first
k eigenvalues. Then for any f ∈ QH , according to the standard variational
principle,
λk+1
(〈f, f〉H − 〈Pkf, Pkf〉H) ≤ QH(f, f)−QH(Pkf, Pkf). (1.3)
Suppose now that a family of functions fξ ∈ QH is indexed by ξ ∈ M in a
measure space (M,Σ, µ), such that the tight-frame condition holds, that is, for
any φ ∈ H, ∫
M
| 〈φ, fξ〉H |2dµ(ξ) = C‖φ‖2H.
Let µ0 be another measure on (M,Σ, µ) such that
∫
M
g(ξ) dµ0 ≤
∫
M
g(ξ) dµ for
any nonnegative real-valued function g on M . Then after integrating (1.3) over
ξ ∈M with respect to µ0 and reorganizing the terms we obtain
k∑
j=1
(λk+1 − λj)
∫
M
|〈fξ, uj〉H|2dµ0(ξ) ≥
∫
M
(
λk+1‖fξ‖2 −QH(fξ, fξ)
)
dµ0(ξ),
which implies that
k∑
j=1
(λk+1− λj)
∫
M
|〈fξ, uj〉H|2dµ(ξ) ≥
∫
M
(
λk+1‖fξ‖2 −QH(fξ, fξ)
)
dµ0(ξ) (1.4)
since the terms on left side are nonnegative.
Since we may replace λk+1 in (1.4) with any z ∈ [λk, λk+1] and we can choose
dµ0(ξ) = 1{z‖fξ‖2−QH(fξ ,fξ)≥0}dµ(ξ) (1A denoting the characteristic function of
A ⊂ M), we have
R1(z) =
∑
j
(z − λj)+ ≥ 1
C
∫
M
(
z‖fξ‖2H −QH(fξ, fξ)
)
+
dµ(ξ). (1.5)
Inequalities (1.4) and (1.5) are the forms of the averaged variational principle
which we shall exploit throughout this paper.
When we consider unbounded operators, typically M and fξ are such that∫
M
QH(Pkfξ, Pkfξ) dµ(ξ) =
∫
M
k∑
j=1
λj|〈fξ, uj〉H|2 dµ(ξ)
and ∫
M
〈Pkfξ, Pkfξ〉H dµ(ξ) =
∫
M
k∑
j=1
|〈fξ, uj〉H|2 dµ(ξ)
are easily computable and finite, but∫
M
QH(fξ, fξ) dµ(ξ) = +∞,
∫
M
〈fξ, fξ〉H dµ(ξ) = +∞,
3
so therefore we need to choose an appropriate µ0 in (1.4).
We also remark here that the variational principle can be seen as a trace in-
equality. In fact, let H be as before and P be an orthogonal projector commuting
with H such that (1 − P )(H − z)(1 − P ) ≥ 0 for some z ∈ R. Then (by the
standard variational principle) for any f ∈ DH :
〈f, P (H − z)Pf〉 ≤ 〈f, (H − z)f〉.
Let Q be another linear operator. By hypothesis
tr(Q(1− P )(H − z)(1 − P )Q) ≥ 0,
which is trivially equivalent to
tr(QP (H − z)PQ) ≤ tr(Q(H − z)Q).
provided that all the traces above are finite, which is true in particular when Q
has finite-dimensional range). We may choose Q to be an orthogonal projector, in
particular the one-dimensional projector onto f , that is Qu =
〈f, u〉f
〈f, f〉 for f 6= 0.
Obviously by this we recover the usual variational inequality for f .
As already mentioned, reversing the Berezin-Li-Yau and Kro¨ger inequalities
requires lower-order correction terms, which we want to compare with the semi-
classical behaviour of the eigenvalues. With this in mind we recall that if Ω is a
bounded domain with a sufficiently smooth boundary (for example, if Ω is Lips-
chitz in the case of Dirichlet eigenvalues or if it is of class C1 in case of Neumann
eigenvalues, see [14, 15, 16]), then the following two-term asymptotic formula for
the average of the first k eigenvalues holds:
1
k
k∑
j=1
λj =
d
d+ 2
Cd
(
k
|Ω|
) 2
d
+
1
2(d+ 1)
C
d+1
2
d
C
d−1
2
d−1
|∂Ω|
|Ω|
(
k
|Ω|
) 1
d
+ o(k
1
d ) (1.6)
as k → +∞, for Dirichlet boundary conditions, and
1
k
k∑
j=1
µj =
d
d+ 2
Cd
(
k
|Ω|
) 2
d
− 1
2(d+ 1)
C
d+1
2
d
C
d−1
2
d−1
|∂Ω|
|Ω|
(
k
|Ω|
) 1
d
+ o(k
1
d ) (1.7)
as k → +∞, for Neumann boundary conditions, where |∂Ω| denotes the d − 1
dimensional Hausdorff measure of the boundary.
We declare now that henceforth we consider only d ≥ 2. In fact for d = 1 all
the eigenvalues are explicitly known.
The present paper is organized as follows. In Section 2 we state the main
results concerning Dirichlet eigenvalues. In particular we state a general theo-
rem on lower bounds for Riesz means of Dirichlet eigenvalues and upper bounds
for averages, namely Theorem 2.1, which holds for all bounded domains in Rd.
In particular the bounds provided by Theorem 2.1 depend on the choice of a
test function φ ∈ H10 (Ω) ∩ L∞(Ω). As a corollary, still in Section 2, we get lower
bounds for the partition function (Corollary 2.5), and two-sided bounds for single
eigenvalues (Corollary 2.8), depending on φ. In Subsection 2.1 we provide explicit
bounds for bounded domains without further regularity assumptions (Theorem
4
2.12) and for convex domains (Theorem 2.15) by choosing a suitable test func-
tion φ in Theorem 2.1. In Subsection 2.2 we present explicit bounds under the
assumption that the Minkowski content relative to Ω equals the Hausdorff mea-
sure of the boundary (Theorem 2.23 and Corollary 2.28 ). In Subsection 2.3 we
present explicit bounds under the assumption that the boundary is of class C2
(Theorem 2.30) and additionally that it is mean convex (Corollary 2.33). Sub-
section 2.4 contains more explicit estimates for planar sets (Theorem 2.36). The
bounds in Subsections 2.2, 2.3 and 2.4 are asymptotically sharp and present a
second term which coincides with the second term of the semiclassical expansion
(1.6) up to a dimensional constant. Moreover we have explicit geometric control
of the remainder term.
In Section 3 we state the main results concerning Neumann eigenvalues. In
particular, we shall present improvements of classical upper bounds for Neumann
eigenvalues (Theorem 3.1, see also [21]) as well as lower bounds for averages and
upper bounds for Riesz means (Theorem 3.7) of Neumann eigenvalues for do-
mains of class C2 by means of the averaged variational principle. These bounds
are asymptotically sharp and present a second term which coincides with the sec-
ond term of the corresponding semiclassical expansion (1.7) up to a dimensional
constant. Moreover we have explicit geometric control of the remainder term.
The proofs of the results stated in Sections 2 and 3 are contained in Sections
4 and 5, respectively.
In Appendix A we present some final remarks. In particular, in Appendix A.1
we show how to recover Theorem 3.7 alternatively through a generalization to
any Laplace eigenfunction of the method of Berezin-Li-Yau ([4, 31]). In Appendix
A.2 we show how to obtain asymptotically Weyl-sharp upper and lower bounds
for single Dirichlet and Neumann eigenvalues from bounds on averages.
2 The main results for Dirichlet eigenvalues
In this section we present bounds for averages of eigenvalues of −∆DΩ obtained
from an application of the averaged variational principle. Here −∆DΩ denotes
the self-adjoint realization of the (nonnegative) Laplacian on Ω with Dirichlet
boundary conditions. Here and in what follows we denote by {λj}∞j=1 the set of
the (positive) eigenvalues of −∆DΩ and by {uj}∞j=1 the corresponding orthonormal
set in L2(Ω) of eigenfunctions.
We will develop a general approach which yields upper bounds for Dirichlet
eigenvalues for a quite wide class of domains (Theorem 2.1). Then, under more
regularity assumptions on the domain, the bounds given by Theorem 2.1 can be
made more explicit (see Theorems 2.12, 2.15, 2.23, 2.30 and 2.36, and Corollaries
2.28 and 2.33). In particular we provide two-term bounds showing the correct
asymptotic behaviour. We also refer to [25] and [28] for related results.
In the following, we denote by ‖ · ‖2 and ‖ · ‖∞ the standard norms on L2(Ω)
and L∞(Ω) respectively. We also denote by 1A the characteristic function of
A ⊆ Rd. We write ∑j to indicate the sum over all positive integers j.
Applying the averaged variational principle (1.4) with test functions of the
form fξ(x) = (2pi)
−d/2eiξ·xφ(x), with φ(x) ∈ H10 (Ω) ∩ L∞(Ω), we obtain the
following theorem.
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Theorem 2.1. Let Ω be a bounded domain in Rd. Then for any φ ∈ H10 (Ω) ∩
L∞(Ω) and z > 0 the following inequality holds∑
j
(z − λj)+‖φuj‖22 ≥
2
d+ 2
(2pi)−dωd||φ||22
(
z − ||∇φ||
2
2
||φ||22
) d
2
+1
+
. (2.2)
Moreover, for all positive integers k
1
k
k∑
j=1
λj ≤ ||∇φ||
2
2
||φ||22
+
d
d+ 2
Cd
(
k
|Ω|
) 2
d
ρ(φ)−2/d, (2.3)
where ρ(φ) :=
||φ||22
|Ω| · ||φ||2∞
< 1.
rem 2.4. The right side of inequality (2.3) relates the upper bound to the semi-
classical behaviour of the average of the first k eigenvalues, which is, by the work
of Berezin, Li and Yau ([4, 31]), a lower bound for the average.
A lower bound for the partition function (the trace of the heat kernel) is ob-
tained by Laplace transforming inequality (2.2). We have the following corollary.
Corollary 2.5. Let Ω be a bounded domain in Rd. Then for any φ ∈ H10 (Ω) ∩
L∞(Ω) and t > 0,
∞∑
j=1
e−λjt‖φuj‖22 ≥ (4pit)−d/2||φ||22e
− ||∇φ||
2
2
||φ||2
2
t
. (2.6)
Moreover
∞∑
j=1
e−λjt ≥ |Ω|
(4pit)
d
2
− 1
(4pit)
d
2
· ||∇φ||
2
2 t+ |Ω| · ||φ||2∞ − ||φ||22
||φ||2∞
. (2.7)
From Theorem 2.1 we also deduce “intrinsic” bounds on single eigenvalues,
which are stated in the following corollary.
Corollary 2.8. Let Ω be a bounded domain in Rd. Let φ ∈ H10 (Ω) ∩ L∞(Ω) and
suppose that λk ≥ ||∇φ||
2
2
||φ||22
. Then the bounds
Cd
(
k
|Ω|
) 2
d
ρ(φ)−2/dx− ≤ λk ≤ λk+1 ≤ Cd
(
k
|Ω|
) 2
d
ρ(φ)−2/dx+ (2.9)
hold true, where
x± = 1±
√√√√√√1− d+2d 1k
∑k
j=1 λj − ||∇φ||
2
2
||φ||22
Cd
(
k
|Ω|
) 2
d
ρ(φ)−2/d
.
rem 2.10. We note that bounds (2.9) become asymptotically Weyl-sharp if we
choose the test function φ in a suitable way, namely φ = φk such that ‖φk‖22 ∼ |Ω|,
‖∇φk‖22 ∼ k1/d and ‖φk‖2∞ ∼ 1 as k → +∞. Suitable choices are described in
Subsections 2.1, 2.2, 2.3 and 2.4; however we perform explicit computation mainly
for sums. Explicit Weyl-sharp bounds for single eigenvalues can be obtained from
(2.9) in a similar way. (See also Appendix A.2.)
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Theorem 2.1 and its corollaries are then applied to domains with more and
more regularity requirements. This leads to more explicit bounds by choosing
suitable cut-off functions φ in (2.3) and (2.7).
2.1 Upper bounds with no restriction on the regularity of
the boundary
A first explicit bound can be obtained by choosing φ = u1, where u1 is the
eigenfunction associated with the first Dirichlet eigenvalue λ1 of Ω. Here and in
what follows we shall denote by rΩ the inradius of a domain Ω, that is,
rΩ := max
x∈Ω
min
y∈∂Ω
|x− y|. (2.11)
We can now state the following theorem.
Theorem 2.12. Let Ω be a bounded domain in Rd. Then for all z ≥ d+2
2r2Ω
,
dλ1(B)
d−1
2
|J d
2
(
√
λ1(B))|
r−dΩ
∑
j
(z − λj)+ ≥ 1
d+ 2
(z − λ1)
d
2
+1
+ , (2.13)
where B denotes the unit ball in Rd, λ1(B) is the first Dirichlet eigenvalue of
B, Jν denotes the Bessel function of the first kind and order ν, λ1 is the first
Dirichlet eigenvalue of Ω, and rΩ is the inradius of Ω.
Moreover, for all positive integers k,
1
k
k∑
j=1
(λj − λ1) ≤ d
d+ 2
Cd
(
k
|Ω|
) 2
d
·
(
2dωd|Ω|
J d
2
(
√
λ1(B))
) 2
d
· λ1(B)
d−1
d
4pi2r2Ω
. (2.14)
We remark that the bound (2.14) depends on λ1. We refer to Remarks 4.7
and 4.10 for a discussion of inequality (2.14). We also mention [17] and references
therein for a discussion of sharp upper bounds for the first Dirichlet eigenvalue
on convex domains in terms of the diameter and the inradius.
In the case of convex sets we can choose φ in a more efficient way and obtain
bounds which depend only on |Ω| and |∂Ω|. We have the following
Theorem 2.15. If |Ω| is a bounded convex set in Rd and z ≥ d+2
2r2Ω
, then
∑
j
(z − λj)+ ≥ 2
d+ 2
(2pi)−dωd|Ω|z d2+1 − 2
√
2
d+ 2
(2pi)−dωd|∂Ω|z d2+ 12 . (2.16)
Moreover, for all positive integers k,
1
k
k∑
j=1
λj ≤ d
d+ 2
Cd
(
k
|Ω|
) 2
d
+ 2
(
2
d+ 2
Cd
) 1
2
(
k
|Ω|
) 1
d |∂Ω|
|Ω| +
4|∂Ω|2
|Ω|2 . (2.17)
Finally, for λ1 there is the simnple bound
λ1 ≤ 4 |∂Ω|
2
|Ω|2 . (2.18)
7
rem 2.19. We can compare the bound (2.16) to the well-known asymptotic ex-
pansion∑
j
(z − λj)+ ∼ 2
d+ 2
(2pi)−dωd|Ω|z d2+1 − 1
4
2
d+ 1
(2pi)1−dωd−1|∂Ω|z d2+ 12
as z tends to infinity. We note that the ratio
2
√
2
d+2
(2pi)−dωd
1
4
(2pi)1−dωd−1
is an increasing function of d and tends to 4pi−1/2 as d tends to infinity. Therefore
3
√
2
2
≤
2
√
2
d+2
(2pi)−dωd
1
4
2
d+1
(2pi)1−dωd−1
≤ 4pi−1/2,
or, approximately,
2.121 ≤
2
√
2
d+2
(2pi)−dωd
1
4
2
d+1
(2pi)1−dωd−1
≤ 2.257.
rem 2.20. Consider (2.17) for the cartesian product Ω = Ω′ × (0, L) with Ω′ ⊂
R
d−1 convex, as L goes to infinity. Let λ1(Ω′), λ2(Ω′) denote the first two Dirichlet
eigenvalues of Ω′. The low lying Dirichlet eigenvalues of Ω, λj, are given by
λj = λ1(Ω
′) +
pi2j2
L2
provided
pi2j2
L2
< λ2(Ω
′) − λ1(Ω′). Let k be any index such that this inequality
holds and define κ =
k
L|Ω′| . We keep κ fixed when L tends to infinity. Then,
from inequality (2.17) we obtain, as L→ +∞
λ1(Ω
′) ≤ 1
k
k∑
j=1
λj = λ1(Ω
′) +
pi2|Ω′|2κ2
3
≤ d
d+ 2
Cdκ
2
d +
2|∂Ω′|
|Ω′|
(
2
d+ 2
Cd
) 1
2
κ
1
d +
4|∂Ω′|2
|Ω′|2 . (2.21)
This bound shows in particular that semiclassical upper bounds of the form
1
k
k∑
j=1
λj ≤ Ak2/d +Bk1/d
cannot hold for all k ≥ 1. Hence an additive constant in (2.17) is necessary. In
the case of a rectangle Ω = (0, 1)× (0, L), inequality (2.21) reads pi2 ≤ 16.
It is worth mentioning here a paper by Larson [29], where the author con-
siders improved upper estimates for Riesz means Rσ with σ ≥ 3/2 for convex
domains, containing a negative second term which depends only on the measure
of the boundary of the domain. For a certain range of k such bounds also im-
ply improvements of the Li-Yau lower bounds. We remark that Theorem 2.15
reverses the Li-Yau inequalities and presents a positive correction term which,
again, depends only on the measure of the boundary, hence complementing the
results in [29] (see also [16]).
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2.2 Bounds for various choices of φ approximating the
characteristic function of regular domains
The formula (2.3) with φ = 1Ω would be a “reverse Berezin-Li-Yau inequality.”
Clearly such an inequality does not hold and correspondingly we cannot use φ ≡ 1
in (2.3). Yet the form of inequality (2.3) suggests choosing φ to be some function
in H10 (Ω) ∩ L∞(Ω) which approximates the constant function 1.
In this subsection (as well as in Subsections 2.3 and 2.4) we present explicit
estimates for averages of eigenvalues obtained by suitable choices of cut-off func-
tions φ in (2.3) for domains satisfying certain regularity properties. Analogous
results clearly apply to Riesz means by the use of the same cut-off functions in
(2.2), but for the sake of brevity we shall omit such details.
In order to formulate the main results of this subsection we introduce a few
preliminaries.
For x ∈ Rd we denote by δ(x) the function δ(x) := dist(x, ∂Ω). Let h > 0 and
let ωh ⊂ Ω be defined by
ωh := {x ∈ Ω : δ(x) ≤ h} . (2.22)
We note that if h ≥ rΩ then ωh = Ω (here ρΩ is the inradius of Ω, see (2.11)).
A suitable function φ ∈ H10 (Ω) can be defined by setting φ ≡ 1 on Ω \ ωh
and then extended to a Lipschitz continuous function in Ω such that φ|∂Ω = 0
and ‖φ‖∞ ≤ 1 in Ω. Then one expects that |∇φ| ≤ 1/h a.e. in Ω and that
‖φ‖22 ∼ |Ω|, ‖∇φ‖22 ∼ |ωh|/h2 as h → 0. In view of Remark 2.10 one would
then take h ∼ k−1/d (for k sufficiently large) in order to obtain asymptotically
sharp estimates. It now clear that we need information on the rate at which |ωh|
goes to zero with respect to h, and this is strictly related to the regularity of the
boundary.
We introduce the class of domains S defined as follows:
S :=
{
Ω ⊂ Rd bounded : lim
h→0+
|ωh|
h
= |∂Ω|
}
.
The class S is related to the notion of outer Minkowski content (refer to Definition
4.27 for more details). Clearly, if the boundary ∂Ω is sufficiently smooth, then Ω
belongs to S. This is the case, for example, of Lipschitz domains (see Proposition
4.29).
We can state now the following theorem.
Theorem 2.23. Let Ω ∈ S. For k ≥ |Ω|r−dΩ
(
d+2
2Cd
)d/2
. Then
1
k
k∑
j=1
λj ≤ d
d+ 2
Cd
(
k
|Ω|
) 2
d
+ 2
(
2Cd
d+ 2
) 1
2 |∂Ω|
|Ω|
(
k
|Ω|
) 1
d
+R(k), (2.24)
where R(k) = o(k
1
d ) and depends explicitly on k, d, |Ω|, |∂Ω| and |ωh(k)|, with
h(k) = (d+ 2)1/2(2Cd)
−1/2|Ω|1/dk−1/d.
rem 2.25. If k < |Ω|r−dΩ
(
d+2
2Cd
)d/2
the upper bound (2.14) clearly still holds. (See
also (4.11).)
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rem 2.26. It follows from the proof of Theorem 2.23 that if Ω is such that |ωh|−
h|∂Ω| = O(h2) as h→ 0+, then the remainder R(k) in (2.24) satisfies |R(k)| ≤ C
for some positive constant C. We shall discuss examples where this is in fact the
case in the next subsection.
rem 2.27. We note that the second term in the upper bound (2.24) coincides
with the second term of the semiclassical asymptotic expression for the average
of Dirichlet eigenvalues (1.6), up to a multiplicative dimensional constant. In
particular one can easily check that
3√
2
≤ 2
(
2Cd
d+2
) 1
2(
1
2(d+1)
C
d+1
2
d
C
d−1
2
d−1
) ≤ 4√
pi
and that the right side of the inequality is the limit of the ratio as d→ +∞.
We next consider the partition function. We have the following corollary.
Corollary 2.28. Let Ω ∈ S. Then for all 0 < t ≤ r2Ω
∞∑
j=1
e−λjt ≥ |Ω|
(4pit)
d
2
− |∂Ω|t
1
2
(4pit)
d
2
+R(t),
where
R(t) := 2
t
1
2 |∂Ω| − |ω
t
1
2
|
(4pit)
d
2
and R(t) = o(t
1−d
2 ) as t→ 0+.
2.3 Estimates for domains of class C2
In the case of domains of class C2 we can provide bounds that are more explicit
than those contained in Theorem 2.23. In fact, in the case of C2 domains (which
belong to the class S), for sufficiently small h it is possible to write a closed
formula for the volume of the tube |ωh|, which has the form of a polynomial in h
whose coefficients are given by suitable integrals of the principal curvatures of the
boundary. This translates into a more explicit formula for the remainder R(k)
in (2.23) (which will now depend on integrals of the principal curvatures), which
further implies a uniform estimate of R(k) with respect to k.
We need to introduce some notation first. Let h¯ be defined by
h¯ := sup {h > 0 : every point in ωh has a unique nearest point on ∂Ω} . (2.29)
It is well-known (see also Theorem 4.36) that if Ω is a domain of class C2, such
an h¯ exists and is strictly positive.
We are ready to state the main theorem of this subsection.
Theorem 2.30. Let Ω be a bounded domain of class C2 in Rd. Then Theorem
2.23 holds. Moreover:
(i) There exists C > 0 which depends only on Ω and d such that (2.24) holds
with |R(k)| ≤ C.
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(ii) For k ≥ |Ω|h¯−d
(
d+2
2Cd
) d
2
, we have the following explicit formula for the re-
mainder in (2.24):
R(k)
=
2|∂Ω|2 + 2 (h(k)|∂Ω|+ |Ω|) 1d
∑d
j=2
(d
j
)
(−1)j−1h(k)j−2 ∫∂ΩH(x)j−1dσ(x)
|Ω|2 − h(k)|Ω||∂Ω| − |Ω|d
∑d
j=2
(d
j
)
(−1)j−1h(k)j ∫∂ΩH(x)j−1dσ(x) ,
(2.31)
where H(x) denotes the mean curvature of ∂Ω at a point x and h(k) is
defined by
h(k) :=
(
2
d+ 2
Cd
)− 1
2
(
k
|Ω|
)− 1
d
.
In particular
lim
k→+∞
R(k) = 2
|∂Ω|2
|Ω|2 −
d− 1
|Ω|
∫
∂Ω
H(x)dσ(x). (2.32)
Estimates can be improved if some additional properties are satisfied. We
say that a bounded domain of class C2 in Rd is mean convex if H(s) ≥ 0 for all
s ∈ ∂Ω. We have the following corollary.
Corollary 2.33. Let Ω be a bounded domain of class C2 in Rd which is mean
convex. Then Theorem 2.23 holds. Moreover:
(i) There exists C > 0 which depends only on Ω and d such that (2.24) holds
with |R(k)| ≤ C.
(ii) For all k ≥ |Ω|
(
d+2
2Cd
· |Ω|−2h¯|∂Ω|
h¯2|Ω|
) d
2
,
1
k
k∑
j=1
λj ≤ d
d+ 2
Cd
(
k
|Ω|
) 2
d
+ 2
(
2
d+ 2
Cd
) 1
2
(
k
|Ω|
) 1
d |∂Ω|
|Ω| +
4|∂Ω|2
|Ω|2 .
(2.34)
(iii) If h¯ ≥ |Ω|
2|∂Ω| , then inequality (2.34) holds for all positive integers k .
rem 2.35. We remark that in order to have a second term with the right power
of k and a remainder R(k) uniformly bounded in k in Theorem 2.23, much less
regularity than C2 is required. In fact, if the set Rd \ Ω has positive reach (see
e.g., [13] for the precise definition), then
|ωh| =
d−1∑
i=0
hd−iΦi(Ω),
where the coefficients Φi(Ω) depend only on the domain Ω and are the so-called
curvature measures of Ω (up to dimensional constants). We refer to [13] for more
information on curvature measures and sets with positive reach. Hence if Rd \ Ω
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is a set with positive reach, then point (i) of Theorem 2.30 remains valid, up to
possibly substituting for |∂Ω| in the second summand in the left side of (2.24) a
suitable quantity which depends only on Ω. Moreover, point (i) of Theorem 2.30
holds also when Ω is a d-dimensional polyhedron. In fact in this case the volume
of the tube |ωh| about Ω when h is sufficiently small is given by a polynomial of
degree d in the variable h and the lower order term is given by h|∂Ω| (see e.g.,
[8]).
2.4 Estimates for planar sets
In the case of planar sets we are able to provide bounds which depend on relevant
features of the domain. Namely, if the planar domain is of class C2, the estimates
depend explicitly only on k, |Ω|, |∂Ω| and on the number of connected components
of the boundary. Estimates are improved when the boundary has at most two
connected components or when it is convex. In the case of a polygon, we show
that bounds depend explicitly only on k, |Ω|, |∂Ω| and on the value of its angles.
In this case we note that bounds depend on fairly simple geometric quantities
which are easily computable, despite the constant of the second term is not the
correct one (but differs for a dimensional factor). On the other hand, Weyl’s law
tells us that asymptotically sharp upper bounds hold, however we are in general
not able to compute them explicitly.
We have the following theorem.
Theorem 2.36. Let Ω be a bounded domain in R2. Then the following statements
hold:
(i) If Ω is of class C2 then for all k ≥ |Ω|
2pih¯2
1
k
k∑
j=1
λj ≤ 2pi k|Ω| + (8pi)
1
2
|∂Ω|
|Ω|
(
k
|Ω|
) 1
2
+R(k), (2.37)
where
R(k) =
2 (|∂Ω|2 − (2− b)pi|Ω| − (2− b)pi|∂Ω|h(k))
|Ω| (|Ω| − |∂Ω|h(k) + (2− b)pih(k)2) , (2.38)
with h(k) = (|Ω|/(2kpi))1/2 and b denoting the number of connected compo-
nents of ∂Ω. In particular,
lim
k→+∞
R(k) =
2(|∂Ω|2 − (2− b)pi|Ω|)
|Ω|2 .
(ii) If Ω is of class C2 and ∂Ω has at most 2 connected components, then for
all 0 < α < 1 and k ≥ |Ω|
2pi
max
{
h¯−2,
(
|∂Ω|
α|Ω|
)2}
,
1
k
k∑
j=1
λj ≤ 2pi k|Ω| + (8pi)
1
2
|∂Ω|
|Ω|
(
k
|Ω|
) 1
2
+
2|∂Ω|2
(1− α)|Ω|2 .
(iii) If Ω is convex, then for all positive integer k,
1
k
k∑
j=1
λj ≤ 2pi k|Ω| + (8pi)
1
2
|∂Ω|
|Ω|
(
k
|Ω|
) 1
2
+
4|∂Ω|2
|Ω|2 .
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(iv) If Ω is a polygon with perimeter given by |∂Ω|, na ∈ N angles {αi}nai=1 with
0 < αi < pi, and nb ∈ N angles {βi}nbi=1 with pi < βi < 2pi, then there exists
h˜ > 0 such that (2.37) holds for k ≥ |Ω|
2pih˜2
, with
R(k) =
2 (|∂Ω|2 − (SA − SB)|Ω| − (SA − SB)|∂Ω|h(k))
|Ω| (|Ω| − |∂Ω|h(k) + (SA − SB)h(k)2) , (2.39)
where
SA =
na∑
i=1
cot(αi/2)
and
SB =
nb∑
i=1
(βi − pi)
2
.
In particular,
lim
k→+∞
R(k) =
2(|∂Ω|2 − (SA − SB)|Ω|)
|Ω|2 .
3 The main results for Neumann eigenvalues
In this section we discuss refined upper bounds and new lower bounds for the
eigenvalues of −∆NΩ , the self-adjoint realization of the (nonnegative) Laplacian
on Ω with Neumann boundary conditions. Throughout this section we shall al-
ways assume that Ω is a bounded domain in Rd such that the spectrum of −∆NΩ
is discrete. (This is true, e.g., if the embedding H1(Ω) ⊂ L2(Ω) is compact.)
Here and in what follows we denote by {µj}∞j=1 the set of (nonnegative) eigen-
values of −∆NΩ , and by {vj}∞j=1 the corresponding orthonormal set in L2(Ω) of
eigenfunctions.
Weyl-type upper bounds for sums of Neumann eigenvalues (1.1) are known
from [24]; however such bounds can be improved by means of the averaged vari-
ational principle (see also [21]). We obtain improvements of the classical Kro¨ger
inequality (1.1) as a corollary of Theorem 2.1.
Theorem 3.1. For all positive integers k,
d+ 2
d
1
k
k∑
j=1
µj − Cd
(
k
|Ω|
) 2
d
≤ −Cd
(
k
|Ω|
) 2
d
(
Cd
(
k
|Ω|
)− 2
d
µk+1 − 1
)2
, (3.2)
and for single eigenvalues,
Cd
(
k
|Ω|
) 2
d
x− ≤ µk ≤ µk+1 ≤ Cd
(
k
|Ω|
) 2
d
x+, (3.3)
where
x± = 1±
√√√√√1− d+2d 1k
∑k
j=1 µj
Cd
(
k
|Ω|
) 2
d
.
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For all z > 0 ∑
j
(z − µj)+ ≥ 2
d+ 2
C
− d
2
d |Ω|z1+d/2. (3.4)
For the partition function
∞∑
j=1
e−µjt ≥ |Ω|
(4pit)
d
2
, (3.5)
We remark that (3.4) and (3.5) are known, classical results (see [28]), which
we obtain as by-products Theorem 3.1.
For completeness we recall the two-term lower bound for the Riesz mean R1(z)
proved in [21] by means of the averaged variational principle:
Theorem 3.6. For each unit vector v ∈ Rd and for all z ≥ 0∑
j
(z − µj)+
≥ 2
d+ 2
C
− d
2
d |Ω|z
d
2
+1 +
(
1
4
2
d+ 1
C
− d−1
2
d−1
|Ω|
δv(Ω)
z
d
2
+ 1
2 − 1
96
(2pi)2−dωd
|Ω|
δv(Ω)2
z
d
2
)
+
,
where
δv(Ω) := sup {v · (x− y) : x, y ∈ Ω} .
As another application of the averaged variational principle we obtain Weyl-
type upper bounds for Riesz means and lower bounds for averages, which are
sharp in the semiclassical limit.
Theorem 3.7. Let Ω be a bounded domain in Rd of class C2.
For all z ≥ max
{
h¯−2, 4
9
max x∈∂Ω
0≤h≤h¯/2
∣∣∣∑d−1i=1 hκi(x)1−hκi(x)∣∣∣2} the following inequality
holds. ∑
j
(z − µj)+ ≤ 2
d+ 2
C
− d
2
d |Ω|z1+
d
2 + pi|∂Ω|cdz d2+ 12 +R′(z), (3.8)
where cd is a constant depending only on d and R
′(z) depends explicitly on z, d,
|∂Ω| and |ωh(z)| with h(z) = pi2√z . Moreover,
lim
z→+∞
|R′(z)|
zd/2
≤ pi
2(d− 1)cd
4
∣∣∣∣∫
∂Ω
H(x)dσ(x)
∣∣∣∣ .
For all k ≥ cd|Ω|max
{
h¯−d, (2/3)max x∈∂Ω
0≤h≤h¯/2
∣∣∣∑d−1i=1 hκi(x)1−hκi(x)∣∣∣d} the following in-
equality holds.
1
k
k∑
j=1
µj ≥ d
d+ 2
Cd
(
k
|Ω|
) 2
d
− picdC
d+1
2
d
|∂Ω|
|Ω|
(
k
|Ω|
) 1
d
−R(k), (3.9)
where R(k) depends explicitly on k, d, |Ω|, |∂Ω| and |ωh(k)| with
h(k) = pi
2
C
−1/2
d |Ω|1/dk−1/d. Moreover,
lim
k→+∞
|R(k)| ≤ pi
2(d− 1)cdC
d
2
d
4|Ω|
∣∣∣∣∫
∂Ω
H(x)dσ(x)
∣∣∣∣ .
rem 3.10. We note that the second term in the lower bound (3.9) coincides with
the second term of the asymptotic expansion expression of the sum of Neumann
eigenvalues (1.7), up to a multiplicative dimensional constant.
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4 Application of the AVP to the Dirichlet
Laplacian: proofs of the main results
This section collects all the proofs of the Theorems presented in Section 2 as
well as the proofs of the corresponding corollaries. Such proofs consist in the
application of the averaged variational principle (1.4)-(1.5) with suitable families
of test functions.
Here and in the sequel, for a function f ∈ L1(Rd) we denote by fˆ(ξ) its
Fourier transform defined by fˆ(ξ) := (2pi)−d/2
∫
Rd
f(x)eiξ·xdx, and with abuse of
notation, for a function f ∈ H10 (Ω) we still denote by fˆ(ξ) the Fourier transform
of its extension by zero to Rd.
Proof of Theorem 2.1. We take in (1.4) trial functions of the form
fξ(x) = (2pi)
−d/2eiξxφ(x) with φ ∈ H10 (Ω) ∩ L∞(Ω). After averaging over ξ ∈ Rd
and using the unitarity of the Fourier transform, for any weight w(ξ), 0 ≤ w(ξ) ≤
1 we get:
k∑
j=1
(λk+1 − λj)
∫
Ω
φ2(x)uj(x)
2 dx
≥ (2pi)−d
∫
Rd
(
(λk+1 − |ξ|2)||φ||22 − ||∇φ||22
)
w(ξ) dξ. (4.1)
Choosing w(ξ) = 1{ξ∈Rd:|ξ|≤R}, inequality (4.1) immediately implies that
k∑
j=1
(λk+1 − λj)
∫
Ω
φ2(x)uj(x)
2 dx
≥ (2pi)−dωd||φ||22
((
λk+1 − ||∇φ||
2
2
||φ||22
)
Rd − d
d+ 2
Rd+2
)
.
(4.2)
We note that inequality (4.2) holds with λk+1 replaced by any z ∈ [λk, λk+1], and
hence we have (see also (1.5))
∑
j
(z − λj)+
∫
Ω
φ2(x)uj(x)
2 dx
≥ (2pi)−dωd||φ||22
((
z − ||∇φ||
2
2
||φ||22
)
Rd − d
d+ 2
Rd+2
)
.
(4.3)
Now, by taking
R2 =
(
z − ||∇φ||
2
2
||φ||22
)
+
in (4.3) we get
∑
j
(z−λj)+
∫
Ω
φ2(x)uj(x)
2 dx ≥ 2
d+ 2
(2pi)−dωd||φ||22
(
z − ||∇φ||
2
2
||φ||22
) d
2
+1
+
. (4.4)
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This proves (2.2).
Inequality (2.3) follows from (4.2) by taking
R2 = Cd
(
k
|Ω|
) 2
d
ρ(φ)−2/d
and from the fact that
∫
Ω
φ2u2jdx ≤ ‖φ‖2∞. This concludes the proof.
Proof of Corollary 2.5. Laplace transforming (2.2) immediately yields inequality
(2.6), which implies that
∞∑
j=1
e−λjt ≥ |Ω|ρ(φ)
(4pit)
d
2
· e−
||∇φ||22
||φ||2
2
t
(4.5)
for all t > 0. In view of the semiclassical expansion we are interested in bounds
for small t, and therefore we apply the inequality e−x ≥ 1−x to (4.5), from which
we get
∞∑
j=1
e−λjt ≥ |Ω|ρ(φ)
(4pit)
d
2
·
(
1− ||∇φ||
2
2
||φ||22
t
)
,
immediately implying (2.7). This concludes the proof.
Proof of Corollary 2.8. The proof follows that of [21, Theorem 1.1], replacing the
µj by λj − ||∇φ||
2
2
||φ||22
and mk by mkρ(φ)
−d/2, and using inequality (4.2).
4.1 Upper bounds with no restriction on the regularity of
the boundary: proofs
Proof of Theorem 2.12. We choose φ = u1 in Theorem 2.1, where u1 is the eigen-
function associated with the first Dirichlet eigenvalue on Ω. We recall the optimal
upper bound (see [37])
|u1(x)|2 ≤ 2d(2pi)−dωd λ1(B)
d−1
2
|J d
2
(
√
λ1(B))|
r−dΩ , (4.6)
where B denotes the unit ball in Rd, Jν denotes the Bessel function of the first
kind and order ν, and rΩ is the inradius of Ω (see (2.11)). The bound (4.6) is
saturated when Ω is a ball . We note that inequality (4.6) holds for bounded
domains in Rd with no further regularity assumptions on the boundary. By using
(4.6) in (2.2) and (2.3) we obtain (2.13) and (2.14). This concludes the proof.
rem 4.7. We note that bound (2.14) depends on λ1. In order to have a bound
which depends only on k, |Ω|, and rΩ, we need an upper bound on λ1. We refer,
e.g., to [20] for a review of geometric inequalities for eigenvalues. A simple upper
bound is, for example, the following:
λ1 ≤ λ1(B)
r2Ω
. (4.8)
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In fact, from the variational principle for λ1,
λ1 ≤ ‖∇φ‖
2
2
‖φ‖22
(4.9)
for all φ ∈ H10 (Ω). Taking φ = u1,rΩ , where u1,rΩ is the first Dirichlet eigenfunc-
tion on BrΩ ⊆ Ω extended by 0 and BrΩ is a ball of radius rΩ contained in Ω, we
immediately obtain (4.8), which now complements bound (2.14).
rem 4.10. We remark that a simpler upper bound for u1 is given by the standard
heat kernel estimate (see e.g., [10]):
|u1(x)|2 ≤
(
eλ1
2dpi
) d
2
,
which yields the more explicit bounds
∑
j
(z − λj)+
λ1
≥
(
d
2e
) d
2 1
Γ(d
2
+ 2)
(
z
λ1
− 1
) d
2
+1
+
for all z > 0, and
1
k
k∑
j=1
(λj − λ1) ≤ d
d+ 2
Cdk
2
d
(
eλ1
2dpi
)
(4.11)
for all positive integers k.
In order to prove Theorem 2.15 we introduce some preliminaries.
We define a function φh such that φh ≡ 1 in Ω\ωh, 0 ≤ φh ≤ 1 in ωh, φh|∂Ω = 0
in the following way. Let f : [0, 1] → [0, 1] be a continuously differentiable
function such that f(0) = 0 and f(1) = 1. Then we set
φh(x) =
{
1, if x ∈ Ω \ ωh;
f( δ(x)
h
), if x ∈ ωh. (4.12)
We note that for all h > rΩ, ‖φh‖∞ = rΩ/h < 1, and ‖φh‖∞ → 0 as h → +∞.
Clearly φh(x) ∈ H10 (Ω) without further regularity assumptions on Ω.
Choosing, for example, f(p) = p, we have ||φh||∞ = 1,
||φh||22 = |Ω| − |ωh|+
∫
ωh
φ2h(x)dx ≥ |Ω| − |ωh| (4.13)
and
||∇φh||22 =
|ωh|
h2
, (4.14)
where this last fact is a consequence of the Lipschitz continuity of the distance
function δ(x) on Rd and of the fact that |∇δ(x)| = 1 for almost all x ∈ Rd.
We are now ready to prove Theorem 2.15.
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Proof of Theorem 2.15. We start by proving (2.16). From (2.2) it follows that
for any φ ∈ H10 (Ω) ∩ L∞(Ω),
∑
j
(z − λj)+ ≥ 2
d+ 2
(2pi)−dωd
||φ||22
||φ||2∞
(
z − ||∇φ||
2
2
||φ||22
) d
2
+1
+
. (4.15)
Applying Bernoulli’s inequality yields∑
j
(z − λj)+ ≥ 2
d+ 2
(2pi)−dωd
||φ||22
||φ||2∞
z
d
2
+1
(
1− ||∇φ||
2
2
z||φ||22
(
1 +
d
2
))
. (4.16)
In order to get an explicit estimate we need a suitable choice for φ and upper
bounds on
||φ||2∞
||φ||22
and
||∇φ||22
||φ||22
. In (4.16) we choose φ = φh, where φh is defined
by (4.12) with f(p) = p.
Now we recall that if Ω is convex, then |ωh| ≤ h|∂Ω| for all h ≤ rΩ. This
follows from the co-area formula and from the fact that the Hausdorff measure
of the sets ∂Ωh = {x ∈ Ω : dist(x, ∂Ω) = h} is a non-increasing function of h for
h ∈ [0, rΩ]. In the same way one proves that for a convex domain, rΩ ≥ |Ω||∂Ω| .
With these facts and (4.13) and (4.14), from inequality (4.16) we deduce that∑
j
(z − λj)+ ≥ 2
d+ 2
(2pi)−dωd (|Ω| − h|∂Ω|)
(
1− (d+ 2)|∂Ω|
2zh(|Ω| − h|∂Ω|)
)
,
which can be rewritten as
∑
j
(z−λj)+ ≥ 2
d+ 2
(2pi)−dωd|Ω|z1+d/2(1−X)
(
1− d+ 2
2z |Ω|
2
|∂Ω|2X(1−X)
)
, (4.17)
where X = h|∂Ω||Ω| . The optimizing X is given by X = X0 :=
|∂Ω|
|Ω|√z
√
d+2
2
, which
yields the bound
∑
j
(z − λj)+ ≥ 2
d+ 2
(2pi)−dωd|Ω|z d2+1 − 2
√
2
d+ 2
(2pi)−dωd|∂Ω|z d2+ 12 . (4.18)
The choice of X0 is admissible provided that X0 ≤ rΩ|∂Ω||Ω| , which is equivalent to
the condition z ≥ d+2
2r2Ω
. This proves (2.16).
Let us now prove (2.17). From (2.3) it follows that for any φ ∈ H10 (Ω)∩L∞(Ω),
1
k
k∑
j=1
λj ≤ d
d+ 2
Cd
(
k
|Ω|
) 2
d
+
d
d+ 2
Cd
(
k
|Ω|
) 2
d (
ρ(φ)−2/d − 1)+ ||∇φ||22||φ||22
≤ d
d+ 2
Cd
(
k
|Ω|
) 2
d
+
2
d+ 2
Cd
(
k
|Ω|
) 2
d (
ρ(φ)−1 − 1)+ ||∇φ||22||φ||22
=
d
d+ 2
Cd
(
k
|Ω|
) 2
d
+
2
d+ 2
Cd
(
k
|Ω|
) 2
d
( |Ω| · ||φ||2∞
||φ||22
− 1
)
+
||∇φ||22
||φ||22
. (4.19)
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We proceed as above and choose φ = φh in (4.19), where φh is defined by (4.12)
with f(p) = p. Thanks to (4.13) and (4.14), inequality (4.19) implies that
1
k
k∑
j=1
λj ≤ d
d+ 2
Cd
(
k
|Ω|
) 2
d
+
(
2
d+ 2
Cd
(
k
|Ω|
) 2
d
+
1
h2
)
· |ωh||Ω| − |ωh| , (4.20)
for all h ≤ rΩ. We can rewrite (4.20) as follows:
1
k
k∑
j=1
λj ≤ d
d+ 2
Cd
(
k
|Ω|
) 2
d
+
2
d+ 2
Cd
(
k
|Ω|
) 2
d
· X
1−X +
|∂Ω|2
|Ω|2X(1−X) , (4.21)
where X = h|∂Ω||Ω| . The right side of inequality (4.20) is optimized when
X = X0 :=
1
1 +
√
2
d+2
Cd
(
k
|Ω|
)2/d |Ω|2
|∂Ω|2 + 1
. (4.22)
We note that this choice is always admissible for convex domains since rΩ ≥ |Ω||∂Ω| .
Inserting X = X0 into (4.20) we obtain
1
k
k∑
j=1
λj ≤ d
d+ 2
Cd
(
k
|Ω|
) 2
d
+
2|∂Ω|2
|Ω|2X0 . (4.23)
Using the trivial inequality
1 +
√
2
d+ 2
Cd
(
k
|Ω|
)2/d |Ω|2
|∂Ω|2 + 1 ≤ 2 +
√
2
d+ 2
Cd
(
k
|Ω|
)2/d |Ω|
|∂Ω|
leads to the final estimate,
1
k
k∑
j=1
λj ≤ d
d+ 2
Cd
(
k
|Ω|
) 2
d
+ 2
(
2
d+ 2
Cd
) 1
2
(
k
|Ω|
) 1
d |∂Ω|
|Ω| +
4|∂Ω|2
|Ω|2 .
This proves (2.17).
In order to conclude the proof, we note that the first eigenvalue λ1 satisfies
the variational inequality (4.9). Hence choosing the function φ = φh in (4.9), we
deduce that
λ1 ≤ 1
h
|∂Ω|
|Ω| − h|∂Ω| . (4.24)
Since rΩ ≥ |Ω||∂Ω| , we can choose any h ≤ |Ω||∂Ω| in (4.24). By taking h = |Ω|2|∂Ω| we
obtain (2.18). This concludes the proof of (2.18) and of the theorem.
rem 4.25. We note that a simple adaptation of the proof of inequality (2.16)
shows that for all α > 0 and for all z ≥ αd
r2Ω
,∑
j
(z − λj)+ ≥ 2
d+ 2
(2pi)−dωd|Ω|z d2+1 − (2pi)−dωd|∂Ω|z d2+ 12
(
1√
αd
+ 2
√
αd
)
.
(4.26)
The left side of (4.26) is zero whenever z ≤ λ1. In this regard we mention the
inequality
λ1 ≥ pi
2
4rΩ2
which holds for any convex domain of Rd (see [33]). In particular this implies
that when d = 2 inequality (2.16) holds for all z ≥ λ1.
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4.2 Bounds for various choices of φ approximating the
characteristic function of regular domains: proofs
Before proving the results contained in Subsection 2.2 it is worth recalling the
following definition.
defn 4.27. Let E ⊂ Rd be a closed set. The upper and lower outer Minkowski
contents M+(E) and M−(E) are defined respectively as
M+(E) = lim sup
h→0+
|Eh \ E|
h
and M−(E) = lim inf
h→0+
|Eh \ E|
h
,
where Eh :=
{
x ∈ Rd : dist(x, E) ≤ h}. If M+(E) = M−(E) < ∞, we denote
byM(E) their common value and we say that E admits outer Minkowski content
M(E).
By definition,
lim
h→0+
|ωh|
h
=:M(Rd \ Ω). (4.28)
The limit (4.28) is often also called the Minkowski content of ∂Ω relative to Ω
(see e.g., [26, 27]).
As mentioned earlier, if the boundary ∂Ω is sufficiently smooth, then the limit
(4.28) gives |∂Ω|. For example, we have the following proposition.
Proposition 4.29. If Ω is a compact subset of Rd with Lipschitz boundary, then
lim
h→0+
|ωh|
h
= |∂Ω|.
We refer to [1] for the proof and for a more detailed discussion of the outer
Minkowski content and for conditions on sets E ensuring that M(E) = |∂E|.
We are now ready to prove Theorem 2.23.
Proof of Theorem 2.23. As in the proof of inequality (4.19), it follows from (2.3)
that
1
k
k∑
j=1
λj ≤ d
d+ 2
Cd
(
k
|Ω|
) 2
d
+
2
d+ 2
Cd
(
k
|Ω|
) 2
d
( |Ω| · ||φ||2∞
||φ||22
− 1
)
+
||∇φ||22
||φ||22
(4.30)
for all φ ∈ H10 (Ω) ∩ L∞(Ω). In order to get an estimate we need a suitable
choice for φ and upper bounds on
|Ω| · ||φ||2∞
||φ||22
and
||∇φ||22
||φ||22
. We choose φ = φh in
(4.30), where φh is defined by (4.12) with f(p) = p. Thanks to (4.13) and (4.14),
inequality (4.30) becomes
1
k
k∑
j=1
λj ≤ d
d+ 2
Cd
(
k
|Ω|
) 2
d
+
(
2
d+ 2
Cd
(
k
|Ω|
) 2
d
+
1
h2
)
· |ωh||Ω| − |ωh| (4.31)
for all h ≤ rΩ. Formula (4.31) holds in great generality under no regularity
assumptions on the domain.
Now suppose that Ω ∈ S. We can rewrite (4.31) as follows:
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1k
k∑
j=1
λj ≤ d
d+ 2
Cd
(
k
|Ω|
) 2
d
+
(
2
d+ 2
Cd
(
k
|Ω|
) 2
d
h+
1
h
)
· |∂Ω||Ω| +Rk(h), (4.32)
where
Rk(h) =
(
2
d+ 2
Cd
(
k
|Ω|
) 2
d
+
1
h2
)
· h|∂Ω||ωh|+ |Ω|(|ωh| − h|∂Ω|)|Ω|(|Ω| − |ωh|) . (4.33)
We neglect for the moment the term Rk(h) in (4.32) and optimize the second
summand with respect to h. The expression(
2
d+ 2
Cd
(
k
|Ω|
) 2
d
h+
1
h
)
· |∂Ω||Ω|
is optimized when
h = h(k) :=
(
2
d+ 2
Cd
)− 1
2
(
k
|Ω|
)− 1
d
. (4.34)
By using (4.34) in (4.32) and the fact that Ω ∈ S, (2.24) follows immediately (we
set R(k) := Rk(h(k))).
rem 4.35 (Domains with fractal boundary). The proof of Theorem 2.23 can be
adapted to more general situations, in particular to the case of fractal boundaries.
In this connection, we mention the famous Weyl-Berry conjecture, which states
that in the case of a bounded domain Ω, if ∂Ω has Hausdorff dimension H,
then N(λ) − (2pi)−dωd|Ω|λd/2 is asymptotically a constant times λH/2, where the
constant is proportional to the normalized Hausdorff measure of the boundary.
Here N(λ) denotes the counting function of the Dirichlet Laplacian on Ω. The
conjecture in this form is false (see [5]), and in [26] it is conjectured that if
D ∈]d− 1, d[ then
N(λ) = (2pi)−dωd|Ω|λd/2 − cn,DMD(∂Ω)λD/2 + o(λD/2)
as λ→ +∞, where
D := inf
{
γ ∈ [d− 1, d] : lim
h→0+
|ωh|
hd−γ
<∞
}
is the Minkowski dimension of ∂Ω relative to Ω and
MD(∂Ω) := lim
h→0+
|ωh|
hd−D
is the D-dimensional Minkowski content of ∂Ω relative to Ω. This conjecture,
however, was likewise revealed to be false except in the case d = 1 (see [27]). In
fact it is proved in [27] that the spectrum depends not merely on d, D, |Ω|, and
MD(∂Ω), but on additional geometry. It is however important to remark that if
D ∈]d − 1, d[ is such that MD(∂Ω) < +∞, then N(λ) − (2pi)−dωd|Ω|λd/2 =
O(λD/2) as λ → +∞. (Actually one only needs a D ∈]d − 1, d[ such that
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lim suph→0+ h
−(d−D)|ωh| < +∞; see [26, Theorem 2.1]). Therefore the Minkowsi
dimension of ∂Ω relative to Ω determines the order of the correction in the asymp-
totic formula of the counting function. In particular this fact implies the following
asymptotic formula for sums with sharp remainder:
1
k
k∑
j=1
λj =
d
d+ 2
Cd
(
k
|Ω|
) 2
d
+O(kD−d+2)
as k → +∞. Assume now that Ω is a bounded domain such that the Minkowski
dimension relative to Ω of ∂Ω is D ∈]d− 1, d[ and let MD(∂Ω) be the Minkowski
content of ∂Ω relative to Ω. By following the steps of the proof of Theorem 2.23
one immediately obtains
1
k
k∑
j=1
λj ≤ d
d+ 2
Cd
(
k
|Ω|
) 2
d
+ 2
(
2Cd(d−D)
(d+ 2)(D − d+ 2)
)D−d+2
2 MD(Ω)
|Ω|
(
k
|Ω|
)D−d+2
d
+R(k),
where R(k) = o(k
D−d+2
d ) as k → +∞, Hence the second term of the upper bound
for the sum depends only on k, d, D, |Ω| and MD(Ω).
We conclude this subsection with the proof of Corollary 2.28.
Proof of Corollary 2.28. We use the test function φ = φh as in (4.12) with f(p) =
p in the lower bound (2.7) for the partition function to get, for all h ≤ rΩ,
∞∑
j=1
e−λjt ≥ |Ω|
(4pit)
d
2
− 1
(4pit)
d
2
(
t|ωh|
h2
+
∫
ωh
(
1− δ
2(x)
h
)
dx
)
≥ |Ω|
(4pit)
d
2
− |ωh|
(4pit)
d
2
(
t
h2
+ 1
)
=
|Ω|
(4pit)
d
2
− |∂Ω|
(4pit)
d
2
(
t
h
+ h
)
+
(h|∂Ω| − |ωh|)
(4pit)d/2
(
t
h2
+ 1
)
.
Choosing h =
√
t and recalling that Ω ∈ S, the result immediately follows.
4.3 Estimates for domains of class C2: proofs
As we shall see throughout this subsection, computations become more explicit if
Ω is of class C2. Before proving the main results of Subsection 2.3 (namely, Theo-
rem 2.30 and Corollary 2.33), we need to recall some useful results on the tubular
neighbourhood of the boundary of a C2 domain. The h-tubular neighbourhood
ωh of ∂Ω was defined in (2.22).
Theorem 4.36. Let Ω be a bounded domain in Rd of class C2. Then there exists
h > 0 such that every point in ωh has a unique nearest point on ∂Ω. Moreover,
the function δ is of class C2 in ωh.
22
We refer to [23] for the proof of Theorem 4.36. (See also [11, Ch.6, Theorem
6.3] and [19, Lemma 14.16].) Throughout the rest of the paper we shall denote
by h¯ the maximal possible tubular radius of Ω, which has been defined in (2.29).
From Theorem 4.36 it follows that if Ω is of class C2 then such an h¯ exists and is
positive.
Throughout the rest of this section, we denote by h a positive number such
that 0 < h < h¯.
Let x ∈ ∂Ω and let κ1(x), ..., κd−1(x) denote the principal curvatures of ∂Ω at
x with respect to the outward unit normal. We refer e.g., to [19, Sec. 14.6] for the
definition and basic properties of the principal curvatures of ∂Ω. In particular if
y ∈ ωh and x ∈ ∂Ω is the nearest point to x on ∂Ω, then
1− δ(x)κi(y) > 0 (4.37)
for all i = 1, ..., N (see e.g., [30, Lemma 2.2]).
The mean curvature H(x) of ∂Ω at a point x is defined as
H(x) := 1
d− 1
d−1∑
i=1
κi(x).
We are now ready to prove Theorem 2.30 and Corollary 2.33.
Proof of Theorem 2.30. Since Ω is of class C2, in particular Ω belongs to the class
S (see Proposition 4.29), hence Theorem 2.23 holds. Now we estimate |ωh| for
small h. Let 0 < h < h¯. We shall denote by s an element of ∂Ω viewed as an
embedded d − 1-dimensional manifold. We denote the induced metric on ∂Ω by
gs and the induced d − 1-dimensional volume form by dσ(s) = | det gs|1/2. For
s ∈ ∂Ω, we shall denote by ν(s) the outward unit normal to ∂Ω. It is well-known
that the map Φ defined by
Σ := ∂Ω × (0, h) ∋ (s, t) 7→ Φ(s, t) = s− tν(s) ∈ ωh
is a diffeomorphism. (See e.g., [3, Sec. 2.4], and see also Theorem 4.36.) In
particular, t = δ(s − tν(s)). The metric induced by Φ on Σ is then given by
G = g ◦ (Id∂Ω − tDν(s))2 + dt2, where Id∂Ω is the identity on the tangent space.
The volume form dΣ is given by
dΣ = | detG|1/2 =
d−1∏
i=1
(1− tκi(s))dtdσ(s).
Hence we can write
|ωh| =
∫
∂Ω
∫ h
0
d−1∏
i=1
(1− tκi(s))dtdσ(s). (4.38)
Thanks to (4.37),
d−1∏
i=1
(1− tκi(s)) ≤
(
1
d− 1
d−1∑
i=1
(1− tκi(s))
)d−1
= (1− tH(s))d−1 .
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Hence
|ωh| ≤
∫
∂Ω
∫ h
0
(1− tH(s))d−1 dtdσ(s). (4.39)
Integrating by parts twice we see that∫ h
0
(1− tH(s))d−1dt
= h− d− 1
2
H(s)h2 + (d− 1)(d− 2)
2
H2(s)
∫ h
0
(t− h)2(1− tH(s))d−3dt. (4.40)
Using (t−h)2 ≤ h2 in the integral on the right side of (4.40) and integrating with
respect to t we get the inequality∫ h
0
(1− tH(s))d−1dt ≤ h− d− 1
2
H(s)h2(1− hH(s))d−2
and consequently
|ωh| ≤ h|∂Ω| − d− 1
2
h2
∫
∂Ω
H(s)(1− hH(s))d−2dσ(s), (4.41)
with equality if d = 2.
From (4.41) we deduce that there exists a constant C ′ which depends only on
d, |∂Ω|, h¯ and H such that
|ωh| − h|∂Ω| ≤ C ′h2
for all h ≤ h¯. Moreover for all h¯ ≤ h ≤ rΩ, |ωh| − h|∂Ω| ≤ |ωrΩ |h¯2 h2. It follows
immediately from the definition (4.33) of Rk(h) and (4.34) that
Rk(h(k)) ≤ C ′′
(
2
d+ 2
Cd
(
k
|Ω|
)2/d
h(k)2 + 1
)
= 2C ′′
for all k ≥ |Ω|r−dΩ
(
d+2
2Cd
)d/2
, and hence (i) is valid with C := 2C ′′.
We next prove (ii). From (4.39) it immediately follows that
|ωh| ≤ h|∂Ω| + h
2
d
d∑
j=2
(
d
j
)
(−1)j−1hj−2
∫
∂Ω
H(s)j−1dσ(s). (4.42)
By plugging (4.42) into (4.33) and setting h = h(k) (see (4.34) for the definition
of h(k)), (2.31) immediately follows. Formula (2.32) follows from a standard
computation. This concludes the proof of (ii) and of the theorem.
Proof of Corollary 2.33. The proof of point (i) is identical to that of point (i) of
Theorem 2.30 and is accordingly omitted. The proof of point (ii) is similar to
that of (2.17) in Theorem 2.15. First we note that from (4.41) it follows that
for all h < h¯, |ωh| ≤ h|∂Ω|. Hence inequality (4.21) holds with X = h|∂Ω||Ω| , for
all h < h¯. Then in (4.21) we insert the optimal X0 given by (4.22), which is
admissible only if X0 ≤ h¯|∂Ω||Ω| , that is, if k ≥ |Ω|
(
d+2
2Cd
|Ω|−2h¯|∂Ω|
h¯2|Ω|
)d
2
. This proves
point (ii). As for point (iii), we note that if h¯ ≥ |Ω|
2|∂Ω| , then X0 defined by (4.22)
is admissible independently of k, that is, X0 ≤ h¯|∂Ω||Ω| for all positive integer k.
This concludes the proof of point (iii) and of the corollary.
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4.4 Estimates for planar sets: proofs
In this subsection we present the proofs of the bounds contained in Theorem 2.36.
Proof of Theorem 2.36. We start by proving (i). For a planar C2 domain and
0 < h < h¯, (4.38) immediately implies that
|ωh| = h|∂Ω| − h
2
2
∫
∂Ω
κ(s)ds,
where ds is the arc-length element and κ(s) denotes the curvature of ∂Ω (the
orientation is chosen according to the outer unit normal to ∂Ω). Moreover, for
a closed curve γ, the quantity
∫
γ
κ(s)ds is the total curvature of the curve. This
quantity is in particular an integer multiple of 2pi, namely the winding number
of the unit tangent vector about the origin. It is straightforward to see that∫
∂Ω
κ(s)ds = 2pi(2− b),
where b denotes the number of connected components of ∂Ω. Hence for all 0 <
h < h¯,
|ωh| = h|∂Ω| − pi(2− b)h2. (4.43)
Formula (2.38) follows by plugging (4.43) into (4.33) and by taking h = h(k) (see
(4.34)). This concludes the proof of (i).
The proof of (ii) is identical to that of point (ii) of Corollary 2.33; in fact in
the case that ∂Ω has one or two connected components, then |ωh| ≤ h|∂Ω|.
Point (iii) is a straightforward application of formula (2.17).
Consider now (iv). We can assume without loss of generality that ∂Ω is
connected. Let n := na + nb be the number of angles of Ω, and let {l1, ..., ln}
denote the angle bisectors of consecutive angles. Let oi := li ∩ li+1 (on = ln ∩ l1)
if such intersection is non-empty and let O := {oi}ni=1 (where we agree to delete
from the set the element oi if li ∩ li+1 is empty). Then let
h˜ := min
oi∈O∩Ω
δ(oi).
Assume now that 0 < h < h˜. We want to compute |ωh|. A first approximation is
clearly |ωh| = h|∂Ω| + o(h). Let us denote by s1, ..., sn the length of the sides of
the polygon. Then h|∂Ω| = h(s1+ ...+ sn) is the sum of the areas of n rectangles
with side lengths h and si, i = 1, ..., n. Under the assumptions that 0 < h < h˜, we
note that in considering an angle α with 0 < α < pi we have taken into account an
additional portion of area which measures h2 cot(α/2). Conversely, in considering
an angle β with pi < β < 2pi we did not take into account a portion of the tubular
neighbourhood, which is a circular sector of radius h and width β − pi. Hence we
have to add the corresponding area, namely h2(β−pi)/2. If then {αi}nai=1 denotes
the set of the angles between 0 and pi and {βi}nbi=1 denotes the set of the angles
between pi and 2pi, we have
|ωh| = h|∂Ω| − h2
na∑
i=1
cot(αi/2) + h
2
nb∑
i=1
βi − pi
2
. (4.44)
Plugging (4.44) into (4.33) with h = h(k) immediately yields (2.39). This con-
cludes the proof of (iv) and of the theorem.
25
5 Application of the AVP to the Neumann
Laplacian: proofs of the main results
In this section we present the proofs of Theorems 3.1 and 3.7.
Proof of Theorem 3.1. We note that by applying the averaged variational princi-
ple (1.4) to the Neumann problem, we obtain the analogue of Theorem 2.1 where
λk+1, λj are replaced by µk+1, µj. Moreover the test function φ in Theorem 2.1
can be chosen in H1(Ω) ∩ L∞(Ω). The most natural choice is φ ≡ 1. We deduce
then that the averaged variational principle applied to the Neumann Laplacian
provides an efficient way to recover Kro¨ger’s result, as noted in [12]. In fact (1.1)
follows from (2.3) if we replace λj by µj and take φ ≡ 1. Then, roughly speaking,
Theorem 3.1 is a corollary of Theorem 2.1 for Neumann eigenvalues.
The proof of (3.2) is actually contained in [21, Theorem 1.1]. We note that
(3.2) can be also obtained as a consequence of (4.2) in the proof of Theorem 2.1 if
we replace λk+1, λj with µk+1, µj and take φ ≡ 1, and by applying a refinement of
Young’s inequality (see [21, Appendix A]). Inequalities (3.3) follow immediately
from Corollary 2.8 if we replace λk by µk and take φ ≡ 1 (hence ρ(φ) ≡ 1).
Inequality (3.4) follows from (2.2) if we replace λj by µj and take φ ≡ 1. For
the partition function, we obtain (3.5) by replacing λj by µj and using φ ≡ 1 in
(2.7). In particular we observe that a lower bound for the trace of the Neumann
heat kernel is given by the partition function of the free particle.
We now turn our attention to the proof of Theorem 3.7. In order to obtain
asymptotically sharp lower bounds for means of Neumann eigenvalues, we shall
exploit the averaged variational principle applied to the Dirichlet Laplacian as in
Section 4 with test functions given in terms of Neumann eigenfunctions. Doing so,
we obtain lower bounds for the Riesz mean
∑
j(z−λj)+ in terms of the Riesz mean∑
j(z−µj)+ with a remainder of the correct order. Then we use the semiclassically
sharp upper bounds for Riesz means of the Dirichlet Laplacian to obtain upper
bounds for Riesz means of Neumann Laplacian, which turn out to be equivalent
to lower bounds for averages. In the remainder of this section Ω is assumed to
be a bounded domain in Rd of class C2, h¯ denotes the maximal possible size of a
tubular neighbourhood about ∂Ω (see (2.29)), and κi(x), i = 1, ..., d− 1, denotes
the principal curvatures at x ∈ ∂Ω.
As already mentioned, in order to prove Theorem 3.7 we will apply the av-
eraged variational principle with trial functions of the form fj(x) = φh(x)vj(x)
with φh as in (4.12) and vj the Neumann eigenfunctions. This indicates that we
deal with the integral of the spectral function
∑k
j=1 v
2
j in ωh. As we shall see, we
need uniform control on the spectral function near the boundary. Before proving
Theorem 3.7 we recall some preliminary results.
The first result provides an estimate of the L∞ norm of the spectral function
far from the boundary.
Theorem 5.1. Let Ω be a bounded domain in Rd such that H1(Ω) ⊂ L2(Ω) is
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compact. Then for all µ > 0,∑
µj≤µ
v2j (x) ≤ (2pi)−dωdµd/2
+
d(d+ 2)(2pi)−d d+1
√
3ωd(2pi
−1(d+ 2) d+1
√
3 + 1)
δ(x)
(
µ1/2 +
(d+ 2) d+1
√
3
δ(x)
)d−1
.
(5.2)
Theorem 5.1 follows from [34, Corollary 3.1]. In order to prove Theorem
3.7 we also need to control the L∞ norm of the spectral function in a tubular
neighbourhood of the boundary of the size O(k−1/d). We recall the following
theorem.
Theorem 5.3. Let Ω be a bounded domain in Rd of class C2. Let α > 1
2
and
0 < β < 1√
α
be fixed real numbers. Then for all µ > 0 such that
µ ≥ max
4β2h¯−2, 4α2β2(2α− 1)2 maxx∈∂Ω
0≤h≤h¯/2
∣∣∣∣∣
d−1∑
i=1
hκi(x)
1− hκi(x)
∣∣∣∣∣
2
 , (5.4)
we have
max{
x∈Ω:δ(x)≤ β√
µ
}
∑
µj≤µ
vj(x)
2 ≤ 1
(1− αβ2)2 max{x∈Ω:δ(x)= β√
µ
}
∑
µj≤µ
vj(x)
2. (5.5)
The proof can be carried out with very few modifications in the same way
as that of Proposition 2.2 of [39] (see also [35]). We remark that lower bounds
for values of µ for which (5.5) holds depend on h¯ and on L∞ estimates on the
coefficients of lower order terms in the expression of the Laplace operator in local
coordinates inside a tubular neighbourhood. In particular, for a domain of class
C2, if ∂Ωh = {x ∈ Ω : δ(x) = h} denotes the inner h-parallel set of ∂Ω , then for
all 0 < h < h¯ and all x ∈ ωh¯ with δ(x) = h we have
∆u(x) = ∆∂Ωhu(x) +
d−1∑
i=1
κi(y)δ(x)
1− κi(y)δ(x)
∂u
∂ν
(x) +
∂2u
∂ν2
(x), (5.6)
where y denotes the nearest point on ∂Ω to x, ν is the outer unit normal to y,
and ∆∂Ωh denotes the Laplace-Beltrami operator on ∂Ωh. In particular, exploiting
formula (5.6) in the proof of Proposition 2.2 of [39] (and hence in the proof of
(5.5)) yields the explicit bound (5.4).
It is also useful to state the following lemma.
Lemma 5.7. Let u, φ : Ω → C such that −∆u = λu in L2(Ω) for some λ ∈ R,
φu ∈ H10 (Ω) and φ2u
∂ u
∂ n
vanishes on the boundary ∂Ω. Then∫
Ω
|∇φu|2 dx
=
∫
Ω
|∇φ|2|u|2 dx+ λ
∫
Ω
|φu|2 dx+ 1
2
∫
Ω
(φ¯∇φ− φ∇φ¯)(u∇u¯− u¯∇u) dx. (5.8)
In particular, if one of the functions u, φ is real-valued, then the last term van-
ishes.
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Proof. The proof follows by standard integration by parts and is therefore omit-
ted.
We are now ready to prove Theorem 3.7.
Proof of Theorem 3.7. Let {λj}∞j=1 be the set of Dirichlet eigenvalues on Ω, re-
peated according their multiplicity, and {uj}∞j=1 be the corresponding orthonor-
mal set of eigenfunctions in L2(Ω). Let {vj}∞j=1 be the orthonormal set of Neu-
mann eigenfunctions in L2(Ω) associated with {µj}∞j=1.
We apply the averaged variational principle (1.4) for the Dirichlet Laplacian
with trial functions of the form fj(x) = φ(x)vj(x) for j ∈ N and φ ∈ H10 (Ω) ∩
L∞(Ω) with ‖φ‖∞ = 1. The measure space for the averaging will be N and dµ
in (1.4) will be the standard counting measure on N, while dµ0 = 1Jdµ where
J ⊆ N and 1J is the characteristic function of J . We obtain
k∑
j=1
(λk+1 − λj)
∫
Ω
φ2(x)uj(x)
2dx ≥
∑
j∈J
(
λk+1
∫
Ω
φ2v2jdx−
∫
Ω
|∇(φvj)|2dx
)
.
(5.9)
For the right side of (5.9) we deduce from (5.8) that
∑
j∈J
(
λk+1
∫
Ω
φ2v2jdx−
∫
Ω
|∇(φvj)|2dx
)
=
∑
j∈J
(
λk+1
∫
Ω
φ2v2jdx−
∫
Ω
|∇φ|2v2j dx− µj
∫
Ω
φ2v2jdx
)
≥
∑
j∈J
(
λk+1
∫
Ω
φ2v2j dx− µj −
∫
Ω
|∇φ|2v2jdx
)
, (5.10)
where we have used the fact that since Ω is of class C2, vj ∈ H2(Ω), so −∆vj =
µjvj in L
2(Ω). For the right side of (5.9) we have, since ‖vj‖22 = 1 and ‖φ‖∞ = 1,
k∑
j=1
(λk+1 − λj)
∫
Ω
φ(x)2uj(x)
2dx ≤
k∑
j=1
(λk+1 − λj). (5.11)
From (5.9), (5.10) and (5.11) we deduce that
k∑
j=1
(λk+1 − λj) ≥
∑
j
(
λk+1 − µj − λk+1
∫
Ω
(1− φ2)v2jdx−
∫
Ω
|∇φ|2v2jdx
)
+
.
(5.12)
Since we may replace λk+1 by any z ∈ [λk, λk+1], the bound (5.12) is equivalent
to the following upper bound on the Neumann Riesz mean.∑
j
(z − µj)+ ≤
∑
j
(z − λj)+ + z
∑
µj≤z
∫
Ω
(1− φ2)v2jdx+
∑
µj≤z
∫
Ω
|∇φ|2v2j dx.
Let φ = φh where φh is defined by (4.12) with f(p) = sin(2p/pi). A straightforward
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computation shows that
∑
j
(z − µj)+ ≤
∑
j
(z − λj)+ +
(
z +
pi2
4h2
)
|ωh|
max
x∈ω¯h
∑
µj≤z
v2j (x)

=
∑
j
(z − λj)+ +
(
zh +
pi2
4h
)
|∂Ω|
max
x∈ω¯h
∑
µj≤z
v2j (x)

+
(
z +
pi2
4h2
)
(|ωh| − h|∂Ω|)
max
x∈ω¯h
∑
µj≤z
v2j (x)
 . (5.13)
To optimize (zh + pi2/4h) with respect to h, we take h = h(z) = pi
2
√
z
in (5.13)
and obtain
∑
j
(z − µj)+ ≤
∑
j
(z − λj)+ + pi
√
z|∂Ω|
max
x∈ω¯h
∑
µj≤z
v2j (x)
 +R′(z), (5.14)
where
R′(z) = 2z(|ωh(z)| − h(z)|∂Ω|)
max
x∈ω¯h
∑
µj≤z
v2j (x)
 .
We have h = h(z) = pi
2
√
z
> 1
2
√
z
. Hence
max
x∈ω¯h(z)
∑
µj≤z
v2j (x)
= max
 max{x∈Ω:δ(x)≤ 1
2
√
z
}
∑
µj≤z
v2j (x), max{
x∈Ω: 1
2
√
z
≤δ(x)≤h(z)
}
∑
µj≤z
v2j (x)
 . (5.15)
By hypothesis,
z ≥ max
h¯−2, 49 maxx∈∂Ω
0≤h≤h¯/2
∣∣∣∣∣
d−1∑
i=1
hκi(x)
1− hκi(x)
∣∣∣∣∣
2
 , (5.16)
so (5.4) holds with µ = z, α = 2, β = 1/2 . Therefore, from (5.5) and (5.2) we
obtain
max{
x∈Ω:δ(x)≤ 1
2
√
z
}
∑
µj≤z
vj(x)
2 ≤ 4 max{
x∈Ω:δ(x)= 1
2
√
z
}
∑
µj≤z
vj(x)
2 ≤ cdzd/2,
where
cd = 4ωd
(
(2pi)−d + d(d+ 2) d+1
√
3pi−1−d
(
1
2
+
d+1
√
3(d+ 2)
)d−1 (
2(d+ 2)
d+1
√
3 + pi
))
is a constant depending only on the dimension. Again from (5.2) we deduce that
max{
x∈Ω: 1
2
√
z
≤δ(x)≤h(z)
}
∑
µj≤z
vj(x)
2 ≤ cd
4
zd/2,
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and then from (5.15) we conclude that
max
x∈ωh(z)
∑
µj≤z
v2j (x) ≤ cdzd/2. (5.17)
Plugging (5.17) into (5.14), we obtain∑
j
(z − µj)+ ≤
∑
j
(z − λj)+ + pi|∂Ω|cdz d2+ 12 +R′(z) (5.18)
with
|R′(z)| ≤ 2z1+ d2 cd||ωh(z)| − h(z)|∂Ω||.
and
lim
z→+∞
|R′(z)|
zd/2
≤ pi
2(d− 1)cd
4
∣∣∣∣∫
∂Ω
H(x)dσ(x)
∣∣∣∣ .
Using the sharp semiclassical estimate for Dirichlet Riesz means∑
j
(z − λj)+ ≤ 2
d+ 2
C
− d
2
d |Ω|z1+
d
2
(see [4]), inequality (5.18) assumes the more explicit form (3.8) for all z satisfying
(5.16). This concludes the proof of the bound on Riesz means.
A lower bound for sums is obtained by Legendre transforming (3.8). In fact,
for each k ∈ N, k ≥ 1,
sup
z≥z0
(
kz −
∑
j
(z − µj)+
)
≥ sup
z≥z0
(
kz − d
d+ 2
C
− d
2
d |Ω|z1+
d
2 − pi|∂Ω|cdz d2+ 12 − R′(z)
)
(5.19)
where z0 is given by the right side of (5.16). We note then that from (5.1) and
(5.17) it follows that ∑
µj≤z0
∫
Ω
vj(x)
2dx ≤ |Ω|cdzd/20 ,
and hence the number of eigenvalues smaller than z0 is bounded above by
|Ω|cdzd/20 . This implies that if k ≥ |Ω|cdzd/20 (which is the hypothesis for (3.9)),
then µk > z0, and therefore the left side of (5.19) is nothing but
∑k
j=1 µj.
Now the right side of (5.19) can be bounded from below by choosing an
admissible z ≥ z0. We note that cd > C−d/2d hence any k ≥ cd|Ω|zd/20 satisfies
k ≥ C−d/2d |Ω|zd/20 . This implies that z = z(k) = Cd
(
k
|Ω|
)2/d
satisfies (5.16), that
is, z ≥ z0. By setting z = z(k) = Cd
(
k
|Ω|
)2/d
in the right side of (5.19) we obtain
1
k
k∑
j=1
µj ≥ d
d+ 2
Cd
(
k
|Ω|
) 2
d
− picdC
d+1
2
d
|∂Ω|
|Ω|
(
k
|Ω|
) 1
d
−R(k),
where R(k) = R′(z(k))/k. We note that |R′(k)| ≤ C for some positive constant
depending only on Ω, and moreover
lim
k→+∞
|R(k)| ≤ pi
2(d− 1)cdC
d
2
d
4|Ω|
∣∣∣∣∫
∂Ω
H(x)dσ(x)
∣∣∣∣ .
This concludes the proof.
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A Final remarks
In this appendix we provide two final remarks.
In Appendix A.1 we show that inequality (3.9) can be also proved through a
generalization of the Berezin-Li-Yau method [4, 31] to the Neumann problem (and
more generally to any Laplace eigenvalues). In Appendix A.2 we show how to
obtain asymptotically Weyl-sharp upper and lower bounds for single Dirichlet and
Neumann eigenvalues from two-sided asymptotically sharp bounds on averages.
In view of this, we also recall an equivalent formulation of Po´lya’s conjecture.
A.1 The Berezin-Li-Yau method for Laplacian eigenfunc-
tions
An alternative way to obtain a bound of the form (3.9) is through a generalization
which we present here, of the method introduced by Berezin [4] and independently
by Li and Yau [31] using the Fourier transform of eigenfunctions for the Dirichlet
Laplacian. We extend this method to any Laplacian eigenfunction.
First, we recall that for any f ∈ H10 (Ω) the following facts hold:∫
Rd
|fˆ(ξ)|2 dξ =
∫
Ω
|f(x)|2 dx,
∫
Rd
|ξ|2|fˆ(ξ)|2 dξ =
∫
Ω
|∇f(x)|2 dx. (A.1)
(Here we denote still with f the extension by zero of f to Rd).
Moreover, suppose that {fj}∞j=1 is an orthonormal basis of L2(Ω) and let
φ ∈ L2(Ω). Then
∞∑
j=0
|φ̂fj(ξ)|2 = (2pi)−d
∫
Ω
|φ(x)|2 dx. (A.2)
We are ready to state the following theorem.
Theorem A.3. Suppose that {fj}∞j=1 is an orthonormal basis of L2(Ω) and let
φ ∈ L2(Ω) such that φfj ∈ H10 (Ω) for all j ∈ N. Then for all k ∈ N and all R > 0
the following inequality holds:
k∑
j=1
∫
Ω
|∇φfj|2 dx ≥ − 2
d+ 2
C
−d/2
d ||φ||22Rd+2 +R2
k∑
j=0
∫
Ω
|φfj|2 dx. (A.4)
In particular,
d+ 2
d
k∑
j=0
∫
Ω
|∇φfj|2 dx ≥ Cd||φ||−4/d2
( k∑
j=0
∫
Ω
|φfj|2 dx
)1+ 2
d
. (A.5)
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Proof. Thanks to (A.1) and (A.2), for all R > 0 we have
k∑
j=1
∫
Ω
|∇φfj|2dx =
k∑
j=1
∫
Rd
|ξ|2|φ̂fj|2dξ
=
k∑
j=1
∫
Rd
(|ξ|2 −R2)|φ̂fj|2dξ +R2
k∑
j=1
∫
Rd
|φ̂fj|2dξ
≥
k∑
j=1
∫
|ξ|≤R
(|ξ|2 −R2)|φ̂fj|2dξ +R2
k∑
j=1
∫
Ω
|φfj|2dx
≥
∫
|ξ|≤R
(|ξ|2 −R2)
∞∑
j=1
|φ̂fj|2dξ +R2
k∑
j=1
∫
Ω
|φfj|2dx
=
∫
|ξ|≤R
(|ξ|2 − R2)(2pi)−d‖φ‖22dξ +R2
k∑
j=1
∫
Ω
|φfj|2dx
= − 2
d+ 2
C
−d/2
d ‖φ‖22Rd+2 +R2
k∑
j=1
∫
Ω
|φfj|2dx.
This proves (A.4). Now, the expression in the right side of (A.4) is optimized
with respect to R when
R =
(
Cd
∑k
j=1
∫
Ω
|φfj|2dx
‖φ‖22
) 1
2
. (A.6)
Using (A.6) in (A.4) yields (A.5). This concludes the proof.
Theorem A.3 can be applied to lower bound the eigenvalues {µj}∞j=1 of −∆NΩ
and obtain an inequality of the form (3.9), replacing the constant cd as necessary
by another constant depending only on the dimension.
In fact, let us apply Theorem A.3 with {fj}∞j=1 = {vj}∞j=1 (the Neumann
eigenfunctions) as an orthonormal basis of L2(Ω) and with φ = φh defined by
(4.12) with f(p) = p (we choose h < h¯, where h¯ is defined by (2.29)). Since Ω is
of class C2, vj ∈ H2(Ω) and −∆vj = µjvj is in L2(Ω) for all j ∈ N. Hence (5.8)
holds with u = vj. Therefore (5.8) implies that
k∑
j=1
∫
Ω
|∇φhvj|2 =
k∑
j=1
∫
Ω
|∇φh|2v2jdx+
k∑
j=1
µj
∫
Ω
φ2hv
2
jdx.
From (A.5) it follows that
d+ 2
d
k∑
j=1
µj
∫
Ω
φ2hv
2
jdx
≥ Cd‖φh‖−4/d2
(
k∑
j=1
∫
Ω
φ2hv
2
jdx
)1+ 2
d
− d+ 2
d
k∑
j=1
∫
Ω
|∇φh|2v2j dx. (A.7)
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Now, for the left side of (A.7), from the fact that ‖φh‖∞ ≤ 1 and the normalization
of vj we obtain
d+ 2
d
k∑
j=1
µj
∫
Ω
φ2hv
2
jdx ≤
d+ 2
d
k∑
j=1
µj. (A.8)
We next observe that from ‖φh‖∞ ≤ 1 it follows that ‖φh‖4/d2 ≤ |Ω|2/d. Hence,
for the first term in the right side of (A.7), we have
Cd‖φh‖−4/d2
(
k∑
j=1
∫
Ω
φ2hv
2
jdx
)1+ 2
d
≥ Cd|Ω|2/d
(
k∑
j=1
∫
Ω
v2jdx−
k∑
j=1
∫
Ω
(1− φ2h)v2jdx
)1+ 2
d
≥ Cd k
1+ d
2
|Ω|2/d
(
1− d+ 2
d
1
k
k∑
j=1
∫
Ω
(1− φ2h)v2jdx
)
= Cd
k1+
d
2
|Ω|2/d − Cd
d+ 2
d
k
d
2
|Ω|2/d
k∑
j=1
∫
Ω
(1− φ2h)v2jdx. (A.9)
From (A.8) and (A.9) we obtain the following inequality
1
k
k∑
j=1
µj ≥ d
d+ 2
Cd
(
k
|Ω|
)2/d
−
∫
Ω
(
Cd
(
k
|Ω|
)2/d
(1− φ2h) + |∇φh|2
)
1
k
k∑
j=1
v2j dx.
Since |1 − φh| ≤ 1, |∇φh| = 1/h and 1 − φh and ∇φh are supported on ωh, that
for all 0 < h < h¯, this inequality implies that
1
k
k∑
j=1
µj ≥ d
d+ 2
Cd
(
k
|Ω|
)2/d
−
(
Cd
(
k
|Ω|
)2/d
+
1
h2
)
h|∂Ω|
(
max
x∈ωh
1
k
k∑
j=1
v2j (x)
)
− Rk(h), (A.10)
where
Rk(h) =
(
Cd
(
k
|Ω|
)2/d
+
1
h2
)
(|ωh| − h|∂Ω|)
(
max
x∈ωh
1
k
k∑
j=1
v2j (x)
)
. (A.11)
To optimize the second summand in the last line of (A.10) with respect to h we
take h in (A.10) and (A.11) as
h = h(k) := C
−1/2
d
(
k
|Ω|
)−1/d
.
Assuming that
k ≥ 2
d+ 2
C
−d/2
d |Ω|max
h¯−d, (2/3)d maxx∈∂Ω
0≤h≤h¯/2
∣∣∣∣∣
d−1∑
i=1
hκi(x)
1− hκi(x)
∣∣∣∣∣
d
 ,
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we immediately verify that 0 < h(k) < h¯ and moreover, by the same arguments
used in the proof of Theorem 3.7, that
max
x∈ωh(k)
k∑
j=1
v2j (x) ≤ c′d
k
|Ω| , (A.12)
where c′d is a constant depending only on the dimension. We plug (A.12) into
(A.10) and obtain
1
k
k∑
j=1
µj ≥ d
d+ 2
Cd
(
k
|Ω|
)2/d
− 2c′dC1/2d
|∂Ω|
|Ω|
(
k
|Ω|
)1/d
− R(k),
where
R(k) := Rk(h(k))
and
|R(k)| ≤ 2c′dCd
(
k
|Ω|
) 2
d ||ωh(k)| − h(k)|∂Ω||
|Ω| .
Exactly as in the proof of (i) in Theorem 2.30 we observe that there exists a
constant C depending only on Ω such that |R(k)| ≤ C, and that
lim
k→+∞
R(k) =
(d− 1)c′d
16|Ω|
∣∣∣∣∫
∂Ω
H(x)dσ(x)
∣∣∣∣ .
A.2 Asymptotically Weyl-sharp bounds on eigenvalues
We conclude the paper with a general remark. Assume that Ω is such that
1
k
k∑
j=1
λj ≥ d
d+ 2
Cd
(
k
|Ω|
) 2
d
(A.13)
and
1
k
k∑
j=1
λj ≤ d
d+ 2
Cd
(
k
|Ω|
) 2
d
+ A
(
k
|Ω|
) 1
d
+B (A.14)
for some constants A,B independent of k, for all k ≥ k0. Then, for all k ≥ k0
λk ≥ Cd
(
k
|Ω|
) 2
d
−
(
3
d+ 2
Cd|Ω|− 2d + 2A|Ω|− 1d
)
k
3
2d
+
d+ 1
d
A
(
k
|Ω|
) 1
d
− 3A
2d
|Ω|− 1dk 12d − B, (A.15)
and
λk+1 ≤ Cd
(
k
|Ω|
) 2
d
+
(
3
d+ 2
Cd|Ω|− 2d + 2A|Ω|− 1d
)
k
3
2d
+
d+ 1
d
A
(
k
|Ω|
) 1
d
+
(
3A
2d
|Ω|− 1d + 2B
)
k
1
2d +B. (A.16)
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In particular, for all k ≥ k0,∣∣∣∣∣λk − Cd
(
k
|Ω|
) 2
d
− d+ 1
d
A
(
k
|Ω|
) 1
d
∣∣∣∣∣
≤
(
3
d+ 2
Cd|Ω|− 2d + 2A|Ω|− 1d
)
k
3
2d +
(
3A
2d
|Ω|− 1d + 2B
)
k
1
2d +B. (A.17)
Inequalities (A.15) and (A.16) follow from (A.13) and (A.14) by observing that
λk ≥ 1
l
k∑
j=k−l+1
λj
and
λk+1 ≤ 1
l
k+l∑
j=k+1
λj ,
and by choosing l ∈ N such that
l = k1−
1
2d + b
with b ∈ [−1
2
, 1
2
]
. In particular, with this choice,
1
2
k
1−
1
2d ≤ l ≤ 3
2
k
1−
1
2d and
k − 1 ≤ l ≤ k + 1.
We note that the remainder estimate in (A.17) is not good since the power k
3
2d
is bigger than k
1
d . An analogous result holds if we replace Dirichlet eigenvalues
λj by Neumann eigenvalues µj (and reversing inequalities in (A.13),(A.14),(A.15)
and (A.16)).
We observe that in this paper we have established inequalities of the form
(A.14) for Dirichlet and Neumann eigenvalues (with “≤” replaced by “≥” in the
case of Neumann eigenvalues) for different classes of domains in Rd. Importantly,
our estimates, and hence A,B and k0 in (A.17), depend explicitly on the geometry
of the domain, in particular on the (Hausdorff) measure of the boundary and the
volume of the tubular neighbourhood about the boundary. For domains of class
C2 or convex domains the dependence is much more explicit. In view of this, we
recall that Po´lya’s conjecture
µk+1 ≤ Cd
(
k
|Ω|
) 2
d
≤ λk
is equivalent to
lim
k→+∞
λ∗k
k
2
d
= lim
k→+∞
µ∗k
k
2
d
= Cd,
where
λ∗k = inf {λk : |Ω| = 1}
and
µ∗k = sup {µk : |Ω| = 1} .
We refer to [9, Corollary 2.2] for the proof of the equivalence. It is now clear
that having inequalities of the form (A.17) with explicit geometric constants for
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quite broad classes of domains could prove useful in view of Po´lya’s conjecture
if information on the geometry of optimizers of λk and µk for large k would be
available (for example, C2 smoothness, uniform boundedness of the surface mea-
sure and of the integral of the mean curvature). This is, however, a notoriously
hard problem. For a few results in this direction see [6, 7]. We also refer to [2]
and references therein for numerical optimization of low Dirichlet eigenvalues.
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