Abstract-To better utilize the existing electric power grid distribution network automation of smart switches, a microgrid can expand or shrink its electrical boundary according to available renewable generation. Previous literature only focused on the design of a microgrid with a dynamic boundary, but without considering real-time operation. This paper proposes a microgrid controller that enables operation of microgrid with dynamic boundary and can be integrated into the existing distribution automation system. The architecture of the control system is introduced, and the essential functions such as online topology assessment and synchronization are presented. Simulation results are given to demonstrate the feasibility of the proposed controller.
I. INTRODUCTION
Severe weather events account for many power system reliability issues. Hurricane Irma alone has caused several million homes to lose power for weeks due to damaged transmission lines [1] . One solution is the microgrid [2] -it is able to operate without the main grid as an "island", and supply critical loads using local generation. During most of the time when the microgrid is connected to the grid, it can also reduce electricity costs and emissions by supplying power at the peak hours using local generation sources.
A microgrid can be comprised of a single campus or a facility, that is able to operate independently through a controllable switch connected to the main grid. It can also be a part of a community distribution network, consisting of a whole or part of a feeder network [3] . With modern automation technology, loads can be sectionalized by the smart switches in the medium voltage distribution network to improve the reliability of the system [4] . A microgrid built on this sectionalized network allows the concept of flexible microgrid with dynamic boundary [5] , rather than the previous definition with fixed boundary and clearly defined grid interfacing point [6] . This means that the electrical boundary of the microgrid can flexibly expand or shrink to fully utilize the available local generation, and isolate both external and internal faults [13] . While [5] is the only previous literature mentioning about this dynamic boundary concept, it only focused on the design of the microgrid, and did not consider real-time operation.
Topology change is not a new concept in the distribution network. In the 1980s, feeder reconfiguration methods were proposed to reduce line losses [7] . Methods of real-time operation of such reconfiguration are also well documented in previous literature [8, 9] . However, these methods are not suitable for a microgrid, where load sections are energized by local generation, rather than connected to the main grid. This new microgrid operation paradigm requires additional efforts to identify the present topology through the switch status, and to pinpoint the switches that can be controlled to expand or shrink the boundary of the microgrid. Other functions such as reconnection will also need to be modified since the existing technology only allows the microgrid to reconnect to one defined grid interfacing point [10] . This paper introduces a microgrid controller that can be integrated into the existing distribution automation system, and incorporates the idea of dynamic boundary to operate in realtime. Section II introduces the concept of a microgrid with dynamic boundary; Section III presents the proposed real-time control scheme for the microgrid, with emphasis on topology identification and synchronizations; and simulation results are given in Section IV.
II. CONCEPT OF A MICROGRID WITH DYNAMIC BOUNDARY
A conceptual microgrid with dynamic boundary is shown in Fig. 1 . In normal grid-connected operation, the electrical boundary is determined by the normally open switch and outlined by the dashed blue contour. The local generation sources are connected to the grid interface G1, shown in Fig.  1(a) . When there is a fault near load 2 between the switches SW2, SW3 and SW5, these surrounding switches will open and isolate the fault. Downstream sources and loads will have to connect to another grid interface G2, by closing the switch SW6, as shown in Fig. 1(b) . This reconfiguration technology has enabled >40% reduction of interruption time for the customers in the field [4] . However, the loads will still lose power if all the grid interfaces are down due to an extreme event. With a local source of generation such as back-up generator or battery energy storage system (BESS), a microgrid with dynamic boundary can be formed. Fig. 1(c) shows the minimum boundary of the microgrid, where only the critical load is supplied. But if the renewable energy sources can supply more than the critical loads, the boundary of the microgrid can extend through the coordination of the switches, as shown in Fig. 1(d) . To reconnect back when the main grid recovers from the extreme event, the distribution network will first energize the unserved load, and then the microgrid can synchronize to the voltage, frequency and angle through any of the boundary switches (e.g. SW4 in the case of Fig. 1(c) , and SW1 in the case of Fig. 1(d) ).
III. PROPOSED MICROGRID CONTROL SCHEME

A. Architecture of the Microgrid Controller
To build a microgrid based on the existing distribution network, the controller system will also need to be integrated into the existing automation system. Fig. 2 shows a block diagram of the proposed control architecture. A microgrid central controller (MGCC) located in the utility control center will communicate with the DMS/SCADA (Distribution Management System / Supervisory Control and Data Acquisition). It processes the operation status of the microgrid, and generates commands to the local controllers and the smart switches. The microgrid local controllers are installed adjacent to the commercial distributed energy resources (DER). This will allow faster communication rate to control the output power, frequency, etc.
Similar to the other microgrid controllers, the MGCC includes various function modules to manage the DERs and loads in the microgrid area, including state estimation, load forecasting, protection coordination, energy management, black start, etc. And the local controllers include functions such as droop, active and reactive power support, power factor control, etc.
To operate a microgrid with dynamic boundary, two new functions are introduced: (1) online topology assessment, and (2) P/Q balance. The synchronization function is modified, since there is no fixed point of common coupling (PCC). These essential functions are introduced in detail in the rest of this section. 
B. Online Topology Assessment
As shown in Fig. 2 , the online topology assessment function in the MGCC can provide the topology information of the microgrid to the other functions, by using the switch status obtained from DMS/SCADA in real-time.
A simplified Kruskal's algorithm [11] in graph theory is adopted to generate the microgrid topology. The source or load sections that are separated by the smart switches can be considered as vertices (nodes); and the smart switches in between can be considered as edges (lines). An example of the identified topology is shown in Fig. 3 , based on the same microgrid in Fig. 1 . The dashed line means the switch is open, and straight line means the switch is closed; hollow circle means the node is not energized or not available, and filled circle means the node is energized or operating. In Fig. 3 , three out of four grid interfaces are available.
The first step of the online topology assessment is to identify independent connected-graphs from the readings of the switch status, starting from the available sources. These connected-graphs are referred as grid areas. In Fig. 3(a) , there are four independent grid areas, which are either energized by available main grid or the operating BESS. The operating mode of the grid area is thus identified, i.e. grid areas 1-3 are in grid connected operation, and grid area 4 is in islanded operation. The other functions will behave accordingly depending on the operating mode of each grid area. The next step for the online topology assessment is to identify the boundary switch for each grid area and whether the next section is energized or not. Take the grid area 4 in Fig.  3(a) as an example, the boundary switches are SW3, SW11, SW12 and SW16. It can expand its boundary through SW3 or SW12 to serve load 2 or load 8, since they are not energized by another source. Grid area 4 can also synchronize to grid area 2 through the switches SW11. Since the main grid at G4 is not available, grid area 4 cannot expand or synchronize through SW16. This information will be passed to the P/Q balance and synchronization functions to control the switches, and expand or shrink the boundary. These functions will be explained in the following sections.
After boundary expansion and synchronization process, the microgrid topology is shown in Fig. 3(b) , where there are 3 grid areas. Each of them is in grid connected operation. The distribution automation system will then be able to bring the system back to the normal operation topology shown in Fig.  1(a) .
As discussed above, the flowchart of online topology assessment is shown in Fig. 4 . If there are multiple BESSs or back-up generators in different locations of the microgrid, there could be even more grid areas energized by them. These grid areas can be separated only to serve the local loads, or connected together to form a single large grid area to serve more loads when there is sufficient renewable generation. 
C. Active and Reactive Power Balance
P/Q balance function allows the grid areas in islanded operation to shrink their boundary or expand it when the next section is not energized. The flowchart diagram of the active power balance control is shown as an example in Fig. 5 . The basic idea is to expand the boundary when there is more renewable generation than the load, and vice versa. The selection of the load sections to be restored or shed involves an optimization process, and will be discussed in detail in future publications 
D. Synchronization
The synchronization process takes place when two adjacent grid areas merge to become a single grid area. It is the extension of the reconnection concept of fixed boundary microgrid. The two grid areas need to have the same voltage magnitude, frequency and angle between the boundary switch to connect. Take the transition between Fig. 3(a) and Fig. 3(b) as an example. MGCC will first identify the boundary switch as SW11. The voltage magnitude, frequency and angle differences between switch SW11 are polled by the MGCC from the DMS/SCADA, and sent to the local controller at the BESS. The controller then closed-loop controls the output voltage and frequency of the BESS to reduce the differences. Once the differences are reduced to the defined values in IEEE 1547 [12] , the MGCC will issue a command to SW11 to connect the two grid areas.
For an islanded grid area synchronizing to another islanded grid area, DERs in both grid areas will be controlled to reduce the voltage differences between the boundary switch. This scheme allows DERs to synchronize through different switches as the boundary of the microgrid changes. The flowchart of synchronization process is shown in Fig. 6 . 
E. Other functions
Other functions are also needed for the microgrid operation. Some of the them need to update their results according the real-time microgrid boundary information provided by the identification.
State estimation function is conducted for each grid area. During grid-connected operation, the root node of the state estimation is set to the grid interface; and during islanded operation, the root node is set to the battery or back-up generator. Protection coordination function updates the relay protection profile according to the DERs' capacities and operating modes in each grid area. Load forecasting function historic profile to predict load consumption for the economic dispatch and balancing control.
There are other essential functions in the microgrid controllers, such as droop control, inertia emulation, power factor control, etc. They have no major modifications compared with previous microgrids with fixed boundary, and will not be discussed in this paper.
IV. SIMULATION RESULTS
The simulation circuit data is extracted from a real feeder in the United States, as shown in Fig. 7 . Matlab/Simulink is used to model the three-phase circuit, with averaged model of the power electronics converters and unbalanced loads. The nodes are shown as red numbers, and the switches are shown as a blue number in the figure.
In this simulation circuit, there are three grid interfaces at bus 1, 6, and 14. The microgrid area is connected to grid interface 1 by default, so switch 0406 and switch 1114 is normally opened, and the rest of the switches are normally closed. A 600 kW BESS and 2.1 MW PV farm is connected to bus 10. To demonstrate the boundary changes of the microgrid during islanded operation, power output of the PV is ramped up and down in 19 s, as shown in Fig. 8 . During the simulation, the boundary of the microgrid expands for load restoration, and shrinks for load shedding. As shown, the battery's output power can be maintained within the rated value, as shown in Fig. 9 . Because of the unbalanced loads at bus 3 and bus 7, the output active power of the battery are relatively unbalanced between , as well as
The output of the online topology identification is shown in Fig. 10 . The node matrix indicates the DERs and loads within the grid area. The internal line matrix indicates the switches inside of the grid area, which can be used for boundary shrinkage. And the boundary line matrix indicates the boundary switches, which can be used for boundary expansion. The simulation model is then moved to the Opal-RT realtime hardware in the loop simulation platform. The platform communicates with actual microgrid controllers using DNP3 protocol. Fig. 10 shows the test results for the synchronization process. Before the event, the main grids are not available. Microgrid is in the islanded operation, and serves the loads at bus 7, 9 and 10. Switches 0709, 0910, 1011, 1012, and 1013 are closed, while the others are open.
After main grid at grid interface 1 becomes available, the synchronization process begins. The main grid started to pick up loads around it by closing switches 0102, 0203, 0304, and 0405. Then, the switch 0307 is identified to be the critical boundary switch between the microgrid and the main grid. The voltage magnitude, frequency and angle difference information of switch 0307 are passed to the microgrid controller for synchronization. After reducing the differences to the acceptable range, switch 0307 closes and the islanded grid area merges with the main grid. At the moment of the reconnection, there is no significant power inrush through the switch, because the voltage difference across the switch is minimized by the synchronization process. The final step is to pick up the remaining loads at bus 8 and 11 by closing switches 0708 and 1011. The active power starts to flow through the switch to supply the loads at bus 8 and 11. 
V. CONCLUSION
Distribution automation through sectionalizing smart switches has greatly improved the reliability of the electrical power system. A microgrid built on this distribution network can expand or shrink its boundary, and further reduce the interruption time when the main grid is down. A controller is proposed in this paper to allow real-time operation of the microgrid with dynamic boundary. It can be integrated into the existing distribution automation system, use the switch status information to identify the microgrid topology, and generate commands to control the switches and DERs within the microgrid area.
A power electronics based hardware testing platform is under construction to demonstrate this dynamic boundary concept. Field test will also be conducted in a 12 kV distribution network. Experimental results will be presented in future publications.
