New NMR broadband inversion pulses that compensate both for resonance offset and radiofrequency (RF) inhomogeneity are described. The approach described is a straightforward computer optimization of an initial digitized waveform generated from either a constant-amplitude frequency sweep or from an existing composite inversion pulse. Problems with convergence to local minima are alleviated by the way the optimization is carried out. For a given duration and maximum allowable RF field strength B 1 (but not necessarily given RMS power deposition), the resultant broadband inversion pulse (BIP) shows superior inversion compared to inversion pulses obtained from previous methods, including adiabatic inversion pulses. Any existing BIP can be systematically elaborated to build up longer inversion pulses that perform over larger and larger bandwidths. The resulting pulse need not be adiabatic throughout its duration or across the entire operational bandwidth. C 2001 Academic Press
INTRODUCTION
The design of a "perfect" 180
• pulse to invert longitudinal spin magnetization has been the subject of active research now for two decades (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) . A conventional 180
• pulse has very limited tolerance to radiofrequency (RF) field inhomogeneity (or pulse length miscalibration) and provides acceptable inversion only over a relatively narrow resonance offset bandwidth (95% inversion over ±0.2B 1 ). For an RF field strength of 20 kHz, this bandwidth reduces to 4 kHz and is insufficient, for example, to cover the 5-kHz proton range (10 ppm) of a 500-MHz spectrometer. At higher magnetic fields and/or for different nuclei, the chemical shift range is larger and the inadequacies in inversion bandwidth are ever more apparent. Inversion pulses that compensate for either frequency offset, or RF power misset, or both, are thus valuable. "Composite pulses" proposed by Levitt and Freeman (1) , inversion pulses like the "123" pulse used for WALTZ decoupling (2, 3) , and adiabatic pulses pioneered by Baum et al. (4) have all been used with success.
For adiabatic pulses, elegant analytical relationships between the frequency and amplitude modulation have been derived, by examining magnetization trajectories in a suitable reference frame, so that a constant-amplitude pulse implies a tangent function for the frequency sweep (7) . Likewise, a sech/tanh (amplitude/frequency) combination is commonplace (4, 6, 7) . The appeal of an adiabatic pulse is that it can achieve a wide band of inversion with moderate RF power and is quite tolerant to inhomogeneties in B 0 and B 1 when the pulse is set at or above the minimum B 1 level determined by the adiabatic condition. This condition requires that the sweep rate is sufficiently slow for the magnetization to remain mostly aligned with the effective field (B eff ). Promising adiabatic inversion pulses have been the sech/tanh pulses (4, 6, 7) , the WURST family proposed by Kupce and Freeman (9) , and those produced from the pairing of the hyperbolic tangent and tangent functions suggested by Hwang et al. (12) , the tanh/tan pulses. We have found, however, that big performance gains have gone unrealized by these analytical forms, particularly when a rather short, high-power broadband inversion pulse is desired. This is at least partly because the most useful solution (i) may not be entirely adiabatic, and (ii) may be difficult to encapsulate in a simple formula. That is our focus here: the design of a short, broadband (typically) highpower inversion pulse, rather than repetitively applied pulses for decoupling.
Our design focus is on modern high-field experiments in liquids, using well-engineered probes. For most experiments in high-resolution NMR, it is safe to assume that pulses can be approximately calibrated. The intrinsic RF inhomogeneity over the sample volume is not more than ±10%, or ±20% at the outside, i.e., 0.8 < B 1 /B 0 1 < 1.2, with B 0 1 the "nominal" field that would be determined by on-resonance calibration of the 180
• pulse width. It is also safe to assume that some maximum B 1 field can be applied without any pulse droop, if the pulse is reasonably short, and that total energy deposition over a short pulse is not an issue. Under these conditions, the hunt for a good inversion pulse reduces to specifying (i) the maximum pulse width, T p to be used; (ii) the maximum B 1 field, B max 1 , that can be employed; and (iii) the exact normalized offset range B/B 0 1 and normalized inhomogeneity range B 1 /B 0 1 over which the pulse is to perform. Our measure of the pulse length is the usual one for composite pulses, i.e., in terms of the product γ B max 1 T p , which we express in degrees. A conventional inversion pulse has duration "180
• " while a 90
• y -180
• y composite pulse has duration 360
• . This way of measuring the equivalent pulse length is very telling when long delays of low amplitude are included, as in the sech/tanh pulses, which may result in many thousands of degrees in equivalent duration. Some benchmark of the acceptable quality is needed, but 95% inversion or better (M z /M 0 = −0.95) is usually fine. All else being equal, a shorter pulse is to be preferred. For aesthetic reasons, we restrict the pulse to be symmetric in time about its midpoint. This guarantees that the inversion profile has symmetry and halves the number of points over which the performance must be calculated. For simplicity, and because the pulses are always assumed to be short in duration, relaxation is neglected.
It is within this framework that we set out to investigate the limits of broadband inversion. We found that it is unnecessary to shape the amplitude of the waveform, which is a slight surprise when weighing arguments revolving around adiabaticity (9) (10) (11) (12) . There is also a collateral benefit to a constant-amplitude pulse: by keeping the amplitude constant throughout, the linearity of the RF amplifier is not as important as it would be for amplitude-modulated pulses. This is a consideration when highpower pulses must be used, as then some pulse compression is usually inevitable, implying nonlinearity of the RF amplifier. Finally, strictly speaking, a rectangular phase-modulated pulse does not necessitate a waveform generator, as the digital frequency synthesizer is fully capable of producing the requisite phase shifts. This may be a factor on older instruments or on spectrometer consoles incompatible with newer waveform circuit boards.
THEORY
In principle a pulse waveform can be specified in terms of either frequency modulation (FM) or phase modulation (PM). In practice, the spectrometer hardware accepts shapes as a list of events, each specifying an amplitude and phase pair for specified duration. Thus, ultimately, phase modulation is preferred. Frequency modulation is useful, however, because a pulse derived from an FM waveform is intrinsically smoother. This is easy to understand because phase is the integral of frequency, so that a continuous shape in frequency always integrates to a smoother shape in phase. Conceptually, the FM picture fits well with the adiabatic view that the magnetization vector M should follow the effective field in the FM frame (7) . The decided disadvantage of using the FM description is that instantaneous phase shifts, for example, those present in the 90
• y composite pulse, are difficult to represent because the phase profile is not smooth. In practice we may use both descriptions at various points in the pulse waveform optimization, depending on which representation is most useful. In the end, a purely digital PM waveform is produced as a list of phases: there is no underlying functional form. However, the phase list may be fitted post hoc to any convenient functional form so that pulses of different lengths can be digitized in exact registration with the spectrometer waveform hardware timing resolution.
The design of our inversion waveform, being unconstrained by any analytical functional form or prespecified trajectory, has its initial form generated either from a linear frequency sweep or, for very short pulses, from a 90
• y composite pulse template. The amplitude and duration of the pulse over a given optimization run are both fixed. This initial guess at the phase modulation is then numerically optimized, to create a family of rectangular phase-modulated pulses with dual compensation, which we refer to as broadband inversion pulses (BIPs). Compared to sech or tanh pulses, the new BIPs give superior inversion performance for a given duration and peak RF power. In addition, these pulses can be tailored, by varying the pulse width and peak power, to accommodate different nuclei of interest.
Exact Integration of a Phase-Modulated Pulse
It is a simple matter to solve the von Neumann equation for the reduced density operator σ
exactly for an ensemble of isolated spins and finite number of time-independent states using rotation operators. During each state k of the waveform the Hamiltonian H k can be written in the form
where β k is an angular variable and n k is a unit vector, and the reduced density operator σ k = m k · I is transformed into
from which the normalized inversion after N steps can be calculated:
This calculation can then be repeated over the offset range B/B 0 1 and misset range B 1 /B 0 1 over which the pulse is to perform.
Optimization of a PM Waveform
As the performance of a given waveform can be calculated exactly, optimization of the most general shape is then a straightforward nonlinear least-squares problem with the objective function [5] and with the amplitude ω k = γ B 1k and phase ϕ k of each event as a variable. The summation is carried out over a rectangular grid of points in offset and RF field strength. A typical pulse waveform could have hundreds of events, with the phase specified to better than 1
• , and the relative amplitude to 1 part in 1000. A straightforward grid search, as has been attempted in other contexts (13) , of a 500-point waveform would, for example, require ∼360 500 1000 500 = 10 2778 integrations of the waveform over the grid of offset and B 1 values. If the nominal amplitude B 0 1 is also allowed to vary, matters get even worse. Clearly it is not possible to conduct any type of brute-force event-by-event search to determine the best waveform. One might be tempted to try a simulated annealing algorithm (14) as has been used with success to optimize purely amplitude-modulated selective pulses like I-BURP (15, 16) . However, even simulated annealing is unlikely to yield anything useful unless a representative fraction of the available parameter space can be sampled, and even with millions of trials this will not be the case for the present problem.
These major difficulties are one reason why some relatively simple functional form is usually assumed up front, with a small number of parameters to optimize. The art is then to choose the right form. Even when the form is made as general as a Fourier series (16) the essential point is that only a controllable number of Fourier coefficients need enter into the optimization because amplitude shapes of interest can be represented with only a few terms. By contrast, typical phase profiles are definitely not conveniently expressible as a small number of sinusoids: a linear frequency sweep leads to a parabolic phase profile, a case in the which the Fourier series is not uniformly convergent. Even with the amplitude and pulsewidth fixed, however, the phase space is far too large to search directly.
One possibility is to express the phase function as an evenorder polynomial, e.g., [6] for a pulse defined over the time interval −T p /2 < t < T p /2, and then optimize the coefficients n up to some maximum value n = K . While initially attractive, this formulation is plagued by many, many local minima that are widely spaced in the parameter space, and the highest power 2K is hard to pin down. For example, a Taylor series expansion of tan x (suggested as an appropriate FM for a long constant-amplitude pulse (7)) leads to terms with ever-growing coefficients that always approximate the function poorly at the edges (x = ±π/2) when a finite number of terms are used. Finally, as noted above, most simple composite pulses have discontinuous phase jumps that cannot be well approximated by Eq. [6] .
Accepting that the most general possible PM pulse is simply a list of phases, and that the parameter space for a long waveform is huge, even with the amplitude function held constant, the most important factor is to locate a decent starting point. Fortunately, there are plenty of existing possibilities. Then we can try to use an optimization strategy that somehow limits the possibilities without actually presupposing any particular functional form, and without sampling even a small fraction of the totality of parameter space. The main optimization weapon we have used is to suppose that the final PM should be "smooth enough" in the sense that averaging a small enough number of adjacent events should produce a waveform that does not degrade the performance much.
The search is conducted in three different modes, depending on the nature of the starting waveform and the progress being made. From a composite pulse with discontinuous phase shifts, the approach is to progressively subdivide each time segment until the performance does not substantially improve. For example, the composite pulse 90
• y can be divided into four equal time steps, e.g., 90
• y -90
• y , and has two phase events as free parameters when taking account of the symmetry. Fixing the central pulse to phase +x(0 • ), there is just one phase to optimize. By dividing each pulse into two, an 8-step pulse with three free parameters is created. This waveform is then optimized. The process of subdivision and optimization is continued until a 360
• length composite inversion pulse with (possibly) a fairly smooth waveform is produced. This sequence of optimizations is far more effective than attempting to create a finely divided pulse in a single step.
If the starting waveform is already smooth, for example, the quadratic phase profile obtained from a linear frequency sweep, then the pulse can be digitized to the final desired resolution right away. We simply choose the smallest value for the discrete number of events that does not degrade the computed performance appreciably. In this case the second strategy is used: small phase ramps are added at random about a randomly chosen "pivot" in the waveform, as shown in Fig. 1 . This corresponds to shifting, slightly, the frequency at a certain point in time, and is effective in shaping the phase and keeping it sensibly smooth, without presupposing any functional form. This second strategy gives a quick coarse optimization into a nearby local minimum.
The final step is to treat each phase itself as a variable, and randomly perturb it to see if the performance of the pulse can be improved. A strictly downhill Monte Carlo search, in which the phase of each event ϕ k on the nth trial is randomly perturbed, e.g., [7] (and the new waveform is accepted only if the performance is better) is completely general but would suffer from problems with local minima and potentially generate very "rough" modulation. To bias the search toward the direction of smoother shapes it is sufficient to replace, from time to time, a percentage of such
FIG. 1.
A generic way to perturb a phase function, keeping it continuous. The smooth shape in (a) has the perturbation in (b) (which has been exaggerated for clarity) added to it, to give (c), a new trial phase function. The function in (c) is accepted if it gives superior performance, and the process is repeated many times. The "pivot point" in (b), set out with an arrow, is chosen at random, as is the magnitude and sign of the phase perturbation applied at this point, and at the end of the pulse. The other half of the phase function is obtained by symmetry. A linear phase ramp corresponds to a slight frequency shift of the pulse, and is an effective, physically motivated, optimization tool. a smoothed waveform for an equal percentage of the current shape:
where 0 < δ < 1 is a small number and s is a smoother phase profile. This is a kind of "superannealing" step that, in general, degrades the performance-sometimes greatly, but, in the long run, the only shapes that can emerge are those that have performance that is not drastically degraded by this smoothing, i.e., waveforms that are themselves sufficiently smooth. Our Monte Carlo algorithm is thus strictly downhill optimization, with a small fraction of unconditional moves based on Eq. [8] , without regard to how the performance is affected. There is no proof that this algorithm locates the global minimum, or that it in fact converges to anything at all, so its worth will be judged by the performance of the pulses produced. Used intelligently, we have found that the smoothing criterion sidesteps the myriad local minima that would arise from purely random phase jumps, without sampling irrelevant regions of parameter space like the simulated annealing method tends to do. Its basis is clearly grounded in the observation that a pulse with discontinuous phase jumps is not going to be adiabatic, so that "smoother" could be expected, on average, to be "better." The longer the pulse is, the more likely that an adiabatic solution will be good, and this is exactly the case when the number of parameters and local minima get huge. We mostly employed a simple 1 : 2 : 1 convolution of three adjacent events to smooth the waveform and obtain s , although this choice is fairly arbitrary, and the results do not depend sensitively on it.
Partially Adiabatic Pulses
The adiabatic condition (17) dictates that the magnetization M and the effective field B eff remain rather closely aligned throughout the trajectory (7), which in turn sets a minimum duration for an adiabatic pulse. A conventional 180
• pulse is only just long enough to invert spins on resonance, and with M · B eff = 0 throughout the trajectory, is clearly not adiabatic on resonance. Rather more interesting are simple composite pulses like 90
• y , for which the on-resonance trajectory is adiabatic during the central 50% of the pulse, but nonadiabatic elsewhere. We could thus view this first composite pulse as a very poorly digitized continuous PM pulse that has an adiabatic portion near resonance, and so shows some compensation for RF field inhomogeneity near resonance. Clearly, partially adiabatic pulses may be important in the quest for a short, compact PM pulse. This observation motivated the subdivision strategy, starting with this initial condition.
There is a hidden difficulty when the length of the starting pulse is not matched well to the desired bandwidth, for example, using a 90 After much frustration, one is forced to conclude that no such pulse exists; that is, there is a minimum duration required to achieve good inversion performance over this range, and that it must be longer than 360
• . Because the algorithm described above never alters the length of the pulse, no acceptable solution will ever be found. The way this is handled is to fix the B 1 /B 0 1 = 1 ± 0.2 range and then locate the maximum offset range B/B 0 1 over which inversion is acceptable, following the recipe above. This pulse is then fixed, and additional phase events are added symmetrically on either end, using (i) simple extrapolation of the phase or (ii) a linear phase ramp corresponding to an off-resonance pulse well outside the currently optimized bandwidth. Only the new phase events are optimized initially, the entire central portion being calculated as a single rotation operator. Once no further improvement is obtained using this edge optimization, then progressively more and more of the entire pulse is subjected to optimization, working in from the edges and finishing with the whole pulse.
The basis for this sequential optimization is that the initial and final portions of the pulse are essentially far off resonance, and have little effect on the previously optimized inversion band. That is, they amount to near z rotations over most of the interior offset range and so cannot affect the inversion performance much there. It makes sense that their role is therefore to influence the performance at the edges of the bandwidth, so that there is little point in reoptimizing any of the phases in the central portion of the waveform until the edges have stabilized. This great simplification lets very long pulses be built up quickly and systematically. It also allows us to get a feel for exactly what is possible. A similar strategy of employing z rotations to create inversion pulses from decoupling expansions (18) gave some useful results for phase-alternating 180
• pulses (8) . Those strategies fail in the current context because the inversion bandwidth rapidly exceeds the bandwidth of a 90
• pulse, the main weapon in the decoupling expansion strategy (18) . Phase-alternating inversion pulses also show little tolerance for RF inhomogeneity near resonance, less uniform performance, and smaller bandwidths for a given duration than the BIPs we present here. Figure 2 shows the effect of the smoothing steps on the final optimized waveform. A 90
NUMERICAL RESULTS
• y pulse was digitized into 500 events and optimized by downhill Monte Carlo without (a) and with (b) the smoothing steps. The jagged waveform in 2a apparently became trapped in a local minimum and failed to improve after thousands of trials-although the performance was quite good. By contrast, the periodic smoothing steps resulted in an appealing, smooth phase function that converged rapidly and that delivers marginally better performance, as shown in the lower traces 2c-2e. While simulated annealing should, in principle, be able to convert 2a mindlessly into 2b, the amount of CPU time required would be formidable. Note that 2b was obtained without using the subdivision strategy. Using the latter, in conjunction with smoothing, results in 2b reproducibly and almost instantaneously. This does not prove that 2b is the global minimum, of course, but it does show that our approach gives good performance quickly, and that the solution is insensitive to the exact way the optimization is carried out. Figure 3 shows a sampling of some of the digital phase functions for the sequence of pulses obtained, beginning with the 90
• y pulse and using successive subdivision and optimization. The sequence clearly converges to the nonlinear frequency sweep of 2b, one that reverses sense at the edges of the pulse. This behavior is shown in Fig. 4 , in which the phase and frequency profiles are shown together. This kind of "sweep" is in contrast to the modulated inversion pulses (MIPs) of Baum et al. (7) , in which the frequency sweep accelerates away rapidly at the pulse edges. The numerical approach gives the somewhat unexpected result that the sweep should revert backward on itself at the edges, at least for pulses of this length optimized over this bandwidth. As the BIP frequency profiles are invariably rather complex, and offer little insight into the mechanism of action, we will not plot further frequency profiles to economize on space.
FIG. 3.
Evolution of a smooth phase-modulated pulse from a simple composite pulse. Successive subdivision and optimization led to the profiles shown in (b) and (c). Including more and more events leads to the smooth function shown in Fig. 2b . The timing on the abscissa is appropriate for an RF field of 5 kHz.
A smooth functional form should be fairly easy to fit as a power series, and doing so to the smooth shape in Fig. 2b shows why the form of Eq. [6] is tricky to work with. Letting
, |τ | < 1 [9] be the normalized time variable for the pulse of length T p the phase function for 2b is, approximately,
showing a very strong deviation from a linear sweep (which would be a purely quadratic phase function), and a negative coefficient that bears no relationship to those predicted from the ln(cos(x)) series derived from a tangential frequency sweep (7) . The presence of large terms that partially cancel each other makes finding Eq. [10] from Eq.
[6] a difficult problem for conventional optimization strategies, particularly when the appropriate number of terms to include in the power series is not known beforehand. Figure 5 shows a comparison that illustrates the flexibility of dual compensation that can be achieved. The first three panels are BIPs of length 720
• , optimized over the rectangular regions indicated. The final panel is the GROPE-16 composite pulse (19) that mimics a 90
• y pulse with the inclusion of some approximate "inverse" pulses (3, 5) . Unfortunately, GROPE-16 is of length 1440
• and has a fixed range of dual compensation that is not easily adjusted. It is clearly not even remotely competitive with the new generation of BIPs.
By carrying out a large number of successive optimizations over various bandwidths, we have arrived at the summary shown in Table 1 . The fit to piecewise cubics is only approximate, but   FIG. 4. A comparison of the phase and frequency profiles for the optimized pulse obtained in Fig. 3 . The frequency sweep reverses sense at the edges of the pulse, rather than accelerating away, the latter being the expected endpoint if an adiabatic mechanism were operative. The effective field is not oriented near the ±z axis at either the beginning or the end of the pulse. adequate for most purposes. The exact phase lists produced by the optimizations themselves, which give slightly better performance, can be obtained from the authors. To simplify the designation of a particular pulse we have adopted the notation BIPdd-xx-yy, where dd is the length of the pulse in degrees, x x is the percentage, x x = B/B 0 1 × 100, of positive offsets over which inversion is good, and yy is the percentage B 
Comparison with Adiabatic Pulses
Clearly, it is possible that numerical optimization might lead straight back to an existing analytical pulse shape or a known adiabatic pulse calculated according to an empirical formula like the WURST pulses of Kupce and Freeman (9) . The longer the pulse width, in degrees, the more likely that a purely adiabatic solution could emerge as optimum, especially with a built-in bias toward smoother phase modulation. This is apparently not the case, however, as the experimental results of the next section will make clear. From an optimization point of view, adiabatic pulses, which are known to perform better and better as the B 1 field is increased, might arise by choosing a very large range, Fig. 5 clearly illustrate. When the total duration is less than about 720
• , there is not enough time for most of the adiabatic pulses to operate at all, but useful solutions are still obtained by our approach.
EXPERIMENTAL
As the motivation to develop the BIPs arose from previous experiments in which they have already been employed (20, 21) there is abundant evidence that they perform as calculated. Nevertheless, to compare with other possibly competitive shapes in the literature, and to verify that there is no apparent hardware limitation, simple inversion profiles were obtained on a Varian UnityPlus 500 MHz spectrometer using a Varian triple-resonance probe equipped with a shielded PFG coil. The inversion pulse was followed by a brief pulsed field gradient to disperse any transverse magnetization, the remaining zmagnetization being subsequently read out with a conventional 
90
• pulse. The test sample was the ASTM standard "2-Hz" H 2 0/D 2 0 sample, doped with 0.1 mg/ml GdCl 3 . The RF power was carefully calibrated and set at 20 kHz. The resonance offset of the inversion pulse was incremented in 1-kHz steps over the range indicated in the accompanying figures. The 90
• read pulse was applied on resonance. The pulses were usually digitized in 250-ns increments, although 0.5-µs increments gave essentially identical profiles. Figure 6 shows the experimental inversion profiles of a conventional hard 180
Experimental Inversion Profiles
• pulse, two sech/tanh (amplitude/frequency) pulses with different sweep bandwidths, an optimized tanh/tan (amplitude/frequency) pulse, and one of our BIPs, using an offset range of ±50 kHz and an RF field γ B 1 /2π = 20 kHz. A pulse length of 192 µs was employed for all pulses except the hard 180
• pulse, which of course required a 25-µs pulse length. The equivalent length of the other pulses was thus 1382.4
• , slightly shy of four 360
• rotations. The sech pulse amplitude profile was computed from the function while the phase was calculated from the function
where sech[β] = 0.01, B , R = bandwidth * T p , T p is the pulse length, and −T p /2 ≤ t ≤ T p /2 (4, 12). The parameter β was fixed at 5.3, giving 1% truncation at the edges of the pulse. The parameter R was varied and it was noted that R = 14 gave the best inversion while values greater than 14 increased the offset bandwidth but decreased the inversion performance; R values less than 14 decreased both the offset bandwidth and the inversion. Two representative inversion profiles of the sech/tanh pulses, with R = 14 and R = 20, were obtained experimentally and are shown in Figs. 6b and 6c , respectively. It is obvious that the bandwidth is improved as R is increased from 14 to 20 but the extent of inversion is compromised. Although Tannus and Garwood (11) proposed raising the sech pulse to some power to account for the peak power limitations of the standard sech/tanh pulse, a different family of pulses (tanh/tan) that exhibited better inversion performance with respect to offset was subsequently introduced (12) . The minor difference between these pulses and MIP pulses of Baum et al. (7) is only the slightly rounded edges of the tanh amplitude profile of the former compared to the constant amplitude of the latter.
The tanh/tan pulse amplitude was calculated, from the formula
where ξ = 10, B max 1 is the maximum RF field, T p is the pulse length, and −T p /2 ≤ t ≤ T p /2. The phase function was derived from the generic function
with the particular values tan κ = 20 [15] ϕ max = − AT p 2κ tan κ ln(cos(κ)) [16] A = Rπ T p [17] and with R = 110, as described by Hwang et al. (12) . Once again the phase equations depict only half of the waveform, the other half being calculated by symmetry. Figure 6d is the experimental inversion profile of the tanh/tan pulse. While the inversion bandwidth is increased compared to those generated from the sech pulses, complete inversion begins to fail before an offset of ±20 kHz. Figure 6e shows the inversion profile of our numerically optimized BIP-1382-250-15. This pulse was optimized for a ±50-kHz offset and a ±15% RF field tolerance, using 384 points, or 0.5 µs resolution. It displays nearly ideal inversion across the entire bandwidth. Even though 100 kHz is more than sufficient for almost any imaginable experiment, we decided to test the limit and optimize a pulse for an even larger bandwidth by narrowing the compensation for RF inhomogeneity. An additional pulse, BIP-1382-300-10, was optimized for a ±60-kHz offset. The profile, not shown, also features nearly perfect inversion across the entire offset range. It should be noted that these pulses deviate from the adiabatic condition in that M does not follow the trajectory of the effective field at all times. In fact, the effective field both leads and lags on occasion, much like a whip does when cracked. These pulses do not require the adiabatic condition to be strictly met, and apparently this allows larger bandwidths to be obtained. We will illustrate this phenomenon with trajectories (vide infra).
The WURST pulses of Kupce and Freeman (9, 10) are another family of adiabatic pulses, and have been shown to invert larger bandwidths than the sech/tanh pulses under the constraints of identical T p , B max 1 , and adiabaticity on resonance (Q 0 ) at least for the particular choice Q 0 = 5 (9). The WURST pulses have a purely linear frequency sweep and an empirically derived amplitude function of the form
with the adjustable positive integer n controlling the attenuation of the amplitude shape at the ends of the pulse. For relatively shorter pulses, ∼1000
• , n is typically smaller, in the region 2-10, becoming larger for longer pulses. In effect there is a relatively constant time relegated to the roll-off in amplitude, explaining this trend in the exponent n. The roll-off of the amplitude is necessary to guarantee that the effective field begins and ends parallel to the z axis, in an analogous fashion to the tangential sweep of the MIP pulses. To compare our BIPs with the WURST family, we adopt identical conditions to the shortest pulse in Ref. (9) , namely a T p = 500 µs pulse with γ B max 1 /2π = 8.56 kHz, which is a pulse of length ∼1540
• in our notation. As we have no reason to believe that neither the BIP nor WURST pulse does not perform exactly as calculated, we employ simulation to contrast the two. The inversion over the bandwidth fails well before the offset range achievable by the BIP pulses is reached. Thus, just as WURST-5 trumps the equivalent sech/tanh pulse by leaving the B 1 field at the maximum level for longer, so the BIP pulse is better than WURST. As the pulse gets shorter and shorter, the linear (7) in which adiabaticity is easier to visually gauge. The top trajectory is the 500-µs WURST-5 pulse of Fig. 7b , and corresponds to magnetization at the center of the inversion band (on resonance in the conventional rotating frame). The effective field is in the xz plane throughout, and the magnetization stays fairly close to it, lagging a little and showing some minor oscillations after the sweep has passed through resonance. The bottom trajectory is the BIP of only 250 µs shown in Fig. 7c . Because the field is turned on suddenly, the magnetization pitches toward the y-axis initially, and then plays catch-up in a cycloid-like fashion. The arabesques persist in the southern hemisphere, but nevertheless terminate with the magnetization quite near the south pole.
frequency sweep method begins to fail altogether, no matter what value of the exponent n or adiabaticity Q is selected. The correct phase modulation for a short pulse is simply not a purely quadratic function, as demonstrated in Eq. [10] and Fig. 3 . We must emphasize that our design goal here is not long pulses nor those that are applied repetitively for broadband decoupling, for which the root-mean-square field, B rms 1 , is more relevant than B max 1 . Accordingly, we did not try to generate BIPs to compare with longer WURST inversion pulses described in (9) . Figure 8 shows two on-resonance magnetization trajectories, cast in the FM frame (7), and serves to contrast the WURST and BIP pulses. The top trajectory is that of the 500-µs WURST-5 pulse, whose offset dependence is shown in 7b. In the FM frame the effective field stays in the xz plane, and the magnetization trajectory for the WURST-5 also remains fairly close to this plane, and shows a smooth behavior throughout except for some minor oscillations toward the end. The 250-µs BIP pulse (see Fig. 7c ) shows different behavior. The trajectory immediately swings away from the xz plane when the RF is suddenly switched on, and then plays leapfrog with the field as the trajectory continues. It nevertheless terminates quite near the south pole of the unit sphere.
Compensation for Pulse Miscalibration or RF Inhomogeneity
Rather than repeat the offset performance experiments with different B 1 , it is more economical to show calculated contour plots of the expected performance of some BIPs. These are shown in Fig. 9 , and agree quantitatively with experiment. The numerically optimized BIPs that push the offset performance envelope show inversion that is not numerically perfect to many digits (like the adiabatic pulses) near resonance, but that is nevertheless good enough for almost any experiment. The roughly rectangular areas over which good inversion is achieved show that the BIPs deliver inhomogeneity compensation that is independent of resonance offset. The adiabatic pulses show the typical skewing of better inversion at stronger B 1 fields, and smaller bandwidths with respect to resonance offset. When comparing to adiabatic pulses, it is therefore important to be very strict in the specification of B max 1 . It is always possible to run an adiabatic pulse a little bit "hot" (+1 or +2 dB) compared to "nominal" to compensate for weaker RF regions over the sample volume. Our claim is that a correctly calibrated BIP will be shorter and better than even a "slightly hot" adiabatic pulse.
CONCLUSIONS
The correct amplitude modulation envelope for a short pulse under the constraints of fixed peak RF field and fixed duration is a constant amplitude at the maximum available field B max 1 . The resulting inversion pulse, which we designate a broadband inversion pulse (BIP), is ideal for most NMR experiments in liquids. The correct frequency sweep is not a tangential sweep (4, 7) , as evidenced by the results of this study. BIPs have associated frequency sweeps that are definitely nonlinear, but not identifiable as any other simple functional form either. BIPs can be employed in lieu of conventional 180
• pulses in common pulse sequences, with only slight modification of the pulse sequence. They are convenient to use, relatively short in duration, and work well in practice. As no amplitude modulation is used, linearity of the RF amplifier is unimportant. For cases in which the offset range is not enormous, short and highly effective inversion pulses, of similar spirit to the early composite pulses, can be employed. When the offset range is enormous the BIPs tend toward adiabatic pulses, but seem to maintain an edge in performance by allowing nonadiabatic trajectories which just happen to invert well. Indeed, so-called offset-independent adiabaticity (10), in which the sweep is chosen so as to maintain similar adiabaticity for all offsets in the operating band, proved to slightly degrade the inversion bandwidth of a WURST-20 pulse rather than enhancing it. It is thus not too surprising that deliberately ignoring adiabaticity, especially at the edges of the working bandwidth, might have the opposite effect.
The BIPs can be used in a wide variety of ways. For inversion and single-pulse heteronuclear decoupling applications, BIPs may be substituted for conventional 180
• pulses. For spin echo applications, BIPs should be used in pairs to cancel out unwanted phase shifts over the working bandwidth, a feature noted in the earliest composite pulse spin echo work (23) and rediscovered for adiabatic pulses (24) later. A simple way to operate is to replace a 90
• -τ -180
• -τ spin echo sequence with a 90
• -180
• -τ sequence, where the role of the initial 180
• is simply to correct the phase roll produced by the second. For other applications see Refs. (20) and (21) .
The term "adiabatic" has been synonymous with "efficient and broadband" in the minds of many, especially where inversion pulses are concerned. This work shows that adiabatic pulses, rather than being the most efficient, may actually waste precious time so that the adiabatic condition can be fulfilled. When a short high-power pulse is desired, BIPs are superior. While BIPs seem like the best pulse shape(s) under the constraints of given B max 1 and duration, they show no particular or predictable performance outside the bandwidth, much like composite pulses. They are thus not particularly useful for selective pulse applications. It may be possible to include the amplitude as a variable as well, to generate selective, partially selective, or nonselective pulses with different constraints. These pulses would be of interest in decoupling applications, for example. A preliminary foray into this area has already shown that constant-amplitude pulses are not optimum when B rms 1 is the relevant constraint (25) . We will report on these developments in future publications.
