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BESSEL MODELS FOR GSp(4)
DIPENDRA PRASAD AND RAMIN TAKLOO-BIGHASH
To Steve Gelbart
Abstract. Methods of theta correspondence are used to analyse
local and global Bessel models for GSp4 proving a conjecture of
Gross and Prasad which describes these models in terms of local
epsilon factors in the local case, and the non-vanishing of central
critical L-value in the global case.
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1. Introduction
In this paper we will use the methods of theta correspondence to
prove certain local and global conjectures of Gross-Prasad for the pair
(SO(2), SO(5)) in some cases which amounts to the understanding of
Bessel models for representations of SO(5) by reducing this question to
one about branching laws involving simpler pairs for which the anal-
ogous question is known. These conjectures relate the existence of
Bessel models (which are certain Fourier coefficients) to certain local
epsilon factors in the local case, and to the non-vanishing of certain
central critical L-value in the global case. Instead of SO(5) we will
consider the related group GSp4 in this paper. This gives first nontriv-
ial evidence to the conjectures of Gross-Prasad in which the subgroup
considered is neither reductive, nor unipotent.
Among the earliest manifestations of the methods that we follow
in this paper is the work of Waldspurger on Shimura correspondence
in the late 70’s relating period integral of automorphic forms on PGL2
over tori to Fourier coefficients of automorphic forms on the metaplectic
SL2– both being related to twisted L-values at 1/2.
LetW be a four dimensional symplectic vector space over a local field
k. Let W1 be a maximal isotropic subspace of W . Let G = GSp(W )
denote the symplectic similitude group of W , and P the parabolic
subgroup of G consisting of elements of G which take W1 into itself.
The group P is the so-called Siegel parabolic which has the Levi de-
composition P = MN , where M ∼= GL2 × Gm, and N is an abelian
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group which can be identified to 2 × 2 symmetric matrices Sym2(k)
over k. An element (g, λ) ∈ GL2 × Gm acts on n ∈ N by λgntg.
It follows that the stabiliser in M of a nondegenerate symmetric ma-
trix in N can be identified to the normalizer of a Cartan subgroup of
GL2. Fix ψ00 : k → C∗ to be a nontrivial additive character of k. Let
ψ0 : N ∼= Sym2(k) → C∗ be ψ0(n) = ψ00(trace(n)). Any character
of N is of the form ψ(n) = ψ0(sn) for some s ∈ Sym2(k), and the
corresponding subgroup T = Ts of GL2(k) is
T = {g ∈ GL2(k) | tgsg = det g.s}.
We consider T as a subgroup of GSp4(k) via
g 7→
(
g
det g. tg−1
)
.
Let π be an irreducible admissible representation of GSp(W ). Let
πψ denote the largest quotient of π on which N operates by ψ. Clearly
πψ is a representation space for the subgroupM
ψ ofM which stabilizes
ψ. We will consider ψ = ψ0(gn) corresponding to a g ∈ Sym2(k) with
det g 6= 0. For such ψ, Mψ is isomorphic to the normaliser N(T ) of a
Cartan subgroup T of GL2. The question that we study in this paper
is the structure of πψ as a module for T , called the Bessel model of π,
both locally as well as globally for certain representations π of GSp(W )
which will be the set of ‘most’ irreducible representations of GSp(W );
in the global context, we will be able to answer this question only for
a small class of automorphic representations of GSp(W ).
We will work simultaneously with the rank 1 form of GSp4(k), to be
denoted by GSpD(4), and defined using a quaternion division algebra
D over k as{
g ∈ GL2(D)|g
(
0 1
1 0
)
tg¯ = λ ·
(
0 1
1 0
)
, λ ∈ k∗
}
where for g =
(
a b
c d
)
∈ GL2(D), tg¯ =
(
a¯ c¯
b¯ d¯
)
, and where a → a¯
denotes the standard involution on D. The group GSpD(4) contains
the Siegel parabolic whose unipotent radical is the group of matrices(
1 n
0 1
)
where n ∈ D with n + n¯ = 0, and the Levi subgroup is isomorphic to
D∗ × k∗ embedded in GSpD(4) as(
d 0
0 td
)
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for d ∈ D∗, and t ∈ k∗.
We begin by recalling the following multiplicity 1 theorem of Novod-
vorsky extended in two ways. First we consider GSp4(k) instead of his
PGSp4(k), and then we also consider rank 1 form of GSp4(k). Both
these are standard extensions of the arguments in Novodvorsky.
Theorem 1.1. Let π be an irreducible admissible representation of
either GSp4(k), or GSpD(4) with Siegel parabolic P = MN . Let K be
a quadratic algebra over k, and χ a character of K∗. Let ψ : N(k)→ C∗
be a nondegenerate character of N(k) centralized by K∗, so that one
can construct a one dimensional representation of R = K∗N(k) which
is χ on K∗, and ψ on N(k), which will also be denoted by χ as ψ will
be kept fixed in this paper. Then
dimHomR(π, χ) ≤ 1.
Remark 1.2. If HomR(π, χ) 6= 0, then the representation π is said to
have Bessel model for the character χ of K∗.
Before we state the Gross-Prasad conjecture in this context, we re-
mind ourselves that the Langlands parameter of a representation π of
GSp4(k) is a representation
σπ : W
′
k → GSp4(C)
where W ′k is the Weil-Deligne group of k which we take to be W
′
k =
Wk×SL2(C). These have been constructed in a recent paper of Gan and
Takeda who have also defined a notion of L-packets for representations
of GSp4(k) (of size 1 or 2) which is what we will use in this paper.
Conjecture 1. Let K be a quadratic algebra over k such that K∗ ⊂
GL2(k) is contained in the centralizer of a nondegenerate character
ψ : N(k)→ C∗. Let χ : K∗ → C∗ be a character, and let χ also denote
the corresponding character of R = K∗N(k) which is χ on K∗ and
ψ on N(k). Let {π} be an irreducible, admissible generic L-packet of
representations of GSp4(k) with Langlands parameter τ . Assume that
the central character of {π} is the same as χ|k∗. Let GSpD(4) be the
rank 1 form of GSp4(k), and {π′} an irreducible, admissible generic L-
packet of representations of GSpD(4) with Langlands parameter τ . (So
{π′} might be an empty set.) Then there is at most one representation
π ∈ {π} with HomR(πψ, χ) 6= 0, and there is one if and only if ǫ(τ ⊗
IndkK(χ
−1)) = 1. Similarly, there is at most one representation π′ ∈
{π′} with HomR(π′ψ, χ) 6= 0, and there is one if and only if ǫ(τ ⊗
IndkK(χ
−1)) = −1. Furthermore, if {π} or {π′} consisted of more than
one element, then the parameter τ with values in GSp4(C) becomes a
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sum of representations τ = τ1 ⊕ τ2, and one can make precise which
element of the L-packet, {π} or {π′} carries the χ-invariant form on
the subgroup R.
The proof of this conjecture will be via the methods of theta corre-
spondence with GO(4) for which the conjectures of Gross-Prasad (in-
volving only reductive groups) are known. What makes this possible is
the fact that in odd residue characteristic, every irreducible supercusp-
idal representation of GSp4(k) arises as a theta lift of a representation
of GO4(k) for some four dimensional quadratic space. Having proved
the conjecture for GSp4(k), one can actually bootstrap to deduce some-
thing for GL(4), which we state now. (This theorem is proved in this
paper for all representations of GL4(k) whose Langlands parameter is
not of the form σ ⊗ St2 where σ is a parameter of a supercuspidal
representation of GL2(k) with a nontrivial self-twist, and St2 is the
parameter of the Steinberg representation of PGL2(k).)
Theorem 1.3. Let D be a quaternion division algebra over a local
field k, K a quadratic separable algebra over k. Let π be an irreducible,
admissible, generic representation of GL4(k) with central character ωπ.
Let χ be a character of K∗, also considered as a character of GL2(K)
via the determinant map det : GL2(K) → K∗, such that χ2|k∗ = ωπ.
Then the character χ of GL2(K) appears as a quotient in π restricted
to GL2(K) if and only if
(1) The Langlands parameter of π takes values in GSp4(C) with
similitude factor χ|k∗.
(2) The epsilon factor ǫ(π ⊗ IndkK(χ−1)) = 1.
Similarly, assuming that π can be transferred to a representation
π′ of GL2(D), and that K is a quadratic field extension of k so that
GL2(K) embeds into GL2(D), the character χ of GL2(K) appears in
π′ restricted to GL2(K) as a quotient if and only if
(1) The Langlands parameter of π takes values in GSp4(C) with
similitude factor χ|k∗.
(2) The epsilon factor ǫ(π ⊗ IndkK(χ−1)) = −1.
In this paper, we will be considering representations of GSp(W )
which arise by theta lifting from representations of GSO(V ), where
V is a quadratic space of dimension 4. Recall that GO(V ) contains a
subgroup that we denote by GSO(V ), of index 2, which is the connected
component of the identity of GO(V ). It is well-known that GSO(V )
has the structure of one of the following groups:
(1) GSO(V s) ∼= (GL2(k)×GL2(k))/∆k∗.
(2) GSO(V a) ∼= (D∗ ×D∗)/∆k∗.
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(3) GSO(V d) ∼= [GL2(E)× k∗]/∆E∗,
where ∆k∗ = k∗ sits as (t, t−1), and ∆E∗ = E∗ sits inside GL2(E)× k∗
via its natural embedding in GL2(E), and in k
∗ by the norm mapping;
further, we have used V s to denote the unique four dimensional split
quadratic space, V a to denote the unique anisotropic quadratic space
of dimension 4, and V d is one of the two quadratic spaces of rank 1
with discriminant algebra E, a quadratic field extension of k.
Let τ be an irreducible representation of (GL2(k) × GL2(k))/∆k∗
of the form τ ∼= τ1 ⊠ τ2 for irreducible admissible representations τ1
and τ2 of GL2(k) such that their central characters are the same. An
irreducible representation of (D∗ × D∗)/∆k∗ will also be written as
τ ∼= τ1 ⊠ τ2. For τ an irreducible representation of GSO(V s), let π1 =
Θ(τ) be the theta lift of τ . If τ is a discrete series representation of
GSO(V s), we let τ ′ denote the representation of GSO(V a) obtained by
the Jacquet-Langlands correspondence. Let π2 = Θ(τ
′) be the theta
lift of τ ′.
We define GOD(4) to be{
g ∈ GL2(D)|g
(
0 1
−1 0
)
tg¯ = λ ·
(
0 1
−1 0
)}
.
It is clear that GOD(4) contains the matrices(
d 0
0 d
)
for d ∈ D∗, as well as GL2(k). From this it is easy to see that in fact
GOD(4) ∼= [D∗×GL2(k)]/∆k∗. One can define GOD(4) more generally
by replacing the matrix
(
0 1
−1 0
)
by a general skew-Hermitian ma-
trix in GL2(D). By generality, it is known that over a non-Archimedean
local field k, a skew-Hermitian form in GL2(D) is classified by its dis-
criminant which is an element of k∗/k∗2 which since we are classifying
inner forms of GSO(V s), we take to be 1, hence the skew-Hermitian
form
(
0 1
−1 0
)
is the only relevant one at this point. For construction
of inner forms of GSO(V d), other discriminants will become relevant.
It is well-known that (GSp4,GSO(V
s)), (GSp4,GSO(V
a)), as well
as (GSpD(4),GOD(4)) can be considered as dual reductive pairs, and
one can use theta liftings to obtain representations of GSpD(4) from,
in particular, those of GSO(V s), and GSO(V a). Define π3 = Θ(τ),
and π4 = Θ(τ
′); where given an irreducible representation τ1 ⊠ τ2 of
GL2(k) × GL2(k), there are two representations of GOD(4) ∼= D∗ ×
GL2(k) by using the Jacquet-Langlands correspondence either on τ1
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or on τ2; if one of τ1 or τ2 is not a discrete series representation, then
one or both of τ and τ ′ could be taken to be 0. If τ1 = τ2, then the
representation τ1 ⊠ JL(τ1) of GOD(4) ∼= GL2(k) ×D∗ does not lift to
GSpD(4).
We now state one of our local theorems which is for those repre-
sentations of GSp4(k) which arises from theta lifting from GSO(V
s),
or GSO(V a) and for which we simultaneously have to consider repre-
sentations of GSpD(4) arising from GOD(4). We will not state here
what we prove for representations of GSp4(k) arising from the dual
pair GSO(V d) for which we refer to Section 8. There are other repre-
sentations which cannot be handled by the method of theta correspon-
dence which in the odd residue characteristic are certain subquotients
of principal series representations for which we use a combination of
the method of theta correspondence and the Mackey theory for the full
induced representations, taken up later in the paper.
Theorem 1.4. Let K be a quadratic algebra over k such that K∗ ⊂
GL2(k) is contained in the centralizer of a nondegenerate character
ψ : N(k) → C∗. Let χ : K∗ → C∗ be a character, and let χ also
denote the corresponding character of R = K∗N(k). Let τ1 and τ2 be
irreducible, admissible representations of GL2(k) with the same cen-
tral characters which is χ|k∗, and π1 the theta lift to GSp4(k) of the
representation τ1 ⊠ τ2 of GSO(V
s). Let π2 (resp. π3, π4) be represen-
tations of GSp4(k) (resp. GSpD(4)) as defined earlier via theta lifts
from GSO(V a) (resp. GOD(4)). (Observe that if τ1 or τ2 is not a dis-
crete series representation of GL2(k), then some of the representations
π2, π3, π4 may not be defined; if τ1 = τ2, then π3 = π4 = 0.) For the
character χ of K∗, let IndkK(χ) denote the two dimensional represen-
tation of the Weil group of k obtained by inducing the character χ of
K∗. With this notation, we have
(1) HomR(π1,ψ, χ) 6= 0 if and only if
ǫ(τ1 ⊗ IndkK(χ−1)) = ǫ(τ2 ⊗ IndkK(χ−1)) = ωK/k(−1)χ(−1).
(2) HomR(π2,ψ, χ) 6= 0 if and only if
ǫ(τ1 ⊗ IndkK(χ−1)) = ǫ(τ2 ⊗ IndkK(χ−1)) = −ωK/k(−1)χ(−1).
(3) HomR(π3,ψ, χ) 6= 0 if and only if
ǫ(τ1 ⊗ IndkK(χ−1)) = −ǫ(τ2 ⊗ IndkK(χ−1)) = ωK/k(−1)χ(−1).
(4) HomR(π4,ψ, χ) 6= 0 if and only if
ǫ(τ1 ⊗ IndkK(χ−1)) = −ǫ(τ2 ⊗ IndkK(χ−1)) = −ωK/k(−1)χ(−1).
Here is the corresponding global theorem.
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Theorem 1.5. Let D be a quaternion algebra over a number field F ,
with the adele ring AF . Let Π1 and Π2 be two automorphic represen-
tations of D∗(AF ) with the same central characters, so that Π1 ⊠ Π2
can be considered to be an automorphic representation on the corre-
sponding orthogonal group GSO4(AF ) defined by the reduced norm on
D. Let Π be the theta lift to GSp4(AF ) of Π1 ⊠Π2 on GSO4(AF ). Let
E be a separable quadratic algebra over F , and χ a Gro¨ssencharacter
on A∗E whose restriction to A
∗
F is the central character of Π. Let
ψ : N(AF )/N(F )→ C∗ be a character which is normalized by A∗E, and
hence (χ, ψ) gives rise to a character on R(AF ) = A
∗
EN(AF ) which
we will abuse notation to denote simply by χ as ψ is considered fixed.
Then the period integral on Π taking f ∈ Π to∫
R(F )A∗
F
\R(AF )
f(g)χ−1(g)dg,
is not identically zero if and only if the period integrals,∫
E∗A∗
F
\A∗
E
f1(g)χ
−1(g)dg,
and ∫
E∗A∗
F
\A∗
E
f2(g)χ
−1(g)dg
on Π1 and Π2 respectively are not identically zero; in particular, by
Waldspurger, if the period integral on R(F )A∗F\R(AF ) of functions in
Π is not identically zero, then
L(
1
2
, BCE(Π1)⊗ χ−1) 6= 0,
and
L(
1
2
, BCE(Π2)⊗ χ−1) 6= 0,
where BCE denotes the base change to GL2(E) of an automorphic form
on GL2(F ).
Further, for automorphic representations Π1 and Π2 on GL2(AF ),
if L(1
2
, BCE(Π1) ⊗ χ−1) 6= 0, and L(12 , BCE(Π2) ⊗ χ−1) 6= 0, Wald-
spurger’s theorem gives quaternion algebras D1 and D2 over F , and
an automorphic representation of (D∗1×D∗2)/∆Gm such that the corre-
sponding period integrals on E∗A∗F\A∗E are nonzero. Given D1 and D2,
quaternion algebras over the number field F , let D1 ⊗ D2 ∼= M2(D).
Taking the tensor product of canonical involutions on D1 and D2, we
get an involution on M2(D), and hence there is a hermitian form
on a 2 dimensional vector space over D such that the corresponding
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GSOD(4) = [D
∗
1 ×D∗2]/∆Gm. Define GSp4(D) using this D, and con-
struct a representation of GSp4(DA) via theta lifting. Then for this
automorphic representation, say Π˜ on GSpD(4), the corresponding pe-
riod integral of functions f in Π˜,∫
R(F )A∗
F
\R(AF )
f(g)χ−1(g)dg,
is not identically zero (in particular Π˜ is not zero).
Remark 1.6. There is a considerable amount of Geometric Algebra
especially using exceptional isomorphisms of low rank groups in this
paper (such as SO(5) being isomorphic to PGSp(4) or SO(6) being
related to SL(4), the structure of their inner forms which usually has
different constructions for the two groups involved, and the relation
of their subgroups under this isomorphism). This fits rather nicely to
yield exactly what is needed for the similitude groups being considered
(such as GSO(2), which is much preferred over SO(2)).
Remark 1.7. It may be noted that besides its intrinsic interest, as
Bessel models are usually nonzero for some choice of χ : K∗ → C∗,
they can be used in developing the theory of L-functions for GSp4(k)
as in the early work of Novodvorsky and Piatetski-Shapiro, extending
considerably the scope of the theory of L-functions based on genericity
hypothesis.
We end this introduction by briefly recalling how the proof of the
main theorems are obtained. The proof of the p-adic theorem is achieved
in two parts. First we deal with all subquotients of principal series by
standard Mackey theory (restriction of an induced representation to
a subgroup) which calculates the Bessel models of representations in-
volved, and then a separate calculation on root numbers combined with
the theorem of Saito and Tunnell about characters of GL2(k) yields
conjecture 1 in these cases. Some extra complication arises when the
representation is not fully induced, but this is a small number of cases,
in fact two kinds of representations that really matter; one of these
can be handled by theta methods, the other remains as a problem as
pointed out in the body in the paper. One is then left with supercus-
pidals which in odd residue characteristic are obtained by theta lifting
from GO(4). These are dealt with by the methods related to the Weil
representation. We will also prove a theorem for the archimedean case
dealing with discrete series Vogan packets. The sufficiency of the con-
ditions of the archimedean theorem follows from the work of Takloo-
Bighash for rank two case. In this case one uses the results of Kolk
10 DIPENDRA PRASAD AND RAMIN TAKLOO-BIGHASH
and Varadarajan to establish the necessity of the conditions. In the
rank one case, the results follow directly from Wallach’s results. We
will also include a theorem on the existence of Bessel functionals in the
global situation, and will explain how one can draw local consequences
from the global theorem.
2. Bessel models for principal series representations
The aim of this section is to calculate the twisted Jacquet functor
πψ for a principal series representation π of GSp4(k) with respect to
a non-degenerate character ψ : N → C∗ given by a symmetric matrix
A ∈M2(k) as ψ(X) = ψ0(tr(AX)) for X ∈ N = Sym2(k).
We note that πψ is a module for the subgroup
Mψ ∼= {g ∈ GL2(k)|gAtg = λ(g)A}
which is the normaliser in GL2(k) of a certain torus K
∗
ψ.
At certain points in the paper, we will find it more convenient to
work with co-ordinates, for which we fix some notation here.
Let W be a four dimensional symplectic vector space over a field
k with a fixed basis {e1, e2, e3, e4}, and a symplectic form <,> on W
such that < e1, e3 >= − < e3, e1 >= 1, < e2, e4 >= − < e4, e2 >= 1,
and all other products among these basis vectors to be zero.
2.1. Siegel Parabolic. We begin with the case when π is induced
from the Siegel parabolic P from an irreducible representation ρ of the
Levi subgroup M of P =MN .
As usual, let P be the Siegel parabolic stabilizing the isotropic sub-
space W = {e1, e2} with M the stabiliser of the isotropic subspaces
W = {e1, e2} andW ′ = {e3, e4}. The calculation of the twisted Jacquet
functor will depend on the understanding of the double coset P\G/P
with G = GSp4(k), which is the same as G\[G/P ×G/P ], or the orbit
of GSp4(k) on pairs of maximal isotropic subspaces. It is easy to see
that there are three orbits of pairs of isotropic subspaces (W1,W2):
(1) W1 = W2; in this case we take W1 =W2 =W .
(2) W1 ∩W2 = {0}; in this case we take W1 =W , and W2 =W ′.
(3) W1 ∩W2 is 1-dimensional; in this case we take W1 = W , and
W2 = {e1, e4}.
As W1 is chosen to be W in all the three cases, the stabiliser in
GSp4(k) of the pair of isotropic subspaces (W1,W2) is a subgroup of P
which is the following subgroup Hi of P in the three cases:
(1) H1 = P .
(2) H2 = M .
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(3) H3 containing the unipotent group
(
x y
y 0
)
∈ Sym2(k) ⊂ N .
From the Mackey theory, it follows that the representation π = indGPρ
restricted to P is obtained by gluing the following three representations:
(1) ρ.
(2) indPMρ.
(3) indPH3ρ|H3 .
(The discriminant function δP used for normalized induction can be
seen to be trivial on Mψ, hence in light of the eventual answer, one can
ignore δP in what follows.)
We observe that since the representation ρ of M is extended to P
trivially across N , for a nondegenerate character ψ of N , ρψ = 0 in
case (i).
For case (iii), as(
a b
b c
)(
x y
y 0
)
=
(
ax+ by ay
bx+ cy by
)
,
ψ
[(
a b
b c
)(
x y
y 0
)]
= ψ0(ax+ 2by),
it follows that if the character ψ of N were to be trivial on the subgroup
N ∩H3, a = b = 0, and hence ψ will not be a nondegenerate character.
Noting that N is a normal subgroup of P , it follows that any character
of N appearing in case (iii) is degenerate, and hence case (iii) does
not contribute to the twisted Jacquet functor.
In case (ii), since P ∼= MN with N normal, we get indPMρ ∼= ρ ⊗
indPM1 as P -modules. Hence,[
indPMρ
]
ψ
∼= ρ|Mψ
for any character ψ ofN . Thus we find that the twisted Jacquet functor
in the three cases is as follows:
(1) 0.
(2) ρ|Mψ .
(3) 0.
Therefore we have the following proposition.
Proposition 2.1. For a principal series representation π of G =
GSp4(k) induced from a representation ρ of P = MN of a Siegel par-
abolic, πψ ∼= ρ restricted to Mψ.
Analogously, for GSpD(4), we have the following.
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Proposition 2.2. For a principal series representation π of G =
GSpD(4) induced from a representation ρ of P = MN of the unique
parabolic of GSpD(4)(up to conjugacy) with M
∼= D∗ × k∗, πψ ∼= ρ
restricted to Mψ.
2.2. Klingen Parabolic. We next direct our attention to the calcu-
lation of the twisted Jacquet functor for representations induced from
Klingen parabolic Q = M ′N ′ which we take to be the stabiliser of the
isotropic line {e1}. Once again, the restriction to P of a representation
π of GSp4(k) induced from a representation ρ of M
′ extended trivially
across N ′ is obtained by gluing certain representations indexed by dou-
ble cosets P\GSp4(k)/Q which is the same as the GSp4(k)-orbits of a
pair consisting of a pair (L,W ) of one dimensional subspace L of V ,
and a two dimensional isotropic subspace W . There are two orbits:
(1) L ⊂W in which case we take L = {e1}, and W = {e1, e2}.
(2) L 6⊂W in which case we take L = {e3}, W = {e1, e2}.
In case (i), the part of the unipotent radical N of P which is con-
tained in the unipotent radical N ′ of Q is the set of matrices,(
0 y
y z
)
∈ Sym2(k) ⊂ N,
A calculation as done in case (iii) of the principal series induced
from Siegel parabolic, it is easy to see that there are no nondegenerate
characters of N trivial on(
0 y
y z
)
∈ Sym2(k) ⊂ N,
and therefore once again as N is normal in P , it follows that this double
coset contributes nothing to the twisted Jacquet functor.
In the case (ii), the stabiliser of the pair (L,W ) with L = {e3}, and
W = {e1, e2} is the subgroup
H =


x11 0 0 0
x21 x22 0 x24
0 0 x33 x34
0 0 0 x44

 .
There are embeddings of H in Q = k∗ × GL2(k) × N ′ with image
k∗ × B2 × 〈u〉 where B2 is the group of upper triangular matrices in
GL2(k), and < u > is a 1 parameter subgroup in N
′. In the embedding
of H in P = k∗ × GL2(k) × N , the one parameter subgroup 〈u〉 goes
to the upper triangular unipotent subgroup in GL2(k), the unipotent
radical of B2 goes inside N to a 1-dimensional subgroup that we denote
by N0, and the diagonal torus to the diagonal torus in GL2(k).
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By Mackey theory, it follows that the restriction of π to P contains
indPHρ
′ where H can be taken to be k∗×B2×N0 and the representation
ρ′ is the restriction of ρ to the diagonal torus in GL2(k) extended
trivially across the unipotent subgroup of B2 to all of B2. We assume
now that the representation ρ of GL2(k) is infinite dimensional, so that
(by Kirillov theory) its restriction to B2 contains the representation of
B2 which is obtained by inducing from a character of the subgroup,
ZU of B2, consisting of central and unipotent elements of B2.
As the action of K∗ on GL2(k)/P1 where P1 is the subgroup of B2
consisting of elements of the form(
1 ∗
0 ∗
)
,
contains an open dense orbit, it follows that for R = K∗ ·N , R\P/H
contains an open dense double coset which in the case of K a field is
the unique double coset. Thus the representation indPHρ
′ restricted to
R contains
indRR∩H ψ˜ = ind
K∗N
k∗N0
ψ˜,
where ψ˜ is the character of k∗N0 which is equal to the central character
of π restricted to k∗, and is the restriction of the character ψ of N to
N0, which can be checked to be nontrivial on N0.
Thus its maximal quotient on which N operates by ψ is indK
∗N
k∗N ωψ
where ω is the central character of the representation ρ. We thus obtain
the following conclusion.
Proposition 2.3. For a principal series representation π of G =
GSp4(k) induced from an infinite dimensional irreducible representa-
tion ρ of Q = M ′N ′ of a Klingen parabolic, πψ restricted to K
∗ = Mψ
has each and every character of K∗ with the same central character as
that of ρ appearing with multiplicity one as a quotient.
2.3. Degenerate principal series coming from Klingen para-
bolic. In this section we modify the argument of the previous sec-
tion to calculate the ψ-Bessel model, for a non-degenerate character
ψ of N , of a degenerate principal series representation of GSp4(k) in-
duced from a one dimensional representation ρ of the Klingen parabolic
Q = M ′N ′. The analysis of the previous section gives the ψ-Bessel
model of π = ind
GSp4(k)
Q ρ as the ψ-Bessel model of ind
P
Hρ|H where
H = B2 × k∗ × N0, with B2 the lower triangular subgroup of GL2(k),
and N0 the one parameter subgroup
(
0 0
0 ∗
)
. If follows that if π has
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ψ-Bessel model for s =
(
a b
b c
)
∈ GL2(k), then
tr
[(
a b
b c
)(
0 0
0 ∗
)]
≡ 0, or c = 0.
This means that if π has ψ-Bessel model corresponding to the symmet-
ric matrix s =
(
a b
b c
)
, c must be zero. For such symmetric matrices,
the corresponding quadratic form is split, and hence we deduce that π
has ψ-Bessel model only for K defined by a split quadratic algebra, in
which case K ∼= k ⊕ k.
Fixing now the character ψ
(
x11 x12
x12 x22
)
= ψ00(x12), of N which
is trivial on N0, and which is stabilized by the diagonal split torus T
in GL2(k), it is easy to calculate the twisted Jacquet module for the
character ψ of N of the induced representation indPHρ|H with H =
B2 × k∗ ×N0, to conclude the following proposition.
Proposition 2.4. Let ρ be a one dimensional representation of the
Klingen parabolic Q of GSp4(k), and π = ind
GSp4(k)
Q ρ, the correspond-
ing principal series representation. Then π has Bessel models for a
quadratic algebra K if and only if K = k⊕ k, and in which case it has
exactly one dimensional space of Bessel models for the character of K∗
obtained by restriction of ρ to K∗ which sits inside the Levi subgroup
of Q.
3. Conjecture 1 for irreducible principal series
Having done the calculation of Bessel models for principal series rep-
resentations in the last section, we are now in position to verify Conjec-
ture 1 for all generic L-packets of GSp4(k) which arise as subquotients
of a principal series representation induced from either of the two max-
imal parabolics. A principal series representation of GSp4(k) which is
induced from the Borel subgroup will be considered to be induced from
the Siegel parabolic. We will assume in this section that multiplicity
one theorem, i.e., Theorem 1.1, holds.
Our calculations when the principal series representation is irre-
ducible will be relatively straightforward. When the principal series
representation has more than one irreducible factor, the methods of
the previous section will give information only about a sum of multi-
plicities of Bessel models for the various representations involved. In
these cases we will have to combine this information (about sum of
multiplicities) with an information that we deduce from the method
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of theta correspondence developed later in the paper which yields the
multiplicity of Bessel model for the smaller (of the two representations
involved), and thus we succeed in the calculation of the multiplicities
of the Bessel models of the two representations.
Let us begin by stating the Langlands parameters of principal series
representations, and then do the relevant local root number calcula-
tions.
3.1. Siegel parabolic. Let P =MN be a Siegel parabolic with M ∼=
GL2(k)×Gm. Let π1⊠µ be an irreducible representation of M , giving
rise to the principal series representation π of GSp4(k) by parabolic
induction. Then the Langlands parameter of the representation π of
GSp4(k) is a representation
σπ : W
′
k → GSp4(C)
whereW ′k is the Weil-Deligne group of k which we take to beW
′
k = Wk×
SL2(C). Assuming that the Langlands parameter of the representation
π1 of GL2(k) is σ1, and that of µ is µ itself, we have
σπ = µσ1 ⊕ (µ⊕ µ detσ1).
We note that the Langlands parameter of an irreducible principal se-
ries representation of GSp4(k) arising from parabolic induction of a
representation of the Siegel parabolic takes values in (Levi subgroup
of) the Klingen parabolic of GSp4(C). (As a check on the Langlands
parameter, which the authors did not get right the first time, one notes
that the twisting by a character χ : k∗ → C∗, thought of as a charac-
ter of GSp4(k) through the similitude factor, takes the principal series
corresponding to (π1, µ) to (π1, µχ), and this on Langlands parameter
is supposed to be twisting by χ.)
The central character ωπ of π is the same as the similitude character
of σπ which is µ
2 det σ1. Therefore the characters χ of K
∗ appearing
in Conjecture 1 have the property that χ|k∗ = µ2 det σ1, and these are
the only characters that we will consider in what follows.
By the standard properties of the local root numbers, it follows that
for σπ as above,
ǫ(σπ ⊗ IndkK(χ−1))
= ǫ(µσ1 ⊗ IndkK(χ−1)) · ǫ(µ⊗ IndkK(χ−1)) · ǫ(µ det σ1 ⊗ IndkK(χ−1)).
Since for any representation V of W ′k,
ǫ(V ) · ǫ(V ∗) = det V (−1),
and as for V = µ ⊗ IndkK(χ−1), V ∗ ∼= µ detσ1 ⊗ IndkK(χ−1), it follows
that,
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ǫ(µ⊗ IndkK(χ−1)) · ǫ(µ detσ1 ⊗ IndkK(χ−1)) = det(µ⊗ IndkK(χ−1))(−1)
= ωK/k(−1)χ(−1).
Therefore,
ǫ(σπ ⊗ IndkK(χ−1)) = ǫ(σ1 ⊗ IndkK(χ−1)) · ωK/k(−1)χ(−1).
Therefore it follows from the theorem of Saito and Tunnell that
ǫ(σπ ⊗ IndkK(χ−1)) = 1
if and only if the character χ of K∗ appears in the representation π1
of GL2(k), which by proposition of the last section are exactly the
characters of K∗ for which π has Bessel models.
Furthermore, if ǫ(σπ ⊗ IndkK(χ−1)) = −1, the representation π1 of
GL2(k) is a discrete series representation, and if π
′
1 is the correspond-
ing representation of D∗, then χ appears in the representation π′1 re-
stricted to K∗. By proposition 2.2, the corresponding principal series
representation of GSpD(4) has Bessel model for χ, proving Conjecture
1 in this case.
3.2. Klingen parabolic. Let P = MN be a Klingen parabolic with
M ∼= k∗ × GL2(k). Let µ ⊠ π1 be an irreducible representation of M ,
giving rise to the principal series representation π of GSp4(k) by par-
abolic induction. Then the Langlands parameter of the representation
π of GSp4(k) is a representation
σπ : W
′
k → GSp4(C).
Assuming that the Langlands parameter of the representation π1 of
GL2(k) is σ1, and that of µ is µ itself, we have
σπ = σ1 ⊕ µ · σ1.
(This time twisting by χ : k∗ → C∗ takes (µ, π1) to (µ, χπ1).) The
central character of π is µ det σ1, therefore the characters χ of K
∗
appearing in Conjecture 1 have the property that χ|k∗ = µ · det σ1,
and these are the only characters that we will consider in what follows.
By standard properties of the local root numbers, for σπ as above,
ǫ(σπ ⊗ IndkK(χ−1)) = ǫ(σ1 ⊗ IndkK(χ−1)) · ǫ(σ1 ⊗ µ⊗ IndkK(χ−1)).
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Since χ|k∗ = µ · det σ1, for V = σ1 ⊗ IndkK(χ−1), we have V ∨ ∼=
σ1 ⊗ µ⊗ IndkK(χ−1), and therefore,
ǫ(σπ ⊗ IndkK(χ−1)) = ǫ(σ1 ⊗ IndkK(χ−1)) · ǫ(σ1 ⊗ µ⊗ IndkK(χ−1))
= det(σ1 ⊗ IndkK(χ−1))(−1)
= [det(σ1)
2 · det(IndkK(χ−1))2](−1)
= 1.
Therefore in this case conjecture 1 predicts that π has Bessel model
for all characters χ of K∗ with χ|k∗ = µ detσ1, and this is what propo-
sition 3.3 proves. (Note that the Klingen parabolic is not defined for
the rank 1 form of GSp4(k), so we do not need to consider GSpD(4)
here unlike in the case of principal series arising from Siegel parabolic.)
4. Reducible principal series
4.1. Siegel Parabolic. Let P =MN be a Siegel parabolic with M ∼=
GL2(k)×Gm. Let π1⊠µ be an irreducible representation of M , giving
rise to the principal series representation π = Ps(π1, µ) of GSp4(k) by
parabolic induction.
Assume that the Langlands parameter of the representation π1 of
GL2(k) is σ1, and that of µ is µ itself. By the work of Shahidi, it is
known that in case π1 is supercuspidal, the principal series representa-
tion π = Ps(π1, µ) is reducible if and only if det σ1 = | · |±1. In this
case, π = Ps(π1, µ) has two composition factors, and the Langlands
parameter of the generic component is
σ = µσ1 ⊕ (µ
√
det σ1 ⊗ St2),
where Stn denotes the n-dimensional irreducible representation of SL2(C),
and that of the other component is,
σ′ = µσ1 ⊕ µ · (1⊕ det σ1);
of course we are assuming that det σ1 = |.|±1, so
√
det σ1 = |.|±1/2.
Since Conjecture 1 is invariant under twisting by a character of
GSp4(k), which is identified to a character of k
∗ via the similitude
character GSp4(k)→ k∗, we assume by choosing µ appropriately that
the Langlands parameter of π is
σ = σ1 ⊕ St2,
with σ1 of trivial determinant.
We need to calculate the epsilon factor
ǫ(σ ⊗ IndkK(χ−1)) = ǫ(σ1 ⊗ IndkK(χ−1))ǫ(St2 ⊗ IndkK(χ−1))
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which takes the value ±1, and by the theorem of Saito and Tunnell
takes the value −1 if and only if the character χ of K∗ appears in
exactly one of the two representations π1, St2.
By the calculation of the Bessel model for a principal series repre-
sentation, we already know that the principal series representation has
Bessel models exactly for those characters χ of K∗ which appear in the
restriction of the representation π1 to K
∗.
Thus either of the following two statements implies the other:
(1) The generic component of the principal series representation
has exactly those characters of K∗ which appear in π1 and in
the Steinberg representation St2.
(2) The other component of the principal series representation has
exactly those characters ofK∗ (trivial on k∗) which appear in π1
but not in the Steinberg representation St2. Recalling that the
Steinberg representation of PGL2(k) contains all characters of
K∗ (trivial on k∗) except for the trivial character, we conclude
that the other component of the principal series has only the
trivial character ofK∗ in the Bessel model if the trivial character
of K∗ appears in π1, and that the Bessel model (of the small
component of the reducible principal series) is zero if the trivial
character of K∗ does not appear in π1.
The method of theta correspondence proves second of the above as-
sertions, so we are done in this case.
4.2. Klingen parabolic. Let P = MN be a Klingen parabolic with
M ∼= k∗ × GL2(k). Let µ ⊠ π1 be an irreducible representation of
M , giving rise to the principal series representation π of GSp4(k) by
parabolic induction. Assume that the Langlands parameter of the rep-
resentation π1 of GL2(k) is σ1, and that of µ is µ itself. It is known
that if π1 is reducible, the principal series representation π is reducible
if and only if µ = ω| · |±1 for a nontrivial quadratic character ω of k∗.
Assume without loss of generality that µ = ω| · |. When reducible, one
of the components is a discrete series representation, with parameter
σπ which is
σπ = | · | 12σ1 ⊗ St2,
and that of the smaller representation is
σπ = σ1 ⊕ | · | · σ1.
Once again since Conjecture 1 is invariant under twisting, we assume
that the reducible principal series is such that the corresponding generic
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representation has parameter
σπ = σ1 ⊗ St2.
We now need to calculate the epsilon factor,
ǫ(σπ ⊗ IndkK(χ−1)),
for this choice of σπ.
By generalities about epsilon factors,
ǫ(V ⊗ Stn) = ǫ(V )n det(−F, V I)n−1,
where V I denotes the subspace of V invariant under I. In our case,
this formula gives
ǫ(σπ ⊗ IndkK(χ−1)) = ǫ(σ1 ⊗ IndkK(χ−1)⊗ St2)
= det(−F, V I)
where V = σ1 ⊗ IndkK(χ−1). If V I 6= 0, as V is self-dual, so is V I as a
representation space for the cyclic group< F >. Write V I =
∑
χi. The
characters χi with χ
2
i 6= 1 do not contribute anything to det(−F, V I).
A character χi with χ
2
i = 1, but χi 6= 1 also does not contribute to
det(−F, V I). Therefore det(−F, V I) = (−1)r where r is the number
of copies of the trivial representation of Wk in V . Assuming that σ1
is irreducible, it follows that ǫ(σπ ⊗ IndkK(χ−1)) = −1 if and only if σ1
and IndkK(χ
−1) are isomorphic.
By the calculation of the Bessel model for a principal series repre-
sentation done in the last section, we already know that the principal
series representation has Bessel models for all characters χ of K∗ (with
the usual restriction on the central character).
Thus either of the following two statements implies the other:
(1) The generic component of the principal series representation
π = Ps(ω| · |, π1) has all characters of K∗ whose restriction to k∗
is the central character of π except χ and χ−1 if σ1 = Ind
k
K(χ).
(2) The other component of the principal series representation has
exactly characters χ and χ−1 of K∗ if σ1 = Ind
k
K(χ).
Unfortunately, as neither of the two representations appear as theta
lift from GO(4), we are unable to prove either of the above assertions.
5. The Steinberg representation
Let B denote the standard minimal parabolic of GSp4(k), and P , Q
respectively Siegel and Klingen parabolic subgroups. Let St4 denote the
Steinberg representation of GSp4(k), as well as its Langlands paramter,
which is the four dimensional representation of the SL2(C) part of the
Weil-Deligne group W ′k. By construction, St4 is the alternating sum of
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certain representations induced from characters of B,P,Q,GSp4(k) to
GSp4(k). Ignoring the trivial representation which does not contribute
to the ψ-Bessel models for nondegenerate characters, Steinberg repre-
sentation can be realized as the quotient of a representation induced
from an irreducible representation of say P =MN which is twist of the
Steinberg representation of M by a representation of GSp4(k) which is
induced from a character of Q.
Proposition 5.1. Let K be a quadratic algebra, χ a character of K∗
which is trivial on k∗. Let ψ be a nondegenerate character of N , left
invariant by K∗ sitting inside M . Then the Steinberg representation
of GSp4(k) has Bessel model for χ if and only if χ is a non-trivial
character of K∗, in case K is a field, and for all characters of K∗ if
K = k ⊕ k.
Proof. The proposition is clear by combining propositions 2.1 and 2.4
in all cases except when K = k ⊕ k, and χ is the trivial character. So
the rest of the proof will be for this case only, which is subtler as it
relies on understanding on semi-simplicity of χ-Bessel models.
The Steinberg representation sits in an exact sequence of the form,
0→ St4 → Ps→ π → 0
where Ps is a principal series representation of GSp4(k) induced from
the Siegel parabolic from an appropriate twist of the Steinberg repre-
sentation of M = GL2(k) × k∗, and π is a representation of GSp4(k)
induced from a one dimensional representation of the Klingen parabolic
(in fact π is a subrepresentation of such a representation with quotient
which is the one dimensional trivial representation of GSp4(k), so does
not affect the calculation of Bessel models). From an earlier observa-
tion that the discriminant δP is trivial on K
∗, it does not matter which
twist of the Steinberg of GL2(k) is used to construct the principal series
Ps on GSp4(k) above.
Taking the twisted Jacquet functor with respect to the character ψ
of N , we get an exact sequence of T -modules where T is the split torus
in GL2(k),
0→ St4,ψ → Psψ → πψ → 0.
From the calculation of the twisted Jacquet functor of principal series
done earlier, we get an exact sequence of T -modules,
0→ St4,ψ → St2 → C→ 0
where C is the one dimensional trivial representation of T , and St2
denotes the Steinberg representation of PGL2(k), now thought of as a
T -module.
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Since the Steinberg representation of GL2(k) can be realized on the
space of locally constant functions modulo constant functions on P1(k),
the following is an exact sequence to T -modules:
0→ S(k∗)→ St2 → C→ 0.
As one knows that the Steinberg representation of GL2(k) has a
unique quotient on which T -operates trivially, the last two exact se-
quences of T -modules must be the same, and therefore in particular
St4,ψ is isomorphic as a T -module to S(k∗). This implies that St4 has
Bessel model for all characters of T which are trivial on the scalars. 
We omit the simple check that this proposition proves Conjecture
1 for the Steinberg representation, augmented by the following much
simpler proposition.
Proposition 5.2. The Steinberg representation of GSpD(4) has Bessel
model for a character χ of K∗ if and only if K is a field, and χ is the
trivial character of K∗.
6. Summing up discussion on principal series
Since the Gross-Prasad conjecture is about generic L-packets, we
need to isolate those irreducible representations of GSp4(k) which arise
as subquotients of principal series representations, and have a generic
member in their L-packet.
We begin by observing that from what is called the Standard mod-
ules conjecture, which is a theorem for GSp4(k), a generic representa-
tion cannot be a proper Langlands quotient, i.e., either it is already
tempered, or it is a full induced representation.
If the representation is tempered, then the sum of the representa-
tions in its L-packet is obtained by inducing a unitary discrete series
representation of a parabolic subgroup of GSp4(k). Thus methods of
the previous sections are enough to handle all representations which are
either generic, or are tempered but not discrete series representations.
Among discrete series representations of GSp4(k) which arise as sub-
quotients of principal series representations, there are the following
possibilities.
(1) Those which arise from the principal series Ps(τ | · |1/2, | · |−1/2)
for the Siegel parabolic where τ is a discrete series representa-
tion of PGL(2) which is not Steinberg. Its L-packet has size
2, the other member being a supercuspidal representation ob-
tained as the theta lift from GSO4(k) = [D
∗ ×D∗]/∆k∗ of the
representation (λ, 1) of D∗ ×D∗ where λ is the representation
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of D∗ associated by the Jacquet-Langlands correspondence to
the representation τ of PGL(2). The theta lift is supercus-
pidal, and the methods of Weil representation are enough to
treat this supercuspidal representation. The principal series
Ps(τ | · |1/2, | · |−1/2) has another irreducible component which
is not generic, and which is obtained as the theta lift from
GSO(2, 2) = [GL2(k)×GL2(k)]/∆k∗ of the representation (τ, 1)
of GL2(k)×GL2(k), and therefore the methods of the Weil rep-
resentations give information about the Bessel models of this
other piece of the principal series, and therefore also of the dis-
crete series component.
(2) Those which arise from the principal series Ps(ω| · |, π) for the
Klingen parabolic where π is a discrete series representation of
GL(2) with ω2 = 1, ω 6= 1, and ω⊗π = π. Its L-packet has size
one. As mentioned already, we have not been able to handle
these discrete series representations.
(3) Twisted Steinberg; these were handled in the previous section.
Finally we note that for GSp4(k), a generic L-packet containing a
non-generic representation must be tempered, so we have now handled
all (except 2.) generic L-packets containing a representation which is
nonsupercuspidal.
Remark 6.1. We have so far not discussed in any detail the unitary
principal series representation of GSp4(k) which arises from the rep-
resentation 1 ⊠ π of k∗ × GL2(k), the Levi subgroup of the Klingen
parabolic, with π a discrete series representation of GL2(k). The in-
duced representation in this case is a direct sum of two irreducible
representations, each with Langlands parameter σ ⊕ σ where σ is the
Langlands parameter of π. It is known that these two components
of the principal series representation can be obtained as theta lift
from GSO(V a) = [D∗ ×D∗]/∆k∗ of the representation π′ ⊠ π′, where
π′ is the Jacquet-Langlands lift of π to D∗, and the theta lift from
GSO(V s) = [GL2(k)×GL2(k)]/∆k∗ of the representation π⊠π. There-
fore methods of Weil representation developed later give finer informa-
tion about the Bessel periods of these two components of the principal
series representations exactly as predicted by Conjecture 1.
7. Bessel model of the Weil representation
The aim of this section will be to calculate the twisted Jacquet func-
tor of the Weil representation of a dual reductive pair (G1, G2) with
respect to a character ψ of the unipotent radical N2 of a maximal par-
abolic P2 = M2N2 of the group G2. We carry out the calculation of the
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twisted Jacquet functor only for the Siegel parabolic of a symplectic
group, so G2 = Sp(W ). Recall that for any representation π of G2,
the twisted Jacquet functor πψ is the maximal quotient of π on which
N2 operates via ψ. If Mψ denotes the maximal subgroup of M2 which
takes ψ to itself under the inner conjugation action of M2 on N2, then
πψ is a module for Mψ, and therefore in the context of a dual reductive
pair (G1, G2), for G1 ×Mψ.
We recall that in a famous work, Kudla calculated the standard
Jacquet module of the Weil representation. We carry out the calcula-
tion of the twisted Jacquet functor only for the Siegel parabolic. Actu-
ally the simple calculation we perform in this section is known in the
literature in both the local and global contexts, see e.g. [22, 21]. How-
ever, since we anyway will have to recall the notation and the results,
we have preferred to give an independent co-ordinate free treatment
which will be convenient for our purposes.
We now recall some elementary properties of the Weil representation
for this purpose.
Let W =W1 ⊕W∨1 be a symplectic vector space over a local field k
together with its natural symplectic pairing. Given a quadratic space
q : V → k, the Weil representation gives rise to a representation of
O(V ) × Sp(W ) on S(V ⊗ W∨1 ). In this representation, elements of
SHom(W∨1 ,W1) = {φ ∈ Hom(W∨1 ,W1)|φ = φ∨} ∼= Sym2W1, which can
be identified to the unipotent radical of the standard Siegel parabolic
in Sp(W ), operates on S(V ⊗W∨1 ) by
(n · f)(x) = ψ((q ⊗ qn)x)f(x),
where n is represented by qn ∈ Sym2W1 which gives rise to a quadratic
form qn : W
∨
1 → k, which together with the quadratic form q : V → k,
gives rise to the quadratic form q ⊗ qn : V ⊗W∨1 → k.
The Weil representation associated to a dual reductive pair (O(V ), Sp(W ))
is actually a representation of G[O(V ) × Sp(W )] where G[O(V ) ×
Sp(W )] is defined to be the group of pairs (g1, g2) ∈ GO(V )×GSp(W )
such that the similitude factors for g1 and g2 are the same. We briefly
recall this, referring to [11] for details on this.
The exact sequence
1→ Sp(W )→ G[O(V )× Sp(W )]→ GO(V )→ 1,
has a natural splitting GO(V ) → G[O(V ) × Sp(W )] depending on a
complete polarization W = W1 ⊕ W2 of the symplectic space W in
which g ∈ GO(V ) goes to (g, µ(g)) ∈ G[O(V )× Sp(W )] where µ(g) is
the element of GSp(W ) which acts by 1 onW1 and by ν(g) onW2 where
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ν(g) is the similitude factor of g. The Weil representation realized on
S(V ⊗W∨1 ) has the natural action of GO(V ) operating as
L(h)ϕ(x) = |ν(h)|−mn/2ϕ(h−1x),
where m = dimV, 2n = dimW, and ν(h) is the similitude factor of
h. The group GL(W1) sits naturally inside Sp(W ), and its action on
S(V ⊗W∨1 ) is given by
L(g)ϕ(x) = χV (det g)| det g|m/2ϕ(gx),
where χV is the quadratic character of k
∗ given in terms of the Hilbert
symbol as χV (a) = (a, discV ) with discV the normalised discriminant
of V . These actions together with the action of the Weyl group element
(which acts on GL(W1) sitting inside Sp(W ) through A → tA−1) of
Sp(W ) through Fourier transforms on S(V ⊗W∨1 ), gives the action of
G[O(V ) × Sp(W )] on S(V ⊗W∨1 ). But this analysis of the action of
the Weyl group will not be needed anywhere in this work.
The Weil representation thus gives rise to a representation of G[O(V )×
Sp(W )]; inducing this representation to GO(V )×GSp(W ), we get, the
‘big Weil representation’, say Ω, of GO(V )×GSp(W ). Given an irre-
ducible representation π of GO(V ), there exists a representation Θ(π)
of GSp(W ) of finite length, such that Θ(π)⊗π is the maximal π-isotypic
quotient of Ω. It is known that the representation Θ(π) of GSp(W ) has
a unique irreducible quotient θ(π). When one talks about the theta cor-
respondence, one means the correspondence π → θ(π); however, when
one calculates Jacquet or twisted Jacquet functor of the Weil repre-
sentation, it is invariably Θ(π) that one encounters. Thus most of the
applications are restricted to the case when one can in fact prove that
Θ(π) = θ(π) which is the case for example when π is supercuspidal.
Lemma 7.1. Let x be a vector in V ⊗ W∨1 , considered as a homo-
morphism x : W1 → V , as well as the homomorphism on duals x∨ :
V ∨ → W∨1 . Then for quadratic spaces qV : V → k, and qW : W∨1 → k,
equivalently considered through homomorphisms qV : V → V ∨, and
qW : W
∨
1 → W1, the trace of the map from W1 to W1 given as the
compositum of maps,
W1
x→ V qV→ V ∨ x∨→W∨1 qW→ W1,
is the same as the value of the quadratic form qV ⊗ qW on the vector
x ∈ V ⊗W∨1 , which is of course the same as the trace of the map from
k to k, obtained as the compositum of maps:
k
x→ V ⊗W∨1
qV ⊗qW−→ V ∨ ⊗W1 x
∨→ k.
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Note that one can identify the dual of the k-vector space SHom [W∨1 ,W1]
of self-dual homomorphisms fromW∨1 toW1 to SHom [W1,W
∨
1 ] via the
natural pairing obtained by taking trace,
SHom [W1,W
∨
1 ]× SHom [W∨1 ,W1]→ Hom [W1,W1] tr→ k.
Thus characters ψ : N2 → C∗ can be identified to symmetric elements
in Hom [W1,W
∨
1 ]. As the map from W1 to W1 in the above lemma is
the compositum of two maps, one from W1 to W
∨
1 , and the other from
W∨1 to W1, and that the first map is nothing but the restriction of the
quadratic form on V to W1 via the map x : W1 → V , the following
corollary of the previous lemma is clear.
Corollary 7.2. The twisted Jacquet functors of the Weil representation
corresponding to the dual reductive pair (O(V ), Sp(W )) are nonzero
exactly for the characters of the unipotent radical of the Siegel parabolic
of Sp(W ) which correspond to the ‘restriction’ of quadratic form on V
to W1 via a linear map x :W1 → V .
We now note the following general lemma.
Lemma 7.3. Let X be the k-rational points of an algebraic variety de-
fined over a local field k. Let P be a locally compact totally disconnected
group with P = MN for a normal subgroup N of P which we assume
is a union of compact subgroups. Assume that P operates smoothly on
S(X), and that the action of P restricted to M is given by an action of
M on X. For a point x ∈ X, let ℓx : S(X)→ C be the linear functional
given by ℓx(f) = f(x). Assume that for every point x ∈ X, N operates
on ℓx by a character ψx : N → C∗, i.e., ℓx(n · f) = ψx(n)ℓx(f) for all
n ∈ N , and f ∈ S(X). Fix a character ψ : N → C∗, and let Mψ denote
the subgroup of M which stabilizes the character ψ of N . The group
Mψ acts on the set of points x ∈ X such that ψx = ψ. Denote this set
of points in X by Xψ which we assume to be closed in X. Then,
S(X)ψ ∼= S(Xψ)
as Mψ-modules.
Proof. We have an exact sequence of Mψ-modules,
0→ S(X −Xψ)→ S(X)→ S(Xψ)→ 0.
Taking the ψ-twisted Jacquet functor is exact, and S(X − Xψ)ψ = 0,
so the assertion of the lemma follows. 
Corollary 7.4. The twisted Jacquet functor of the Weil representa-
tion of the dual reductive pair (O(V ), Sp(W )) for the character of the
unipotent radical of the Siegel parabolic of Sp(W ) which corresponds to
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a nondegenerate quadratic form on W1, which we assume is obtained
by restriction of the quadratic form on V via a linear map x :W1 → V
is the representation
ind
O(V )×O(W1)
O(W⊥
1
)×∆O(W1)
C,
where O(W⊥1 ) is the orthogonal group of the orthogonal complement of
W1 inside V , and ∆O(W1) represents the natural diagonal embedding
of O(W1) inside O(V )×O(W1) as V contains W1.
Proof. Observe that O(V ) × O(W1) operates on the set of homomor-
phisms fromW1 to V , and in fact by Witt’s theorem, this action is tran-
sitive on the set of homomorphisms from W1 to V such that the qua-
dratic form on V restricts to the quadratic form on W1. The isotropy
subgroup inside O(V )×O(W1) of a fixed embedding of W1 inside V is
exactly O(W⊥1 )×∆O(W1), proving the claim. 
The previous analysis of twisted Jacquet functor in fact gives a repre-
sentation space for G[O(V )×O(W1)] which we record as the following
corollary, but before doing that let us record the following form of
Witt’s extension theorem for similitude groups which follows from the
usual form of Witt’s theorem.
Lemma 7.5. Suppose W1 is a subspace of a quadratic space V carrying
the restricted quadratic form. Suppose φ belongs to GO(W1) such that
the similitude factor of φ arises as a similitude factor in GO(V ). Then
there is an element φ′ in GO(V ) taking W1 into itself, and such that
the restriction of φ′ to W1 is φ.
Corollary 7.6. The twisted Jacquet functor of the Weil representa-
tion of the dual reductive pair (O(V ), Sp(W )) for the character of the
unipotent radical of the Siegel parabolic of Sp(W ) which corresponds to
a nondegenerate quadratic form on W1, which we assume is obtained
by restriction of the quadratic form on V via a linear map x :W1 → V
is the representation
ind
G[O(V )×O(W1)]
G[O(W⊥
1
)×∆O(W1)]
C,
where O(W⊥1 ) is the orthogonal group of the orthogonal complement
of W1 inside V , and ∆O(W1) represents the natural diagonal embed-
ding of O(W1) inside O(V ) × O(W1) as V contains W1; the group
G[O(W⊥1 )×∆O(W1)] is the subgroup of GO(W⊥1 )×∆GO(W1) con-
sisting of the pairs (g1, g2) with the same similitude factors for g1 and
g2.
As recalled earlier in the section, the Weil representation associated
to the dual reductive pair (O(V ), Sp(W )) can actually be made to be a
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representation of GO(V )×GSp(W ) simply by inducing the Weil repre-
sentation of G[O(V )× Sp(W )] to the larger group GO(V )×GSp(W ).
Here, then, is the extension of the previous corollary to the case of
similitude groups.
Corollary 7.7. The twisted Jacquet functor of the Weil representation
of the dual reductive pair (GO(V ),GSp(W )) for the character of the
unipotent radical of the Siegel parabolic of Sp(W ) which corresponds to
a nondegenerate quadratic form on W1, which we assume is obtained
by restriction of the quadratic form on V via a linear map x :W1 → V
is the representation
ind
GO(V )×GO(W1)
G[O(W⊥
1
)×∆O(W1)]
C,
where O(W⊥1 ) is the orthogonal group of the orthogonal complement
of W1 inside V , and ∆O(W1) represents the natural diagonal embed-
ding of O(W1) inside O(V ) × O(W1) as V contains W1; the group
G[O(W⊥1 )×∆O(W1)] is the subgroup of GO(W⊥1 )×∆GO(W1) con-
sisting of (g1, g2) with the same similitude factors for g1 and g2. As-
suming that W⊥1 6= 0, the twisted Jacquet functor as a representation
space of GSO(V )×GSO(W1) is therefore
ind
GSO(V )×GSO(W1)
G[SO(W⊥
1
)×∆SO(W1)]
C.
The previous corollary together with the formalism of the Weil rep-
resentation yields the following theorem as a simple consequence.
Theorem 7.8. Let π1 be an irreducible admissible representation of
GSO(V ), and π2 that of GSp(W ). Assume that π2 = Θ(π1) is the theta
lift of π1 to GSp(W ). Let ψ be a nondegenerate character of the unipo-
tent radical N of the Siegel parabolic P = MN of GSp(W ). Assume
that ψ corresponds to a quadratic form q on W1, a maximal isotropic
subspace of W . Then an irreducible representation χ of GSO(W1) ap-
pears in π2,ψ as a quotient if and only if
(1) (q,W1) can be embedded in the quadratic space V ; letW
⊥
1 denote
the orthogonal complement of W1 sitting inside V through this
embedding.
(2) The representation χ∨ of G[SO(W1) × SO(W⊥1 )] appears as a
quotient in the representation π1 of GSO(V ) restricted to G[SO(W1)×
SO(W⊥1 )], where χ
∨ is obtained by pulling back the contragre-
dient of χ under the natural map G[SO(W1) × SO(W⊥1 )] →
GSO(W1).
Remark 7.9. It is a consequence of this theorem that if the repre-
sentation χ∨ of G[SO(W1) × SO(W⊥1 )] appears as a quotient in the
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representation π1 of GSO(V ) restricted to G[SO(W1)×SO(W⊥1 )], then
π2 = Θ(π1) is nonzero. It is one of the standard ways by which one
proves nonvanishing of local (or global) representations: by proving the
nonvanishing of a particular Fourier coefficient; for example it proves
that the theta lifting from GSO(4) to GSp(4) is always nonzero locally.
8. Applications
To be able to use Theorem [?], we need to understand the embedding
of O(W1) inside O(V ) more concretely. For applications to Theorem
[?], we need it in the case when V is a four dimensional quadratic
space, and W1 is a two dimensional subspace of it, and for applications
to Theorem [?], we need it in the case when V is a 6 dimensional
quadratic space, and W1 is a two dimensional subspace of it.
We begin with the case of a four dimensional quadratic space V of
discriminant 1, so that it can be identified to the norm form of a four
dimensional central simple algebra, say D, over k. Assume that the two
dimensional nondegenerate subspace W1 of V = D is the norm form on
a two dimensional subalgebraK ofD. WriteD = K⊕K ·j where j is an
element of D∗ which normalises K∗ with j2 = a ∈ k∗. The group D∗×
D∗ operates on D by (d1, d2)X = d1Xd¯2, and gives an identification
of [D∗ × D∗]/∆k∗ with GSO(D). Observe that the map ι : (x, y) →
(xy, xy¯) from K∗×K∗ to itself gives an isomorphism of (K∗×K∗)/∆k∗
onto the subgroup G[SO(W1) × SO(W⊥1 )] of GSO(W1) × GSO(W⊥1 )
consisting of pairs of elements of K∗ with the same similitude factors
for the two components. Since x[K⊕Kj]y¯ = xy¯K⊕xyKj, the following
diagram allows one to identify (K∗ ×K∗)/∆k∗ inside (D∗ ×D∗)/∆k∗
as the subgroup G[SO(K)× SO(K)] inside GSO(D) = GSO(K ⊕K)
[K∗ ×K∗]/∆(k∗)
∼=
ttjj
jj
jj
jj
jj
jj
jj
j
))
TT
TT
TT
TT
TT
TT
TT
T
G[SO(K)× SO(K)] (D∗ ×D∗)/(∆k∗)
Therefore a representation π1⊠π2 of D
∗×D∗ contains the restriction
of the character (χ1, χ2) of K
∗ × K∗ to the subgroup G[SO(W1) ×
SO(W⊥1 )] if and only if χ1χ¯2 appears in π1 and (χ1χ2) appears in π2.
Taking χ2 = 1, we get the following corollary to Theorem [?].
Corollary 8.1. Let π1⊠π2 be an irreducible admissible representation
of [D∗ ×D∗]/k∗ = GSO(V ) where V = D is a quaternion algebra over
k equipped with its reduced norm as the quadratic form. Let ψ be a
character of the unipotent radical of the Siegel parabolic of GSp(W )
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which corresponds to the nondegenerate quadratic space Nm : K → k
where K is a quadratic subalgebra of D. Then for the representation
Θ(π1 ⊠ π2) of GSp(W ), the twisted Jacquet functor, Θψ(π1 ⊠ π2) of
GSp(W ), contains the representation χ : K∗ → C∗ if and only if χ
appears in both π1 and π2.
Similarly, for the case of the rank one form Sp4(D) of the symplec-
tic group defined using the quaternion division algebra D, we get the
following result.
Corollary 8.2. Let π1⊠π2 be a representation of [D
∗×GL2(k)]/k∗ =
GSOD(4) where D is a quaternion algebra over k, Let ψ be a character
of the unipotent radical of the Siegel parabolic of GSp(W ) which cor-
responds to the nondegenerate quadratic space Nm : K → k where K
is a quadratic subalgebra of D. Then for the representation Θ(π1⊠ π2)
of GSp(W ), the twisted Jacquet functor, Θψ(π1⊠π2) of GSp(W ), con-
tains the representation χ : K∗ → C∗ if and only if χ appears in both
π1 and π2.
Let K and L be two quadratic extensions of k, and let E be the
third quadratic extension of k contained in KL. Considering K and
L together with their norm forms, we have two dimensional quadratic
spaces, and K⊕L is a four dimensional quadratic space. It can be seen
that GSO(K ⊕ L) ∼= (GL2(E)× k∗)/∆E∗ where ∆E∗ ∼= E∗ sits inside
GL2(E) as scalar matrices, and inside k
∗ via the norm mapping.
The group G[SO(K)×SO(L)] is the subgroup of K∗×L∗ consisting
of pairs (x1, x2) ∈ K∗ × L∗ with the same norm to k∗.
The mapping from G[SO(K) × SO(L)] to (GL2(E) × k∗)/∆E∗ ob-
tained as the composition,
G[SO(K)× SO(L)]→ GSO(K ⊕ L) ∼= (GL2(E)× k∗)/∆E∗
fits in the following diagram of maps where φE denotes the natural
inclusion of (KL)∗ into GL2(E), and i, iK , iL are inclusions of k
∗ in
k∗, K∗, L∗ respectively, and NmK and NmL are norm mappings from
(KL)∗ to K∗ and L∗ respectively.
[(KL)∗ × k∗]/∆(E∗)
(iKNmK ,iLNmL)
ttii
ii
ii
ii
ii
ii
ii
ii (φE ,i)
**U
UU
UU
UU
UU
UU
UU
UU
UU
G[SO(K)× SO(L)] (GL2(E)× k∗)/(∆E∗)
As the arrow on the left can be checked to be an isomorphism, it follows
from this diagram that to check that a character of G[SO(K)×SO(L)]
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appears in the restriction of a representation of GSO(K⊕L), it is equiv-
alent to check that its restriction to [(KL)∗ × k∗]/∆E∗ now thought
of as a subgroup of [GL2(E) × k∗]/∆(E∗) appears in the correspond-
ing representation of [GL2(E) × k∗]/∆(E∗). Therefore we obtain the
following theorem.
Theorem 8.3. Let π1 be an irreducible admissible representation of
GSp4(k) obtained from the theta lift of a representation π of GO4(k)
such that the normalized discriminant algebra associated to the four
dimensional quadratic space is a quadratic field extension E of k. As-
sume that in the identification of GSO4(k) with (GL2(E)×k∗)/(∆E∗),
the restriction of π (from GO4(k) to GSO4(k)) corresponds to the rep-
resentation π2⊠µ of GL2(E)×k∗. Let ψ be a nondegenerate character
of N , where N is the unipotent radical of the Siegel parabolic P =MN
stabilizing a maximal isotropic subspace W1 of the four dimensional
symplectic space W , corresponding to a quadratic form q on W1 which
defines a quadratic field extension K 6= E. (The case K = E is easier
to analyze but we do not do it here.) Then a character χ of K∗ such
that χ|k∗ is the central character of π1, appears in π1,ψ if and only if
the character χ ◦ Nm : (KL)∗ → K∗ → C∗ of (KL)∗ appears in the
restriction of π2 to (KL)
∗ which by the theorem of Saito and Tunnell
is the case if and only if
ωKL/E(−1)ωπ2(−1) = ǫ(π2 ⊗ indEKLχ−1|KL)
= ǫ(π2 ⊗ ResE [indkK(χ−1)])
= ǫ(indkE(π2)⊗ indkK(χ−1)).
Noting the generality that ωKL/E(−1) = 1, and that ωπ2(−1) = 1 as
π2 is a representation of GL2(E) which extends to a representation of
(GL2(E) × k∗)/(∆E∗), its central character restricted to E1 is trivial,
we get that
ǫ(indkE(π2)⊗ indkK(χ−1)) = 1
if and only if the character χ appears in the Bessel model of π as
required by Conjecture 1.
Remark 8.4. There is a form of this theorem for the rank 1 form
GSpD(4) of GSp4(k) too in which one would be considering theta lift-
ing from an orthogonal group in 4 variables defined using D by taking
a skew-Hermitian matrix in GL2(D) whose discriminant in k
∗/k∗2 de-
fines a quadratic extension E of k. In this case, the orthogonal group
turns out to be (D∗E × k∗)/E∗ with DE the unique quaternion division
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algebra over E, and a similar analysis as done for deducing the previ-
ous theorem works exactly in the same way, confirming Conjecture 1
for such representations of GSpD(4).
9. Dual pairs involving division algebras
In this section we briefly recall the formalism of dual reductive pairs
which involve quaternion division algebras; the final goal of this section
will be to state the analogue of theorem 4 in this context.
Let D be a quaternion division algebras with its canonical involution
x→ x¯. Using this involution, right D-modules can be identified to left
D-modules.
Let V be a right D-module, and H : V ×V → D a ǫ-hermitian form
on V which is linear in the second variable, so that
(1) H(v1d1, v2d2) = d¯1H(v1, v2)d2.
(2) H(v1, v2) = ǫH(v2, v1). (This forces ǫ to be ±1.)
If ǫ = 1 (resp., ǫ = −1), an ǫ-hermitian form is called hermitian
(resp., skew-hermitian).
Let V1 be a right D-module together with a ǫ1-hermitian form linear
in the second variable, and V2 a left D-module together with a ǫ2-
hermitian form H2 which is linear in the first variable. Then V1⊗DV2 is
a vector space over k together with a natural bilinear formH = H1⊗H2
given by
H(v1 ⊗ v2, w1 ⊗ w2) = trD/k(H1(v1, w1)H(v2, w2)).
If ǫ1ǫ2 = −1, as will always be the case in what follows, H will be a
symplectic form on V1 ⊗D V2. In this case, the isometry group G1 of
(V1, H1) to be denoted by U(V1), and G2 of (V2, H2) to be denoted by
U(V2), form a dual reductive pair inside Sp(V1 ⊗D V2) in the sense of
Howe. We let GU(V1) and GU(V2) denote the corresponding similitude
groups.
It is known that to get a form of an orthogonal group, we need to
take a skew-hermitian form, and that to get a form of the symplectic
group, we need to take a hermitian form. As an example of interest
for our work, for a ∈ D∗, let D(a) denote the one dimensional right
D-module which is D itself together with the form H(d1, d2) = d¯1ad2.
This form is skew-hermitian if a + a¯ = 0, and hermitian if a = a¯.
Assuming a is such that a+ a¯ = 0, the group U(D(a)) is an orthogonal
group in two variables, and GU(D(a)) = K∗ where K is the quadratic
extension of k generated by a.
Assume that H1 is a skew-hermitian form on V1, and H2 is a her-
mitian form on V2. Let V2 = W2 ⊕W∨2 be a complete polarization of
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V2. The weil representation of Sp(V1⊗D V2) is realized on the Schwartz
space of functions on V1 ⊗D W∨2 on which U(V1) acts in the natural
way. The polarization V2 = W2 ⊕W∨2 gives rise to the parabolic P in
U(V2) stabilizing the subspace W2 with GL(W2) as the Levi subgroup,
and the additive group of skew-hermitian forms on W∨2 as N . Thus
the character group of N can be identified to the additive group of
skew-hermitian forms on W2.
With these preliminaries, we state the analogue of Theorem 7.8 in
this context; application of this result to theta lifting between GSpD(4),
and GSOD(4) will not be explicitly stated.
Theorem 9.1. Let π1 be an irreducible admissible representation of
GU(V1), and π2 that of GU(V2). Assume that π2 = Θ(π1) is the theta
lift of π1 to GU(V2). Let ψ be a nondegenerate character of the unipo-
tent radical N of the Siegel parabolic P =MN of GU(V2) stabilizing a
maximal isotropic subspace W2 of V2. Assume that ψ corresponds to a
skew-hermitian form H on W2. Then an irreducible representation χ
of GU(W2) appears in π2,ψ as a quotient if and only if
(1) (H,W2) can be embedded in the skew hermitian space V1; let
W⊥2 denote the orthogonal complement of W2 sitting inside V1
through this embedding.
(2) The representation χ∨ of G[U(W2)×U(W⊥2 )] appears as a quo-
tient in the representation π1 of GU(V1) restricted to G[U(W2)×
U(W⊥2 )], where χ
∨ is obtained by pulling back the contragredient
of χ under the natural map G[U(W2)×U(W⊥2 )]→ GU(W2).
Example : The orthogonal group defined by the skew-hermitian form(
a 0
0 b
)
, for a, b ∈ D∗, tr(a) = tr(b) = 0,
defines an orthogonal group in four variables which is,
(1) GSOD(4) ∼= [D∗ ×GL2(k)]/k∗ if ab ∈ k∗;
(2) GSOD(4) ∼= [D∗E × k∗]/E∗ if ab ∈ E∗ (and not k∗), where E
is a quadratic extension of k, and DE is the unique quaternion
division algebra over E.
10. Proof of Conjecture 1 for representations arising
from Weil representation through GSO(4)
Most of the work to prove Conjecture 1 is already done. We re-
call the Langlands parameter of representations GSp4(k) arising from
theta correspondence from representations of GO(4), and then do the
necessary epsilon factor calculation to verify Conjecture 1 from results
proved in the last section.
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As recalled in the introduction, for a four dimensional quadratic
space V , GSO(V ) has the structure of one of the following groups:
(1) GSO(V s) ∼= (GL2(k)×GL2(k))/∆k∗.
(2) GSO(V a) ∼= (D∗ ×D∗)/∆k∗.
(3) GSO(V d) ∼= [GL2(E)× k∗]/∆E∗,
where ∆k∗ = k∗ sits as (t, t−1), and ∆E∗ = E∗ sits inside GL2(E)× k∗
via its natural embedding in GL2(E), and in k
∗ by the inverse of the
norm mapping.
In cases (1) and (2), an irreducible representation of GSO(V ) is a
tensor product of irreducible representations τ1 ⊠ τ2 where τ1 and τ2
are both irreducible representations of GL2(k) or of D
∗
k, and so have
Langlands parameters σ1 and σ2. The Langlands parameter of the
representation of GSp(4) arising from theta correspondence from an
irreducible representation of GO(V ) which restricted to GSO(V ) is
τ1 ⊠ τ2 in cases (1) and (2) is,
σ1 ⊕ σ2.
In case (3), an irreducible representation of GSO(V d) corresponds
to an irreducible representation τ of GL2(E) whose central character
is invariant under Gal(E/k), together with a character χ of k∗ such
that the central character of τ can be considered to be the character
of E∗ obtained from the character χ of k∗ through the norm mapping.
In this case, the Langlands parameter of the representation GSp4(k)
arising from theta correspondence from this representation of GO(V d)
is,
IndkEσ.
The epsilon factor ǫ(σ⊗IndkK(χ−1)) in cases (1) and (2) is simply the
product of the epsilon factors, ǫ(σ1⊗IndkK(χ−1)) and ǫ(σ2⊗IndkK(χ−1))
which by the theorem of Saito and Tunnell can be easily interpreted in
terms of the existence of the character χ of K∗ in the representations
τ1, τ2, making Theorem 1.4 a consequence of Corollaries 8.1 and 8.2.
Similarly in case (3), conjecture 1 is equivalent to Theorem 8.3.
These deductions have been made assuming of course that Θ(π) =
θ(π), which is true in particular when π is a supercuspidal representa-
tion. We use the methods of theta for exactly these representations,
except one more case when the representation of GSO(V s) is τ = τ1⊠τ2
with τ1 supercuspidal of trivial central character and τ2 the trivial rep-
resentation. In this case it is easy to see that the theta lift of τ is a
nongeneric representation of GSp4(k) which has no choice but to be the
nongeneric component of the principal series representation of GSp4(k)
induced from the representation (τ1|·|1/2, |·|−1/2) of the Siegel parabolic.
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In this case corollary 6 implies that the only characters χ : K∗ → C∗
for which there is a Bessel model for π = θ(τ) = Θ(τ) is the trivial
character if it appears in τ1 restricted to K
∗. This is exactly the con-
clusion that was desired at the end of Section 4.1, proving Conjecture
1 in this case.
Combining the results for irreducible principal series, reducible prin-
cipal series representations induced from supercuspidal representations
of the Siegel parabolic, completely reducible principal series represen-
tations (thus forming a single L-packet), twists of Steinberg, we are
left exactly with those reducible principal series arising out of super-
cuspidal representations of Klingen parabolic which have a non-trivial
self-twist, and whose Langlands parameters are of the form σ⊗ St2 for
a two dimensional representation of the Weil group of k with a non-
trivial self-twist. As these representations do not arise from GO(4), we
seem to be out of luck dealing with such representations, for which an
explicit suggestion about Bessel model was made at the end of Section
4.2.
11. Theorem 1.3
We next consider the case of the dual reductive pair (Sp(4),O(6))
where we will assume that O(6) is either split, or is a rank 1 form of
it. Thus GSO(6) will be one of the two groups:
(1) [GL4(k)× k∗]/{(z, z−2) : z ∈ k∗},
(2) [GL2(D)× k∗]/{(z, z−2) : z ∈ k∗}.
In this case we will be looking at the embedding of a two dimensional
space in a six dimensional space, say K →֒ K⊕K⊕H, a direct sum of
quadratic spaces, which gives an embedding of G[SO(K)×SO(K⊕H)]
inside GSO(K ⊕K ⊕H). We remind ourselves that
GSO(K ⊕H) ∼= [GL2(K)× k∗]/K∗,
where K∗ sits inside [GL2(K) × k∗] as (x,Nmx). Therefore there is a
natural embedding of G[SO(K)× SO(K ⊕H)] inside K∗ × [GL2(K)×
k∗]/K∗. We claim that under this embedding, the image of G[SO(K)×
SO(K⊕H)] insideK∗×[GL2(K)×k∗]/K∗ can be identified to [GL2(K)×
k∗]/k∗ where k∗ sits naturally as the scalar matrices in GL2(K), and
in k∗ through t→ t2. To prove this claim, note that there is a natural
map from [GL2(K) × k∗]/k∗ to [GL2(K) × k∗]/K∗, and therefore to
K∗ × [GL2(K) × k∗]/K∗ in which (X, t) goes to t−1 detX in K∗. It
is easy to check that this map is injective, and its image is exactly
G[SO(K)× SO(K ⊕H)].
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Using the identifications indicated above, the embedding of G[SO(K)×
SO(K⊕H)] inside GSO(K⊕K⊕H), becomes the standard embedding
of [GL2(K)× k∗]/k∗ inside [GL4(k)× k∗]/{(z, z−2) : z ∈ k∗}, or inside
[GL2(D) × k∗]/{(z, z−2) : z ∈ k∗} as the case may be, and further
the natural map from G[SO(K)× SO(K ⊕H)] = [GL2(K)× k∗]/k∗ to
K∗ = GSO(K) appearing in theorem 4 is nothing but (X, t) goes to
t−1 detX in K∗, and thus theorem 4 detects the appearance of one di-
mensional representations of GL2(K) as a quotient of a representation
of GL4(k) which arise from theta lifting from GSp4(k).
From the work of Gan and Takeda [6], it follows that a representation
of GL4(k) arises as a theta lift from GSp4(k) if and only if its Langlands
parameter belongs to the symplectic similitude group GSp4(C). By
the remark following theorem 4, as soon as a character of GL2(K)
appears as a quotient of a representation of GL4(k), the representation
of GL4(k) arises from theta lifting from GSp4(k), and therefore its
parameter belongs to the symplectic similitude group.
To get the finer assertion in Theorem 1.3 regarding the epsilon fac-
tors, one needs to just use the theorem about Bessel models for GSp4(k),
which is what we just proved in the earlier sections in odd residue
characteristic. In even residue characteristic, since Bessel models have
not been completely determined for ‘exceptional’ representations of
GSp4(k), same gap remains here.
We also note that as usual the methods of theta correspondence give
results only for those irreducible representations of GL4(k) which arise
as Θ(π) for an irreducible representation π of GSp4(k), therefore once
again we will use the methods of theta correspondence only for super-
cuspidal representations of GL4(k). Other representations of GL4(k)
for which there is a character of GL2(K) appearing in it as a quotient,
must arise from parabolic induction of an irreducible representation
of the (2, 2) parabolic (as their parameter is in GSp4(C)). If we are
dealing with non-discrete series but generic representation of GL4(k),
we can assume that the representation is a full induced representation
from an irreducible representation of the (2, 2) parabolic.
For the full induced representation from the (2, 2) parabolic sub-
group, the Mackey theory which answers questions about restriction of
an induced representation to a subgroup can be worked out easily as
the double coset,
GL2(K)\GL4(k)/P(2,2),
can be identified to GL2(K)-orbits on the set of subspaces W of V of
dimension 2 which is easily seen to consist of two orbits, one represented
by aW which is invariant underK, and the other which is not. We omit
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the details needed here for completing the proof of theorem 1.2, but
remind the reader that we have not been able to handle representations
of GL4(k) whose Langlands parameter is of the form σ1 ⊗ St2 for a
two dimensional parameter σ1 with a nontrivial self-twist; these are of
course the notorious generalized Steinberg representations.
We end this section by formulating the following general conjecture,
which is a modified form of a conjecture in [17].
Conjecture 2. Let D be a quaternion division algebra over a local
field k, K a quadratic separable algebra over k. Let π be an irreducible,
admissible, generic representation of GL2n(k) with central character
ωπ. Let χ be a character of K
∗, also considered as a character of
GLn(K) via the determinant map det : GLn(K) → K∗, such that
χn|k∗ = ωπ. Then the character χ of GLn(K) appears as a quotient in
π restricted to GLn(K) if and only if
(1) The Langlands parameter of π takes values in GSp2n(C) with
similitude factor χ|k∗.
(2) The epsilon factor ǫ(π ⊗ IndkK(χ−1)) = 1.
Similarly, assuming that π can be transferred to a representation
π′ of GLn(D), and that K is a quadratic field extension of k so that
GLn(K) embeds into GLn(D), the character χ of GLn(K) appears in
π′ restricted to GLn(K) as a quotient if and only if
(1) The Langlands parameter of π takes values in GSp2n(C) with
similitude factor χ|k∗.
(2) The epsilon factor ǫ(π ⊗ IndkK(χ−1)) = −1.
Remark 11.1. Multiplicity 1 of the trivial character of GLn(K) inside
an irreducible admissible representation of GL2n(k) was proved by J.
Guo in [10], but the multiplicity 1 of more general characters of GLn(K)
seems not to have been addressed in the literature.
Remark 11.2. There is a very related branching law (in that it also
involves root numbers of a symplectic representation which is a ten-
sor product of a two dimensional orthogonal representation with a
symplectic representation) which should be of considerable interest.
It is to describe those characters of U(n) factoring through SU(n)
which appear as a quotient in a representation of SO(2n + 1) where
U(n) →֒ SO(2n + 1), and the groups are defined over any local field.
We note that the dimension of SO(2n+1)/U(n) is the same as the di-
mension of SO(2n+1)/U where U is the unipotent radical of the Borel
subgroup of SO(2n+1), so by some heuristic ‘most’ representations of
SO(2n+ 1) may have a linear form invariant under U(n).
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12. Dual pairs involving division algebras: Archimedean
Case
Although it is not strictly necessary to discuss theta correspondence
in the Archimedean case for this work, but since the Archimedean theta
correspondence was at the source of the work in [27] which we will
complete in a later section, it seems appropriate to discuss it, specially
to bring out a difference in the Archimedean correspondence and the
non-Archimedean one.
We dual pairs (U(V ), U(W )) discussed in the last section without
any specific base field continue to hold good in the case when k = R,
and where the quaternion algebra is the Hamiltonian H. We recall that
over H a skew-Hermitian form of any rank is unique, and can be taken
to be
X¯1Xn + X¯2Xn−2 + · · ·+ X¯nX1.
The corresponding unitary group is conventionally written as O∗(2n);
it is a form of SO(2n), of real rank [n/2], and is a connected group.
Hermitian forms over H are classified by a signature, and up to iso-
morphism can be taken to be
X¯1iX1 + X¯2iX2 + · · · X¯piXp − X¯p+1iXp+1 − · · · − X¯niXn.
The corresponding unitary group is conventionally written as Sp(p, n−
p); it is a form of Sp(2n), of real rank min(p, n−p), and is a connected
group.
The theta correspondence between O∗(2n) and Sp(p, q) is considered
in detail in [15], and their main theorem can be succinctly stated as
follows:
Theorem 12.1. Denoting Gˆ the isomorphism classes of irreducible
Harish-Chandra modules for a real Lie group G, the theta correspon-
dence gives a bijection of sets relating obvious Harish-Chandra and
Langlands parameters, ⊔
p+q=n,n−1
Sˆp(p, q) −→ Oˆ∗(2n).
Remark 12.2. For our purposes, an explicit version of this theorem
for n = 2 will be what would be relevant, in which case O∗(4) ∼=
SU(2) × SL2(R). A discrete series representation of SU(2) × SL2(R)
is of the form Fn ⊠ D±m, for integers n > 0, m > 0, where Fn is the
finite dimensional representation of SU(2) of dimension n, and D±(m)
is a discrete series representation with highest (lowest) weight m + 1,
resp. −(m+ 1). Then the theorems of [15] imply that the theta lift of
Fn ⊠Dm to Sp(1, 1) is zero if n ≤ |m|. The representations Fn ⊠D±n
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arise from theta lift of Fn from Sp(1, 0) = Sp(0, 1) = SU(2), and the
representations Fn⊠Dm for n < |m| from the compact groups Sp(2, 0)
and Sp(0, 2).
Remark 12.3. As GO∗(4) = [D∗ × GL2(k)]/k∗, there is a curious
involution, call it ι, on the discrete series representations of this group
taking π1 ⊠ π2 to JL(π2) ⊠ JL(π1) where for a representation π of
D∗, JL(π) denotes the representation of GL2(k) obtained from π by
the Jacquet Langlands correspondence, and vice-versa. A consequence
of the previous remark is that for discrete series representations π of
O∗(4), for k = R, theta lift to Sp(1, 1) is nonzero for exactly one of the
representations π or ι(π), but that both of them might be nonzero in
the non-Archimdean case.
13. Discrete series over the reals
It is well-known that automorphic representations associated to holo-
morphic Siegel modular forms are not generic; that is, they fail to have
Whittaker models. It is also known that the genericity of such repre-
sentations specifically fails at the archimedean place. For this reason
it is desirable to determine when holomorphic discrete series represen-
tations posses Bessel models which seem to be the next best thing in
applications to L-functions [3, 4]. In the proof of our theorem in the
next paragraph we will use some results of Kolk and Varadarajan [14]
on invariant distributions. For the convenience of the reader, and for
ease of reference, we include a review of their results here.
13.1. A review of some results of Kolk and Varadarajan. The
heart of the matter in this paragraph is Proposition 13.2 followed by
Theorem 13.3. We refer the reader to the paper of [14] for historical
comments and various applications of Theorem 13.3.
13.1.1. Transverse symbol. Let X be a C∞ manifold of dimension n. If
E is a Fre´chet space, we let E ′ be its dual space provided with strong
dual topology. We write Dist(X ;E) := C∞c (X ;E)′ for the space of E-
distributions on X . For r ∈ Z≥0, an E-distribution T is said to be of
order ≤ r if for every compact set K ⊂ X there exist a constant C > 0,
a finite number of elements say D1, . . . , Dm ∈ D(r)(X) (differential
operators of order ≤ r), and a continuous semi-norm ν on E such that
for all f ∈ C∞c (K;E)
|〈T, f〉| ≤ C
∑
1≤j≤m
sup
x∈K
ν(Djf(x)).
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We write Dist(r)(X ;E) for the space of all such distributions. Now let
Y be a closed C∞ submanifold embedded in X and of dimension q.
Set p = n − q. Let DistY (X ;E) be the collection of E-distributions
with support in Y . If x ∈ Y , select an open neighborhood U of x and
local coordinates (t, u) = (t1, . . . , tp, u1, . . . , uq) on U such that Y ∩U is
{(t, u); t1 = · · · = tp = 0}. We say T ∈ Dist(X ;E) has transverse order
≤ r at x ∈ Y if there exits an open neighborhood U of x in X such that
〈T, f〉 = 0 if f ∈ C∞c (X ;E) satisfies V f |Y ∩U = 0 for all V ∈ D(r)(U).
We let Dist(r)Y (X ;E) be the linear space of such distributions.
We will now define a vector bundle M (r), the rth graded subspace
of the transverse jet bundle over Y . For any x ∈ Y , we let Ox be the
algebra of germs of C∞ functions around x, and D(r)x the Ox-module
of germs of differential operators of order ≤ r around x. Let V (r)x
be the Ox-submodule of D(r)x generated by products of ≤ r of germs
of vector fields around x for which at least one is tangent to Y . Set
I(r)x = D(r−1)x + V (r)x . It turns out that I(r)x is the stalk of a subsheaf
I(r) of D(r). Then we set M(r) = D(r)/I(r) with stalk at x denoted
by M(r)x . We write ∂ 7→ ∂ for the projection D(r)x → M(r)x . If we
have local coordinates (t, u) as above, then ∂
α
t with |α| = r forms a
free basis for the sections of M (r) around x. This shows that M(r) is
in fact a vector bundle on Y . We let M(r)′ be the dual bundle. We
observe that M(r) ⊗ Dist(Y ;E) ≃ Dist(Y ;M(r)′ ⊗ E). We can now
define the transverse symbol of an E-distribution supported on Y as
an M(r)′ ⊗ E-distribution living on Y . Let T ∈ Dist(r)Y (X ;E). Then
for each x ∈ Y there exist a neighborhood U of x and local coordinates
(t, u) as above, and uniquely determined distributions τα ∈ Dist(Y ;E)
for each α with |α| ≤ r such that on U
(1) T =
∑
|α|≤r
(−1)|α|τα∂αt .
The transverse symbol of T then is σ(T ) =
∑
|α|=r(−1)|α|∂αt ⊗ τα. The
symbol is uniquely determined and is independent of local coordinates.
Also the map σ(r) : Dist(r)Y (X ;E) → Dist(Y ;M(r)
′ ⊗ E) is injective
modulo Dist(r−1)Y (X ;E).
13.1.2. Invariant distributions. We will retain the notations and con-
ventions of the previous paragraph. Let H be a Lie group of C∞
diffeomorphisms of X which leave Y invariant. Assume that the ac-
tion of H on Y is transitive. Let H ′ ⊂ H be a closed subgroup, and
suppose we are given a differentiable action β of H ′ on E. Then it
makes sense to talk about E-distributions on X invariant under H ′.
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In applications, such as those considered in the next paragraph, it is
sometimes desirable to know when there are no invariant distributions
under H ′. Here we will concentrate on Dist(r)(X ;E)H′ for r ≥ 0 and
will study situations where this space is trivial. First observation is
that if Z ⊂ X is open and is H ′ invariant, then if we set U = Z ∩ Y ,
the set U is closed in Z and the map σ(r) defined on Dist(r)U (Z;E)H
′
will have its image in Dist(U ;M(r)′ ⊗E)H′ .
Now let F be any H-homogeneous C∞ vector bundle of finite rank
on Y , and let the action of H be α. Then we have a natural action
of H ′ on F ⊗ E. We first describe the structure of Dist(Y ;F ⊗ E).
Fix an arbitrary point x ∈ Y , and let W0 = Fx ⊗ E. Let W be the
trivial bundle over H whose fibers are isomorphic to W0. Let Hx be
the stabilizer of x. Suppose U is an H ′-invariant open set in Y , and
set V = π−1(U) where π : H → Y is given by h 7→ h.x. We define a
structure of H ′-module on Γ∞c (V ;W ) be setting
(h′.s)(h) = (id⊗ β)(h′)s(h′−1h),
h′ ∈ H ′, h ∈ H , and s ∈ Γ∞c (V ;W ). Also define δx be the R>0 valued
homomorphism on Hx given by | det(Ad|hx)|. Note that Γ∞c (V ;W ) has
the structure of an Hx module via
(R(ξ)s)(h) = (α⊗ id)(ξ)s(hξ)
for ξ ∈ Hx. Then we have the following theorem:
Theorem 13.1 (Theorem 3.2 of [14]). There exists an injective con-
tinuous mapping of H ′-modules
♯ : Dist(U ;F ⊗E)→ Dist(V ;W )
linear over C∞(Y ) satisfying δHx(ξ)
−1R(ξ) ◦ ♯ = ♯ for ξ ∈ Hx. Also
supp (♯τ) ⊂ π−1(supp τ).
Now assume that H ′ is normal in H , and set H ′x = H
′∩Hx. Define a
homomorphism χx : H
′
x → R by χx(ξ) = δH′(ξ)/δHx(ξ). Let Cx and C′x
be one dimensional H ′x-spaces determined by χx and χ
−1
x , respectively.
Also for each h ∈ H , set βh(h′) := β(hh′h−1). Now let V = H ′V be
open in H , and ζ ∈ Dist(V ;W )H′. Write V as a union of open sets
VM = H
′M with M a C∞ manifold in H which is an open subset of a
fixed closed submanifold.
Proposition 13.2 (Lemmas 3.6 and 3.7 of [14]). To each ζ ∈ Dist(VM ,W )H′
there corresponds a unique ω ∈ Dist(M ;W ) such that for all s ∈
Γ∞c (VM ;W ) we have
〈ζ, s〉 = 〈ωm,
∫
H′
(id⊗ β)(h′−1)s(h′m) dlh′〉.
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In particular, supp ζ = H ′.supp ω. If ζ satisfies δHx(ξ)
−1R(ξ)ζ = ζ for
all ξ ∈ H ′x, then ω satisfies
〈ω,w〉 = 〈ωm, χx(ξ)(α⊗ βm)(ξ)w(m)〉,
for all ξ ∈ H ′x and w ∈ Γ∞c (M ;W ).
Finally we have the following theorem:
Theorem 13.3 (Theorem 3.15 of [14]). Assume we are in one of the
following situations:
(1) The representation β extends to H (this includes H ′ = H);
(2) dimE <∞.
Suppose for all y ∈ Y, r ≥ 0, we have
(2) (M(r)y ⊗ E ′ ⊗ C′y)H
′
y = (0).
Then DistY (X ;E)H′ = (0). In fact, it suffices to assume the validity
of (2) for one element of every H ′-orbit in Y .
13.2. Discrete series for GSp(4,R) and inner forms. First we de-
scribe the discrete series representations of GL(2,R). Let η = |.|ssgnǫ,
ǫ = 0, 1, be any quasi-character of R×. Then for any positive integer
k, we have the following exact sequence of representations
0 −→ δ(η, k) −→ η|.|k/2sgnk+1 × η|.|−k/2 −→ ζ(η, k) −→ 0.
The representation ζ(η, k) is finite dimensional of dimension k. The
representation δ(η, k) is essentially square-integrable, and it is discrete
series if η is unitary.
We now deal with the group Sp(4,R). For every pair of integers (p, t)
with p > t > 0 one has a collection of four discrete series representations
of Sp(4,R) with the same infinitesimal character. We will denote these
by X(p, t), X(p,−t), X(t,−p), X(−t,−p). These representations can
be obtained from the Siegel parabolic subgroup with GL2(R) as the
Levi subgroup
ζ(|.|− p+t2 sgnp, p− t)⋊ 1։ X(p, t)⊕X(−t,−p)
and
δ(|.| t−p2 sgnp, p+ t)⋊ 1։ X(p,−t)⊕X(t,−p).
An essential point for us is the fact that the kernel of the first map
is a finite dimensional representation of Sp4(R), and therefore for cal-
culation of Bessel models, there is no difference between the principal
series and the sum X(p, t)⊕X(−t,−p). The representations X(p,−t)
and X(t,−p) are generic. For GSp(4,R), essentially square-integrable
representations, that is those irreducible representations Π whose re-
striction to Sp(4,R) contains a discrete series representation, will be
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called a discrete series representation of GSp4(R) (thus without requir-
ing the central character to be unitary).
The group GSp4(R) contains R
∗ · Sp4(R) as a subgroup of index
2, and every discrete series representation of GSp4(R) is obtained by
inducing a discrete series representation of R∗ · Sp4(R) which thus can
be parametrized as X(p, t; ξ) with ξ a character of R∗ such that ξ|±1
is the central character of the representation X(p, t) of Sp4(R). The
action of GSp4(R) on Sp4(R) interchanges X(p, t) with X(−t,−p), and
X(p,−t) with X(t,−p).
Given (p, t) with p > t > 0, and a character ξ : R∗ → C∗, let
Π1 be the generic representation of GSp4(R) with central character
ξ, and let Π2 be the other discrete series representation of GSp4(R)
with the same infinitesimal character. Let Π3 be the unique discrete
series representation of GSpH(4) with the same infinitesimal and central
character.
13.3. The result. For a given representation π, the Bessel functional
is a continuous linear functional on the space of smooth vectors V ∞π
in Vπ which comes equipped with its Fre´chet topology satisfying ap-
propriate invariance equations with respect to the Bessel subgroup.
Explicitly, let χ be a character of C× given by χ(reiθ) = χ1(r)e
inθ,
for some quasi-character χ1 of R
×
+. Given n and χ as above, we set
n(χ) = n. We identify C× with a subgroup of GL2(R), and D
×, by
sending z = a + ib 7→ t(z) :=
(
a b
−b a
)
. Define a subgroup R of
GSp4(R) by setting
R =

b(z; r, s, t) :=
(
t(z)
t(z)
)
1 s r
1 r t
1
1

 ; r, s, t ∈ R, z ∈ C×

 .
We now define a character χR of R by setting
χR(b(z; r, s, t)) = χ(z)e
2πi(s+t).
There is a closely related subgroup RD of GSpD(4). One defines a
similar character of RD, again denoted by χR. We say a continuous
functional λ on V ∞π is a χ-Bessel functional if it satisfies
λ(π(r)v) = χR(r)λ(v),
for all v ∈ V ∞π and r ∈ R. We define χ-Bessel functionals for represen-
tations of GSpD(4) similarly.
In the following theorem we are interested in the existence of Bessel
functionals for the representations Πi.
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Theorem 13.4. Let χ be a character of C× as above, and let {Π1,Π2,Π3}
be a Vogan packet associated with a pair of integers (p, t) subject to
p > t > 0, in such a way that χ|R× is the same as the central character
of Π1. Then exactly one of the representations Πi, 1 ≤ i ≤ 3, has a
χ-Bessel model. More precisely
(1) Π1 has the model if and only if |n(χ)| > p+ t;
(2) Π2 has the model if and only if |n(χ)| ≤ p− t; and
(3) Π3 has the model if and only if p− t < |n(χ)| ≤ p+ t.
In each case the space of the functionals is one dimensional.
A few remarks are in order. The theorem is of course the Gross-
Prasad conjecture for discrete series representations of GSp4(R) though
we will not check the condition on local epsilon factors. We observe
that the parity of n(χ) is opposite that of p + t and p − t. Theorem
13.4 completes the work [27]. We recall that [27] proved the exis-
tence of Bessel functionals using global theta correspondence. It may
be desirable to find a direct local proof of the existence theorem as in
Wallach’s paper [30]. The paper [30] applies directly to the case of holo-
morphic representations of GSp4(R), or discrete series representations
of GSpD(4), which are induced from finite dimensional representations
of Levi subgroups (corresponding to the Siegel parabolic), and yields
the desired result in these cases. (As already noted for GSp4(R), these
discrete series representations can be obtained as quotients of princi-
pal series representations for which the kernel is a finite dimensional
representation, so does not matter for calculation of the Bessel models.)
Proof of Theorem 13.4. In the rank one situation the results follow
from Wallach’s results. The same is true of holomorphic discrete se-
ries representations as such representations are quotients of inductions
from finite dimensional representations. It remains to deal with the
generic discrete series representations. The sufficiency of the condition
is one the main results of [27]. We just need to verify the necessity
of the conditions. Here as in [31], we will use the results of Kolk and
Varadarajan. Our result will follow from the following claim:
Claim. Suppose the Π is a quotient of the Ind(π|P,G) with π an ir-
reducible representation of GL(2). Then if Π has a χ-Bessel func-
tional, there is a continuous functional λ on V ∞π satisfying λ(π(t(z))v =
χ(z)λ(v) for all v ∈ V ∞π , z ∈ C×; such linear forms will be called Wald-
spurger functional.
Suppose π acts on a space Vπ. By the definition of an induced repre-
sentation, a Bessel functional on Ind(π|P,G) defines a distribution T on
the space of Vπ valued Schwartz functions on G = GSp4(R) satisfying
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(1) T (LpF ) = T (π(p)
−1F ), for p ∈ P
(2) T (RrF ) = θ(n)χn(t)T (F ), for r = nt ∈ R.
Consider the Bruhat decomposition of G as P×P double cosets written
as
G = P ∪ Pw1P ∪ Pw2P,
with Pw2P the unique open cell. The element w1 can be represented
by the following matrix
w1 =


1
1
1
−1

 .
The idea here is to show first that T restricted to the open cell is
non-zero.
Step 1. First step is to show that T restricted to the open set Pw1P ∪
Pw2P is non-zero. If it were zero, then T would be supported on P . We
will show that there are no distributions supported on P satisfying the
invariance properties. In fact we do not need the entire group P × R;
P ×N is sufficient. We note that P ×N acts transitively on P , and we
can use the Vanishing Theorem 13.3. In the notation of that theorem
set x = e. Hence H ′e = {(n, n)|n ∈ N}. A nice transversal Lie algebra
for P at e can be taken to be L0 = Lie(N ). It is then not hard to see
that H ′e acts trivially on M
(r)′
e . Also the character χe is trivial. It is
then clear that as the character θ is non-trivial, we get
(M(r)′e ⊗ V ′π ⊗ C)H
′
e = (0).
The vanishing theorem now gives us the result.
Step 2. We now consider the restriction of T to the open set Pw1P ∪
Pw2P . We would like to show that the restriction of T to Pw2P
is non-zero. We show that there are no distributions supported on
Pw1P satisfying the invariance properties. Here too we just need to
use P × N , but unfortunately the Vanishing Theorem 13.3 does not
apply directly as the action of P × N is not transitive on Pw1P ; π
is not finite dimensional; and the action of P × N does not extend
to P × P . We can however use Proposition 13.2. Here H = P × P ,
and H ′ = P × N . We let x = w1. A nice transversal Lie algebra for
Pw1P = Pw1(P ∩w−11 Nw1) at w1 will be L0 = Lie(N∩w−11 Nw). Then
Hw1 = {(p, w−11 pw1)|p ∈ P ∩ w1Pw−11 }. Then action of an element of
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Hw1, say (p, w
−1
1 pw1), on the Lie algebra of G is given by Ad(w
−1
1 pw1).
Then H ′w1 = {(p, w−11 pw1)|p ∈ P ∩ w1Nw−11 }. In coordinates
H ′w1 =






1 r s 0
1 0 0
1
−r 1

 ,


1 s −r
1 −r 0
1
1



 ; r, s ∈ R


Again H ′w1 acts trivially on M(r)
′
w1 . We will show that the only distri-
bution ω that satisfies Proposition 13.2 is the zero distribution. In the
notation of Proposition 13.2, set
Lξ(m) = id− (α⊗ βm)(ξ)
for ξ ∈ H ′w1. We will think of ξ as a pair of unipotent matrices as above.
Let L be the Levi factor of P . We claim that for any compact set
K ⊂ L, there is ξ ∈ H ′w1 such that for all m ∈ K, the operator Lξ(m)
is invertible. This will prove the assertion about ω. Indeed, we know by
Proposition 13.2 that 〈ωm, Lξ(m)f(m)〉 = 0 for all ξ ∈ H ′x. Suppose an
arbitrary F ∈ Γc(M,W ) is given. Choose ξ so that for allm ∈ SuppF ,
the operator Lξ(m) is invertible. Set f(m) = Lξ(m)
−1F (m). Then
〈ωm, F (m)〉 = 〈ω, Lξ(m)f(m)〉 = 0.
Hence we have to prove the claim about the invertibility of Lξ(m).
Again it is not hard to verify that α(ξ) is trivial. Hence Lξ(m) is of
the form id− id⊗X for an operator X . It is easy to see that for such
an operator to be invertible it is sufficient that X − id is invertible. In
our case, X = βm(ξ). We set r = 0. Then we get
X − id =
(
ψ
(
tr
(
s 0
0 0
)
λ−1ggt
)
− 1
)
id
whenever m =
(
g
λg−t
)
∈ L. If g =
(
a b
c d
)
, then we get
X − id = (ψ (sλ(a2 + b2))− 1) id.
Clearly for each g, a2 + b2 6= 0. We just need to choose s so that for
each each λ, g, 0 < |sλ(a2 + b2)| < 1. This is possible as the set K is
compact.
Step 3. The above two steps show that the restriction of T to Pw2P =
Pw2N is a non-zero distribution. Note that P ×N acts transitively on
Pw2N . So in the notation of Proposition 13.2, we set H
′ = H = P×N ,
and M = {e}. The space of Vπ-valued functions on the singleton is
the same of Vπ. Hence the collection of distributions on this space is
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canonically isomorphic to V ′π. Consequently Proposition 13.2 implies
that there is a continuous functional λ on Vπ such that
T (f) =
〈
λ,
∫
P
∫
N
σ−1(p)θ(n)f(pwu) dl(p) dn
〉
.
Note that this makes sense as the inner integral is in fact a vector in Vπ.
In order for T (f) to be invariant under the torus in R, the functional
λ has to be a χ-Waldspurger model for π. This shows that if π does
not have a χ-Waldspurger functional, then Π does not have a χ-Bessel
functional.
Step 4. Suppose we have two different Bessel functionals, and we
consider the associated distributions T1, T2. By the above step there
are two Waldspurger functionals λ1, λ2 corresponding to T1, T2, re-
spectively. By the uniqueness of Waldspurger functionals, there is a
constant c such that λ2 = cλ1. Now we consider the distribution
T = T2 − cT1. This is a distribution satisfying the same invariance
properties, and further T |Pw2P ≡ 0. Consequently, T = 0.
This finishes the proof of the theorem 13.4.

Remark 13.5. This proof, especially the “inductive” process on the
dimension of the double cosets, is by now fairly standard in harmonic
analysis on Lie groups. Compare Step 1 and 2 of the proof with Propo-
sition 2.10 of [26]. In the rank one case, Shalika had outlined this
argument to one of the authors back in 2002. Also see [30, 31].
14. The global correspondence for the dual pair
(GSp,GO)
We now turn to the global setting. Following [11] we describe the
theta correspondence for the dual pair (GSp,GO). Let F be a number
field and letW, 〈 . 〉 (resp. V, ( . )) be a non-degenerate symplectic (resp.
orthogonal) vector space over F with dimFW = 2n (resp. dimFV =
m). Let G = GSp(W ) and H = GO(V ). Also let W = V ⊗W and
〈〈 . 〉〉 = ( . )⊗ 〈 . 〉, so that G and H form a dual reductive pair in the
similitude group GSp(W). More precisely, we may view GSp(W ) (resp.
GSp(W)) as acting on W (resp. W) on the right. Then, if h ∈ GO(V )
and g ∈ GSp(W ), we define i(g, h) ∈ GSp(W), by (v ⊗ w).i(g, h) =
h−1v ⊗ wg. Note that if ν denotes the similitude character for the
various groups involved, then ν(i(g, h)) = ν(g)ν(h)−1. Let
R = {(g, h) ∈ G×H | ν(g) = ν(h) },
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so there is a natural homomorphism i : R → Sp(W). Note that if we
let G1 = Sp(W ) and H1 = O(V ), then G1 ×H1 ⊂ R.
From now on assume that m = dimFV is even, and fix a non-trivial
character ψ of A = AF trivial on F . Let W = W1⊕W∨1 denote a com-
plete polarization of the symplectic space W . Let ω = ωψ denote the
usual action of G1(A) on the Schwartz-Bruhat space S((V ⊗W∨1 )(A))
of (V ⊗W∨1 )(A). For h ∈ H(A) and ϕ ∈ S((V ⊗W∨1 )(A)), let
L(h)ϕ(x) = |ν(h)|−mn/2ϕ(h−1x).
Since (det h)2 = ν(h)m, these operators are unitary with respect to the
natural pre-Hilbert space structure on the Schwartz-Bruhat functions.
Note that the actions of G1(A) and H1(A) on S((V ⊗W∨1 )(A)) com-
mute, and are the usual ones associated to the dual pair (G1, H1). On
the other hand, it is not difficult to check the following lemma:
Lemma 14.1. For g1 ∈ G1(A) and h ∈ H(A),
L(h−1)ω(g1)L(h) = ω(
(
1
ν(h)−1
)
g1
(
1
ν(h)
)
).
Next, observe that we have an isomorphism G1 ×H→˜R given by
(g1, h) 7→ (g1.
(
1
ν(h)
)
, h),
whose inverse is given by
(g, h) 7→ (g.
(
1
ν(h)−1
)
, h).
Thus, we obtain a representation, again denoted by ω, of the group
R(A) on S((V ⊗W∨1 )(A)), given by
ω(g, h)ϕ(x) = ω(g1).L(h)ϕ(x)
where g = g1.
(
1
ν(g)−1
)
. Note that the restriction of ω to the
subgroup G1(A)×H1(A) is just the usual action of the dual pair.
For (g, h) ∈ R(A) and ϕ ∈ S((V ⊗W∨1 )(A)), let
θ(g, h;ϕ) =
∑
x∈(V⊗W∨
1
)(F )
ω(g, h)ϕ(x).
It is then well-known that θ(g, h;ϕ) is invariant under R(F ). For ϕ ∈
S((V ⊗W∨1 )(A)) and a cusp form f ∈ A0(H), consider the integral
θ(f ;ϕ)(g) =
∫
H1(F )\H1(A)
θ(g, h1h;ϕ)f(h1h) dh1
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where h ∈ H(A) is any element such that ν(g) = ν(h) and dh1 is a
Haar measure on H1(F )\H1(A).
It is easy to check that the integral defining θ(f ;ϕ) is absolutely
convergent and is independent of the choice of h. One can also check
that θ(f ;ϕ) is left-invariant under
{γ ∈ G(F ) | ν(γ) = ν(γ′), for some γ′ ∈ H(F )}.
As far as the central characters are concerned, it’s not hard to see that
if the central character of f is χ, then the central character of θ(f ;ϕ)
is χ.χnV , where χV (x) = (x, (−1)m/2 det V ) is the quadratic character
associated to V , and therefore for n even, the central character of
θ(f ;ϕ) is χ.
Remark 14.2. One usually defines θ(f ;ϕ)(g) by integration onH1(F )\H1(A)
for H1 = O(V ). However, if f belongs to an automorphic representa-
tion of GO(V )(A) which does not remain irreducible when restricted
to GSO(V )(A), then the space of automorphic functions on GSp(W )
defined by
θ0(f ;ϕ)(g) =
∫
H1,0(F )\H1,0(A)
θ(g, h1h;ϕ)f(h1h) dh1
with H1,0 = SO(V ), is the same space of functions as those obtained as
θ(f ;ϕ)(g). We will use this well-known observation, and use θ0 instead
of θ in what follows.
14.1. Bessel Models. We recall the notion of Bessel model introduced
by Novodvorsky and Piatetski-Shapiro [16]. For a symmetric matrix
S ∈ GL(2, F ), define a subgroup T = TS of GL(2) by
T = {g ∈ GL(2) | tgSg = det g.S}.
We consider T as a subgroup of GSp(4) via
t 7→
(
t
det t. tt−1
)
.
Let us denote by U the subgroup of GSp(4) defined by
U =
{
u(X) =
(
I2 X
I2
)
|X = tX
}
.
Finally, we define a subgroup R of GSp(4) by R = TU .
Let ψ be a non-trivial character of F\A. Define a character ψS on
U(A) by ψS(u(X)) = ψ(tr (SX)) for X =
tX ∈ M2(A); as S will
be fixed throughout, we abbreviate ψS to ψ. Let χ be a character
of T (F )\T (A). Denote by χ ⊗ ψ the character of R(A) defined by
(χ⊗ ψ)(tu) = χ(t)ψ(u) for t ∈ T (A) and u ∈ U(A).
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Let π be an automorphic cuspidal representation of GSp4(A) realized
on a space Vπ of automorphic functions. We assume that
(3) χ|A× = ωπ.
Then for ϕ ∈ Vπ, we define a function B(ϕ, g) on GSp4(A) by
(4) B(ϕ, g) =
∫
ZARF \RA
(χ⊗ ψ)(r)−1.ϕ(rg) dr.
We say that π has a global Bessel model of type (S, χ, ψ) if for some
ϕ ∈ Vπ, the function B(ϕ, g) is non-zero. In this case, the C-vector
space of functions on GSp4(A) spanned by {B(ϕ, g) |ϕ ∈ Vπ} is called
the space of the global Bessel model of π. We abbreviate B(ϕ, e) to be
B(ϕ).
Let µ : W1 → V be a homomorphism of vector spaces such that the
quadratic form on V restricted to W1 via µ is the quadratic form on
W1 with respect to which the Fourier coefficients is being calculated
on GSp(W ), i.e., the symmetric matrix S in the notation above, but
now we prefer to do things in a co-ordinate free way. Let GO(W1)
+
be the subgroup of GO(W1) consisting of those elements for which the
similitude factor is the similitude factor of an element of GO(V ). (It is
understood that the quadratic form on W1 arises from a µ : W1 → V
which is fixed.) In our applications, GO+(W1) = GO(W1).
A map µ : W1 → V will be identified to a (F -valued) point of
V ⊗W∨1 , also denoted by µ, and therefore for a function f ∈ S((V ⊗
W∨1 )(A)), it makes sense to consider f(µ), as well as L(h)f(µ) for any
h ∈ [GO(V ) × GL(W1)](A). Let O(W⊥1 ) be the subgroup of O(V )
acting trivially on µ : W1 → V . It is a standard calculation that in the
summation defining the theta function, θ(ϕ) =
∑
µ:W1→V
ϕ(µ), only
those µ’s contribute to the Fourier coefficient we are looking at for
which the quadratic form on V restricts to the desired quadratic form
onW1. Since such embeddings µ : W1 → V are conjugate under SO(V )
with stabilizer SO(W⊥1 ), for an automorphic form f on GSO(V )(A),
ϕ ∈ S((V ⊗W∨1 )(A)), and χ an automorphic form on GSO(W1)(A)
Bχ,µ(θ
0(f ;ϕ)) =
∫
SO(W⊥
1
)(A)\SOV (A)
Λµ(f, χ)(h)L(h)ϕ(µ) dh,
where h ∈ SO(V )(A), and
Λµ(f, χ)(h) =
∫
A×GSO(W1)\GSO(W1)(A)
[∫
SO(W⊥
1
)\SO(W⊥
1
)(A)
f(δh(g)h)dδ
]
χ(g)dg
=
∫
A×G[SO(W⊥
1
)×SO(W1)](F )\G[SO(W⊥1 )×SO(W1)](A)
f(δh(g)h)χ(g) dδ dg,
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where h(g) ∈ GSO(V )(A) has similitude factor ν(g), preserves the
embedding µ : W1 → V , and acts as g on W1; we have (δ, g) ∈
G[SO(W⊥1 ) × SO(W1)] ⊂ GSO(W⊥1 ) × GSO(W1). For sake of ex-
plicitness, we record the following simple lemma needed for the last
equality above.
Lemma 14.3. Let G be an algebraic group over a number field F , and
N a normal subgroup, with H = N\G. Then for appropriate choice of
Haar measures, the following holds for appropriate choice of functions
f on G(F )\G(A)∫
H(F )\H(A)
∫
N(F )\N(A)
f(ng)dndg¯ =
∫
G(F )\G(A)
f(g)dg.
The following theorem is now immediate by standard arguments:
Theorem 14.4. Let V be an even dimensional non-degenerate qua-
dratic space over a global field F , and µ : W1 → V a linear map giving
rise to a non-degenerate quadratic form on W1 making it possible to
speak of µ-th Fourier coefficient of an automorphic form on GSp(W1⊕
W∨1 ), and hence given an automorphic form χ on GO(W1)(A), one
can define the Bessel coefficient Bχ,µ(F ) for an automorphic form F
on GSp(W1 ⊕ W∨1 ). Given an automorphic cuspidal representation
ρ of GO(V ), there is a f ∈ ρ and ϕ ∈ S((V ⊗ W∨1 )(A)) such that
Bχ,µ(θ(f ;ϕ)) 6= 0 if and only if there is f ∈ ρ such that Λµ(f, χ) 6= 0.
Just as in the local case, the following diagram allows one to identify
(E∗ × E∗)/∆F ∗ inside (D∗ × D∗)/∆F ∗ as the subgroup G[SO(E) ×
SO(E)] inside GSO(D) = GSO(E ⊕ E)
[E∗ × E∗]/∆(F ∗)
∼=
uujj
jj
jj
jj
jj
jj
jj
j
))T
TT
TT
TT
TT
TT
TT
TT
G[SO(E)× SO(E)] (D∗ ×D∗)/(∆F ∗)
Therefore the integral∫
A×G[SO(W⊥
1
)×SO(W1)](F )\G[SO(W⊥1 )×SO(W1)](A)
f(δh(g))χ(g) dδ dg,
becomes a product of two toral integrals on E∗A∗F\A∗E on which the
theorem of Waldspurger applies, yielding Theorem 1.5 of the introduc-
tion. In the case where the dual pair involves division algebras one
can prove a similar theorem. The proof carries over in an essentially
verbatim manner.
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15. Global implies local
Suppose we want to show that a given representation πw of GSp4(k)
has a specific Bessel model λw. One way to show is to prove that
there is an automorphic cuspidal representation Π = ⊗vΠv of GSp4(A)
with a non-zero global Bessel functional Λ = ⊗vΛv in such a way that
Πw = πw and Λw = λw. As not all local representations πw arise as the
local component of an automorphic representation, this is not always
possible but in some situations works quite well. For example if w is a
real place, and πw is a discrete series representation, then it is the image
of local theta correspondence from a discrete series representation of
an orthogonal group GO(4). Then since discrete series representations
of GO(4) can be globalized to automorphic cuspidal representations,
we can use global theta correspondence to construct candidates for
Π. Then one uses results on non-vanishing of L-functions of GL(2)
representations to show that Π has global Bessel models with desired
local properties. See [27] for details. Let us explain how this procedure
works in the non-archimedean situation, assuming that the theorem
about Bessel models has been proved in the Archimedean case, as well
as for principal series representations. For this we follow the method of
[18] and [19] to deduce the local theorem from the global theorem. Thus
we give ourselves a local field k, a number field F , a non-archimedean
place v of F such that Fv ∼= k, a quadratic extension E of F such
that k ⊗F E = K. Let Πv be a cuspidal representation on GSp4(k),
and χv a character of K
∗ considered as a character of R(k) = K∗N(k)
extending a character ψv on N , such that HomR[πv, χv] 6= 0. Assume
that Πv comes as a theta lift of a representation τv of GSO4(k). We
globalize τv to an automorphic representation τ on GSO4(A) which is
unramified at all finite places outside v. This is standard. Then we
construct the automorphic form Π on GSp4(k) to be the theta lift of
τ .
By [18, 19], there exists a Gro¨sssencharacter χ on A∗E with local
component χv at a place of E above v of F , such that the map taking
f ∈ Π to ∫
R(F )A∗
F
\R(AF )
f(g)χ−1(g)dg,
is not identically zero. By our global theorem, the period integrals,
∫
E∗A∗
F
\A∗
E
f1(g)χ
−1(g)dg,
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and ∫
E∗A∗
F
\A∗
E
f2(g)χ
−1(g)dg
on Π1 and Π2 respectively are not identically zero. This implies by
Waldspurger’s theorem that
L(
1
2
, BCE(Π1)⊗ χ−1) 6= 0,
and
L(
1
2
, BCE(Π2)⊗ χ−1) 6= 0.
In particular the global root number of these L-functions is 1:
1 = ǫ(
1
2
, BCE(Π1)⊗ χ−1) =
∏
w
ǫw,
and
1 = ǫ(
1
2
, BCE(Π2)⊗ χ−1) =
∏
w
ǫ′w,
which as all the other epsilon factors away from the chosen one at v
are equal to 1, we find that
ǫv(BCE(Π1)⊗ χ−1) = 1,
and
ǫv(BCE(Π2)⊗ χ−1) = 1,
proving the local result as a consequence of the corresponding global
theorem. This was a case where both local and global results could
be proved by means of theta correspondence. However, the method
acquires teeth in contexts where global results are available without
local facts, such as in residue characteristic 2.
16. Bo¨cherer, global Gross-Prasad, and the Ichino-Ikeda
conjecture
We begin with the following conjecture of Bo¨cherer:
Conjecture 3. Let Φ be a holomorphic cuspidal Siegel eigenform of
degree two and weight k with respect to Sp4(Z). Let
Φ(Z) =
∑
T>0
a(T,Φ) exp(2π
√−1tr(TZ))
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be its Fourier expansion. For a fundamental discriminant −D, i.e. a
discriminant of an imaginary quadratic field Q(
√−D), let
BD(Φ) =
∑
{T | det(T )=D
4
}/∼
a(T,Φ)
ǫ(T )
,
where ∼ denotes the equivalence relation defined by T1 ∼ T2 when T1 =t
γT2γ for some γ ∈ SL2(Z) and ǫ(T ) = #{γ ∈ SL2(Z) | tγTγ = T}.
Then there exists a constant CΦ which depends only on Φ such that
L(
1
2
, πΦ ⊗ χD) = CΦ.D−k+1.|BD(Φ)|2,
where πΦ is the automorphic representation of GSp4(AQ) associated
with Φ, χD is the quadratic character of A
×
Q associated with Q(
√−D)
and the left hand side denotes the central critical value of the quadratic
twist by χD of the degree four Spinor L-function for πΦ.
This is a natural generalization of a well-known theorem of Wald-
spurger [29] for modular form on the upper half plane to the case of the
Siegel cusp forms. Bo¨cherer proved this assertion in the cases of the
Klingen Eisenstein series and the Saito-Kurokawa lifting in [1]. Later
he and Schulze-Pillot proved this in the case of the Yoshida lifting in
[2]. More recently Furusawa and Shalika have started investigating this
conjecture from a different angle [4]. Their approach to the problem
is to generalize Jacquet’s relative trace formula for GL(2) to GSp(4).
Jacquet had used his GL(2) relative trace formula to give another proof
for the theorem of Waldspurger mentioned above.
Here is the global form of the conjecture of Gross and Prasad in this
context.
Conjecture 4. For a globally generic cuspidal automorphic represen-
tation Π of GSp4(AF ), E a quadratic extension of the global field F ,
and χ a Gro¨ssencharacter of A×E such that χ restricted to A
∗
F is the
central character of Π, we have:
(5) L(
1
2
,Π⊗ indFE(χ−1)) 6= 0
if and only if there exists a triple (D,ΠD,ΨD), where D is a central
simple quaternion algebra over F containing E, ΠD is a cuspidal auto-
morphic representation of GD, an inner form of GSp4(F ) defined using
D, which corresponds to Π in the functorial sense, and ΨD is a cusp
form in the space of ΠD such that
(6)
∫
A
×
F
RD(F )\RD(AF )
ΨD(r)τ
−1(r) dr 6= 0.
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Here RD denotes the Bessel subgroup of GD and τ is the character of
RD(AF ) = A
∗
E ·N(AF ) which is χ on A∗E, and ψ on N(AF ).
Remark 16.1. The global Gross-Prasad conjecture for Bessel models
for generic representations of PGSp4 has been proven by Ginzburg,
Jiang and Rallis in [7].
We now observe that Bo¨cherer’s conjecture is a refinement of the
global Gross-Prasad conjecture in our context. In order to see this, we
recall that there is a a result of Sugano according to which for the torus
TD defined by Q(
√−D), the period integral∫
A
×
Q
RD(Q)\RD(AQ)
ΨD(r)τ
−1(r)dr
is essentially BD(Φ) of Bo¨echerer’s conjecture. For a modern formula-
tion of Sugano’s result, see [3].
16.1. Ichino-Ikeda. Generalizing Waldspurger, Ichino-Ikeda [13] have
made a very precise conjecture about period integrals thus refining the
Gross-Prasad conjecture. The precise conjecture of Ichino-Ikeda is re-
markable for its elegance and simplicity. In essence, what it says is
that when there are multiplicity one theorems, any two invariant linear
forms must be scalar multiples of each other. One of the invariant linear
forms that one takes is the period integral, and the other is defined as
a product of linear forms, ℓ = ⊗ℓv, on π = ⊗πv through matrix coeffi-
cients of representations πv involved. Since most of these constructions
are unique only up to isomorphism (a scaling), one needs subtle care
to come up with an expression which is independent of all choices,
and then one can meaningfully compare the two linear forms, and the
suggestion of Ichino-Ikeda is that with this care taken, the scaling is
essentially the L-function that appears in the Gross-Prasad conjecture
besides some simple factors. We make their suggestion precise in our
context.
Let π ∼= ⊗πv be a cuspidal automorphic representation of G(A) =
GSp4(A). Assume that π is a unitary representation on which the
hermitian form comes from a fixed realization of π as a space of auto-
morphic forms on G(A). Assume that πv also are unitary, and that the
unitary structure on πv yields a unitary structure on π = ⊗πv which is
the same as the one coming from the automorphic realization of π.
Corresponding to an element ϕv ∈ πv, define a matrix coefficient of
πv by
Φϕv ,ϕv(g) =< gϕv, ϕv > .
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Let R be the Bessel subgroup of G as in the previous sections, and
let χ =
∏
v χv be a character on R(A) as before. Define local period
integrals to be,
Iv(ϕv, χv) =
∫
k∗v\R(kv)
Φϕv ,ϕv(r)χ
−1
v (r)drv.
This requires fixing Haar measures drv on k
∗
v\R(kv). We assume that
they are arbitrarily fixed so that one can speak of Haar measure on
A∗F\R(AF ). Let dr be the Tamagawa measure on A∗F\R(AF ). Define
a constant C0 by dr = C0
∏
v drv. The following conjecture, besides
possible inaccuracies, should be taken to be due to Ichino and Ikeda.
Conjecture 5. With the notation as above, let ϕ = ⊗ϕv ∈ ⊗πv be a
cusp form on G(A). Then∣∣∣∫
A∗
F
R(F )\R(AF )
ϕ(r)χ−1(r)dr
∣∣∣2∫
A∗
F
G(F )\G(AF )
|ϕ(g)|2dg = C02
βζS(2)ζS(4)P S(π, χ−1,
1
2
)
∏
v∈S
|Iv(ϕv, χv)|2
< ϕv, ϕv >
,
where S is a finite set of finite primes, the superscript such as in ζS
means removal of the Euler factors at places in S, dg is the Tamagawa
measure on A∗FG(F )\G(AF ), and the constant C0 has been defined ear-
lier, β is a non-negative integer ≤ 2, and
P S(π, χ−1, s) =
∏
v 6∈S
Lv(s, π ⊗ Indχ−1)
Lv(s+
1
2
, π, Ad)Lv(s+
1
2
, χ)
.
Remark 16.2. One of the crucial inputs for the Ichino-Ikeda formula-
tion is the convergence of the local period integral, say for unramified
representations whose Satake parameters belong to certain half-space,
and its calculation; in our case, we should be getting
Iv(ϕv, χv) = ζv(2)ζv(4)
Lv(s, π ⊗ Indχ−1)
Lv(s+
1
2
, π, Ad)Lv(s+
1
2
, χ)
,
but we have neither proved the convergence, nor done this calculation
here.
Remark 16.3. To conclude Bo¨cherer’s conjecture from Ichino-Ikeda,
one will need to prove that for unramified representations πv of GSp4(kv),
with ϕv a spherical vector, Iv(ϕv, χv) has a simple dependence on the
subgroup K∗v , and the character χv on it.
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