Multiplicity of positive solutions to a p-Laplacian equation involving critical nonlinearity  by Alves, C.O. & Ding, Y.H.
J. Math. Anal. Appl. 279 (2003) 508–521
www.elsevier.com/locate/jmaa
Multiplicity of positive solutions to a p-Laplacian
equation involving critical nonlinearity ✩
C.O. Alves a,∗ and Y.H. Ding b
a Departamento de Matemática, Universidade Federal da Paraíba, 58100-970 Campina Grande, PB, Brazil
b Institute of Mathematics, AMSS, Chinese Academy of Sciences, 100080 Beijing, PR China
Received 14 March 2002
Submitted by H. Gaussier
Abstract
In this paper we deal with multiplicity of positive solutions to the p-Laplacian equation of the type
−div(|∇u|p−2∇u)=µuq−1 + up∗−1, u ∈W1,p0 (Ω),
where Ω ⊂ RN is a bounded domain, N  p2, 2  p  q < p∗, p∗ = Np/(N − p), and µ is a
positive parameter. We prove that there exists µ∗ > 0 such that, for each µ ∈ (0,µ∗), the equation
has at least catΩ(Ω) positive solutions.
 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction and the main result
This paper is concerned with the multiplicity of solutions to the following nonlinear
p-Laplacian equation:
(Pµ)


−∆pu= µuq−1 + up∗−1, x ∈Ω ,
u(x) > 0, x ∈Ω ,
u(x)= 0, x ∈ ∂Ω ,
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C.O. Alves, Y.H. Ding / J. Math. Anal. Appl. 279 (2003) 508–521 509where Ω is a smoothly bounded domain of RN , ∆pu= div(|∇u|p−2∇u), 1 <p <N , µ is
a positive parameter, and p∗ =Np/(N − p).
The study of such a kind of problems has received considerable attention in last years.
After the well-known results of Brézis and Nirenberg [8], who investigated (Pµ) in the case
p = q = 2, a lot of problems involving critical growth in bounded and unbounded domains
have been considered, see, for example, Struwe [16], Garcia Azorero and Peral Alonso
[9,10], Bahri and Coron [4], Gueda and Veron [11], Rey [15], Benci and Cerami [5],
Lazzo [12], Noussair et al. [13], Alves [1], Alves et al. [2], and references therein. The
problems aroused the interest of all due to the lack of compactness in the inclusion of
W
1,p
0 (Ω) in L
p∗(Ω), hence, the associated energy functionals do not satisfy in general the
Palais–Smale condition.
We recall, in particular, that in [9] it was proved that (Pµ) has a solution if p = q ,
p2  N and µ ∈ (0, λ1), where λ1 is the first eigenvalue of the p-Laplacian; and in [10],
among the results, a nontrivial solution in W 1,p0 (Ω) (not necessary nonnegative) was ob-
tained for the equation −∆pu= µ|u|q−2u+ |u|p∗−2u provided that q ∈ (p,p∗), p2 N ,
and µ > 0 (see also [11]). Remark that, for p = q = 2, multiplicity of solutions to (Pµ)
involving the geometry of the domains, precisely, the Lusternik–Schnirelman category
catΩ(Ω), was proved in [15] for N  5 and in [12] for N = 4, cf. [18]. Other results
of multiplicity involving subcritical growth and category catΩ(Ω) can be found in [6,7].
For the case p > 2 or p = 2 and q > p, the authors unknown results of multiple solu-
tions to (Pµ). The main purpose of this paper is to study this situation. Our main result is
the following
Theorem 1. Let N  p2 and 2 p  q < p∗. Then there exists µ∗ > 0 such that, for each
µ ∈ (0,µ∗), problem (Pµ) has at least catΩ(Ω) distinct solutions.
As mentioned above, the result of Theorem 1 was proved in [18] for the case p = q = 2.
In this paper, we extend or complement the result found there, because we obtain the same
result considering the p-Laplacian operator with p  2 and q ∈ [p,p∗). In the particular
case p = q = 2, the arguments explored in [18] are based on the fact that −∆u and µu
have the same order of homogeneity, however in our case, we also study the situation
q ∈ (p,p∗), where there exists a lack of homogeneity between −∆pu and µuq−1. This
fact implies that some arguments explored in [18] fail and thus cannot be repeated in the
proof of Theorem 1. To overcome this difficulties, we do not use the functional and the
manifolds considered in [18], we consider the behaviors of the energy functional
Iµ(u) := 1
p
∫
Ω
|∇u|p dx − µ
q
∫
Ω
(u+)q dx − 1
p∗
∫
Ω
(u+)p∗ dx
on the Nehari manifolds
Mµ :=
{
u ∈W 1,p0 (Ω) \ {0}: I ′µ(u)u= 0
}
.
We will show that the minimum cµ of Iµ on Mµ is just its mountain-pass level, and,
moreover, cµ → SN/p/N as µ→ 0, where S denotes the best Sobolev constant of the
embedding W 1,p0 (Ω) in L
p∗(Ω). This enables us to construct homotopies between Ω and
certain levels of Iµ. Finally, a standard argument gives the desired result.
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Throughout the paper by | · |r we denote the Lr -norm. On the space W 1,p0 (Ω) we
consider the norm
‖u‖ =
( ∫
Ω
|∇u|p dx
)1/p
.
Set also
D1,p(RN) :=
{
u ∈ Lp∗(RN): ∂u
∂xi
∈ Lp(RN) for i = 1, . . . ,N
}
equipped with the norm
‖u‖∗ =
( ∫
RN
|∇u|p dx
)1/p
.
We will denote by S the best Sobolev constant of the embedding W 1,p0 (Ω) ↪→ Lp
∗
(Ω)
given by
S := inf{‖u‖p : u ∈W 1,p0 (Ω), |u|p∗ = 1}.
It is known that S is independent of Ω and is never achieved except when Ω = RN
(see [17]).
Consider the functional Iµ defined on W 1,p0 (Ω) given by
Iµ(u) := 1
p
∫
Ω
|∇u|p dx − µ
q
∫
Ω
(u+)q dx − 1
p∗
∫
Ω
(u+)p∗ dx.
Then Iµ is of class C2 and critical points of Iµ give rise to solutions of (Pµ).
Hereafter we denote by cµ the following number:
cµ := inf
{
Iµ(u): u ∈Mµ
}
,
whereMµ is the Nehari manifold associated to Iµ:
Mµ :=
{
u ∈W 1,p0 (Ω) \ {0}: I ′µ(u)u= 0
}
.
It is apparent that Iµ possesses the mountain-pass (MP, in short) geometry, that is, there
exist ρ, r > 0 and e ∈W 1,p0 (Ω) \ Br(0) such that Iµ(0), Iµ(e) 0 and Iµ(u) ρ for all‖u‖ = r . We will denote by c˜µ the MP level:
c˜µ := inf
{
max
t0
Iµ(tv): 0 = v ∈W 1,p0 (Ω)
}
.
Recall that a sequence (un) ⊂W 1,p0 (Ω) is called a (PS)c, c ∈ R, sequence (for Iµ) if
Iµ(un)→ c and I ′µ(un)→ 0. Iµ is said to satisfy the (PS)c condition if any (PS)c sequence
has a convergent subsequence.
The following result is due to Garcia Azorero and Peral Alonso [9,10].
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Moreover, c˜µ ∈ (0, SN/p/N) for µ> 0 if q > p and µ ∈ (0, λ1) if q = p, where λ1 is the
first eigenvalue of (−∆p;W 1,p0 (Ω)).
Proof. See Lemma 2.3 and Theorem 3.3 of [10] if q > p, and [9] if q = p. ✷
Lemma 2.2. If N  p2 and p  q < p∗, we have cµ = c˜µ for µ > 0 if q > p and µ ∈
(0, λ1) if q = p.
Proof. It follows from Lemma 2.1 and mountain-pass theorem (see [3]) that, for each
µ> 0, there exists uµ ∈W 1,p0 (Ω) such that
Iµ(uµ)= c˜µ and I ′µ(uµ)= 0.
If v ∈Mµ then
Iµ(v)= max
t0
Iµ(tv) c˜µ,
so
cµ  c˜µ. (2.1)
On the other hand, since uµ ∈Mµ and Iµ(uµ)= c˜µ, we have
c˜µ  cµ. (2.2)
Now the desired result follows from (2.1) and (2.2). ✷
By definition, it is apparent that
cµ2  cµ1 if µ2  µ1,
i.e., cµ is nonincreasing in µ. Moreover, for any Λ > 0 there is ρ = ρ(Λ), related to the
MP geometry, such that
0 < ρ  cµ  c0 for all µ ∈ [0,Λ].
Here, c0 is the MP level associated to the functional
I0(u)= 1
p
‖u‖p − 1
p∗
∫
Ω
(u+)p∗ dx.
For further arguments we introduce the following functions. Given r > 0, let ψ ∈
C∞o (RN) be a radial and nonnegative function satisfying suppψ ⊂ Br(0) and ψ ≡ 1 on
Br/2(0). For ε > 0 set
uε(x) := CNψ(x)ε
(N−p)/p(p−1)
(εp/(p−1) + |x|p/(p−1))(N−p)/p ,
where
CN =
(
N
(
N − p)p−1)(N−p)/p2
.
p− 1
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RN
|∇uε|p dx = SN/p +O(ε(N−p)/(p−1))
and ∫
RN
|uε|p∗ dx = SN/p +O(εN/(p−1)).
Set
vε = uε|uε|p∗ . (2.3)
Then vε is radial, nonnegative and
‖vε‖p  S +O(ε(N−p)/(p−1)).
Lemma 2.3. c0 = SN/p/N .
Proof. Up to a translation, we may assume that there is r > 0 such that Br(0)⊂Ω . Let vε
be the function defined by (2.3). Since S  ‖vε‖p , we have
‖vε‖p → S as ε→ 0. (2.4)
Note that there is tε > 0 such that
d
dt
I0(tvε)
∣∣∣∣
t=tε
= 0.
The form of I0 implies that
tε = ‖vε‖p/(p∗−p),
then
c0  I0(tεvε)= 1
N
tp
∗
ε .
By (2.4), taking the limit as ε→ 0 yields
c0 
1
N
SN/p. (2.5)
On the other hand, let (un)⊂W 1,p0 (Ω) verifying
I0(un)→ c0 and I ′0(un)→ 0.
It is easy to show that (un) is bounded in W 1,p0 (Ω). Thus we can assume that ‖un‖p → l
for some l ∈ (0,∞). Since ‖u−n ‖pp = I ′0(un)u−n → 0, we can assume un  0, so
‖un‖p → l and |un|p
∗
∗ → l.p
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S  ‖vn‖p = ‖un‖
p
|un|pp∗
→ lp/N,
thus
S  lp/N . (2.6)
Remarking that I0(un)→ c0 implies that l = c0N , we conclude by (2.6) that
c0 
1
N
SN/p. (2.7)
Now (2.5) and (2.7) imply that
c0 = 1
N
SN/p. ✷
Remark 2.1. (a) If G is a bounded domain of RN , the MP level related to the functionals
I0,G(u)= 1
p
∫
G
|∇u|p dx − 1
p∗
∫
G
(u+)p∗ dx
and
I˜0,G(u)= 1
p
∫
G
|∇u|p dx − 1
p∗
∫
G
|u|p∗ dx
is SN/p/N , that is, the MP level of I0,G is independent of domain G.
(b) We see from proof of Lemma 2.3 that we may assume that all Palais–Smale sequence
of Iµ are nonnegative functions.
Lemma 2.4. If µn → 0, then cµn → c0.
Proof. We know that
cµn  c0 for all n ∈N.
Let (un)⊂W 1,p0 (Ω), un  0 be such that
Iµn(un)= cµn and I ′µn(un)= 0,
and (tn)⊂R verifying tnun ∈M0. Note that
c0  I0(tnun)= Iµn (tnun)+
µnt
q
n
q
|un|qq,
hence
c0  cµn +
µnt
q
n |un|qq . (2.8)q
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cµn  c0, we have that (un) is a bounded sequence in W
1,p
0 (Ω). Recalling that tnun ∈M0
implies
‖un‖p = tp
∗−p
n |un|p
∗
p∗,
we conclude
|un|p
∗
p∗ → 0 as n→∞, (2.9)
and so by interpolation
|un|qq → 0 as n→∞. (2.10)
Since I ′µn(un)un = 0, there holds
‖un‖p = µn|un|qq + |un|p
∗
p∗,
which, jointly with (2.9) and (2.10), implies
‖un‖p → 0
and consequently
cµn → 0,
which is a contradiction. The claim follows.
Now, using the claim and (2.8) we get
c0  lim inf
n→∞ cµn  lim supn→∞
cµn  c0,
that is, c0 = limn→∞ cµn . ✷
3. Technical lemmas
In this section, we will recall and prove some lemmas which are crucial in the proof of
the main theorem. The first lemma is standard, and its proof follows adapting arguments
found in [2,10,13,18].
Lemma 3.1. Let (un)⊂W 1,p0 (Ω) be a nonnegative function sequence with |un|p∗ = 1 and‖un‖p → S. Then there exists a sequence (yn, λn) ∈RN ×R+ such that
vn(x) := λ(N−p)/pn un(λnx + yn)
contains a convergent subsequence denoted again by (vn) such that vn → v in D1,p(RN)
with v(x) > 0 in RN . Moreover, we have λn → 0 and yn → y ∈Ω .
Since Ω is a smooth bounded domain of RN , we choose r > 0 small enough so that
Ω+r :=
{
x ∈RN : dist(x,Ω) < r}
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Ω−r :=
{
x ∈Ω : dist(x, ∂Ω) > r}
are homotopically equivalent to Ω . Without loss of generality, we may assume Br =
Br(0)⊂Ω .
Let
W
1,p
0,rad(Br)=
{
u ∈W 1,p0 (Br): u is radial
}
and set
m(µ) := inf{Iµ,Br (u): u ∈Mµ,Br},
where
Iµ,Br (u)=
1
p
∫
Br
|∇u|p dx − µ
q
∫
Br
(u+)q dx − 1
p∗
∫
Br
(u+)p∗ dx
and
Mµ,Br :=
{
u ∈W 1,p0,rad(Br) \ {0}: I ′µ,Br (u)u= 0
}
.
Clearly, m(µ) is nonincreasing in µ. We also define, as before, the MP level m˜(µ) for Iµ,Br
on W
1,p
0,rad(Br). Note that m˜(µ) > 0 for all µ 0.
Lemma 3.2. Suppose N  p2 and p  q < p∗. We have:
(a) Iµ,Br satisfies the (PS)c condition for all c ∈ (0, SN/p/N) on W 1,p0,rad(Br), and, more-
over, m˜(µ) ∈ (0, SN/p/N) for µ > 0 if q > p and µ ∈ (0,µ1) if q = p, where µ1 is
the first eigenvalue of (−∆p,W 1,p0 (Br ));
(b) m(µ)= m˜(µ);
(c) m(µ)→ SN/p/N as µ→ 0.
Proof. Using the Brézis–Lieb lemma (cf. [18]) it is easy to check that Iµ,Br satisfies
the (PS)c condition for c ∈ (0, SN/p/N) on W 1,p0,rad(Br). An argument similar to that
of [10] shows that m˜(µ) ∈ (0, SN/p/N) and so (a) follows. Repeating the arguments for
Lemma 2.2 with obvious substitution we obtain (b). Arguing along the lines of proofs of
Lemmas 2.3 and 2.4 one sees that (c) holds. ✷
Below we define the map β :Mµ →RN by setting
β(u) := 1
SN/p
∫
Ω
(u+)p∗x dx.
Lemma 3.3. There exists µ∗ > 0 such that if µ ∈ (0,µ∗) and u ∈Mµ with Iµ(u)m(µ)
then β(u) ∈Ω+r .
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β(un) /∈Ω+r . Hereafter,
Im(µ)µ =
{
u ∈W 1,p0 (Ω): Iµ(u)m(µ)
}
.
Note that
cµn  Iµn(un)=
1
p
∫
Ω
|∇un|p dx − µn
q
∫
Ω
(
u+n
)q
dx − 1
p∗
∫
Ω
(
u+n
)p∗
dx m(µn)
and
0 = I ′µn(un)un =
∫
Ω
|∇un|p dx −µn
∫
Ω
(u+)q dx −
∫
Ω
(u+)p∗ dx.
Using the fact that (un) is bounded in W 1,p0 (Ω) we get
cµn + o(1)
1
p
∫
Ω
|∇un|p dx − 1
p∗
∫
Ω
(
u+n
)p∗
dx m(µn)+ o(1) (3.1)
and ∫
Ω
|∇un|p dx −
∫
Ω
(
u+n
)p∗
dx = o(1). (3.2)
By Lemmas 2.3 and 3.2(c), cµn and m(µn)→ SN/p/N , it follows from (3.1) and (3.2) that
the sequence wn := un/|u+n |p∗ verifies∣∣w+n ∣∣p∗ = 1 and
∫
Ω
|∇wn|p dx→ S.
Thus the function w˜n(x)=w+n (x) satisfies
|w˜n|p∗ = 1 and
∫
Ω
|∇w˜n|p dx→ S.
Using Lemma 3.1, there exists (λn)⊂R+ and (yn)⊂RN such that the sequence
vn(x)= λ(N−p)/pn w˜n(λnx + yn)
converges strongly to v ∈D1,p(RN). Remark that
β(un)= 1
SN/p
∫
Ω
x
(
u+n
)p∗
dx = |u
+
n |p
∗
p∗
SN/p
∫
Ω
xw˜
p∗
n dx.
For ϕ ∈ C∞0 (RN) with ϕ(x)= x for all x ∈Ω , we have by the Lebesgue theorem
β(un)=
|u+n |p
∗
p∗
SN/p
∫
RN
ϕ(λnx + yn)vp
∗
n dx→ y ∈Ω
because |u+n |p
∗
∗ → SN/p . ✷p
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Iµ(vµ)= Iµ,Br (vµ)=m(µ),
and define the map γ :Ω−r → Im(µ)µ by
γ (y)=
{
vµ(x − y), if x ∈ Br(y),
0, otherwise.
Note that for each y ∈Ω−r
(βoγ )(y)= 1
SN/p
∫
Ω
xvµ(x − y)p∗ dx = 1
SN/p
∫
Ω
(z+ y)vµ(z)p∗ dz,
so
(βoγ )(y)= 1
SN/p
∫
Ω
yvµ(z)
p∗ dz= α(µ)y,
where
α(µ)= 1
SN/p
∫
Ω
vµ(z)
p∗ dz.
Along the way proving Lemma 3.3 one can check easily the following
Lemma 3.4. If µ→ 0, then α(µ)→ 1.
Proof. Note that
m(µ)= 1
p
∫
Br
|∇vµ|p dx − µ
q
∫
Br
vqµ dx −
1
p∗
∫
Br
vp
∗
µ dx 
SN/p
N
and ∫
Br
|∇vµ|p dx −µ
∫
Br
vqµ dx −
∫
Br
vp
∗
µ dx = 0.
Thus (
1
p
− 1
q
)∫
Br
|∇vµ|p dx 
(
1
p
− 1
q
)∫
Br
|∇vµ|p dx +
(
1
q
− 1
p∗
)∫
Br
vp
∗
µ dx
 S
N/p
N
,
which implies that (vµ) is bounded. If ‖vµ‖p → 1, we have |vµ|p
∗
p∗ → 1. Since m(µ)→
SN/p/N as µ→ 0, there holds 1 = SN/p , which implies |vµ|p
∗
p∗ → SN/p , consequently,
α(µ)→ 1. ✷
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Hµ(t, u)=
(
t + 1− t
α(µ)
)
β(u).
Lemma 3.5. There exists µ∗ > 0 such that
Hµ
([0,1] ×Mµ ∩ Im(µ)µ )⊂Ω+r for all µ ∈ (0,µ∗).
Proof. Suppose by contradiction that there exist tn ∈ [0,1], µn → 0, and un ∈Mµn ∩
I
m(µn)
µn such that
Hµn(tn, un) /∈Ω+r for all n.
Furthermore, we can assume that tn → t0 ∈ [0,1]. By Lemma 3.4 and as in the proof of
Lemma 3.3, we have
α(µn)→ 1 and β(un)→ y ∈Ω.
Thus
Hµn(tn, un)=
(
tn + 1− tn
α(µn)
)
β(un)→ y ∈Ω,
which is a contradiction. ✷
4. Proof of Theorem 1
We begin with the following lemma.
Lemma 4.1. If uµ is a critical point of Iµ on Mµ then it is a critical point of Iµ in
W
1,p
0 (Ω).
Proof. If uµ ∈Mµ then I ′µ(uµ)uµ = 0. On the other hand,
I ′µ(uµ)= θJ ′µ(uµ) (4.1)
for some θ ∈R, where
Jµ(u)= ‖u‖p −µ
∫
Ω
(u+)q dx −
∫
Ω
(u+)p∗ dx.
Remark that
J ′µ(uµ)uµ = (p− q)
∫
Ω
(
u+µ
)q
dx + (p− p∗)
∫
Ω
(
u+µ
)p∗
dx < 0.
Thus by (4.1)
0 = θJ ′µ(uµ)uµ,
which implies that θ = 0, consequently I ′µ(uµ)= 0. ✷
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Lemma 4.2. Any sequence (un) ⊂Mµ such that Iµ(un)→ c < SN/p/N and I ′Mµ(un)→ 0 contains a convergent subsequence for µ > 0 if q > p and µ ∈ (0,µ∗) if q = p for
some small µ∗ > 0.
Proof. By hypothesis there exists a sequence (θn) ⊂ R such that ‖I ′µ(un) − θnJ ′µ(un)‖
→ 0 as n→∞, where Jµ was defined in the proof of Lemma 4.1. Thus
I ′µ(un)= θnJ ′µ(un)+ o(1).
Recall that
J ′µ(u)u 0 for all u ∈Mµ.
If J ′µ(un)un → 0, we have∫
Ω
|un|q dx,
∫
Ω
|un|p∗ dx→ 0.
Consequently,
‖un‖→ 0.
On the other hand, if (un)⊂Mµ it follows that
1 c
(
µ‖un‖q−p + ‖un‖p∗−p
)
.
Hence we arrive at a contradiction if µ> 0 and q > p orµ ∈ (0,µ∗) for smallµ∗ > 0 when
q = p. Thus we may assume that J ′µ(un)un → l < 0. Since I ′µ(un)un = 0, we conclude
that θn → 0 and, consequently, I ′µ(un)→ 0. Using this information we have
Iµ(un)→ c < S
N/p
N
and I ′µ(un)→ 0,
so by Lemma 2.1 the proof is over. ✷
Lemma 4.3. If N  p2 and µ ∈ (0,µ∗) then
cat
I
m(µ)
Mµ
(
I
m(µ)
Mµ
)
 catΩ(Ω).
Proof. Assume that
I
m(µ)
Mµ =A1 ∪ · · · ∪An,
whereAj , j = 1, . . . , n, is closed and contractible in Im(µ)Mµ , i.e., there exists hj ∈ C([0,1]×
Aj , I
m(µ)
Mµ ) such that
hj (0, u)= u and hj (1, u)=w for all u ∈Aj ,
where w ∈Aj is fixed. Consider Bj := γ−1(Aj), 1 j  n. The sets Bj are closed and
Ω−r = B1 ∪ · · · ∪Bn.
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gj (t, y) :=Hµ
(
t, hj
(
t, γ (y)
))
for µ ∈ (0,µ∗). Note that
gj (0, y)=Hµ
(
0, hj
(
0, γ (y)
))= (βoγ )(y)
α(µ)
implies
gj (0, y)= α(µ)y
α(µ)
= y for all y ∈Bj ,
and
gj (1, y)=Hµ
(
1, hj
(
1, γ (y)
))= β(hj (1, γ (y)))
implies
gj (1, y)= β(w) ∈Ω+r .
Thus the sets Bj are contractible in Ω+r . It follows that
catΩ(Ω)= catΩ+r (Ω−r ) n. ✷
Proof of Theorem 1. By Lemmas 2.1 and 3.4 we know that
cµ,m(µ) <
SN/p
N
for µ > 0 if q > p, µ ∈ (0, λ1) if q = p. Moreover, by Lemma 4.2, IMµ satisfies the
(PS)c condition for all c ∈ (0, SN/p/N). Therefore, by Lemma 4.3, a standard deformation
argument implies that, for µ ∈ (0,µ∗), Im(µ)Mµ contains at least catΩ(Ω) critical points of
the restriction of Iµ onMµ. Now Lemma 4.1 implies that Iµ has at least catΩ(Ω) critical
points. The proof is complete. ✷
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