Abstract: This paper presents a framework for networked control system simulation (NCSS) to enable the analysis of the influence of network transmissions on the performance of control systems. The simulation is composed of the network environment simulated using the network simulator, the control system component simulation using Matlab or C/C++, and an external application programming interface. To implement the plant (sensor), controller, and actuator nodes, an agent-based design is introduced, and a multi-agent networked control system is constructed. Therefore, the network simulator 2-26 (NS-2.26) release is extended by modifying the user data protocol (UDP) common header in order to support application data transmission between network nodes. Then, modifying the network topology parameters, networked control system simulations are analyzed for different parameter changes, such as the network bandwidth, the number of plant nodes, and the sampling period. An analysis of the influence of these parameters on network-induced delays and packet drop is made. The results show that the simulation system is an effective tool for the study of networked control systems.
Introduction
The point-to-point communication architecture has been successfully used in industry for decades for control system implementation. Expanding physical setups and functionality, however, are pushing the limits of the point-to-point architecture. Hence, such centralized point-to-point control systems are no longer suitable to meet new requirements such as modularity, decentralization of control, integrated diagnostics, quick and easy maintenance, and low cost. But technology advances and the availability of network connectivity have prompted the idea of introducing network facilities to control systems. Such systems are called networked control systems (NCSs): Their sensors, actuators, estimator units, and control units are connected through communication networks [1] [2] [3] . This type of system provides several advantages such as modular and flexible system design, simple and fast implementation, and powerful system diagnosis and maintenance utilities [4] . The disadvantage is that the analysis and design of an NCS becomes complex. Conventional control theory with many ideal assumptions, such as synchronized control and non-delayed sensing and actuation, has to be reevaluated before it can be applied to NCSs. Specially, the problems of (1) time-varying transmission periods, (2) network schedulability, (3) networkinduced delay, and (4) packet loss, are of concern.
To analyze the above mentioned issues, especially the problem of network-induced delay and packet loss, Zhang et al. [5] used the Case Western Reserve University campus-wide network (CWRUnet) to simulate the NCS environment. Branicky et al. [6] developed a simulation tool that combines dynamic-system simulation for the control agents and environment (using ordinary differential equations) with packet-level network simulation for the communications by extending network system-2 (NS-2). For the NCSs design, our approach is to design plants, sensors, controllers, and actuators as agents, which are connected by a network. This paper used the NS-2.26 release to simulate the packet-level network for the communication as in Ref. [6] , but the implementation and the structure of the user data protocol (UDP) packet's transmission message frame format are quite different. The extension of the NS-2.26 release in order to simulate the transmissions of plants and controllers is implemented by modifying the UDP common header to support our application data (multi-data application mdApp). The UDP are modified to a multidata UDP (UDPmd). Then, we use this NCSs setup and vary the following parameters to analyze networkinduced delays and packet drop: network bandwidth, plant nodes, and sampling period.
Agent-Based Networked Control System Simulation Framework
A networked control system consists of numerous physical and computational elements or agents, which have physical and informational interactions and dependencies, supported by overlapping network resources [6] . An agent could be a plant, a sensor, an actuator, or a control module. Whatever the type of NCS is, it involves communication through a real-time network.
The approach in this paper is to design plants, sensors, controllers or actuators as agents which are connected through the network. This is implemented by constructing a multi-agent networked control system. As shown in Fig. 1 , the simulation system is composed of three main parts:
The first part (Part I ) is the network simulation environment which is implemented using NS-2.26 [7] , and the main components are agents connected to a certain network model realized by using the tool command language and tool kit (Tcl/Tk) [8] and C/C++ programming language. The agents exchange data through the network. To this end, the NS-2.26 release is extended in order to simulate the transmission of plants and controllers by modifying the UDP common header to support application data as UDP payload (multi-data application mdApp). There are two sources of delays from the network: sensor-to-controller delays τ sc and controller-to-actuator delays τ ca . Any controller computational delay can be absorbed into either τ sc or τ ca without loss of generality．This delay, either constant or time-varying, can degrade the performance of control systems or even destabilize them. One more issue is that networks can be viewed as a web of unreliable transmission paths. Some information packets not only suffer transmission delay, but even worse, can be lost during transmission. The last part (Part III) is the modeling of the control system components implemented using .m files (or C/C++) whose parameters can be exported/imported to/from the Matlab workspace.
Networked Control System
Simulation Implementation
Application description
From the implementation of the NS network simulator, a packet has the header stack and a data space pointer is null. Although a packet can carry actual data (from an application) by allocating a data space, very few application and agent implementations support it. This is because from the packets transmission simulation point of view, it is meaningless to carry data around in a non-real-time simulation. However, to implement an application that talks to another application across the network, this feature could be used with a little modification in the underlying agent implementation. Another possible approach would be creating a new header for the application and modifying the underlying agent to write data received from the application to the new header. This paper uses the second approach to build a multi-data application that runs over a UDP connection to exchange user data through the network between applications. The aim of this design is to find a suitable way of sending an application data by creating a new header for the application and to modify the underlying agent to write data received from the application to the new header. In this design, all the related data are encapsulated in the header. While implementing our application, we found one major problem in the UDP agent. Since a UDP agent allocates and sends network packets, all the information needed for application level communication should be handed to the UDP agent as a data stream. However, the implementation of the UDP protocol within the NS network simulator tool allocates packets that only have a header stack. Therefore, there is a need to modify the UDP implementation for adding a mechanism to send the data received from the application. For further research on IP router queue management mechanisms, a way for distinguishing this type of multi-data stream from the other types of streams is needed [9] . Thus, we set the IP priority bit to 15.
Design and implementation
·mdApp header For the application level communication, a header of which the structure name in C++ "hdr_md" is defined. Whenever the application has information to transmit, it will hand the information to "UdpmdAgent" in the "hdr_md" structure format. Then, "UdpmdAgent" allocates one or more packets (depending on the simulated data packet size) and writes the data to the multidata header of each packet. According to the design, the simulated data is already included in the header. Figure 2 shows the structure of the multidata header and data transmission message format. In the header definition, a header class object, "MultidataHeaderClass" should be derived from "PacketHeaderClass". In defining this class, the OTcl name for the header ("PacketHeader/ Multidata") and the size of the header structure should also be written. Notice that bind_offset ( ) must be called in the constructor of this class. Also, lines are added to packet.h (PT_Multidata, name_[PT_Multidata]="Multidata") and ns-packet.tcl (Multidata) to add "Multidata" header to the header stack. At this point, the header creation process is finished, and "UdpmdAgent" will access the new header via hdr_md::access ( ) member function.
·mdApp sender The sender uses the Tcl procedure command (proc name {variables}); example proc sample_data {mdapp id s_interval} combines with an "mdApp" member function request_data to call "Send_md_pkt (…)" (send multidata packets), also member function of "mdApp". Then, the procedure for the next sampling period is re-scheduled. ·mdApp receiver When receiving an application data packet from the sender, the receiver records data arriving at the controller unit, counts the number of received and lost packets using the packet sequence number, and then calculates the control signal to be sent or applied to the actuator.
·UDPmdAgent The "UdpmdAgent" is modified from the "UdpAgent" to have the following additional features: (1) writing to the sending data packet multidata (MD) header the information received from an "mdApp" (or reading information from the received data packet MD header and handing it to the "mdApp"), (2) segmentation and re-assembly ("UdpAgent" only implements segmentation), and (3) setting the priority bit (IPv6) to 15 for the "mdApp" packets. ·Modify "agent.h" To make the new application and agent running with the NS distribution, two methods need to be added to "Agent" class as public. In the "command" member function of the "mdApp" class, an "attach-agent" OTcl command is defined. When this command is received from OTcl, "mdApp" tries to attach itself to the underlying agent. Before the attachment, it invokes the "supportMD ( )" member function of the underlying agent to check if the underlying agent supports the multidata transmission (i.e., can it carry data from application to application), and invokes "enableMD ( )" if it does. Even though these two member functions are defined in the "UdpmdAgent" class, it is not defined in its base ancestor "Agent" class, and the two member functions of the general "Agent" class are called. Therefore, when trying to compile the code, it will give an error message. Inserting the two methods "virtual int supportMD ( ) {return 0 ;}" and "Virtual int enableMD ( ) { }" as public member functions of the "Agent" class (in "agent.h") will solve this problem. ·Modify "app.h" An additional member function " virtual void recv_msg (int nbytes, const char *msg=0) {};" needs to be added to "Application" class. ·Set default values for new parameter in the "ns-default.tcl" After implementing all the parts of the application and agent, the last thing is to set default values for the newly introduced configurable parameters in the "ns-default.tcl" file if necessary. After all the above modifications have been made, the "Makefile" needs to be modified as needed (include "md-app.o" and "udp-md.o" in the object file list) and NS needs to be re-compiled (make -k). Before recompiling NS the commands "make clean" and "make depend" need to be run.
·Simulation Figure 3 shows a simulation topology and scenario that is used to test "mdApp". It shows the graphical interface of the simulator as it is running an experiment with two plants, which are connected to a controller through an intermediate router in the bottleneck node 3 to node 4 (bottleneck buffer size is set to 2). The boxes above the links represent packets in transit over the link and move over time in an animated demonstration. 
Delay and Packet Loss Analysis Using the Designed NCSs
Use the network topology as shown in Fig. 3 and vary certain parameters, such as network bandwidth, the number of plants connected to the router, and the sampling period. For this simulation we consider the mass-spring-damper second order system: 
Influence of network bandwidth and parameters
For this experiment, the plant-router has a 6.06-ms latency, which includes the propagation delay (set to 6 ms) as well as per-frame processing at the end-points (bandwidth set to 10 Mb/s, so sending a packet of length 72 B takes around 0.06 ms). Plant 1 is a distinguished plant, whose output will be traced over time and is used for the designed NCS. Plant 2 and the additional file transfer protocol (FTP) traffic on top of TCP/IP are added to simulate a scenario where plant 1 is in contention with other units for network resources. Plants 1 and 2 are sampled each 50 ms. Output samples are represented by double-precision floating-point numbers (here, the sample data are the dynamic systems state value) and an id (integer) to identify the sending plant. Thus, a scalar output sample occupies a packet of length 72 B: the UDPmd which includes the doubleprecision payload and real-time transport protocol (RTP) header takes 52 B; the IP header occupies 20 B (See Fig. 2 ). The node 3 (router) is connected to the node 4 (router) with a propagation delay of 25 ms (for simulation purpose). The link node 3-node 4 is the bottleneck of the simulation and the controller (node 6) is then connected to the router (node 4) with 6.06 ms latency. The FTP traffic which emulates the presence of traffic load on the network sends data to its sink, which is represented by the node 5. The FTP session uses TCP SACK/DelAck with a segment size of 1460 B, an advertized window of 16 packets, a slow-start threshold of 44 packets, a clock granularity of 10 ms, and a DelAck time-out of 50 ms.
Varying the bottleneck bandwidth from 0.55 Mb/s to 2 Mb/s (simulations are run for each different value of the bandwidth and for a time equal to T P ), the changes of the network-induced delays, the packet drop and the TCP/FTP throughput (the throughput is calculated according to the number of packets successfully sent during the simulation time) are shown in Fig.  4 . From Fig. 4 , the network-induced delays (minimum and maximum values) are varying with the bandwidth; and delays maximum values are lower than a sampling period for bandwidth higher than 1 Mb/s. In addition, the delay average is lower than a sampling period (T) with a standard deviation less than 0.2T. But, the packet dropouts are varying with an unknown distribution and are globally lower than 13.5%. Also, there are specific bandwidths for which there is no packet drop like 1.05 and 1.15 Mb/s. The TCP throughput curve shows that it is decreasing with the bandwidth increment. Due to bandwidth sharing, the TCP throughput together with plant 2 have an influence on the plant 1 packet drop rate. Next, the bottleneck propagation delay is increased to 40 ms. The changes are shown in Fig. 5 . From Fig. 5 , it can clearly be seen that both maximum and average delays are longer than a sampling period and that the packet dropouts are less than 12%. This result shows the influence of the bottleneck propagation delay on the above two parameters. 
Effect of the plant number
This sub-section analyzes the influence of the variation of the number of plants (which may be different from the distinguished plant) connected to the router including the distinguished plant 1 on network-induced delays and packet drop rate. Here, the parameter setting for the simulation to obtain Fig. 4 is used, but with the bottleneck bandwidth set to 1.05 Mb/s. Then, a variation of the number of plants connected to the router is made from 1 to 10 as shown in Fig. 6 . Figure 6 shows that the variation in the plant number influences both the delays and packet drop rate. The packet drop rate displays a global increase with the increase in plant number except for some special points observed between 3 and 8. The TCP throughput decreases as the plant number increases and has an influence on the plant 1 packet drop rate along with other plants packet drop rates due to bandwidth sharing.
Analysis of the influence of the sampling period
The simulation topology setting is done with the plantrouter latency equal to 15.06 ms (propagation delay is set to 15 ms, and the bandwidth set to 10 Mb/s; so sending a packet of length 72 B takes around 0.06 ms). The bottleneck bandwidth is set to 0.75 Mb/s with a propagation delay equal to 1 µs and the distinguished plant 1 is in contention with the other two plants. Plant 2 samples data every 50 ms while plant 3 samples data each 46.5 ms. Varying plant 1 sampling period from 5 ms to 50 ms, the following simulation results shown in Fig. 7 are obtained.
The simulation results show that the delays mean and standard deviation are varying with the sampling period. Furthermore, the packet drop rate is also varying between 9% and 26% due to the influence of the FTP/TCP-throughput and the other two plants in contention for bandwidth sharing. The above analyses suggest that the variation of the sampling period influences both the delays and packet drop rate.
NCSs Simulation Examples
The simulations presented in this section are done by considering the dynamic system described in Eq. (1).
Referential network control system output is simulated with one plant and without TCP/FTP load. The parameter setting for the network topology is done so that there are no delays and packet drop. The plant data are sampled each 50 ms.
Considering the parameter setting for Fig. 4 , the bottleneck bandwidth is set to 1.05 Mb/s. For this setting there is no packet drop and the network-induced delays are less than a sampling period. The system outputs are Y 1 and Y 2 as shown in Fig. 8 . Figure 8 shows the influence of delays on the control system. The same simulation can be done in the presence of network-induced delays and packet dropout by setting the NCSS as discussed in Section 3.
In addition, the designed NCSS has been used [10] for the simulation of long-time network-induced delays in control systems.
Conclusions
A networked control system simulation framework is presented to analyze the influence of network transmissions on the performance of control systems. For the NCSS, an agent-based design has been introduced to simulate data packet transmissions over the network. The network simulator 2-26 (NS-2.26) release has been extended to support transmission of application data. Using NCS we analyzed packet delay and drop in dependence on the parameters network bandwidth, propagation delay, dynamic systems number, and sampling period. A simulation of the influence of network-induced delays and packet dropout on NCSs is presented. The results show that the simulation system is an effective tool for the study of networked control systems.
