On the plane, every random compact set with almost surely uncountable first projection intersects with a high probability the graph of some continuous function.
Introduction and result
The following question is motivated by the theory of black noises (see Sect. 3).
Let K be a random compact subset of the square [0, 1] × [0, 1]. Given a continuous function f : [0, 1] → [0, 1] we consider its graph G f = {(x, f (x)) : 0 ≤ x ≤ 1}, the probability P K ∩ G f = ∅ that K meets the graph, and its supremum sup
over all continuous functions f . The question is, whether the supremum is equal to 1, or not.
Clearly, this probability need not be positive if K is (at most) countable almost surely. The same holds if K is uncountable but its first projection 
In particular, K can be a set of zero Hausdorff dimension, shifted at random. The corresponding f cannot be nice!
The author thanks Ohad Feldheim and Tom Ellis for helpful discussions related to Sect. 3.
The construction
We use the probabilistic method: construct a random f and prove that it fits with positive probability.
A (3, 2)-pixelated graph 1.2 Lemma. Assume that m 1 < m 2 < . . . , and (m n , n)-pixelated graphs G n are a decreasing sequence:
The proof is left to the reader.
Given m 1 < m 2 < . . . we construct a random decreasing sequence
. . of (m n , n)-pixelated graphs G n (and therefore, by Lemma 1.2, a random continuous function) as follows.
First, the set of all (m, n)-pixelated graphs contains (2 n ) 2 m = 2 n·2 m elements. In particular, the set of all (m 1 , 1)-pixelated graphs contains 2
. We choose at random one of these graphs (each with probability 2 −2 m 1 ); this is G 1 . Conditionally, given G 1 , we consider the set of all (m 2 , 2)-pixelated graphs contained in G 1 . Each of these consists of 2 m 1 rescaled (m 2 −m 1 , 1)-pixelated graphs (situated in the 2 m 1 rectangles that constitute G 1 ). Thus, the number of elements in this set is at most (2
It is in fact less than 2 2 m 2 because of connectedness. However, connectedness restricts at most two bits (the leftmost and the rightmost) in each block of 2 m 2 −m 1 bits. Thus, the number of elements is at least (2
. We fix the two bits (leftmost and rightmost) in each block as to ensure connectedness (no matter how do we fix them when we have a choice) and randomize all other bits; this way we define G 2 .
And so on. 
(It is meant that the two random objects K and (G n ) n are independent.)
Before proving the proposition we check that it implies the theorem. First,
by monotonicity. Second,
where G = ∩ n G n . By Lemma 1.2, G = G f for some random continuous function f . By compactness,
Therefore the conditional probability P K ∩ G f = ∅ f is at least 1 − ε with a positive probability, and we are done. It remains to prove Prop. 2.1.
Proof. Otherwise we get a finite subset of [0, 1] such that B is locally countable outside this finite set.
Recall that, according to Sect. 1, G 1 is a random (m 1 , 1)-pixelated graph. In the next lemma we denote it by G 1 (m 1 ).
Lemma. If
Proof. Lemma 2.2 applied to the first projection B = Proj 1 (A) ∈ Unco 1 of A gives i(m 1 ) ↑ ∞ as m 1 → ∞, where
On the other hand, Proof of Prop. 2.1. It is sufficient to ensure
for all n.
First, by Lemma 2.3, the conditional probability
almost surely. The similar relation for unconditional probability follows.
if m 1 is large enough. Second, we prove that
(and therefore does not exceed
if m 2 is large enough). To this end it is sufficient to prove that
As noted in Sect. 1, conditionally, given G 1 , the (m 2 , 2)-pixelated graph rectangles that constitute G 1 . At least one of these rectangles R satisfies K ∩ R ∈ Unco 2 . It remains to apply Lemma 2.3 (and Remark 2.4) to G 2 ∩ R (rescaled). The same argument works for G 3 , G 4 and so on.
Implications for noise theory
We still have no definitive presentation of the general theory of noises over the plane, but we have examples [1] , [2] and some discussion [3, Sect. 1f].
For noises over the line we have a general theory [4] , including the spectral theory [4, Sect. 9] (see also [3, Sect. 7b] ). For a black noise over R spectral sets are uncountable compact subsets of R (except for the empty set). Likewise, for a black noise over R 2 spectral sets are uncountable compact subsets of R 2 . Moreover, they belong to Unco 2 , since the corresponding noise over R is still black [3, Sect. 1f ]. Thus, they meet the graph of some continuous function f : R → R with a positive probability. This means failure of the factorization property: We observe that F a,b and F b,c are independent whenever a < b < c; also, 
