Structure theory for some classes of grade three perfect ideals  by Kang, Oh-Jin et al.
Journal of Algebra 322 (2009) 2680–2708Contents lists available at ScienceDirect
Journal of Algebra
www.elsevier.com/locate/jalgebra
Structure theory for some classes of grade three perfect
ideals
Oh-Jin Kang a, Yong S. Cho b, Hyoung J. Ko b,∗
a Department of Mathematics, School of Natural Sciences, University of Incheon, 402-749 Incheon, South Korea
b Department of Mathematics, Yonsei University, 120-749 Seoul, South Korea
a r t i c l e i n f o a b s t r a c t
Article history:
Received 14 December 2007
Available online 14 August 2009
Communicated by Steven Dale Cutkosky
Keywords:
Almost complete intersection of grade 3
Perfect ideal of grade 3
Linkage
Minimal free resolution
We show that the Buchsbaum–Eisenbud structure theorem for
almost complete intersections of grade 3 can be characterized
by the almost complete matrix f of grade 3 and its associated
ideal K3( f ). We also provide a simple proof of the structure
theorem for some classes of perfect ideals of grade 3 which
are algebraically linked to an almost complete intersection of
grade 3 by a regular sequence. This contains three classes of perfect
ideals of grade 3 which were determined by Buchsbaum–Eisenbud,
Brown and Sanchez. Finally we give an additional proof of the
Buchsbaum–Eisenbud structure theorem for Gorenstein ideals of
grade 3.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The study of algebra structures on ﬁnite free resolution over a noetherian local ring begins with
Buchsbaum and Eisenbud [BE2]. The roots go even back to the Hilbert structure theorem for perfect
ideals of grade 2 over polynomial rings [H] which says in a slightly special case that every perfect
ideal of grade 2 is generated by the n × n minors of an n × (n + 1) matrix in a regular local ring.
Hilbert’s theorem was generalized by Burch to local ring [Bu]. Buchsbaum and Eisenbud proved the
structure theorems for two classes of Gorenstein ideals and almost complete intersections of grade 3
which are analogous to the Hilbert structure theorem for perfect ideals of grade 2 over polynomial
rings. One of these says that every Gorenstein ideal of grade 3 in a noetherian local ring is generated
by the maximal order pfaﬃans of an n×n alternating matrix. They employed multilinear algebra and
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ideals of grade 3. They also showed that every perfect ideal of grade 3 has a differential, graded
commutative algebra structure. Brown [Br] gave a structure theorem for a class of perfect ideals of
grade 3 with type 2 and λ(I) = dimk Λ21 > 0, where λ(I) is the numerical invariant introduced by
Kustin and Miller [KM1] to distinguish classes of Gorenstein ideals I of grade 4 in terms of free
resolutions of R/I. Sanchez [S] gave a structure theorem for a class of perfect ideals of grade 3 with
type 3 and λ(I) 2. Recently, we gave a structure theorem for complete intersections of grade 4 [KK].
In this paper we give another approach to get the structure theorem for almost complete inter-
sections of grade 3. This approach allows us to unify the structure theorems of Buchsbaum–Eisenbud,
Brown and Sanchez and view them as a special case of our theorem.
Let R be a commutative noetherian local ring with maximal ideal m, and let I be a proper ideal
of R with ﬁnite projective dimension. The type of a perfect ideal I of grade g is deﬁned to be the
dimension of R/m-vector space ExtgR(R/m, R/I). We denote it by type I. Equivalently, if
F: 0 F g F g−1 · · · F1 R
is the minimal free resolution of R/I, then type I = rank F g . A perfect ideal I of grade g is a complete
intersection if I is generated by a regular sequence x1, x2, . . . , xg , an almost complete intersection if
it is minimally generated by g + 1 elements, and a Gorenstein ideal if I is type 1.
The Buchsbaum–Eisenbud structure theorem for almost complete intersections J of grade 3 with
type r provides good information on these ideals. If J is an even type, then J is described as follows.
Proposition 1.1. (See [Br].) Let n be an odd integer with n > 4. Let R be a noetherian local ring with maximal
idealm. If J is an almost complete intersection of grade 3which is type n−3, then there is an n×n alternating
matrix T , with entries inm, such that J = (T1, T2, T3, T123).
If J is an odd type, then J is described as follows.
Proposition 1.2. (See [Br].) Let n be an even integer with n > 4. Let R be a noetherian local ring with maximal
idealm. If J is an almost complete intersection of grade 3which is type n−3, then there is an n×n alternating
matrix T , with entries inm, such that J = (Pf(T ), T12, T13, T23).
In Section 2 of this paper, we review linkage theory and some structure theorems for perfect ideals
of grade 3. Linkage plays an important role in developing the previous structure theorems and our
structure theorem for some classes of perfect ideals of grade 3.
In Section 3, we introduce a 4 × 6 almost complete matrix f of grade 3 with type r determined
by an r × 3 matrix A and an r × r alternating matrix Y over a commutative ring R with identity
and the ideal K3( f ) associated with it. These enable us to characterize almost complete intersections
of grade 3 and to play a new role in describing structure theorems for almost complete intersec-
tions of grade 3. Also these distinguish the even and odd types of almost complete intersections of
grade 3 as follows: for the 3 × r matrix S deﬁned in (3.3), in the even type S A is a 3 × 3 gen-
eralized alternating matrix [KK, Deﬁnition 3.1] and in the odd case S A is a 3 × 3 diagonal matrix
(Proposition 3.1).
In Section 4, we give useful properties of K3( f ), construct the minimal free resolution F of
R/K3( f ), and prove structure theorems for almost complete intersections of grade 3. Just as almost
complete matrices of type r are distinct, among almost complete matrices of grade 3 and complete
matrices of grade 4 [KK, Deﬁnition 3.2], there exists an important difference in a noetherian local
ring R in the following way: a 4 × 6 complete matrix of grade 4 can generate a complete intersec-
tion of grade 4, but an almost complete matrix of grade 3 with type r cannot (Theorem 4.2 and
Remark 4.3).
In Section 5, we give the main theorem (Theorem 5.5), a structure theorem for some classes of
perfect ideals of grade 3 by using the structure theorem (Theorem 4.8) for classes of almost complete
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intersection of grade 3 by a regular sequence x = x1, x2, x3 in I is described as follows:
I = (x, p11, p21, . . . , pr1),
where r is the type of an almost complete intersection of grade 3 and each pi1 is an element deﬁned
in either (5.3) or (5.4). Theorem 5.5 includes the following well-known structure theorems for three
classes of perfect ideals of grade 3 and the following class of perfect ideals of grade 3:
(i) Buchsbaum–Eisenbud structure theorem for a class of Gorenstein ideals I of grade 3 with
μ(I/(x)) = 1 for a regular sequence x in I,
(ii) Brown structure theorem for a class of perfect ideals I of grade 3 with type 2 and λ(I) > 0,
(iii) Sanchez structure theorem for a class of perfect ideals I of grade 3 with type 3 and λ(I) 2,
(iv) a class of perfect ideals of grade 3 minimally generated by n > 4 elements with type 4 which are
linked to an almost complete intersection of grade 3 by a regular sequence x= x1, x2, x3.
The proof of Theorem 5.5 depends on Proposition 5.1 of [PS], the structure theorem for almost
complete intersections of grade 3 and the Bass’ result [Ba] that the type of a perfect ideal of grade g
is equal to the minimal number of generators for the canonical module ExtgR(R/I, R). In terms of
Theorem 5.5 we reformulate the three structure theorems for some classes of perfect ideals of grade 3
which have been well established by Buchsbaum–Eisenbud, Brown and Sanchez. We also give a simple
proof of the Buchsbaum–Eisenbud structure theorem for Gorenstein ideal of grade 3.
2. Three classes of perfect ideals of grade 3
We begin this section with reviewing the notation and some properties of pfaﬃans. An n × n
matrix T = (ti j) with entries in a commutative ring R is alternating if tii = 0 and t ji = −ti j . The
determinant of this matrix is a perfect square in R, and the pfaﬃan of T is deﬁned as the uniquely
determined square root of the determinant of T and is denoted by Pf(T ) (see Artin [A, p. 140]).
Let (i) be the multi-index i1, i2, . . . , is. If s < n, we deﬁne Pf(i)(T ) to be the pfaﬃan of alternating
submatrix of T obtained by deleting rows and columns i1, i2, . . . , is from T . Let θ(i) denote the sign
of permutation that rearranges (i) in increasing order. If (i) has a repeated index, then we set θ(i) = 0.
Let τ (i) be the sum of the entries of (i). Deﬁne
T(i) = (−1)τ (i)+1θ(i)Pf(i)(T ). (2.1)
If s = n, let T(i) = (−1)τ (i)+1θ(i) and if s > n, let T(i) = 0. Let t = [ T1 T2 · · · Tn ] be the row vector
of the maximal order pfaﬃans of T , signed appropriately according to the conventions described
above. There is a “Laplace expansion” for developing pfaﬃans in terms of ones of lower order.
Lemma 2.1. (See [KM1].) Let T be an n × n alternating matrix and j a ﬁxed integer, 1 j  n. Then
(1) Pf(T ) =∑ni=1 ti j T i j , and
(2) tT = 0.
The following lemma follows from Lemma 2.1.
Lemma 2.2. (See [S].) Let T be an n × n alternating matrix. Let a,b, c,d, and e be distinct integers between 1
and n. Then
(1)
∑n
i=1 tikTiab = −δkaTb + δkbTa,
(2)
∑n
i=1 tikTiabc = δkaTbc − δkbTac + δkc Tab,
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∑n
i=1 tikTiabcd = −δkaTbcd + δkbTacd − δkc Tabd + δkdTabc,
(4)
∑n
i=1 tikTiabcde = δkaTbcde − δkbTacde + δkc Tabde − δkdTabce + δkeTabcd,
where δi j is Kronecker’s delta.
For further use we state the following lemma.
Lemma 2.3. Let n be a positive integer with n  4 and T an n × n alternating matrix. Assume that q, s, t,
and u are elements of a set {1,2, . . . ,n}. Then we have
−Pf(T )Tqstu + TtuTqs − TsuTqt + Tst Tqu = 0. (2.2)
Proof. If n is odd, then we have nothing to prove. Assume that n is even with n 4. We use induction
on n. First we prove that the identity (2.2) is true if n = 4. By part (2) of Lemma 2.2, we have
TtuTqs − TsuTqt + Tst Tqu = (tqsTqs + tqt Tqt + tquTqu)Tqstu =
4∑
i=1
tqi Tqi Tqstu = Pf(T )Tqstu .
Hence
−Pf(T )Tqstu + TtuTqs − TsuTqt + Tst Tqu = 0.
Now we assume that the identity (2.2) is true for an arbitrary even integer n > 4. We show that the
identity (2.2) is true for an (n+ 2) × (n+ 2) alternating matrix T . By part (2) of Lemma 2.2, we have
Ttu =
n+2∑
i=1
tiqT iqtu, Tsu =
n+2∑
i=1
tiqT iqsu, Tst =
n+2∑
i=1
tiqT iqst .
We observe from (2.1) that
Tij = −T ji, Tijkl = −T jikl, Tijkl = Tki jl, and Tijkl = −Tli jk.
Hence the left side of (2.2) is reduced to the following
−Pf(T )Tqstu + TtuTqs − TsuTqt + Tst Tqu =
n+2∑
i=1
tiq(−TiqTqstu + TqsTiqtu − Tqt Tiqsu + TquTiqst).
Again, parts (2) and (4) of Lemma 2.2 give us
−TiqTqstu + TqsTiqtu − Tqt Tiqsu + TquTiqst
=
n+2∑
l=1
tli(−TiqTiqlstu + TiqlsT iqtu − Tiqlt T iqsu + TiqluTiqst) = 0. (2.3)
The last identity follows from the inductive assumption. That is, if Z = T (i,q) is an n × n alternating
matrix obtained by deleting rows and columns i and q from T , then the inductive assumption implies
that the expression in each set of parentheses in (2.3) is equal to zero. 
For further use we state the following lemma which follows from Lemmas 2.1 and 2.2.
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elements of a set {1,2, . . . ,n}. Then
Ti T jkl + T j Tikl + TkTijl + TlTi jk = 0.
The Buchsbaum–Eisenbud structure theorem identiﬁes Gorenstein ideals of grade 3 as the ideals
Pfn−1(T ) = (T1, T2, . . . , Tn) of certain n × n alternating matrices T .
Theorem 2.5. (See [BE2].) Let R be a noetherian local ring with maximal idealm.
(1) Let n 3 be an odd integer. Let F be a free R-module with rank F = n. Let f : F ∗ → F be an alternating
map whose image is contained inmF . Suppose that Pfn−1( f ) has grade 3. Then Pfn−1( f ) is a Gorenstein
ideal minimally generated by n elements.
(2) Every Gorenstein ideal of grade 3 arises in this way.
We notice that as in [BE2] or [PS], in most cases, linkage is used in the case of perfect ideals in
Gorenstein or Cohen–Macaulay local rings. However, the results that we use here are true for perfect
ideals in any commutative ring, as shown by Golod [G].
Deﬁnition 2.6. Let I and J be perfect ideals of grade g. An ideal I is linked to J , I ∼ J if there exists
a regular sequence x = x1, x2, . . . , xg in I ∩ J such that J = (x) : I and I = (x) : J , and geometrically
linked to J if I ∼ J and I ∩ J = (x).
A fundamental result is that the linkage is a symmetric relation on the set of perfect ideals in a
noetherian ring R.
Theorem 2.7. (See [PS].) Let R be a noetherian ring. If I is a perfect ideal of grade g and x= x1, x2, . . . , xg is a
regular sequence in I, then J = (x) : I is a perfect ideal of grade g and I = (x) : J .
An almost complete intersection of grade g is linked to a Gorenstein ideal of grade g by a regular
sequence x.
Proposition 2.8. (See [BE2].) Let I and J be perfect ideals of the same grade g in a noetherian ring R, and
suppose that I is linked to J by a regular sequence x= x1, x2, . . . , xg . Then
(1) if I is Gorenstein, then J = (x,w) for some w in R, and
(2) if J is minimally generated by x and w, then I is Gorenstein.
Let I be any ideal in a noetherian local ring R and let (F,d) be a minimal free resolution of R/I.
Let C be the image of d2, and K the submodule of C which is generated by the Koszul relations on
the entries of d1. We note that, if I is minimally generated by r1, r2, . . . , rn, and {e1, e2, . . . , en} is a
basis of F1, then K is generated by the set {r jei − rie j | 1 i < j  n}. Deﬁne
λ(I) = dimk(K +mC)/mC,
where m is the maximal ideal of R and k = R/m. Since λ(I) is the maximum number of minimal
generators of K which can be chosen to be the part of a minimal basis for C, we see that λ(I) is also
the maximum number of the Koszul relations which can appear as rows of a matrix for d2.
Brown gave a structure theorem for a class of perfect ideals I of grade 3 which is type 2 and
λ(I) > 0. The minimal free resolution F of R/I is described in [Br].
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I be a perfect ideal of grade 3 which is type 2, minimally generated by n elements. If λ(I) > 0, then there is an
n × n alternating matrix T = (ti j) with t12 = 0 and entries inm such that
(1) if n is odd, then I = (T1, T2, z1T12 j + z2T j : 3 j  n), for some z1, z2 inm,
(2) if n is even, then I = (Pf(T ), T12, z1T1 j + z2T2 j : 3 j  n), for some z1, z2 inm.
Sanchez gave a structure for a class of perfect ideals I of grade 3 with type 3 and λ(I)  2. The
minimal free resolution F of R/I is described in [S].
Theorem 2.10. (See [S].) Let R be a noetherian local ring with maximal ideal m. Let I be a perfect ideal
of grade 3 minimally generated by n > 4 elements. If I is type 3 and λ(I)  2, then there exist an n × n
alternating matrix T = (ti j) and a 2× 3 matrix X = (xij) with ti j and xij inm such that
(1) If n > 3 is odd, then either
I = (T1, x11T2 + x12T3 + x13T123, x21T2 + x22T3 + x23T123,
3T j + 2T12 j + 1T13 j | 4 j  n)
or
I = (T123, x11T1 + x12T2 + x13T3, x21T1 + x22T2 + x23T3,
3T12 j + 2T13 j + 1T23 j | 4 j  n),
where i is the determinant of the 2× 2 submatrix of X obtained by deleting the ith column.
(2) If n > 3 is even, then either
I = (Pf(T ), x11T12 + x12T13 + x13T23, x21T12 + x22T13 + x23T23,
3T1 j + 2T2 j + 1T123 j
∣∣ 4 j  n)
or
I = (T12, x11 Pf(T ) + x12T13 + x13T23, x21 Pf(T ) + x22T13 + x23T23,
3T1 j + 2T2 j + 1T123 j
∣∣ 4 j  n).
3. Almost complete matrix of grade 3
Let R be a commutative ring with identity, and let A = (aij) be an r × 3 matrix and Y = (yij) an
r × r alternating matrix over R, where r is a positive integer greater than 1. With the notation
Y(i) = (−1)τ (i)+1θ(i)Pf(i)(Y ) for a multi-index (i) = i1, i2, . . . , is,
we deﬁne C = (ci), E = (e j), S = (si j), and Z = (zi j) to be a 1×3 matrix, a 1× r matrix, a 3× r matrix
and a 3 × 3 matrix, respectively, given by the following: For any two integers m < t in {i,m, t} =
{1,2,3}, we deﬁne
ci =
{∑
1u<vr Yuv
∣∣∣ aum autavm avt
∣∣∣ if r is even,
0 if r is odd,
(3.1)
e j =
{∑
1a<b<cr −Y jabcDabc if r is even,
Y if r is odd,
(3.2)
j
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⎧⎨
⎩
(−1)i+1∑1hr Y jhahi if r is even,
(−1)i+1∑1u<vr Y juv ∣∣∣ aum autavm avt
∣∣∣ if r is odd, (3.3)
Z = diag{−Pf(Y ),−Pf(Y ),−Pf(Y )} if r is even,
Z =
⎡
⎣ 0 Z3 −Z2−Z3 0 Z1
Z2 −Z1 0
⎤
⎦ , z= [ Z1 Z2 Z3 ] if r is odd, (3.4)
where Dabc is the determinant of a 3 × 3 submatrix of A formed by three rows a,b, and c of A in
this order, and Zi = −∑rk=1 Ykaki for i = 1,2,3.
We also deﬁne w to be an element given by
w =
{Pf(Y ) if r is even,∑
1a<b<cr YabcDabc if r is odd.
(3.5)
For the case that r is even, we deﬁne F to be a 3× r matrix given by
F = ( f i j) =
⎡
⎣ a11 a21 · · · ar1−a12 −a22 · · · −ar2
a13 a23 · · · ar3
⎤
⎦ where f i j = (−1)i+1a ji . (3.6)
The matrices E, S, Z and an element w of R deﬁned in the case that r is odd have appeared in [KM1].
In [KK], we deﬁne an n × n generalized alternating matrix to be a square matrix X such that DXD ′
is an alternating matrix for some diagonal matrices D and D ′. We call A(X) = DXD ′ an alternating
matrix induced by X . We denote by GAn the set of n × n generalized alternating matrices.
Now we give useful properties of matrices C, E, S, Z and an element w of R deﬁned as above.
Proposition 3.1. Let E = (e j) and S = (si j) be matrices deﬁned in (3.2) and (3.3) above. Then
(1) E A = 0 if r is even and E A = −z if r is odd.
(2) S A belongs to GA3 if r is even and S A = diag{w,w,w} if r is odd. In particular in the case that r is even,
S AD is a 3× 3 alternating matrix for some diagonal matrix D = diag{1,−1,1} such that the row vector
of the maximal order pfaﬃans of S AD is a 1× 3 matrix C deﬁned in (3.1).
Proof. (1) For the case that r is odd, the proof is given in [KM1]. So, we prove Proposition 3.1 for the
case that r is even. If r = 2, then E = 0. Hence E A = 0. In the case of r  4, we have, for i = 1,2,3,
r∑
q=1
eqaqi = −
r∑
q=1
∑
1a<b<cr
Yqabcaqi Dabc
= −
∑
1s<t<u<vr
(Ystuvasi Dtuv + Ytsuvati Dsuv + Yustvaui Dstv + Yvstuavi Dstu)
= −
∑
1s<t<u<vr
Ystuv(asi Dtuv − ati Dsuv + aui Dstv − avi Dstu) = 0.
The last two identities follow from Lemma 2.1 and the basic properties of a determinant.
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that r is even. Let (S A)i j denote the (i, j)-entry of S A. Then we have
(S A)i j =
r∑
k=1
sikakj = (−1)i+1
r∑
k=1
( ∑
1t<k
−Ytkatiakj +
∑
k<tr
Yktatiakj
)
= (−1)i+1
( ∑
1<tr
Y1tatia1 j
)
+ (−1)i+1
( ∑
1t<2
−Yt2atia2 j +
∑
2<tr
Y2tatia2 j
)
+ · · · + (−1)i+1
( ∑
1t<r−1
−Yt r−1atiar−1 j +
∑
r−1<tr
Yr−1 tatiar−1 j
)
+ (−1)i+1
( ∑
1t<r
−Ytratiar j
)
= (−1)i+1
r∑
k=1
r∑
l=k+1
−Ykl
∣∣∣∣aki akjali alj
∣∣∣∣.
Hence if i = j, then (S A)ii = 0 for i = 1,2,3, and if i = j, then it follows from (3.1) that
(S A)12 = (S A)21 = −c3, (S A)13 = −(S A)31 = −c2, and (S A)23 = (S A)32 = c1.
Thus we have
S A =
⎡
⎣ 0 (S A)12 (S A)13(S A)12 0 (S A)23
−(S A)13 (S A)23 0
⎤
⎦=
⎡
⎣ 0 −c3 −c2−c3 0 c1
c2 c1 0
⎤
⎦ . (3.7)
Let D ′ = diag{1,1,1} and D = diag{1,−1,1} be diagonal matrices. Then D ′S AD is a 3× 3 alternating
matrix. Hence, S A belongs to GA3 . Clearly, the row vector of the maximal order pfaﬃans of D ′S AD
is a 1× 3 matrix C deﬁned in (3.1). 
We describe a submatrix of an m × n matrix f in detail, in order to deﬁne an almost complete
matrix of grade 3. Let f (i1, i2, . . . , ip | j1, j2, . . . , jq) be the p × q submatrix of f consisting of the pq
entries at the intersection of rows i1, i2, . . . , ip with columns j1, j2, . . . , jq, where 1 i1 < i2 < · · · <
ip m and 1 j1 < j2 < · · · < jq  n. With Proposition 3.1, we now have a matrix f which will play
an important role in describing a structure theorem for almost complete intersections of grade 3.
Theorem 3.2. Let A,C, E, S, and Z be matrices deﬁned in (3.1), (3.2), (3.3) and (3.4), respectively, and
w an element of R deﬁned in (3.5). Assume that (a) w is a nonzero element and (b) ci is a nonzero element if
r is even and Zi is a nonzero element if r is odd. If f is a 4× 6 matrix given by
f =
[
Z S A
C E A
]
, (3.8)
then there exist four distinct pairs (Ui, Vi) of 4× 3 submatrices of f satisfying the following conditions:
(1) Ui and V i are disjoint, i.e., if Ui = f (1,2,3,4 | j1, j2, j3) and V i = f (1,2,3,4 | j4, j5, j6), then
{ j1, j2, j3} ∩ { j4, j5, j6} = ∅.
(2) Let (Uˆ i, Vˆ i) be a pair of 3 × 3 submatrices of Ui and V i obtained by deleting the ith row of Ui and V i,
respectively. Then, interchanging columns of Uˆ i and Vˆ i produces a pair (U¯ i, V¯ i) such that
(a) U¯ i is a 3× 3 diagonal matrix whose determinant is equal to x3i for some xi in R.
(b) V¯ i Di is alternating for some 3× 3 diagonal matrix Di = diag(di1 ,di2 ,di3 ) where dik is a unit in R.
(3) For each i, U¯ i and V¯ i deﬁned in (2) are uniquely determined.
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even case. We assume that r is even. It follows from (3.4) and Proposition 3.1 that E A = 0 and
Z = diag{−w,−w,−w}. Hence, it follows from (3.7) that f has the following form
f =
⎡
⎢⎢⎢⎣
−w 0 0 0 −c3 −c2
0 −w 0 −c3 0 c1
0 0 −w c2 c1 0
c1 c2 c3 0 0 0
⎤
⎥⎥⎥⎦ . (3.9)
The following setting proves (1):
U1 = f (1,2,3,4 | 1,5,6) and V1 = f (1,2,3,4 | 2,3,4),
U2 = f (1,2,3,4 | 2,4,6) and V2 = f (1,2,3,4 | 1,3,5),
U3 = f (1,2,3,4 | 3,4,5) and V3 = f (1,2,3,4 | 1,2,6),
U4 = f (1,2,3,4 | 1,2,3) and V4 = f (1,2,3,4 | 4,5,6).
To prove (2), let Uˆ i and Vˆ i be submatrices of Ui and Vi obtained by deleting the ith rows of Ui
and Vi, respectively. The following matrices U¯ i and V¯ i prove (2):
U¯1 = U1(1,2,3 | 6,5,1) and V¯1 = V1(1,2,3 | 3,2,4),
U¯2 = U2(1,2,3 | 6,4,2) and V¯2 = V2(1,2,3 | 3,1,5),
U¯3 = U3(1,2,3 | 5,4,3) and V¯3 = V3(1,2,3 | 2,1,6),
U¯4 = U4(1,2,3 | 1,2,3) and V¯4 = V4(1,2,3 | 4,5,6).
Clearly, U¯ i is a diagonal matrix for each i. It is easy to show that det U¯ i = c3i for i = 1,2,3, det U¯4 =
−w3 and for a diagonal matrix Di = diag{1,−1,1}, V¯ i Di is an alternating matrix for i = 1,2,3,4.
Finally we prove (3). Let f i be a submatrix of f obtained by deleting the ith row of f . Since c1, c2, c3,
and w are nonzero, we can see from (3.9) that (Uˆ i, Vˆ i) is a unique pair of 3 × 3 submatrices of Ui
and Vi such that U¯ i and V¯ i satisfy the conditions (a) and (b). 
We introduce a concept of an almost complete matrix of grade 3 with type r determined by an
r × 3 matrix A and an r × r alternating matrix Y .
Deﬁnition 3.3. Let A and Y be matrices as above.
(1) A 4× 6 matrix f is said to be an almost complete matrix of grade 3 with type r determined by
A and Y if f has the form shown in (3.8) and satisﬁes Theorem 3.2. If there is no ambiguity,
an almost complete matrix of grade 3 with type r determined by A and Y is simply an almost
complete matrix of grade 3 determined by A and Y .
(2) The matrix
f˜ =
[
Z S
C E
]
(3.10)
is said to be a 4× (r + 3) matrix extracted from f .
Remark 3.4. We remark that part (2) of Proposition 3.1 explains an important difference between a
set of almost complete matrices of grade 3 with even type and a set of almost complete matrices of
grade 3 with odd type. Speciﬁcally, if r is even, then S A is a 3× 3 generalized alternating matrix [KK,
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characterize the even and odd types of almost complete intersections of grade 3, respectively.
We deﬁne the ideal associated with the almost complete matrix of grade 3 determined by A
and Y . In a later section, we use these to describe the structure theorem for almost complete inter-
sections of grade 3.
Deﬁnition 3.5. Let A and Y be matrices as above, and let f be a 4 × 6 almost complete matrix of
grade 3 determined by matrices A and Y . For each i, let U¯ i be the unique 3 × 3 diagonal matrix
mentioned in part (3) of Theorem 3.2 whose determinant is equal to x3i for some xi in R. We deﬁne
K3( f ) = (x1, x2, x3, x4)
to be the ideal generated by x1, x2, x3, and x4.
If r is even, then
K3( f ) = (c1, c2, c3,w), (3.11)
and if r is odd, then
K3( f ) = (Z1, Z2, Z3,w). (3.12)
In the next section, we study some properties of K3( f ). For further use we state the additional
properties of matrices deﬁned in the beginning of this section.
Lemma 3.6.With notations as above, let r be a positive integer.
(1) If r is even, then
(a) wE + C S = 0,
(b) C F + EY = 0,
(c) Z F + SY = 0.
(2) If r is odd, then
(a) S A = wI,
(b) SY = Z AT ,
(c) wy = yAS.
Proof. (1)(a) By (3.1) for a ﬁxed q, we have
(wE)1q =
∑
1a<b<cr
−Pf(Y )YqabcDabc.
Let m < t in {l,m, t} = {1,2,3}. Let (C S)1q be the (1,q)-entry of a matrix C S. Then we have
(C S)1q =
3∑
l=1
clslq =
3∑
l=1
∑
1i< jr
l =m,t
∑
1kr
(−1)l+1Yij
∣∣∣∣ aim aita jm a jt
∣∣∣∣Yqkakl
=
∑
1i< jr
∑
1kr
Yi jYqk
(
ak1
∣∣∣∣ ai2 ai3a j2 a j3
∣∣∣∣− ak2
∣∣∣∣ ai1 ai3a j1 a j3
∣∣∣∣+ ak3
∣∣∣∣ ai1 ai2a j1 a j2
∣∣∣∣
)
=
∑
1i< jr
∑
1kr
Yi jYqkDki j =
∑
1a<b<cr
(YbcYqa − YacYqb + YabYqc)Dabc.
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wE1q + (C S)1q =
∑
1a<b<cr
(−Pf(Y )Yqabc + YbcYqa − YacYqb + YabYqc)Dabc = 0.
(b) Let F = ( f i j). Then
(C F )1q =
3∑
l=1
cl flq =
3∑
l=1
∑
1i< jr
l =m,t
Yi j
∣∣∣∣ aim aita jm a jt
∣∣∣∣(−1)l+1aql
=
∑
1i< jr
( ∑
1l3
l =m,t
(−1)l+1aql
∣∣∣∣ aim aita jm a jt
∣∣∣∣
)
Yij =
∑
1i< jr
Yi j Dqi j,
where m < t in {l,m, t} = {1,2,3}. On the other hand,
(EY )1q =
r∑
k=1
ek ykq =
r∑
k=1
∑
1a<b<cr
−YkabcDabc ykq
=
∑
1a<b<cr
−(δqaYbc − δqbYac + δqcYab)Dabc.
The last identity follows from part (2) of Lemma 2.2. The basic properties of the determinant of a
square matrix give us
(C F + EY )1q =
∑
1i< jr
Yi j Dqi j +
∑
1i< j<kr
(−δqiY jk + δqjYik − δqkYij)Dijk = 0.
(c) By the deﬁnitions of F = ( f i j) and Z , we have
(Z F )lq =
3∑
p=1
(Z)lp f pq = −Pf(Y )(−1)l+1aql = Pf(Y )(−1)laql.
On the other hand,
(SY )lq =
r∑
p=1
slp ypq =
r∑
p=1
(−1)l+1
r∑
k=1
Ypkakl ypq
= (−1)l+1
r∑
p=1
ypqY pqaql + (−1)l+1
r∑
p=1
r∑
k=1
k =q
Y pkakl ypq = (−1)l+1 Pf(Y )aql.
The last identity follows from the fact that
∑r
p=1 ypqY pk = 0 if k = q.
(2) These are given in [KM1]. 
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We study the ideal K3( f ) associated with an almost complete matrix f of grade 3 determined
by an r × 3 matrix A and an r × r alternating matrix Y with entries in the maximal ideal m of the
noetherian local ring. First we show that if K3( f ) is grade 3, then the minimal free resolution F of
R/K3( f ) has the following form.
Theorem 4.1. Let A, Y ,C, E, S, Z , z,w be deﬁned as shown in Section 3 over the noetherian local ring R with
maximal idealm. Let the entries of both matrices A and Y be inm and let f be an almost complete matrix of
grade 3 determined by A and Y . Let f˜ be a 4× (r + 3) matrix extracted from f .
(1) If r is even and if K3( f ) is grade 3, then
F: 0 Rr
f3
Rr+3
f2
R4
f1
R (4.1)
is a minimal free resolution of R/K3( f ) where
f1 = [C w ], f2 = f˜ =
[
Z S
C E
]
, f3 =
[
F
Y
]
.
(2) If r is odd and if K3( f ) is grade 3, then
F: 0 Rr
f3
R3+r
f2
R4
f1
R (4.2)
is a minimal free resolution of R/K3( f ) where
f1 = [ z w ], f2 = f˜ =
[
Z S
C E
]
, f3 = [ A Y ]t .
Proof. (1) It follows from part (1) of Lemma 3.6 that F is a complex. To show that F is exact, it
is suﬃcient to show that the rank condition and the depth condition in the Buchsbaum–Eisenbud
acyclicity criterion [BE1] are satisﬁed. First we prove that the rank condition is satisﬁed. Clearly, f1 is
rank 1. Since w2 is an r-minor of f3, f3 is rank r. In a similar way, it follows that 3  rank f2  4.
Let g be a 4× 4 submatrix of f2. Since f1 f2 = 0,
gt[ c1 c2 c3 w ]t = 0.
By multiplying on the left by the adjoint of a matrix gt, it follows that det(gt)ck = 0 for k = 1,2,3,
and det(gt)w = 0. Since K3( f ) = (c1, c2, c3,w) is grade 3, c = c1, c2, c3 or c = ci, c j,w is a regular
sequence. So we have det(g) = det(gt) = 0. Since g is arbitrary, rank f2 < 4. So f2 is rank 3. Hence it
is easy to check that the rank condition is satisﬁed. Now we want to show that the depth condition
is satisﬁed. It is obvious that
c1, c2, c3, and w are in I1( f1). (4.3)
We observe that if for i = 1,2,3, Gi is the 3 × (r + 1) submatrix of f2 obtained from f2 by deleting
the ith row and two columns d and e from f2 where d and e are integers in the set {1,2,3} with
d < e and d = i and e = i, then the ideal I3(Gi) contains c3i . More precisely, let k and l be any two
integers in the set {2,3, . . . , r + 1} with k < l. Let Gi(k, l) be a 3× 3 submatrix of Gi formed by three
columns 1,k, and l of Gi . Then direct computations show that if r = 2 and Ai is a 2 × 2 submatrix
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c3i = (−1)i det Ai detGi(2,3),
and if r > 2 and
Ai(k, l) =
[
ak−1d ak−1 e
al−1d al−1 e
]
is a 2× 2 submatrix of A obtained by deleting the ith column of A and (r − 2) rows of A except the
(k − 1)th and (l − 1)th rows of it, then
∑
2k<lr+1
−det Ai(k, l)detGi(k, l) = −ci
∑
2k<lr+1
∣∣∣∣ak−1d ak−1 eal−1d al−1 e
∣∣∣∣
∣∣∣∣ sdk−1 sd l−1se k−1 se l−1
∣∣∣∣
= −ci
∑
1s<tr
∑
1u,u′r
YtuYsu′
∣∣∣∣asd aseatd ate
∣∣∣∣
∣∣∣∣ aud aueau′d au′e
∣∣∣∣= c3i .
Hence the ideal generated by the determinants of submatrices Gi(k, l) of Gi contains c3i . It follows
from the deﬁnition of f2 that w3 is in I3( f2). So we have
c31, c
3
2, c
3
3, and w
3 are in I3( f2). (4.4)
We also observe that if for i = 1,2,3, Ui is the (r + 2) × r submatrix of f3 obtained by deleting the
ith row of f3, then the ideal Ir(Ui) contains c2i . More precisely, let k and l be any two integers in the
set {3, . . . , r + 2} with k < l. Let Ui(k, l) be an r × r submatrix of Ui obtained by deleting two rows
k and l from Ui . Then the same argument mentioned in the case of f2 shows that if r = 2 and if Ai
is a 2× 2 matrix deﬁned as above, then
c2i = (−1)i det Ai detUi(3,4),
and if r > 2 and if Ai(k, l) is a 2× 2 matrix deﬁned as above, then
c2i =
∑
3k<lr+2
(−1)k+l det Ai(k − 1, l − 1)detUi(k, l).
Hence the ideal generated by the determinants of submatrices Ui(k, l) contains c2i . It also follows from
the deﬁnition of f3 that w2 is in Ir( f3). So we have
c21, c
2
2, c
2
3, and w
2 are in Ir( f3). (4.5)
Since K3( f ) = (c1, c2, c3,w) is grade 3, c = c1, c2, c3 is a regular sequence or c= ci, c j,w is a regular
sequence. Thus it follows from (4.3), (4.4) and (4.5) that the second condition is satisﬁed. So the
complex F deﬁned in (4.1) is exact. Since all entries of A and Y are contained in m, F is a minimal
free resolution of R/K3( f ).
(2) It follows from part (2) of Lemma 3.6 that F is a complex. The same argument mentioned in
the proof of part (1) of Theorem 4.1 shows that F is exact. 
The following theorem gives us an important information on K3( f ) for an almost complete ma-
trix f of grade 3 determined by A and Y .
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rem 4.1. If f is an almost complete matrix of grade 3 determined by A and Y , then K3( f ) has grade g  3.
Proof. We consider only the case that r is even. Then w = Pf(Y ). We see from (3.11) that K3( f ) =
(c1, c2, c3,w). Assume that c1, c2, c3,w is a regular sequence. Let K be a complete intersection of
grade 3 generated by c1, c2, c3. It follows from Lemma 3.6(1)(a) that wei is in K for i = 1,2, . . . , r.
Since c1, c2, c3,w is a regular sequence, ei is contained in K for each i. Let L = K : K3( f ). Then
K = L. Since K3( f ) is grade 4 and L is grade 3, this is contrary to Theorem 2.7. For the case that
r is odd, the proof is similar to that of the even case. In this case, Lemmas 2.4 and 3.6(2)(c) are
used. 
Remark 4.3. As shown in [KK], a complete matrix of grade 4 can generate a perfect ideal of grade 4,
that is, a complete intersection of grade 4.
As shown in the results of Theorem 4.1, Propositions 1.1 and 1.2 there exists a surjective map from
the set F of almost complete matrices f of grade 3 whose associated ideal K3( f ) has grade 3 onto
the set A of almost complete intersections of grade 3 with type r.
Theorem 4.4.With notations as above, there exists a surjective map Φ : F → A.
Proof. If K3( f ) is grade 3, then by Theorem 4.1, K3( f ) is an almost complete intersection of grade 3
with type r. Hence we can deﬁne a function Φ : F → A given by Φ( f ) = K3( f ). To show that Φ is
surjective, we use Propositions 1.1 and 1.2. Let J be an almost complete intersection of grade 3 with
type r. Then r is even or odd. We prove Theorem 4.4 for the even case. For the odd case the proof
is similar to that of the even case. By Proposition 1.1, there exists an (r + 3) × (r + 3) alternating
matrix T = (ti j) with ti j in m such that J = (T1, T2, T3, T123). Let A be the transpose of the r × 3
submatrix of T obtained by deleting the ﬁrst three columns and the last r rows of T . Let Y be the
r × r alternating submatrix of T obtained by deleting the ﬁrst three rows and columns from T . Let
C, E, S, Z , and F be matrices deﬁned in (3.1), (3.2), (3.3), (3.4) and (3.6), respectively, and let w be
an element of R deﬁned in (3.5). Let f be an almost complete matrix of grade 3 determined by A
and Y deﬁned in (3.8). We show that J = K3( f ). By part (1) of Lemma 2.2, we have
T1 =
r+3∑
i=1
ti2Ti12 =
r+3∑
k=3
−t2kT12k = −t23T123 −
r+3∑
k=4
t2kT12k,
T2 =
r+3∑
i=1
−ti1Ti12 =
r+3∑
k=3
t1kT12k = t13T123 +
r+3∑
k=4
t1kT12k,
T3 =
r+3∑
i=1
−ti2Ti23 = −t12T123 +
r+3∑
k=4
t2kT23k.
By part (3) of Lemma 2.2 and (2.1), we have
−
r+3∑
k=4
t2kT12k =
r+3∑
k=4
r+3∑
l=1
t2ktl3Tl123k = −
∑
4u<vr+3
(t2ut3v − t2vt3u)T123uv ,
r+3∑
k=4
t1kT12k = −
r+3∑
k=4
r+3∑
l=1
t1ktl3Tl123k =
∑
4u<vr+3
(t1ut3v − t1vt3u)T123uv ,
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k=4
t2kT23k = −
r+3∑
k=4
r+3∑
l=1
t2ktl1Tl123k = −
∑
4u<vr+3
(t1ut2v − t1vt2u)T123uv .
Hence the deﬁnition of ck for k = 1,2,3, says that
T1 = −t23T123 − c1, T2 = t13T123 + c2, T3 = −t12T123 − c3.
Hence J = K3( f ). 
The map Φ deﬁned in Theorem 4.4 is not one-to-one. Here is an example.
Example 4.5. Consider two ideals J1 = (x3, y3, z3, xyz) and J2 = (x3 − z3, y3 − z3, z3, xyz) over the
formal power series ring R = k[[x, y, z]] over a ﬁeld k with indeterminates x, y, z. Then J1 and J2 are
almost complete intersections of grade 3 with type 3. Clearly, J1 = J2. Let A, A′, Y and Y ′ be matrices
deﬁned by the following
A =
⎡
⎣ x 0 00 y 0
0 0 z
⎤
⎦ , A′ =
⎡
⎣ x 0 00 y 0
−z −z z
⎤
⎦ , Y = Y ′ =
⎡
⎣ 0 z
2 −y2
−z2 0 x2
y2 −x2 0
⎤
⎦ .
Then almost complete matrices f and f ′ of grade 3 determined by A and Y , and A′ and Y ′, respec-
tively are
f =
⎡
⎢⎢⎢⎣
0 −z3 y3 −xyz 0 0
z3 0 −x3 0 −xyz 0
−y3 x3 0 0 0 −xyz
0 0 0 x3 y3 z3
⎤
⎥⎥⎥⎦
and
f ′ =
⎡
⎢⎢⎢⎣
0 −z3 y3 − z3 −xyz 0 0
z3 0 −x3 + z3 0 −xyz 0
−y3 + z3 x3 − z3 0 0 0 −xyz
0 0 0 x3 − z3 y3 − z3 z3
⎤
⎥⎥⎥⎦ .
Thus f = f ′ but K3( f ) = K3( f ′). On the other hand, two matrices f˜ and f˜ ′ extracted from f and f ′,
respectively, are
f˜ =
⎡
⎢⎢⎢⎣
0 −z3 y3 −yz 0 0
z3 0 −x3 0 −xz 0
−y3 x3 0 0 0 −xy
0 0 0 x2 y2 z2
⎤
⎥⎥⎥⎦
and
f˜ ′ =
⎡
⎢⎢⎢⎣
0 −z3 y3 − z3 −yz 0 0
z3 0 −x3 + z3 0 −xz 0
−y3 + z3 x3 − z3 0 −yz −xz −xy
2 2 2
⎤
⎥⎥⎥⎦ .0 0 0 x y z
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P =
⎡
⎢⎢⎢⎣
1 0 0 0
0 1 0 0
1 1 1 0
0 0 0 1
⎤
⎥⎥⎥⎦ and Q =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 1 0 0 0
0 1 1 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
It follows from the proposition below that f˜ is equivalent to f˜ ′ if and only if K3( f ) = K3( f ′).
Let R be a noetherian local ring with maximal ideal m and I a perfect ideal of grade g in R. It is
well known that any two minimal free resolutions F and F′ of R/I are isomorphic as complexes. This
gives us the following proposition.
Proposition 4.6. Let R be a noetherian local ring with maximal ideal m. Let (A, Y ) and (A′, Y ′) be pairs of
an r × 3 matrix and an r × r alternating matrix whose entries are inm for a positive integer r with r > 1. Let
f and f ′ be 4×6 almost complete matrices of grade 3 determined by A and Y , and by A′ and Y ′, respectively.
Let f˜ and f˜ ′ be 4 × (r + 3) matrices extracted from f and f ′, respectively. Assume that K3( f ) and K3( f ′)
have grade 3. Then f˜ is equivalent to f˜ ′ if and only if K3( f ) = K3( f ′).
Proof. (⇐) This follows from Theorem 4.1 and the fact mentioned above.
(⇒) Let f˜ and f˜ ′ be equivalent matrices. Then there exist two invertible matrices φ1 and φ2 such
that f˜ ′φ2 = φ1 f˜ . Let F and F′ be the minimal free resolutions of R/K3( f ) and R/K3( f ′), deﬁned in
Theorem 4.1, respectively. We show that F and F′ are isomorphic as complexes. Consider the following
diagram
F: 0 Rr
φ3
f3
Rr+3
φ2
f2
R4
f1
φ1
R
φ0
F
′: 0 Rr
f ′3
Rr+3
f ′2
R4
f ′1
R
(4.6)
where f2 = f˜ and f ′2 = f˜ ′.
First we show that there exists an isomorphism φ3 : Rr → Rr such that f ′3φ3 = φ2 f3. Since f ′2φ2 =
φ1 f2, it follows from the exactness of F′ that φ2 f3 is in Im f ′3. Since Rr is projective, there exists
an R-module homomorphism φ3 : Rr → Rr such that f ′3φ3 = φ2 f3. Similarly, φ−12 f ′3 is in Im f3, and
there exists an R-module homomorphism ϕ3 : Rr → Rr such that f3ϕ3 = φ−12 f ′3. Thus f ′3φ3ϕ3 = f ′3
and f3ϕ3φ3 = f3. Since f3 and f ′3 are injective, this implies that φ3ϕ3 = ϕ3φ3 = 1. Hence φ3 is an
isomorphism. Now we show that there exists an isomorphism φ0 : R → R such that φ0 f1 = f ′1φ1.
Since F and F′ are the minimal free resolutions, it follows from the Buchsbaum–Eisenbud acyclicity
criterion that F∗ = Hom(F, R) and F′∗ = Hom(F′, R) are exact. Thus we get the following diagram
from (4.6):
F
′∗: R∗
φ∗0
f ′∗1
R4
∗
φ∗1
f ′∗2
Rr+3∗

f ′∗3
φ∗2
Rr∗
φ∗3
0
F
∗: R∗
f ∗1
R4
∗ f
∗
2
Rr+3∗
f ∗3
Rr∗ 0
(4.7)
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R-module homomorphisms φ∗0 : R∗ → R∗ and ϕ∗0 : R∗ → R∗ such that
f ∗1 φ∗0 = φ∗1 f ′∗1 and f ′∗1ϕ∗0 = φ∗−11 f ∗1 .
This implies that
φ0 f1 = f ′1φ1 and ϕ0 f ′1 = f1φ−11 .
Since K3( f ) and K3( f˜ ) have grade 3, φ0 : R → R is an isomorphism such that φ0 f1 = f ′1φ1. Thus
F and F′ are isomorphic as complexes and hence K3( f ) = K3( f ′). 
Now it follows from Theorem 4.4 that alternating matrices T in Propositions 1.1 and 1.2 are not
unique.
Corollary 4.7. Let R be a noetherian local ring with maximal idealm and J an almost complete intersection
of grade 3 which is type r. Then
(1) There exists an (r + 3) × (r + 3) alternating matrix T˜ and a 4 × 6 almost complete matrix f of grade 3
determined by an r × 3 matrix A = (aij) and an r × r alternating matrix Y = (yij) with aij and yij inm
which have the following forms
T˜ =
[
0 At
−A Y
]
and f =
[
Z S A
C E A
]
,
respectively.
(2) If r is even, J = (T˜1, T˜2, T˜3, T˜123) = K3( f ).
(3) If r is odd, then J = (Pf(T˜ ), T˜12, T˜13, T˜23) = K3( f ).
Proof. It follows from Propositions 1.1, 1.2, and Theorems 4.1, 4.4. 
As another consequence of Theorem 4.4, we can prove the structure theorem for almost complete
intersection of grade 3 that is, if J is an almost complete intersection of grade 3, then there exists
an r × 3 matrix A and an r × r alternating matrix Y such that a 4 × 6 almost complete matrix f of
grade 3 determined by A and Y can generate J .
Theorem 4.8. Let R be a noetherian local ring with maximal idealm.
(1) With notations as above, let F and G be free R-modules with rank F = r + 3 and rankG = 4. Let the
entries of both matrices A and Y be in m. Let f˜ : F → G be a 4 × (r + 3) matrix extracted from f .
If K3( f ) is grade 3, then K3( f ) is an almost complete intersection of grade 3 with type r and has the
minimal free resolution F deﬁned in Theorem 4.1 with f2 = f˜ .
(2) Every almost complete intersection of grade 3 arises in the way of (1).
Proof. (1) The proof for this part follows from Theorem 4.1.
(2) Let J be an almost complete intersection of grade 3. By Theorem 4.4, there exists a 4×6 almost
complete matrix f of grade 3 determined by an r×3 matrix A and an r× r alternating matrix Y such
that J = K3( f ). As shown in the proof of Theorem 4.4, the entries of both A and Y are contained
in m. Let f˜ be a 4×(r+3) matrix extracted from f . In Theorem 4.1 we have constructed the minimal
free resolution F of R/ J such that f2 in F is equal to f˜ . 
The ﬁrst example is an almost complete intersection of grade 3 which is type 2.
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ﬁeld k. Let J = (x2, y2, z2, xy + xz + yz) be an almost complete intersection of grade 3. To determine
the type of J , we consider a regular sequence x2, y2, z2. Let K be a complete intersection of grade 3
generated by x2, y2, z2. Let I = K : J . Then I = (x − z, y − z, z2). By the Bass’ result, J is type 2. We
note that xy + xz + yz is a zero divisor on R/K . To ﬁnd a 2 × 3 matrix A and a 2 × 2 alternating
matrix Y , we need to transform the generators for J into the following:
x2 − z2, y2 − z2, z2, xy + xz + yz + z2.
Now we deﬁne A and Y as follows:
A =
[
0 x+ z −y + z
y + z 0 x− z
]
and Y =
[
0 z2
−z2 0
]
.
Then Pf(Y ) = z2 and it is easy to show that I2(A) =
(
x2 − z2, y2 − z2, xy + xz + yz + z2) is a perfect
ideal of grade 2. Let Ai be a 2×2 submatrix of f obtained by deleting its ith column. Then ci = det Ai .
A 4× 6 almost complete matrix f of grade 3 determined by A and Y , and K3( f ) are given by
f =
⎡
⎢⎢⎢⎣
−z2 0 0 0 −c3 −c2
0 −z2 0 −c3 0 c1
0 0 −z2 c2 c1 0
c1 c2 c3 0 0 0
⎤
⎥⎥⎥⎦ and K3( f ) = (c1, c2, c3, z2)= J .
The second example is an almost complete intersection of grade 3 which is type 3.
Example 4.10. Let R be a noetherian local ring deﬁned in Example 4.9. Let J = (x3, y3, z3, xy2z). Then
J is an almost complete intersection of grade 3. The same argument shown in Example 4.9 gives us
the fact that J is type 3. Let A and Y be the matrices given by the following:
A =
⎡
⎣−x 0 00 −y2 0
0 0 −z
⎤
⎦ and Y =
⎡
⎣ 0 z
2 −y
−z2 0 x2
y −x2 0
⎤
⎦ .
Then we have
Z1 = x3, Z2 = y3, Z3 = z3, w = xy2z.
A 4× 6 almost complete matrix f of grade 3 determined by A and Y , and K3( f ) are given by
f =
⎡
⎢⎢⎢⎣
0 z3 −y3 xy2z 0 0
−z3 0 x3 0 xy2z 0
y3 −x3 0 0 0 xy2z
0 0 0 x3 y3 z3
⎤
⎥⎥⎥⎦ and K3( f ) = (x3, y3, z3, xy2z)= J .
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We begin this section with a proposition.
Proposition 5.1. (See [PS].) Let J be a perfect ideal of grade g in a noetherian local ring R. Let x =
(x1, x2, . . . , xg) be a regular sequence in J . Assume that F is the minimal free resolution of length g of R/ J
and K is the Koszul complex which is the minimal free resolution of R/(x). If φ : K → F is a comparison map
induced by the inclusion of (x) in J
K: 0
φ
Kg
φg
K g−1
φg−1
· · · K1
φ1
R
φ0=1R
F: 0 F g F g−1 · · · F1 R
then the mapping cone of φ∗, modulo the subcomplex φ0 : R → R, is a resolution of R/I where I = (x) : J .
Let I be a perfect ideal of grade 3 which is linked to an almost complete intersection J of grade 3
by a regular sequence x = x1, x2, x3 and which is minimally generated by n > 4 elements. Let J =
(t1, t2, t3, t4) be an almost complete intersection of grade 3 and x = x1, x2, x3 a regular sequence.
Since x = x1, x2, x3 is a regular sequence and J is generated by four elements, we can ﬁnd a 4 × 3
matrix B = (bij) satisfying the following
x= [ t1 t2 t3 t4 ]B. (5.1)
Let r > 1 be the type of J . Let K be a complete intersection of grade 3 generated by a regular
sequence x1, x2, x3. Let K be a minimal free resolution of R/K and F a minimal free resolution of
R/ J . Since K ⊂ J , there exists the following commutative diagram induced by the inclusion:
K: 0
φ
R

xt
φ3
R3
φ2
X
R3

x
φ1
R
φ0=1R
F: 0 Rr
f3
Rr+3
f2
R4
f1
R
(5.2)
where
x= [ x1 x2 x3 ], X =
⎡
⎣ 0 x3 −x2−x3 0 x1
x2 −x1 0
⎤
⎦ , and xi = 4∑
k=1
tkbki.
With the notations deﬁned in Section 3, let D¯abc the determinant of a submatrix of B formed by rows
a,b and c in this order. First we ﬁnd the maps φi . We consider the even type.
Case (a). r is even.
By Theorem 4.8, we have
ti = ci for i = 1,2,3, and t4 = w.
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V = (vij) be a 3× 3 matrix deﬁned by
vij = (−1) j+1
∣∣∣∣ bim bitb4m b4t
∣∣∣∣,
where m < t in { j,m, t} = {1,2,3} and W = (wij) be an r × 3 matrix deﬁned by
wij = (−1) j+1
3∑
k=1
aik
∣∣∣∣bdm bdtbem bet
∣∣∣∣,
where d < e in {d, e,k} = {1,2,3} and m < t in { j,m, t} = {1,2,3}. Deﬁne φ2 to be an (r + 3) × 3
matrix given by
φ2 =
[
V
W
]
.
Now we deﬁne a map φ3 as follows. Deﬁne a map φ3 = P = (pk1) to be an r × 1 matrix given by
pk1 =
∑
1a<b<cr
−YkabcDabc D¯123 −
r∑
l=1
(al1 D¯234 + al2 D¯134 + al3 D¯124)Ykl
= ek D¯123 − (s1k D¯234 − s2k D¯134 + s3k D¯124). (5.3)
The following lemma shows that the diagram in (5.2) is commutative.
Lemma 5.2.With the maps deﬁned above, the diagram in (5.2) is commutative, i.e.,
(1) x= f1φ1,
(2) φ1X = f2φ2,
(3) φ2xt = f3φ3.
Proof. (1) follows from (5.1).
(2) For i = 1,2,3,
(φ1X)i1 = x2bi3 − x3bi2 =
3∑
l=1
cl(bl2bi3 − bl3bi2) + w(b42bi3 − b43bi2)
=
3∑
l=1
∑
1u<vr
l =m,t
Yuv
∣∣∣∣aum autavm avt
∣∣∣∣
∣∣∣∣ bl2 bl3bi2 bi3
∣∣∣∣+ w
∣∣∣∣b42 b43bi2 bi3
∣∣∣∣
=
∑
1u<vr
Yuv
(∣∣∣∣aud aueavd ave
∣∣∣∣
∣∣∣∣bk2 bk3bi2 bi3
∣∣∣∣+
∣∣∣∣aud′ aue′avd′ ave′
∣∣∣∣
∣∣∣∣bk′2 bk′3bi2 bi3
∣∣∣∣
)
+ w
∣∣∣∣b42 b43bi2 bi3
∣∣∣∣,
where k < k′ , k = i, k′ = i and d < e in {d, e,k} = {1,2,3},
d′ < e′ in {d′, e′,k′} = {1,2,3} and m < t in {l,m, t} = {1,2,3}.
2700 O.-J. Kang et al. / Journal of Algebra 322 (2009) 2680–2708On the other hand, for i = 1,2,3,
( f2φ2)i1 = −wvi1 +
r∑
p=1
sipwp1 = −w
∣∣∣∣ bi2 bi3b42 b43
∣∣∣∣+ (−1)i+1
r∑
p=1
r∑
h=1
3∑
k=1
Yphahiapk
∣∣∣∣bd2 bd3be2 be3
∣∣∣∣
= (−1)i+1
r∑
p=1
r∑
h=1
3∑
k=1
k =i
Y phahiapk
∣∣∣∣bd2 bd3be2 be3
∣∣∣∣− w
∣∣∣∣ bi2 bi3b42 b43
∣∣∣∣
= (−1)i+1
3∑
k=1
k =i
∑
1u<vr
Yuv
∣∣∣∣auk auiavk avi
∣∣∣∣
∣∣∣∣bd2 bd3be2 be3
∣∣∣∣− w
∣∣∣∣ bi2 bi3b42 b43
∣∣∣∣,
where d < e in {d, e,k} = {1,2,3}. Hence if i = 1, then
(φ1X)11 =
∑
1u<vr
Yuv
(∣∣∣∣au1 au3av1 av3
∣∣∣∣
∣∣∣∣b22 b23b12 b13
∣∣∣∣+
∣∣∣∣au1 au2av1 av2
∣∣∣∣
∣∣∣∣b32 b33b12 b13
∣∣∣∣
)
+ w
∣∣∣∣b42 b43b12 b13
∣∣∣∣
and
( f2φ2)11 =
∑
1u<vr
Yuv
(∣∣∣∣au2 au1av2 av1
∣∣∣∣
∣∣∣∣b12 b13b32 b33
∣∣∣∣+
∣∣∣∣au3 au1av3 av1
∣∣∣∣
∣∣∣∣b12 b13b22 b23
∣∣∣∣
)
− w
∣∣∣∣b12 b13b42 b43
∣∣∣∣.
The basic properties of determinants say that (φ1X)11 = ( f2φ2)11. Similarly, we obtain the following
(φ1X)21 = ( f2φ2)21 and (φ1X)31 = ( f2φ2)31.
If i = 4, then we have
(φ1X)41 = x2b43 − x3b42 =
3∑
l=1
cl(bl2b43 − bl3b42)
and
( f2φ2)41 =
3∑
k=1
ckvk1 +
r∑
l=1
elwl1 =
3∑
k=1
ckvk1 =
3∑
k=1
ck(bk2b43 − bk3b42).
The second identity follows from part (1) of Proposition 3.1. Hence we have (φ1X)41 = ( f2φ2)41. In a
similar way, we obtain the following:
(φ1X)i2 = ( f2φ2)i2, (φ1X)i3 = ( f2φ2)i3, for i = 1,2,3,4.
(3) For i = 1,2,3,
(
φ2x
t)
i1 =
3∑
vilxl =
3∑
(−1)l+1
∣∣∣∣ bim bitb4m b4t
∣∣∣∣
(
3∑
ckbkl + wb4l
)
l=1 l=1 k=1
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3∑
l=1
3∑
k=1
(−1)l+1
∣∣∣∣ bim bitb4m b4t
∣∣∣∣ckbkl +
3∑
l=1
(−1)l+1w
∣∣∣∣ bim bitb4m b4t
∣∣∣∣b4l
=
3∑
k=1
ck D¯ki4 + wD¯4i4 =
3∑
k=1
ck D¯ki4,
where m < t in {l,m, t} = {1,2,3}. On the other hand for i = 1,2,3,
( f3φ3)i1 =
r∑
k=1
f ik pk1 =
r∑
k=1
(−1)i+1aki
(
ek D¯123 − (s1k D¯234 − s2k D¯134 + s3k D¯124)
)
=
r∑
k=1
(−1)i+2aki(s1k D¯234 − s2k D¯134 + s3k D¯124)
=
r∑
k=1
r∑
p=1
(−1)i+2akiYkp(ap1 D¯234 + ap2 D¯134 + ap3 D¯124)
= (−1)i
3∑
l=1
∑
1u<vr
Yuv
∣∣∣∣aui aulavi avl
∣∣∣∣D¯de4,
where d < e in {d, e, l} = {1,2,3}. The third identity follows from part (1) of Proposition 3.1. If i = 1,
then we have
(
φ2x
t)
11 =
3∑
k=1
ck D¯k14 = −c2 D¯124 − c3 D¯134
and
( f3φ3)11 = −
3∑
l=1
∑
1u<vr
Yuv
∣∣∣∣au1 aulav1 avl
∣∣∣∣D¯de4
= −
∑
1u<vr
Yuv
(∣∣∣∣au1 au2av1 av2
∣∣∣∣D¯134 +
∣∣∣∣au1 au3av1 av3
∣∣∣∣D¯124
)
= −c3 D¯134 − c2 D¯124,
where d < e in {d, e, l} = {1,2,3}. Hence we have
(
φ2x
t)
11 = ( f3φ3)11.
In a similar way, we obtain the following
(
φ2x
t)
21 = ( f3φ3)21 and
(
φ2x
t)
31 = ( f3φ3)31.
For each i (4 i  r + 3), we let i = 3+ j. Then we have
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φ2x
t)
i1 =
3∑
l=1
w jlxl =
3∑
l=1
(−1)l+1
3∑
k=1
a jk
∣∣∣∣bdm bdtbem bet
∣∣∣∣
(
3∑
h=1
chbhl + wb4l
)
,
=
3∑
k=1
3∑
h=1
a jkch
3∑
l=1
(−1)l+1
∣∣∣∣bdm bdtbem bet
∣∣∣∣bhl + w
3∑
k=1
a jk
3∑
l=1
(−1)l+1
∣∣∣∣bdm bdtbem bet
∣∣∣∣b4l
=
3∑
k=1
3∑
h=1
a jkch D¯hde + w
3∑
k=1
a jk D¯4de
= (a j1c1 − a j2c2 + a j3c3)D¯123 + w
3∑
k=1
a jk D¯4de,
where d < e in {d, e,k} = {1,2,3} and m < t in {l,m, t} = {1,2,3}. On the other hand, for each i
(4 i  r + 3) we let i = 3+ j. Then we have
( f3φ3)i1 =
r∑
l=1
y jl pl1 =
r∑
l=1
y jl
(
el D¯123 − (s1l D¯234 − s2l D¯134 + s3l D¯124)
)
= −
r∑
l=1
el ylj D¯123 +
r∑
l=1
ylj(s1l D¯234 − s2l D¯134 + s3l D¯124)
=
3∑
k=1
(−1)k+1cka jk D¯123 + wa j1 D¯234 + wa j2 D¯134 + wa j3 D¯124.
The last identity follows from part (1) of Lemma 3.6 and the deﬁnition of F described in (3.6). Thus
we have
(
φ2x
t)
i1 = ( f3φ3)i1 for i = 4,5, . . . , r + 3. 
Next we consider the odd type.
Case (b). r is odd.
In this case we have
ti = Zi for i = 1,2,3, and t4 = w.
Deﬁne φ1 to be a 4× 3 matrix, i.e., φ1 = B. Let V = (vij) be a 3× 3 matrix deﬁned by
vij = (−1)i+ j
∣∣∣∣bdm bdtbem bet
∣∣∣∣,
where
d < e in {d, e, i} = {1,2,3}, and m < t in { j,m, t} = {1,2,3}.
Let W = (wij) be an r × 3 matrix deﬁned by
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3∑
k=1
aik
∣∣∣∣ bkm bktb4m b4t
∣∣∣∣,
where m < t in { j,m, t} = {1,2,3}. Deﬁne φ2 to be a (3+ r) × 3 matrix given by
φ2 =
[
V
W
]
.
Now we deﬁne a map φ3 as follows. Deﬁne a map φ3 = P = (pk1) to be an r × 1 matrix given by
pk1 = −Yk D¯123 + (s1k D¯234 − s2k D¯134 + s3k D¯124). (5.4)
The following lemma shows that the diagram in (5.2) is commutative.
Lemma 5.3.With the maps deﬁned above, the diagram in (5.2) is commutative, i.e.,
(1) x= f1φ1,
(2) φ1X = f2φ2,
(3) φ2xt = f3φ3.
Proof. Simple computations in the same way of Lemma 5.2 give us the proof. 
Let B be a 4×3 matrix deﬁned in (5.1) whose entries are contained in m, and I a perfect ideal of
grade 3 with type 4 linked to an almost complete intersection of grade 3 by a regular sequence x. As
shown in the results of Proposition 5.1, Lemmas 5.2 and 5.3, we can get a minimal free resolution F
of R/I.
Corollary 5.4. Let R be a noetherian local ring with maximal idealm. Let B be a 4× 3matrix deﬁned in (5.1)
whose entries are in m. Let J be an almost complete intersection of grade 3 and I a perfect ideal of grade 3
which is type 4 and which is linked to J by a regular sequence x. Then the minimal free resolution F of R/I is
F: 0 R4
d3
Rr+3 ⊕ R3
d2
Rr ⊕ R3
d1
R
where
d1 = [x φt3 ], d2 =
[
Xt −φt2
0 f t3
]
, d3 =
[
φt1
f t2
]
.
Now we are ready to describe our main theorem, a structure theorem for some classes of perfect
ideals of grade 3 linked to an almost complete intersection of grade 3 by a regular sequence x =
x1, x2, x3.
Theorem 5.5. Let R be a noetherian local ring with maximal idealm.
(1) Let J and B be an almost complete intersection of grade 3 and a matrix deﬁned above, respectively. Let
x= x1, x2, x3 be a regular sequence in J deﬁned in (5.1). Let r be the type of J .
(i) Let r be even. Let A, E, S, and Y be matrices deﬁned in (3.2) and (3.3), with entries in m, and
pk1 an element deﬁned in (5.3) with pk1 inm for k = 1,2, . . . , r.
(ii) Let r be odd. Let A, Y , S, and Z be matrices deﬁned in (3.3) and (3.4), with entries in m, and
pk1 an element deﬁned in (5.4) with pk1 inm, for k = 1,2, . . . , r.
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a regular sequence x and is type μ
(
J/(x)
)
.
(2) Every perfect ideal of grade 3 linked to an almost complete intersection J of grade 3 by a regular sequence
x= x1, x2, x3 arises in the way of (1).
We remark that in part (1) of Theorem 5.5, the minimal number of generators for I is not always
equal to r + 3 (see Theorem 5.6).
Proof of Theorem 5.5. (1) Let L = (x) : J . Then by Theorem 2.7, L is a perfect ideal of grade 3. It
follows from Proposition 5.1, (5.3) and (5.4) that L = (x, φt3) = (x1, x2, x3, p11, . . . , pr1) = I. It is well
known [Ba, Proposition 2.9] that if I is a perfect ideal of grade 3 algebraically linked to J by a regular
sequence x = x1, x2, x3, then the type of I is equal to the minimal number of generators for the
canonical module Ext3R(R/I, R) and
Ext3R(R/I, R) ∼= (x) : I/(x) ∼= J/(x).
Hence the type of I is equal to μ( J/(x)).
(2) This is the results of Proposition 5.1 and [Ba, Proposition 2.9]. 
Now we illustrate Theorem 5.5 by investigating various examples of perfect ideals of grade 3 and
type r with 1 r  4 which satisfy Theorem 5.5. Let μ(I) be the minimal number of generators for
a Gorenstein ideal I of grade 3 and x a regular sequence in I. Lemma 1.4 of [KM2] and Proposi-
tion 2.8 show that if μ(I/(x)) = 1, then J = x : I is an almost complete intersection of grade 3. The
ﬁrst example is the Buchsbaum–Eisenbud structure theorem for Gorenstein ideals I of grade 3 with
μ(I/(x)) = 1 for a regular sequence x in I.
Theorem 5.6. Let R be a noetherian local ring with maximal idealm.
(1) Let r > 1 be an even integer. Let c1, c2, c3, and w be elements deﬁned in (3.1) and (3.5), with each ci
and w inm, respectively. We assume that J = (c1, c2, c3,w) is a perfect ideal of grade 3. Let pk1 be an
element deﬁned in (5.3) with pk1 inm, for k = 1,2, . . . , r. Then we have the following two cases:
(a) If c1, c2, c3 is a regular sequence, then I = (c1, c2, c3, p11, p21, . . . , pr1) is a Gorenstein ideal of
grade 3.
(b) If ci, c j,w is a regular sequence, then I = (w, p11, p21, . . . , pr1) is a Gorenstein ideal of grade 3.
(2) Let r > 1 be an odd integer. Let Z1, Z2, Z3, and w be elements deﬁned in (3.4) and (3.5). Let pk1 be an
element deﬁned in (5.4) for k = 1,2, . . . , r. We assume that J = (z,w) is a perfect ideal of grade 3.
(a) If z= Z1, Z2, Z3 is a regular sequence, then I = (p11, p21, . . . , pr1) is a Gorenstein ideal of grade 3.
(b) If Zi, Z j, and w is a regular sequence, then I = (Zi, Z j, p11, p21, . . . , pr1) is a Gorenstein ideal of
grade 3.
Proof. It suﬃces to show part (1) of Theorem 5.6. The proof of part (2) of Theorem 5.6 is similar to
that of part (1). (1)(a) Assume that c = c1, c2, c3 is a regular sequence. Then φ1 = B deﬁned in (5.1) is
given by
φ1 =
⎡
⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
0 0 0
⎤
⎥⎥⎥⎦ .
Then D¯123 = 1 and D¯i jk = 0 for {i, j,k} = {1,2,3} and pk1 = ek for each k. Hence by Theorem 5.5,
I = (c1, c2, c3, p11, . . . , pr1)
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I = (c1, c2, c3, p11, . . . , pr1).
The minimal free resolution of R/I is constructed in (5.5) below.
(b) The proof of this part is similar to that of part (a). Assume that c1, c2,w is a regular sequence
on R. Let φ1 = B be a 4× 3 matrix deﬁned in (5.1). Then pi1 = −s3i for i = 1,2, . . . , r and
I = (c1, c2,w,−s31, . . . ,−s3r)
is a Gorenstein ideal of grade 3. As seen in the proof of part (1) of Proposition 3.1, we have
(S A)12 = (S A)21 = −c3, (S A)13 = −(S A)31 = −c2, and (S A)23 = (S A)32 = c1.
Hence
I = (w,−s31, . . . ,−s3r). 
The second example is the Brown structure theorem for a class of type 2, λ(I) > 0 perfect ideal I
of grade 3.
Theorem 5.7. Let R be noetherian local ring with maximal idealm. Let I be a perfect ideal of grade 3 deﬁned
in Theorem 2.9 and x a regular sequence in Lemmas 3.5 or 3.7 in [Br].
(1) If n is even, then r is odd and I = (x, p11, p21, . . . , pr1), for some z1, z2 inm, where each pk1 = z1s1k +
z2s2k is an element deﬁned in (5.4) and slk is an element deﬁned in (3.3), with slk inm.
(2) If n is odd, then r is even and I = (x, p11, p21, . . . , pr1), for some z1, z2 inm,where each pk1 = −z1s3k +
z2ek is an element deﬁned in (5.3) and ek, slk are an element deﬁned in (3.2) and (3.3) with ek and s3k
inm.
Proof. We consider only part (1) of Theorem 5.7. For other case, the proof is similar to that of part (1).
We know that I is linked to an almost complete intersection J of grade 3 by the regular sequence x.
Since n is even, J is odd type and hence rewrite x = w, Z3, z2 Z1 − z1 Z2. Let φ1 = B be a 4×3 matrix
deﬁned in (5.1). Then D¯123 = 0, D¯124 = 0, D¯134 = −z2, D¯234 = z1 and
pk1 = s1kz1 + s2kz2 for k = 1,2, . . . , r.
Thus we have
I = (x, s1kz1 + s2kz2 | 1 k r). 
The third example is the Sanchez structure theorem for a class of type 3, λ(I) 2 perfect ideals I
of grade 3.
Theorem 5.8. Let R be a noetherian local ring with maximal idealm. Let I be a perfect ideal of grade 3 and
let x be a regular sequence deﬁned in Theorem 2.10.
(1) If n is odd, then r is even and I = (x, p11, p21, . . . , pr1) where pk1 = ek D¯123 − (s1k D¯234 − s2k D¯134 +
s3k D¯124) with ek and slk inm, for each k and for each l.
(2) If n is even, then r is odd and I = (x, p11, p21, . . . , pr1) where pk1 = −Yk D¯123 + (s1k D¯234 − s2k D¯134 +
s3k D¯124) with Yk and slk inm, for each k and for each l.
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The following is the ﬁnal example of a type 4 perfect ideals of grade 3.
Example 5.9. Let R = k[[x, y, z]] be the formal power series ring over a ﬁeld k with indeterminates
x, y, z. Let I be an ideal minimally generated by the following six elements
x4 − y2z2, y4, z4, −x3 y2z2 − xy3z3, x2 y3z2, −x2 y2z3.
The minimal prime ideal of I is the maximal ideal m = (x, y, z) and hence I has grade 3. It is easy
to show that J = (x2 − yz, y2, z2,−xyz) is an almost complete intersection of grade 3. Let x = x4 −
y2z2, y4, z4 be a regular sequence in I∩ J . Using CoCoA 4.7.2, Algebra system, we can see that I = (x) :
J . By Theorem 2.7, I is a perfect ideal of grade 3 such that J = (x) : I. The minimal free resolution F
of R/I is
F: 0 R4
d3
R9
d2
R6
d1
R
where
d1 = [ x4 − y2z2 y4 z4 −x3 y2z2 − xy3z3 x2 y3z2 −x2 y2z3 ],
d2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 z4 0 0 0 0 y2z2 y4
−z4 0 0 0 0 x2z2 −xz3 z4 −x4 + y2z2
y4 x2 y2 −x4 + y2z2 0 −xy3 0 0 0 0
0 0 0 0 −z 0 −y x 0
0 0 0 z 0 −y −x 0 0
0 z 0 y x 0 0 −y 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
d3 =
⎡
⎢⎢⎢⎣
x 0 0 −x y 0 −z 0 0
x2 −y2 0 yz 0 z2 0 0 0
−z2 x2 − yz y2 0 −xz 0 0 −z2 0
0 0 0 y2 0 −x2 + yz xy y2 −z2
⎤
⎥⎥⎥⎦
t
.
Hence the type of I is 4. Let A and Y be matrices deﬁned as follows, respectively
A =
⎡
⎣−x 0 0−z y 0
0 0 −z
⎤
⎦ and Y =
⎡
⎣ 0 z y−z 0 x
−y −x 0
⎤
⎦ .
Then the maximal pfaﬃan vector of Y is y = [ x −y z ] and the matrices S and Z and the ele-
ment w in (3.3), (3.4) and (3.5) have the following forms
S =
⎡
⎣ yz 0 0−z2 −xz 0
⎤
⎦ , Z =
⎡
⎣ 0 z
2 −y2
−z2 0 x2 − yz
2 2
⎤
⎦ , and w = −xyz.0 0 xy y yz − x 0
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p11 = −x3 y2z2 − xy3z3, p21 = x2 y3z2, and p31 = −x2 y2z3.
Finally we give a simple proof of the Buchsbaum–Eisenbud structure theorem for Gorenstein ideals
of grade 3.
Additional proof of Theorem 2.5. (1) Let f be a row vector of the maximal order pfaﬃans of f .
Consider a sequence F of free R-modules and their homomorphisms
F: 0 R
f t
F ∗
f
F
f
R
It follows from part (2) of Lemma 2.1 that F is a complex. Clearly, rank f t = rank f = 1 and rank f =
n − 1. Since Pfn−1( f ) has grade 3, both depth I1(f t) and depth I1(f) are equal to 3. Since In−1( f )
contains the squares of the maximal order pfaﬃans of f , depth In−1( f )  3. By the Buchsbaum–
Eisenbud acyclicity criterion [BE1], F is exact. Since Im f ⊆mF , F is minimal.
(2) Assume that I is a Gorenstein ideal of grade 3. Let x = x1, x2, x3 be a regular sequence in I.
Let J = (x) : I. By part (1) of Proposition 2.8, J is either a complete intersection of grade 3 or an
almost complete intersection of grade 3. For the case that J is a complete intersection of grade 3,
it is easy. Assume that J is an almost complete intersection of grade 3. Let r be the type of J .
We have two cases: either r is even or r is odd. We consider only the even case. For the odd case
the proof is similar to that of the even case. Let C, E, S, and F be matrices deﬁned in (3.1), (3.2),
(3.3) and (3.6). Then J = (c1, c2, c3,w). We have constructed the minimal free resolution of R/ J
in Theorem 4.1. Since I is Gorenstein, by the Bass’ result, we can consider two cases: x = c1, c2, c3
is a regular sequence or x = ci, c j,w is a regular sequence. It is suﬃcient to show the ﬁrst case.
Assume that x = c1, c2, c3 is a regular sequence in J . Since I = (x) : J , by part (1)(a) of Lemma 3.6,
I = (c1, c2, c3, e1, e2, . . . , er). Hence we have n = r + 3. Let us deﬁne F to be a sequence of free R-
modules and their homomorphisms
F: 0 R
f3
Rr+3
f2
Rr+3
f1
R (5.5)
where
f1 = [ c1 c2 c3 e1 · · · er ], f2 =
[
0 F
−F t Y
]
, f3 = f t1,
and 0 is a 3 × 3 zero matrix. Part (1) of Lemma 3.6 implies that F is a complex. To show that F is
exact, we use the Buchsbaum–Eisenbud acyclicity criterion. Clearly, rank f1 = rank f3 = 1. Moreover
I1( f1) = I1( f3) = I. Hence depth I1( f1) = depth I1( f3) = 3. We note that f2 is an (r + 3) × (r + 3)
alternating matrix. Let f2 = T = (ti j). By using Lemmas 2.1 and 2.2, we can show that Ti = ci
for i = 1,2,3, and Ti = ei−3 for i = 4,5, . . . , r + 3. So rank f2 = r + 2 and Ir+2( f2) contains
c21, c
2
2, c
2
3, e
2
1, . . . , e
2
r . Since I has grade 3, depth Ir+2( f2)  3. Thus F is exact. Since every entry of
maps f i is contained in the maximal ideal m, F is minimal. We have shown that I = Pfr+2( f2).
Hence I arises in the way of (1). 
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