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ABSTRACT 
 
Principal Component Regression (PCR) is one method to handle multicollinear problems. PCR 
produces principal components that have a VIF less than ten. The purpose for this research is to obtained PCR 
model using R software. The result is a model of PCR with two principal components and determination 
coefficients ܴଶ ൌ 97,27%. 
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ABSTRAK 
 
Principal Component Regression (PCR) merupakan salah satu metode yang dapat digunakan untuk 
mengatasi masalah multikolinear. PCR menghasilkan komponen-komponen utama yang memiliki VIF kurang 
dari sepuluh. Tujuan dari penelitian ini adalah untuk memperoleh model PCR dari data yang mengandung 
multikolinear dengan bantuan software R. Hasil yang diperoleh adalah model PCR dengan dua komponen 
utama dan koefisien determinasi ܴଶ ൌ 97,27%. 
 
Kata kunci: multikolinear, principal component regression, software R. 
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PENDAHULUAN 
 
 
Salah satu metode statistika yang sering digunakan untuk menyelesaikan permasalahan adalah 
regresi. Metode ini digunakan untuk menganalisis hubungan antar variabel yang dinyatakan dalam 
sebuah persamaan yang disebut persamaan regresi. Ada dua variabel yang terlibat dalam persamaan 
ini, yaitu variabel bebas (ܺሻ dan variabel respon (ܻ). Apabila persamaan regresi memuat satu variabel 
bebas (ܺሻ, model regresinya disebut model regresi sederhana. Apabila persamaan regresi memuat 
lebih dari satu variabel bebas (ܺሻ, model regresinya disebut model regresi ganda.  
 
Seperti halnya metode statistika lainnya, model regresi ganda mempunyai beberapa asumsi. 
Salah satu asumsinya adalah tidak terjadi multikolinear. Yang dimaksud dengan multikolinear adalah 
adanya korelasi antar variabel bebas. Adanya kasus ini dapat menyebabkan sulitnya memisahkan 
pengaruh masing-masing variabel bebas (ܺሻ terhadap variabel respon (ܻ). Asumsi yang terakhir sering 
terjadi pada data yang diambil dari keadaan tak terkontrol. Multikolinear juga dapat menyebabkan 
kesalahan tanda (positif atau negatif) dari dugaan koefisien regresi kuadrat terkecil. Akibat adanya 
pengaruh yang ditimbulkan oleh multikolinear tersebut, maka diperlukan suatu metode untuk 
mengatasinya 
 
Ada beberapa metode yang dapat digunakan untuk mengatasi multikolinear, di antaranya 
Partial Least Squares (PLS), regresi ridge, dan Principal Component Regression (PCR). Aplikasi PLS 
dapat dilihat pada Ohyver (2010: 39-47). PLS digunakan pada data gingerol. Berdasarkan penelitian 
diketahui bahwa dengan menggunakan dua komponen diperoleh ܴଶ ൌ 83,8% dan 
ܴ݋݋ݐ ܯ݁ܽ݊ ܵݍݑܽݎ݁݀ ܧݎݎ݋ݎ ሺRMSEሻ ൌ 0,100891. Pemodelan PLS dilakukan dengan menggunakan 
Minitab. Aplikasi regresi ridge dapat dilihat pada Ohyver (2011: 451-457). Regresi ridge digunakan 
untuk memodelkan hubungan antara 6 (enam) variabel bebas yang digunakan, yaitu: 1X  adalah benih 
(ml), 2X  adalah pupuk urea (kg), 3X  adalah pupuk TSP (kg), 4X  adalah pupuk KCL (ml), 5X  
adalah pestisida (ml), 6X  adalah curahan hari kerja (HKP), Y  adalah hasil produksi (kg). Ohyver 
menggunakan software NCSS. Aplikasi PCR dapat dilihat pada Silalahi (2011). Pada pemodelan PCR, 
Silalahi menggunakan software SPSS. Pada makalah ini akan dibahas pemodelan dengan PCR pada 
data sekunder yang diperoleh dari Pradipta (2009).  
 
PCR merupakan salah satu metode yang dapat digunakan untuk mengatasi masalah 
multikolinier. Metode ini akan menghasilkan komponen-komponen utama yang tidak berkorelasi. 
Yang perlu dicatat adalah jika semua komponen utama diikut sertakan dalam model regresi, maka 
model yang dihasilkan akan sama dengan yang diperoleh dengan metode kuadrat terkecil. Jika hanya 
beberapa komponen utama saja yang diikut sertakan, maka akan diperoleh penduga koefisien regresi 
yang bias namun memiliki variance yang minimum (Jollife, 2002). 
 
Pemodelan PCR pada makalah ini akan dilakukan dengan menggunakan bantuan software. 
Secara umum ada dua macam kelompok paket software statistik. Dua kelompok tersebut adalah 
kelompok software komersil dan kelompok software statistik open source atau freeware. Software 
yang termasuk dalam kelompok pertama antara lain MINITAB, SPSS, dan SAS. Sedangkan software 
yang termasuk dalam kelompok kedua antara lain R dan Vista (Suhartono, 2008). 
 
Software sangat memegang peranan penting untuk keperluan analisis data. Untuk 
menggunakan software kelompok pertama sangat dibutuhkan biaya yang relatif mahal bagi sebagian 
besar pengguna di Indonesia. Alternatif lain adalah menggunakan software kelompok kedua, yang 
salah satunya adalah R. 
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R adalah bahasa komputer yang memungkinkan pengguna dalam hal algoritma program dan 
menggunakan apa yang sudah dibuat oleh pengguna lain (Ohyver, 2011: 1). Pengguna dapat 
menuliskan fungsi-fungsi, melakukan kalkulasi, mengaplikasikan teknik-teknik statistika, menciptakan 
grafik sederhana dan rumit, dan bahkan membuat fungsi library milik sendiri. Kelebihan R dibanding 
beberapa software yang biasa digunakan oleh pengguna di Indonesia adalah free of charge. Untuk 
mengunduh dan menginstal R, pengguna dapat mengunjungi website www.r-project.org. 
 
Seperti halnya software statistik yang lain, R juga dapat menjadi alat dalam analisis data. 
Mulai dari statistik deskriptif, analisis peluang, statistik multivariat, sampai analisis deret waktu. Pada 
makalah kali ini akan dilakukan pemodelan PCR dengan bantuan R. Sehingga permasalahan yang 
akan dibahas adalah bagaimana aplikasi PCR pada data yang mengandung multikolinear serta 
bagaimana aplikasi R dalam membantu pemodelan PCR. Adapun tujuan yang hendak dicapai adalah 
memperoleh model PCR untuk data yang mengandung multikolinear dengan bantuan R. 
 
 
METODE 
 
 
Data yang akan digunakan adalah data sekunder yang diperoleh dari Pradipta (2009), yang 
selanjutnya akan disebut data Pradipta. Ada tiga variabel bebas dan satu variabel respon yang terlibat. 
Variabel-variabel tersebut adalah barang impor (milliard Franc Perancis, ݕሻ, barang yang dipesan 
(Milliard Franc Perancis ଵܺ), persediaan barang (Milliard Franc Perancis), dan barang yang 
dikonsumsi (Milliard Franc Perancis, ܺଷ). Dalam Pradipta (2009), data tersebut diolah dengan 
menggunakan regresi ridge. Dengan regresi ridge diperoleh koefisien determinasi (ܴଶ) sebesar 
93,42%. 
 
Alasan penggunaan regresi ridge, PCR, dan berbagai metode yang lain, adalah adanya 
multikolinear. Yang dimaksud dengan multikolinear adalah adanya korelasi di antara variabel-variabel 
bebas dan hanya berlaku untuk hubungan linear. Adanya multikolinear dalam model regresi ganda 
dapat mengakibatkan variance dari β෠ membesar sehingga pengaruh masing-masing variabel bebas 
tidak dapat dipisahkan. Sehingga penambahan atau pengeluaran suatu variabel bebas akan mengubah 
koefisien regresi.  
 
Multikolinear dapat dideteksi dengan analisis korelasi. Akan tetapi cara pendeteksian seperti 
ini tidak efektif apabila multikolinear terjadi di antara lebih dari dua variabel bebas. Sebagai contoh, 
antara ଵܺ dan ܺଶ berkorelasi rendah, tetapi antara ଵܺ dan ܺଶ terhadap ܺଷ berkorelasi tinggi. Suatu 
metode formal untuk mendeteksi adanya multikolinear adalah dengan Variance Inflation Factor 
(VIF). VIF mengukur seberapa besar variance koefisien regresi dugaan membesar dibandingkan 
variabel-variabel bebasnya tidak berkorelasi linear. Nilai VIF diperoleh dari persamaan berikut. 
ܸܫܨ௝ ൌ
ଵ
ଵିோೕ
మ ,   ݆ ൌ 1, 2, … , ݌ (1) 
 ௝ܴଶ adalah koefisien determinasi jika ௝ܺ diregresikan terhadap ሺ݌ െ 1ሻ variabel lainnya di dalam 
model. Nilai VIF yang lebih besar dari sepuluh dapat dijadikan indikasi bahwa multikolinear telah 
mempengaruhi nilai dugaan kuadrat terkecil. 
 
Model regresi secara umum dapat dituliskan seperti pada persamaan (2). Dimana y adalah 
vektor dari variabel respon untuk n pengamatan, X adalah matriks berukuran ሺ݊ ൈ ݌ሻ yang elemen 
ሺ݅, ݆ሻ adalah nilai dari variabel bebas ke-݆ untuk pengamatan ke-݅, β adalah vektor dari p koefisien 
regresi dan Ԗ adalah vektor dari error.  
y ൌ Xβ ൅ א (2) 
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Nilai-nilai dari komponen utama untuk setiap pengamatan dapat diperoleh dengan 
mengunakan persamaan (3). Dimana Z adalah nilai (skor) dari komponen utama (PC) ke-k untuk 
pengamatan ke-i, dan A adalah matriks berukuran ሺ݌ ൈ ݌ሻ dengan kolom ke-k adalah vektor eigen ke-k 
dari XTX.. 
Z ൌ XA (3) 
Karena A matriks ortogonal, Xβ dapat dituliskan menjadi XAATβ ൌ Zγ, dimana γൌATβ. 
Persamaan (2) dapat dituliskan menjadi persamaan (4). 
y ൌ Zγ ൅ Ԗ (4) 
Atau 
y ൌ ࢆ௠ࢽ௠ ൅ ࣕm (5) 
Dimana γ௠ adalah vektor dari m elemen yang merupakan subset dari elemen-elemen γ, Z௠ adalah 
matriks berukuran ሺ݊ ൈ ݉ሻ yang kolomnya adalah subset korespondensi dari kolom-kolom Z, dan ߳௠ 
adalah vektor error. Dengan menggunakan metode kuadrat terkecil, akan diperoleh koefisien regresi 
sebagai berikut. 
β෠ ൌ Aγො (6) 
 
Pada PCR, variabel bebas (ܺሻ yang digunakan adalah variabel bebas yang dibakukan dan 
diskalakan. Variabel bebas tersebut diperoleh dengan menggunakan persamaan (4). 
 
ܺכ ൌ
൫௑ೕ೔ି௑തೕ൯
ට∑ ൫௑ೕ೔ି௑തೕ൯
మ೙
೔సభ
 (7) 
 
PCR menghasilkan komponen-komponen utama yang sudah tidak berkorelasi. Pemilihan 
jumlah komponen dapat dilakukan dengan memperhatikan PRESS, Cp, atau variance. Pada makalah 
ini, pemilihan jumlah komponen yang akan digunakan dilakukan dengan memperhatikan kontribusi 
komponen tersebut terhadap variabel respon (ܻ). Penelitian ini akan dilakukan dengan langkah-
langkah sebagai berikut. Pertama, membuat persamaan regresi ganda. Kedua, menghitung VIF dengan 
menggunakan persamaan. Ketiga, membuat persamaan PCR. 
 
 
HASIL DAN PEMBAHASAN 
 
 
Data yang digunakan adalah data yang sebelumnya telah dimodelkan dengan menggunakan 
regresi ridge. Sehingga sudah pasti ada multikolinear. Akan tetapi karena makalah ini juga membahas 
tentang R maka tetap akan ditunjukkan adanya multikolinear serta pemodelan dengan regresi ganda. 
Pembentukan model regresi ganda akan dibantu dengan software R, dalam hal ini R Commander. 
Analisis regresi dapat dilakukan melalui menu Statistics, kemudian pilih Fit models, dan pilih Linear 
regression. Kemudian akan muncul jendela dialog yang dapat dilihat pada Gambar 1. 
 
Setelah memasukkan seluruh variabel bebas dan variabel responnya, diperoleh output seperti 
yang terdapat pada Gambar 2. Persamaan regresinya dapat dilihat pada persamaan (8). 
ݕ ൌ െ19,86 ൅ 0.03ܺଵ ൅ 0,43ܺଶ ൅ 0,24ܺଷ (8) 
Berdasarkan nilai p-value diketahui bahwa variabel ଵܺ, ܺଶ, dan ܺଷ secara parsial tidak berpengaruh 
signifikan. Padahal ketiga variabel secara logika harusnya mempengaruhi nilai variabel ݕ. Selain itu 
berdasarkan p-value untuk uji F, diperoleh hasil bahwa paling sedikit ada satu variabel yang 
berpengaruh secara signifikan. 
 
Jika hanya dua variabel bebas, yaitu ଵܺ dan ܺଶ yang digunakan, output-nya dapat dilihat pada 
Gambar 3. Persamaan regresinya dapat dilihat pada persamaan (9). 
ݕ ൌ െ16,89 ൅ 0,19ܺଵ ൅ 0,42ܺଶ (9) 
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Gambar 1. Jendela dialog regresi linear. 
 
 
Berdasarkan nilai p-value diketahui bahwa hanya variabel ܺଶ yang berpengaruh secara 
signifikan. Sedangkan p-value untuk uji F diperoleh hasil bahwa paling sedikit ada satu variabel yang 
berpengaruh secara signifikan. 
 
Jika dibandingkan antara Gambar 2 dan Gambar 3, diketahui bahwa nilai-nilai koefisien 
dugaannya berbeda. Misal koefisien dugaan untuk ଵܺ di Gambar 2 adalah 0, 03133 sedangkan 
koefisien dugaan untuk ଵܺ di Gambar 3 adalah 0, 191278. Demikian pula untuk ܺଶ. 
 
 
 
Gambar 2. Output tiga variabel bebas. 
 
Berdasarkan hal tersebut di atas dapat dicurigai adanya kasus multikolinear. Untuk itu perlu 
dilakukan pengecekan multikolinear dengan mengecek nilai VIF. Dengan menu Models > Numerical 
diagnostics > Variance-inlation factors, akan diperoleh output pada Gambar 4. Pada Gambar 4 
diketahui bahwa ada nilai yang lebih dari 10, yaitu 469, 742135. Berdasarkan hal ini maka selanjutnya 
data akan dimodelkan dengan menggunakan regresi komponen utama. 
 
Pembentukan model regresi komponen utama akan dibantu dengan software R, dalam hal ini 
R Commander. Analisis komponen utama dapat dilakukan melalui menu Statistics, kemudian pilih 
Dimensional analysis, dan pilih Principal-components analysis. Kemudian akan muncul jendela 
dialog yang dapat dilihat pada Gambar 5. 
 
Setelah memasukkan variabel-variabelnya dan memilih Analyze correlation matrix dan Add 
principal components to data set, akan diperoleh output yang ditampilkan pada Gambar 6. 
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Gambar 3. Output dua variabel bebas. 
 
 
 
 
Gambar 4. Nilai VIF. 
 
 
 
 
Gambar 5. Jendela dialog principal component analysis. 
 
Gambar 6 menunjukkan output sebagai berikut. Component loadings adalah vektor eigen yang 
persamaannya dapat dilihat pada persamaan 10. 
 
൫X*TX* െ ߣ௝I൯܄ܒ ൌ 0 (10) 
 
ߣ௝ merupakan nilai eigen yang nilainya juga terdapat pada Gambar 6. Component variances adalah 
nilai-nilai eigen yang dimaksud. Untuk nilai-nilai komponen utama yang dihasilkan dapat dilihat pada 
Tabel 1. Jika ܻ diregresikan terhadap komponen-komponen utama yang ada pada Tabel 1 akan 
diperoleh hasil pada Gambar 3. Regresi dapat dilakukan dengan melalui menu Statistics, kemudian 
pilih Fit models, dan pilih Linear regression. Kemudian akan muncul jendela seperti pada Gambar 7. 
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Gambar 6. Output principal component analysis. 
 
Tabel 1  
Nilai-nilai Komponen Utama Data Pradipta 
 
PC1 PC2 PC3 
-1,889 -0,849 0,026 
-1,661 -0,724 0,045 
-1,565 -0,084 0,017 
-1,458 -0,054 -0,002 
-1,631 1,125 -0,031 
-1,252 0,556 -0,016 
-1,002 0,688 -0,031 
-0,195 -1,234 -0,057 
-0,001 -0,812 -0,043 
0,113 -0,841 -0,012 
-0,454 1,700 0,015 
0,691 -0,986 0,068 
0,715 0,064 0,033 
1,014 0,638 0,018 
1,670 -0,098 -0,047 
2,427 -1,359 -0,006 
1,789 2,021 0,009 
2,687 0,248 0,012 
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Gambar 7. Jendela dialog regresi. 
 
 
Ada tiga komponen utama yang terbentuk. Dari ketiganya, akan digunakan dua komponen 
utama dengan pertimbangan cumulative proportion > 70%.  Jika dilihat pada Gambar 8, diketahui 
bahwa ܴଶ ൌ 97,27%. Selain itu, VIF yang diperoleh juga < 10. Berdasarkan output tersebut dapat 
dituliskan persamaan untuk komponen utamanya adalah sebagai berikut. 
ܻ ൌ 30,0944 ൅ 8,2405ܲܥ1 ൅ 1,5564ܲܥ2    (11) 
 
 
 
Gambar 8. Output regresi ܻ terhadap komponen-komponen utama. 
 
 
Untuk mendapatkan persamaan regresi bagi data tersebut, perlu dilakukan transformasi ke 
variabel asal dengan menggunakan persamaan (12). 
β ൌ Vα      (12) 
Dimana β adalah vektor dari koefisien regresi untuk variabel bebas asal, V adalah vektor eigen, dan α 
adalah vektor dari koefisien regresi untuk variabel bebas yang baru. Berdasarkan persamaan (12) 
diperoleh nilai β sebagai berikut. 
β ൌ ൥
5,907362
0,722823
5,908369
൩ 
Sehingga persamaan regresi untuk data Pradipta adalah sebagai berikut. 
ܻ ൌ 30,09 ൅ 5,91ܺଵ ൅ 0,72ܺଶ ൅ 5,91ܺଷ   (13) 
 
Berdasarkan persamaan (11) diketahui bahwa barang impor mendapat pengaruh positif dari 
barang yang dipesan, persediaan barang, dan barang yang dikonsumsi. Jika dibandingkan dengan 
metode yang digunakan oleh Pradipta (2009), hasil dengan PCR lebih baik jika ditinjau dari ܴଶ. 
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PENUTUP 
 
 
Berdasarkan hasil dan pembahasan sebelumnya, diperoleh kesimpulan sebagai berikut. 
Pertama, multikolinear yang ada pada data Pradipta dapat diatasi dengan menggunakan Principal 
Component Regression. Kedua, pemodelan Principal Component Regression dilakukan dengan 
menggunakan 2 komponen utama. Ketiga, Software R dapat digunakan untuk membantu pemodelan 
dengan Principal Component Regression.  
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