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Abstract
We develop two applications of the Kronecker’s limit formula associated to elliptic Eisen-
stein series: A factorization theorem for holomorphic modular forms, and a proof of Weil’s
reciprocity law. Several examples of the general factorization results are computed, specifi-
cally for certain moonshine groups, congruence subgroups, and, more generally, non-compact
subgroups with one cusp. In particular, we explicitly compute the Kronecker limit function
associated to certain elliptic points for a few small level moonshine groups.
1 Introduction and statement of results
1.1 Non-holomorphic Eisenstein series.
Let Γ be a Fuchsian group of the first kind which acts on the hyperbolic space H by factional linear
transformations, and let M = Γ\H be the finite volume quotient. One can view M as a finite
volume hyperbolic Riemann surface, possibly with cusps and elliptic fixed points. In a slight abuse
of notation, we will use M to denote both the Riemann surface as well as a (Ford) fundamental
domain of Γ acting on H.
The abelian subgroups of Γ are classified as three distinct types: Parabolic, hyperbolic and ellip-
tic. Accordingly, there are three types of scalar-valued non-holomorphic Eisenstein series, whose
definitions we now recall.
Parabolic subgroups are characterized by having a unique fixed point P on the extended upper-
half plane Ĥ. The fixed point P is known as a cusp of M , and the associated parabolic subgroup
is denoted by ΓP . The parabolic Eisenstein series E
par
P (z, s) associated to P is a defined for z ∈M
and s ∈ C with Re(s) > 1, by the series
E
par
P (z, s) =
∑
η∈ΓP \Γ
Im(σ−1P ηz)
s,
where σP is the scaling matrix for the cusp P , i.e. the element of PSL2(R) such that, when
extending the action of σP to Ĥ, we have that σP∞ = P .
Hyperbolic subgroups have two fixed points on the extended upper-half plane Ĥ. Let us denote
a hyperbolic subgroup by Γγ for γ ∈ Γ, and let Lγ signify the geodesic path in H connecting the
two fixed points of hyperbolic element γ. Following Kudla and Millson from [KM79], one defines
a scalar-valued hyperbolic Eisenstein series for z ∈M and s ∈ C with Re(s) > 1 by the series
Ehypγ (z, s) =
∑
η∈Γγ\Γ
cosh(dhyp(ηz,Lγ))
−s, (1)
∗The first named author acknowledges grant support from the NSF and PSC-CUNY. We thank Professor Floyd
Williams for making available to us the unpublished dissertation [Va96] which was written by his student I. N.
Vassileva. The results in the manuscript were of great interest to us, and we hope the document will become
available to the mathematical community.
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2where dhyp(ηz,Lγ) is the hyperbolic distance from the point ηz to Lγ .
Elliptic subgroups have finite order and have a unique fixed point within H. In fact, for any point
w ∈ M , there is an elliptic subgroup Γw which fixes w, where in all but a finite number of cases
Γw is the identity element. Elliptic Eisenstein series were defined in an unpublished manuscript
from 2004 by Jorgenson and Kramer and were studied in depth in the 2010 dissertation [vP10]
by von Pippich. Specifically, for z ∈ M , z 6= w, and s ∈ C with Re(s) > 1, the elliptic Eisenstein
series is defined by
Eellw (z, s) =
∑
η∈Γw\Γ
sinh(dhyp(ηz, w))
−s (2)
where dhyp(ηz, w) denotes the hyperbolic distance from ηz to w.
1.2 Known properties and relations
There are some fundamental differences between the three types of Eisenstein series defined above.
Hyperbolic Eisenstein series are in L2(M), whereas parabolic and elliptic series are not. Elliptic
Eisenstein series are defined as a sum over a finite index subset of Γ, and indeed the series (2)
can be extended to all Γ which would introduce a multiplicative factor equal to the order of Γw.
However, hyperbolic and parabolic series are necessarily formed by sums over infinite index subsets
of Γ. Parabolic Eisenstein series are eigenfunctions of the hyperbolic Laplacian; however, elliptic
and hyperbolic Eisenstein series satisfy a differential-difference equation which involves the value
of the series at s+ 2.
Despite their differences, there are several intriguing ways in which the Eisenstein series interact.
Since the hyperbolic Eisenstein series are in L2(M), the expression (1) admits a spectral expan-
sion which involves the parabolic Eisenstein series; see [JKvP10] and [KM79]. If one considers
a degenerating sequence of Riemann surfaces obtained by pinching a geodesic, then the asso-
ciated hyperbolic Eisenstein series converges to parabolic Eisenstein series on the limit surface;
see [Fa07] and [GJM08]. If one studies a family of elliptically degenerating surfaces obtained by
re-uniformizing at a point with increasing order, then the corresponding elliptic Eisenstein series
converge to parabolic Eisenstein series on the limit surface; see [GvP09].
Finally, there are some basic similarities amongst the series. Each series admits a meromorphic
continuation to all s ∈ C. The poles of the meromorphic continuations have been identified
and are closely related, in all cases involving data associated to the continuous and non-cuspidal
discrete spectrum of the hyperbolic Laplacian and, for hyperbolic and elliptic series, involving
data associated to the cuspidal spectrum as well. Finally, and most importantly for this article,
the hyperbolic and elliptic Eisenstein series are holomorphic at s = 0, and for all known instances,
the parabolic Eisenstein series also is holomorphic at s = 0. In all these cases, the value of each
Eisenstein series at s = 0 is a constant as a function of z. The coefficient of s in the Taylor series
expansion about s = 0 shall be called the Kronecker limit function.
1.3 Kronecker limit functions
The classical Kronecker’s limit formula is the following statement, which we quote from [Si80]. If
we consider the case when Γ = PSL2(Z), then
Epar∞ (z, s) =
3
π(s− 1) −
1
2π
log
(|∆(z)| Im(z)6)+ C +O(s− 1) as s→ 1,
where C = 6(1− 12 ζ′(−1)− log(4π))/π, and with Dedekind’s delta function ∆(z) given by
∆(z) =
[
q1/24z
∞∏
n=1
(1− qnz )
]24
= η(z)24 with qz = e
2piiz .
By employing the well-known functional equation for Epar∞ (z, s), Kronecker’s limit formula can be
reformulated as
Epar∞ (z, s) = 1 + log
(|∆(z)|1/6 Im(z))s+O(s2) as s→ 0.
3For general Fuchsian groups of the first kind, Goldstein [Go73] studied analogue of Kronecker’s
limit formula associated to parabolic Eisenstein series. We will use the results from [Go73] through-
out this article.
The hyperbolic Eisenstein series in [KM79] are form-valued, and the series are defined by an
infinite sum which converges for Re(s) > 0. The main result in [KM79] is that the the form-valued
hyperbolic Eisenstein series is holomorphic at s = 0, and the value is equal to the harmonic form
that is the Poincare´ dual to the one-cycle in the homology group H1(M,R) corresponding to the
hyperbolic geodesic γ fixed by Γγ .
The analogue of Kronecker’s limit formula for elliptic Eisenstein series was first proved in [vP10]
and [vP15]. Specifically, it is shown that at s = 0, the series (2) admits the Laurent expansion
ord(w)Eellw (z, s)−
2s
√
π Γ(s− 12 )
Γ(s)
pΓ∑
k=1
Eparpk (w, 1 − s)Eparpk (z, s) =
− c− log(|HΓ(z, w)|ord(w)(Im(z))c) · s+O(s2) as s→ 0, (3)
where pk, k = 1, . . . , pΓ, are cusps of M , c = 2π/Volhyp(M), and HΓ(z, w) is a holomorphic
automorphic function with respect to Γ and which vanishes only when z = ηw for some η ∈ Γ.
Two explicit computations are given in [vP10] and [vP15] for Γ = PSL2(Z) when considering the
elliptic Eisenstein series Eellw (z, s) associated to the points w = i and w = ρ = (1 + i
√
3)/2. In
these cases, the elliptic Kronecker limit function HΓ(z, w) at points w = i and w = ρ is such that
|HΓ(z, i)| = exp(−Bi) |E6(z)| , where Bi = −3(24ζ′(−1)− log(2π) + 4 log Γ(1/4)) (4)
and
|HΓ(z, ρ)| = exp(−Bρ) |E4(z)| , where Bρ = −2(24ζ′(−1)− 2 log(2π/
√
3) + 6 logΓ(1/3)). (5)
The Kronecker limit formula for elliptic Eisenstein series became the asymptotic formulas
E
ell
i (z, s) = − log(|E6(z)||∆(z)|−1/2) · s+O(s2) as s→ 0, (6)
and
Eellρ (z, s) = − log(|E4(z)||∆(z)|−1/3) · s+O(s2) as s→ 0, (7)
where E4 and E6 are classical holomorphic Eisenstein series on PSL2(Z) of weight four and six,
respectively.
Before continuing, let us state what we believe to be an interesting side comment. The Kronecker
limit function associated to elliptic Eisenstein series is naturally defined as the coefficient of s in
the Laurent expansion of the elliptic Eisenstein series near s = 0. As we show below, one can
realize the Kronecker limit function for parabolic Eisenstein series for groups with one cusp as the
coefficient of s in the Laurent expansion of the parabolic Eisenstein series at s = 0. One has yet
to study the Laurent expansion near s = 0, in particular the coefficient of s, for the scalar-valued
hyperbolic Eisenstein series; for that matter, we have not fully understood the analoguous question
for the vector of parabolic Eisenstein series for general groups. We expect that one can develop
systematic theory by focusing on coefficients of s in all cases.
1.4 Important comment and assumption
At this time, we do not have a complete understanding of the behavior of the parabolic Eisenstein
series EparP (z, s) near s = 0. If the group has one cusp, the functional equation of the Eisenstein
series shows that EparP (z, 0) = 1. In notation to be set below, its scattering determinant is zero at
s = 0. However, this is not true when there is more than one cusp. For example, on page 536 of
[He83], the author computes the scattering matrix for Γ0(N) for square-free N , from which it is
clear that Φ(s) is holomorphic but not zero at s = 0. Specifically, it remains to determine if the
parabolic Eisenstein series is holomorphic at s = 0, which is a question we were unable to answer
in complete generality.
4Throughout this article, we assume that E
par
P (z, s) is holomorphic at s = 0.
The assumption is true in all the instances where specific examples are developed.
1.5 Main results
The purpose of the present paper is to further study the Kronecker limit function associated to
elliptic Eisenstein series. We develop two applications. To begin, we examine the relation (3) and
study the contribution near s = 0 of the term involving the parabolic Eisenstein series. As with
the parabolic Eisenstein series, the resulting expression is particularly simple in the case when
the group Γ has one cusp. However, in all cases, we obtain an asymptotic formula for Eellw (z, s)
near s = 0 which allows us to prove asymptotic bounds for the elliptic Kronecker limit function
in any parabolic cusp associated to Γ. As a consequence, we are able to prove the main result of
this article, namely a factorization theorem which expresses holomorphic forms on M of arbitrary
weight as products of the elliptic Kronecker limit functions.
The product formulas are developed in detail in the case of so-called moonshine groups, which
are discrete groups obtained by adding the Fricke involutions to the congruence subgroups Γ0(N).
As an application of the factorization theorem, we establish further examples of relations similar
to (4), (5), (6) and (7). For example, the moonshine group Γ = Γ0(2)+ = Γ0(2)
+/{±Id} has
e2 = 1/2 + i/2 as a fixed point of order four. In section 6.2, we prove that the elliptic Kronecker
limit function H2(z, e2) associated to the point e2 is such that
|H2(z, e2)| = exp(−B2,e2)
∣∣∣E(2)4 (z)∣∣∣1/2 ,
where E
(2)
4 (z) is the weight four holomorphic Eisenstein series associated to Γ0(2)
+ and
B2,e2 = −
(
24ζ′(−1) + log(8π2)− 11
6
log 2 +
1
12
log (|∆(1/2 + i/2) ·∆(1 + i)|)
)
.
In this case, the Kronecker limit formula for the elliptic Eisenstein series Eelle2 (z, s) reads as
E
ell
e2 (z, s) = − log
(
|E(2)4 (z)|1/2|∆(z)∆(2z)|−1/12
)
· s+O(s2) as s→ 0,
or, equivalently, as
E
ell
e2 (z, s) = − log
(
1√
5
|E4(z) + 4E4(2z)|1/2|∆(z)∆(2z)|−1/12
)
· s+O(s2) as s→ 0. (8)
The factorization theorem allows one to formulate numerous of examples of this type, of which we
develop a few for certain moonshine and congruence subgroups.
Second, we use the elliptic Kronecker limit formula to give a new proof of Weil’s reciprocity
formula. A number of authors have obtained generalizations of Weil’s reciprocity law; see, for
example, the elegant presentation in [Kh08] which discusses various reciprocity laws over C as well
as Deligne’s article [De91] where the author re-interprets Tate’s local symbol and obtains a number
of generalizations and applications. It would be interesting to study the possible connection
between the functional analytic method of the present and companion article [JvPS14] with the
algebraic ideas in [De91] and results surveyed in [Kh08].
An outline of this article is as follows. In section 2 we establish notation and cite various results
from the literature. In section 3, we reformulate Kronecker’s limit formula for parabolic Eisenstein
series as an asymptotic statement near s = 0. From the results in section 3, we then prove, in
section 4, the asymptotic behavior in the cusps of the elliptic Kronecker limit function. Specific
examples are given for moonshine groups Γ0(N)+ with square-free level N and congruence sub-
groups Γ0(p) with prime level p. In section 5 we prove the factorization theorem which states, in
somewhat vague terms, that any holomorphic form on M can be written as a product of ellip-
tic Kronecker limit functions, up to a multiplicative constant. In addition, from the asymptotic
5formula from section 4, one is able to obtain specific information associated to the multiplicative
constant in the aforementioned description of the factorization theorem. In section 6 we give ex-
amples of the factorization theorem for holomorphic Eisenstein series for the modular group, for
moonshine groups of levels 2 and 5, for general moonshine groups, and for congruence subgroups
Γ0(p) of prime level. Finally, in section 7, we present our proof of Weil’s reciprocity using the
elliptic Kronecker limit functions and state a few concluding remarks.
2 Background material
2.1 Basic notation
Let Γ ⊆ PSL2(R) denote a Fuchsian group of the first kind acting by fractional linear transfor-
mations on the hyperbolic upper half-plane H := {z = x + iy ∈ C |x, y ∈ R; y > 0}. We let
M := Γ\H, which is a finite volume hyperbolic Riemann surface, and denote by p : H −→M the
natural projection. We assume that M has eΓ elliptic fixed points and pΓ cusps. We identify M
locally with its universal cover H.
We let µhyp denote the hyperbolic metric on M , which is compatible with the complex structure
of M , and has constant negative curvature equal to minus one. The hyperbolic line element ds2hyp,
resp. the hyperbolic Laplacian ∆hyp, are given as
ds2hyp :=
dx2 + dy2
y2
, resp. ∆hyp := −y2
(
∂2
∂x2
+
∂2
∂y2
)
.
By dhyp(z, w) we denote the hyperbolic distance from z ∈ H to w ∈ H.
2.2 Moonshine groups
Let N = p1 · · · pr be a square-free, non-negative integer. The subset of SL2(R), defined by
Γ0(N)
+ :=
{
e−1/2
(
a b
c d
)
∈ SL2(R) : ad− bc = e, a, b, c, d, e ∈ Z, e | N, e | a, e | d, N | c
}
is an arithmetic subgroup of SL2(R). We use the terminology “moonshine group” of level N
to describe Γ0(N)
+ because of the important role these groups play in “monstrous moonshine”.
Previously, the groups Γ0(N)
+ were studied in [Hel66] where it was proved that if a subgroup
G ⊆ SL2(R) is commensurable with SL2(Z), then there exists a square-free, non-negative integer
N such that G is a subgroup of Γ0(N)
+. We also refer to page 27 of [Sh71] where the groups
Γ0(N)
+ are cited as examples of groups which are commensurable with SL2(Z) but non necessarily
conjugate to a subgroup of SL2(Z).
Let {±Id} denote the set of two elements consisting of the identity matrix Id and its product
with −1. In general, if Γ is a subgroup of SL2(R), we let Γ := Γ/{±Id} denote its projection into
PSL2(R).
2.3 Holomorphic Eisenstein series
Following [Se73], we define a weakly modular form f of weight 2k for k ≥ 1 associated to Γ to be
a function f which is meromorphic on H and satisfies the transformation property
f
(
az + b
cz + d
)
= (cz + d)−2kf(z) for all
(
a b
c d
)
∈ Γ.
Let Γ be a Fuchsian group of the first kind that has at least one class of parabolic elements. By
rescaling, if necessary, we may always assume that the parabolic subgroup of Γ has a fixed point
at ∞, with identity scaling matrix. In this situation, any weakly modular form f will satisfy the
6relation f(z + 1) = f(z), so we can write
f(z) =
∞∑
n=−∞
anq
n
z where qz = e(z) = e
2piiz .
If an = 0 for all n < 0, then f is said to be holomorphic at the cusp at ∞.
A holomorphic modular form with respect to Γ is a weakly modular form which is holomorphic
on H and in all of the cusps of Γ. Examples of holomorphic modular forms are the holomorphic
Eisenstein series, which are defined as follows. Let Γ∞ denote the subgroup of Γ which stabilizes
the cusp at ∞. For k ≥ 2, let
E2k,Γ(z) :=
∑
( ∗ ∗c d )∈Γ∞\Γ
(cz + d)−2k. (9)
It is elementary to show that the series on the right-hand side of (9) is absolutely convergent
for all integers k ≥ 2 and defines a holomorphic modular form of weight 2k with respect to Γ.
Furthermore, the series E2k,Γ is bounded and non-vanishing at cusps and such that
E2k,Γ(z) = 1 +O(exp(−2π Im(z))), as Im(z)→∞.
When Γ = PSL2(Z), we denote E2k,PSL2(Z) by E2k. The holomorphic forms E2k(z) have the
q−expansions
E2k(z) = 1− 4k
B2k
∞∑
n=1
σ2k−1(n)q
n
z ,
where B2k denotes the 2k−th Bernoulli number and σl is the generalized divisor function, which
is defined by σl(m) =
∑
d|m
dl. By convention, we set σ(m) = σ1(m).
On the full modular surface, there is no weight 2 holomorphic modular form. Consider, however,
the function E2(z) defined by its q-expansion
E2(z) = 1− 24
∞∑
n=1
σ(n)qnz
which transforms according to the formula
E2(γz) = (cz + d)
2E2(z) +
6
πi
c(cz + d),
for ( ∗ ∗c d ) ∈ PSL2(Z). It is elementary to show that for a prime p, the function
E2,p(z) := E2(z)− pE2(pz) (10)
is a weight 2 holomorphic form associated to the congruence subgroup Γ0(p) of PSL2(Z). The
q−expansion of E2,p is
E2,p(z) = (1− p)− 24
∞∑
n=1
σ(n)(qnz − pqpnz ). (11)
When Γ = Γ+0 (N), we denote the forms E2k,Γ+0 (N)
by E
(N)
2k . In [JST14a] it is proved that E
(N)
2k (z)
may be expressed as a linear combination of forms E2k(z), with dilated arguments, namely
E
(N)
2k (z) =
1
σk(N)
∑
v|N
vkE2k(vz). (12)
72.4 Scattering matrices
Assume that the surfaceM has pΓ cusps, we let Pj with j = 1, . . . , pΓ denote the individual cusps.
Denote by φjk, with j, k = 1, . . . , pΓ, the entries of the hyperbolic scattering matrix ΦM (s) which
are computed from the constant terms in the Fourier expansion of the parabolic Eisenstein series
E
par
Pj
(z, s) associated to cusp Pj in an expansion in the cusp Pk. For all j, k = 1, . . . , pΓ, each
function φjk has a simple pole at s = 1 with residue equal to 1/Volhyp(M). Furthermore, φjk has
a Laurent series expansion at s = 1 which we write as
φjk(s) =
1
Volhyp(M)(s− 1) + βjk + γjk(s− 1) +O((s − 1)
2), as s→ 1. (13)
After a slight renormalization and trivial generalization, Theorem 3-1 from [Go73] asserts that the
parabolic Eisenstein series EparPj (z, s) admits the Laurent expansion
E
par
Pj
(z, s) =
1
Volhyp(M)(s− 1) + βjj −
1
Volhyp(M)
log
∣∣∣η4Pj (z) Im(z)∣∣∣+ fj(z)(s− 1) +O((s − 1)2),
(14)
as s→ 1, for j = 1, . . . , pΓ.
As the notation suggestions, the function ηPj (z) is a holomorphic form for Γ and is a generalization
of the classical eta function for the full modular group. To be precise, ηPj (z) is an automorphic form
corresponding to the multiplier system v(σ) = exp(iπSΓ,j(σ)), where SΓ,j(σ) is a generalization
of a Dedekind sum attached to a cusp Pj for each j = 1, . . . , pΓ of M , meaning a real number
uniquely determined for every σ = ( ∗ ∗c d ) ∈ Γ which satisfies the relation
log ηPj (σ(z)) = log ηPj (z) +
1
2
log(cz + d) + πiSΓ,j(σ).
The coefficient fj(z) multiplying (s − 1) in formula (14) is a certain function, whose behavior is
not of interest to us in this paper. This term would probably yield to a definition of generalized
Dedekind sums; see, for example, [Ta86].
Finally, let us set the notation
φjk(s) = ajk + bjks+ cjks
2 +O(s3) as s→ 0 (15)
for the coefficients in the Laurent expansion of φjk near s = 0. Note that the form of this expansion
is justified by the assumption made in subsection 1.4.
3 Kronecker’s limit formula for parabolic Eisenstein series
In this section we will re-write the Kronecker limit formula for the parabolic Eisenstein series as an
expression involving the Laurent expansion near s = 0. We begin with the following lemma which
states certain relations amongst coefficients appearing in (13) and (15). To repeat, we assume that
each parabolic Eisenstein series E
par
Pj
(z, s) is holomorphic at s = 0.
Lemma 1. With the notation in (13) and (15), we have, for each k, l = 1, . . . , pΓ, the following
relations:
pΓ∑
j=1
ajk = 0, (16)
pΓ∑
j=1
(
− bjk
Volhyp(M)
+ ajkβjl
)
= δkl, (17)
pΓ∑
j=1
(
− cjk
Volhyp(M)
+ bjkβjl
)
=
pΓ∑
j=1
ajkγjl, (18)
where δkl is the Kronecker symbol.
8Proof. The relations (16) through (18) are immediate consequences of the functional equation
for the scattering determinant, namely the formula ΦM (s)ΦM (1 − s) = Id. In particular, the
formulae are obtained by computing the coefficients of s−1, 1, and s in the Laurent expansion
near s = 0.
Proposition 2. With the notation in (13) and (15), the parabolic Eisenstein series EparPj (z, s) has
a Taylor series expansion at s = 0 which can be written as
E
par
Pj
(z, s) =
pΓ∑
k=1
[
− bjk
Volhyp(M)
+ ajk
(
βkk − 1
Volhyp(M)
log
∣∣η4Pk(z) Im z∣∣)]+
+ s ·
pΓ∑
k=1
[
− cjk
Volhyp(M)
+ bjk
(
βkk − 1
Volhyp(M)
log
∣∣η4Pk(z) Im z∣∣)+ ajkfk(z)]+O(s2). (19)
Proof. The result is a straightforward computation based on the functional equation
(Epar1 (z, s) .... E
par
p (z, s))
T = ΦM (s)(E
par
1 (z, 1− s) .... Eparp (z, 1− s))T
together with the expansions (14) and (15).
In the case when pΓ = 1, the relations (16) through (18) and Proposition 2 become particularly
simple and yield an elegant statement. As is standard, the cusp is normalized to be at∞, and the
associated Eisenstein series, eta function, scattering coefficients, etc. are written with the subscript
∞.
Corollary 3. The Kronecker limit formula for parabolic Eisenstein series Epar∞ on a finite volume
Riemann surface with one cusp at ∞ can be written as
Epar∞ (z, s) = 1 + log(
∣∣η4∞(z)∣∣ Im(z))s+O(s2), as s→ 0. (20)
Example 4. In the case when Γ = Γ+0 (N), for a square-free, positive integer N , the quotient space
XN := Γ
+
0 (N)\H has one cusp. The automorphic form η∞ is explicitly computed in [JST14a],
where it is proved that
η∞(z) = 2r
√∏
v|N
η(vz).
Example 5. In the case when Γ is the group Γ0(N), for a positive integer N , the corresponding
quotient space MN := Γ0(N)\H has many cusps. Using a standard fundamental domain, MN
has cusps at ∞, at 0 and, in the case when N is not prime, at the rational points 1/v, where
v | N is such that (v, Nv ) = 1, where (·, ·) stands for the greatest common divisor. As in the
above example, let use the subscript∞ to denote data associated to the cusp at∞. In particular,
the automorphic form η∞ in the example under consideration was explicitly computed in [Va96],
where it is proved that
η∞(z) = ϕ(N)
√∏
v|N
η(vz)vµ(N/v),
where ϕ(N) is the Euler ϕ−function and µ denotes the Mo¨bius function. In the case of other
cusps Pk, the automorphic form ηPk was also computed in [Va96], but the expressions are more
involved so we omit repeating the formulas here.
Also, for the cusp at∞ and the principal congruence subgroup Γ(N), the eta-function is computed
in Theorem 1, page 405 of [Ta86].
94 Kronecker’s limit formula for elliptic Eisenstein series
The function HΓ(z, w), defined in (3) is called the elliptic Kronecker limit function at w. It satisfies
the transformation rule
HΓ(γz, w) = εw(γ)(cz + d)
2CwHΓ(z, w), for any γ =
(∗ ∗
c d
)
∈ Γ, (21)
where εw(γ) ∈ C is a constant of absolute value 1, independent of z and
Cw = 2π/(ord(w)Volhyp(M)), (22)
see [vP10], Proposition 6.1.2., or [vP15]. Since HΓ(z, w), as a function of z, is finite and non-zero
at the cusp P1 = ∞, we may re-scale the function and assume, without lost of generality, that
HΓ(z, w) is real at the cusp ∞.
We begin by studying the asymptotic behavior ofHΓ(σPlz, w) as y = Im(z)→∞, for l = 1, . . . , pΓ.
Proposition 6. For any cusp Pl, with l = 1, . . . , pΓ, let
Bw,Pl = −Cw
(
2− log 2 + log
∣∣η4Pl(w) Im(w)∣∣ − βll Volhyp(M)) . (23)
Then there exists a constant aw,Pl ∈ C of modulus one such that
H(σPlz, w) = aw,Pl exp(−Bw,Pl)|clz + dl|2Cw +O(exp(−2π Im(z))), as Im(z)→∞ ,
where σPl = (
∗ ∗
cl dl ) is the scaling matrix for a cusp Pl and Cw is defined by (22).
Proof. The proof closely follows the proof of [vP10], Proposition 6.2.2. when combined with the
Taylor series expansion (19) of the parabolic Eisenstein series at s = 0. For the convenience of the
reader, we now present the complete argument.
Combining the equation (3) with the proof of Proposition 6.1.1 from [vP10], taking ej = w, we
can write
− log(|HΓ(z, w)| Im(z)Cw) = Kw(z),
where the function Kw(z) can be expressed as the sum of two terms: A term Fw(z) arising from
the spectral expansion and a term Gw(z) which can be expressed as the sum over the group.
Furthermore, for z ∈ H such that Im z > Im(γw) for all γ ∈ Γ the parabolic Fourier expansion of
Kw(σPlz) is given by
Kw(σPlz) =
∑
m∈Z
bm,w,Pl(y)e(mx)
with coefficients bm,w,Pl(y) given by
bm,w,Pl(y) =
1∫
0
Kw(σPlz)e(−mx).
Since the hyperbolic Laplacian is SL2−invariant, we easily generalize computations from p. 128
of [vP10] to deduce that
Kw(σPlz) = −Cw log y +Aw,Ply +Bw,Pl +
∞∑
m=1
(Am;w,Ple(mz) +Am;w,Ple(−mz)),
for some constants Aw,Pl , Bw,Pl ∈ R and complex constants Am;w,Pl .
Let us introduce the notation
fw,Pl(z) := exp
(
−2
∞∑
m=1
Am;w,Ple(mz)
)
, (24)
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from which one immediately can write
Kw(σPlz) = Aw,Ply +Bw,Pl − log(|fw,Pl(z)| Im(z)Cw). (25)
When employing (25), we can re-write (3) as
E
ell
w (σPlz, s)− hw(s)
pΓ∑
j=1
E
par
Pj
(w, 1 − s)EparPj (σPlz, s) = (26)
− Cw + (Aw,Ply +Bw,Pl − log(|fw,Pl(z)| Im(z)Cw)) · s+O(s2),
as s→ 0, where
hw(s) :=
2s
√
π Γ(s− 1/2)
ord(w)Γ(s)
. (27)
As in [vP10], pp. 129–130, we use the functional equation of the parabolic Eisenstein series and
consider the constant term in the Fourier series expansion, as a function of z, of the function
Eellw (σPlz, s)−hw(s)
pΓ∑
j=1
E
par
Pj
(w, 1−s)EparPj (σPlz, s) = Eellw (σPlz, s)−hw(s)
pΓ∑
j=1
E
par
Pj
(w, s)EparPj (σPlz, 1−s).
(28)
The constant term is given by
−hw(s)
pΓ∑
j=1
φjl(1− s)ysEparPj (w, s) = −
√
π
ord(w)
Γ(s− 1/2)
Γ(s)
(2y)s
pΓ∑
j=1
φjl(1− s)EparPj (w, s).
Recall the expansions
Γ(s− 1/2) = −2√π (1 + (2− γ − 2 log 2)s+O(s2)) , (29)
1
Γ(s)
= s
(
1 + γs+O(s2)
)
, and (2y)s = 1 + s log(2y) +O(s2), (30)
which hold when s → 0, where, as usual, γ denotes the Euler constant. When combining these
expressions with (13), we can write the asymptotic expansions near s = 0 of the constant term in
the Fourier series expansion of (28) as
2π
ord(w)
(
1 + (2 + log y − log 2)s+ O(s2)) · pΓ∑
j=1
(
− 1
Volhyp(M)
+ βjls+O(s
2)
)
E
par
Pj
(w, s). (31)
Let us now compute the first two terms in the Taylor series expansion at s = 0 of the expression
pΓ∑
j=1
(
− 1
Volhyp(M)
+ βjls+O(s
2)
)
E
par
Pj
(w, s). (32)
By applying (19), we conclude that the constant term in the Taylor series expansion of (32) is
pΓ∑
j=1
pΓ∑
k=1
−1
Volhyp(M)
(
− bjk
Volhyp(M)
+ ajkβkk − ajk
Volhyp(M)
log
∣∣η4Pk(w) Im(w)∣∣) .
Applying relations (16) and (17) we then obtain, by manipulation of the sums, that the constant
term in (32) is equal to −1/Volhyp(M). The factor multiplying s is equal to
pΓ∑
j=1
pΓ∑
k=1
−1
Volhyp(M)
(
− cjk
Volhyp(M)
+ bjkβkk − bjk
Volhyp(M)
log
∣∣η4Pk(w) Im(w)∣∣+ ajkfk(w))
+
pΓ∑
j=1
pΓ∑
k=1
βjl
(
− bjk
Volhyp(M)
+ ajkβkk − ajk
Volhyp(M)
log
∣∣η4Pk(w) Im(w)∣∣) .
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Applying relations (16) to (18) we get that
pΓ∑
j=1
pΓ∑
k=1
ajkfk(w) = 0
and
pΓ∑
k=1
( −1
Volhyp(M)
log
∣∣η4Pk(w) Im(w)∣∣ + βkk) pΓ∑
j=1
(
− bjk
Volhyp(M)
+ ajkβjl
)
=
−1
Volhyp(M)
log
∣∣η4Pl(w) Im(w)∣∣+ βll
as well as
pΓ∑
j=1
pΓ∑
k=1
( −cjk
Volhyp(M)
+ bjkβjl
)
=
pΓ∑
j=1
pΓ∑
k=1
ajkγjl = 0.
Therefore, the factor multiplying s in the Taylor series expansion of (32) is equal to
−1
Volhyp(M)
log
∣∣η4Pl(w) Im(w)∣∣ + βll.
Inserting this into (31) we see that the constant term in the Fourier series expansion of (28) is
given by
−Cw − Cw
(
2− log 2 + log y + log
∣∣η4pl(w) Im(w)∣∣ − βllVolhyp(M)) s+O(s2),
as s → 0. Comparing this result with the right-hand side of formula (26), having in mind the
definition of the number Cw, we immediately deduce that Aw,Pl = 0,
Bw,Pl = −Cw
(
2− log 2 + log ∣∣η4Pl(w) Im(w)∣∣− βll Volhyp(M))
and
Kw(σPlz) = − log(|HΓ(σPlz, w)||clz + dl|−2Cw Im(z)Cw) = Bw,Pl − log(|fw,Pl(z)| Im(z)Cw),
where the function fw,Pl is defined by (24). From (24) we deduce that
|fw,Pl(z)| = exp
(
−2Re
(
∞∑
m=1
Am;w,Ple(mz)
))
= 1 +O(exp(−2π Im(z))),
as Im(z)→∞. Therefore,
|HΓ(σPlz, w)| = exp(−Bw,Pl)|clz + dl|2Cw +O(exp(−2π Im(z))), as Im(z)→∞ ,
and the proof is complete.
Example 7. Moonshine groups. Let N = p1 · . . . · pr be a squarefree number. Let XN =
Γ0(N)+ \H. The surface XN possesses one cusp at∞ with identity scaling matrix. The scattering
determinant ϕN associated to the only cusp of XN at ∞ is computed in [JST14], where it was
shown that
ϕN (s) =
√
π
Γ(s− 1/2)
Γ(s)
ζ(2s− 1)
ζ(2s)
·DN(s),
where ζ(s) is the Riemann zeta function and
DN (s) =
r∏
j=1
p1−sj + 1
psj + 1
=
1
Ns−1
r∏
j=1
ps−1j + 1
psj + 1
.
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Let bN denote the constant term in the Laurent series expansion of ϕN (s) at s = 1. One can
compute bN by expanding functions DN(s), Γ(s) and ζ(s) in their Laurent expansions at s = 1,
which would yield the expressions
DN (s) =
2r
σ(N)
1 + (s− 1)
 r∑
j=1
(1− pj) log pj
2(pj + 1)
− logN
+O((s − 1)2)
 ,
and
√
π
Γ(s− 1/2)
Γ(s)
= π
(
1− 2 log 2(s− 1) +O((s − 1)2)) , (33)
as well as
ζ(2s− 1)
ζ(2s)
=
6
π2
(
1
2(s− 1) − log(2π) + 1− 12ζ
′(−1) +O(s − 1)
)
. (34)
Multiplying expansions (33) and (34) and using that
1
Volhyp(XN )
=
3 · 2r
π σ(N)
,
which was proved in [JST14a], we arrive at the expression
bN = − 1
Volhyp(XN )
 r∑
j=1
(pj − 1) log pj
2(pj + 1)
− logN + 2 log(4π) + 24ζ′(−1)− 2
 . (35)
With this formula, Proposition 6, and Example 4 we conclude that the elliptic Kronecker limit
function HN (z, w) := HΓ+0 (N)
(z, w) associated to the point w ∈ XN may we written as
HN (z, w) = aN,w exp(−BN,w) + exp(−2π Im(z)), as Im(z)→∞,
where aN,w is a complex constant of modulus one and
BN,w = − 2π
ord(w)Volhyp(XN )
 r∑
j=1
(pj − 1) log pj
2(pj + 1)
− logN + C + log

2r
√∏
v|N
|η(vw)|4 · Im(w)

with C := log(8π2) + 24ζ′(−1).
Example 8. Congruence subgroups of prime level. Let Mp = Γ0(p)\H, where p is a prime.
The surface Mp has two cusps, at ∞ and 0. The scaling matrix for the cusp at ∞ is identity
matrix. The scattering matrix in this setting is computed in [He83] and is given by
ΦMp(s) =
√
π
Γ(s− 1/2)
Γ(s)
ζ(2s− 1)
ζ(2s)
· 1
p2s − 1
(
p− 1 ps − p1−s
ps − p1−s p− 1
)
.
Using the expansions (33) and (34), together with Volhyp(Mp) = π(p+ 1)/3 and the expansion
p− 1
p2s − 1 =
1
p+ 1
− 2p
2 log p
(p− 1)(p+ 1)2 (s− 1) +O((s − 1)
2) as s→ 1 ,
we conclude that the coefficients β11 and β22 in the Laurent series expansion (13) are given by
β11 = β22 = − 2
Volhyp(Mp)
(
log(4πp) + 12ζ′(−1)− 1 + log p
p2 − 1
)
.
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Therefore, from Proposition 6, when applied to the cusp at ∞, and Example 5, we conclude that
the elliptic Kronecker limit function H˜p(z, w) := HΓ0(p)(z, w) associated to the point w ∈Mp can
be written as
H˜p(z, w) = a˜p,w exp(−B˜p,w) + exp(−2π Im(z)), as Im(z)→∞,
where a˜p,w is a complex constant of modulus one and
B˜p,w = − 2π
ord(w)Volhyp(Mp)
(
2p2 log p
p2 − 1 + C + log
(∣∣∣∣∣ p−1
√
η(pw)p
η(w)
· Im(w)
∣∣∣∣∣
))
with C := log(8π2) + 24ζ′(−1).
5 A factorization theorem
In (4) and (5) one has an evaluation of the elliptic Kronecker limit function in the special case
when Γ = PSL2(Z) and w = i or w = ρ = exp(2πi/3) are the elliptic fixed points of PSL2(Z).
The following theorem generalizes these results.
Theorem 9. Let M = Γ \ H be a finite volume Riemann surface with at least one cusp, which
we assume to be at ∞ with identity scaling matrix. Let k be a fixed positive integer such that
there exists a weight 2k holomorphic form f2k on M which is non-vanishing in all cusps and with
q−expansion at ∞ given by
f2k(z) = bf2k +
∞∑
n=1
bf2k(n)q
n
z . (36)
Let Z(f2k) denote the set of all zeros f2k counted according to their multiplicities and let us define
the function
Hf2k(z) :=
∏
w∈Z(f2k)
HΓ(z, w),
where, as above, HΓ(z, w) is the elliptic Kronecker limit function. Then there exists a complex
constant cf2k such that
f2k(z) = cf2kHf2k(z) (37)
and
|cf2k | = |bf2k | exp
 ∑
w∈Z(f2k)
Bw,∞
 ,
where Bw,∞ is defined in (23).
Proof. Assume that f2k possesses m+ l ≥ 1 zeroes on M , where m zeros are at the elliptic points
ej of M , j = 1, . . . ,m, and l zeroes are at the non-elliptic points wi ∈M ; of course, all zeroes are
counted with multiplicities. Then Hf2k(z) is a holomorphic function on M which is vanishing if
and only if z ∈ Z(f2k) and which according to (21) satisfies the transformation rule
Hf2k(γz) = εf2k(γ)(cz + d)
Cf2kHf2k(z), for any γ =
(∗ ∗
c d
)
∈ Γ,
where εf2k(γ) is a constant of modulus one and
Cf2k =
4π
Volhyp(M)
 m∑
j=1
1
nej
+ l
 .
The classical Riemann-Roch theorem relates the number of zeros of a holomorphic form to its
weight and the genus of M in the case M is smooth and compact. A generalization of the relation
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follows from Proposition 7, page II-7, of [SCM66] which, in the case under consideration, yields
the formula
k · Volhyp(M)
2π
=
∑
e∈EN
1
ne
ve(f) +
∑
z∈M\EN
vz(f), (38)
where EN denotes the set of elliptic points in M , ne is the order of the elliptic point e ∈ EN and
vz(f) denotes the order of the zero z of f .
Since Z(f2k) is the set of all vanishing points of f2k, formula (38) implies that
2k · Volhyp(M)
4π
=
m∑
j=1
1
nej
+ l,
hence Cf2k = 2k. In other words, Hf2k(z) is a holomorphic function on M , vanishing if and only
if z ∈ Z(f2k) and satisfying transformation rule
Hf2k(γz) = εf2k(γ)(cz + d)
2kHf2k(z), for any γ =
(∗ ∗
c d
)
∈ Γ.
By Proposition 6, we have that for any w ∈ Z(f2k) and any cusp Pl of M , with l = 1, . . . , pΓ, the
function
Ff2k(z) :=
Hf2k(z)
f2k(z)
is a non-vanishing holomorphic function onM , bounded and non-zero at the cusp at∞ and has at
most polynomial growth in any other cusp of M . Therefore, the function log |Ff2k(z)| is harmonic
on M whose growth in any cusp is such that log |Ff2k (z)| is L2 on M . As a result, log |Ff2k(z)|
admits a spectral expansion; see [He83] or [Iwa02]. Since log |Ff2k(z)| is harmonic, one can use
integration by parts to show that log |Ff2k (z)| is orthogonal to any eigenfunction of the Laplacian.
Therefore, from the spectral expansion, one concludes that log |Ff2k (z)| is constant, hence so is
Ff2k(z). The evaluation of the constant is obtained by considering the limiting behavior as z
approaches ∞. With all this, the proof of (37) is complete.
6 Examples of factorization
6.1 An arbitrary surface with one cusp
In the case when a surface M has one cusp, we get the following special case of Theorem 9.
Corollary 10. Let M = Γ\H be a finite volume Riemann surface with one cusp, which we assume
to be at ∞ with identity scaling matrix. Then the weight 2k holomorphic Eisenstein series E2k,Γ
defined in (9) can be represented as
E2k,Γ(z) = aE2k,ΓBE2k,Γ
∏
w∈Z(E2k,Γ)
HΓ(z, w),
where aE2k,Γ is a complex constant of modulus one and
BE2k,Γ =
∏
w∈Z(E2k,Γ)
exp (Cw (log 2− 2 + βM Volhyp(M))) ·
∣∣η4∞(w) Im(w)∣∣−Cw .
As before, η∞ is the parabolic Kronecker limit function defined in section 3, formula (14), and βM
is the constant term in the Laurent series expansion of the scattering determinant on M .
In this case, due to a very simple form of the Kronecker limit formula for parabolic Eisenstein
series as s→ 0, the factorization theorem yields an interesting form of the Kronecker limit formula
for elliptic Eisenstein series, which we state as the following proposition.
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Proposition 11. Let M = Γ \ H be a finite volume Riemann surface with one cusp, which we
assume to be at ∞ with identity scaling matrix. Let k be a fixed positive integer such that there
exists a weight 2k holomorphic form f2k on M with q−expansion at ∞ given by (36). Then∑
w∈Z(f2k)
Eellw (z, s) = −s log
(|f2k(z)||η4∞(z)|−k)+ s log |bf2k |+O(s2) (39)
as s→ 0, where Z(f2k) denotes the set of all zeros of f2k counted with multiplicities.
Proof. We start with formula (3), which we divide by ord(w), and take the sum over all w ∈ Z(f2k)
to get∑
w∈Z(f2k)
Eellw (z, s)− Epar∞ (z, s)
∑
w∈Z(f2k)
hw(s)E
par
∞ (w, 1 − s) =
−
∑
w∈Z(f2k)
Cw (1 + s log(Im z))− log
 ∏
w∈Z(f2k)
|HΓ(z, w)|
 · s+O(s2) (40)
as s → 0, where Cw and hw are defined by (22) and (27) respectively. One now expands the
second term on the left hand side of (40) into a Taylor series at s = 0 by applying formulas (29),
(30), (20) and (14). After multiplication, we get, as s→ 0, the expression
Epar∞ (z, s)
∑
w∈Z(f2k)
hw(s)E
par
∞ (w, 1− s)
=
∑
w∈Z(f2k)
Cw
(
1 + s
[
2− log 2− βM Vol(M) + log |η4∞(w) Im(w)| + |η4∞(z) Im(z)|
])
+O(s2)
(41)
as s→ 0. Theorem 9 yields that
log
 ∏
w∈Z(f2k)
|HΓ(z, w)|
 = log |f2k(z)| − ∑
w∈Z(f2k)
Bw,∞ − log |bf2k |, (42)
where Bw,∞ is defined by (23) for the cusp Pl =∞. Finally, from formula (38), we get that∑
w∈Z(f2k)
Cw = k.
Therefore, by inserting (23), (42) and (41) and into (40), we immediately deduce (39). The proof
is complete.
Remark 12. In the case Γ = PSL2(Z), the parabolic Kronecker limit function is given by η∞(z) =
η(z) = ∆(z)1/24. Then, for k = 3 and f2k = E6, we have bE6 = 1 and Z(E6) = {i}, hence
Proposition 11 yields (6). Analoguously, for k = 2 and f2k = E4, we have bE4 = 1 and Z(E4) =
{ρ}, and Proposition 11 gives (7). Furthermore (see [vP10], p. 131), we have BE6,Γ = exp(Bi) and
BE4,Γ = exp(Bρ), where Bi and Bρ are given by (4) and (5) respectively.
Let us now develop further examples of a surfaces with one cusp and explicitly compute the
constant BE2k,Γ in these special cases.
6.2 Moonshine groups of square-free level
Example 13. Consider the surface X2. There exists one elliptic point of order two, e1 = i/
√
2,
and one elliptic point of order four, e2 = 1/2 + i/2. The surface X2 has genus zero and one cusp,
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hence Volhyp(X2) = π/2. The transformation rule for E
(2)
6 implies that the form must vanish at
the points e1 and e2. Furthermore, formula (38) when applied to X2 becomes
2k
8
= v∞(f) +
1
4
ve2 (f) +
1
2
ve1(f) +
∑
z∈X2\{e1,e2}
vz(f). (43)
Taking k = 3, we conclude that e1 and e2 are the only vanishing points of E
(2)
6 and the order of
vanishing is one at each point. Therefore, in the notation of Theorem 9 and Example 7, we have
that the form H
(2)
6 (z) = HE(2)6
(z) is given by H
(2)
6 (z) := H2(z, e1)H2(z, e2). Assuming that the
phase of H
(2)
6 (z) is such that it attains real values at the cusp ∞, we have that
E
(2)
6 (z) = C2,6H
(2)
6 (z), (44)
where the absolute value of the constant C2,6 is given by |C2,6| = eB2,e1+B2,e2 with
B2,e1 = −2
(
24ζ′(−1) + log(8π2)− 4
3
log 2 +
1
12
log
(∣∣∣∆(i√2) ·∆(i/√2)∣∣∣))
and
B2,e2 = −
(
24ζ′(−1) + log(8π2)− 11
6
log 2 +
1
12
log (|∆(1/2 + i/2) ·∆(1 + i)|)
)
.
Let us now consider the case when k = 2. From (43), we have that only e1 and e2 can be vanishing
points of E
(2)
4 . However, there are two possibilities: Either e2 is an order two vanishing point, and
E
(2)
4 (z) 6= 0 for all z 6= e2 in a fundamental domain F2 of X2, or e1 is an order one vanishing point
and E
(2)
4 (z) 6= 0 for all points z 6= e1 in F2. If the latter possibility is true, then E(2)6 (z)/E(2)4 (z)
would be a weight 2 holomorphic modular form which vanishes only at e2, which is not possible
since there is no weight two modular form on XN for any squarefree N such that the surface XN
has genus zero; see [JST15]. Therefore, E
(2)
4 vanishes at e2 of order two, and there are no other
vanishing points of E
(2)
4 on X2.
Hence, in the notation of Theorem 9, we have H
(2)
4 (z) := HE(2)4
(z) = H2(z, e2)
2, implying that
E
(2)
4 (z) = C2,4H2(z, e2)
2, (45)
where |C2,4| = e2B2,e2 . This proves that H2(z, e2)2 is a weight four holomorphic modular function
on Γ0(2)+. If we combine (44) with (45) we get
H2(z, e1)
2 =
C2,4
C22,6
· (E
(2)
6 (z))
2
E
(2)
4 (z)
;
in other words, H2(z, e1)
2 is a weight eight holomorphic modular function on Γ0(2)+.
Furthermore, application of Proposition 11 with f2k = E
(2)
4 and Zf2k = {e2} (with multiplicity
two) together with Example 4 and the representation formula (12) yield (8).
By applying Proposition 11 with f2k = E
(2)
6 and Zf2k = {e1, e2} together with formula (8) we get
the elliptic Kronecker limit formula for Eelle1 (z, s)
Eelle1 (z, s) = −s log
(
|E(2)6 (z)||E(2)4 (z)|−1/2|∆(z)∆(2z)|−1/6
)
+ O(s2) as s→ 0.
Example 14. Consider the surface X5. There exist three order two elliptic elements, namely
e1 = i/
√
5, e2 = 2/5+ i/5, and e3 = 1/2+ i/(2
√
5). The surface X5 has genus zero and one cusp,
hence Volhyp(X5) = π. Using the transformation rule for E
(5)
6 , one concludes that the holomorphic
form E
(5)
6 must vanish at e1, e2 and e3. By the dimension formula (38), one sees that e1, e2 and
e3 are the only zeros of E
(5)
6 . Theorem 9 then implies that
E
(5)
6 (z) = C5,6H
(5)
6 (z), (46)
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where the absolute value of the constant C5,6 is given by |C5| = eB5,e1+B5,e2+B5,e3 and
B5,e1 +B5,e2 +B5,e3 = −3
(
24ζ′(−1) + log(8π2))− log 50
+
1
12
log
(∣∣∣∆(i/√5)∆(i√5)∆(2/5 + i/5)∆(2 + i)∆(1/2 + i/(2√5))∆(5/2 + i√5/2)∣∣∣) .
One can view (46) as analogue of the Jacobi triple product formula.
Remark 15. Let N = p1 · . . . · pr be a squarefree number. Then the surface XN has one cusp.
Numerous results are known concerning the topological structure ofXN ; see, for example, [Cum04]
and references therein. As a consequence, one can develop a number of results similar to the above
examples whenN = 2 orN = 5. In particular, Theorem 9 holds, so one can factor any holomorphic
Eisenstein series E
(N)
2k of weight 2k into a product of elliptic Kronecker limit functions, up to a
factor of modulus one.
6.3 Congruence subgroups of prime level
Consider the surface Mp for a prime p. The smallest positive integer k such that there exists a
weight 2k holomorphic form is k = 1. As a result, we have the following corollary of Theorem 9.
Corollary 16. Let f2k,p denote weight 2k ≥ 2 holomorphic form on the surface Mp = Γ0(p) \H
bounded at cusps and such that the constant term in its q−expansion is equal to bf2k,p. Then,
f2k,p(z) = af2k,pB˜f2k,p
∏
w∈Z(f2k,p)
H˜p(z, w),
where af2k,p is a complex constant of modulus one and
B˜f2k,p = |bf2k,p|
∏
w∈Z(f2k,p)
exp[−Cw (2p2 log p
p2 − 1 + C
)] ∣∣∣∣∣ p−1
√
η(pw)p
η(w)
Im(w)
∣∣∣∣∣
−Cw

with C := log(8π2) + 24ζ′(−1).
Let us now compute the constants B˜f2k,p for two cases.
Example 17. If p = 2, then the surface M2 has only one elliptic point, e = 1/2 + i/2, which
has order two. Furthermore, Volhyp(Mp) = π, hence formula (38) with k = 1 implies that the
holomorphic form E2,2 defined by (10) with p = 2 vanishes only at e, and the vanishing is to order
one. From the q−expansion (11) we have that ∣∣bE2,2,2∣∣ = 2− 1 = 1. Since Ce = 1, we get
E2,2(z) = a2 · 1
16 3
√
4π2
exp(−24ζ′(−1))
∣∣∣∣η(1/2 + i/2)η(1 + i)2
∣∣∣∣ H˜2(z, e),
for some complex constant a2 of modulus one. In other words, the elliptic Kronecker limit function
H˜2(z, e) is a weight two modular form on Γ0(2).
Example 18. If p = 3, then the surface M3 has only one elliptic point e = 1/2 +
√
3i/6, which
has order three. The volume of the surface M3 is 4π/3, hence formula (38) with k = 1 implies
that the holomorphic form E2,3 vanishes only at e, of order two. Furthermore,
∣∣bE2,2,2∣∣ = 2 and
Ce = 1/2, so then
E2,3(z) = a3 · 1
12 4
√
27π2
exp(−24ζ′(−1))
∣∣∣∣∣∣
√√√√ η (1/2 + i√3/6)
η
(
3/2 + i
√
3/2
)3
∣∣∣∣∣∣ H˜3(z, e)2,
for some complex constant a3 of modulus one.
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7 Additional considerations
In this section, we use the elliptic Kronecker’s limit function to prove Weil’s reciprocity law. In
addition, we state various concluding remarks.
7.1 Weil reciprocity
To conclude this article, we will use equation (3) to prove Weil’s reciprocity law which, for the
convenience of the reader, we now state.
Theorem 19. [Weil Reciprocity] Let f and g be meromorphic functions on the smooth, compact
Riemann surface M . Let Df and Dg denote the divisors of f and g, respectively, which we write
as
Df =
∑
mf (P )P and Dg =
∑
mg(P )P.
Then ∏
wj∈Dg
f(wj)
mg(wj) =
∏
zi∈Df
g(zi)
mf (zi).
Proof. Consider the function
I(s; f, g) =
∑
zi∈Df
∑
wj∈Dg
mf (zi)mg(wj)E
ell
wj (zi, s).
We shall compute the asymptotic expansion of I(s; f, g) near s = 0. Since both Df and Dg have
degree zero, we immediately have the equations∑
zi∈Df
∑
wj∈Dg
mf (zi)mg(wj)c = 0
and ∑
zi∈Df
∑
wj∈Dg
mf (zi)mg(wj) log ((Im(zi))
c) = 0.
SinceM is assumed to be smooth and compact, the terms in (3) involving the parabolic Eisenstein
series do not appear. Hence, we have the asymptotic expansion
I(s; f, g) = −
∑
zi∈Df
∑
wj∈Dg
mf (zi)mg(wj) log (|H(zi, wj)|) · s+O(s2) as s→ 0. (47)
Weil’s reciprocity formula will be proved by evaluating
lim
s→0
s−1I(s; f, g)
in two different ways, one by first summing over the points in Df the sum over the points in Dg,
and the second way obtained by interchanging the order of summation.
To begin, we claim there exist constants af and ag such that
f(w) = af
∏
zi∈Df
H(zi, w)
mf (zi) and g(z) = ag
∏
wj∈Dg
H(z, wj)
mg(wj).
Indeed, both sides of each proposed equality are meromorphic functions with the same divisors,
hence, differ by a multiplicative constant. Since both Df and Dg have degree zero, one has that∏
zi∈Df
|ag|mf (zi) =
∏
wj∈Dg
|af |mg(wj) = 1.
Therefore, we can write the lead term in (47) in two ways, yielding the identity∏
wj∈Dg
|f(wj)|mg(wj) =
∏
zi∈Df
|g(zi)|mf (zi). (48)
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It remains to argue that (48) holds without the absolute value signs, which can be completed as
follows. First, apply the above arguments in a fundamental domain F ofM whose interior contains
the support of Df and Dg. On such a domain, one can choose a well-defined branch of H(z, w),
hence we arrive at the equality∏
wj∈Dg
f(wj)
mg(wj) =
∏
zi∈Df
g(zi)
mf (zi) (49)
viewing all points zi and wj as lying in F. Now, when tessellating by η ∈ Γ, one introduces
multiplicative factors of the form∏
wj∈Dg
ǫΓ(η)
mg(wj) and
∏
zi∈Df
ǫΓ(η)
mf (zi). (50)
Since Df and Dg are degree zero, each term in (50) is equal to one. Therefore, one gets a well-
defined extension of (49) to all z, w ∈ H, which completes the proof of Theorem 19.
7.2 Unitary characters and Artin formalism
As with parabolic Eisenstein series, one can extend the study of elliptic Eisenstein series to include
the presence of a unitary character. More precisely, let π : Γ → U(n) denote an n-dimensional
unitary representation of the group Γ with associated character χpi. Let us define
E
ell
w (z, s;π) =
∑
η∈Γ
χpi(η) sinh(dhyp(ηz, w))
−s (51)
to be the elliptic Eisenstein series twisted by χpi. Note that if n = 1 and π is trivial, then the above
definition is equal to ord(w) times the series in (2). (Again, we kept the definition (2) in order to
be consistent with the notation in [JvPS14]). In general terms, the meromorphic continuation of
(51) can be studied using the methodology of [JvPS14], which depended on the spectral expansion
and small time asymptotics of the associated heat kernel. As a result, we feel it is safe to say that
one subsequently can prove the continuation of (51).
Having established the meromorphic continuation of (51), one then can study the elliptic Kronecker
limit functions. It would be interesting to place the study in the context of the Artin formalism
relations (see [JLa94] and references therein). The system of elliptic Eisenstein series associated to
the representations π will satisfy additive Artin formalism relations, and, through exponentiation,
the corresponding elliptic Kronecker limit functions will satisfy multiplicative Artin formalism
relations. It would be interesting to carry out these computations in the setting of the congruence
groups Γ0(N) as subgroups of the moonshine groups Γ0(N)
+, for instance, in order to relate
the above-mentioned computations for parabolic Kronecker limit functions. It is possible that a
similar approach could yield further relations amongst the elliptic Kronecker limit functions.
7.3 The factorization theorem in other cases
7.3.1 Factorization for compact surfaces
If M is compact then, in a sense, Theorem 9 becomes the following. In the notation of the proof
Theorem 9, the quotient
Ff2k(z) :=
Hf2k(z)
f2k(z)
is a non-vanishing, bounded, holomorphic function on M , hence is constant, thus
f2k(z) = cf2kHf2k(z) := cf2k
∏
w∈Z(f2k)
HΓ(z, w)
for some constant cf . The point now is to develop a strategy by which one can evaluate cf2k .
Perhaps the most natural approach would be to study the limiting value of
H˜Γ(z) := lim
w→z
HΓ(z, w)
z − w ,
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which needs to be considered in the correct sense as a holomorphic form on M . One can then
express cf2k in terms of the first non-zero coefficient of f2k about a point z ∈ Z(f2k), a product of
the forms Hf2k (z, w) for two different points in Z(f2k) and H˜Γ(z). Such formulae could be quite
interesting in various cases of arithmetic interest. We will leave the development of such identities
for future investigation.
7.3.2 Factorization for surfaces with more than one cusp
It is evident that one can generalize Theorem 9 to the case when the holomorphic form f2k vanishes
in a cusp, or several cusps. In such an instance, one includes factors of the parabolic Kronecker
limit function in the construction of Hf2k . The parabolic Kronecker limit function is bounded and
non-vanishing in any cusp other than the one to which it is associated, and the (fractional) order
to which it vanishes follows from Theorem 1 of [Ta86]. As with Theorem 9, one can express any
holomorphic modular form as a product of parabolic and elliptic Kronecker limit functions, up
to a multiplicative constant. Furthermore, the multiplicative constant can be computed, up to a
factor of modulus one, from the value of the various functions at a cusp.
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