We are concerned with using user-tagged images to learn proper hashing functions for image retrieval. The benefits are two-fold: (1) we could obtain abundant training data for deep hashing models; (2) tagging data possesses richer semantic information which could help better characterize similarity relationships between images. However, tagging data suffers from noises, vagueness and incompleteness. Different from previous unsupervised or supervised hashing learning, we propose a novel weakly-supervised deep hashing framework which consists of two stages: weakly-supervised pre-training and supervised fine-tuning. The second stage is as usual. In the first stage, rather than performing supervision on tags, the framework introduces a semantic embedding vector (sem-vector) for each image and performs learning of hashing and sem-vectors jointly. By carefully designing the optimization problem, it can well leverage tagging information and image content for hashing learning. The framework is general and does not depend on specific deep hashing methods. Empirical results on real world datasets show that when it is integrated with state-of-art deep hashing methods, the performance increases by 8-10%.
Introduction
In recent years, many learning-based hashing schemes [Weiss et al., 2008; Irie et al., 2014; Liu et al., 2012; Zhao et al., 2015; Zhang et al., 2015] have been proposed for image retrieval. They target at learning a compact and similarity preserving representation such that similar images are mapped to nearby binary hash codes in the Hamming space. Among them, the supervised approaches based on deep models have achieved the state-of-the-art results with the help of manually labeled images. However, they still suffer from two issues: (1) training an effective and generalized hashing model requires a large quantity of labeled images, whereas the labeling work is very tedious and expensive; (2) the controlled label set usually only includes coarse-grained concept labels * Corresponding author in images, which cannot well characterize the fine-grained similarity relationships between images.
With the remarkable growth in the popularity of social media websites, more and more users upload, share and tag their images therein. This forms vast collections of images attached with user tags. Such collections could be useful for hashing model training from the following two aspects: (1) tags reflect semantic information of images to some degree, so we could obtain abundant training data for deep hashing models. (2) compared to controlled manual labels, tagging data possesses richer semantic information which could help better characterize similarity relationships between images. Figure 1 shows some example images with both user tags and manual labels in the Flickr dataset we use for experiments. As can be seen, users tend to tag images in a more fine-grained fashion, e.g. "jump jet", "spider". It is hard for a controlled label set to capture fine-grained semantics comprehensively. Tagging data offers the opportunity to train hashing models to capture fine-grained similarity relationships between images.
However, challenges always come with opportunities. Tagging data suffers from noises, vagueness and incompleteness. For example, in Figure 1 "2016" is a noise tag that does not describe image content. Vagueness mainly refer to synonyms and polysemous words. Incompleteness means people often do not tag images comprehensively. These issues hinder supervised training using tagging data.
To this end, a novel weakly-supervised deep hashing framework is proposed for hashing learning using tagging data. The framework consists of two stages: weakly-supervised pre-training and supervised fine-tuning. In the first stage, rather than performing direct supervision on tags, we introduce a semantic embedding vector (sem-vector) for each image and perform learning of hashing and sem-vectors jointly. Specifically, we first project tags into an embedding space by word2vec [Mikolov et al., 2013] . Then we perform sparse coding to extract the underlying "semantic words" (sem-words) which define the space for sem-vectors. Semwords could represent atoms of semantics so that vagueness of tags can be alleviated. We further use average pooling to obtain image level semantic representations from the attached tags. This can also alleviate the influence from noise and polysemy tags (Pre-filtering can also be used to remove noise tags). To overcome the incompleteness problem, we exploit the co-occurrence information of tags at the sem-word level and also consider image content features. We formulate different criteria into a joint optimization framework for hashing model pre-training. In the second stage, any state-of-art supervised hashing training methods can be adopted.
The main contributions of this work are summarized as follows. 1) First, we propose to help improve image retrieval performance by using images tagged by Web users to train deep hashing models. We identify the benefits and validate them by empirical evaluation. 2) We develop a novel weaklysupervised hashing learning framework. It can well leverage tagging information and image content for deep hashing model training. 3) Third, we conduct experiments on two benchmark datasets to demonstrate that the state-of-art supervised hashing learning approaches can be significantly improved by the proposed framework.
Related Work
Considering the high dimensionality of images, one critical challenge in content-based image retrieval (CBIR) is how to efficiently generate search results. Recently, hashing learning is recognized as an important technique for fast approximate similarity search. Hashing learning methods focus on how to learn compact hash codes from the training data. Generally speaking, hashing methods can be categorized into two classes: unsupervised and supervised methods. Unsupervised hashing methods generate compact hash codes by using random projection or training on unlabeled data [Gionis et al., 2000; Weiss et al., 2008] . The most representative one is Locality-Sensitive Hashing (LSH) [Gionis et al., 2000] , which aims at maximizing the probability that similar data instances are mapped to similar binary codes. Recent studies have shown that using supervised information can boost the performance of binary hash codes. Supervised hashing methods [Kulis and Darrell, 2009; Liu et al., 2012] usually use label information to guide pairwise similarity estimation for training effective hashing functions. For example, Chang et al. [Liu et al., 2012] introduced Kernel-based Supervised Hashing (KSH) which maps images to binary hash codes by maximizing the separability of code inner products between similar and dissimilar pairs.
Recently, deep convolutional neural networks (CNNs) have shown promising results for hashing learning. Several state-of-art CNN-based hashing methods (e.g., [Lin et al., 2016; Zhang et al., 2015; Yan et al., 2017] ) were proposed to learn binary image hash codes. Lin et al. [Lin et al., 2016] proposed an unsupervised CNN-based hashing approach called DeepBit which learned a set of non-linear projection functions to compute compact binary codes. Liu et al. introduced the Deep Supervised Hashing (DSH) method [Liu et al., 2016] which took pairs of images (similar/dissimilar) as training inputs and encouraged the output of each image to approximate binary values. Another supervised deep hashing method, Deep Regularized Similarity Comparison Hashing (DRSCH), was proposed by Zhang et al. [Zhang et al., 2015] . They utilized CNN with a triplet-based objective function for hashing function learning.
The most similar work to ours is Weakly-supervised Multimodal Hashing (WMH) , which was also concerned with hashing learning using tags. However, they proposed a concrete hashing method with linear hashing functions, while we propose a general weakly-supervised deep hashing framework that can incorporate any state-of-art deep hashing models. Moreover, WMH directly used tags to calculate image similarity (on the textual modal), which would be more vulnerable to the noise and vagueness issues. In experiments we will integrate our weakly-supervised learning framework with representative and state-of-art hashing models to show our framework can indeed help boost their performance as compared to pure supervised learning.
In the multimedia research community, user-tagged images have received considerable attention. Related research works generally fall into two directions: tag refinement and learning with social images. For the former direction, the tag ranking problem was proposed in [Liu et al., 2009] and improved in [Zhuang and Hoi, 2011 ] which aimed at distilling tags relevant to image content. Sun et al. [Sun et al., 2011] tried to recommend relevant tags to images by exploiting cooccurrences of tags. Qian et al. [Qian et al., 2014] further considered the diversity of the recommended tags. These works are orthogonal to ours in that these techniques could be used to pre-process tagging data in our problem. Nevertheless, in this work we only perform simply pre-filtering (details in experiments) in order to test the robustness of our weakly-supervised learning framework. Researchers have explored using user-tagged images for learning. In ], a sparse graph-based semi-supervised learning approach was presented to infer concepts of images using tags. Niu et al. [Niu et al., 2015] developed a weaklysupervised matrix factorization method for user-tagged image parsing. Although these learning methods can well handle noisy tagging data, they were focused on coarse-grained concepts/categories and ignored rich fine-grained semantic information in tagging data which are important for similarity search. A more related problem is the tag-based image retrieval (TBIR) problem [Wu et al., 2013; Xia et al., 2015; . However, since we are concerned with CBIR, methods for TBIR are not directly applicable. The proposed weakly-supervised deep hashing framework. In the first stage, we pre-train a CNN hashing model by jointly learning image sem-vectors and hash codes. It is weakly-supervised since the training of the hashing model is guided by the more robust sem-vectors which get useful information from tagging data and image content. The second stage performs supervised fine-tuning where any existing supervised deep hashing training method can be used.
The Framework
we pre-train a CNN hashing model by jointly learning image semantic embedding vectors (sem-vectors) and hash codes. First, we propose a sparse coding scheme for mining "semantic words" (sem-words) from tagging data. The sem-words define the space for sem-vectors. Since sem-words can be regarded as semantic atoms, the tag vagueness problem can be significantly alleviated. Then, a unified optimization problem is established where we synthesize tagging information and image content for learning sem-vectors and hash codes, with consideration of alleviating the noise and incompleteness issues. After pre-training, we perform supervised fine-tuning of the CNN model. This is a general framework since any supervised hashing training method can be used for fine-tuning. It is called a weakly-supervised framework since in the first stage the training of the hashing model is guided indirectly by the more robust sem-vectors, rather than tags. In the next, we detail our framework.
Semantic Space Construction
As aforementioned, the motivation for creating a semantic space is to alleviate the vagueness issue of tags. We want to mine the sem-words hidden in tagging data so that images can be well represented in terms of their semantic information. Firstly, all the tags are converted to their vector representations through the word2vec tool [Mikolov et al., 2013] . Although the tag vectors can capture semantic relationships between tags, they are dense vectors where each dimension does not exhibit a specific meaning. Hence, we propose to use sparse coding to mine sem-words based on tag vectors. Formally, we are given a set of N images, and a set of L tags which users use to annotate the N images. The set of tag vectors obtained from word2vec is denoted by T = {t 1 , . . . , t L } where t j ∈ R D . Each image i is annotated by a set of C i tags {t i1 , . . . , t iCi }. With a little abuse of notation, we also use t ij to denote the index of tag t ij . For example, t tij refers to the tag vector of t ij . Let
D×M be the dictionary matrix of M sem-words to be learned. Each tag vector is converted to a sparse representation under the sem-words as follows:
where U = {u 1 , . . . , u L } is the set of new representations of the L tags under B, and · 1 is the 1 regularization term. The dictionary B can be learned from user tags adaptively. When the number of sem-words M is large enough, each sem-word could be regarded as representing an atom of semantics. In this way, synonym tags tend to be assigned to the same sem-words, while polysemous tags would be connected to multiple sem-words with less intensities and consequently their negative influence can be reduced. For noise tags, they often appear randomly in different contexts, so the intensities are also low. The optimization problem can be solved with typical sparse coding algorithms. In this paper, we use the homotopy method [Donoho and Tsaig, 2008] since u j 's are expected to be highly sparse. The learned sem-words define the constructed semantic space. We then compute the image level semantic representation z i of image i from the attached tags by average pooling:
Each dimension k of z i can be interpreted as measuring the intensity of sem-word b k in image i. z i is called observed sem-vector since it is directly obtained from the observed tags on image i. Average pooling can also suppress noise and polysemous tags due to the normalization term.
Joint Learning of Sem-vectors and Hash Codes
Even if the observed sem-vector z i of image i alleviates the noise and vagueness issues of user tags, we still need to attack the incompleteness issue. Letẑ i be the sem-vector of image i to be learned. Firstly,ẑ i should not deviate too much from the observed sem-vector z i . This is achieved by a least square loss min ẑ i − z i 2 (3) Second, we exploit tag correlation to cope with the incompleteness issue [Wu et al., 2013] . Since tags are noisy and vague, we propose to perform correlation analysis at the sem-word level. We define a sem-word correlation matrix R ∈ R M ×M , where R kq represents the correlation between sem-word b k and sem-word b q as measured by their cooccurrence information as follows
where f k denotes the number of occurrences of b k in the set of observed sem-vectors Z = {z 1 , . . . , z N } 1 , and f k,q is the number of co-occurrences of b k and b q in Z. For image i, we expect the sem-vectorẑ i to be consistent with the correlation matrix R:
Hereẑ ik is the k-th entry ofẑ i . L = D R − R is the positive semi-definite Laplacian matrix, in which D R is a diagonal matrix with D Finally, image content can also reflect semantic information in images to some degree [Liu et al., 2009] . A straightforward idea could be to force the similarities of images estimated using sem-vectors to comply with those obtained from low-level image features. However, this would amplify the semantic gap problem of low-level features. Hence, it is better to use high-level feature output generated from a CNN network. On the other hand, image hash codes are also generated by binarizing the output of a CNN network. Let H = {h 1 , . . . , h N } be the set of un-binarized hash codes for our image set. h i is computed by h i = F (x i ; W), where x i represents the input of image i (e.g. pixel values), and F (·; W) abstracts the computation of a CNN network where any state-of-art CNN-based hashing models can be used to instantiate it. In the weakly-supervised stage, we require image similarities estimated via (un-binarized) hash codes to comply with those estimated via sem-vectors. Hence, we combine the two criteria efficiently into one objective term:
where sem-vectors and (un-binarized) hash codes reinforce each other to achieve better similarity estimation of images.
Since bothẑ's and h's are variables, this also acts as a soft constraint which is suitable for weakly-supervised learning.
By incorporating (3), (5) and (6), the overall loss function is:
where β > 0 and δ > 0 are trade-off parameters. Note that compared to coarse-grained manual labels, sem-vectors can provide more fine-grained estimation of image similarities, which could lead to a better hashing model.
Optimization
The objective function defined in Eq. (7) is non-convex with respect to {ẑ} and {h} jointly, which makes it difficult to optimize. Fortunately, this problem is differentiable with respect to either one of the two sets of parameters when the other set is fixed. Therefore, we solve the problem by coordinate descent. When updating either {ẑ} or {h}, mini-batch stochastic gradient descent is used. We set mini-batch size to 64. In particular, we alternatively update {ẑ} and {h} by the following two steps until convergence.
Step 1: Fix {h}, Update {ẑ}. We sample a mini-batch S of training images. By taking the partial derivative of Eq. (7) with respect to eachẑ i under the mini-batch S, we can obtain the gradient in Eq. (8) and update {ẑ} accordingly:
Step 2: Fix {ẑ}, Update {h}. Similar to step 1, we use the stochastic gradient descent and back-propagate the error into the underlying CNN network to optimize the hashing model. Given a mini-batch S, the gradient with respect to h i is: # manual labels 81 38 Table 1 : Statistics for the datasets used in the experiments. "T/I" and "I/T" mean "Tags per image" and "Images per tag" respectively.
The weakly-supervised training algorithm is summarized in Algorithm 1, where p and m are updating frequencies for the two steps. To accelerate the optimization, we dynamically set p and m. At the beginning, the ratio p : m is empirically set to 10:1, which means that {ẑ} will be optimized preferentially. This is intuitive since initially we want to first incorporate useful content information into sem-vectors. Afterwards, the ratio will gradually turn to 1:10 to emphasize hashing model training. The CNN model is initialized by a pre-trained network and eachẑ i is initially set to z i .
For supervised fine-tuning, the optimization follows the respective supervised hashing methods for the hashing models. et al., 2009] : it is a large-scale community contributed benchmark image dataset for evaluating multimedia tasks. There are 269,648 images associated with 5,018 tags annotated by amateur users. We do not pre-filter noise tags since it has already been done. The dataset provides 81 ground-truth concept labels which are used for performance evaluation. All of the 269,648 images are manually labeled, so this dataset can be used to test whether providing additional tagging data for labeled images is of value. We randomly sample 5000 query images and use the rest for training and retrieval. MIR Flickr-1M [Huiskes et al., 2010] : it consists of one million images collected from Flickr that are annotated by more than 10,000 user tags. We pre-filter tags to simply retain the first 1000 most popular tags in the dataset. We do not use complicated tag refinement methods in order to show that such simple rule works for our method. This reduces the number of images with user tags to 897,500. In this dataset, only 25,000 images have ground-truth manual labels. Among the 25,000 labeled images, 2000 images are randomly selected as test queries and the remaining images are used for training and retrieval. Table 1 summarizes some statistics of these datasets. Regarding evaluation metrics, we employ mean average precision (MAP), precision@k and precision curves, where a retrieved image is deemed relevant to the query if it shares at least one common label with the query.
Experiments

Datasets and Evaluation Metrics NUS-WIDE [Chua
Compared Algorithms and Parameter Setting
To evaluate the proposed weakly-supervised hashing learning framework, we apply it to several state-of-the-art supervised hashing methods, including KSH 2 [Liu et al., 2012] , DSH [Liu et al., 2016] and DRSCH [Zhang et al., 2015] . The Weakly-supervised Pre-trained (WP) versions of these methods are named as WP-KSH, WP-DSH and WP-DRSCH respectively. In addition, we also employ two representative unsupervised hashing methods as baselines, i.e., LSH [Gionis et al., 2000] and DeepBit [Lin et al., 2016] . For fair comparison, we use pre-trained VGG16-net [Simonyan and Zisserman, 2015] on the ImageNet dataset as the base net for CNN-based methods (i.e., DeepBit, DSH and DRSCH and their WP versions) . For other hashing methods, the output of last fully-connected layer of the pre-trained VGG16-net will be treated as input features of images.
For the proposed framework, we empirically fix the tag vector size D to 200 and the sem-word number M to 512 (by preliminary experiments we find the performance do not change much when they are large enough). The parameter λ in Eq. (1) controls sparsity of the solution; A larger λ will lead to a sparser solution. Empirically, we find that keeping the sparsity to be around 10% of the whole size yields good results, which corresponds to λ = 0.4. The parameters β and δ in Eq. (7) are set according to cross validation on training data. For the other methods, we adopt the best parameter configurations as described in their papers. Fig. 3 shows the results of different methods on the NUS-WIDE dataset. Fig. 3(a) and (b) report the performance measured by precision within Hamming distance 2 and Precision@500, respectively, for different lengths of hash codes. Fig. 3(c) illustrates precision curves utilizing 64-bit codes. It can be seen that supervised methods always achieve better performance than the unsupervised hashing methods. WP-KSH, WP-DSH and WP-DRSCH outperform their respective supervised counterparts. Recall that in this dataset all the images are with manual labels. The results indicate that our weakly-supervised framework can still boost the retrieval performance by leveraging weak tagging information for a fully labeled image dataset. This verifies our analysis that tagging data can provide richer semantic information which would help better characterize the fine-grained similarity relationships between images. Our framework captures such information by the objective term in Eq. (6). In order to further demonstrate the effectiveness of our weakly-supervised hashing learning algorithm (Algorithm 1), we concentrate on learning using tagging data only. We remove the finetuning process for WP-KSH, WP-DSH and WP-DRSCH and call them WP-KSH − , WP-DSH − and WP-DRSCH − respectively. We then apply KSH, DSH and DRSCH on tagging data directly (i.e. treat tags as manual labels) for comparison. The corresponding schemes are called KSH − , DSH − and DRSCH − respectively. The results measured by MAP with different code lengths are listed in Table 2 . We find that the performance of WP-KSH − , WP-DSH − and WP-DRSCH − increases by at least 27% compared to the supervised methods. The results show that the traditional supervised hash-2 Actually, a hashing method can be integrated into our framework as long as it can be trained by gradient descent. 
Experimental Results on NUS-WIDE
Method
Hamming Table 2 : Comparison of the proposed weakly-supervised hashing learning algorithm to supervised methods on training with tagging data only. The minus sign means the fine-tuning process is removed (for WP-methods) or we apply the method directly on tagging data (for supervised methods).
ing methods are not directly applicable on weak tags. The proposed weakly-supervised hashing learning algorithm can better handle user tags.
Experimental Results on MIR Flickr-1M
For this dataset, weakly-supervised pre-training is performed on all the 897,500 images, while supervised fine-tuning can only utilize 23,000 images. Therefore, we can use this dataset to test whether providing more images with weak tags is beneficial. The results are shown in Fig. 4 . We find that the performance of WP-KSH, WP-DSH and WP-DRSCH increases by 10% on average compared to their supervised counter- parts. This demonstrates that pre-training on much larger collections of user-tagged images can be very beneficial for hashing learning. Fig. 5 shows the top ranked images for two query images obtained by WP-DRSCH and DRSCH respectively (with 64-bit hash codes). We see that WP-DRSCH can better capture fine-grained similarities than DRSCH, e.g. "truck" vs. "vehicle" in the first example.
Conclusion
In this work, we explored using user generated tagging data for hashing learning and image retrieval. We proposed a novel weakly-supervised deep hashing framework. The key idea is to learn a semantic vector for each image and use it to guide hashing learning from tagging data. The framework is general and can be combined with any supervised hashing learning methods based on deep neural networks. Extensive experiments demonstrated its effectiveness. There are several interesting directions along which we intend to extend this work. The first is to leverage more semantic information for diversity search. Another one is to improve the optimization strategy to accelerate the training speed of our method.
