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The kirchhoff-love plate is a mathematical model used to determine the stresses and
deformations in thin plates subjected to forces and moments under two dimensional case.
It is the extension of Euler-Bernoulli beam theory and was developed in 1888 by Love using
assumptions proposed by Kirchhoff. The theory assumes that a mid-surface plane can be
used to represent a three-dimensional form. There are three assumptions for Kirchhoff-
Love plate theory:
• straight lines normal to the mid-surface remain straight after deformation.
• straight lines normal to the mid-surface remain normal to the mid-surface after de-
formation.
• the thickness of the plate does not change during a deformation.
For the thermoelastic Kirchhoff-love plate, additional assumptions are added[1]:
• strains can be linearly decomposed into elastic and thermal ones.
This thermoelastic Kirchhoff-love plate is a coupling system with parabolic-like properties.
Recently, numerous mathematical models has rised in engineering areas, such as con-
tinuum mechanics in system of equations with various physical quantities, that needs dif-
ferent numerical approximations compared to common ones. The finite element approxi-
mations of such problems with extra independent variables are called mixed finite element
methods. This thesis first introduce the basic concepts from the theory of mixed finite el-
ement methods, and how to get variational form of our kirchhoff-love plate system. After
that, it demonstrates how to solve the system with mixed finite element method and error
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estimates. For further theoretical details, the reader is referred to the monographs by Boffi,
Brezzi and Fortin, Brenner and Scott, Ern and Guermond, Gatica and Girault and Raviart.
Since H1 Galerkin method requires the C1 continuity of the finite element, it has been
attractive and widely used by researchers for parabolic and hyperbolic equations. Earlier
mixed element finite element methods were studied in [2] [3] [4] for elliptic equations, [5]
[6] for parabolic equations, and [7][8] for hyperbolic equations. However, mixed element
method has the requirement of LBB consistency condition in general, and that limits the
choice of finite element spaces. To overcome such difficulty, Pani proposed H1 −Galerkin
method for parabolic problems in [9][10]. For hyperbolic problems, [11] reformulate the
problem as a first-order system and propose least square approaches for solution and flux.
As two different Vh and Wh are used, different polynomials orders could apply respectively.
Besides, the main advantage over the standard mixed element method is that, it does not
require LBB condition.
Discontinuous Galerkin method(DG) has been active for hyperbolic and nearly hyper-
bolic equations since Reed and Hill first introduced the DG in [12]. Since that time, DG
method has also been applied to elliptic problems [13] and parabolic problems[6]. Bassi
and Rebay[14], studied the variations and generalize this method, introduced the local
discontinuous galerkin method(LDG). Meanwhile, interior penalty method for DG devel-
oped independently almost the same time in 1970’s. The first DG method for acoustic wave
equation with second formulation was proposed by Rivier̀ in [15] used a nonsymmetric
interior penalty form. It needs extra stablization terms for optimal L2 convergence rate.
Symmetric Interior Discontinuous Galerkin(SIP-DG) was presented for the time-dependent
wave equation in [16]. For SIP-DG, symmetrical discretization of the wave equation can
3
guarantee the stiffness matrix is symmetric positive, semi-discrete formulation is energy-
conserved for all time.
The rest of this dissertation is organized as follows:
Chapter 2 introduces the sobolev spaces, basic theorems and lemmas from inequalities
and finite element spaces. Also reviews the Lagrange elements, H(div) elements and Dis-
continuous Galerkin methods. In section 2.5, it introduces how to establish the thermoe-
lastic Kirchhoff-Love plate system. introduces the thermoelastic equations and theoretical
background of finite element method.
Chapter 3 reviews the general theory of mixed element methods and gives the equiva-
lent variational form for the KL system in section 3.1 and 3.2 respectively. Then it demon-
strates the proof of semi discrete and fully discrete error estimates and the existences and
uniqueness of solutions under those two situations in Section 3.3 and 3.4 Then Chapter
3 shows the numerical experiments and conclusions. reviews the common mixed element
method, and gives out the numerical approach to the thermoelastic kirchhoff-love plate
system.
Chapter 4 mainly talks about the Interior Penalty- Discontinuous Galerkin method(IP-
DG). First establish the corresponding variational form. Later semi and fully discrete anal-
ysis for IP-DG are analyzed.
Chapter 5 is about the main results of H1 Galerkin method for the KL system. We
establish the variational problem using H1 Galerkin method, and shows the semi and fully





In this work, we assume Ω ⊂ Rn be a bounded domain with a smooth boundary ∂Ω.
Let f denote the Lebesgue integrable function on the domain Ω.






and if p =∞,
‖f‖0,∞,Ω = ess sup
x∈Ω
{|f(x)|}
Definition 2.1 (W kp (Ω) space and sobolev norms).
W kp (Ω) := {u ∈ Lp(Ω) : Dαu ∈ Lp(Ω), |α| ≤ k}, for 1 ≤ p ≤ ∞











 when p =∞












 when p =∞
Definition 2.2 (Weak Derivative). If u(x) ∈ L2(Ω) has a derivative of order α, α is a
multi-index of non-negative integers and |α| =
n∑
i=1
αi. Provided v ∈ L2(Ω), and
∫
Ω
Dαu(x) · v(x)dx = (−1)|α|
∫
Ω
Dαv(x) · u(x)dx |α| ≤ k,∀v(x) ∈ C∞0 (Ω)
If such v exists, then we define Dαu = v.
When p = 2, Hk(Ω) = W k,2(Ω) called Hilbert space and the index p is omitted in their
corresponding norms and seminorms. The corresponding inner product,




Remark. This dissertation will quite frequently refer to H1(Ω) and H2(Ω) spaces.
H1(Ω) = {u ∈ L2(Ω) : ∂u
∂xj
∈ L2(Ω), j = 1, · · · , n}
H2(Ω) = {u ∈ L2(Ω) : ∂u
∂xj
∈ L2(Ω), j = 1, · · · , n; ∂
2u
∂xi∂xj
∈ L2(Ω), i, j = 1, · · · , n}
Meanwhile, assuming ∂Ω is sufficiently smooth,
H10 (Ω) = {u ∈ H1(Ω), u = 0 on ∂Ω}
Let Pn(K) be the space of polynomials of degree less than or equal to n over K and
N(k) be the dimension of Pk(K) with N(k) = 12(k+ 1)(k+ 2). We may denote ‖ · ‖Wkp (Ω) as
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‖ · ‖k,p,Ω, | · |Wkp (Ω) as | · |k,p,Ω, ‖ · ‖Hk(Ω) as ‖ · ‖k,Ω and | · |Hk(Ω) as | · |k,Ω, the domain Ω can be
abbreviated in the text.
2.2 Useful Inequalities
Throughout this article, the letter C or c, with or without subscript, denotes a generic
constant which is independent of h and may not be the same at each occurence.
Lemma 2.1 (Green formula). Let Ω be bounded with Lipschitz continuous boundary ∂Ω, for
any u, v ∈ H1(Ω), then
∫
Ω






uv · nids, i = 1, 2, · · · , n
Also, replacing u by ∂u, we get,
∫
Ω








vds, u ∈ H2(Ω),∀v ∈ H1(Ω)
Also, ∫
Ω






u~vnds, u ∈ H1(Ω),∀~v ∈ L2(Ω)




















Lemma 2.3 (Young inequality). For ∀ε > 0, a, b ∈ R, then we have,




Lemma 2.4 (Gronwall inequality). Let u(t) be continuous on [0, T ], suppose that u(t) ≥ 0
and Φ(t) ≥ 0, u0 ≥ 0 is a constant, if u satisfies the inequality:
u(t) ≤ u0 +
∫ t
0
Φ(τ)u(τ)dτ, ∀t ∈ [0, T ]
then:
u(t) ≤ u0 · exp(
∫ t
0
Φ(τ)dτ), ∀t ∈ [0, T ] (2.1)
Lemma 2.5 (Discreted Gronwall inequality). let {un}, {ξn}, {Φn} be nonnegative series, if
u0 ≤ ξ0, un ≤ ξn +
∑
j Φjuj, n ≥ 1, then:






Φj), n ≥ 1 (2.2)
among that, Φj ≥ 0, and Φn is nonnegative monotone nondecreasing.
2.3 Finite Element Spaces
Lemma 2.6 (Lax-Milgram theorem). Let V be Hilbert space, a(·, ·) : V × V → is a bilinear
form, and L(·) a linear form, and let those three conditions hold:
1. (Coercivity) a(u, u) ≥ α‖u‖2V , ∀u ∈ V
2. (Continuity) a(u, v) ≤ C‖u‖V ‖v‖V , ∀u, v ∈ V
3. L(v) ≤ D‖v‖V , ∀v ∈ V
Then the problem: Find u ∈ V , such that
a(u, v) = L(v), ∀v ∈ V (2.3)
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where V ′ is the dual space of V , ‖ · ‖V means the norm defined on V .
Lemma 2.7 (Cea Lemma). If bilinear form a(·, ·) is continuous and coersive, let L : V → R
be a bounded linear operator, Vh is finite dimensional subspace of V , consider the problem:
Find uh ∈ Vh such that
a(uh, vh) = L(vh), ∀v ∈ Vh (2.4)
then there exists a constant C, such that
‖u− uh‖V ≤ C inf
vh∈Vh
‖u−vh‖V
where u and uh are the solutions of Eq.(2.3) and Eq.(2.4) respectively.
Applying the Lax-Milgram lemma, we know the discrete problem Eq.(2.4) has a unique
solution uh.
Lemma 2.8 (First Strang Lemma). Let Vh ⊂ V , and let ah(·, ·) is a continuous and coercive
bilinear form in Vh × Vh , there exists a constant α such that
ah(vh, vh) ≥ α‖vh‖2 ∀vh ∈ Vh
9
Then there exists a constant C such that









If ah(uh, vh) = a(uh, vh), it is called conforming finite element method, otherwise nonconform-
ing finite element method.
Definition 2.3 (Finite Element Method). The finite element method, in its simplest form,
constructs finite dimensional subspaces Vh, solve variational problems related to BVP, IVP.
This Vh is called finite element space.
To construct Vh, a finite element triple (Th,Πh,Σh) is established. Th is a triangulation





2. For each K ∈ Th, the set K is closed and its interior K̊ is nonempty.
3. For each pair K1, K2 ∈ Th, one has K̊1
⋂
K̊2 = ∅.
4. For each K ∈ Th, the boundary ∂K is Lipschitz continuous.
Second, Πh is a subspace of C(K) with finite dimension n, can be chosen as Pn(K) or
Qn(K).
Third, we also assume, Th satisfies following condition: For any K ∈ Th, let hT denote
the diameter of K and ρK denote the supremum of the diameter of the spheres inscribed
in K. The mesh size of Th is denoted by h = max
K∈Th
hK . We say Th is regular if there exists a
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constant σ such that
hK
ρK
≤ σ, ∀K ∈ Th
In the thesis, we always assume mesh Th is regular.
A mesh Th is called quasi-uniform mesh if there exists a constant µ ≥ 0 such that
h
hK
≤ µ, ∀K ∈ Th
2.3.1 Lagrange Elements
For any K ∈ Th, let aj, be the vertices of K for 1 ≤ j ≤ 3. For any k > 0, let






λj = 1, λj ∈ {0,
1
k
, · · · , k − 1
k
, 1}, 1 ≤ j ≤ 3}
The C0 finite element space of order k associated with mesh Th is defined as
Sh,k = {v ∈ C(Ω) : v|K ∈ Pk(K),∀K ∈ Th}
Then the C0 Lagrange element of degree k is defined as (K,Pk(K),Σk(K)). Typical
examples of C0 Lagrange elements include linear element and quadratic element. For
linear element, degree of freedom only contains vertices. For quadratic element, degrees
of freedom include both vertices and edge centers. For cubic element, degrees of freedom
include both vertices, element center and trisection points on each edge.
Remark. Note that the choice of Σk(K) guarantees the continuity of v across the boundaries
of elements in Th. Let Nh denote the set of all mesh nodes.
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Corollary 2.8.1. Let Ih : C(Ω̄) → Sh,k denotes the Lagrange interpolation operator, i.e.
Ihu = Σu(x)Φ(x),∀u ∈ C(Ω̄), Φ(x) denotes the global basis function, x is the node point.
Then ∀v ∈ Sh,k, v can be written as v = Σv(x)Φ(x).
Theorem 2.9. Let Th be a mesh of Ω. Let k ≥ 1. Then a piecewise function v ∈ C∞ : Ω̄→ R
over the mesh Th belongs to Hk(Ω) if and only if v ∈ Ck−1(Ω̄).
Remark.
C0(Ω̄) = {v : v is a continuous function defined on Ω̄}
C1(Ω̄) = {v : v ∈ C0(Ω̄) : Dαv ∈ C0(Ω̄)}
(2.5)
The C0 Lagrange elements are often referred to as conforming elements.
2.3.2 Conforming H(div) elements
Definition 2.4 (H(div,Ω)). If Ω is with Lipschitz boundary ∂Ω
H(div,Ω) := {~q ∈ L2(Ω)2| div ~q ∈ L2(Ω)}
with respect to the inner product
(~u, ~q )div,Ω := (~u, ~q )0,Ω + (∇ · ~u,∇ · ~q )0,Ω
The associated norm can be denoted as ‖ · ‖div,Ω.
Lemma 2.10. Let Th be a triangulation of Ω and let element K ∈ Th , ~W := {~q = (q1, q2)′|qi :
K → R,K ∈ Th}, Vh := {~qh : Ω̄→ R | |~qh|K ∈ ~W} be given by previous definition respectively,
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Assume that
~W ⊂ H(div,K), K ∈ Th
[n · ~q |e] = 0 for all e = Ki ∩ Kj, ~q ∈ Vh where [n · q|e] denotes the jump of n · q across the
boundary e. ie,
[n · ~q |e] := n · ~q |e⋂Ki − n · ~q |e⋂Kj
Then Vh ⊂ H(div,Ω).
2.3.3 Raviart-Thomas elements
Let us first consider the case of simplicial triangulations Th of Ω, for K ⊂ Th and k ∈ N0.
we set
Φk(∂K) := {φ ∈ L2(∂K)| φ|e ∈ Pk(e), e ∈ ∂K} when d = 2
For ∀~q ∈ RTk(K), the degrees of freedom Σk are given by
∫
∂K
~q · ~n pkds, pk ∈ Φk(∂K)∫
K
~q · ~pk−1dx, ~pk−1 ∈ Pk−1(K)d
We have:
dim RTk(K) = (k + 1)(k + 3), d = 2
Lemma 2.11. There exist a constant C > 0, independent of the mesh, such that
‖u− uh‖1,Ω ≤ C inf ‖u− v‖1,Ω
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Taking v as the Lagrange interpolation of u, we can get the following H1 error estimate.
Remark. If the solution u of the equation is in the space Hr+1
⋂




‖u− uh‖1,Ω ≤ Chk|u|k+1,Ω
Using the duality argument, we can prove the following L2 error estimate:
‖u− uh‖0,Ω ≤ Chk+1|u|k+1,Ω
2.4 Mixed Element Method
Lemma 2.12 (LBB condition). If V and H are two Hilbert spaces, suppose that a(·, ·) :
V × V → R and b(·, ·) : V ×H → R are both continuous bilinear forms, and moreover that
a is coercive on the kernel of b:
a(v, v) ≥ α‖v‖2V







Let F ∈ V ′ and G ∈ H ′, consider the variational problem to find u ∈ V and p ∈ H such
that
a(u, v) + b(v, p) = F (v) ∀v ∈ V
b(u, q) = G(q) ∀q ∈ H
(2.6)
Lemma 2.13. If a(·, ·) and b(·, ·) satisfy:
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1. a(·, ·) is continuous on V × V and coercive on M .
2. b(·, ·) is continuous on V ×H and satisfy LBB condition.
Then eqn(2.6) has a unique solution (u, q) ∈ V ×H, and there exists a constant C such that,
‖u‖V + ‖p‖H ≤ C(‖F‖V ′ + ‖G‖H′)
Here M = {v ∈ V | b(v, q) = 0,∀q ∈ H}.
Consider the discrete problem of eqn(2.6), find (uh, ph) ∈ Vh ×Hh such that
ah(uh, vh) + bh(vh, ph) = F (vh) ∀vh ∈ Vh
bh(uh, qh) = G(qh) ∀qh ∈ Hh
(2.7)
If Vh,Hh are conforming finite element spaces, then ah(uh, vh) = a(uh, vh) and bh(uh, vh) =
b(uh, vh). Next, consider the discrete version of Lemma(2.13),
Lemma 2.14. If ah(·, ·) and bh(·, ·) satisfy:
1. ah(·, ·) is continuous on Vh × Vh and coercive on Mh ×Mh.
2. bh(·, ·) is continuous on Vh ×Hh and satisfy discrete LBB condition.






≥ β∗‖qh‖Hh ∀qh ∈ Hh
Here Mh = {vh ∈ Vh|bh(vh, qh) = 0,∀qh ∈ Hh}.
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2.5 Discontinuous Galerkin Method
First consider the case of simplicial triangulations Th of Ω, for K ⊂ Th and k ∈ N0.
Define the DG space
Sh = {v ∈ L2(Ω) : v|K ∈ Pk(K),∀K ∈ Th}
and Pk(K) defines the space of polynomials degree not greater than k. Try to intrduce the
Broken Sobolev space





{e ⊂ ∂K : K ∈ Th}, when v ∈ Hs(Th), from trace theorem, v ∈ L2(Γh) ≡∏
e∈Γh
L2(e). Let v ∈ Hs(Th), s > 12 , K1 and K2 are two adjacent elements with intersection
at e = ∂K1 ∩ ∂K2. Use vi = v|∂Ki denotes the trace of function v restricted on edge e
from element Ki, ni = n|∂Ki is outer normal vector. To deal with discontinuity across the
interior edge e ∈ Γ0h, where Γ0h = Γh\∂Ω, Γh,D = Γ0h
⋃
ΓD, ΓD is Dirichlet boundary. It is
necessary to define jump [v] and average {v},
[v] = v1n1 + v2n2, {v} =
1
2
(v1 + v2), e ∈ Γ0h
Consider the vector, ~τ ∈ [Hs(Th)2], define:
[τ ] = v1 · n1 + v2 · n2, {τ} =
1
2
(τ1 + τ2), e ∈ Γ0h
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If e ∈ ∂Ω, define:
[v] = vn, {v} = v; [~τ ] = τ · n, {~τ} = ~τ













{v} · [τ ]ds (2.8)
Proposition 1. For disconinuous galerkin approximation of elliptic problem, find uh ∈ Sh,
such that
ah(uh, vh) = 〈f, vh〉, ∀vh ∈ Sh
We may introduce the bilinear form






















where γ is the penalty parameter, he = diam(e), ε can be −1, 0, 1.








Lemma 2.16. There exists β > 0, independent of the mesh size, such that
ah(uh, uh) ≥ γ|||uh|||2
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Lemma 2.17. For quasi-uniform meshes Th, there holds
ah(uh, uh) ≥ C max{1, β}|||uh|||2
with a stability constant C > 0 that is independent of the mesh size.
Lemma 2.18. If ah(u, v) is bounded for norm |||·||| on H1+s(Th), then there exists a constant
C > 0, such that
|ah(u, v)| ≤M |||u||| · |||v|||, ∀u, v ∈ H1+s(Th), s ≥
1
2
Definition 2.5. Let u ∈ H2(Ω), the L2 projection Phu ∈ Sh of u is defined by requiring that
ah(Phu, v) = ah(u, v), ∀v ∈ Vh
Lemma 2.19. If additionally u ∈ Hk+1(Ω) for k ≥ 1, then
|||u− Phu||| ≤ Chk‖u‖k+1
‖u− Phu‖ ≤ Chk+1‖u‖k+1
2.6 Thermoelastic Kirchhoff & Love Plate Model
Let Ω ∈ R2 be a bounded domain with a smooth boundary representing the midplane
of a thermoelastic plate. u denotes the deflection and θ is the thermo moment based on
plate thickness. If denoting the thickness of the plate as h, the complete domain of this
plate is Ω× (h/2, h/2) in R3. Besides, assume the elasticity, thermal isotropy of this plate,
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and small heat flux. What is more, linearize this plate, and strains are composite of elastic
and thermal parts.
If denoting the displacement vectors as U = (U1, U2, U3) and u = (u1, u2, u3). Then the
stresses and strains represented as
σ = (σij) and ε =
1
2
(∇U + (∇U)T )
By the assumptions, the stresses and strains can be decomposed into elastic and thermal























U1 = u1 − z
∂u3
∂x
, U2 = u2 − z
∂u3
∂y




























ε13 = ε23 = ε33 = 0
(2.10)








Assume the change τ in the temperature is small compared to the reference temperature
T0 and εT = ατ , now we have the thermal-strain-displacement relations,










Here, for simplicity, we consider a simply supported plate held at the reference temperature
at the boundary:
w = 4w = θ = 0
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The nonlinear Kirchhoff & Love thermoelastic plate system can be written as,

utt −4utt + a(−4u)42u+ α4θ = f(−4u)
θt −4θ + θ − α4ut = 0
u|∂Ω = 4u|∂Ω = θ|∂Ω = 0
u(x, 0) = u0(x), ut(x, 0) = u
1(x), θ(x, 0) = θ0(x)
Here we mainly consider:

utt −4utt +42u+ α4θ = f
θt −4θ + θ − α4ut = g
u|∂Ω = 4u|∂Ω = θ|∂Ω = 0
u(x, 0) = u0(x), ut(x, 0) = u
1(x), θ(x, 0) = θ0(x)
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CHAPTER 3 STANDARD MIXED ELEMENT METHOD
In this section, we introduce how to use mixed element method, with basic definitions
and properties. The existence of a unique solution of semi-discrete mixed element method
and error analysis are given in section 2. And the existence of a unique of its fully discrete
method and error analysis are considered in section 3. Numerical results are presented in
section 4.
3.1 Semi-discrete Mixed Element Formulation
Let Ω ⊂ R2, we consider the linearized thermoelastical kirchhoff-love plate equation
system.
Problem(I): Find (u, θ) ∈ (W 1,∞(0, T ;L2(Ω))
⋂
L∞(0, T ;W 2,4(Ω)))×L∞(0, T ;W 2,4(Ω)) such
that for all T > 0,

utt −4utt +42u+ α4θ = f, (x, t) ∈ Ω× (0, T )
θt −4θ + θ − α4ut = g, (x, t) ∈ Ω× (0, T )
u = 4u = θ = 0, (x, t) ∈ ∂Ω× (0, T )
u(x, 0) = u0(x), ut(x, 0) = u1(x), θ(x, 0) = θ0(x), x ∈ Ω
(3.1)
where u denotes the displacement of the plate, θ denotes the displacement caused by
therm changes, g, u0, u1 and θ0 are given functions. Let q = ut, σ = −4u, the original
problem(I) would be transformed into:
Problem(I*): Find (q, σ, u, θ) ∈ L∞(0, T ;H1(Ω)) × L∞(0, T ;H10 (Ω)) × L∞(0, T ;H10 (Ω)) ×
L∞(0, T ;H10 (Ω)) such that, for all T > 0
22

qt −4qt −4u+4θ = f, (x, t) ∈ Ω× [0, T ]
θt −4θ + θ −4q = g, (x, t) ∈ Ω× [0, T ]
u = σ = θ = 0, (x, t) ∈ ∂Ω× [0, T ]
u(x, 0) = u0(x), σ(x, 0) = 4u0(x), q(x, 0) = u1(x), θ(x, 0) = θ0(x), (x, t) ∈ Ω
(3.2)
3.1.1 Semi-discrete Mixed Element Formulation
To implement the mixed element method, we consider the following weak formulation:
Problem(I**): Find (q, σ, u, θ) : [0, T ]→ V × V × V × V such that, ∀T > 0, ∀p, l, w, r ∈ V

(ut, p)− (q, p) = 0, (x, t) ∈ Ω× [0, T ]
(σ, l)− (∇u,∇l) = 0, (x, t) ∈ Ω× [0, T ]
(qt, w) + (∇qt,∇w) + (∇σ,∇w)− (∇θ,∇w) = (f, w), (x, t) ∈ Ω× [0, T ]
(θt, r) + (∇θ,∇r) + (θ, r) + (∇q,∇r) = (g, r), (x, t) ∈ Ω× [0, T ]
u = σ = θ = 0, (x, t) ∈ ∂Ω× [0, T ]
u(x, 0) = u0(x), σ(x, 0) = 4u0(x), q(x, 0) = u1(x), θ(x, 0) = θ0(x), (x, t) ∈ Ω
(3.3)
Theorem 3.1. Problem I∗∗ has a unique solution.
Proof. The existence of the solution follows from the existence and regularity assumption.
By defining q = ut, σ = −4u, it immediates comes up with a weak solution for I∗∗. To








H2 be the initial data, and qi, σi, ui, θi be the corresponding weak solutions. Then
‖σ1 − σ2‖L∞(0,T ;L2(Ω)) + ‖u1 − u2‖L∞(0,T ;L2(Ω)) ≤ C(T )‖u10 − u20‖ (3.4)
where C(T ) is a positive constant. Next to prove the stability result.
Denote q̃ = q1 − q2, σ̃ = σ1 − σ2, ũ = u1 − u2, θ̃ = θ1 − θ2.

(4ũt, p)− (4q̃, p) = 0
(σ̃, l)− (∇ũ,∇l) = 0
(q̃t, w) + (∇q̃t,∇w) + (∇σ̃,∇w)− (∇θ̃,∇w) = 0
(θ̃t, r) + (∇θ̃,∇r) + (θ̃, r) + (∇q̃,∇r) = 0
(3.5)

















‖θ̃‖2 + ‖∇θ̃‖2 + ‖θ̃‖2 = 0 (3.6)
Taking the integral, thus we have the stability. This completes the proof of the theorem.
3.1.2 The Existence and Uniqueness Semi-discrete Mixed Element Formulation
In this section, we demonstrate on the existence and uniqueness of the solution of sys-
tem. Now we consider the following semi-discrete form for problem(I∗∗).




(a) (uht, ph)− (qh, ph) = 0, (x, t) ∈ Ω× [0, T ]
(b) (σh, lh)− (∇uh,∇lh) = 0, (x, t) ∈ Ω× [0, T ]
(c) (qht, wh) + (∇qht, wh) + (∇σh,∇wh)− (∇θh,∇wh) = (f, wh), (x, t) ∈ Ω× [0, T ]
(d) (θht, rh) + (∇θh,∇rh) + (θh, rh) + (∇qh,∇rh) = (g, rh), (x, t) ∈ Ω× [0, T ]
(3.7)
with given qh(0), σh(0), uh(0), θh(0) determined.
Theorem 3.2. Problem Ih has a unique solution.
Proof. Denote q̃h = q1h − q2h, σ̃h = σ1h − σ2h, ũh = u1h − u2h, θ̃h = θ1h − θ2h.
For problem (Ih), work on eqn (c) and (d), substitute by w̃h = −4q̃h and r̃h = −4θ̃h,

(4ũht, ph)− (4q̃h, ph) = 0
(σ̃h, l)− (∇ũh,∇lh) = 0
(q̃ht, wh) + (∇q̃ht,∇wh) + (∇σ̃h,∇wh)− (∇θ̃h,∇wh) = 0
(θ̃ht, rh) + (∇θ̃h,∇rh) + (θ̃h, rh) + (∇q̃h,∇rh) = 0
(3.8)




















‖θ̃h‖2 + ‖∇θ̃h‖2 + ‖θ̃h‖2 = 0 (3.9)
Taking the integral, thus we have the stability. This completes the proof of the theorem.
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3.1.3 Semi Discrete Estimates
First we need to introduce the elliptic projection, find Rhq, Rhσ, Rhu, Rhθ ∈ Vh satisfy-
ing:
(∇(q −Rhq),∇v) = 0, ∀vh ∈ Vh
(∇(σ −Rhσ),∇v) = 0, ∀vh ∈ Vh
(∇(u−Rhu),∇v) = 0, ∀vh ∈ Vh
(∇(θ −Rhθ),∇v) = 0, ∀vh ∈ Vh
(3.10)
The following estimates are well known from [4]: for j = 0, 1
‖u−Rhu‖j ≤ Chk+1−j‖u‖k+1
‖(u−Rhu)t‖j ≤ Chk+1−j‖ut‖k+1
‖θ −Rhθ‖j ≤ Chk+1−j‖θ‖k+1
‖(θ −Rhθ)t‖j ≤ Chk+1−j‖θt‖k+1
‖q −Rhq‖j ≤ Chk+1−j‖q‖k+1
‖(q −Rhq)t‖j ≤ Chk+1−j‖qt‖k+1
‖σ −Rhσ‖j ≤ Chk+1−j‖σ‖k+1
‖(σ −Rhσ)t‖j ≤ Chk+1−j‖σt‖k+1
(3.11)
Subtracting (I∗∗) from Ih, we obtain:

(a) (uht − ut, ph)− (qh − q, ph) = 0
(b) (σh − σ, lh)− (∇uh −∇u,∇lh) = 0
(c) (qht − qt, wh) + (∇qht −∇qt, wh) + (∇σh −∇σ,∇wh)− (∇θh −∇θ,∇wh) = 0






























qh − q = qh −Rhq +Rhq − q
σh − σ = σh −Rhσ +Rhσ − σ
uh − u = uh −Rhu+Rhu− u
θh − θ = θh −Rhθ +Rhθ − θ
(3.14)
Then the equation system can be written as:
(a) (uht −Rhut, ph)− (qh −Rhq, ph) = −(Rhut − ut, ph) + (Rhq − q, ph)
(b) (σh −Rhσ, lh)− (∇uh −∇Rhu,∇lh) = −(Rhσ − σ, lh) + (∇Rhu−∇u,∇lh)
(c)
(qht −Rhqt, wh) + (∇qht −∇Rhqt, wh) + (∇σh −∇Rhσ,∇wh)− (∇Rhθh −∇Rhθ,∇wh)
=− (Rhqht − qt, wh)− (∇Rhqht −∇qt, wh)− (∇Rhσh −∇σ,∇wh)
+ (∇Rhθh −∇θ,∇wh)
(d)
(θht −Rhθt, rh) + (∇θh −∇Rhθ,∇rh) + (θh −Rhθ, rh) + (∇qh −∇Rhq,∇rh)
=− (θht −Rhθt, rh)− (∇θh −∇Rhθ,∇rh)− (θh −Rhθ, rh)− (∇qh −∇Rhq,∇rh)
(3.15)
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Theorem 3.3. With uh(0) = ũh(0), σh(0) = σ̃h(0), θh(0) = θ̃h(0), qh(0) = q̃h(0), the following
estimate holds:
‖q − qh‖+ ‖u− uh‖+ ‖σ − σh‖+ ‖θ − θh‖ ≤Chk
C depends on ‖qt‖L∞(Hk+1), ‖θt‖L∞(Hk+1), ‖θ‖L∞(Hk+1), ‖σ‖L∞(Hk+1), |q‖L∞(Hk+1), ‖ut‖L∞(Hk+1).
Proof. Take docomposition:
qh − q = qh −Rhq +Rhq − q = ξ1 + η1
σh − σ = σh −Rhσ +Rhσ − σ = ξ2 + η2
uh − u = uh −Rhu+Rhu− u = ξ3 + η3
θh − θ = θh −Rhθ +Rhθ − θ = ξ4 + η4
Choose wh = qh −Rhq and rh = θh −Rhθ, sum Eq.(c) and Eq.(d).
(ξ1,t, ξ1) + (∇ξ1,t,∇ξ1) + (∇ξ2,∇ξ1) + (ξ4,t, ξ4) + (∇ξ4,t,∇ξ4) + (ξ4, ξ4)














(∇ξ4,∇ξ4)w = ‖∇ξn4 ‖2, (ξ4, ξ4) = ‖ξ4‖2
Besides,
(∇ξ2,∇ξ1) = (ξ2,t, ξ2) + (η2,t, η2) + (ξ2,t, η2) + (η2,t, ξ2)





Let’s deal with the right hand side,
‖(η1,t, ξ1)‖ ≤ C‖η1,t‖2 + C‖ξ1‖2 ≤ Ch2(k+1)‖qt‖2k+1 + C‖ξ1‖2
‖(∇η1,t,∇ξ1)‖ ≤ C‖∇η1,t‖2 + C‖∇ξ1‖2 ≤ Ch2k‖qt‖2k+1 + C‖ξ1‖2
‖(η4,t, ξ4)‖ ≤ C‖η4,t‖2 + C‖ξ4‖2 ≤ Ch2(k+1)‖θt‖2k+1 + C‖ξ4‖2




(ξ2, η2)− (η2,t, ξ2)
‖(η2,t, ξ2)‖ ≤ C‖η2,t‖2 + C‖ξ2‖2 ≤ Ch2(k+1)‖σt‖2k+1 + C‖ξ2‖2



























Using Cauchy-Schwatz inequality, and apply Gronwall inequality, integrate from 0 to t.












(‖ξ1‖2 + ‖ξ2‖2 + ‖ξ4‖2)ds+ Cε‖ξ2‖2 + C‖η2‖2
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Simplify further,












(‖ξ1‖2 + ‖ξ2‖2 + ‖ξ4‖2)ds+ Ch4‖σ‖2
Since ‖ξ1(0)‖, ‖ξ4(0)‖ has the order of O(hk+1) and ‖∇ξ1(0)‖, ‖∇ξ4(0)‖ has the order of
O(hk). We will have the conclusion,
‖ξ1‖+ ‖ξ2‖+ ‖ξ4‖ ≤ Chk





‖ξ3‖2 = (ξ1, ξ3)− (η3,t, ξ3) + (η1, ξ3)











‖ξ3‖2 ≤ ‖ξ3(0)‖2 + Ch2k
∫ T
0
(‖ut‖2k+1 + ‖q‖2k+1)ds+ C‖ξ3‖2 (3.18)
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This completes the proof.
3.2 Fully Discrete Mixed Element Formulation
3.2.1 The Existence and Uniqueness Full Discrete Mixed Element Formulation
For full discretization, we use the backward Euler method of first order accurate in
time. For the backward Euler method, Let M be a positive integer, then ∆t = T/M be the
step size of time, ti = i∆t, 0 ≤ i ≤M . Further, let ψn = ψ(tn) and ∂tψn = (ψn − ψn−1)/∆t,
for some continuous function ψ ∈ C0[0, T ], and let (Qn, Sn, Un,Θn) ∈ V nh × V nh × V nh × V nh
be the mixed element approximation of (q(tn), σ(tn), u(tn), θ(tn)). For each n, the different
time interval is (tn, tn+1), the corresponding triangulation is T nh , finite element space V nh .
Then the fully discrete mixed finite element solution for problem (I∗∗) may be presented
as follows:
Problem(Inh ). Find (Q
n, Sn, Un,Θn) ∈ V nh × V nh × V nh × V nh such that, for 1 ≤ n ≤ M ,
∀ph, lh, wh, rh ∈ Vh

(∂Un, ph) = (Q
n, ph)
(Sn, lh)− (∇Un,∇lh) = 0
(∂Qn, wh) + (∇∂Qn, wh) + (∇Sn,∇wh)− (∇Θn,∇wh) = (fn, wh)
(∂Θn, rh) + (∂∇Θn,∇rh) + (Θn, rh) + (∇Qn,∇rh) = (gn, rh)
Theorem 3.4. Problem Inh has a unique solution (Q
n, Sn, Un,Θn) ∈ V nh × V nh × V nh × V nh .
Proof. Denote Q̃n = Q1,n −Q2,n, S̃n = S1,n − S2,n, Ũn = U1,n − U2,n, Θ̃n = Θ1,n −Θ2,n.






, ph)− (4Q̃n, ph) = 0




, wh) + (
∇Q̃n −∇Q̃n−1
τ




, rh) + (∇Θ̃n,∇rh) + (Θ̃n, rh) + (∇Q̃n,∇rh) = 0








, Q̃n) + (
∇Q̃n −∇Q̃n−1
τ











































+ ‖∇Θ̃n‖2 + ‖Θ̃n‖2 ≤ 0
(3.20)
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(‖∇Θ̃i‖2 + ‖Θ̃i‖2) ≤ 0
(3.21)
By discrete Gronwall inequality, thus we have the stability for fully discrete form. This
completes the proof of the theorem.
3.2.2 Fully Discrete Error Estimates
For the error estimate, we need to introduce the decomposition.
q(tn)−Qn = q(tn)−Rhq(tn) +Rhq(tn)−Qn = η1 + ξ1
σ(tn)− Sn = σ(tn)−Rhσ(tn) +Rhσ(tn)− Sn = η2 + ξ2
u(tn)− Un = u(tn)−Rhu(tn) +Rhu(tn)− Un = η3 + ξ3
θ(tn)−Θn = θ(tn)−Rhu(tn) +Rhu(tn)−Θn = η4 + ξ4
(3.22)
We may denote φ(tn) as φn, here φ can be q, σ, u, θ. Rh is elliptical projection defined
previously.
Theorem 3.5. Let (Qn, Sn, Un,Θn) and (q, σ, u, θ) are the solutions of (Inh ) and (I
∗∗). If qt ∈
L∞(Hk+1), θt ∈ L∞(Hk+1), ut ∈ L∞(Hk+1), utt ∈ L2(Hk+1), qtt ∈ L2(Hk+1), σtt ∈ L2(Hk+1),
θtt ∈ L2(Hk+1). Then for ∀n ≥ 0, there exist:
‖Qn − q(tn)‖+ ‖Θn − θ(tn)‖+ ‖Sn − σ(tn)‖ ≤ C1(hk + τ)
‖Un − u(tn)‖ ≤ C2(hk+1 + τ)
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Proof. Using the system of equation at t = tn, we obtain

(∂Un, pnh) = (Q
n, pnh)
(Sn, lnh)− (∇Un,∇lnh) = 0
(∂Qn, wnh) + (∇∂Qn, wnh) + (∇Sn,∇wnh)− (∇Θn,∇wnh) = (F,wnh)
(∂Θn, rnh) + (∂∇Θn,∇rnh) + (Θn, rnh) + (∇Qn,∇rnh) = (G, rnh)
(3.23)




h)− (ξn1 , pnh) = −(∂ηn3 , pnh) + (ηn1 , pnh)
(ξn2 , l
n
h)− (∇ξn3 ,∇lnh) = −(ηn2 , lnh) + (∇ηn3 ,∇lnh)
(∂ξn1 , w
n
h) + (∇∂ξn1 ,∇wnh) + (∇ξn2 ,∇wnh)− (∇ξn4 ,∇wnh) = −(∂ηn1 + πn1 , wnh)− (∇∂ηn1 + πn2 ,∇wnh)
(∂ξn4 , r
n
h) + (∂∇ξn4 ,∇rnh) + (ξn4 , rnh) + (∇ξn1 ,∇rnh) = −(∂ηn4 + πn3 , rnh)− (ηn4 , rnh)
(3.24)




1 ) + (∇∂ξn1 , ξn1 ) + (∇ξn2 ,∇ξn1 )− (∇ξn4 ,∇ξn1 ) = −(∂ηn1 + πn1 , ξn1 )− (∇∂ηn1 + πn2 ,∇ξn1 )
(∂ξn4 , ξ
n
4 ) + (∂∇ξn4 ,∇ξn4 ) + (ξn4 , ξn4 ) + (∇ξn1 ,∇ξn4 ) = −(∂ηn4 + πn3 , ξn4 )− (ηn4 , ξn4 )
(3.25)
Sum those two equations:
(∂ξn1 , ξ
n
1 ) + (∇∂ξn1 ,∇ξn1 ) + (∇ξn2 ,∇ξn1 ) + (∂ξn4 , ξn4 ) + (∂∇ξn4 ,∇ξn4 ) + (ξn4 , ξn4 )
= −(∂ηn1 + πn1 , ξn1 )− (∇∂ηn1 + πn2 ,∇ξn1 )− (∂ηn4 + πn3 , ξn4 )− (ηn4 , ξn4 )
(3.26)
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‖ξn1 ‖2 − ‖ξn−11 ‖2
2τ
, (∇∂ξn1 ,∇ξn1 ) ≥





‖ξn4 ‖2 − ‖ξn−14 ‖2
2τ
, (∇ξn4 ,∇ξn4 ) = ‖∇ξn4 ‖2, (ξn4 , ξn4 ) = ‖ξn4 ‖2
(3.27)
Let’s deal with the right hand side, If applying Cauchy Schwartz inequality,





‖qnt ‖2k+1 + C‖ξ21‖2





‖qnt ‖2k+1 + C‖∇ξn1 ‖2





‖θnt ‖2k+1 + C‖ξn4 ‖2
‖(ηn4 , ξn4 )‖ ≤ C‖ηn4 ‖2 + C‖ξn4 ‖2 ≤ Ch2(k+1)‖θn‖2k+1 + C‖ξn4 ‖2
(∂ξn2 , η
n




2 )− (∂ηn2 , ξn2 )





‖σnt ‖2k+1 + C‖ξn2 ‖2













Also, we can transform the term,
(∇ξn2 ,∇ξn1 ) = (∂ξn2 , ξn2 ) + (∂ηn2 , ηn2 ) + (∂ξn2 , ηn2 ) + (∂ηn2 , ξn2 )
= (∂ξn2 , ξ
n











When summing those right hand side, we will have:
‖ξn1 ‖2 + ‖∇ξn1 ‖2 + ‖∇ξ2‖2 + ‖ξn4 ‖2 + τ
n∑
0
(‖ξn4 ‖2 + τ‖∇ξn4 ‖2)







(‖qtt‖2 + ‖σtt‖2 + ‖θtt‖2) + Cτ
n∑
0
(‖ξn1 ‖2 + ‖ξn4 ‖2)
(3.30)
Besides,
‖Rhq0 − q0‖+ hk‖Rhq0 − q0‖1 ≤ Chk+1‖q‖k+1
‖Rhσ0 − σ0‖+ hk‖Rhσ0 − σ0‖1 ≤ Chk+1‖σ‖k+1
‖Rhu0 − u0‖+ hk‖Rhu0 − u0‖1 ≤ Chk+1‖u‖k+1
‖Rhθ0 − θ0‖+ hk‖Rhθ0 − θ0‖1 ≤ Chk+1‖θ‖k+1
(3.31)
Take ph = ξ3, we can obtain









(‖ξn1 ‖2 + ‖ξn3 ‖2) (3.32)
According to the discrete Gronwall inequality, that proofs the theorem.
3.3 Numerical Examples
Consider 
utt −4utt +42u+ α4θ = f
θt −4θ + θ − α4ut = g
u|∂Ω = 4u|∂Ω = θ|∂Ω = 0
u(x, 0) = u0(x), ut(x, 0) = u
1(x), θ(x, 0) = θ0(x)
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Th is regular pattern triangular mesh, and mixed element space is (P1(K)×P1(K)×P1(K)×
P1(K)) used to solve the problem. The convergence curves of L2 error of the solution
are depicted in the figures. From the plots, we can clearly observe the L2 convergence
rate for those four variables (q, σ, u, θ) are O(h2), O(h2), O(h2), O(h2), which has a higher
convergence rate than theoretical ones.
L2−Convergence rate of at time t = 0.2.
N ‖qn −Qnh‖0 Order ‖σn − Σnh‖0 Order ‖un − Unh ‖0 Order ‖θn −Θnh‖0 Order
2 2.065535 4.269080 0.463385 3.378281
4 1.119665 0.88 3.313670 0.37 0.210791 1.14 1.493514 1.18
8 0.341691 1.71 1.464374 1.18 0.044783 2.23 0.473359 1.66
16 0.091543 1.90 0.515730 1.51 0.011396 1.97 0.12637 1.91
32 0.023339 1.97 0.178029 1.53 0.002801 2.02 0.032157 1.97
64 0.005887 1.99 0.061717 1.53 0.000701 2.00 0.008090 1.99
Table 1: The numerical test for MFEM convergence rates t = 0.2
L2−Convergence rate of at time t = 0.4.
N ‖qn −Qnh‖0 Order ‖σn − Σnh‖0 Order ‖un − Unh ‖0 Order ‖θn −Θnh‖0 Order
2 1.094914 7.393774 0.695839 2.551924
4 0.777217 0.49 4.137935 0.84 0.367084 0.92 1.149737 1.15
8 0.311103 1.32 1.492817 1.47 0.103911 1.82 0.383152 1.59
16 0.085048 1.87 0.521902 1.52 0.026937 1.95 0.104057 1.88
32 0.022087 1.95 0.157846 1.73 0.006779 1.99 0.026956 1.95
64 0.005585 1.98 0.052072 1.60 0.001698 2.00 0.006807 1.99
Table 2: The numerical test for MFEM convergence rates t = 0.4
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L2−Convergence rate of at time t = 0.8.
N ‖qn −Qnh‖0 Order ‖σn − Σnh‖0 Order ‖un − Unh ‖0 Order ‖θn −Θnh‖0 Order
2 0.628412 5.309609 0.447831 0.330048
4 0.638675 -0.02 4.010646 0.40 0.307582 0.54 0.482643 -0.55
8 0.240155 1.41 1.430877 1.49 0.105983 1.54 0.209806 1.20
16 0.06458 1.89 0.444102 1.69 0.029738 1.83 0.059779 1.81
32 0.016836 1.94 0.132804 1.74 0.007612 1.97 0.015558 1.94
64 0.004265 1.98 0.040809 1.71 0.001917 1.99 0.003944 1.98
Table 3: The numerical test for MFEM convergence rates t = 0.8
L2−Convergence rate of at time t = 1.0.
N ‖qn −Qnh‖0 Order ‖σn − Σnh‖0 Order ‖un − Unh ‖0 Order ‖θn −Θnh‖0 Order
4 0.749048 1.271249 0.162699 0.617435
8 0.306067 1.29 0.789878 0.69 0.052576 1.63 0.258817 1.25
16 0.086848 1.82 0.306119 1.37 0.014797 1.83 0.076604 1.76
32 0.022782 1.93 0.082206 1.90 0.00381 1.96 0.020485 1.90
64 0.005779 1.98 0.21296e-1 1.95 0.000959 1.99 0.005227 1.97
Table 4: The numerical test for MFEM convergence rates t = 1.0
We can observe that the L2 error of (qh, σh, uh, θh) converges at the rate of 2 that is more
than expected. The following four figures, at different time, are using log − log plot, then

























































































Figure 4: Mixed element method L2 convergence rate, time t = 1.0
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CHAPTER 4 IP-DG METHOD
In this section, we introduce how to use IP-DG mixed element method, with basic defi-
nitions and properties. The existence of a unique solution of semi-discrete mixed element
method and error analysis are given in section 2. And the existence of a unique of its
fully discrete method and error analysis are considered in section 3. Numerical results are
presented in section 4.
Let Ω ⊂ R2, we consider the linearized thermoelastical Kirchhoff-Love plate equation
system.
Problem(I): Find (u, θ) ∈ (W 1,∞(0, T ;L2(Ω))
⋂
L∞(0, T ;W 2,4(Ω)))×L∞(0, T ;W 2,4(Ω)) such
that for all T > 0,

utt −4utt +42u+ α4θ = f, (x, t) ∈ Ω× (0, T )
θt −4θ + θ − α4ut = g, (x, t) ∈ Ω× (0, T )
u = 4u = θ = 0, (x, t) ∈ ∂Ω× (0, T )
u(x, 0) = u0(x), ut(x, 0) = u1(x), θ(x, 0) = θ0(x), x ∈ Ω
(4.1)
where u denotes the displacement of the plate, θ denotes the displacement caused by
thermol changes, g, u0, u1 and θ0 are given functions.
4.1 Semi-discrete IP-DG Mixed Element Formulation
4.1.1 Semi-discrete IP-DG Mixed Element Formulation
Let q = ut, σ = −4u, the original problem(I) would be transformed into:
Problem(I*): Find (q, σ, u, θ) ∈ L∞(0, T ;H10 (Ω)) × L∞(0, T ;H10 (Ω)) × L∞(0, T ;H10 (Ω)) ×
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L∞(0, T ;H10 (Ω)) such that, for all T > 0

qt −4qt −4u+4θ = f, (x, t) ∈ Ω× (0, T )
θt −4θ + θ −4q = g, (x, t) ∈ Ω× (0, T )
u = σ = θ = 0, (x, t) ∈ ∂Ω× (0, T )
u(x, 0) = u0(x), σ(x, 0) = 4u0(x), q(x, 0) = u1(x), θ(x, 0) = θ0(x), x ∈ Ω
Definition 4.1. The bilinear form ah(u, v) contains the parameter ε defined as follows
taking the value −1, 0, 1, and is symmetric when ε = −1 and it is nonsymmetric otherwise.





























[v] = (v+ − v−)
Lemma 4.1. For DG bilinear form, |||·|||V is coervive if there is a positive constant κ such that:
∀v ∈ V, κ|||v|||2V ≤ aε(v, v)
If ε = 1, then obviously κ = 1, or κ = 1
2
if choosing γ large enough for ε = 0 or 1.
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To implement the mixed element method, we consider the following weak formulation:
Problem(I**): Find (q, σ, u, θ) : [0, T ]→ V × V × V × V such that, ∀T > 0, ∀p, l, w, r ∈ V

(ut, p)− (q, p) = 0, (x, t) ∈ Ω× [0, T ]
(σ, l)− (∇u,∇l)w = 0, (x, t) ∈ Ω× [0, T ]
(qt, w) + (∇qt,∇w)w + (∇σ,∇w)w − (∇θ,∇w)w = l1(w), (x, t) ∈ Ω× [0, T ]
(θt, r) + (∇θ,∇r)w + (θ, r) + (∇q,∇r)w = l2(r), (x, t) ∈ Ω× [0, T ]
u = σ = θ = 0, (x, t) ∈ ∂Ω× [0, T ]
u(x, 0) = u0(x), σ(x, 0) = 4u0(x), q(x, 0) = u1(x), θ(x, 0) = θ0, (x, t) ∈ Ω× [0, T ]
where V = L∞(0, T ;H10 (Ω)). Now we consider the following semi-discrete form for
problem(I∗∗).
Theorem 4.2. Problem I∗∗ has a unique solution.
Proof. To prove this theorem, just need to prove the bilinear form is coercive and continu-
ous.
The existence of the solution follows from the existence and regularity assumption. By
defining q = ut, σ = −4u, it immediates comes up with a weak solution for I∗∗. To prove






0 ∈ H3 be
the initial data, and qi, σi, ui, θi be the corresponding weak solutions. Then
‖σ1 − σ2‖L∞(0,T ;L2(Ω)) + ‖u1 − u2‖L∞(0,T ;L2(Ω)) ≤ C(T )‖u10 − u20‖ (4.3)
where C(T ) is a positive constant. Next to prove the stability result.
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Denote q̃ = q1 − q2, σ̃ = σ1 − σ2, ũ = u1 − u2, θ̃ = θ1 − θ2.

(4ũt, p)− (4q̃, p) = 0
(σ̃, l)− (∇ũ,∇l)w = 0
(q̃t, w) + (∇q̃t,∇w)w + (∇σ̃,∇w)w − (∇θ̃,∇w)w = 0
(θ̃t, r) + (∇θ̃,∇r)w + (θ̃, r) + (∇q̃,∇r)w = 0


















∣∣∣∣∣∣∣∣∣θ̃∣∣∣∣∣∣∣∣∣2 + ‖θ̃‖2 = 0
Taking the integral, thus we have the stability. This completes the proof of the theorem.
4.1.2 The Existence and Uniqueness Semi-discrete Mixed Element Formulation
In this section, we demonstrate on the existence and uniqueness of the solution of
system. Now we consider the following semi-discrete form for problem(I∗∗). Problem(Ih):
Find (qh, σh, uh, θh) : [0, T ]→ Sh × Sh × Sh × Sh such that, ∀T > 0, ∀ph, lh, wh, rh ∈ Sh

(a) (uh,t, ph)− (qh, ph) = 0
(b) (σh, lh)− (∇uh,∇lh)w = 0
(c) (qh,t, wh) + (∇qh,t,∇wh)w + (∇σh,∇wh)w − (∇θh,∇wh)w = l1(wh)
(d) (θh,t, rh) + (∇θh,∇rh)w + (θh, rh) + (∇qh,∇rh)w = l2(rh)
(4.4)
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with given qh(0), σh(0), uh(0), θh(0) determined, l1(wh) and l2(rh) are two linear forms can
be written as l1(wh) = 〈fh, wh〉 and l2(rh) = 〈gh, rh〉 respectively, Sh is the broken space
defined in Chapter 2, and Sh ⊂ V .
Theorem 4.3. Problem Ih has a unique solution.
Proof. Denote q̃h = q1h − q2h, σ̃h = σ1h − σ2h, ũh = u1h − u2h, θ̃h = θ1h − θ2h.
For problem (Ih), work on Eq.(4.5c) and Eq.(4.5d), substitute by w̃h = −4q̃h and
r̃h = −4θ̃h,

(4ũht, ph)− (4q̃h, ph) = 0
(σ̃h, l)− (∇ũh,∇lh)w = 0
(q̃ht, wh) + (∇q̃ht,∇wh)w + (∇σ̃h,∇wh)w − (∇θ̃h,∇wh)w = 0
(θ̃ht, rh) + (∇θ̃h,∇rh)w + (θ̃h, rh) + (∇q̃h,∇rh)w = 0
(4.5)





















∣∣∣∣∣∣∣∣∣θ̃h∣∣∣∣∣∣∣∣∣2 + ‖θ̃h‖2 = 0
Taking the integral, thus we have the stability. This completes the proof of the theorem.
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4.1.3 Semi Discrete Estimates
First we need to introduce the L2 projection: find Phq, Phσ, Phu, Phθ ∈ Sh satisfying:
(∇(q − Phq),∇v) = 0, ∀vh ∈ Vh
(∇(σ − Phσ),∇v) = 0, ∀vh ∈ Vh
(∇(u− Phu),∇v) = 0, ∀vh ∈ Vh
(∇(θ − Phθ),∇v) = 0, ∀vh ∈ Vh
The following estimates are well known from [15]: for j = 0, 1
‖u− Phu‖j ≤ Chk+1−j‖u‖k+1
‖(u− Phu)t‖j ≤ Chk+1−j‖ut‖k+1
‖θ − Phθ‖j ≤ Chk+1−j‖θ‖k+1
‖(θ − Phθ)t‖j ≤ Chk+1−j‖θt‖k+1
‖q − Phq‖j ≤ Chk+1−j‖q‖k+1
‖(q − Phq)t‖j ≤ Chk+1−j‖qt‖k+1
‖σ − Phσ‖j ≤ Chk+1−j‖σ‖k+1
‖(σ − Phσ)t‖j ≤ Chk+1−j‖σt‖k+1
Subtracting (I∗∗) from Ih, we obtain:

(a) (uht − ut, ph)− (qh − q, ph) = 0
(b) (σh − σ, lh)− (∇uh −∇u,∇lh)w = 0
(c) (qht − qt, wh) + (∇qht −∇qt, wh)w + (∇σh −∇σ,∇wh)w − (∇θh −∇θ,∇wh)w = 0
(d) (θht − θt, rh) + (∇θh −∇θ,∇rh)w + (θh − θ, rh) + (∇qh −∇q,∇rh)w = 0
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Denote:
























Theorem 4.4. With uh(0) = ũh(0), σh(0) = σ̃h(0), θh(0) = θ̃h(0), qh(0) = q̃h(0), the following
estimate holds:
‖q − qh‖+ ‖u− uh‖+ ‖σ − σh‖+ ‖θ − θh‖ ≤Chk
C depends on ‖qt‖L∞(Hk+1), ‖θt‖L∞(Hk+1), ‖θ‖L∞(Hk+1), ‖σ‖L∞(Hk+1), ‖q‖L∞(Hk+1), ‖ut‖L∞(Hk+1).
Proof. Take docomposition:
qh − q = qh − Phq + Phq − q = ξ1 + η1
σh − σ = σh − Phσ + Phσ − σ = ξ2 + η2
uh − u = uh − Phu+ Phu− u = ξ3 + η3
θh − θ = θh − Phθ + Phθ − θ = ξ4 + η4
Then the equation system can be written as:
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(a) (uht − Phut, ph)− (qh − Phq, ph) = −(Phut − ut, ph) + (Phq − q, ph)
(b) (σh − Phσ, lh)− (∇uh −∇phu,∇lh)w = −(Phσ − σ, lh)
(c)
(qht − Phqt, wh) + (∇qht −∇Phqt, wh)w + (∇σh −∇phσ,∇wh)w − (∇Phθh −∇Phθ,∇wh)w
=− (Phqht − qt, wh)− (∇Phqht −∇qt, wh)w
(d)
(θht − Phθt, rh) + (∇θh −∇Phθ,∇rh)w + (θh − Phθ, rh) + (∇qh −∇Phq,∇rh)w
=− (θht − Phθt, rh)− (θh − Phθ, rh)
Take wh = ξ1 and rh = ξ4 respectively:

(ξ1,t, ξ1) + (∇ξ1,t,∇ξ1)w + (∇ξ2,∇ξ1)w − (∇ξ4,∇ξ1)w = −(η1,t, ξ1)− (∇η1,t,∇ξ1)
(ξ4,t, ξ4) + (∇ξ4,t,∇ξ4)w + (ξ4, ξ4) + (∇ξ1,∇ξ4)w = −(η4,t, ξ4)− (η4, ξ4)
Sum those two equations:
(ξ1,t, ξ1) + (∇ξ1,t,∇ξ1)w + (∇ξ2,∇ξ1)w + (ξ4,t, ξ4) + (∇ξ4,t,∇ξ4)w + (ξ4, ξ4)














(∇ξ4,∇ξ4)w = |||ξn4 |||
2, (ξ4, ξ4) = ‖ξ4‖2
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Besides,
(∇ξ2,∇ξ1)w = (ξ2,t, ξ2) + (η2,t, η2) + (ξ2,t, η2) + (η2,t, ξ2)




Let’s deal with the right hand side,
‖(η1,t, ξ1)‖ ≤ C‖η1,t‖20 + C‖ξ1‖20 ≤ Ch2(k+1)‖qt‖2k+1 + C‖ξ1‖20
‖(∇η1,t,∇ξ1)‖ ≤ C
∣∣∣∣∣∣η1,t∣∣∣∣∣∣2 + C|||ξ1|||2 ≤ Ch2k‖qt‖2k+1 + C‖ξ1‖2
‖(η4,t, ξ4)‖ ≤ C‖η4,t‖20 + C‖ξ4‖20 ≤ Ch2(k+1)‖θt‖2k+1 + C‖ξ4‖20




(ξ2, η2)− (η2,t, ξ2)
‖(η2,t, ξ2)‖ ≤ C‖η2,t‖20 + C‖ξ2‖20 ≤ Ch2(k+1)‖σt‖2k+1 + C‖ξ2‖20




























Taking integral of both sides,












(‖ξ1‖2 + ‖ξ2‖2 + ‖ξ4‖2)ds+ Cε‖ξ2‖2 + C‖η2‖2
Simplify further,












(‖ξ1‖2 + ‖ξ2‖2 + ‖ξ4‖2)ds+ Ch2(k+1)‖σ‖2k+1
Since ‖ξ1(0)‖, |||ξ1(0)|||, ‖ξ2(0)‖, ‖ξ4‖, |||ξ4(0)||| has the order of O(h2). We will have the con-
clusion,
‖ξ1‖+ ‖ξ2‖+ ‖ξ4‖ ≤ Chk





‖ξ3‖2 = (ξ1, ξ3)− (η3,t, ξ3) + (η1, ξ3)







Using Cauchy-Schwatz inequality, and apply Gronwall inequality, integrate from 0 to T .
‖ξ3‖2 ≤ ‖ξ3(0)‖2 + Ch2(k+1)
∫ T
0




This completes the proof.
4.2 Fully Discrete Mixed Element Formulation
4.2.1 The Existence and Uniqueness Fully Discrete Mixed Element Formulation
For full discretization, we use the backward Euler method of first order accurate in
time. For the backward Euler method, Let M be a positive integer, then ∆t = T/M be the
step size of time, ti = i∆t, 0 ≤ i ≤M . Further, let ψn = ψ(tn) and ∂tψn = (ψn − ψn−1)/∆t,
for some continuous function ψ ∈ C0[0, T ], and let (Qn, Sn, Un,Θn) ∈ Snh × Snh × Snh × Snh
be the mixed element approximation of (q(tn), σ(tn), u(tn), θ(tn)). For each n, the different
time interval is (tn, tn+1), the corresponding triangulation is T nh , broken space Snh . Then the
fully discrete mixed finite element solution for problem (I∗∗) may be presented as follows:
Problem(Inh ). Find (Q
n, Sn, Un,Θn) ∈ Snh × Snh × Snh × Snh such that, for 1 ≤ n ≤ M ,
∀ph, lh, wh, rh ∈ Snh
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
(a) (∂Un, pnh) = (Q
n, pnh)
(b) (Sn, lnh)− (∇Un,∇lnh)w = 0
(c) (∂Qn, wnh) + (∇∂Qn, wnh)w + (∇Sn,∇wnh)w − (∇Θn,∇wnh)w = (fn, wnh)
(d) (∂Θn, rnh) + (∂∇Θn,∇rnh)w + (Θn, rnh) + (∇Qn,∇rnh)w = (gn, rnh)
(4.9)
Theorem 4.5. Problem Inh has a unique solution (Q
n, Sn, Un,Θn) ∈ Snh × Snh × Snh × Snh .
Proof. Denote Q̃n = Q1,n −Q2,n, S̃n = S1,n − S2,n, Ũn = U1,n − U2,n, Θ̃n = Θ1,n −Θ2,n.






, ph)− (4Q̃n, ph) = 0




, wh) + (
∇Q̃n −∇Q̃n−1
τ




, rh) + (∇Θ̃n,∇rh)w + (Θ̃n, rh) + (∇Q̃n,∇rh)w = 0

























































∣∣∣∣∣∣∣∣∣Θ̃n∣∣∣∣∣∣∣∣∣2 + ‖Θ̃n‖2 ≤ 0
(4.11)
















∣∣∣∣∣∣∣∣∣Θ̃i∣∣∣∣∣∣∣∣∣2 + ‖Θ̃i‖2) ≤ 0 (4.12)
By discrete Gronwall inequality, thus we have the stability for fully discrete form. This
completes the proof of the theorem.
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4.2.2 Fully Discrete Estimates
For the error estimate, we need to introduce the decomposition.
qn −Qn = qn − Phqn + Phqn −Qn = ηn + ξn
σn − Sn = σn − Phσn + Phσn − Sn = τn + ψn
un − Un = un − Phun + Phun − Un = δn + γn
θn −Θn = θn − Phθn + Phθn −Θn = ρn + ζn
(4.13)
We may denote φ(tn) as φn, here φ can be q, σ, u, θ. Ph is L2 projection defined previously.
Besides,
πn = qn − ∂̄qn φn = un − ∂̄un
νn = θn − ∂̄θn κn = σn − ∂̄σn
Theorem 4.6. Let (Qn, Sn, Un,Θn) and (q, σ, u, θ) are the solutions of (Inh ) and (I
∗∗). If qt ∈
L∞(Hk+1), θt ∈ L∞(Hk+1), ut ∈ L∞(Hk+1), utt ∈ L2(Hk+1), qtt ∈ L2(Hk+1), σtt ∈ L2(Hk+1),
θtt ∈ L2(Hk+1). Besides,
‖Phq0 − q0‖+ hk‖Phq0 − q0‖1 ≤ Chk+1‖q‖k+1
‖Phσ0 − σ0‖+ hk‖Phσ0 − σ0‖1 ≤ Chk+1‖σ‖k+1
‖Phu0 − u0‖+ hk‖Phu0 − u0‖1 ≤ Chk+1‖u‖k+1
‖Phθ0 − θ0‖+ hk‖Phθ0 − θ0‖1 ≤ Chk+1‖θ‖k+1
(4.14)
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Then for ∀n ≥ 0, there exist:
‖Qn − q(tn)‖+ ‖Θn − θ(tn)‖+ ‖Sn − σ(tn)‖ ≤ C1(hk + τ)
‖Un − u(tn)‖ ≤ C2(hk+1 + τ)
Proof. Subtracting (Inh ) from (I
∗∗),

(a) (∂̄γn, ph)− (ξn, ph) = −(∂̄δn + πn, ph) + (ρn, ph)
(b) (ψn, lh)− (∇γn,∇lh)w = −(τn, lh)− (∇δn,∇lh)w
(c) (∂̄ξn, wh) + (∂̄∇ξn,∇wh)w + (∇ψn,∇wh)− (∇ζn,∇wh)w = −(∂̄ηn + πn, wh)− (∂̄∇ηn + πn,∇wh)w
(d) (∂̄ζn, rh) + (∇ζn,∇rh)w + (ζn, rh) + (∇ψn,∇rh)w = −(∂̄ρn + νn, rh)− (ρn, rh)
(4.15)
As we have the fact,
−(ψn,4ξn) = (∂̄ψn + ∂̄τn + κn +4ηn, ψn)
Choose wh = ξn and rh = ζn, and substitute into Eq.(4.15c) and Eq.(4.15d). Thus,
(∂̄ξn, ξn) + (∂̄∇ξn,∇ξn)w + (∂̄ψn, ψn)− (∇ζn,∇ξn)w
= −(∂̄ηn + πn, ξn)− (∂̄∇ηn +∇πn,∇ξn)w − (∂̄τn + κn +4ηn, ψn)
= −(∂̄ηn + πn, ξn)− (∂̄∇ηn +∇πn,∇ξn)w − (∂̄τn + κn, ψn)
(4.16)
(∂̄ζn, ζn) + (∇ζn,∇ζn)w + (ζn, ζn) + (∇ψn,∇ζn)w = −(∂̄ρn + νn, ζn)− (ρn, ζn) (4.17)
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Take the sum of Eq.(4.16) and Eq.(4.17),
(∂̄ξn, ξn) + (∂̄∇ξn,∇ξn)w + (∂̄ψn, ψn) + (∂̄ζn, ζn) + (∇ζn,∇ζn)w + (ζn, ζn)











∂̄‖ζn‖2 + |||ζn|||2 + ‖ζn‖2
≤ C(‖∂̄ηn‖2 + ‖πn‖2 +
∣∣∣∣∣∣∂̄ηn∣∣∣∣∣∣2 + |||πn|||2 + ‖∂̄τn‖2 + ‖κn‖2 + ‖∂̄ρn‖2











































‖ρn‖2 ≤ Ch2(k+1)‖θn‖k+1 (4.20i)















(‖qt‖2k+1 + ‖σt‖2k+1 + ‖θt‖2k+1)ds+ Cτ
∫ tn
tn−1
(‖qtt‖2 + ‖qtt‖21 + ‖σtt‖2 + ‖θtt‖2)ds
+ C‖ρn‖+ C(‖ξn‖2 + |||ξn|||2 + ‖ψn‖2 + ‖ζn‖2)
(4.21)
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Sum (4.21) for n = 1, · · · ,M .
‖ξM‖2 +




∣∣∣∣∣∣ξ0∣∣∣∣∣∣2 + ‖ψ0‖2 + ‖ζ0‖2 + Ch2k ∫ T
0











(‖ξn‖2 + |||ξn|||2 + ‖ψn‖2 + ‖ζn‖2)
(4.22)
At least, we need to guarantee 1− Cτ > 0 to apply discrete Gronwall inequality.
(1− Cτ)‖ξM‖2 + (1− Cτ)




∣∣∣∣∣∣ξ0∣∣∣∣∣∣2 + ‖ψ0‖2 + ‖ζ0‖2 + Ch2k ∫ T
0




(‖qtt‖2 + ‖qtt‖21 + ‖σtt‖2 + ‖θtt‖2)ds
+ CMh2(k+1)‖θ‖2k+1 + Cτ
M−1∑
n=0
(‖ξn‖2 + |||ξn|||2 + ‖ψn‖2 + ‖ζn‖2)
(4.23)
In the numerical experiment, we use τ = h2, then Mh2(k+1) = h2k. Applying the discrete
Gronwall inequality, we have the estimate,
‖ξM‖2 + ‖ψM‖2 + ‖ζM‖2 ≤ C(h2k + τ 2)
Take ph = γ, we can obtain















utt −4utt +42u+ α4θ = f
θt −4θ + θ − α4ut = g
u|∂Ω = 4u|∂Ω = θ|∂Ω = 0
u(x, 0) = u0(x), ut(x, 0) = u
1(x), θ(x, 0) = θ0(x)




the linearlized Kirchhoff-Love plate system with zero boundary condition on a unit square
Ω = [0, 1]×[0, 1] regular pattern triangular mesh will be utilized, and (DG1(K)×DG1(K)×
DG1(K)×DG1(K)) is used to solve the problem. The convergence curves of L2 error of the
solution are depicted in the figures. From the plots, we can clearly observe the convergence
rate for those variables are O(h1.5), O(h0.5), O(h2), O(h1.5), which has a higher convergence
rate than theory.
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L2−Convergence rate of at time t = 0.4.
N ‖qn −Qnh‖0 Order ‖σn − Σnh‖0 Order ‖un − Unh ‖0 Order ‖θn −Θnh‖0 Order
2 0.155971 4.653860 0.128919 0.331690
4 0.078748 0.99 1.147516 2.02 0.021667 2.57 0.126256 1.39
8 0.024106 1.71 0.794004 0.53 0.005217 2.05 0.030676 2.04
16 0.010124 1.25 0.501864 0.66 0.001250 2.06 0.011094 1.47
32 0.003556 1.51 0.355609 0.50 0.000315 1.99 0.003732 1.57
Table 5: The numerical test for SIP-DG convergence rates t = 0.4
L2−Convergence rate of at time t = 0.8.
N ‖qn −Qnh‖0 Order ‖σn − Σnh‖0 Order ‖un − Unh ‖0 Order ‖θn −Θnh‖0 Order
2 0.113938 1.901486 0.077915 0.128894
4 0.022832 2.32 0.390783 2.28 0.014178 2.46 0.080740 0.67
8 0.008757 1.38 0.087337 2.16 0.003472 2.03 0.022539 1.84
16 0.003640 1.27 0.072964 0.26 0.001070 1.70 0.005677 1.99
32 0.001390 1.39 0.052947 0.46 0.000291 1.88 0.001713 1.73
Table 6: The numerical test for SIP-DG convergence rates t = 0.8
L2−Convergence rate of at time t = 1.0.
N ‖qn −Qnh‖0 Order ‖σn − Σnh‖0 Order ‖un − Unh ‖0 Order ‖θn −Θnh‖0 Order
2 0.098843 1.396027 0.059813 0.119414
4 0.018618 2.41 0.289390 2.27 0.011609 2.37 0.066128 0.85
8 0.004650 2.00 0.084935 1.77 0.003007 1.95 0.016115 2.04
16 0.003176 0.55 0.026624 1.67 0.000793 1.92 0.004653 1.79
32 0.001266 1.33 0.025795 0.05 0.000202 1.98 0.001488 1.65
Table 7: The numerical test for SIP-DG convergence rates t = 1.0
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The following three figures are for SIP-DG, at different time t = 0.4, 0.8, 1.0, are using






























































Figure 7: SIP-DG L2 convergence rate, time t = 1.0
NSIP-DG L2−Convergence rate of at time t = 0.4.
N ‖qn −Qnh‖0 Order ‖σn − Σnh‖0 Order ‖un − Unh ‖0 Order ‖θn −Θnh‖0 Order
4 0.682449 5.511690 0.212949 0.689707
8 0.313659 1.12 5.187170 0.09 0.082745 1.36 0.311912 1.14
16 0.102740 1.61 3.562770 0.54 0.021483 1.95 0.098739 1.66
32 0.032585 1.66 1.710790 1.06 0.004980 2.11 0.031392 1.65
64 0.008806 1.89 3.316620 -0.96 0.001191 2.06 0.008768 1.84
Table 8: The numerical test for NSIP-DG convergence rates t = 0.4
NSIP-DG L2−Convergence rate of at time t = 0.8.
N ‖qn −Qnh‖0 Order ‖σn − Σnh‖0 Order ‖un − Unh ‖0 Order ‖θn −Θnh‖0 Order
4 0.257494 5.471160 0.241653 0.128610
8 0.182394 0.50 2.189670 1.32 0.080026 1.59 0.138881 -0.11
16 0.070341 1.37 0.835353 1.39 0.018095 2.14 0.064290 1.11
32 0.020312 1.79 0.471876 0.82 0.004216 2.10 0.019019 1.76
64 0.005468 1.89 0.286252 0.72 0.001070 1.98 0.005209 1.87
Table 9: The numerical test for NSIP-DG convergence rates t = 0.8
NSIP-DG L2−Convergence rate of at time t = 1.0.
N ‖qn −Qnh‖0 Order ‖σn − Σnh‖0 Order ‖un − Unh ‖0 Order ‖θn −Θnh‖0 Order
4 0.448340 4.009150 0.161125 0.369467
8 0.219525 1.03 1.701410 1.24 0.047769 1.75 0.201786 0.87
16 0.059488 1.88 0.773496 1.14 0.012396 1.95 0.057879 1.80
32 0.016482 1.85 0.341843 1.18 0.003011 2.04 0.016152 1.84
64 0.004679 1.82 0.185809 0.88 0.000706 2.09 0.004563 1.82
Table 10: The numerical test for NSIP-DG convergence rates t = 1.0
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The following three figures are for NSIP-DG, at different time t = 0.4, 0.8, 1.0, are using









































































Figure 10: NSIP-DG L2 convergence rate, time t = 1.0
4.4 Conclusions
In this chapter, we used both symmetric and nonsymmetric interior penalty discontin-
uous galerkin methods to approach the thermoelastic Kirchhoff-Love plate system. First
prove the existence and uniqueness of the problem for both NSIP-DG and SIP-DG, the only
difference is the coercive coefficient. If applying sufficiently smooth solutions, for SIP-DG,
the penalty needs to be large enough to guarantee stability, and the a-priori L2 error for
qh, σh, uh, θh are at the rate of O(hk + τ), O(hk−1 + τ), O(hk+1 + τ), O(hk+1 + τ), for for
NSIP-DG, the penalty needs to be set nonnegative, thus set 4, and the a-priori L2 error for
qh, σh, uh, θh are at the rate of O(hk+1 + τ), O(hk + τ), O(hk+1 + τ), O(hk+1 + τ), therefore
showing a greater convergence performance than SIP-DG. Here h is the mesh size, and τ
is the time step, k denotes the polynomial degree.
Since the SIP-DG bilinear form guarantees symmetric, continuous, coercive and adjoint
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consistent properties, that leads to the stability of the numerical scheme. And this method
conserves energy for stability property all time, that transits to the convergence proof.
however the main issue is the penalty needs to be large enough. NSIP-DG has a less
requirement on penalty term.
Remark. The convergence results holds for fully DG method where the underlying bilinear
form is symmetric, continuous, coercive and adjoint consistent.
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CHAPTER 5 H1-GALERKIN MIXED ELEMENT METHOD
In this section, we introduce how to use H1-Galerkin mixed element method, with
basic definitions and properties. The existence of a unique solution of semi-discrete mixed
element method and error analysis are given in section 2. And the existence of a unique of
its fully discrete method and error analysis are considered in section 3. Numerical results
are presented in section 4.
5.1 Semi-discrete Mixed Element Formulation
5.1.1 Semi-discrete Mixed Element Formulation
Let Ω ⊂ R2, we consider the linearized thermoelastical kirchhoff-love plate equation
system.
Problem(I): Find (u, θ) ∈ (W 1,∞(0, T ;L2(Ω))
⋂
L∞(0, T ;W 2,4(Ω)))×L∞(0, T ;W 2,4(Ω)) such
that for all T > 0,

utt −4utt +42u+ α4θ = f, (x, t) ∈ Ω× (0, T )
θt −4θ + θ − α4ut = g, (x, t) ∈ Ω× (0, T )
u = 4u = θ = 0, (x, t) ∈ ∂Ω× (0, T )
u(x, 0) = u0(x), ut(x, 0) = u1(x), θ(x, 0) = θ0(x), x ∈ Ω
(5.1)
where u denotes the displacement of the plate, θ denotes the displacement caused by ther-
m changes, g, u0, u1 and θ0 are given functions. Introduce the intermediate variables, the
original problem would be transformed into:
Problem(I*): Find (q, p, σ, ~r, ~s, ~w, u, θ) ∈ L∞(0, T ;H10 (Ω))×L∞(0, T ;H10 (Ω))×L∞(0, T ;H10 (Ω))×
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L∞(0, T ;H(div,Ω))×L∞(0, T ;H(div,Ω))×L∞(0, T ;H(div,Ω))×L∞(0, T ;H10 (Ω))×L∞(0, T ;H10 (Ω))
such that, for all T > 0,

(a) q = ut, (x, t) ∈ Ω× (0, T )
(b) p = σt, (x, t) ∈ Ω× (0, T )
(c) ∇u = ~r, (x, t) ∈ Ω× (0, T )
(d) ∇σ = ~s, (x, t) ∈ Ω× (0, T )
(e) σ +∇ · ~r = 0, (x, t) ∈ Ω× (0, T )
(f) ∇θ = ~w, (x, t) ∈ Ω× (0, T )
(g) qt + pt −∇ · ~s+∇ · ~w = f, (x, t) ∈ Ω× (0, T )
(h) θt −∇ · ~w + θ + p = g, (x, t) ∈ Ω× (0, T )
(5.2)
To implement the mixed element method, we consider the following weak formulation:
Problem(I**): Find (q, p, σ, ~r, ~s, ~w, u, θ) ∈ L∞(0, T ;H10 (Ω))×L∞(0, T ;H10 (Ω))×L∞(0, T ;H10 (Ω))×
L∞(0, T ;H(div,Ω))×L∞(0, T ;H(div,Ω))×L∞(0, T ;H(div,Ω))×L∞(0, T ;H10 (Ω))×L∞(0, T ;H10 (Ω))
such that, for all T > 0
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
(a) (q, χ) = (ut, χ)
(b) (p, χ) = (σt, χ)
(c) (∇u,∇χ) = (~r,∇χ)
(d) (∇σ,∇χ) = (~s,∇χ)
(e) (σ,∇ · ~χ) + (∇ · ~r,∇ · ~χ) = 0
(f) (∇θ,∇χ) = (~w,∇χ)
(g) (qt,∇ · ~χ) + (pt,∇ · ~χ)− (∇ · ~s,∇ · ~χ) + (∇ · ~w,∇ · ~χ) = (f,∇ · ~χ)
(h) (θt,∇ · ~χ)− (∇ · ~w,∇ · ~χ) + (θ,∇ · ~χ) + (p,∇ · ~χ) = (g,∇ · ~χ)
(5.3)
However we need to change the variance form. As:
(pt,∇ · ~χ) = −(∇pt, ~χ) = −(∇σtt, ~χ) = −(~stt, ~χ)
(qt,∇ · ~χ) = −(∇qt, ~χ) = −(∇utt, ~χ) = −(~rtt, ~χ)
(θ,∇ · ~χ) = −(∇θ, ~χ) = −(~w, ~χ)
(θt,∇ · ~χ) = −(∇θt, ~χ) = −(~wt, ~χ)
(5.4)
Then the last two equations of (I∗∗)can be transformed into:

(~rtt, ~χ) + (~stt, ~χ) + (∇ · ~s,∇ · ~χ)− (∇ · ~w,∇ · ~χ) = −〈f,∇ · ~χ〉
(~wt, ~χ) + (∇ · ~w,∇ · ~χ) + (~w, ~χ) + (~st, ~χ) = −〈g,∇ · ~χ〉
(5.5)
Theorem 5.1. Problem I∗∗ is equivalent to Problem I∗
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Proof. (⇐=). Suppose (q, p, σ, ~r, ~s, ~w, u, θ) ∈ V × V × V ×W ×W ×W × V × V is the
solution of problem (I∗), it is obviously a solution of (I∗∗).
(=⇒). From (5.3) Eq.(5.3a) and Eq.(5.3b), easy to know q = ut and p = σt.
Since ~r, ~s, ~w can be rewritten into,
~r = ∇ξ1 + ~φ1
~s = ∇ξ2 + ~φ2
~w = ∇ξ3 + ~φ3
(5.6)
where ξ1, ξ2, ξ3 ∈ L∞(0, T ;H2(Ω) ∩ H10 (Ω)), ~φ1, ~φ2, ~φ3 ∈ L∞(0, T ;H(div,Ω)), and ∇ · ~φi =






~r = ∇u+ ~φ1
~s = ∇σ + ~φ2
~w = ∇θ + ~φ3
(5.8)
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Substitute into the last two equations:
−(utt,∇ · ~χ) + (~φ1,tt, ~χ)− (σtt,∇ · ~χ) + (~φ2,tt, ~χ) + (∇ · ~s−∇ · ~w,∇ · ~χ) = −〈f,∇ · ~χ〉
−(θt,∇ · ~χ) + ( ~φ3,t, ~χ) + (∇ · ~w,∇ · ~χ)− (θ,∇ · ~χ) + (~φ3, ~χ)− (σt,∇ · ~χ) + (~φ2,t, ~χ)
= −〈g,∇ · ~χ〉
(5.9)
Choose ~χ = φ1,t + φ2,t in the first equation.
d
dt
(φ1,t + φ2,t, φ1,t + φ2,t) = (φ1,tt + φ2,tt, φ1,t + φ2,t) = 0
That leads to
(φ1,t + φ2,t, φ1,t + φ2,t) = (φ1,t(0) + φ2,t(0), φ1,t(0) + φ2,t(0))
Choose the initial value,
~rt(0) = ∇ut, ~st(0) = ∇σt
Then,
~φ1,t(0) = 0, ~φ2,t(0) = 0
And we can get, φ1,t + φ2,t = 0. Multiplying both sides by φ1 + φ2, integral over time [0, t],
(φ1 + φ2, φ1 + φ2) = (φ1(0) + φ2(0), φ1(0) + φ2(0)) (5.10)
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Choose the initial value,
~r(0) = ∇u, ~s(0) = ∇σ
Thus,
φ1(0) = 0, φ2(0) = 0
Then, from eqn(5.10),
φ1 + φ2 = 0
−(utt,∇ · ~χ)− (σtt,∇ · ~χ) + (∇ · ~s−∇ · ~w,∇ · ~χ) = −〈f,∇ · ~χ〉
−(θt,∇ · ~χ) + (∇ · ~w,∇ · ~χ)− (θ,∇ · ~χ)− (p,∇ · ~χ) = −〈g,∇ · ~χ〉
(5.11)
For any pt + qt− f ∈ L∞(0, T ;L2(Ω)), ∃F ∈ L∞(0, T ;H(div,Ω)) and for any θt + θ+ p− g ∈
L∞(0, T ;L2(Ω)), ∃G ∈ L∞(0, T ;H(div,Ω)) such that,
∇ · F = pt + qt − f ∈ L2(Ω)
∇ ·G = θt + θ + p− g
(5.12)
Substitute into the equation,
(∇ · F,∇ · ~χ)− (∇ · ~s−∇ · ~w,∇ · ~χ) = 0
(∇ ·G,∇ · ~χ)− (∇ · ~w,∇ · ~χ) = 0
(5.13)
As ~χ can be chosen from H(div), such that
∇ · F − (∇ · ~s−∇ · ~w) = 0
∇ ·G− (∇ · ~w) = 0
(5.14)
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Then we have following conclusion
qt + pt −∇ · ~s+∇ · ~w = f
θt −∇ · ~w + θ + p = g
(5.15)
That proves (=⇒).
Theorem 5.2. Problem I∗∗ has a unique solution.
Proof. The existence of the solution follows from the existence and regularity assumption.
By defining q = ut, p = σt, ~r = ∇u,~s = ∇σ, ~w = ∇θ, it immediates comes up with a weak
solution for I∗∗.















0) be the initial data, and (p
i, qi, σi, ~ri, ~ri, ~wi, ui, θi) be the
corresponding weak solutions.
Denote q̃ = q1 − q2, p̃ = p1 − p2, σ̃ = σ1 − σ2, ũ = u1 − u2, θ̃ = θ1 − θ2, ~̃r = ~r1 − ~r2,
~̃s = ~s1 − ~s2, ~̃w = ~w1 − ~w2.
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
(a) (q̃, χ) = (ũt, χ)
(b) (p̃, χ) = (σ̃t, χ)
(c) (∇ũ, ~χ) = (~̃r, ~χ)
(d) (∇σ̃, ~χ) = (~̃s, ~χ)
(e) (σ̃, χ) + (∇ · ~̃r, χ) = 0
(f) (∇θ̃, ~χ) = ( ~̃w, ~χ)
(g) (~̃rtt, ~χ) + (~̃stt, ~χ) + (∇ · ~̃s,∇ · ~χ)− (∇ · ~̃w,∇ · ~χ) = 0
(h) ( ~̃wt, ~χ) + (∇ · ~̃w,∇ · ~χ) + ( ~̃w, ~χ) + (~̃st, ~χ) = 0
(5.16)















‖∇ ~̃w‖2 + ‖∇ · ~̃w‖2 + ‖∇ ~̃w‖2 = 0
Taking the integral, thus we have the stability. This completes the proof of the theorem.
Now we consider the following semi-discrete form for problem(I∗∗).
Problem(Ih): Find (qh, ph, σh, ~rh, ~sh, ~wh, uh, θh) : [0, T ]→ Vh×Vh×Vh× ~Wh× ~Wh× ~Wh×Vh×Vh
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
(a) (qh, χ) = (uh,t, χ)
(b) (ph, χ) = (σh,t, χ)
(c) (∇uh, ~χh) = (~rh, ~χh)
(d) (∇σh, ~χh) = (~sh, ~χh)
(e) (σh, χh) + (∇ · ~rh, χh) = 0
(f) (∇θh,−→χh) = (~wh,−→χh)
(g) (qh,t,∇ · ~χh) + (ph,t,∇ · ~χh)− (∇ · ~sh,∇ · ~χh) + (∇ · ~wh,∇ · ~χh) = (fh,∇ · ~χh)
(h) (θh,t,∇ · ~χh)− (∇ · ~wh,∇ · ~χh) + (θh,∇ · ~χh) + (ph,∇ · ~χh) = (gh,∇ · ~χh)
(5.17)
with given σh(0), uh(0), θh(0) determined.
Corespondingly, Eq.(5.17g) and Eq.(5.17h) can be transformed into,

(~rh,tt, ~χh) + (~sh,tt, ~χh) + (∇ · ~sh,∇ · ~χh)− (∇ · ~wh,∇ · ~χh) = −〈fh,∇ · ~χh〉
(~wh,t, ~χh) + (∇ · ~wh,∇ · ~χh) + (~wh, ~χh) + (∇ · ~rh,t,∇ · ~χh) = −〈gh,∇ · ~χh〉
(5.18)
5.1.2 The Existence and Uniqueness Semi-discrete Mixed Element Formulation
In this section, we demonstrate on the existence and uniqueness of the solution of
system.
Theorem 5.3. Problem Ih has a unique solution.
Proof. The existence of the solution follows from the existence and regularity assumption.
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By defining qh = uht, ph = σht, ~rh = ∇uh, ~sh = ∇σh, ~wh = ∇θh, it immediates comes up
with a weak solution for Ih.
































be the corresponding weak solutions.
Denote q̃h = q1h− q2h, p̃h = p1h− p2h, σ̃h = σ1h−σ2h, ũh = u1h−u2h, θ̃h = θ1h− θ2h, ~̃rh = ~r1h−~r2h,
~̃sh = ~s
1
h − ~s2h, ~̃wh = ~w1h − ~w2h.

(a) (q̃h, χh) = (ũht, χ)
(b) (p̃h, χh) = (σ̃ht, χh)
(c) (∇ũh, ~χh) = (~̃rh, ~χh)
(d) (∇σ̃h, ~χh) = (~̃sh, ~χh)
(e) (σ̃h, χh) + (∇ · ~̃rh, χh) = 0
(f) (∇θ̃h, ~χh) = ( ~̃wh, ~χh)
(g) (~̃rhtt, ~χh) + (~̃shtt, ~χh) + (∇ · ~̃sh,∇ · ~χh)− (∇ · ~̃wh,∇ · ~χh) = 0
(h) ( ~̃wht, ~χh) + (∇ · ~̃hw,∇ · ~χh) + ( ~̃wh, ~χh) + (~̃sht, ~χh) = 0
(5.19)















‖∇ ~̃wh‖2 + ‖∇ · ~̃w‖2 + ‖∇ ~̃wh‖2 = 0
Taking the integral, thus we have the stability. This completes the proof of the theorem.
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5.1.3 Semi Discrete Estimates
First we need to introduce the elliptic projection and Raviart-Thomas Projection: find
Rhq, Rhp, Rhσ, Rhθ, Rhu ∈ Vh and Πh~r, Πh~s, Πh ~w ∈ ~Wh satisfying:
(∇(q −Rhq),∇vh) = 0, ∀vh ∈ Vh
(∇(σ −Rhσ),∇vh) = 0, ∀vh ∈ Vh
(∇(p−Rhp),∇vh) = 0, ∀vh ∈ Vh
(∇ · (~r − Πh~r),∇ · vh) = 0, ∀vh ∈ ~Wh
(∇(u−Rhu),∇vh) = 0, ∀vh ∈ Vh
(∇(θ −Rhθ),∇vh) = 0, ∀vh ∈ Vh
(∇ · (~s− Πh~s),∇ · vh) = 0, ∀vh ∈ ~Wh
(∇ · (~w − Πh ~w),∇ · vh) = 0, ∀vh ∈ ~Wh
(5.20)
Subtracting (I∗∗) from Ih, we obtain:

(uh,t − ut, χh)− (qh − q, χh) = 0
(σh,t − σt, χh)− (ph − p, χh) = 0
(∇(uh − u), ~χh)− (~rh − ~r, ~χh) = 0
(∇(σh − σ), ~χh) = (~sh − ~s, ~χh)
(σh − σ, χh) + (∇ · (~rh − ~r), χh) = 0
(∇(θh − θ),−→χh)− ( ~wh − ~w,−→χh) = 0
(~rh,tt − ~rtt, ~χh) + (~sh,t − ~st, ~χh) + (∇ · (~sh − ~s),∇ · ~χh)− (∇ · (~wh − ~w),∇ · ~χh) = 0




q − qh = (u−Rhu) + (Rhu− uh) = ξ1 + η1 (5.22)
p− ph = (p−Rhp) + (Rhp− ph) = ξ2 + η2 (5.23)
σ − σh = (σ −Rhσ) + (Rhσ − σh) = ξ3 + η3 (5.24)
~r − ~rh = (~r − Πh~r) + (Πh~r − ~rh) = ~ξ4 + ~η4 (5.25)
~s− ~sh = (~s− Πh~s) + (Πh~s− ~sh) = ~ξ5 + ~η5 (5.26)
~w − ~wh = (~w − Πh ~w) + (Πh ~w − ~wh) = ~ξ6 + ~η6 (5.27)
u− uh = (u−Rhu) + (Rhu− uh) = ξ7 + η7 (5.28)
θ − θh = (θ −Rhθ) + (Rhθ − θh) = ξ8 + η8 (5.29)
The following estimates are well known[9] for Raviart-Thomas projection operator Πh :
W→ ~Wh, if ∀~wh ∈ ~Wh, q ∈W
(∇ · (q− Πhq),∇ · ~wh) = 0
‖q− Πhq‖ ≤ Chm+1‖q‖m+1,Ω
‖∇ · (q− Πhq)‖ ≤ Chm‖q‖m+1
(5.30)




Remark. Vh and ~Wh are the subspaces of V and W, use Vh as Pk space, and ~Wh as RTm
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space. Rh is the finite element interpolation operator on Vh and Πh is the interpolation
operator on ~Wh.
Then the equation system can be written as:
(a) (ξ7,t, χh)− (ξ1, χh) = −(η7,t, χh) + (η1, χh)
(b) (ξ3,t, χh)− (ξ2, χh) = −(η3,t, χh) + (η2, χh)
(c) (∇ξ7, ~χh)− (~ξ4, ~χh) = −(∇η7, ~χh) + (~η4, ~χh)
(d) (∇ξ3, ~χh)− (~ξ5, ~χh) = −(∇η3, ~χh) + (~η5, ~χh)
(e) (ξ3, χh) + (∇ · ~ξ4, χh) = −(η3, χh) + (∇ · ~η4, χh)
(f) (∇ξ8,−→χh)− (~ξ6,−→χh) = −(∇η8,−→χh) + (~η6,−→χh)
(g) (~ξ4,tt, ~χh) + (~ξ5,tt, ~χh) + (∇ · ~ξ5,∇ · ~χh)− (∇ · ~ξ6,∇ · ~χh) = −(~η4,tt, ~χh)− (~η5,tt, ~χh)
− (∇ · ~η5,∇ · ~χh) + (∇ · ~η6,∇ · ~χh)
(h) (~ξ6,t, ~χh) + (∇ · ~ξ6,∇ · ~χh) + (~ξ6, ~χh) + (∇ · ~ξ4,t, ~χh) = −(~η6,t, ~χh)− (∇ · ~η6,∇ · ~χh)
− (~η6, ~χh)− (∇ · ~η4,t,∇ · ~χh)
(5.32)
Theorem 5.4. Given qh(0) = q(0), ph(0) = p(0), ~rh(0) = ~r(0), ~sh(0) = ~s(0), ~wh(0) = ~w(0),
uh(0) = u(0), σh(0) = σ(0), θh(0) = θ(0), the following estimate holds:
‖~r − ~rh‖+ ‖~w − ~wh‖+ ‖σ − σh‖+ ‖~s− ~sh‖ ≤ Chmin(m,k)
‖p− ph‖+ ‖q − qh‖+ ‖u− uh‖+ ‖θ − θh‖ ≤ Chmin(m+1,k+1)
where C depends on ‖~rtt‖L∞(Hm+1), ‖~wt‖L∞(Hm+1), ‖~w‖L∞(Hm+1), ‖~rt‖L∞(Hm+1), ‖~stt‖L∞(Hm+1),
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‖~w0‖L∞(Hm+1), ‖~r0‖L∞(Hm+1), ‖σ0‖L∞(Hk+1), ‖σt‖L∞(Hk+1), ‖~r‖L∞(Hm+1), ‖u‖L∞(Hk+1).










‖~ξ6‖2 + ‖∇ · ~ξ6‖2 + ‖~η6‖2 + (~ξ5,tt, ~ξ4,t) + (∇ · ~ξ5,∇ · ~ξ4,t)
= −(~η4,tt, ~ξ4,t)−(~η6,t, ~ξ6)−(∇·~η6,∇·~ξ6)−(~η6, ~ξ6)−(∇·~η4,t,∇·~ξ6)−(~η5,tt, ~ξ4,t)−(∇·~η5,∇·~ξ4,t)
(5.33)
We have the identity
~s = ∇σ = ∇(−∇·)~r = −4~r
That means:


































= −(~η4,tt, ~ξ4,t)− (~η6,t, ~ξ6)− (∇ · ~η6,∇ · ~ξ6)− (~η6, ~ξ6)− (∇ · ~η4,t,∇ · ~ξ6) + (~η5,tt, ~ξ4,t)
+ (∇ · ~ξ5,∇ · ~η4,t)
(5.36)
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If taking integral from 0 to t:










(−(~η4,tt, ~ξ4,t)− (~η6,t, ~ξ6)− (∇ · ~η6,∇ · ~ξ6)− (~η6, ~ξ6)− (∇ · ~η4,t,∇ · ~ξ6) + (~η5,tt, ~ξ4,t)
+ (∇ · ~ξ5,∇ · ~η4,t))ds+ ‖~ξ4,t(0)‖2 + ‖~ξ6(0)‖2 + ‖∇~ξ4,t(0)‖2 + ‖∇~ξ3(0)‖2
≤ I1 + I2 + I3 + I4 + I5 + I6 + I7 + ‖~ξ4,t(0)‖2 + ‖~ξ6(0)‖2 + ‖∇~ξ4,t(0)‖2 + ‖∇~ξ3(0)‖2
(5.37)



















































Since for the initial values
‖Rhσ0 − σ0‖+ hk‖Rhσ0 − σ0‖1 ≤ Chk+1‖σ0‖k+1
‖Πh~r0 − ~r0‖+ hr‖Πh~r0 − ~r0‖H(div) ≤ Chm+1‖~r0‖m+1
‖Πh ~w0 − ~w0‖+ hr‖Πh ~w0 − ~w0‖H(div) ≤ Chm+1‖~w0‖m+1
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As:










(−(~η4,tt, ~ξ4,t)− (~η6,t, ~ξ6)− (∇ · ~η6,∇ · ~ξ6)− (~η6, ~ξ6)− (∇ · ~η4,t,∇ · ~ξ6) + (~η5,tt, ~ξ4,t)














































+ ‖~ξ4,t(0)‖2 + ‖~ξ6(0)‖2 + ‖∇~ξ4,t(0)‖2 + ‖∇~ξ3(0)‖2
(5.39)
In the RHS, integral including ξi can be controlled by the LHS. Then,






























‖~η4,t‖2ds+ ‖~ξ4,t(0)‖2 + ‖~ξ6(0)‖2 + ‖∇~ξ4,t(0)‖2 + ‖∇ξ3(0)‖2
(5.40)
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‖~ξ4,t‖2 + ‖~ξ6‖2 + ‖∇~ξ4,t‖2 + ‖∇~ξ3‖2 ≤ Chmin 2(m,k)
∫ t
0
(‖~rtt‖2m+1 + ‖~wt‖2m+1 + ‖~w‖2m+1
+ ‖~rt‖2m+1 + ‖~stt‖2m+1 + ‖~w0‖2m+1 + ‖~r0‖2m+1 + ‖σ0‖2k+1)ds
(5.42)
From Eq.(5.32b), choose χh = ξ2
‖ξ2‖2 = (η3,t, ξ2) + (ξ3,t, ξ2)− (η2, ξ2)
≤ C‖η3,t‖2 + C‖ξ3,t‖2 + ε‖ξ2‖2 + C‖η2‖2
(5.43)
That leads to
(1− ε)‖ξ2‖2 ≤ C‖η3,t‖2 + C‖ξ3,t‖2 + C‖η2‖2




From Eq.(5.32c), choose χh = ξ7
‖∇ξ7‖2 = (~ξ4 + ~η4, ξ7)
≤ C‖~ξ4‖2 + C‖~η4‖2 + ε‖ξ7‖2
(5.45)
That leads to
(1− ε)‖∇ξ7‖2 ≤ C‖~ξ4‖2 + C‖~η4‖2
≤ Ch2 min(m,k) + Ch2(m+1)‖~r‖m+1
≤ Ch2 min(m,k)
(5.46)
Similarily for Eq.(5.32f), choose χh = ξ8
(1− ε)‖∇ξ8‖2 ≤ C‖~ξ6‖2 + C‖~η6‖2
≤ Ch2 min(m,k) + Ch2(m+1)‖~w‖m+1
≤ Ch2 min(m,k)
(5.47)
In Eq.(5.32a), choose χh = ξ1
(1− ε)‖ξ1‖2 ≤ C‖~ξ7,t‖2 + C‖~η7,t‖2
≤ Ch2 min(m+1,k+1)
(5.48)
In Eq.(5.32d), choose χh = ∇ξ5
(1− ε)‖~ξ5‖2 ≤ Ch2 min(m,k) (5.49)
which proves the theorem.
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5.2 Fully discrete error
5.2.1 The Existence and Uniqueness Fully Discrete Mixed Element Formulation
For fully discretization, we use the backward Euler method of first order accurate in
time. For the backward Euler method, Let M be a positive integer, then ∆t = T/M be the
step size of time, ti = i∆t, 0 ≤ i ≤M . Further, let ψn = ψ(tn) and ∂tψn = (ψn − ψn−1)/∆t,
for some continuous function ψ ∈ C0[0, T ]. Find Find (Qn, P n,Σn,Υn,Sn,Λn, Un,Θn) ∈
V nh × V nh × V nh ×Wnh ×Wnh ×Wnh × V nh × V nh be the mixed element approximation of
(q(tn), p(tn), σ(tn), ~r(tn), ~r(sn), ~w(tn), u(tn), θ(tn)). For each n, the different time interval is
(tn, tn+1), the corresponding triangulation is T nh , finite element spaces are V nh and Wnh.
Then the fully discrete mixed finite element solution for problem (I∗∗) may be presented
as follows:
Problem(Inh ). Find Find (Q
n, P n,Σn,Υn,Sn,Λn, Un,Θn) such that, for 1 ≤ n ≤ M , If
denoting:
∂vn = (vn+1 − vn)/τ
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












(∇Unh , ~χh) = (Υnh, ~χnh)
(∇Σnh, ~χnh) = (Snh, ~χnh)
(Σnh, χh) + (∇ ·Υnh, ~χnh) = 0
(∇Θh, ~χnh) = (Λnh, ~χnh)
(∂Qnh,∇ · ~χnh) + (∂P nh ,∇ · ~χnh)− (∇ · Snh,∇ · ~χh) + (∇ ·Λnh,∇ · ~χnh) = F
(∂Θnh,∇ · ~χnh)− (∇ ·Λnh,∇ · ~χnh) + (Θnh,∇ · ~χnh) + (Ph,∇ · ~χnh) = G
(5.50)
















h) ∈ V nh ×
V nh × V nh ×Wnh ×Wnh ×Wnh × V nh × V nh .
Proof. The existence of the solution follows from the existence and regularity assumption.
By defining qh = uht, ph = σht, ~rh = ∇uh, ~sh = ∇σh, ~wh = ∇θh, it immediates comes up
with a weak solution for Ih.
































be the corresponding weak solutions.
Denote Q̃n = Q1,n − Q2,n, P̃ n = P 1,n − P 2,n, Σ̃h = Σ1,n − Σ2,n, Ũh = U1,n − U2,n,
Θ̃h = Θ
1,n −Θ2,n, Υ̃n = Υ1,n −Υ2,n, S̃n = S1,n − S2,n, Λ̃n = Λ1,n −Λ2,n.
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








(∇Ũn, ~χh) = (Υ̃n, ~χh)
(∇Σ̃n, ~χh) = (S̃n, ~χh)
(Σ̃n, χh) + (∇ · Υ̃n, χh) = 0
(∇Θ̃n, ~χh) = (Λ̃n, ~χh)
(
Υ̃n+1 − 2Υ̃n + Υ̃n−1
τ 2
, ~χh) + (
S̃n+1 − 2S̃n + S̃n−1
τ 2




, ~χh) + (∇ · Λ̃n,∇ · ~χh) + (Λ̃n, ~χh) + (
S̃n − S̃n−1
τ
, ~χh) = 0
(5.51)
Choose last two test functions, ~χ =
Υ̃n+1 − Υ̃n
τ
and ~χ = Λ̃n, and adding up tbose two
equations,
‖Σ̃n+1‖2 − ‖Σ̃n‖2 − ‖Σ̃1‖2 + ‖Σ̃0‖2
τ 2
+








(‖∇ · S̃i‖2 + ‖∇ · Λ̃i‖2 + ‖∇S̃i‖2) = 0
(5.52)
Using discrete Gronwall inequality, thus we have the stability. This completes the proof of
the theorem.
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5.2.2 Fully Discrete Error Estimates
For the error estimate, we write,
qn −Qn = (qn −Rhqn) + (Rhqn −Qn) = η1 + ξ1
pn − pn = (pn −Rhpn) + (Rhpn − P n) = η2 + ξ2
σn − Σn = (σ −Rhσn) + (Rhσn − Σn) = η3 + ξ3
#»r n −Υn = ( #»r n − Πh #»r n) + (Πh #»r n −Υn) = ~η4 + ~ξ4
#»s n − Sn = ( #»s n − Πh #»s n) + (Πh #»s n − Sn) = ~η5 + ~ξ5
#»wn −Λn = ( #»wn − Πh #»wn) + (Πh #»wn −Λn) = ~η6 + ~ξ6
un − Un = (un −Rhun) + (Rhun − Un) = η7 + ξ7
θn −Θn = (θn −Rhθn) + (Rhθn −Θn) = η8 + ξ8
(5.53)














h) determined, there exist,
‖~rj −Υj‖+ ‖~sj − Sj‖+ ‖~wj −Λj‖+ ‖σj − Σj‖ ≤ C(hmin(m,k) + τ)
‖qj −Qj‖+ ‖pj − P j‖+ ‖uj − U j‖+ ‖θj −Θj‖ ≤ C(hmin(r+1,k+1) + τ)
where C depends on ‖~rtt‖L∞(Hm+1), ‖~wt‖L∞(Hm+1), ‖~w‖L∞(Hm+1), ‖~rt‖L∞(Hm+1), ‖~stt‖L∞(Hm+1),
‖~w0‖L∞(Hm+1), ‖~r0‖L∞(Hm+1), ‖σ0‖L∞(Hk+1), ‖σt‖L∞(Hk+1), ‖~r‖L∞(Hm+1), ‖u‖L∞(Hk+1).
87
Proof.
(a) (∂ξn7 , χh)− (ξn1 , χh) = −(∂ηn7 , χh) + (ηn1 , χh)
(b) (∂ξn3 , χh)− (ξn2 , χh) = −∂(ηn3 , χh) + (ηn2 , χh)
(c) (∇ξn7 , ~χh)− (~ξn4 , #»χh) = −(∇ηn7 , ~χh) + ( #»η n4 , #»χh)
(d) (∇ξn3 , #»χh)− (~ξn5 , #»χh) = −(∇ηn3 , #»χh) + ( #»η n5 , #»χh)
(e) (ξn3 , χh) + (∇ ·
#»
ξ n4 , χh) = −(ηn3 , χh) + (∇ · #»η n4 , χh)
(f) (∇ξn8 , #»χh)− (
#»
ξ n6 ,







#»χh) + (∇ ·
#»
ξ n5 ,∇ · #»χh)− (∇ ·
#»
ξ n6 ,∇ · #»χh) = −( #»η n4,tt, #»χh)− ( #»η n5,tt, #»χh)




#»χh) + (∇ ·
#»
ξ n6 ,∇ · #»χh) + (
#»
ξ n6 ,
#»χh) + (∇ ·
#»
ξ n4,t,
#»χh) = −( #»η n6,t, #»χh)− (∇ · #»η n6 ,∇ · #»χh)
− ( #»η n6 , #»χh)− (∇ · #»η n4,t,∇ · #»χh)
(5.54)
working on the last two equations:
(∂
2 #»
ξ n4 , ∂
#»
ξ 4) + (∂
2 #»
ξ n5 , ∂
2 #»
ξ n4 ) + (∇ ·
#»
ξ n5 ,∇ · ∂
2 #»
ξ n4 ) + (∂
#»
ξ n6 , ∂
#»
ξ n6 ) + (∇ ·
#»
ξ n6 ,∇ ·
#»





= −(∂2 #»η n4 , ∂
#»
ξ n4 )− (∂
2 #»η n5 , ∂
2 #»
ξ n4 )− (∇ · #»η n5 ,∇ · ∂
2 #»
ξ n4 )− (∂ #»η n6 , ∂
#»
ξ n6 )− (∇ · #»η n6 ,∇ ·
#»
ξ n6 )




As S = ∇σ = ∇(−∇·)~r = −4~r and ∇ · S = 4σ Thus,
(∂
2 #»
ξ n5 + ∂
2 #»η n5 , ∂
#»
ξ n4 ) = −(4(∂
2 #»
ξ n4 + ∂
2 #»η n4 ), ∂
#»
ξ n4 )
(∇ · ( #»ξ n5 + #»η n5 ), ∂
#»







ξ n4 , ∂
#»




ξ n4 ) + (∇ξn3 ,∇ · ∂~ξn4 ) + (∂~ξn6 , ∂
#»
ξ n6 ) + (∇ ·
#»
ξ n6 ,∇ ·
#»





= −(∂2 #»η n4 , ∂
#»
ξ n4 )− (∇∂
2 #»η n4 ,∇∂
#»
ξ n4 )− (∂ #»η n6 , ∂
#»
ξ n6 )− (∇ · #»η n6 ,∇ ·
#»






t −Qnt ) = (Rhqnt − ∂qn) + (∂qn −Qnt )
(Rhσ
n
t − Σnt ) = (Rhσnt − ∂σn) + (∂σn − Σnt )
(Rhp
n
t − P nt ) = (Rhpnt − ∂pn) + (∂pn − P nt )
(Rhθ
n


















Then it comes to,
1
2
∂‖∂ #»ξ n4‖2 +
1
2
∂‖∇∂ #»ξ n4‖2 + ‖∂
#»
ξ n6‖2 + ‖∇ ·
#»
ξ n6‖2 + ‖
#»
ξ n6‖2
≤ ‖(∂2 #»η n4 , ∂
#»
ξ n4 )‖+ ‖(∇∂
2 #»η n4 ,∇∂
#»
ξ n4 )‖+ ‖(∂ #»η n6 , ∂
#»
ξ n6 )‖+ ‖(∇ · #»η n6 ,∇ ·
#»
ξ n6 )‖+ ‖( #»η n6 ,
#»
ξ n6 )‖
+ ‖(∇ξn3 ,∇ · ∂
#»
ξ 4‖









2 #»η n4‖2 + C‖∇∂
#»
ξ n4‖2
I3 ≤ C‖∂ #»η n6‖2 + C‖∂
#»
ξ n6‖2
I4 ≤ C‖∇ · #»η n6‖2 + C‖∇ ·
#»
ξ n6‖2
I5 ≤ C‖ #»η n6‖2 + C‖
#»
ξ n6‖2










‖~wt‖2m+1ds, ‖~η6‖2 ≤ Ch2(m+1)‖~w‖2m+1ds


















The estimate inequality becomes,
‖∂ #»ξ n4‖2 + ‖∇∂
#»
ξ n4‖2 + τ
n∑
j=0
(‖∂ #»ξ j6‖2 + ‖∇ ·
#»
































From Eq.(5.54b), choose χh = ξn2
‖ξn2 ‖2 = (∂ηn3 , ξn2 ) + (∂σn −Rhσnt , ξn2 ) + (∂ξn3 , ξn2 )− (ηn2 , ξn2 )
≤ C‖∂ηn3 ‖2 + C‖∂ξn3 ‖2 + ε‖ξn2 ‖2 + C‖ηn2 ‖2 + ‖∂σn −Rhσnt ‖2
(5.59)
That leads to






(‖∂ηn3 ‖2 + C‖∂ξn3 ‖2 + C‖ηn2 ‖2 + ‖∂σn −Rhσnt ‖2)
≤ Ch2(k+1)‖σt‖2k+1 + Ch2 min(m+1,k+1) + Ch2(k+1)‖p‖2k+1 + Cτ 2‖σtt‖2
≤ Ch2 min(m+1,k+1) + Cτ 2
(5.60)
From Eq.(5.54c), choose χh = ξn7
‖∇ξn7 ‖2 = (~ξn4 + ~ηn4 ,∇ξn7 )
≤ C‖~ξn4 ‖2 + C‖~ηn4 ‖2 + ε‖∇ξn7 ‖2
(5.61)
That leads to






(‖ #»ξ j4‖2 + C‖ #»η
j
4‖2)
≤ Ch2 min(m,k) + Ch2(m+1)‖~r‖m+1 + Cτ 2
≤ Ch2 min(m,k) + Cτ 2
(5.62)
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Similarily for Eq.(5.54f), choose χh = ξn8






(‖ #»ξ j6‖2 + C‖ #»η
j
6‖2)
≤ Ch2 min(m,k) + Ch2(m+1)‖~w‖m+1 + Cτ 2
≤ Ch2 min(m,k) + Cτ 2
(5.63)
In Eq.(5.54a), choose χh = ξn1






(‖∂ #»ξ j7‖2 + C‖∂ #»η
j
7‖2 + C‖∂uj −Rhu
j
t‖2)
≤ Ch2 min(m+1,k+1) + Cτ 2‖utt‖2
(5.64)
In Eq.(5.54d), choose χh = ∇ξn5
(1− ε)‖ξn5 ‖2 +
n−1∑
j=0
‖ξj5‖2 ≤ Ch2 min(m,k) + Cτ 2 (5.65)
That proves the theorem.
5.3 Numerical Examples
Consider 
utt −4utt +42u+ α4θ = f
θt −4θ + θ − α4ut = g
u|∂Ω = 4u|∂Ω = θ|∂Ω = 0
u(x, 0) = u0(x), ut(x, 0) = u
1(x), θ(x, 0) = θ0(x)
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Th is a regular pattern triangular mesh, and P1(K)×P1(K)×P1(K)×RT0(K)×RT0(K)×
RT0(K) × P1(K) × P1(K) × P1(K) is used to solve the problem. The convergence curves
of L2 error of the solution are depicted in the Fig. From the plots, we can clearly observe
the convergence rate for those variables are O(h2) for ‖σn − Σnh‖, ‖~rn − Υnh‖, ‖~sn − ~Snh‖,
‖~wn− ~Λnh‖ which has a higher convergence rate than predicted, and ‖qn−Qnh‖, ‖pn−P nh ‖,
‖un − Unh ‖, ‖θn −Θnh‖ has the optimal convergence rates.
L2−Convergence rate of at time t = 0.2.
N ‖qn −Qnh‖0 Order ‖pn − P nh ‖0 Order ‖σn − Σnh‖0 Order ‖~rn −Υnh‖0 Order
2 3.442934 5.086444 0.782822 0.130887
4 0.826153 2.06 1.790665 1.51 0.226591 1.79 0.031477 2.06
8 0.207379 1.99 0.484065 1.89 0.060803 1.90 0.007829 2.01
16 0.051023 2.02 0.123298 1.97 0.015008 2.02 0.001874 2.06
32 0.012759 2.00 0.031109 1.99 0.003768 1.99 0.000457 2.04
64 0.003186 2.00 0.007827 1.99 0.000941 2.00 0.000117 1.97
Table 11: The numerical test for H1-Galerkin convergence rates t = 0.2
L2−Convergence rate of at time t = 0.2.
N ‖~sn − ~Snh‖0 Order ‖~wn − ~Λnh‖0 Order ‖un − Unh ‖0 Order ‖θn −Θnh‖0 Order
2 2.087481 3.764852 0.147388 1.08
4 0.789527 1.40 0.831732 2.18 0.031073 2.25 0.252065 2.10
8 0.231109 1.77 0.21314 1.96 0.007949 1.97 0.065222 1.95
16 0.054428 2.09 0.053476 1.99 0.001864 2.09 0.016438 1.99
32 0.013275 2.04 0.013898 1.94 0.000478 1.96 0.004443 1.89
64 0.003605 1.88 0.003349 2.05 0.000116 2.04 0.0010306491 2.11
Table 12: The numerical test for H1-Galerkin convergence rates t = 0.2
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L2−Convergence rate of at time t = 0.4.
N ‖qn −Qnh‖0 Order ‖pn − P nh ‖0 Order ‖σn − Σnh‖0 Order ‖~rn −Υnh‖0 Order
2 5.945092 3.186198 1.44 0.28
4 1.456603 2.03 1.287566 1.31 0.529754 1.45 0.096680 1.55
8 0.367174 1.91 0.36380 1.82 0.145848 1.86 0.026637 1.86
16 0.09052 2.02 0.097493 1.90 0.036675 1.99 0.006664 2.00
32 0.02264 2.00 0.024712 1.98 0.009222 1.99 0.001676 1.99
64 0.005656 2.00 0.006221 1.99 0.002306 2.00 0.000419 2.00
Table 13: The numerical test for H1-Galerkin convergence rates t = 0.4
L2−Convergence rate of at time t = 0.4.
N ‖~sn − ~Snh‖0 Order ‖~wn − ~Λnh‖0 Order ‖un − Unh ‖0 Order ‖θn −Θnh‖0 Order
2 2.205385 3.233270 1.215843 1.011703
4 1.233742 0.84 0.742617 2.12 0.252495 2.27 0.241503 2.07
8 0.368538 1.74 0.192296 1.95 0.062246 2.02 0.062355 1.95
16 0.093481 1.98 0.049189 1.97 0.014797 2.07 0.015853 1.98
32 0.023775 1.98 0.012332 2.00 0.003696 2.00 0.003974 2.00
64 0.005983 1.99 0.003087 2.00 0.000921 2.00 0.000994 2.00
Table 14: The numerical test for H1-Galerkin convergence rates t = 0.4
L2−Convergence rate of at time t = 0.8.
N ‖qn −Qnh‖0 Order ‖pn − P nh ‖0 Order ‖σn − Σnh‖0 Order ‖~rn −Υnh‖0 Order
2 9.561965 0.864762 1.178455 0.241432
4 2.435440 1.97 0.972961 -0.17 0.440979 1.42 0.088987 1.44
8 0.618396 1.98 0.358710 1.44 0.124427 1.83 0.025732 1.79
16 0.153153 2.01 0.097117 1.89 0.033662 1.89 0.007001 1.88
32 0.038326 2.00 0.025057 1.95 0.008505 1.98 0.001771 1.98
64 0.009576 2.00 0.006314 1.99 0.002137 1.99 0.000445 1.99
Table 15: The numerical test for H1-Galerkin convergence rates t = 0.8
L2−Convergence rate of at time t = 0.8.
N ‖~sn − ~Snh‖0 Order ‖~wn − ~Λnh‖0 Order ‖un − Unh ‖0 Order ‖θn −Θnh‖0 Order
2 2.541767 1.632467 4.749412 0.849611
4 1.142430 1.15 0.199947 3.03 1.041882 2.19 0.191329 2.15
8 0.349771 1.71 0.046496 2.10 0.258533 2.01 0.047360 2.01
16 0.098373 1.83 0.012801 1.86 0.062097 2.06 0.011921 1.99
32 0.025149 1.97 0.003242 1.98 0.015516 2.00 0.002981 2.00
64 0.006352 1.99 0.000816 1.99 0.003869 2.00 0.000745 2.00
Table 16: The numerical test for H1-Galerkin convergence rates t = 0.8
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L2−Convergence rate of at time t = 1.0.
N ‖qn −Qnh‖0 Order ‖pn − P nh ‖0 Order ‖σn − Σnh‖0 Order ‖~rn −Υnh‖0 Order
2 10.841409 1.246099 0.874368 0.177767
4 2.812890 1.95 1.012360 0.30 0.230242 1.93 0.044937 1.98
8 0.709857 1.99 0.371736 1.45 0.057012 2.01 0.011341 1.99
16 0.177888 2.00 0.103674 1.84 0.014707 1.95 0.002925 1.96
32 0.044499 2.00 0.026688 1.96 0.003725 1.98 0.000740 1.98
64 0.01141 1.96 0.006509 2.04 0.000980 1.93 0.000189 1.96
Table 17: The numerical test for H1-Galerkin convergence rates t = 1.0
L2−Convergence rate of at time t = 1.0.
N ‖~sn − ~Snh‖0 Order ‖~wn − ~Λnh‖0 Order ‖un − Unh ‖0 Order ‖θn −Θnh‖0 Order
2 1.689953 1.213424 6.985828 0.845894
4 0.421024 2.01 0.096748 3.65 1.570450 2.15 0.197625 2.10
8 0.168368 1.32 0.031449 1.62 0.380347 2.05 0.049362 2.00
16 0.053842 1.64 0.009655 1.70 0.094300 2.01 0.012381 2.00
32 0.014687 1.87 0.002551 1.92 0.023525 2.00 0.003099 2.00
64 0.00367175 2.00 0.000607 2.07 0.006358 1.89 0.000794 1.96
Table 18: The numerical test for H1-Galerkin convergence rates t = 1.0
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The following four figures, at different time, are using log − log plot, then the slope is






























































































































Figure 14: H1 Galerkin method L2 convergence rate, time t = 1.0
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CHAPTER 6 CONCLUSION
This thesis introduces a Thermoelastic Kirchhoff-Love plate system. Traditional mixed
element method, H1 − Galerkin method and IP-DG method have been applied to this
system of equations. And above three discrete schemes are all based on mixed forms with
extra variables. The first challenge is how to assign the extra variables with boundary
values and initial values.
IP-DG method is applied, SIP-DG and NSIP-DG schemes are both implemented, they
differ in the penalty parameters. SIP-DG has an advantage over the other DG method,
that is the underlying bilinear form guarantees symmetric, continuous, coercive and ad-
joint consistent properties. However requires a larger penalty parameter than NSIP-DG.
From numerical experiment, we can find out NSIP-DG can achieve a better convergence
performance.
In the mixed element method, how to prove the LBB condition is also problem. To
address this issue, H1 − Galerkin method comes to stage. However when analyzing the
semi discrete and fully discrete error estimates, H1 − Galerkin method is much more
complicated than the traditional mixed element method. And H1 − Galerkin method
shows a better performance than the other two.
Those three methods are observed higher accuracy than the theoretical ones. That is
due to time dependent laplacian terms. However, the system implemented those methods
is still linear. It is a future work to solve the KL system with nonlinear terms.
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In this work, theory background of the sobolev spaces and finite element spaces are
reviewed first. Then the details of how the thermoelastic Kirchhoff-Love(KL) plates nu-
merically established are presented. Later we approaches to the thermoelastic KL system
numerically with mixed element method, H1−Galerkin method and interior penalty dis-
continuous galerkin method(IP-DG).
What is more, the IP-DG also applied to solve this KL system numerically. The well-
posedness, existence, uniqueness and convergence properties are theoretical analyzed.
The gain of the convergence rate is also O(hk), that is 1 less than the observed convergence
rate.
When discussing the H1-Galerkin method, the main advantages over traditional mixed
element method, is LBB condition naturally inherent. It is proved that the existence and
uniqueness of solutions for such discrete scheme. Furthermore, the semi discrete and
fully discrete error estimates details are proposed to show the theoretical convergence
rate is O(hk), which is also 1 lesser the observed convergence rate O(hk+1). And optimal
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