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Resumo
Neste texto, estudamos o problema de otimização topológica de estruturas tridimensio-
nais, cujo propósito é auxiliar na produção de estruturas com a máxima rigidez, para que
possam suportar cargas externas sem sofrer grandes deslocamentos e deformações, man-
tendo o equilíbrio estático e satisfazendo uma restrição de volume. Aplicamos o método
dos elementos finitos para discretizar o domínio no qual a estrutura deve estar contida,
optando por utilizar elementos que têm a forma de um prisma retangular reto, com oito
nós. A topologia ótima da estrutura é determinada pela melhor distribuição das den-
sidades de material em cada elemento. O problema na forma discreta é um problema
de otimização não linear, que resolvemos aplicando um algoritmo de programação linear
sequencial. Apresentamos experimentos numéricos, realizados com uma implementação
feita em Matlab. Comparamos o desempenho computacional utilizando a fatoração de
Cholesky e o método dos gradientes conjugados com diferentes precondicionadores para
resolver os sistemas lineares que aparecem no cálculo da função objetivo. Analisamos como
o tempo gasto em cada etapa do algoritmo se altera conforme aumentamos o número de
elementos finitos ou o raio do filtro espacial, que é um operador com o objetivo de evitar
uma instabilidade numérica nas soluções. Também exploramos as simetrias das estrutu-
ras, reduzindo o tempo e a memória consumidos na resolução do problema.
Palavras-chave: Otimização Topológica. Método dos Elementos Finitos. Programação
Não Linear.
Abstract
In this text, we study the topology optimization of three-dimensional structures, whose
purpose is to assist in the production of structures with the maximum stiffness, so that
they can bear external loads without suffering large displacements and strains, keeping
the static equilibrium and satisfying a volume constraint. We apply the finite element
method to discretize the domain in which the structure must be contained, using ele-
ments that have the shape of a right rectangular prism, with eight nodes. The optimal
topology of the structure is determined by the best distribution of material densities in
each element. The problem in the discretized form is a nonlinear optimization problem,
that we solve applying a sequential linear programming algorithm. We present numerical
experiments, performed with an implementation written in Matlab. We compare the com-
putational performance of the method using the Cholesky factorization and the conjugate
gradient method with different preconditioners to solve the linear systems that appear in
the computation of the objective function. We analyze how the time spent at each stage
of the algorithm changes as we increase the number of finite elements or the filter radius,
which is an operator aimed at avoiding numerical instabilities in the solutions. Also, we
explore the symmetries of the structures, which allow us to reduce the time and memory
consumed to solve the problem.
Keywords: Topology Optimization. Finite Element Method. Nonlinear Programming.
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Capítulo 1
Introdução
Certamente, um dos avanços mais importantes na engenharia estrutural foi
o desenvolvimento de técnicas de otimização capazes de melhorar as estruturas e seus
componentes de forma rápida e econômica, visando uma utilização mais eficiente dos
mesmos. A criação de um novo modelo de estrutura, que deve satisfazer certas exigên-
cias, requer grande capacidade, experiência e criatividade dos projetistas ou engenheiros.
Além disso, devido ao avanço tecnológico, exige-se dos projetos de engenharia uma maior
funcionalidade, qualidade e uma redução no tempo de desenvolvimento. Assim, a aplica-
ção de métodos computacionais de otimização e análise estrutural são essenciais para a
determinação de soluções mais confiáveis e eficazes.
Em geral, os problemas de otimização estrutural consistem em obter uma es-
trutura com a maior rigidez (ou a menor flexibilidade) possível, de modo que ela consiga
suportar a aplicação de forças externas sem sofrer deslocamentos e deformações excessi-
vos. Algumas técnicas permitem otimizar o contorno ou algum parâmetro da estrutura,
mas nesses casos precisamos conhecer previamente o seu formato inicial. A otimização
topológica é uma ferramenta que auxilia na seleção de uma topologia inicial adequada.
Nela, conhecemos apenas o domínio no qual a estrutura deve estar contida, os apoios
responsáveis pela sustentação da mesma e as forças externas aplicadas. Resolvemos então
um problema de distribuição de material (Bendsøe [3]), no qual precisamos decidir se os
pontos do domínio serão vazios ou sólidos, visando a minimização da flexibilidade, satisfa-
zendo uma restrição sobre a quantidade de material que poderá ser utilizada e mantendo
a estrutura em equilíbrio estático.
Bendsøe e Kikuchi [4] foram os primeiros a desenvolver um algoritmo compu-
tacional para resolver problemas de otimização topológica, cujo objetivo inicial era obter
o formato ótimo de componentes estruturais de tal maneira que a rigidez fosse máxima
e que o volume fosse mínimo. Desde então, os problemas ganharam destaque na acade-
mia e na indústria, devido à diversidade de aplicações na construção civil, nas indústrias
aeronáutica e automobilística, entre outras áreas. Bendsøe e Sigmund [5] fornecem uma re-
visão bibliográfica, que contempla importantes estudos teóricos, métodos computacionais
e aplicações do assunto.
A otimização topológica estrutural é combinada com o método dos elementos
finitos, utilizado para discretizar o domínio, o que evita a resolução do problema em um
espaço de dimensão infinita. Neste trabalho, consideramos problemas tridimensionais, di-
vidindo os domínios em pequenas regiões com o formato de um prisma retangular reto.
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Na literatura, podemos encontrar diversos trabalhos que utilizam implementações com-
putacionais em Matlab para resolver problemas bidimensionais (Andreassen [1], Senne
[22], Sigmund [23]), mas ainda são poucas as contribuições para o caso tridimensional.
Nos baseamos principalmente no trabalho de Liu e Tovar [15]. O problema de otimização
topológica tridimensional vem despertando interesse devido ao progresso da computação
de alta performance e à possibilidade de integração com a impressão 3D.
Neste trabalho, estudamos a formulação física do problema de otimização to-
pológica para o projeto de estruturas tridimensionais e implementamos um método de
otimização, baseado na programação linear sequencial, descrito por Gomes e Senne [13],
utilizado para resolver o problema em questão. Uma vez que é necessária a resolução de
um sistema linear para o cálculo da função objetivo, são propostos diferentes métodos
com esse intuito, visando resolver problemas com refinamentos grandes e obter topologias
mais detalhadas das estruturas.
No Capítulo 2, fazemos uma introdução ao método dos elementos finitos, des-
crevendo os detalhes do tipo de elemento utilizado e a caracterização do sistema de equi-
líbrio estático. O problema de otimização topológica estrutural é formulado no Capítulo
3, no qual também propomos a utilização de um filtro espacial para evitar uma insta-
bilidade numérica que surge na solução do problema na forma discreta. Já no Capítulo
4, apresentamos uma versão globalmente convergente de um algoritmo de programação
linear sequencial, utilizado para resolver o problema em estudo. Para finalizar, no Capí-
tulo 5, apresentamos os experimentos numéricos realizados com uma implementação feita
em Matlab, aplicada à obtenção de diferentes tipos de estruturas, bem como uma análise
detalhada dos resultados obtidos.
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Capítulo 2
Método dos Elementos Finitos
O método dos elementos finitos é um procedimento numérico bastante utili-
zado na engenharia, particularmente na análise de estruturas, para se obter aproximações
para os deslocamentos, deformações ou tensões em um corpo sujeito à aplicação de cargas
externas (veja, por exemplo, Assan [2] e Cook et al. [9]). A obtenção desses dados para
todos os pontos do domínio onde o corpo está contido (meio contínuo) é um problema
complicado. A estratégia do método é discretizar esse meio, dividindo-o em uma quanti-
dade finita de pequenas regiões, denominadas elementos finitos, e definir problemas mais
simples no domínio de cada elemento.
Um domínio decomposto em elementos é denominado malha de elementos fi-
nitos. Os pontos de interseção das linhas da malha são chamados de nós. A escolha da
quantidade de elementos na malha depende da precisão exigida para a solução aproximada
do problema. Se queremos uma solução mais precisa, é melhor utilizar uma malha mais
fina (com um número grande de elementos). Entretanto, nesse caso, o custo computacional
será maior. O formato dos elementos varia de acordo com a dimensão do espaço no qual
o domínio do problema se encontra, com o contorno desse domínio e com os objetivos de
cada aplicação. Em alguns casos, podemos até precisar de uma malha não uniforme, ou
seja, com um refinamento maior em certas regiões do domínio, onde o grau de precisão
deve ser alto. A Figura 2.1 exibe uma malha de elementos finitos.
Figura 2.1: Exemplo de uma malha de elementos finitos.
Na otimização topológica, o método dos elementos finitos é aplicado para dis-
cretizar o domínio no qual a estrutura estará contida e obter os deslocamentos de cada
nó, denominados deslocamentos nodais, que serão utilizados no cálculo da função objetivo
do problema de otimização. Neste trabalho, os problemas são tridimensionais e optamos
por utilizar elementos que têm a forma de um prisma retangular reto, com oito nós.
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2.1 Elemento finito prismático retangular
Embora tenham aplicação mais limitada, pois apenas podem ser utilizados
para discretizar modelos com um domínio na forma de um prisma retangular reto ou um
domínio composto pela união de prismas retangulares retos, os elementos finitos prismá-
ticos retangulares são simples e apresentam bons resultados, sendo uma escolha adequada
para o nosso trabalho.
O elemento mais simples desta forma possui oito nós, localizados nos vértices, e
três graus de liberdade por nó (deslocamentos nas direções x, y e z). É conveniente adotar
um sistema de coordenadas locais, que é definido para cada elemento. A formulação do
método fica mais simples se consideramos o sistema de coordenadas (ξ1, ξ2, ξ3), cuja origem
está localizada no baricentro do elemento, conforme mostra a Figura 2.2.
Figura 2.2: Elemento finito prismático retangular com oito nós.
Note que estamos considerando um elemento com comprimento 2a, altura 2b
e largura 2c. Na Figura 2.2 também mostramos a maneira como escolhemos numerar os
nós em cada elemento. Pode-se adotar outra numeração, mas, uma vez estabelecida, ela
deve ser mantida fixa até o final.
As relações entre as coordenadas locais (ξ1, ξ2, ξ3) e as coordenadas globais











Nesse caso, as coordenadas locais de cada nó, conforme a numeração estabelecida, são
mostradas na Tabela 2.1.
Tabela 2.1: Coordenadas locais dos nós do elemento.
Nó 1 2 3 4 5 6 7 8
ξ1 −1 +1 +1 −1 −1 +1 +1 −1
ξ2 −1 −1 +1 +1 −1 −1 +1 +1
ξ3 −1 −1 −1 −1 +1 +1 +1 +1
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2.2 Interpolação dos deslocamentos
Consideremos uma estrutura rígida em um domínio Ω ⊂ R3, que deve ser
mantida fixa em uma região de Ω e que está sujeita à aplicação de uma carga externa q,
como ilustra a Figura 2.3. Queremos obter os deslocamentos dos pontos da estrutura, nas
direções x, y e z, gerados pela aplicação da carga. Para isso, após a divisão do domínio
em uma malha de elementos finitos, buscamos funções interpoladoras que aproximam os
deslocamentos em cada elemento.
Figura 2.3: Exemplo de domínio no qual a estrutura está contida.
Seja Ωe ⊂ Ω o conjunto dos pontos do elemento e. No caso do elemento pris-
mático retangular descrito na seção anterior, as funções u, v, w : Ωe −→ R, dadas por
u(ξ1, ξ2, ξ3) = d1 + d2ξ1 + d3ξ2 + d4ξ3 + d5ξ1ξ2 + d6ξ2ξ3 + d7ξ1ξ3 + d8ξ1ξ2ξ3,
v(ξ1, ξ2, ξ3) = d9 + d10ξ1 + d11ξ2 + d12ξ3 + d13ξ1ξ2 + d14ξ2ξ3 + d15ξ1ξ3 + d16ξ1ξ2ξ3,
w(ξ1, ξ2, ξ3) = d17 + d18ξ1 + d19ξ2 + d20ξ3 + d21ξ1ξ2 + d22ξ2ξ3 + d23ξ1ξ3 + d24ξ1ξ2ξ3,
aproximam os deslocamentos dos pontos de Ωe nas direções x, y e z, respectivamente.
Como os pontos utilizados na interpolação são os nós do elemento, os coeficientes d1, ...., d24
são determinados particularizando as funções interpoladoras para cada nó. Para a função
u, por exemplo, utilizando a Tabela 2.1, temos
Nó 1 −→ u1 = d1 − d2 − d3 − d4 + d5 + d6 + d7 − d8,
Nó 2 −→ u2 = d1 + d2 − d3 − d4 − d5 + d6 − d7 + d8,
Nó 3 −→ u3 = d1 + d2 + d3 − d4 + d5 − d6 − d7 − d8,
Nó 4 −→ u4 = d1 − d2 + d3 − d4 − d5 − d6 + d7 + d8,
Nó 5 −→ u5 = d1 − d2 − d3 + d4 + d5 − d6 − d7 + d8,
Nó 6 −→ u6 = d1 + d2 − d3 + d4 − d5 − d6 + d7 − d8,
Nó 7 −→ u7 = d1 + d2 + d3 + d4 + d5 + d6 + d7 + d8,
Nó 8 −→ u8 = d1 − d2 + d3 + d4 − d5 + d6 − d7 − d8,
onde u1, ..., u8 são os deslocamentos nodais na direção x. Resolvendo esse sistema de

































(−u1 + u2 − u3 + u4 + u5 − u6 + u7 − u8) .
De maneira análoga, para as funções v e w, determinamos d9, ..., d24 em função
dos deslocamentos nodais na direção y (v1, ..., v8) e na direção z (w1, ..., w8). Substituindo
os coeficientes nas funções interpoladoras e explicitando-as com relação aos deslocamentos
nodais, obtemos
u(ξ1, ξ2, ξ3) =
8∑
i=1
φi(ξ1, ξ2, ξ3)ui, (2.1)
v(ξ1, ξ2, ξ3) =
8∑
i=1
φi(ξ1, ξ2, ξ3)vi, (2.2)
w(ξ1, ξ2, ξ3) =
8∑
i=1
φi(ξ1, ξ2, ξ3)wi, (2.3)
onde as funções φi : Ωe −→ R, i = 1, ..., 8, dadas por
φ1(ξ1, ξ2, ξ3) =
1
8
(1− ξ1) (1− ξ2) (1− ξ3) ,
φ2(ξ1, ξ2, ξ3) =
1
8
(1 + ξ1) (1− ξ2) (1− ξ3) ,
φ3(ξ1, ξ2, ξ3) =
1
8
(1 + ξ1) (1 + ξ2) (1− ξ3) ,
φ4(ξ1, ξ2, ξ3) =
1
8
(1− ξ1) (1 + ξ2) (1− ξ3) ,
φ5(ξ1, ξ2, ξ3) =
1
8
(1− ξ1) (1− ξ2) (1 + ξ3) ,
φ6(ξ1, ξ2, ξ3) =
1
8
(1 + ξ1) (1− ξ2) (1 + ξ3) ,
φ7(ξ1, ξ2, ξ3) =
1
8
(1 + ξ1) (1 + ξ2) (1 + ξ3) ,
φ8(ξ1, ξ2, ξ3) =
1
8
(1− ξ1) (1 + ξ2) (1 + ξ3) ,
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são denominadas funções de forma. Note que a função φi tem valor 1 no nó i e 0 nos
demais. As equações (2.1), (2.2) e (2.3) descrevem os deslocamentos aproximados em um
ponto do elemento como combinações lineares dos deslocamentos nodais.
Considere u(e) =
[
u1 v1 w1 u2 v2 w2 · · · u8 v8 w8
]T
o vetor de des-
locamentos nodais do elemento e, uˆ o vetor que contém os deslocamentos aproximados




e Φ ∈ R3×24, dada por
Φ =

φ1 0 0 φ2 0 0 · · · φ8 0 0
0 φ1 0 0 φ2 0 · · · 0 φ8 0
0 0 φ1 0 0 φ2 · · · 0 0 φ8
 , (2.4)
a matriz das funções de forma. As equações (2.1), (2.2) e (2.3) podem ser escritas em
forma matricial como
uˆ = Φu(e). (2.5)
O nosso objetivo neste capítulo é obter os valores dos deslocamentos nodais, ou
seja, o vetor u(e), para cada elemento e da malha de elementos finitos. Com eles, podemos
aproximar os deslocamentos em todos os pontos do domínio Ω. Para tanto, precisamos de
alguns conceitos de resistência dos materiais, que podem ser vistos com mais detalhes em
Hibbeler [14] e Popov [19], por exemplo.
2.3 Matriz de deformação
Por consequência do carregamento externo, a estrutura sofre deformações, que
dependem dos deslocamentos nas direções x, y e z. Considerando os deslocamentos apro-
ximados dados pelas funções u, v e w, as componentes de deformações lineares em um
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Denotando por  =
[
x y z γxy γyz γxz
]T
o vetor de deformações, L a matriz de






Utilizando a equação (2.5), obtemos
 = LΦu(e) = Bu(e), (2.6)
onde B = LΦ é denominada matriz de deformação. Ela relaciona as deformações do
elemento com os deslocamentos nodais.
2.4 Relação entre deformações e tensões
Além das deformações, o carregamento externo faz com que apareçam várias
forças no interior da estrutura. A intensidade média da força interna distribuída em uma
seção de uma estrutura é chamada de tensão. No caso tridimensional, para cada elemento
finito, consideramos três componentes de tensões normais: σx, σy e σz, e três componentes
de tensões de cisalhamento: τxy, τyz e τxz.
Quando o material que compõe a estrutura está no regime elástico linear, a lei
de Hooke nos diz que as deformações e as tensões se relacionam de forma linear, ou seja,
σ = D, (2.7)
onde σ =
[
σx σy σz τxy τyz τxz
]T
é o vetor de tensões,  o vetor de deformações, e
D uma matriz que contém os parâmetros de elasticidade do material.
Neste trabalho, supomos que o material que compõe a estrutura também seja
isotrópico, isto é, que possua as mesmas propriedades em todas as direções. Assim, a
matriz D que aparece em (2.7) é dada por
D =
E
(1 + ν)(1− 2ν)

1− ν ν ν 0 0 0
ν 1− ν ν 0 0 0
ν ν 1− ν 0 0 0
0 0 0 1−2ν
2
0 0
0 0 0 0 1−2ν
2
0




onde as constantes E e ν são, respectivamente, o módulo de Young (ou módulo de elasti-
cidade) e o coeficiente de Poisson do material. Observamos que E > 0 e 0 < ν < 1.
2.5 Sistema de equilíbrio estático
Estamos considerando que a estrutura está sujeita à aplicação de uma carga
externa q em uma região do seu domínio. Para um elemento finito e, o trabalho externo
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onde Γe é a fronteira do elemento. Associada às deformações do elemento, temos a energia






onde Ωe é o conjunto dos pontos do elemento. A energia potencial total do elemento finito
é então definida como








Graças à presença de apoios que mantêm uma região da estrutura fixa, pode-
mos considerar que ela está em equilíbrio estático após sofrer os deslocamentos. Segundo o
princípio da mínima energia potencial total, dentre os possíveis campos de deslocamentos,
aquele que minimiza a energia potencial total mantém o corpo em equilíbrio.
Considerando o funcional Πe, que representa a energia potencial total para
um elemento finito, pode-se mostrar que a sua segunda variação é positiva no estado de
equilíbrio. Logo, para minimizar esse funcional basta tomar a sua primeira variação igual
a zero, ou seja,
δΠe = δUe − δWe = 0. (2.8)
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o vetor de cargas nodais equivalentes do elemento. Assim, temos o sistema de equilíbrio
estático para o elemento e,
k(e)u(e) = f(e).
A resolução desse sistema linear nos fornece o vetor de deslocamentos nodais. Na prática,
vamos obter os deslocamentos nodais de todos os elementos de uma só vez, resolvendo um
único sistema linear global, contendo informações de toda a malha de elementos finitos.
Observamos que a análise feita para obter o sistema de equilíbrio vale para
qualquer tipo de elemento finito tridimensional. No caso do elemento prismático retangular
da Figura 2.2, utilizando as coordenadas locais (ξ1, ξ2, ξ3), temos









BTDB dξ1 dξ2 dξ3. (2.9)
Essa matriz tem ordem 24 × 24 e é simétrica, uma vez que D é simétrica. Considerando
uma malha uniforme, isto é, com todos os elementos do mesmo tipo e tamanho, a matriz
de rigidez só precisa ser calculada uma vez, pois será a mesma para todos os elementos
da malha. No Apêndice A, exibimos as entradas analíticas da matriz k(e).
Nas próximas duas seções, veremos como obter o vetor de cargas nodais equi-
valentes para cada elemento e como montar o sistema de equilíbrio global.
2.6 Vetor de cargas nodais equivalentes
Para uma estrutura sujeita à aplicação de uma carga q, vimos que o vetor de





É claro que pode haver mais de uma carga sendo aplicada na estrutura. Nesse caso, cada
uma das cargas geraria um trabalho externo, que se somaria ao trabalho das demais
cargas, produzindo o trabalho total We do elemento finito.
Na prática, o cálculo da integral que aparece em f(e) só é necessário no caso de
carregamentos não uniformes ou no caso em que a área de aplicação da carga é irregular.
Neste trabalho, vamos considerar apenas cargas de três tipos:
• concentrada em um ponto;
• uniformemente distribuída em uma das direções x, y ou z;
• uniformemente distribuída em um retângulo paralelo a um dos planos xy, yz ou xz.
Assim, as regiões de aplicação das cargas são pontos, segmentos de reta ou retângulos,
sendo mais fácil calcular a contribuição das cargas para cada nó do elemento. Vejamos
isso através de um exemplo.
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Considere uma malha com 6 elementos prismáticos retangulares, 3 m de com-
primento, 2 m de altura e 1 m de largura, conforme mostra a Figura 2.4. Suponha que
uma carga concentrada, q1 =
[
1 N −1 N 0 N ]T , esteja aplicada no ponto (3; 1; 0,3)










teja aplicada do ponto (1,2; 2; 0) ao ponto (3, 2, 0). Vamos obter o vetor de cargas nodais
equivalentes do elemento de número 6.
Figura 2.4: Exemplo de um domínio discretizado, com a aplicação de cargas.
Cada elemento possui 8 nós e cada nó receberá uma contribuição das 3 com-




0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
]T
,
onde os três primeiros zeros representam a contribuição das componentes x, y e z (nessa
ordem) das cargas no primeiro nó do elemento, e assim por diante.
Sabemos que o ponto de aplicação da carga concentrada q1 está no elemento
de número 6. Dividindo esse elemento ao meio nas três direções coordenadas, conforme a
Figura 2.5, podemos descobrir em qual octante a carga está aplicada.
Figura 2.5: Divisão do elemento 6 ao meio nas três direções coordenadas.
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Assim, vemos que o ponto de aplicação está mais próximo do segundo nó do
elemento e consideramos toda a contribuição da carga apenas nesse nó. Daí,
f(6) =
[
0 0 0 1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ]T .
No caso da carga q2, uniformemente distribuída, a região de aplicação abrange
parte dos elementos 4 e 6. Novamente, dividimos os elementos ao meio nas três direções
coordenadas e calculamos a contribuição da carga em cada nó. Para facilitar a visualização,
na Figura 2.6 representamos apenas as faces de trás dos elementos 4 e 6, com a numeração




Figura 2.6: Visualização das faces de trás dos elementos 4 e 6.
A parte da carga de x = 1,2 até x = 1,5 está no octante mais próximo do
nó no canto superior esquerdo, que pertence aos elementos 2 e 4. Da componente y da
carga, consideramos −1 N
m
× (1,5 − 1,2) m = −0,3 N correspondente a este nó. A parte
da carga de x = 1,5 até x = 2,5 está nos octantes mais próximos do nó de número 4 do
elemento 6. Consideramos −1 N
m
× (2,5− 1,5) m = −1 N correspondente à componente y
da carga neste nó. Agora, a parte de x = 2,5 até x = 3 está no octante mais próximo do
nó 3 do elemento 6, logo consideramos −1 N
m
× (3 − 2,5) m = −0,5 N correspondente à
componente y da carga neste nó. Assim, obtemos o vetor
f(6) =
[
0 0 0 1 −1 0 0 −0,5 0 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 ]T .
Caso algum nó recebesse as contribuições de duas ou mais cargas distintas, elas
seriam somadas nas componentes correspondentes do vetor. A análise para cargas unifor-
memente distribuídas nas direções y ou z é análoga. No caso de cargas uniformemente
distribuídas em um retângulo paralelo a algum dos planos xy, yz ou xz, fazemos algo se-
melhante, mas ao invés de calcular os comprimentos das partes da carga correspondentes
a cada nó, precisamos calcular áreas de retângulos.
2.7 Matriz de rigidez global
Para obter os deslocamentos nodais de toda a malha de elementos finitos,
resolvemos um único sistema global que caracteriza a condição de equilíbrio estático para
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toda a estrutura. Encontramos amatriz de rigidez global, K, que representa todo o domínio
discretizado, através de uma superposição das matrizes de rigidez dos elementos.
Primeiramente, é necessário adotar uma convenção para a numeração global
dos elementos, dos nós e dos graus de liberdade associados a cada nó da malha, de modo
a obedecer a conectividade entre os elementos do domínio. Convencionamos que a nume-
ração dos nós e dos elementos deve começar no canto inferior esquerdo mais ao fundo da
malha e prosseguir sempre de baixo para cima, da esquerda para a direita e do fundo para
a frente, de tal forma que o último nó (e o último elemento) seja o do canto superior direito
mais à frente da malha. A Figura 2.7 mostra um exemplo de malha com a numeração
global dos nós. A numeração dos elementos segue a mesma ordem, como na Figura 2.4.
Figura 2.7: Exemplo de uma malha com a numeração global dos nós.
O elemento de número 4, por exemplo, está conectado aos nós 5, 8, 9, 6, 17, 20,
21 e 18, exatamente nessa ordem conforme a numeração local dos nós em cada elemento
(veja a Figura 2.2).
Cada nó tem três graus de liberdade, cujos índices são 3j − 2 (deslocamento
nodal na direção x), 3j − 1 (deslocamento nodal na direção y) e 3j (deslocamento nodal
na direção z), sendo j o número do nó. As três primeiras linhas (e colunas) da matriz K
correspondem aos graus de liberdade do nó 1, as linhas (e colunas) 4, 5 e 6 correspondem
aos graus de liberdade do nó 2, e assim por diante. Dessa forma, a dimensão da matriz K
é 3nn × 3nn, onde nn é o número total de nós na malha.
Seja nel o número total de elementos na malha. Para montar a matriz K,
construímos, para cada elemento e = 1, ..., nel, uma matriz de permutação Pe ∈ R3nn×24





onde Ke = Pek(e)PTe , para e = 1, ..., nel. Selecionamos as colunas de I que farão parte de
cada Pe de acordo com os índices dos graus de liberdade de cada elemento. Por exemplo,
na Figura 2.7, o elemento 2 está conectado aos nós 2, 5, 6, 3, 14, 17, 18 e 15 (nessa ordem)
e contém os graus de liberdade de índices 4, 5, 6, 13, 14, 15, 16, 17, 18, 7, 8, 9, 40, 41, 42,
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49, 50, 51, 52, 53, 54, 43, 44 e 45 (nessa ordem). Logo, a matriz P2 é dada por
P2 =
[
I4 I5 I6 I13 I14 I15 I16 I17 I18 I7 I8 I9 I40 I41 I42 I49 I50 I51 I52 I53 I54 I43 I44 I45
]
,
onde Ij representa a j-ésima coluna de I.
De outra forma, para cada elemento e, obtemos a matriz de rigidez k(e) e
guardamos os índices dos 24 graus de liberdade associados aos 8 nós do elemento, em
ordem, em um vetor ind. Cada componente k(e)ij , para i, j = 1, ..., 24, é então adicionada
na posição (indi, indj) da matriz K. Na prática, construímos a matriz de rigidez global
de forma esparsa, armazenando o vetor iK com os índices das linhas dos elementos não
nulos de K, o vetor jK com os índices das colunas correspondentes e o vetor sK com os
valores dos elementos da matriz.
A Figura 2.8 mostra a disposição das entradas não nulas da matriz de rigidez
global para a malha de seis elementos da Figura 2.7. Nesse caso, a matriz K é de ordem
72× 72. Note que essa matriz possui uma estrutura em bandas e é esparsa. Quanto maior
for o refinamento da malha, mais afastadas estarão as bandas.
Figura 2.8: Matriz de rigidez global de uma malha 3× 2× 1.
Com a matriz de rigidez global K, obtemos os deslocamentos nodais resolvendo
o sistema linear
Ku = f,
que representa as condições de equilíbrio para toda a estrutura. Nesse caso, u ∈ R3nn
é o vetor global de deslocamentos nodais e f ∈ R3nn é o vetor global de cargas nodais
equivalentes. O vetor f é obtido através de uma superposição dos vetores de cargas nodais
equivalentes de cada elemento, de maneira análoga àquela feita para a matriz de rigidez.
Se nenhuma condição de contorno relativa aos deslocamentos nodais for im-
posta ao problema, a matriz K não terá posto completo. Fisicamente, isso significa que um
corpo sem nenhum tipo de restrição aos deslocamentos pode apresentar movimentos de
corpo rígido, ou seja, não está em equilíbrio. Evitamos isso impondo a presença de apoios
em determinadas regiões da estrutura, com o objetivo de impedir certos deslocamentos.
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Assim, eliminamos as linhas e colunas de K, bem como as componentes dos vetores u e
f, correspondentes aos graus de liberdade que foram restringidos nos nós com apoio. Por
exemplo, suponha que, no nó 3, haja um apoio que impeça o deslocamento desse nó nas
direções x e z. Nesse caso, eliminamos de K as linhas e colunas de índices 7 e 9.
Após introduzir as condições de contorno, a matriz K, que é simétrica, passa
a ser definida positiva, sendo possível utilizar a fatoração de Cholesky ou o método dos
gradientes conjugados (veja Watkins [27]), por exemplo, para resolver o sistema linear
global.
No próximo capítulo, apresentamos o problema de otimização topológica es-
trutural em sua forma contínua e, posteriormente, reformulamos o problema na forma
discreta, utilizando o método dos elementos finitos para discretizar o domínio no qual a
estrutura estará contida.
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Capítulo 3
Otimização Topológica Estrutural
A otimização topológica é uma subárea da otimização estrutural desenvolvida
com o propósito de auxiliar na produção de estruturas que tenham a máxima rigidez, para
que sejam capazes de suportar cargas externas sem que ocorram grandes deslocamentos
e deformações, e que satisfaçam certas restrições, como ter um volume máximo.
Outras abordagens também são utilizadas para melhorar o desenvolvimento de
uma estrutura. Na otimização paramétrica, a partir de uma estrutura conhecida, busca-se
otimizar um determinado parâmetro que pode ser, por exemplo, a espessura ou a área da
seção transversal de uma viga, de modo que ela tenha máxima rigidez ou mínima deflexão.
Por outro lado, na otimização de forma, o objetivo é encontrar o melhor formato para a
estrutura, modificando o seu contorno a cada etapa do processo de otimização.
Diferentemente das estratégias citadas acima, na otimização topológica não é
necessário conhecer previamente o formato da estrutura. De início, conhecemos apenas
o domínio Ω ⊂ R3 onde a estrutura deve ficar contida, as cargas externas aplicadas,
os apoios responsáveis pela sustentação da estrutura, o volume máximo de material que
poderá ser utilizado e, eventualmente, regiões de Ω onde não pode haver material (buracos)
ou onde deve haver material. A topologia ótima da estrutura é determinada pela melhor
distribuição do material em cada ponto do domínio Ω.
A ideia da otimização topológica como um problema de distribuição de material
foi introduzida de forma computacional em 1988 por Bendsøe e Kikuchi [4]. Desde então,
o problema ganhou destaque na academia e na indústria. O livro de Bendsøe e Sigmund
[5] fornece uma compilação de importantes estudos teóricos, métodos computacionais e
aplicações da área.
3.1 O problema de distribuição de material
Na resolução do problema de otimização topológica, precisamos determinar em
quais pontos do domínio Ω haverá material. Dito de outra forma, determinaremos se cada
um dos pontos desse domínio será vazio ou sólido. Dessa maneira, a topologia ótima da
estrutura pode ser representada por uma função X : Ω −→ {0, 1}, dada por
X (x) =
{
1, se o ponto x contém material,
0, se o ponto x não contém material.
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Para permitir que se tenha uma melhor visão do problema, podemos imaginar que cada
ponto do domínio será colorido de branco (sem material) ou preto (com material). O uso
dessa função discreta torna mal condicionado o problema numérico a ser resolvido, devido
à mudança brusca no valor das variáveis de decisão, além de tornar o problema mais caro
computacionalmente.
Uma alternativa é permitir que as variáveis assumam valores intermediários
entre 0 e 1, substituindo a função discreta X por uma função contínua ρ : Ω −→ [0, 1]
que representa a densidade de material em cada ponto x ∈ Ω. Assim, além do preto e do
branco, os pontos podem assumir tons de cinza, que representam as densidades entre 0 e
1, conforme ilustra a Figura 3.1.
Figura 3.1: Representação das densidades de material em pontos do domínio.
3.2 Modelo de densidades (SIMP)
A utilização de uma função contínua ρ para descrever a distribuição de ma-
terial deve ser feita de maneira adequada. Ela permite obter uma solução do problema
de otimização topológica, mas dificulta a interpretação física e a produção da estrutura
obtida, uma vez que não será possível utilizar materiais diferentes, ou com diferentes
densidades, em cada ponto do domínio, para representar valores de ρ entre 0 e 1.
Para evitar esse inconveniente, aplicamos o modelo de densidades, ou Solid
Isotropic Material with Penalization (SIMP) (Bendsøe [3]), no qual, ao invés de ρ, utiliza-
se a função ρp para controlar a distribuição de material, sendo p > 1 um parâmetro de













Figura 3.2: Efeito do aumento do parâmetro p do modelo SIMP sobre as densidades.
Segundo Rietz [21], na prática devemos tomar cuidado com a penalização ex-
cessiva das densidades, ou seja, com um valor do parâmetro p muito alto, pois, à medida
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que p aumenta, o problema contínuo se aproxima de um problema discreto. A Figura
3.2 exibe as densidades penalizadas para alguns valores de p. Note que, à medida que o
parâmetro aumenta, as densidades no intervalo (0, 1) ficam cada vez mais próximas de
zero, voltando a aparecer o mau condicionamento do problema.
Sob certas hipóteses, pode-se mostrar que é possível obter um valor finito do
parâmetro de penalização tal que o valor ótimo de cada densidade seja 0 ou 1 (veja,
por exemplo, Rietz [21] e Martínez [17]), ou seja, existe um valor finito de p que torna a
solução do problema de otimização topológica discreta. Na prática, o modelo de densidades
tem mostrado bons resultados e costuma-se utilizar p = 3, ou então uma estratégia de
aumentar o valor de p = 1 até p = 3 gradativamente.
3.3 Mínima flexibilidade
A rigidez de uma estrutura está relacionada ao conceito de flexibilidade de ma-
neira inversa, de tal forma que maximizar a rigidez de uma estrutura equivale a minimizar
a sua flexibilidade. Assim, o problema de otimização topológica estrutural será formulado
matematicamente com o objetivo de minimizar a flexibilidade da estrutura, atendendo à
restrição de volume e garantindo que a estrutura esteja em equilíbrio estático.
Considere uma estrutura como um corpo elástico, em um domínio Ω ⊂ R3,
que deve ser mantido fixo em uma região Γs ⊂ Ω e que está submetido à aplicação de
uma carga externa q na região Γq ⊂ Ω, conforme ilustra a Figura 3.3.
Figura 3.3: Exemplo de domínio com apoios e a aplicação de cargas.




u(x, y, z) v(x, y, z) w(x, y, z)
]T
, (3.1)
onde as funções u, v, w : Ω −→ R representam os deslocamentos dos pontos da estrutura
nas direções x, y e z, respectivamente. Cada uma dessas funções deve pertencer a um













g(x, y, z) = 0, ∀(x, y, z) ∈ Γs.
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Ou seja, as funções admissíveis devem ser diferenciáveis e quadrado-integráveis em Ω e
devem se anular na região Γs, onde estão os apoios que impedem alguns deslocamentos.
Denotamos por V o conjunto dos campos de deslocamentos admissíveis, formados por
vetores na forma (3.1), com as três funções u, v e w admissíveis.
Como consequência do carregamento externo, o corpo sofre deformações. Para
o caso de um corpo composto por um material isotrópico, em regime elástico linear, o
trabalho interno associado a essas deformações está relacionado com a forma bilinear




(u)TD(v) dΩ, u, v ∈ V,
onde (u) e (v) são os vetores de deformações para os campos de deslocamentos u e
v, respectivamente, e a matriz D é um tensor de elasticidade simétrico, associado às
propriedades elásticas do material.
O trabalho externo realizado pela carga q está relacionado com a forma linear




vT q dΓq, v ∈ V.





onde u¯ ∈ V é o campo de deslocamentos gerado pela carga externa, quando o corpo fica
em equilíbrio.
Definimos a flexibilidade média da estrutura como sendo o trabalho externo





Para que a estrutura esteja em equilíbrio, o trabalho interno deve se igualar
ao trabalho externo para qualquer campo de deslocamentos admissível, de modo que
a(u¯, v) = l(v), ∀v ∈ V.
Além disso, ao construir a estrutura dispomos de uma certa quantidade má-
xima de material. Assim, sendo Vmax o volume máximo de material que poderá ser utili-
zado, devemos ter ∫
Ω
ρ(x, y, z) dΩ ≤ Vmax, (3.2)
onde ρ é a função que representa as densidades de material em cada ponto do domínio Ω.
Portanto, formulamos o problema de otimização topológica estrutural com o
objetivo de encontrar as densidades de material em cada ponto do domínio que minimizem
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s. a a(u¯, v) = l(v), ∀v ∈ V,∫
Ω
ρ(x, y, z) dΩ ≤ Vmax,
0 ≤ ρ(x) ≤ 1, ∀x ∈ Ω.
O problema nessa forma é extremamente complicado de ser resolvido. Na prática, tra-
balhamos com ele em sua forma discretizada, aplicando o método dos elementos finitos,
conforme vimos no Capítulo 2.
3.4 Tratamento numérico do problema
Na seção anterior, a formulação do problema de otimização topológica de uma
estrutura foi considerada em um domínio Ω ⊂ R3, que é um meio contínuo. Na prática, a
solução do problema nesta forma é complicada, pois envolve a resolução de um problema de
otimização não linear em um espaço de dimensão infinita. Para resolvê-lo numericamente,
aplicamos o método dos elementos finitos, discretizando o domínio Ω. Lembramos que
neste trabalho vamos considerar que Ω tem a forma de um prisma retangular reto e
utilizaremos elementos finitos prismáticos retangulares para a discretização.
De acordo com o que foi apresentado no Capítulo 2, para cada elemento finito
e, consideramos u(e) o vetor de deslocamentos nodais do elemento e uˆ uma aproximação
do campo de deslocamentos nesse elemento. Para relacionar os vetores u(e) e uˆ, usamos a
relação (2.5),
uˆ = Φu(e),
onde Φ é a matriz das funções de forma, definida em (2.4).
O equilíbrio estático é garantido minimizando a energia potencial total Πe de
cada elemento. A condição de estacionariedade do funcional Πe diz que a sua primeira
variação deve ser nula, ou seja, δΠe = 0. Como já vimos, isso nos leva ao sistema linear
k(e)u(e) = f(e),




















ΦT q dΓe = u
(e)T f(e) = f(e)
T
u(e).
Como a rigidez do elemento finito está diretamente relacionada às propriedades
efetivas do material que o compõe, a penalização das densidades de material intermediá-
rias, através da aplicação do modelo SIMP, é introduzida na matriz de rigidez do elemento,
k(e)(ρe) = ρe
pk(e),
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para e = 1, ..., nel, onde ρe é a densidade do elemento e, p é o parâmetro de penalização
do modelo SIMP e nel é a quantidade total de elementos finitos na malha.
Estendendo o sistema da condição de equilíbrio para toda a malha de elementos
finitos, obtemos o sistema global
K(ρ)u = f,
e a flexibilidade média da estrutura fica aproximada por fTu.
Uma vez que a matriz de rigidez global K ≡ K(ρ) é obtida pela superposição
das matrizes de rigidez dos elementos, que dependem de ρ, pode ocorrer que K seja singular
devido à presença de densidades muito próximas de zero. Uma maneira de evitar isso
consiste em atribuir um valor positivo (mas pequeno o suficiente), ρmin, para o limitante
inferior das densidades, ou seja,
0 < ρmin ≤ ρe ≤ 1, e = 1, ..., nel.












0 < ρmin ≤ ρe ≤ 1, e = 1, ..., nel.
Após a imposição das condições de contorno, a matriz K se torna definida
positiva e, portanto, não singular, sendo possível resolver o sistema linear e obter o vetor








0 < ρmin ≤ ρe ≤ 1, e = 1, ..., nel.
(3.3)
Note que a matriz K depende de ρ, logo precisamos resolver o sistema linear a cada
vez que ρ se altera durante a resolução do problema. Como veremos adiante nos testes
computacionais, a resolução dos sistemas lineares é, de longe, a etapa mais cara  ou seja,
que gasta mais tempo  do algoritmo de resolução do problema de otimização topológica.
3.5 Tabuleiro de xadrez
Infelizmente, alguns problemas numéricos podem aparecer na otimização to-
pológica. Sigmund e Petersson [24] dividem esses problemas em três categorias principais:
dependência da malha, mínimos locais e tabuleiros de xadrez.
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A dependência da malha refere-se ao fato de não obtermos, qualitativamente, a
mesma estrutura para diferentes refinamentos. O problema de mínimos locais diz respeito
à obtenção de soluções distintas utilizando diferentes parâmetros do algoritmo, devido à
presença de muitos mínimos locais na função objetivo. Já o que chamamos de tabuleiro
de xadrez é a formação de regiões com elementos vazios e sólidos, de forma alternada,
semelhante a um tabuleiro de xadrez, como na Figura 3.4. Nesta seção, discutimos uma
estratégia para evitar essa última situação indesejável.
Figura 3.4: Exemplo de uma estrutura onde aparece o tabuleiro de xadrez.
Uma das possíveis causas desse fenômeno é a escolha do tipo de elemento finito
(retangular com nós apenas nos vértices), conforme mostram Díaz e Sigmund [10] para o
caso bidimensional. Eles concluíram que as estruturas com o tabuleiro de xadrez possuem
uma rigidez artificialmente maior do que com o material uniformemente distribuído. Ainda
não temos conhecimento de estudos teóricos sobre o surgimento do tabuleiro em proble-
mas tridimensionais, embora resultados experimentais mostrem que esse inconveniente
também é comum nesse caso.
Costuma-se utilizar duas formas de prevenção contra o tabuleiro de xadrez.
Uma delas consiste em aumentar a ordem dos elementos, isto é, aumentar o número de
nós, com o objetivo de obter melhores aproximações dos deslocamentos. Essa estratégia
faz com que a dimensão da matriz de rigidez global aumente à medida que o número
de nós cresce, o que torna a solução dos sistemas lineares ainda mais cara. Por essa
razão, preferimos utilizar a outra estratégia, que consiste na aplicação de um operador
matemático, denominado filtro espacial, para redistribuir as densidades de material ao
redor de cada elemento.
3.5.1 Filtros espaciais
O papel de um filtro espacial é redistribuir as densidades de material em cada
elemento finito, dadas pela função ρ, a cada vez que elas se alteram no método de resolução
do problema de otimização topológica, de tal forma que a distribuição do material fique
mais homogênea, o que evita a formação do tabuleiro de xadrez na topologia ótima da
estrutura.
Um filtro espacial de raio r > 0 pode ser definido de forma genérica como uma
função F que satisfaz algumas propriedades. A aplicação do filtro sobre as densidades é
feita através do produto de convolução entre as funções F e ρ, ou seja,
(F ∗ ρ)(x) =
∫
R3
F (x− y)ρ(y) dy.
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Para mais detalhes sobre os filtros em otimização topológica, consulte Bourdin [6].
Antes da aplicação do filtro devemos obter, para cada elemento e da malha,
uma vizinhança que contenha os elementos que estão a uma distância menor ou igual a
r do elemento e. Denotamos essa vizinhança por B(e, r), indicando que ela está centrada
no elemento e e tem raio r. O filtro produz efeito no elemento central, levando em conta
os seus vizinhos. Além disso, quanto mais distante um elemento i ∈ B(e, r) estiver do
elemento e, menor será sua contribuição à ação do filtro sobre este elemento.
A representação genérica de um filtro espacial no meio discretizado, para cada
elemento e da malha, é dada por







F (x− ce) dx
)
,
onde ce representa o vetor de coordenadas do centro do elemento e.
Diversos tipos de filtros espaciais podem ser encontrados na literatura. Sig-
mund [23] propôs um filtro que modifica o vetor gradiente da função objetivo do problema
de otimização, com base em uma média ponderada das derivadas primeiras da função cal-
culadas em uma vizinhança de cada elemento. Uma vez que o gradiente é modificado e
a função objetivo em si não é alterada, as condições de otimalidade do problema ficam
incompatíveis, de modo que esse tipo de filtro tem uma desvantagem, apesar de apre-
sentar bons resultados. Em [8], Bruns apresenta uma estratégia que une a filtragem das
densidades com uma alternativa ao modelo SIMP para a penalização das densidades in-
termediárias. Em referência à utilização da função seno hiperbólico no cálculo das novas
densidades, essa técnica é denominada modelo SINH. Nesse caso, a penalização é aplicada
na restrição de volume, que se torna não linear. A vantagem do modelo SINH é a obtenção
de resultados com poucas densidades intermediárias.
A seguir, apresentamos o filtro da média ponderada das densidades, conforme
proposto por Bruns e Tortorelli [7], que utilizamos neste trabalho por ser barato, apresen-
tar bons resultados e principalmente pela vantagem de manter compatíveis as condições de
otimalidade do problema de otimização topológica e preservar a linearidade da restrição
de volume.
3.5.2 Filtro da média ponderada das densidades
A ideia deste tipo de filtro é substituir a densidade de cada elemento e por
uma média ponderada das densidades dos elementos na vizinhança B(e, r). Nesse caso, a
densidade ρe é substituída por



















) se dist(e, i) ≤ r,
0 se dist(e, i) > r,
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são os fatores de peso, dist(e, i) denota a distância euclidiana entre os centros dos elemen-





Note que apenas as densidades dos elementos tais que dist(e, i) ≤ r são consideradas na
aplicação do filtro no elemento e.
As densidades originais de cada elemento devem ser substituídas pelas densi-
dades filtradas na função objetivo e nas restrições do problema de otimização topológica




veρ˜e − Vmax ≤ 0.


















A função objetivo do problema fica sendo
f(ρ˜) = fTu(ρ˜),
























e o sistema global de equilíbrio é dado por
K(ρ˜)u(ρ˜) = f.
























Com isso, conseguimos calcular os gradientes da função objetivo e das restrições
do problema de otimização topológica estrutural de forma analítica. Eles serão necessários
para a aplicação do método de otimização que apresentamos a seguir.
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Capítulo 4
Programação Linear Sequencial
Os problemas de otimização topológica têm dimensões grandes, principalmente
no caso tridimensional, de modo que os métodos de solução que envolvem o cálculo de
segundas derivadas costumam ser evitados. Dois métodos bastante utilizados na literatura
para a resolução desses problemas são a programação linear sequencial e o método das
assíntotas móveis.
O método das assíntotas móveis (MMA), desenvolvido por Svanberg [25], con-
siste em aproximar a função objetivo e as restrições de um problema de otimização não
linear por funções que apresentam termos do tipo 1/(xj− l(k)j ) ou 1/(u(k)j −xj), onde l(k)j é
um limitante inferior e u(k)j é um limitante superior para a variável xj, de modo que estas
funções são aproximações de primeira ordem das funções originais em torno do ponto x(k)
e são convexas. As retas xj = l
(k)
j e xj = u
(k)
j são assíntotas verticais das funções apro-
ximadoras. Como os valores dos limitantes são atualizados a cada iteração, dizemos que
elas são assíntotas móveis. Assim, resolvemos uma sequência de subproblemas convexos
cujas soluções são factíveis (ou quase factíveis) para o problema original.
A programação linear sequencial (PLS) é um método que consiste na resolução
de uma sequência de problemas de programação linear, que aproximam um problema de
otimização não linear. Optamos por utilizar esse método, por ser de fácil implementação e
por apresentar resultados mais eficientes quando comparado com o método das assíntotas
móveis. Neste capítulo, descrevemos uma versão globalmente convergente da PLS, baseada
no trabalho de Gomes e Senne [13].
4.1 Descrição do método




s. a c(x) = 0,
xl ≤ x ≤ xu,
(4.1)
onde as funções f : Rn −→ R e c : Rn −→ Rm têm as primeiras derivadas Lipschitz
contínuas, e os vetores xl, xu ∈ Rn definem os limitantes inferiores e superiores, respec-
tivamente, para as componentes de x =
[
x1 · · · xn
]T
. Note que, utilizando variáveis
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de folga, qualquer problema de otimização não linear com restrições de igualdade e de
desigualdade pode ser escrito na forma (4.1) (veja Luenberger [16]).
Dizemos que x¯ ∈ Rn é um ponto factível (ou viável) para o problema (4.1) se
todas as restrições são satisfeitas nele, ou seja,
ci(x¯) = 0, ∀i = 1, ...,m,
xl ≤ x¯ ≤ xu.
Se alguma dessas restrições não for satisfeita em x¯, dizemos que ele é um ponto infactível
(ou inviável) para o problema.
Como as funções f e c possuem as primeiras derivadas Lipschitz contínuas,
podemos obter aproximações lineares (aproximações de Taylor de primeira ordem) para
cada uma delas, em uma vizinhança de um ponto x ∈ Rn:
f(x + s) ≈ f(x) +∇f(x)T s,
c(x + s) ≈ c(x) + A(x)s,
onde denotamos por A(x) =
[ ∇c1(x) · · · ∇cm(x) ]T a matriz Jacobiana das restrições
no ponto x. Assim, dado um ponto x ∈ Rn, o problema (4.1) pode ser aproximado pelo




s. a A(x)s + c(x) = 0,
xl ≤ x + s ≤ xu,
(4.2)
A programação linear sequencial é um método iterativo que consiste na resolu-
ção aproximada do problema (4.1) através de uma sequência de resoluções de problemas
de programação linear na forma (4.2).
Para iniciar a aplicação do método, devemos fornecer um ponto inicial x(0),
com xl ≤ x(0) ≤ xu, e um critério de parada adequado. A cada iteração k, o ponto x(k) é
utilizado para gerar o problema de programação linear, do qual obtemos uma solução s˜.
A solução aproximada do problema original (4.1) é então atualizada por x(k+1) = x(k) + s˜.
Esse processo é repetido até que um critério de parada seja satisfeito.
Essa ideia do método é bastante simples, mas infelizmente temos alguns con-
tratempos. Em primeiro lugar, precisamos conseguir resolver um PL da forma (4.2) em
cada iteração, mas este pode ser infactível. Além disso, as funções lineares utilizadas para
definir (4.2) podem não ser boas aproximações para as funções originais em um ponto
x(k) + s muito longe de x(k). Ou seja, não podemos exagerar no tamanho do passo.
4.2 Regiões de confiança
Para controlar o tamanho do passo, s, introduzimos uma região de confiança,
que define a região na qual confiamos que as aproximações lineares das funções sejam
suficientemente boas. Assim, exigimos que s satisfaça
‖s‖∞ ≤ δ,
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em que δ > 0 é o raio da região de confiança. O valor de δ será atualizado em cada iteração,
de acordo com o decréscimo da função objetivo e com a redução da infactibilidade do
problema original. Quando adotamos a norma infinito, a região de confiança pode ser
combinada com as restrições de caixa de (4.2). Para tanto, observamos que
|si| ≤ max
1≤j≤n
|sj| = ‖s‖∞ ≤ δ ⇒ −δ ≤ si ≤ δ, ∀i = 1, ..., n.
Além disso, pelas restrições de caixa em (4.2),
xl ≤ x + s ≤ xu ⇒ (xl)i − xi ≤ si ≤ (xu)i − xi, ∀i = 1, ..., n.
Portanto, cada si deve satisfazer
max {−δ, (xl)i − xi} ≤ si ≤ min {δ, (xu)i − xi} .





s. a A(x)s + c(x) = 0,
sl ≤ s ≤ su,
(4.3)
onde (sl)i = max {−δ, (xl)i − xi} e (su)i = min {δ, (xu)i − xi}, para i = 1, ..., n.
A cada iteração k, desejamos obter uma solução do problema (4.3), que uti-
lizaremos para melhorar a solução do problema (4.1). Entretanto, a menos que x(k) seja
factível para o problema original, o problema (4.3) pode não ter solução factível. Nesse
caso, além de melhorar a função objetivo, precisamos encontrar um ponto que reduza essa




s. a A(x(k))s + c(x(k)) + E(x(k))z = 0,





1 1 · · · 1 ] ∈ Rr, z ∈ Rr é um vetor de variáveis artificiais correspondentes
às r restrições infactíveis de (4.1) no ponto x(k), E(x(k)) ∈ Rm×r é uma matriz formada
por colunas da matriz identidade I ∈ Rm×m ou de −I, e
(s¯l)i = max {−0,8δ; (xl)i − xi} ,
(s¯u)i = max {0,8δ; (xu)i − xi} ,
para i = 1, ..., n. Note que a região de confiança utilizada no problema artificial é um pouco
menor, para que o problema (4.3) tenha uma região factível suficientemente grande. A
escolha do valor 0,8 é experimental, assim como outros parâmetros do algoritmo.
Vejamos como a matriz E(x(k)) é construída. Seja Ij a j-ésima coluna da matriz
identidade e suponha que {i1, ..., ir} sejam os índices das componentes não nulas de c(x(k)),




+Iij , se cij(x
(k)) < 0,
−Iij , se cij(x(k)) > 0,
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para j = 1, ..., r.
A resolução do problema (4.4) é conhecida como a fase 1 do método de duas
fases em programação linear. Se, na solução ótima, sn, do problema artificial tivermos
eT z = 0, então conseguimos um ponto factível para (4.3) e resolvemos esse problema
partindo de sn até obter s˜. Caso contrário, descobrimos que o problema (4.3) é infactível
e consideramos simplesmente que sn é o passo, ou seja, fazemos s˜ = sn.
4.3 Critério de aceitação do passo
Após obter o passo s˜, precisamos decidir se ele será aceito, o que é feito com
base em dois objetivos: a redução da função objetivo e a redução da infactibilidade do
problema (4.1).
A medida de infactibilidade de um ponto x ∈ Rn com relação ao problema









‖A(x)s + c(x)‖22 .
A cada iteração do método queremos que o novo ponto obtido reduza os valores
da função objetivo f e da função ϕ, ou seja, ficamos felizes se f(x(k+1)) << f(x(k)) e
ϕ(x(k+1)) << ϕ(x(k)). Porém, não sabemos ao certo o que ocorre se
f(x(k+1)) < f(x(k)) e ϕ(x(k+1)) > ϕ(x(k)),
ou
f(x(k+1)) > f(x(k)) e ϕ(x(k+1)) < ϕ(x(k)).
Nesta situação, definimos uma função de mérito, que utilizamos para decidir se x(k+1) é,
ou não é, uma aproximação melhor que x(k) para a solução do problema.
Vamos considerar a função de mérito como sendo a função ψ : Rn ×R −→ R,
dada por
ψ(x, θ) = θf(x) + (1− θ)ϕ(x),
onde θ ∈ (0, 1] é um parâmetro de penalização, cujo objetivo é dizer se a otimalidade terá
maior relevância sobre a factibilidade, ou vice-versa.
A aceitação do passo será baseada nas reduções real e prevista da função de
mérito. A redução real de ψ entre os pontos x(k) e x(k+1) é definida por
Ared = θA
opt




é a redução real da função objetivo e
Afsbred = ϕ(x
(k))− ϕ(x(k+1))
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é a redução real da infactibilidade.
A redução prevista de ψ é definida por
Pred = θP
opt
red + (1− θ)P fsbred ,
onde
P optred = −∇f(x(k))T s˜
é a redução prevista da função objetivo e
P fsbred = M(x
(k), 0)−M(x(k), s˜)
é a redução prevista da infactibilidade.
O passo s˜ é aceito se Ared ≥ 0,1Pred. Além disso, se Ared ≥ 0,5Pred, podemos
aumentar o raio da região de confiança, tomando
δk+1 = min {2δk, ‖xu − xl‖∞} .
Caso contrário, isto é, Ared < 0,1Pred, o passo é rejeitado. Nesse caso, diminuímos o raio
da região de confiança, tomando
δk+1 = min {0,25 ‖s˜‖∞ ; 0,1δk} .
Ainda que o raio aumente, precisamos verificar se ele é maior do que um raio mínimo
δmin > 0, que é utilizado para atualizar δ sempre que o passo é aceito.
Resta definir como atualizar o parâmetro de penalização θ. Começamos com



























P fsbred − P optred
)
; se P optred ≤ 0,5P fsbred ;
1; caso contrário.
A constante N ≥ 0, utilizada para calcular θlargek , deve ser ajustada para permitir que θ
tenha um decréscimo não monótono ao longo das iterações. Na implementação feita neste
trabalho, consideramos N = 106.
4.4 Algoritmo
Dados um ponto inicial x(0) ∈ Rn com xl ≤ x(0) ≤ xu, um raio da região de
confiança inicial δ0 ≥ δmin > 0, θ0 = θmax = 1 e k = 0, o algoritmo a seguir resolve o
problema de otimização não linear (4.1) utilizando a programação linear sequencial.
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Algoritmo 1 Programação Linear Sequencial
1: enquanto algum critério de parada não é satisfeito faça




s. a A(x(k))s + c(x(k)) + E(x(k))z = 0,
s¯l ≤ s ≤ s¯u,
z ≥ 0.
3: se eT z = 0 então




s. a A(x(k))s + c(x(k)) = 0,











9: se Ared ≥ 0,1Pred então
10: x(k+1) ←− x(k) + s˜.
11: se Ared ≥ 0,5Pred então
12: δk ←− min {2δk, ‖xu − xl‖∞}.
13: fim
14: δk+1 ←− max {δk, δmin}.
15: Recalcule A(x(k)), E(x(k)) e ∇f(x(k)).
16: θmax ←− 1.
17: k ←− k + 1.
18: senão
19: δk ←− min {0,25 ‖s˜‖∞ ; 0,1δk}.
20: θmax ←− θk.
21: fim
22: fim
Observe que contamos uma nova iteração externa apenas quando o passo s˜ é
aceito. Entretanto, mesmo que isso não ocorra, temos que resolver o problema linear e
calcular o valor da função objetivo, o que envolve resolver um sistema linear no caso da
otimização topológica. Já o cálculo dos gradientes é feito a cada iteração externa.
As etapas 2 e 4 constituem a parte principal do algoritmo. A etapa 2 corres-
ponde à fase 1 do método de duas fases. Se utilizamos o método simplex para resolver o
problema linear e sn é obtida na fase 1 como uma solução factível, então podemos pros-
seguir para a fase 2 e resolver o problema da etapa 4, tomando o cuidado de alterar os
limitantes das variáveis. Por outro lado, se não conseguimos uma solução factível, nos
contentamos em adotar como o passo s˜ a solução obtida pelo simplex no final da fase
1. Note que o esforço computacional nessas etapas corresponde à resolução de um único
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problema linear pelo método simplex de duas fases.
Por outro lado, se aplicamos um método de pontos interiores para resolver os
subproblemas do algoritmo, devemos tomar cuidado para não resolver dois problemas line-
ares a cada repetição do laço. Felizmente, na otimização topológica estrutural o problema
linear da etapa 4 quase sempre é factível. Logo, podemos tentar resolvê-lo diretamente
e só realizar a etapa 2 caso isso não seja possível. Na implementação feita neste traba-
lho, utilizamos essa estratégia e em todos os casos conseguimos resolver diretamente o
problema da etapa 4.
As demonstrações de que o algoritmo está bem definido e dos resultados de
convergência podem ser vistas com detalhes em [13]. Os autores tomam como base o
trabalho de Gomes et al. [12].
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Capítulo 5
Resultados Computacionais
Neste capítulo, apresentamos os resultados obtidos através da aplicação de uma
implementação particular do algoritmo de programação linear sequencial, à resolução de
alguns problemas de otimização topológica de estruturas tridimensionais. Analisamos o
desempenho e a eficiência do método, no que diz respeito à estrutura final obtida, ao
número de iterações e ao tempo de resolução.
Fazemos uma análise comparativa entre a fatoração de Cholesky e o método
dos gradientes conjugados para a resolução dos sistemas lineares que aparecem no cálculo
da função objetivo. Para o método iterativo, verificamos o desempenho de diferentes
precondicionadores e a escolha de um ponto inicial.
Além disso, examinamos como o tempo gasto em cada etapa do algoritmo se
comporta quando aumentamos o número de elementos na malha ou quando aumentamos
o raio do filtro espacial. Por fim, exploramos as simetrias das estruturas, com o objetivo
de economizar a memória e o tempo gastos na resolução do problema.
A implementação foi feita em MATLAB c© (R2018a). Todos os resultados foram
obtidos em um computador com processador Intel R© CoreTM i7 - 8700U (3.2GHz), 32GB
de memória RAM, sob o sistema operacional Ubuntu 18.04.1 LTS.
5.1 Detalhes da implementação
Implementamos em Matlab o algoritmo de programação linear sequencial, bem
como as rotinas necessárias para a aplicação do método dos elementos finitos e para a
aplicação do filtro espacial.
A restrição de volume do problema de otimização topológica (3.3) foi con-
siderada como uma restrição de igualdade, de modo que podemos aplicar o método de
programação linear sequencial da maneira como ele foi descrito no Capítulo 4. Na verdade,
a estrutura mais rígida tende a preencher o domínio com o máximo de material possível,
de tal forma que mesmo considerando a restrição como desigualdade, o ponto ótimo seria
factível ou quase factível para a igualdade.
Os problemas de programação linear foram resolvidos utilizando a rotina in-
terna linprog do Matlab, da qual tivemos que aumentar o número máximo de iterações,
pois alguns problemas atingiam o valor máximo padrão sem obter uma solução suficien-
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temente precisa, o que afetava a convergência da PLS.
Os sistemas lineares que aparecem no cálculo da função objetivo foram inici-
almente resolvidos utilizando a fatoração de Cholesky da matriz de rigidez, através da
rotina chol. Posteriormente, testamos a utilização do método dos gradientes conjugados,
aplicando a rotina pcg com diferentes precondicionadores, conforme veremos adiante.
5.1.1 Inicialização
Escolhemos o vetor de densidades inicial como sendo um vetor constante com
todas as componentes iguais à fração de volume máximo permitido. Por exemplo, se a
estrutura deve ocupar no máximo 40% do volume total do domínio, tomamos um vetor
com dimensão igual ao número de elementos na malha e com todas as componentes iguais
a 0,4. Com isso, o ponto inicial é factível para o problema.
Para todos os problemas resolvidos, o raio da região de confiança inicial é
δ0 = 0,1 e o raio mínimo é δmin = 10−4. O parâmetro da função de mérito inicial é θ0 = 1,
e θmax = 1. O limitante inferior para o valor das densidades é ρmin = 10−3. Esses e outros
parâmetros presentes no Algoritmo 1 foram obtidos experimentalmente, tendo como base
os trabalhos de Gomes e Senne [13] e Senne [22].
5.1.2 Permutação de mínimo grau da matriz de rigidez
Nos problemas de otimização topológica, precisamos resolver sistemas lineares
da forma Ku = f para calcular os valores da função objetivo f = fTu. Após impormos
condições de contorno, a matriz de rigidez K se torna definida positiva e podemos utilizar
a sua fatoração de Cholesky para resolver o sistema.
Como vimos, a matriz K é esparsa. Entretanto, durante a decomposição de
Cholesky podem aparecer muitas entradas não nulas no fator de Cholesky, fazendo com
que ele não seja mais tão esparso. Para minimizar esse problema, é necessário reordenar
as linhas e colunas da matriz antes de calcular a fatoração. Fazemos isso através de uma
matriz de permutação P, multiplicando K à esquerda por P e à direita por PT , para
manter a simetria e outras propriedades da matriz, ou seja, fazemos
PKPT .
Na prática, não precisamos armazenar a matriz P, mas apenas um vetor com os índices
das permutações de linhas.
Encontrar a melhor permutação, que fornece menos elementos não nulos no
fator de Cholesky, é um problema complexo. Felizmente, há heurísticas que encontram
boas soluções em um tempo razoável. Neste trabalho, utilizamos a heurística do mínimo
grau. A Figura 5.1 mostra uma matriz de rigidez antes e depois da permutação de mínimo
grau, e os respectivos fatores de Cholesky. O número de entradas não nulas do fator
de Cholesky de K ultrapassa 10 milhões, enquanto que, para a matriz K permutada,
esse número cai para um pouco mais de 4,2 milhões. Esses dados foram obtidos para o
problema da viga em balanço cb30x10x10, que será descrito na Seção 5.2.
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Figura 5.1: Análise da permutação de mínimo grau de uma matriz de rigidez.
Para resolver um sistema do tipo Ku = f com o reordenamento da matriz K,
escrevemos
PKPTPu = Pf.
Assim, basta calcular a fatoração de Cholesky de PKPT , ou seja, determinar R tal que
RTR = PKPT , permutar o vetor f e resolver
RTR(Pu) = RTRv = Pf,
o que pode ser feito resolvendo-se dois sistemas triangulares: RTw = Pf e Rv = w. Por
fim, recuperamos u calculando u = PTv.
A permutação de mínimo grau obtida na primeira iteração pode ser utilizada
em todas as demais iterações do método, já que ela só depende das posições das entradas
não nulas da matriz K e não dos seus valores. Entretanto, nos problemas tridimensionais,
notamos que algumas entradas da primeira matriz de rigidez, que deveriam ser não nulas,
na verdade são somas de termos que se cancelam, resultando em zeros. Assim, o padrão de
esparsidade da matriz K se altera e a permutação não funciona bem nas demais iterações.
Para contornar esse problema, de início obtemos a permutação de uma matriz de rigidez
artificial, na qual atribuímos valores positivos a todos os elementos que podem assumir
valores não nulos. Essa permutação é, então, utilizada para todas as matrizes K que
aparecem em seguida.
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5.1.3 Critério de parada
O Algoritmo 1 gera uma sequência de iterandos x(k), que se aproximam cada
vez mais de um ponto estacionário do problema (4.1). Como o valor da função objetivo
decresce, esse ponto tende a ser um minimizador local. Na prática, precisamos parar o
algoritmo em algum momento, seguindo algum critério adequado.
De início, consideramos um critério de parada muito simples, baseado no ta-
manho do passo, interrompendo o algoritmo quando ‖s˜‖∞ < 10−3 por três vezes seguidas.
A obtenção de passos pequenos subsequentes indica que o método não consegue caminhar
e podemos estar próximos de uma solução. Outro critério parecido com esse é baseado
no decréscimo da função objetivo, parando quando
∣∣f(x(k))− f(x(k−1))∣∣ < 10−3 por três
vezes seguidas.
Nos resultados apresentados aqui, utilizamos um critério de parada um pouco
mais robusto, baseado nas condições Karush-Kuhn-Tucker (KKT) do problema (4.1) (veja,
por exemplo, Friedlander [11] ou Ribeiro e Karas [20]).
Seja PX(y) a projeção ortogonal de y no conjunto X = {x ∈ Rn | xl ≤ x ≤ xu}
das restrições de caixa do problema. Considere ∇L(x(k), λ(k)) o gradiente do Lagrangiano
associado apenas às restrições de igualdade, em que λ(k) é o vetor dos multiplicadores
de Lagrange associados a essas restrições. Uma aproximação para esses multiplicadores




(k) −∇L(x(k), λ(k)))− x(k),
e paramos o algoritmo quando
∥∥gP (x(k))∥∥∞ < 10−3 por três vezes seguidas.
Além disso, colocamos um limite de 500 iterações como critério de parada
adicional. Entretanto, em nenhum dos testes apresentados esse limite foi atingido, de
modo que apenas o critério do gradiente projetado foi utilizado na prática.
5.2 Estruturas testadas
Nesta seção, mostramos os exemplos de estruturas testados. Os dois primeiros
são clássicos na literatura: a viga em balanço e a viga MBB. Consideramos primeiramente
domínios quase bidimensionais, com poucas camadas de elementos na direção z, com a
finalidade de testar a implementação. Os Exemplos 3 e 4 correspondem à viga em balanço
e à viga MBB tridimensionais, respectivamente. O Exemplo 5 é uma torre de transmissão
de energia e o Exemplo 6 é um suporte de motor de aeronaves.
Para todos eles, por simplicidade, consideramos que os elementos finitos têm
as três dimensões medindo 1 unidade de comprimento (cm ou m), que o módulo de Young
do material que compõe as estruturas é E = 1 N/cm2 (ou 1 N/m2) e que o coeficiente de
Poisson é ν = 0,3.
Exemplo 1 - Viga em balanço
Este tipo de estrutura é frequentemente empregado na literatura de otimização
topológica. Em geral, uma das extremidades da viga é engastada, isto é, fixada em outro
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corpo rígido (impedindo os deslocamentos em todas as direções), e a outra extremidade
recebe uma carga, motivo pelo qual dizemos que ela está em balanço.
A Figura 5.2 ilustra o domínio do problema. Uma força uniformemente distri-
buída na direção z, com intensidade 1 N/cm, é aplicada para baixo na altura média da
extremidade não apoiada. A estrutura deve ocupar, no máximo, 40% do volume total do
domínio.
Figura 5.2: Domínio inicial do problema da viga em balanço.
Nomeamos cb60x30x2 o problema no qual esse domínio possui 60 cm de com-
primento (direção x), 30 cm de altura (direção y) e 2 cm de largura (direção z). O domínio
foi discretizado em 3600 elementos, com um total de 5673 nós.
Exemplo 2 - Viga MBB
A viga originalmente produzida pela empresa alemã Messerschmitt-Bolkow-
Blohm, mais conhecida como viga MBB, se tornou outro clássico da otimização topológica
estrutural. Em geral, ela possui apoios nos cantos inferiores das duas extremidades e uma
carga é aplicada na parte superior central.
A Figura 5.3 ilustra o domínio do problema. Uma força uniformemente distri-
buída na direção z, com intensidade 1 N/cm, é aplicada para baixo na parte central da
face superior. A estrutura deve ocupar, no máximo, 50% do volume total do domínio.
Figura 5.3: Domínio inicial do problema da viga MBB.
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Nomeamos mbb120x20x2 o problema em que esse domínio possui 120 cm de
comprimento (direção x), 20 cm de altura (direção y) e 2 cm de largura (direção z). O
domínio foi discretizado em 4800 elementos, com um total de 7623 nós.
Exemplo 3 - Viga em balanço
Neste exemplo, consideramos outra viga em balanço, mas agora com mais
camadas de elementos na direção z. A Figura 5.4 ilustra o domínio do problema. Uma
força concentrada, com intensidade 1 N , é aplicada para baixo no ponto médio da aresta
inferior direita. A estrutura deve ocupar, no máximo, 20% do volume total do domínio.
Figura 5.4: Domínio inicial do problema da viga em balanço tridimensional.
Nomeamos cb30x10x10 o problema em que esse domínio possui 30 cm de
comprimento (direção x), 10 cm de altura (direção y) e 10 cm de largura (direção z). O
domínio foi discretizado em 3000 elementos, com um total de 3751 nós.
Nomeamos cb60x20x20 o problema no qual o domínio possui 60 cm de com-
primento, 20 cm de altura e 20 cm de largura. Nesse caso, o domínio foi discretizado em
24000 elementos, com um total de 26901 nós.
Nomeamos cb96x32x32 o problema no qual o domínio possui 96 cm de com-
primento, 32 cm de altura e 32 cm de largura. Nesse caso, o domínio foi discretizado em
98304 elementos, com um total de 105633 nós.
Também consideramos outros refinamentos para este exemplo na Seção 5.5,
mantendo as proporções entre as três dimensões do domínio.
Exemplo 4 - Viga MBB
Neste exemplo, consideramos outra viga MBB, porém com mais camadas de
elementos na direção z. A Figura 5.5 ilustra o domínio do problema. Uma força concen-
trada, com intensidade 1 N , é aplicada para baixo no ponto central da face superior. A
estrutura deve ocupar, no máximo, 20% do volume total do domínio. Neste e nos pró-
ximos dois exemplos, consideramos que os apoios estão aplicados nos quatro vértices da
face inferior do domínio.
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Figura 5.5: Domínio inicial do problema da viga MBB tridimensional.
Nomeamos mbb60x10x10 o problema em que esse domínio possui 60 cm de
comprimento (direção x), 10 cm de altura (direção y) e 10 cm de largura (direção z). O
domínio foi discretizado em 6000 elementos, com um total de 7381 nós.
Nomeamos mbb120x20x20 o problema no qual o domínio possui 120 cm de
comprimento, 20 cm de altura e 20 cm de largura. Nesse caso, o domínio foi discretizado
em 48000 elementos, com um total de 53361 nós.
Nomeamos mbb180x30x30 o problema no qual o domínio possui 180 cm de
comprimento, 30 cm de altura e 30 cm de largura. Nesse caso, o domínio foi discretizado
em 162000 elementos, com um total de 173941 nós.
Exemplo 5 - Torre de transmissão
Neste exemplo, tentamos reproduzir uma torre de transmissão de energia elé-
trica. Para isso, consideramos o domínio da Figura 5.6, com apoios nos quatro cantos
inferiores. Uma carga concentrada, de intensidade 2 N , é aplicada para baixo na parte
central da face superior e outras duas cargas, ambas de intensidade 1 N , são aplicadas
para baixo em duas faces laterais opostas, na largura média e a 4/5 da altura do domínio
(onde estariam os braços da torre, que sustentam os cabos). A estrutura deve ocupar, no
máximo, 15% do volume total do domínio.
Figura 5.6: Domínio inicial do problema da torre de transmissão.
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Nomeamos tt10x50x10 o problema em que esse domínio possui 10 m de com-
primento (direção x), 50 m de altura (direção y) e 10 m de largura (direção z). O domínio
foi discretizado em 5000 elementos, com um total de 6171 nós.
Nomeamos tt20x100x20 o problema no qual o domínio possui 20 m de com-
primento, 100 m de altura e 20 m de largura. Nesse caso, o domínio foi discretizado em
40000 elementos, com um total de 44541 nós.
Nomeamos tt30x150x30 o problema no qual o domínio possui 30 m de com-
primento, 150 m de altura e 30 m de largura. Nesse caso, o domínio foi discretizado em
135000 elementos, com um total de 145111 nós.
Também consideramos outros refinamentos para este exemplo na Seção 5.5,
mantendo as proporções entre as três dimensões do domínio.
Exemplo 6 - Suporte de motor
O último exemplo representa um suporte de motor utilizado em aeronaves,
mais especificamente o suporte de motor GE (do inglês GE engine bracket). Considere o
domínio da Figura 5.7, com apoios nos quatro cantos inferiores. Duas forças concentradas,
de intensidade 1 N cada, são aplicadas na aresta superior da face de trás do domínio, uma
a 2/5 e outra a 3/5 do comprimento. A estrutura deve ocupar, no máximo, 25% do volume
total do domínio.
Figura 5.7: Domínio inicial do problema do suporte de motor.
Nomeamos eb30x10x15 o problema em que esse domínio possui 30 cm de
comprimento (direção x), 10 cm de altura (direção y) e 15 cm de largura (direção z). O
domínio foi discretizado em 4500 elementos, com um total de 5456 nós.
Nomeamos eb60x20x30 o problema no qual o domínio possui 60 cm de com-
primento, 20 cm de altura e 30 cm de largura. Nesse caso, o domínio foi discretizado em
36000 elementos, com um total de 39711 nós.
Nomeamos eb90x30x45 o problema no qual o domínio possui 90 cm de com-
primento, 30 cm de altura e 45 cm de largura. Nesse caso, o domínio foi discretizado em
121500 elementos, com um total de 129766 nós.
5.3 Resultados utilizando a fatoração de Cholesky
A seguir, apresentamos os resultados obtidos para os problemas propostos na
seção anterior, utilizando a fatoração de Cholesky da matriz de rigidez na resolução do
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sistema linear da condição de equilíbrio. Para cada problema, mostramos a estrutura
ótima obtida e dispomos em tabelas o número de iterações e o tempo necessários para a
programação linear sequencial obter uma solução ótima aproximada. Fornecemos também
o valor ótimo da função objetivo e a quantidade de entradas não nulas da matriz de rigidez
(K) e de seu fator de Cholesky (R).
Nas estruturas obtidas, exibimos somente os elementos com densidades maiores
que 0,5, como fazem os autores Liu e Tovar [15] para esconder os elementos brancos (ou
quase brancos) e facilitar a visualização. É importante notar que geralmente aparecem
elementos de cor cinza claro nas fronteiras entre o vazio e o sólido. No primeiro exemplo,
mostramos esse fenômeno, exibindo a estrutura com os elementos de densidades maiores
que 0,2. Em alguns casos tridimensionais, as camadas de elementos cinza claro cobrem
quase toda a estrutura, de modo que preferimos escondê-las para uma melhor visualização.
Resultados para o problema cb60x30x2
Para a viga em balanço cb60x30x2, utilizamos um raio do filtro r = 2,5 cm.
A Figura 5.8a mostra a estrutura ótima obtida, exibindo os elementos com densidades
maiores que 0,2. Observamos a presença de elementos com a cor cinza claro, ou seja, com
densidade mais próxima de zero, nas fronteiras entre o vazio e o sólido. Isso geralmente
acontece porque estamos utilizando um filtro espacial para redistribuir as densidades, e
é apenas nesses locais que os elementos cinza claro devem aparecer. A Figura 5.8b exibe
a mesma estrutura apenas com os elementos de densidades maiores que 0,5. No caso
tridimensional, as camadas de elementos cinza claro dificultam a visualização e decidimos
ocultá-las.
Notamos que a estrutura obtida assemelha-se bastante com aquelas comumente
encontradas na literatura para o mesmo tipo de problema na forma bidimensional. A
Tabela 5.1 mostra os resultados numéricos obtidos.
(a) ρ > 0,2. (b) ρ > 0,5.
Figura 5.8: Estrutura ótima obtida para o problema cb60x30x2.
Tabela 5.1: Resultados obtidos para o problema cb60x30x2.
Iter. Tempo (s) F. Obj. nnz(K) nnz(R)
182 55,62 191,56 1020474 3011256
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Resultados para o problema mbb120x20x2
Para a viga MBB mbb120x20x2, utilizamos um raio do filtro r = 2,5 cm. A
Figura 5.9 mostra a estrutura ótima obtida. Notamos que ela também se assemelha bas-
tante às estruturas do mesmo tipo encontradas na literatura. Isso sugere que estamos
obtendo soluções pertinentes e que também conseguimos resolver problemas bidimensio-
nais de forma adaptada. A Tabela 5.2 mostra os resultados numéricos obtidos. Apesar do
número grande de iterações, conseguimos resolver o problema em um tempo razoável.
Figura 5.9: Estrutura ótima obtida para o problema mbb120x20x2.
Tabela 5.2: Resultados obtidos para o problema mbb120x20x2.
Iter. Tempo (s) F. Obj. nnz(K) nnz(R)
314 140,81 224,13 1386721 3518234
Resultados para a viga em balanço
Para a viga em balanço cb30x10x10, utilizamos um raio do filtro r = 1,4 cm
e obtivemos a estrutura da Figura 5.10a. Para os outros refinamentos, cb60x20x20 e
cb96x32x32, utilizamos r = 1,5 cm e r = 2,2 cm, obtendo as estruturas das Figuras 5.10b
e 5.10c, respectivamente. O formato da estrutura é razoável e aparentemente não depende
da malha, ou seja, se mantém parecido nos diferentes refinamentos. No refinamento mais
grosso, isto é, com poucas camadas de elementos, não conseguimos ter muitos detalhes e
os contornos ficaram muito dentados. Isso é melhorado ao aumentarmos a quantidade de
elementos na malha, conseguindo uma viga mais detalhada.
Os resultados numéricos estão na Tabela 5.3. Observamos que o número de
iterações não cresceu ao aumentarmos a quantidade de elementos na malha, porém o
tempo de resolução cresceu bastante, como esperado.
Se comparado aos dois problemas anteriores, o problema cb30x10x10 possui
uma quantidade menor de elementos na malha, mas o fator de Cholesky da matriz de
rigidez tem mais entradas não nulas. Em geral, os problemas tridimensionais sofrem com
o consumo de memória do computador, como podemos constatar também pelo crescimento
da quantidade de entradas não nulas do fator R ao ampliarmos o número de elementos.
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(a) cb30x10x10. (b) cb60x20x20.
(c) cb96x32x32.
Figura 5.10: Estruturas ótimas obtidas para os problemas da viga em balanço.
Tabela 5.3: Resultados obtidos para os problemas da viga em balanço.
Problema Iter. Tempo (s) F. Obj. nnz(K) nnz(R)
cb30x10x10 30 9,76 54,93 761112 4215366
cb60x20x20 38 211,80 25,98 5961042 92434932
cb96x32x32 31 2103,67 17,43 24218766 724920912
Resultados para a viga MBB
Para a viga MBB mbb60x10x10, utilizamos um raio do filtro r = 1,7 cm. Já
para mbb120x20x20, utilizamos r = 2,5 cm, e para mbb180x30x30, utilizamos r = 4,0 cm.
Para essas vigas, obtivemos as estruturas das Figuras 5.11a, 5.11b e 5.11c, respectiva-
mente.
Os resultados numéricos estão na Tabela 5.4. Curiosamente, o número de ite-
rações diminuiu ao aumentarmos a quantidade de elementos na malha. Todavia, o tempo
de resolução cresceu demasiadamente, bem como a quantidade de entradas não nulas do
fator de Cholesky da matriz de rigidez, que chega a ultrapassar 1 bilhão. Esses aspectos
dificultam a obtenção de estruturas mais detalhadas em problemas tridimensionais.
Tabela 5.4: Resultados obtidos para os problemas da viga MBB.
Problema Iter. Tempo (s) F. Obj. nnz(K) nnz(R)
mbb60x10x10 100 82,45 32,54 1563389 11905551
mbb120x20x20 35 626,37 16,49 12087449 208335102
mbb180x30x30 23 10213,39 12,26 40318109 1159811331
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(a) mbb60x10x10 (b) mbb120x20x20
(c) mbb180x30x30
Figura 5.11: Estruturas ótimas obtidas para os problemas da viga MBB.
Resultados para a torre de transmissão
Na resolução do problema da torre de transmissão tt10x50x10, utilizamos um
raio do filtro r = 1,3 m. Para o problema tt20x100x20, também utilizamos r = 1,3 m, já
para o problema tt30x150x30, utilizamos r = 2,0 m. A Figura 5.12 exibe as estruturas
ótimas obtidas. A Tabela 5.5 mostra os resultados numéricos obtidos.
(a) tt10x50x10 (b) tt20x100x20 (c) tt30x150x30
Figura 5.12: Estruturas ótimas obtidas para os problemas da torre de transmissão.
Apesar da simplicidade, conseguimos uma estrutura condizente com aquela que
se espera, se levarmos em conta que a melhor distribuição do material gerou os quatro
pés da torre, os braços que sustentam os cabos e algumas barras ligando o centro e os
braços da torre. Também é interessante notar o surgimento de algumas barras ligando os
pés da torre, que parecem ser contraventamentos, que reforçam a estrutura e aumentam
a sua rigidez.
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Tabela 5.5: Resultados obtidos para os problemas da torre de transmissão.
Problema Iter. Tempo (s) F. Obj. nnz(K) nnz(R)
tt10x50x10 56 36,90 85,56 1302975 8292423
tt20x100x20 42 554,45 42,18 10078581 167940198
tt30x150x30 33 7028,46 33,35 33609555 971884710
Resultados para o suporte de motor
Para os problemas do suporte de motor eb30x10x15, eb60x20x30 e eb90x30x45,
utilizamos os raios do filtro r = 1,4 cm, r = 1,5 cm e r = 2,5 cm, respectivamente. As
estruturas ótimas obtidas são mostradas nas Figuras 5.13a, 5.13b e 5.13c. A Tabela 5.6
exibe os resultados numéricos obtidos. Não sabemos dizer com clareza porque o método
convergiu em poucas iterações neste caso.
(a) eb30x10x15 (b) eb60x20x30
(c) eb90x30x45
Figura 5.13: Estruturas ótimas obtidas para os problemas do suporte de motor.
Tabela 5.6: Resultados obtidos para os problemas do suporte de motor.
Problema Iter. Tempo (s) F. Obj. nnz(K) nnz(R)
eb30x10x15 11 7,42 17,84 1164870 8659437
eb60x20x30 11 142,92 15,45 9039555 194055708
eb90x30x45 6 2035,89 14,75 30182040 1112595048
5.4 Cholesky x gradientes conjugados
Nos resultados apresentados na seção anterior, observamos que a quantidade
de entradas não nulas no fator de Cholesky da matriz de rigidez cresce bastante ao au-
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mentarmos o número de elementos finitos na malha. Sendo assim, para os problemas
tridimensionais, temos uma dificuldade maior em conseguir refinamentos bons, uma vez
que precisamos de cada vez mais memória do computador para armazenar a matriz K e
o fator R, e também gastamos mais tempo na resolução dos problemas.
Queremos resolver problemas com discretizações mais finas da malha, ou seja,
com mais camadas de elementos nas três direções, para obter melhores detalhes e contor-
nos mais suaves nos formatos finais das estruturas. Nosso maior empecilho é resolver os
sistemas lineares Ku = f, que ficam cada vez maiores.
Quando estamos tratando de matrizes muito grandes e esparsas, uma alterna-
tiva à decomposição de Cholesky é utilizar o método dos gradientes conjugados, que é um
método iterativo para a resolução de sistemas lineares dessa forma (veja Watkins [27]).
Entretanto, em muitas aplicações, o método dos gradientes conjugados por
si só não é tão eficiente, exigindo um grande número de iterações para a obtenção da
solução do sistema. Para que ele seja mais efetivo, usualmente se recorre a algum tipo
de precondicionamento, que é uma técnica utilizada para melhorar o número de condição
da matriz e reduzir a quantidade de iterações necessárias para o método convergir. Além
disso, por ser um método iterativo, pode-se tentar escolher um bom ponto inicial e obter
as soluções dos sistemas mais rapidamente.
Dá-se o nome de precondicionador a uma matriz que aproxima a matriz original
do sistema linear, mas que é mais fácil de inverter. O mais simples dos precondicionadores
é o diagonal, formado pela matriz diagonal cujos elementos da diagonal são os mesmos
da matriz K. Apesar de pouco sofisticado, ele apresenta bons resultados, pois uma matriz
diagonal e a sua inversa podem ser obtidas sem esforço.
Um precondicionador mais elaborado é obtido a partir da fatoração de Cho-
lesky incompleta da matriz K. Nesse caso, aproximamos a matriz pelo produto R̂T R̂, onde
o fator R̂ é triangular superior e possui o mesmo padrão de esparsidade da matriz K. Dito
de outra forma, R̂ é obtido fazendo-se a fatoração de Cholesky sem gerar novos elementos
não nulos. Nos testes realizados, aplicamos a permutação de mínimo grau da matriz K
antes de fazer a fatoração.
Além desses dois, consideramos como precondicionador a fatoração de Cho-
lesky de uma matriz de banda formada pela diagonal principal, bem como pelas cinco
diagonais acima e pelas cinco diagonais abaixo da diagonal principal de K.
Nos testes com os precondicionadores, utilizamos uma precisão de 10−8 e um
número máximo de 8000 iterações para a rotina pcg do Matlab. Nas tabelas que seguem,
empregamos a seguinte legenda para os métodos de resolução dos sistemas lineares:
• Pcg0: método dos gradientes conjugados sem precondicionador;
• Pcg1: método dos gradientes conjugados com precondicionador diagonal;
• Pcg2: método dos gradientes conjugados com precondicionador sendo a fatoração
de Cholesky de uma matriz de banda extraída de K;
• Pcg3: método dos gradientes conjugados com precondicionador sendo a fatoração
de Cholesky incompleta de K permutada;
• Chol: decomposição de Cholesky de K permutada.
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Primeiramente, analisamos o desempenho dos precondicionadores resolvendo
um único sistema linear da forma Ku = f para os problemas descritos na Seção 5.2.
A Tabela 5.7 mostra o número de iterações necessárias para cada método resolver um
sistema linear. Destacamos em azul o melhor resultado em cada caso. Podemos notar que
todos os precondicionadores testados cumpriram bem o papel de reduzir o número de
iterações, sendo a fatoração de Cholesky incompleta o melhor deles.
Tabela 5.7: Número de iterações para resolver um sistema linear.
Problema Pcg0 Pcg1 Pcg2 Pcg3
cb30x10x10 112204 700 501 201
mbb60x10x10 184745 1488 1130 448
tt10x50x10 184414 1971 1657 604
eb30x10x15 543 410 346 167
cb60x20x20 580386 1380 985 442
mbb120x20x20 406525 2899 2289 989
tt20x100x20 759848 6682 5298 1925
eb60x20x30 60827 1482 1147 532
cb96x32x32 496225 1558 1300 656
mbb180x30x30 268189 3531 2971 1360
tt30x150x30 981616 6707 5682 2228
eb90x30x45 387203 2260 1894 801
Também analisamos o tempo gasto por cada método para resolver um sistema
linear, conforme mostra a Tabela 5.8. Destacamos em azul o menor tempo de cada linha.
Observe que nos últimos problemas, que têm uma quantidade maior de elementos na ma-
lha, o sistema linear passou a ser resolvido mais rapidamente pelo método dos gradientes
conjugados, com qualquer um dos precondicionadores. Casos excêntricos são os problemas
do suporte de motor eb30x10x15 e eb60x20x30, para os quais o método iterativo realizou
poucas iterações e consumiu um tempo reduzido mesmo sem nenhum precondicionador.
Comparando os três precondicionadores, de modo geral a fatoração de Cho-
lesky incompleta apresentou resultados mais eficientes. Entretanto, é importante notar
que o precondicionador diagonal teve um ótimo desempenho, principalmente para proble-
mas muito grandes, não ficando muito atrás da fatoração de Cholesky incompleta. Por
outro lado, o precondicionador dado pela matriz de banda extraída de K (Pcg2) não teve
o desempenho que esperávamos, pois não apresentou melhorias se comparado com o pre-
condicionador diagonal. Uma possível justificativa para isso é o alto custo para extrair
essa matriz de banda no Matlab, de modo que o método perde muito tempo na etapa
de montar o precondicionador. Seguindo essas análises, decidimos deixar na implemen-
tação apenas a matriz diagonal e a fatoração de Cholesky incompleta como opções de
precondicionadores.
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Tabela 5.8: Tempo (em segundos) para resolver um sistema linear.
Problema Pcg0 Pcg1 Pcg2 Pcg3 Chol
cb30x10x10 62,43 0,47 0,47 0,35 0,17
mbb60x10x10 235,23 2,12 2,06 1,65 0,38
tt10x50x10 167,44 2,04 2,44 1,67 0,30
eb30x10x15 0,48 0,37 0,51 0,46 0,30
cb60x20x20 2693,11 7,10 7,08 6,24 3,88
mbb120x20x20 4010,94 31,14 33,49 26,57 8,46
tt20x100x20 5300,39 51,48 57,84 39,16 6,88
eb60x20x30 366,42 9,94 10,92 9,71 8,93
cb96x32x32 9402,59 36,53 37,61 34,12 96,46
mbb180x30x30 9070,58 139,79 143,78 120,52 297,41
tt30x150x30 24617,59 189,79 208,10 148,47 227,27
eb90x30x45 8203,97 63,74 64,02 47,58 293,69
A Tabela 5.9 confronta os métodos de resolução dos sistemas lineares no que
diz respeito ao tempo total gasto pela PLS para obter a estrutura ótima dos problemas
de otimização topológica. Destacamos em azul o menor tempo de cada linha. De fato, o
método dos gradientes conjugados foi mais eficiente do que a decomposição de Cholesky
nos casos em que a quantidade de elementos na malha é grande, reduzindo o tempo
de resolução, além de demandar menos memória do computador, já que não precisamos
armazenar a matriz R.
Uma vantagem dos métodos iterativos é que, se tivermos em mãos um bom
ponto inicial, que já esteja próximo da solução, podemos utilizá-lo para obter convergên-
cia mais rapidamente. No caso da otimização topológica, conforme nos aproximamos da
solução, o vetor de densidades dos elementos se altera pouco a cada iteração, e o mesmo
acontece com os deslocamentos nodais. Dessa forma, a resolução dos sistemas lineares
Ku = f gera vetores u(k) que, a cada iteração k, vão ficando mais próximos do anterior
u(k−1).
Assim, na resolução do sistema linear da iteração k, podemos utilizar como
ponto inicial para o método dos gradientes conjugados o vetor u0 = u(k−1). Isso reduz
o tempo gasto na resolução dos sistemas, pelo menos para as últimas iterações da PLS.
Na Tabela 5.10 comparamos o tempo total para resolver os problemas, utilizando ou não
o ponto inicial no método dos gradientes conjugados, com os dois precondicionadores.
Destacamos em azul o menor tempo de cada linha.
Notamos que, para ambos os precondicionadores, a utilização do ponto inicial
reduziu o tempo de resolução de praticamente todos os problemas. O número total de
iterações do método dos gradientes conjugados também é reduzido, conforme mostra a
Tabela 5.11, na qual destacamos em azul o menor valor de cada linha.
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Tabela 5.9: Tempo total (em segundos) para resolver o problema.
Problema Pcg1 Pcg3 Chol
cb30x10x10 21,07 17,83 9,76
mbb60x10x10 418,02 319,24 82,45
tt10x50x10 154,90 127,41 36,90
eb30x10x15 11,28 10,74 7,42
cb60x20x20 354,32 326,09 211,80
mbb120x20x20 2120,45 2053,88 626,37
tt20x100x20 1389,62 1783,30 554,45
eb60x20x30 141,36 153,18 142,92
cb96x32x32 2048,66 1991,56 2103,67
mbb180x30x30 5919,64 5480,69 10213,39
tt30x150x30 5678,90 5519,25 7028,46
eb90x30x45 412,80 463,86 2035,89
Tabela 5.10: Tempo total (em segundos) para resolver o problema, utilizando ou não o









cb30x10x10 21,07 19,74 17,83 17,36
mbb60x10x10 418,02 429,25 319,24 308,79
tt10x50x10 154,90 34,81 127,41 125,13
eb30x10x15 11,28 9,79 10,74 9,80
cb60x20x20 354,32 338,54 326,09 320,31
mbb120x20x20 2120,45 2270,87 2053,88 2051,96
tt20x100x20 1389,62 1324,67 1783,30 1770,08
eb60x20x30 141,36 143,92 153,18 148,23
cb96x32x32 2048,66 2013,14 1991,56 1983,99
mbb180x30x30 5919,64 5918,15 5480,69 5435,63
tt30x150x30 5678,90 5216,68 5519,25 5570,91
eb90x30x45 412,80 415,16 463,86 474,99
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cb30x10x10 27045 25847 8221 7842
mbb60x10x10 298208 288996 83645 80401
tt10x50x10 132475 27357 41539 40741
eb30x10x15 8744 7277 3052 2595
cb60x20x20 64546 62574 21066 20645
mbb120x20x20 207361 206640 69896 69400
tt20x100x20 179932 169106 81335 80729
eb60x20x30 16460 15337 5953 5617
cb96x32x32 87721 85997 31613 31407
mbb180x30x30 150153 149199 54669 54075
tt30x150x30 201588 187889 76425 77019
eb90x30x45 11785 11676 5288 5173
Os valores ótimos da função objetivo ficaram praticamente idênticos em todos
os métodos testados, como mostra a Tabela 5.12. Apenas para os três problemas da torre
de transmissão os valores tiveram pequenas diferenças nas casas decimais. As topologias
ótimas obtidas também foram quase idênticas em todos os casos.
Por fim, na Tabela 5.13 mostramos o número de iterações necessárias para a
PLS encontrar uma solução ótima aproximada em cada problema e, entre parênteses em
azul, a quantidade de passos recusados. A soma dos dois valores é o número de repetições
do laço principal do algoritmo. Novamente, as únicas diferenças apareceram nos três pro-
blemas da torre de transmissão. Os problemas tt10x50x10 e tt30x150x30 convergiram
em um número menor de iterações com o precondicionador diagonal utilizando o ponto
inicial, porém o ponto encontrado teve um valor de função objetivo maior. Já o problema
tt20x100x20 convergiu em menos iterações com o precondicionador diagonal, e ainda
encontrou um ponto com valor de função objetivo menor.
Em geral, houve uma redução no número de iterações com o aumento do
número de elementos na malha. Suspeitamos que esse comportamento pudesse decorrer
do fato de usarmos a norma do gradiente projetado como critério de parada, em lugar
de empregar um critério relativo, que poderia ser obtido, por exemplo, dividindo-se a
norma no ponto corrente pela norma no ponto inicial. Todavia, isso não ocorreu, uma vez
que a norma do gradiente projetado na primeira iteração é parecida para os diferentes
refinamentos de um mesmo problema.
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cb30x10x10 54,93 54,93 54,93 54,93 54,93
mbb60x10x10 32,54 32,54 32,54 32,54 32,54
tt10x50x10 85,56 85,69 85,56 85,56 85,56
eb30x10x15 17,84 17,84 17,84 17,84 17,84
cb60x20x20 25,98 25,98 25,98 25,98 25,98
mbb120x20x20 16,49 16,49 16,49 16,49 16,49
tt20x100x20 42,10 42,10 42,18 42,18 42,18
eb60x20x30 15,45 15,45 15,45 15,45 15,45
cb96x32x32 17,43 17,43 17,43 17,43 17,43
mbb180x30x30 12,26 12,26 12,26 12,26 12,26
tt30x150x30 33,35 33,43 33,35 33,35 33,35
eb90x30x45 14,75 14,75 14,75 14,75 14,75










cb30x10x10 30 (5) 30 (5) 30 (5) 30 (5) 30 (5)
mbb60x10x10 100 (16) 100 (16) 100 (16) 100 (16) 100 (16)
tt10x50x10 56 (16) 20 (6) 56 (16) 56 (16) 56 (16)
eb30x10x15 11 (2) 11 (2) 11 (2) 11 (2) 11 (2)
cb60x20x20 38 (0) 38 (0) 38 (0) 38 (0) 38 (0)
mbb120x20x20 35 (10) 35 (10) 35 (10) 35 (10) 35 (10)
tt20x100x20 34 (5) 34 (5) 42 (13) 42 (13) 42 (13)
eb60x20x30 11 (0) 11 (0) 11 (0) 11 (0) 11 (0)
cb96x32x32 31 (2) 31 (2) 31 (2) 31 (2) 31 (2)
mbb180x30x30 23 (1) 23 (1) 23 (1) 23 (1) 23 (1)
tt30x150x30 33 (4) 31 (3) 33 (4) 33 (4) 33 (4)
eb90x30x45 6 (0) 6 (0) 6 (0) 6 (0) 6 (0)
Os resultados desta seção sugerem que podemos utilizar o método dos gradien-
tes conjugados para resolver os sistemas lineares da condição de equilíbrio dos problemas
de otimização topológica, sem causar muitas mudanças nos resultados finais. No caso de
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problemas com muitos elementos na malha, o método iterativo se mostrou mais eficiente,
além de demandar menos memória do computador. Entretanto, não podemos afirmar
qual dos métodos ou qual dos precondicionadores é melhor, pois isso depende de cada
problema.
Nos resultados das próximas duas seções, resolvemos os sistemas lineares uti-
lizando o método dos gradientes conjugados, com o precondicionador sendo a fatoração
de Cholesky incompleta da matriz de rigidez e utilizando a estratégia de aproveitar como
ponto inicial o vetor de deslocamentos nodais obtido na iteração anterior.
5.5 Análise do tempo em cada etapa do algoritmo
Nesta seção, analisamos como o tempo gasto em cada etapa do algoritmo se
altera conforme aumentamos o número de elementos na malha ou quando ampliamos
o raio do filtro espacial. Por questões práticas, consideramos problemas relativamente
pequenos, supondo que os resultados sejam extensíveis para problemas grandes. Para
tanto, apresentamos gráficos de tendência, utilizando o método dos quadrados mínimos
para encontrar a melhor curva de ajuste aos dados. Também averiguamos quais são as
etapas mais caras do algoritmo, calculando a porcentagem do tempo gasto em cada uma
com relação ao tempo total de resolução.
É importante notar que, para uma análise efetiva, não consideramos a resolu-
ção completa dos problemas, uma vez que cada tipo de problema apresenta um número
específico de iterações e recusas do passo, de modo que não é possível comparar o tempo
gasto na resolução de sistemas lineares quando um problema precisa resolver 50 sistemas
e outro resolve apenas 30, por exemplo. Sendo assim, nos resultados apresentados, para-
mos a resolução dos problemas em um número fixo de 20 repetições do laço principal do
algoritmo. Esse valor não ultrapassa a quantidade total de iterações necessárias para a
resolução completa de nenhum dos problemas considerados.
Dividimos as etapas principais do algoritmo da seguinte maneira:
• Resolução dos problemas lineares;
• Cálculo dos gradientes;
• Pré-filtragem;
• Aplicações do filtro;
• Montagem das matrizes de rigidez;
• Montagem dos precondicionadores;
• Resolução dos sistemas lineares.
A etapa de pré-filtragem corresponde à obtenção dos vizinhos de cada elemento
finito e ao cálculo dos fatores de peso, necessários para as aplicações do filtro. Essa etapa
é realizada uma única vez antes da primeira aplicação do filtro. Nas tabelas, também
acrescentamos a soma dos tempos gastos nas demais etapas e o tempo total. Apresenta-
mos os resultados obtidos para dois tipos de estruturas: a viga em balanço e a torre de
transmissão de energia. Utilizamos o profile do Matlab para obter os dados.
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5.5.1 Efeito do número de elementos
Primeiro, analisamos como o tempo gasto em cada etapa se altera quando
aumentamos o número de elementos na malha.
Para a viga em balanço, consideramos os problemas cb30x10x10, cb42x14x14,
cb48x16x16, cb54x18x18, cb60x20x20 e cb96x32x32, que possuem, respectivamente,
3000, 8232, 12288, 17496, 24000 e 98304 elementos. A Tabela 5.14 exibe os resultados ob-
tidos. Para a torre de transmissão, consideramos os problemas tt10x50x10, tt14x70x14,
tt16x80x16, tt18x90x18, tt20x100x20 e tt30x150x30, que possuem, respectivamente,
5000, 13720, 20480, 29160, 40000 e 135000 elementos. A Tabela 5.15 exibe os resultados
obtidos. Nas tabelas, destacamos entre parênteses em azul a porcentagem do tempo de
cada etapa com relação ao tempo total.
Observe que a resolução dos sistemas lineares é a etapa mais cara do algoritmo,
consumindo mais de 70% do tempo total em quase todos os casos, com exceção da primeira
viga em balanço. A montagem das matrizes de rigidez, utilizando o comando sparse,
também consome bastante tempo, embora a porcentagem com relação ao total diminua
conforme aumentamos o número de elementos na malha. Completando as três etapas mais
caras está a resolução dos problemas lineares, que passa a ocupar o segundo lugar nos
refinamentos maiores.
Tabela 5.14: Tempo (em segundos) gasto em cada etapa em função do número de elementos













































































































Total 11,30 41,74 72,51 114,48 184,93 1308,79
CAPÍTULO 5. RESULTADOS COMPUTACIONAIS 62
Tabela 5.15: Tempo (em segundos) gasto em cada etapa em função do número de elementos













































































































Total 36,25 163,55 273,43 446,85 670,15 3274,50
As Figuras 5.14 e 5.15 mostram as curvas de tendência que melhor se ajustam
aos dados para os problemas da viga em balanço e da torre de transmissão, respectiva-
mente. Comparando as curvas relacionadas a uma mesma etapa para os problemas de uma
estrutura e da outra, vemos que elas são bastante parecidas. Isso sugere que os resultados,
ainda que preliminares, fornecem informações relevantes sobre o comportamento da PLS
na resolução de problemas tridimensionais de otimização topológica estrutural.
Note que os tempos gastos nas etapas de cálculo dos gradientes, aplicações do
filtro, montagem das matrizes de rigidez e montagem dos precondicionadores apresentaram
um crescimento linear. Os dados das etapas de resolução dos problemas lineares, pré-
filtragem e resolução dos sistemas lineares foram melhor ajustados por polinômios de grau
2. Em todos os casos, o ponto mais afastado, relativo ao problema com mais elementos
na malha, se encaixou bem nas curvas de ajuste, sugerindo que elas são adequadas.
No caso da pré-filtragem, o tempo gasto no problema com mais elementos
aumentou bastante em relação aos outros. Esse salto se deve, em grande parte, ao fato de
estarmos utilizando um raio do filtro maior para esse problema. Mais adiante, estudaremos
a relação entre o tempo gasto nessa etapa e o tamanho do raio do filtro. Acreditamos que,
se resolvêssemos todos os problemas com o mesmo raio do filtro, o crescimento do tempo
consumido pela etapa de pré-filtragem seria menor.
Em geral, o crescimento do tempo total segue uma curva parecida com a da
resolução dos sistemas lineares, uma vez que essa é a etapa que consome a maior porcen-
tagem do tempo. Entretanto, observamos que o termo quadrático é pequeno, de modo que
o crescimento do tempo em função do número de elementos é bastante próximo de linear,
CAPÍTULO 5. RESULTADOS COMPUTACIONAIS 63











































































































































Figura 5.14: Curvas de tendência do tempo gasto em cada etapa em função do número
de elementos na malha, para o problema da viga em balanço.






























































































































Figura 5.15: Curvas de tendência do tempo gasto em cada etapa em função do número
de elementos na malha, para o problema da torre de transmissão.
5.5.2 Efeito do raio do filtro
Agora, analisamos o comportamento do tempo gasto em cada etapa do algo-
ritmo conforme ampliamos o raio do filtro espacial, responsável por redistribuir as densi-
dades de material em cada elemento finito e evitar a formação do tabuleiro de xadrez nas
topologias ótimas das estruturas.
Consideramos os problemas da viga em balanço cb60x20x20 e da torre de
transmissão tt20x100x20, e resolvemos cada um com cinco raios do filtro distintos, au-
mentando de 1 em 1. Na prática, os raios muito grandes não precisam ser utilizados para
os problemas testados, já que conseguimos bons resultados com raios pequenos, mas essas
análises nos dão informações do que pode acontecer em problemas realmente grandes,
com muitos elementos na malha, nos quais precisamos de fato aumentar o raio.
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Tabela 5.16: Tempo (em segundos) gasto em cada etapa em função do raio do filtro, para
o problema da viga em balanço.
Etapa r = 1,5 r = 2,5 r = 3,5 r = 4,5 r = 5,5
















































































Total 184,93 181,46 174,20 186,58 195,56
Tabela 5.17: Tempo (em segundos) gasto em cada etapa em função do raio do filtro, para
o problema da torre de transmissão.
Etapa r = 1,3 r = 2,3 r = 3,3 r = 4,3 r = 5,3
















































































Total 670,15 682,86 658,66 642,36 635,19
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As Tabelas 5.16 e 5.17 mostram os resultados obtidos para a viga em balanço
e para a torre de transmissão, respectivamente. Entre parênteses, em azul, exibimos a
porcentagem do tempo de cada etapa com relação ao tempo total.
Notamos que o tempo gasto na resolução dos sistemas lineares diminui ao
aumentarmos o raio do filtro, embora essa ainda seja a etapa mais cara do algoritmo,
seguida da resolução dos problemas lineares e da montagem das matrizes de rigidez. Além
disso, observamos um crescimento no tempo gasto nas etapas de cálculo dos gradientes,
aplicações do filtro e principalmente na pré-filtragem.
As Figuras 5.16 e 5.17 exibem as curvas de tendência que melhor se ajustam
aos dados para os problemas da viga em balanço e da torre de transmissão, respectiva-
mente. Novamente, as curvas relacionadas a uma mesma etapa para os problemas de uma
































































































































Figura 5.16: Curvas de tendência do tempo gasto em cada etapa em função do raio do
filtro, para o problema da viga em balanço.

































































































































Figura 5.17: Curvas de tendência do tempo gasto em cada etapa em função do raio do
filtro, para o problema da torre de transmissão.
O tempo gasto na etapa de resolução dos problemas lineares apresentou um
pequeno crescimento linear. Já as curvas de ajuste para o cálculo dos gradientes e para
as aplicações do filtro, passaram a ser cúbicas. O aumento no raio de fato faz com que
os cálculos necessários para a aplicação do filtro fiquem mais caros. Entretanto, o tempo
dessa etapa representa apenas uma pequena parcela do tempo total.
A pré-filtragem foi a etapa que apresentou o crescimento mais rápido quando
ampliamos o raio. Porém, lembramos que essa etapa é realizada uma única vez antes da
primeira aplicação do filtro, e que estamos analisando os tempos de apenas 20 repetições do
laço principal do algoritmo. Logo, se considerarmos a resolução completa de um problema
grande, o tempo da pré-filtragem não representará muito com relação ao tempo total.
As etapas de montagem das matrizes de rigidez e dos precondicionadores man-
tiveram os tempos praticamente constantes, uma vez que não dependem do raio do filtro.
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O tempo de resolução dos sistemas lineares por sua vez, apresentou uma pequena queda.
Em geral, o aumento no raio do filtro não causou uma diferença significativa no tempo
total de resolução dos problemas.
5.6 Simetria das estruturas
Em muitos casos, a estrutura possui simetrias que podemos explorar para
reduzir o tempo e a memória necessários para resolver o problema. A viga em balanço,
por exemplo, possui uma simetria por um plano paralelo ao plano xy. A viga MBB, por
sua vez, possui duas simetrias: uma por um plano paralelo ao plano xy e outra por um
plano paralelo ao plano yz, o mesmo acontecendo com a torre de transmissão.
Assim, podemos considerar que as densidades de material em elementos si-
métricos devem ser iguais e, portanto, só precisamos obter metade ou um quarto delas,
dependendo do caso. Com isso, reduzimos bastante a quantidade de variáveis do problema
e a dimensão das matrizes de rigidez.
Para obter apenas uma parte da estrutura, primeiro reduzimos o domínio do
problema, considerando somente a parte desejada, mas mantendo as cargas e os apoios
nos pontos originais. Depois, acrescentamos novos apoios nas faces criadas, impedindo os
deslocamentos nas direções ortogonais aos planos de corte. Por exemplo, na viga em ba-
lanço, cortamos o domínio na metade da largura, conforme a Figura 5.18, e acrescentamos
apoios por toda a nova face (destacada em lilás), impedindo o deslocamento na direção z.
Figura 5.18: Domínio da viga em balanço, considerando a simetria.
Na viga MBB, tomamos um quarto do domínio, cortando-o na metade da
largura e na metade do comprimento, conforme a Figura 5.19. Acrescentamos apoios
na face destacada em lilás, que impedem o deslocamento na direção z e apoios na face
destacada em verde, que impedem o deslocamento na direção x. Algo semelhante é feito
para a torre de transmissão.
Aplicamos essa estratégia para resolver um problema da viga em balanço com
um refinamento com 150 camadas de elementos na direção x, 50 na direção y e 50 na
direção z, totalizando 375000 elementos. Considerando a simetria esse valor cai pela me-
tade, ou seja, 187500 elementos. Após a resolução do problema, obtivemos a estrutura
da Figura 5.20a, que representa metade da viga. Calculando as densidades dos elementos
simétricos, obtemos a estrutura completa, mostrada na Figura 5.20b.
CAPÍTULO 5. RESULTADOS COMPUTACIONAIS 69
Figura 5.19: Domínio da viga MBB, considerando as simetrias.
Também resolvemos o problema da viga MBB, mbb300x50x50, com 187500
elementos em um quarto do domínio. Sem considerar as simetrias teríamos um domínio
com 750000 elementos. A Figura 5.21a exibe um quarto da estrutura ótima obtida, e a
Figura 5.21b mostra a viga completa. Fazemos o mesmo para o problema da torre de
transmissão, tt50x250x50, cuja estrutura ótima obtida é mostrada na Figura 5.22a e a
estrutura completa é exibida na Figura 5.22b.
Como se observa nas figuras, conseguimos obter estruturas com contornos mais
suaves e ótimos níveis de detalhe. A Tabela 5.18 mostra os resultados numéricos obtidos
nas resoluções desses problemas. Podemos notar que a exploração das simetrias permite
resolver problemas grandes em um número de iterações e um tempo consideravelmente
baixos.
(a) Metade da estrutura. (b) Estrutura completa.
Figura 5.20: Viga em balanço cb150x50x50.
(a) Um quarto da estrutura. (b) Estrutura completa.
Figura 5.21: Viga MBB mbb300x50x50.
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(a) Um quarto da estrutura. (b) Estrutura completa.
Figura 5.22: Torre de transmissão tt50x250x50.
Tabela 5.18: Resultados obtidos considerando as simetrias das estruturas.
Problema Iter. Tempo (s) F. Obj.
cb150x50x50 17 2939,56 26,25
mbb300x50x50 35 6386,53 31,30
tt50x250x50 46 4913,48 69,81
Na Tabela 5.12, notamos que o valor ótimo da função objetivo diminui con-
forme aumentamos o número de elementos na malha para um mesmo tipo de problema.
Entretanto, com a consideração das simetrias, esse valor é maior do que o obtido para
refinamentos menores. Isso ocorre pois as intensidades das cargas foram mantidas nos
domínios com as simetrias, ou seja, uma mesma carga está sendo suportada por me-
tade ou um quarto da estrutura, de modo que os deslocamentos dos pontos aumentam e,
consequentemente, a flexibilidade da estrutura aumenta.
Essa técnica, juntamente com a utilização do método dos gradientes conjugados
para resolver os sistemas lineares, reduz o consumo de memória do computador e nos
possibilita solucionar problemas de otimização topológica estrutural com refinamentos da
malha mais finos. Constatamos também que a programação linear sequencial obteve bons
resultados na solução dos problemas de otimização não linear associados. Apresentamos
a seguir a conclusão deste trabalho, com algumas discussões dos resultados obtidos.
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Capítulo 6
Conclusão
Neste trabalho, estudamos uma formulação para o problema de otimização
topológica de estruturas tridimensionais, aplicando o método dos elementos finitos para
discretizar os domínios nos quais as estruturas devem estar contidas. Também implemen-
tamos o método de programação linear sequencial (PLS) para resolver o problema em
questão.
Os resultados computacionais mostram que o método de otimização utilizado
apresenta bons resultados, sendo capaz de resolver quatro tipos de problemas distintos
sem gastar muitas iterações e obtendo topologias ótimas que condizem com a finalidade
de cada estrutura. Vimos que a implementação também é capaz de resolver problemas
bidimensionais de forma adaptada, ou seja, se considerarmos o domínio com apenas uma
ou duas camadas de elementos na direção z. A aplicação do filtro da média ponderada das
densidades foi bastante eficaz para evitar o tabuleiro de xadrez, que é uma instabilidade
numérica decorrente do tipo de elemento utilizado na discretização dos domínios. Além
disso, as topologias ótimas obtidas não dependeram tanto da malha, mantendo-se pare-
cidas em diferentes refinamentos. Naturalmente, o detalhamento das estruturas melhora
significativamente quando temos uma quantidade maior de elementos.
Constatamos que a resolução dos sistemas lineares relacionados à condição de
equilíbrio estático da estrutura é a etapa mais cara na solução dos problemas de otimização
topológica, consumindo mais da metade do tempo. Costuma-se utilizar a decomposição
de Cholesky da matriz de rigidez para resolver esses sistemas, mas, para isso, precisamos
armazenar os fatores de Cholesky, que possuem muitas entradas não nulas. A utilização
da permutação de mínimo grau é capaz de aumentar a esparsidade desses fatores, mas,
mesmo assim, o armazenamento deles demanda muita memória do computador. Esta situ-
ação se agrava nos problemas tridimensionais, nos quais as dimensões da matriz crescem
demasiadamente sem que aumentemos muito o número de elementos na malha. Testamos
então o método dos gradientes conjugados como alternativa para resolver os sistemas. Os
experimentos mostram que o método iterativo é mais eficiente nos casos em que o número
de elementos na malha é grande.
Com relação aos precondicionadores testados, a fatoração de Cholesky incom-
pleta apresentou melhores resultados, embora o precondicionador diagonal também tenha
sido proveitoso em alguns casos. Assim, mantivemos ambos como opções na implemen-
tação, bem como a utilização ou não de um ponto inicial para o método dos gradientes
conjugados, o que permite a convergência mais rápida. Em todos os casos, notamos que os
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valores ótimos da função objetivo e o número de iterações da PLS não se alteraram muito,
assim como as topologias ótimas obtidas. Ademais, a quantidade de passos recusados pelo
algoritmo foi razoável.
Observamos que os tempos gastos em várias etapas do algoritmo crescem de
forma aproximadamente linear quando aumentamos o número de elementos na malha.
Entretanto, o tempo consumido pela resolução de sistemas lineares e pela solução dos
problemas de programação linear cresce quadraticamente, o que inspira alguns cuidados
quando se resolve problemas de porte muito grande.
Com relação ao raio do filtro espacial, vimos que o aumento no tamanho do
raio faz com que os tempos das etapas de cálculo dos gradientes, pré-filtragem e aplicações
do filtro apresentem crescimentos um pouco mais rápidos. Entretanto, os tempos dessas
etapas não representam um percentual grande do tempo total de resolução dos problemas.
Por fim, conseguimos explorar as simetrias das estruturas, reduzindo as dimen-
sões dos domínios. A consideração das simetrias e a utilização do método dos gradientes
conjugados para resolver os sistemas lineares permitiram obter estruturas mais detalhadas,
diminuindo o tempo de resolução dos problemas e o consumo de memória do computador.
Como desdobramentos deste trabalho, sugerimos:
• A implementação em outra linguagem de programação (como C++, Fortran ou
Julia, por exemplo), com a intenção de reduzir o tempo gasto para obter as soluções.
• A utilização de outros tipos de elementos finitos tridimensionais, como o tetraédrico
com quatro nós, por exemplo.
• A inclusão de restrições de manufatura no problema.
• O uso de um método adaptativo ou de multirresolução, que permite a obtenção
de estruturas com uma alta resolução utilizando um baixo custo computacional,
conforme proposto por Nana et al. [18], Wang et al. [26] e Wu et al. [28].
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Apêndice A
Matriz de Rigidez do Elemento
Exibimos aqui as entradas da matriz de rigidez de um elemento finito prismá-
tico retangular, calculadas pela expressão (2.9). Como a matriz é simétrica, apresentamos
apenas a sua parte triangular superior. Além disso, muitas entradas apresentam termos
iguais, de modo que podemos simplificar o cálculo e a escrita considerando os coeficientes
α1 = a
2b2(ν − 1), α2 = a2c2(ν − 1), α3 = b2c2(ν − 1),
β1 = a
2b2(1− 2ν), β2 = a2c2(1− 2ν), β3 = b2c2(1− 2ν),
γ = 9abc,
lembrando que a, b e c são as dimensões do elemento, e ν é o coeficiente de Poisson do
material que compõe as estruturas. A matriz k(e) é dada por
k(e) =
E
(1 + ν)(1− 2ν) k˜,
onde as entradas de k˜ são:
k˜1,1 = (−2α3 + β1 + β2)/γ; k˜1,2 = c/12; k˜1,3 = b/12;
k˜1,4 = (4α3 + β1 + β2)/2γ; k˜1,5 = (4cν − c)/12; k˜1,6 = (4bν − b)/12;
k˜1,7 = (4α3 + β1 − 2β2)/4γ; k˜1,8 = −k˜1,2; k˜1,9 = k˜1,6/2;
k˜1,10 = (−2α3 + β1 − 2β2)/2γ; k˜1,11 = −k˜1,5; k˜1,12 = k˜1,3/2;
k˜1,13 = (−2α3 − 2β1 + β2)/2γ; k˜1,14 = k˜1,2/2; k˜1,15 = −k˜1,6;
k˜1,16 = (4α3 − 2β1 + β2)/4γ; k˜1,17 = k˜1,5/2; k˜1,18 = −k˜1,3;
k˜1,19 = −k˜1,1/4; k˜1,20 = −k˜1,14; k˜1,21 = −k˜1,12;
k˜1,22 = (−α3 − β1 − β2)/2γ; k˜1,23 = −k˜1,17; k˜1,24 = −k˜1,9;
k˜2,2 = (−2α2 + β1 + β3)/γ; k˜2,3 = a/12; k˜2,4 = k˜1,11;
k˜2,5 = (−2α2 + β1 − 2β3)/2γ; k˜2,6 = k˜2,3/2; k˜2,7 = k˜1,8;
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k˜2,8 = (4α2 + β1 − 2β3)/4γ; k˜2,9 = (4aν − a)/24; k˜2,10 = k˜1,5;
k˜2,11 = (4α2 + β1 + β3)/2γ; k˜2,12 = 2k˜2,9; k˜2,13 = k˜1,14;
k˜2,14 = (−2α2 − 2β1 + β3)/2γ; k˜2,15 = −k˜2,12; k˜2,16 = k˜1,23;
k˜2,17 = (−α2 − β1 − β3)/2γ; k˜2,18 = −k˜2,9; k˜2,19 = k˜1,20;
k˜2,20 = −k˜2,2/4; k˜2,21 = −k˜2,6; k˜2,22 = k˜1,17;
k˜2,23 = (4α2 − 2β1 + β3)/4γ; k˜2,24 = −k˜2,3; k˜3,3 = (−2α1 + β2 + β3)/γ;
k˜3,4 = k˜1,15; k˜3,5 = k˜2,6; k˜3,6 = (−2α1 + β2 − 2β3)/2γ;
k˜3,7 = k˜1,24; k˜3,8 = k˜2,18; k˜3,9 = (−α1 − β2 − β3)/2γ;
k˜3,10 = k˜1,12; k˜3,11 = k˜2,15; k˜3,12 = (−2α1 − 2β2 + β3)/2γ;
k˜3,13 = k˜1,6; k˜3,14 = k˜2,12; k˜3,15 = (4α1 + β2 + β3)/2γ;
k˜3,16 = k˜1,18; k˜3,17 = k˜2,9; k˜3,18 = (4α1 + β2 − 2β3)/4γ;
k˜3,19 = k˜1,21; k˜3,20 = k˜2,21; k˜3,21 = −k˜3,3/4;
k˜3,22 = k˜1,9; k˜3,23 = k˜2,24; k˜3,24 = (4α1 − 2β2 + β3)/4γ;
k˜4,4 = k˜1,1; k˜4,5 = k˜1,8; k˜4,6 = k˜1,18;
k˜4,7 = k˜1,10; k˜4,8 = k˜1,5; k˜4,9 = k˜1,21;
k˜4,10 = k˜1,7; k˜4,11 = k˜1,2; k˜4,12 = k˜1,24;
k˜4,13 = k˜1,16; k˜4,14 = k˜1,23; k˜4,15 = k˜1,3;
k˜4,16 = k˜1,13; k˜4,17 = k˜1,20; k˜4,18 = k˜1,6;
k˜4,19 = k˜1,22; k˜4,20 = k˜1,17; k˜4,21 = k˜1,9;
k˜4,22 = k˜1,19; k˜4,23 = k˜1,14; k˜4,24 = k˜1,12;
k˜5,5 = k˜2,2; k˜5,6 = k˜2,3; k˜5,7 = k˜2,4;
k˜5,8 = k˜2,11; k˜5,9 = k˜2,12; k˜5,10 = k˜1,2;
k˜5,11 = k˜2,8; k˜5,12 = k˜2,9; k˜5,13 = k˜2,22;
k˜5,14 = k˜2,17; k˜5,15 = k˜2,18; k˜5,16 = k˜2,19;
k˜5,17 = k˜2,14; k˜5,18 = k˜2,15; k˜5,19 = k˜2,16;
k˜5,20 = k˜2,23; k˜5,21 = k˜2,24; k˜5,22 = k˜2,13;
k˜5,23 = k˜2,20; k˜5,24 = k˜2,21; k˜6,6 = k˜3,3;
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k˜6,7 = k˜3,19; k˜6,8 = k˜3,11; k˜6,9 = k˜3,12;
k˜6,10 = k˜3,22; k˜6,11 = k˜3,8; k˜6,12 = k˜3,9;
k˜6,13 = k˜1,3; k˜6,14 = k˜3,17; k˜6,15 = k˜3,18;
k˜6,16 = k˜3,4; k˜6,17 = k˜3,14; k˜6,18 = k˜3,15;
k˜6,19 = k˜3,7; k˜6,20 = k˜3,23; k˜6,21 = k˜3,24;
k˜6,22 = k˜3,10; k˜6,23 = k˜3,20; k˜6,24 = k˜3,21;
k˜7,7 = k˜1,1; k˜7,8 = k˜1,2; k˜7,9 = k˜1,18;
k˜7,10 = k˜1,4; k˜7,11 = k˜1,5; k˜7,12 = k˜1,15;
k˜7,13 = k˜1,19; k˜7,14 = k˜1,20; k˜7,15 = k˜1,12;
k˜7,16 = k˜1,22; k˜7,17 = k˜1,23; k˜7,18 = k˜1,9;
k˜7,19 = k˜1,13; k˜7,20 = k˜1,14; k˜7,21 = k˜1,6;
k˜7,22 = k˜1,16; k˜7,23 = k˜1,17; k˜7,24 = k˜1,3;
k˜8,8 = k˜2,2; k˜8,9 = k˜2,24; k˜8,10 = k˜2,4;
k˜8,11 = k˜2,5; k˜8,12 = k˜2,21; k˜8,13 = k˜2,19;
k˜8,14 = k˜2,20; k˜8,15 = k˜2,6; k˜8,16 = k˜2,22;
k˜8,17 = k˜2,23; k˜8,18 = k˜2,3; k˜8,19 = k˜2,13;
k˜8,20 = k˜2,14; k˜8,21 = k˜2,12; k˜8,22 = k˜2,16;
k˜8,23 = k˜2,17; k˜8,24 = k˜2,9; k˜9,9 = k˜3,3;
k˜9,10 = k˜3,13; k˜9,11 = k˜3,20; k˜9,12 = k˜3,6;
k˜9,13 = k˜3,10; k˜9,14 = k˜3,5; k˜9,15 = k˜3,21;
k˜9,16 = k˜3,7; k˜9,17 = k˜2,3; k˜9,18 = k˜3,24;
k˜9,19 = k˜3,4; k˜9,20 = k˜3,11; k˜9,21 = k˜3,15;
k˜9,22 = k˜1,3; k˜9,23 = k˜3,8; k˜9,24 = k˜3,18;
k˜10,10 = k˜1,1; k˜10,11 = k˜1,8; k˜10,12 = k˜1,3;
k˜10,13 = k˜1,22; k˜10,14 = k˜1,17; k˜10,15 = k˜1,24;
k˜10,16 = k˜1,19; k˜10,17 = k˜1,14; k˜10,18 = k˜1,21;
k˜10,19 = k˜1,16; k˜10,20 = k˜1,23; k˜10,21 = k˜1,18;
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k˜10,22 = k˜1,13; k˜10,23 = k˜1,20; k˜10,24 = k˜1,15;
k˜11,11 = k˜2,2; k˜11,12 = k˜2,24; k˜11,13 = k˜2,16;
k˜11,14 = k˜2,23; k˜11,15 = k˜2,3; k˜11,16 = k˜2,13;
k˜11,17 = k˜2,20; k˜11,18 = k˜2,6; k˜11,19 = k˜2,22;
k˜11,20 = k˜2,17; k˜11,21 = k˜2,9; k˜11,22 = k˜2,19;
k˜11,23 = k˜2,14; k˜11,24 = k˜2,12; k˜12,12 = k˜3,3;
k˜12,13 = k˜3,22; k˜12,14 = k˜2,3; k˜12,15 = k˜3,24;
k˜12,16 = k˜3,19; k˜12,17 = k˜3,5; k˜12,18 = k˜3,21;
k˜12,19 = k˜3,16; k˜12,20 = k˜3,8; k˜12,21 = k˜3,18;
k˜12,22 = k˜3,13; k˜12,23 = k˜3,11; k˜12,24 = k˜3,15;
k˜13,13 = k˜1,1; k˜13,14 = k˜1,2; k˜13,15 = k˜1,18;
k˜13,16 = k˜1,4; k˜13,17 = k˜1,5; k˜13,18 = k˜1,15;
k˜13,19 = k˜1,7; k˜13,20 = k˜1,8; k˜13,21 = k˜1,24;
k˜13,22 = k˜1,10; k˜13,23 = k˜1,11; k˜13,24 = k˜1,21;
k˜14,14 = k˜2,2; k˜14,15 = k˜2,24; k˜14,16 = k˜2,4;
k˜14,17 = k˜2,5; k˜14,18 = k˜2,21; k˜14,19 = k˜2,7;
k˜14,20 = k˜2,8; k˜14,21 = k˜2,18; k˜14,22 = k˜2,10;
k˜14,23 = k˜2,11; k˜14,24 = k˜2,15; k˜15,15 = k˜3,3;
k˜15,16 = k˜3,13; k˜15,17 = k˜3,20; k˜15,18 = k˜3,6;
k˜15,19 = k˜3,22; k˜15,20 = k˜3,17; k˜15,21 = k˜3,9;
k˜15,22 = k˜3,19; k˜15,23 = k˜3,14; k˜15,24 = k˜3,12;
k˜16,16 = k˜1,1; k˜16,17 = k˜1,8; k˜16,18 = k˜1,3;
k˜16,19 = k˜1,10; k˜16,20 = k˜1,5; k˜16,21 = k˜1,12;
k˜16,22 = k˜1,7; k˜16,23 = k˜1,2; k˜16,24 = k˜1,9;
k˜17,17 = k˜2,2; k˜17,18 = k˜2,24; k˜17,19 = k˜2,4;
k˜17,20 = k˜2,11; k˜17,21 = k˜2,15; k˜17,22 = k˜1,2;
k˜17,23 = k˜2,8; k˜17,24 = k˜2,18; k˜18,18 = k˜3,3;
APÊNDICE A. MATRIZ DE RIGIDEZ DO ELEMENTO 79
k˜18,19 = k˜3,10; k˜18,20 = k˜3,14; k˜18,21 = k˜3,12;
k˜18,22 = k˜3,7; k˜18,23 = k˜3,17; k˜18,24 = k˜3,9;
k˜19,19 = k˜1,1; k˜19,20 = k˜1,2; k˜19,21 = k˜1,3;
k˜19,22 = k˜1,4; k˜19,23 = k˜1,5; k˜19,24 = k˜1,6;
k˜20,20 = k˜2,2; k˜20,21 = k˜2,3; k˜20,22 = k˜2,4;
k˜20,23 = k˜2,5; k˜20,24 = k˜2,6; k˜21,21 = k˜3,3;
k˜21,22 = k˜3,4; k˜21,23 = k˜3,5; k˜21,24 = k˜3,6;
k˜22,22 = k˜1,1; k˜22,23 = k˜1,8; k˜22,24 = k˜1,18;
k˜23,23 = k˜2,2; k˜23,24 = k˜2,3; k˜24,24 = k˜3,3.
