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Abstract
We study Ducci-sequences using basic properties of cyclotomic polynomials over F2. We determine the
period of a given Ducci-sequence in terms of the order of a polynomial, and in terms of the multiplicative
orders of certain elements in finite fields. We also compute some examples and study links between Ducci-
sequences, primitive polynomials and Artin’s conjecture on primitive roots.
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1. Introduction
The Ducci-sequence generated by X := (x1, . . . , xn) ∈ Zn is the sequence {X,D(X),D2(X),
. . .} where D :Zn → Zn is defined by D(x1, . . . , xn) = (|x1 −x2|, |x2 −x3|, . . . , |xn−x1|). Every
Ducci-sequence {X,D(X),D2(X), . . .} gives rise to a cycle, i.e., there are integers i and j with
0 i < j with Di(X) = Dj(X). When i and j are as small as possible, we say that the Ducci-
sequence has period (j − i). It is well known that for a given cycle all entries in all tuples are
equal to 0 or a constant C (e.g., [1] or [8]). Thus when studying periods of Ducci-sequences, we
can restrict our attention to Fn2 , where F2 denotes the integers modulo 2.
Ducci-sequences first appeared in 1937 [3], where their discovery is attributed to Profes-
sor E. Ducci. Since then, Ducci-sequences and their periods have been studied extensively. So
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worthwhile endeavour to explore the obvious, but striking links between Ducci-sequences and
cyclotomic polynomials. The results presented here have some similarities with known results, in
particular those in [2], but the method differs, and allows us to go further. We will see that when
we study Ducci-sequences, we are really interested in the following question. How do the multi-
plicative orders of the nth roots of unity (in some field extension of F2) change if we add 1 to any
of them? It is this mixture of multiplicative and additive structures that makes Ducci-sequences
interesting.
2. Sequences and periods
We start this section by defining the notions pre-period and period. Then we study a more
general class of sequences before we focus on Ducci-sequences.
Definition 2.1. Let S be an arbitrary set and s0, s1, . . . a sequence in S. The sequence is ultimately
periodic if there are numbers r ∈ N and n0 ∈ N0 such that sn+r = sn for all n n0. The smallest
n0 and r are called the pre-period and period, respectively.
Let R be a commutative ring and V a finite R-module. We are interested in the pre-period
and the period of the sequence v, rv, r2v, . . . for any fixed r ∈ R and v ∈ V . If we assume
that V is cyclic, say V = Rw, then V  R/I , where I = AnnR(w) := {r ∈ R | rw = 0} (the
annihilator ideal of w). Notice that AnnR(w) = AnnR(V ) = {r ∈ R | rv = 0 for all v ∈ V }. If R
is also a PID, then V  R/〈s〉 for some s ∈ R (here 〈i1, . . . , im〉 denotes the ideal generated by
i1, . . . , im).
Now consider the case where R = F2[x],V = Fn2 and the actions of the constant polynomials
are given by the usual multiplication. The action of x can be described by some n × n matrix
A ∈ Mn(F2). If we again assume that Fn2 is a cyclic F2[x]-module (which limits the possible
A’s), then V  F2[x]/〈fA,n(x)〉, where fA,n(x) ∈ F2[x] is the minimal polynomial of A (the
polynomial f (x) of minimal degree such that f (A) = 0). Also, AnnF2[x] Fn2 = 〈fA,n(x)〉. The
assumptions V = Fn2 and V  F2[x]/〈fA,n(x)〉 imply that degfA,n(x) = n. Thus fA,n(x) is also
equal to the characteristic polynomial of A.
For any v ∈ V , we denote by fv,A,n(x) the polynomial of minimal degree such that
fv,A,n(x)v = fv,A,n(A)v = 0, i.e., AnnF2[x](v) = 〈fv,A,n(x)〉. Notice that fv,A,n(x) | fA,n(x).
If this were not the case, the remainder of fA,n(x) upon division by fv,A,n(x) would have degree
smaller than degfv,A,n(x), and would also be in AnnF2[x](v). Since V  F2[x]/〈fA,n(x)〉, the
factors of fA,n(x) generate all annihilator ideals of elements in V .
Our discussion can certainly be generalized quite easily to any finite field, but since we are
mostly interested in Ducci-sequences, we state for ease of exposition all our results only for F2.
In the next definition and proposition we state the connection between the period of a sequence
and the order of a polynomial.
Definition 2.2. (See [7, Definition 3.2].) Let f (x) ∈ F2[x] with f (0) = 0. The order of f (x)
(denoted by Ord(f (x))) is the least positive integer s, such that f (x) | (xs − 1). Note that if
f (x) is a non-zero constant polynomial, then Ord(f (x)) = 1. If f (x) = xrg(x) with g(x) = 0,
we define Ord(f (x)) to be Ord(g(x)), and denote r by R(f (x)).
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Thus R(fv,A,n(x)) is the pre-period and Ord(fv,A,n(x)) the period of v, xv, x2v, . . . .
Proof. Recall that AnnF2[x](v) = 〈fv,A,n(x)〉. Hence,
fv,A,n(x) | xk
(
xl − 1) ⇔ xk(xl − 1)v = 0 ⇔ xk+lv = xkv. 
In the remainder of this paper we refer to cycles containing only the zero tuple as trivial
cycles.
Corollary 2.4. Let AnnF2[x](Fn2) = 〈xrg(x)〉 (i.e., fA,n(x) = xrg(x)), with g(x) ∈ F2[x] irre-
ducible over F2. Then all sequences of the form v, xv, x2v, . . . (v ∈ Fn2) with non-trivial cycles,
will have the same period.
Proof. Assume v appears in a non-trivial cycle. We can find arbitrarily large integers l such that
v = xlv. Thus fv,A,n(x) | xrg(x) implies fv,A,n(x) = g(x). Now use Proposition 2.3. 
Remark 2.5. (See [7, Theorem 3.3].) Let f (x) ∈ F2[x] be an irreducible polynomial over F2 of
degree m  1 with f (0) = 0. Then Ord(f (x)) is the multiplicative order of any root of f (x)
in F2m . It follows that for a polynomial g(x) with simple roots, Ord(g(x)) is the least common
multiple of the multiplicative orders of the roots of g(x) in their fields of definition.
The following result, on the order of a polynomial, will be useful in the section on even
Ducci-sequences.
Proposition 2.6. Let f (x) ∈ F2[x] with degf (x) 1 and f (0) = 0. Assume that one of the roots
of f (x) has multiplicity t , and all other roots have multiplicity less than or equal to t . Let α be
the smallest non-negative integer such that 2α  t . Then Ord(f (x)) is equal to 2α times the least
common multiple of the multiplicative orders of the roots of f (x) in their fields of definition.
Proof. Let f (x) = f n11 (x) . . . f nkk (x) be the factorization of f (x) in F2[x]. Recall that since
finite fields are perfect, all irreducible polynomials are separable, thus t is equal to the maximum
of the ni ’s that appear in the factorization of f (x). Assume that Ord(f (x)) = s = 2δm, with m
odd. Since f (x) | (xs − 1), all the roots of f (x) are roots of xs − 1 = (xm − 1)2δ . Since s is the
smallest positive integer such that f (x) | (xs − 1), and since (xm − 1) has simple roots, we must
have δ = α. To complete the proof it remains to show that m is the order of f1(x) . . . fk(x). The
result now follows from Remark 2.5. 
Corollary 2.7. Let w generate Fn2 as an F2[x]-module. Then w,xw,x2w, . . . is a sequence with
maximal period, i.e., the period of w,xw,x2w, . . . is maximal among all sequences of the form
v, xv, x2v, . . . . In fact, all other periods will divide the period of x, xw,x2w, . . . .
Proof. Since w generates Fn2, AnnF2[x](F
n
2) = 〈fw,A,n(x)〉. Thus fv,A,n | fw,A,n for all v ∈ Fn2 .
Now use Propositions 2.3 and 2.6. 
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So where do Ducci-sequences fit into this discussion? Let I :Fn2 → Fn2 and H :Fn2 → Fn2 be
the identity I (x1, . . . , xn) = (x1, . . . , xn) and cyclic left shift H(x1, . . . , xn) = (x2, . . . , xn, x1),
respectively. We consider Fn2 as an F2[x]-module (as above), where the action of x is given by
D := I + H ∈ Mn(F2). We have fD,n(x) = (1 + x)n + 1, and Fn2  F2[x]/〈(1 + x)n + 1〉 as
F2[x]-modules. It is easy to verify that Fn2 is a cyclic F2[x]-module, thus Ducci-sequences are a
special instance of the class of sequences considered in the previous section.
We will often use the fact that if n is odd, (1 + x)n + 1 =∏d|n Qd(1 + x), where Qd(x) is
the d th cyclotomic polynomial. From previous discussions and the Chinese remainder theorem
it follows that
F
n
2  F2[x]
/〈
(1 + x)n + 1〉⊕
d|n
F2[x]
/〈
Qd(1 + x)
〉 (3.1)
as F2[x]-modules.
In our arguments it will often be handy to think of Ducci-sequences as sequences from⊕
d|n F2[x]/〈Qd(1 + x)〉.
Before we continue our discussion on Ducci-sequences, we state the following result on fac-
torization of cyclotomic polynomials.
Remark 3.2. (See [7, Theorem 2.47].) Let n be odd and denote by φ the Euler function. The
cyclotomic polynomial Qn(x) ∈ F2[x] has degree φ(n) and factors in φ(n)/r irreducible poly-
nomials over F2 of degree r , where r is the least positive integer such that 2r ≡ 1 mod n. The
field F2r is the splitting field of both xn − 1 and Qn(x) over F2. In fact, Qd(x) splits in F2r for
all d | n.
Let qi,n(x), i ∈ In := {1,2, . . . , c(n)}, denote all the irreducible factors of the cyclotomic
polynomials Qd(x) ∈ F2[x] with d | n. We will assume that q1,n(x) = Q1(x) = 1 + x. Then
⊕
d|n
F2[x]
/〈
Qd(1 + x)
〉⊕
i∈In
F2[x]
/〈
qi,n(1 + x)
〉
. (3.3)
One can use Remark 3.2 to determine the finite fields F2[x]/〈qi,n(1 + x)〉 up to isomorphism.
Example 3.4. In this example we determine generators for Ducci-sequences with maximal pe-
riod. Let w ∈ Fn2 be such that w, (1 + x)w, . . . , (1 + x)n−1w span Fn2 as an F2-vector space.
The vector w could for example be any vector having exactly one non-zero component. Then w
generates Fn2 as an F2[x]-module. Thus from Corollary 2.7, w,xw,x2w, . . . will be a sequence
of maximal period. From this example follows that wˆ := (0, . . . ,0,1) is a generator for Ducci-
sequences with maximal period. The sequences wˆ, (1 + x)wˆ, . . . are called basic sequences (see,
for example, [4,5]).
Example 3.5. In this example we give an explicit description of the isomorphisms in (3.1) and
(3.3), and use this to determine when a tuple is in a cycle.
Let w be any generator of the cyclic F2[x]-module Fn2 . From the first isomorphism theorem for
modules, we have an isomorphism φw between the F2[x]-modules Fn and F2[x]/〈(1 + x)n + 1〉,2
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let gv(x) = vn + vn−1(1 + x)+ · · · + v1(1 + x)n−1 ∈ F2[x]. Then with wˆ as in Example 3.4, we
have that φwˆ : Fn2 → F2[x]/〈(1 + x)n + 1〉 defined by φwˆ(v1, . . . , vn) = φwˆ(gv(x)wˆ) = gv(x) +〈(1 + x)n + 1〉, is an isomorphism of F2[x]-modules. An isomorphism is obtained between Fn2
and
⊕
d|n F2[x]/〈Qd(1+x)〉 by mapping v ∈ Fn2 to the tuple having gv(x)+〈Qd(1+x)〉 in each
component. Similarly, an isomorphism is obtained between Fn2 and
⊕
i∈In F2[x]/〈qi,n(1 + x)〉
by mapping v ∈ Fn2 to the tuple having gv(x) + 〈qi,n(1 + x)〉 in each component.
Suppose n is odd, and v ∈ Fn2 is a tuple, with corresponding polynomial gv(x). Then it follows
from (3.1) and (3.3) that v is in a cycle if gv(x)+〈q1,n(1 + x)〉 = gv(x)+〈x〉 = 0. Equivalently,
gv(0) = 0 (i.e., v must have even parity). See also Proposition 4.1.
In the following result we give a description of the period of a Ducci-sequence in terms of the
order of a polynomial.
Proposition 3.6. Let v ∈ Fn2 and g˜v(x) := gcd(gv(x), (1 + x)n + 1). Then fv,D,n(x) = ((1 +
x)n + 1)/g˜v(x). In particular, the pre-period and period of the Ducci-sequence generated by v
is given by R(((1 + x)n + 1)/g˜v(x)) and Ord(((1 + x)n + 1)/g˜v(x)), respectively.
Proof. Using the isomorphism, described in Example 3.5, that maps v ∈ Fn2 to gv(x) +〈(1 + x)n + 1〉, it follows that we can do our calculations in terms of gv(x)+〈(1 + x)n + 1〉. The
polynomial fv,D,n(x) is the polynomial h(x) ∈ F2[x] of minimal degree such that ((1+x)n+1) |
h(x)gv(x). Thus fv,D,n(x) = ((1 + x)n + 1)/g˜v(x). The result now follows from Proposi-
tion 2.3. 
We now state and prove the main link between Ducci-sequences and cyclotomic polynomials.
We use the convention that the lowest common multiple of the empty set is 1.
Theorem 3.7. Assume n is odd (n even will be treated in the next section, see also [10]). Every
period of a Ducci-sequence of length n is the least common multiple of a subset of the following
set of integers: {Ord×((1 + x)+〈qi,n(x)〉) | i ∈ In} where Ord×((1 + x)+〈qi,n(x)〉) is the order
of (1 + x) + 〈qi,n(x)〉 in the multiplicative group of the finite field F2[x]/〈qi,n(x)〉.
Proof. The result follows by replacing x with 1 + x in Eqs. (3.1) and (3.3). 
Remark 3.8. Theorem 3.7 is equivalent to a result attributed to D. Richman in [8]. To the knowl-
edge of the authors, Richman’s paper (“Iterated absolute differences”) was never published.
We now restate Theorem 3.7 in a slightly different format.
Theorem 3.9. Assume n is odd. The period of the Ducci-sequence generated by v ∈ Fn2 is given
by
Per(v) = lcm{Ord×(1 + ζ ) | ζ ∈ F2r , ζ n = 1, gv(1 + ζ ) = 0},
where r is the smallest positive integer such that n | (2r − 1). Also, Ord×(0) := 1, and for non-
zero a, Ord×(a) denotes the multiplicative order of a ∈ F2r .
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Per(v) = lcm{Ord×(gv(x) + 〈qi,n(1 + x)〉) ∣∣ gv(x) + 〈qi,n(1 + x)〉 = 0}.
Replace x with (1 + x) to obtain
Per(v) = lcm{Ord×(gv(1 + x) + 〈qi,n(x)〉) ∣∣ gv(1 + x) + 〈qi,n(x)〉 = 0}.
From Remark 3.2 follows that all the fields F2[x]/〈qi,n(x)〉 may be considered as subfields
of F2r . Also, the elements x + 〈qi,n(x)〉, in the subfields F2[x]/〈qi,n(x)〉 of F2r , are precisely
the elements ζ ∈ F2r such that ζ n = 1. The observation that gv(1 + x)+ 〈qi,n(x)〉 = 0 is equiva-
lent to gv(1 + ζ ) = 0, completes the proof. 
Example 3.10. We now use Theorem 3.7 to calculate all periods of Ducci-sequences of length
n = 35. If we factor Q5(x),Q7(x) and Q35(x) over F2 we obtain the following:
Q5(x) = x4 + x3 + x2 + x + 1,
Q7(x) =
(
x3 + x2 + 1)(x3 + x + 1),
Q35(x) =
(
x12 + x10 + x9 + x8 + x7 + x4 + x2 + x + 1)
× (x12 + x11 + x10 + x8 + x5 + x4 + x3 + x2 + 1).
If we calculate the order of (1 + x) in the following fields:
F2[x]
/〈
x4 + x3 + x2 + x + 1〉,
F2[x]
/〈
x3 + x2 + 1〉,
F2[x]
/〈
x3 + x + 1〉,
F2[x]
/〈
x12 + x10 + x9 + x8 + x7 + x4 + x2 + x + 1〉,
F2[x]
/〈
x12 + x11 + x10 + x8 + x5 + x4 + x3 + x2 + 1〉,
we obtain 15, 7, 7, 819 and 4095, respectively. Thus (including the trivial cycle), all periods are
given by 1, 7, 15, 105, 819 and 4095.
4. Even Ducci-sequences
In this section we show that when determining periods of Ducci-sequences, we can restrict
our attention to tuples of odd length. If n = 2l , it is well known that we only have the trivial
cycle, since for any v ∈ Fn2, x2
l
v = I (v) + H 2l (v) = 0. Thus we consider sequences with length
not a power of 2. We obtain results similar to those in [8,10].
Proposition 4.1. Suppose n = 2lm, with m odd. Let v = (v1, . . . , vn) ∈ Fn2 and gv(x) = vn +
vn−1(1 + x) + · · · + v1(1 + x)n−1 ∈ F2[x]. Then the following are equivalent:
(1) v is in a cycle,
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(3) ∑m−1i=0 vi2l+j = 0 in F2 for all j = 1, . . . ,2l .
Proof. The tuple v is in a cycle if and only if the sequence w,xw,x2w, . . . has pre-period equal
to 0, where w = gv(x) + 〈(1 + x)n + 1〉 ∈ F2[x]/〈(1 + x)n + 1〉. Using Proposition 2.3, this
happens if and only if fw,D,n(x) is not divisible by x. From Proposition 3.6 follows that this is
equivalent to x2l | gv(x). This proves (1) ⇔ (2).
The equivalence (1) ⇔ (3) is Theorem 2 in [8]. Alternatively, we may deduce it from (2) by
some elementary algebra. 
Theorem 4.2. All periods (other than 1) of Ducci-sequences of length n = 2lm (where m > 1
is odd) are of the form 2αs, where 0  α  l, and s = 1 is the period of a Ducci-sequence of
length m. Conversely, any integer of the form 2r s, with r and s as above, will be the period of a
Ducci-sequence.
Proof. Periods of Ducci-sequences of length n are obtained by calculating orders of factors of
(1 + x)n + 1 = ((1 + x)m + 1)2l , and similarly, for Ducci-sequences of length m, we consider
orders of factors of (1 + x)m + 1. The result now follows from Proposition 2.6.
We now give an alternative argument that will allow us to determine explicitly the period of
any given cycle in Remark 4.3 and Corollary 4.5 below.
Since
(1 + x)m + 1 =
∏
i∈Im
qi,m(1 + x)
it follows that
(1 + x)n + 1 =
∏
i∈Im
q2
l
i,m(1 + x).
Recall that by previous notation, AnnF2[x](v) = 〈fv,D,n(x)〉. Take any
v ∈ Fn2  F2[x]
/〈
(1 + x)n + 1〉
that generates a sequence with a non-trivial cycle. Then
fv,D,n(x) = xr1
∏
i∈Im,i =1
q
ri
i,m(x + 1), 0 ri  2l ,
with ri  1 for some i  2. Also note that by taking all possible v ∈ Fn2  F2[x]/〈(x + 1)n + 1〉,
each of which generates a non-trivial cycle, we will get all possible choices of ri , with 0 ri  2l
and ri  1 for some i  2. From Proposition 2.3 it follows that the period of v, xv, x2v, . . . is
given by Ord(fv,D,n(x)). Let tv := maxi2 ri and t∗v be the smallest integer greater than or equal
to tv of the form 2α . Let
Fv(x) :=
∏
q
δ(ri )
i,m (x + 1),i∈Im,i =1
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simple, Ord(fv,D,n(x)) = t∗v Ord(Fv(x)) and Fv(x) | ((x + 1)m + 1). Thus Fv(x) generates the
annihilator ideal of a Ducci-sequence of length m. By taking all possible v which generate non-
trivial cycles, Fv(x) will be equal to any non-constant divisor of ((1 + x)m + 1)/x. The result
now follows from Proposition 2.3. 
Remark 4.3. The above argument provides an expression for the period of a tuple v =
(v1, . . . , vn) ∈ Fn2 in terms of the order of a polynomial. Indeed, let gv(x) = vn + vn−1(1 + x)
+ · · · + v1(1 + x)n−1 ∈ F2[x] and g˜v(x) = gcd(gv(x), (1 + x)n + 1). We may write g˜v(x) =
xs1
∏
i∈Im,i =1 q
si
i,m(x +1). Then fv,D,n(x) = ((x +1)n +1)/g˜v(x), and ri = 2l − si , for all i  1,
with notation as above. Next construct Fv(x) from fv,D,n(x) as above. We find that the period of
the Ducci-sequence generated by v is given by
Per(v) = t∗v Ord
(
Fv(x)
)= 2log2(maxi2 ri )Ord(Fv(x)). (4.4)
Moreover, to Fv(x) we associate gv′(x) := x∏i∈Im,i =1 q1−δ(ri )i,m (1 + x) = ((1 + x)m + 1)/Fv(x),
which corresponds to a tuple v′ ∈ Fm2 . The tuple v′ ∈ Fm2 is in a cycle of period Ord(Fv(x)). So
Theorem 4.2 relates the period of v ∈ Fn2 to the period of v′ ∈ Fm2 . This is in notable contrast to
[10, Theorem 6], which relates the period of v to the lowest common multiple of the periods of
2l tuples in Fm2 which are obtained from v by “compression” operators. It would be interesting
to relate v′ to these compressions of v. An interesting point is our passage from gv(x) to g˜v(x),
which corresponds to a “simplified” tuple v˜ ∈ Fn2, which generates a sequence of the same pre-
period and period as does v. Perhaps all the compressions of v˜ have the same period?
Corollary 4.5. Let n = 2lm with m odd. Let v = (v1, . . . , vn) ∈ Fn2 , v = 0, and let gv(x) =
vn + vn−1(1 + x) + · · · + v1(1 + x)n−1 ∈ F2[x]. Let 0 s < 2l be the largest integer for which
(((1 + x)m + 1)/x)s divides gv(x). Then the period of the Ducci-sequence generated by v is
Per(v) = 2log2(2l−s)lcm{Ord×(1 + ζ ) | ζ ∈ F2r , ζm = 1, Ordx=1+ζ (gv(x))< 2l},
where r is the smallest positive integer such that n | (2r − 1). Also, Ord×(0) := 1, Ord×(a) is
the multiplicative order of a ∈ F∗2r , and Ordx=t (f (x)) denotes the order of vanishing of f (x) at
x = t .
Proof. We use the notation of the proof of Theorem 4.2 and Remark 4.3. We first notice that
s = mini2 si , so 2l − s = maxi2 ri , and the power of 2 in the corollary is the same as in (4.4).
Notice that s < 2l , otherwise v = 0. From (4.4) it follows that in order to complete the proof, we
need to show that Ord(Fv(x)) = lcm{Ord×(1 + ζ ) | ζ ∈ F2r , ζm = 1, Ordx=1+ζ (gv(x)) < 2l}.
In order to do this, we have to calculate the period of v′ ∈ Fm2 (v′ was defined in Remark 4.3).
Since m is odd, we can use Theorem 3.9 to do this. As in the proof of Theorem 3.9, all the
fields F2[x]/〈qi,m(x)〉 may be considered as subfields of F2r , where r is the smallest positive
integer such that m | (2r − 1). Also, the elements x + 〈qi,m(x)〉, in the subfields F2[x]/〈qi,m(x)〉
of F2r , are precisely the elements ζ ∈ F2r such that ζm = 1. Note that with ζ = x + 〈qi,m(x)〉,
Ordx=1+ζ (gv(x)) < 2l ⇔ δ(ri) = 1 ⇔ gv′(1 + x) + 〈qi,m(x)〉 = 0 ⇔ gv′(1 + ζ ) = 0. This com-
pletes the proof. 
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In this section we consider Ducci-sequences of odd length.
In the following theorem we give sufficient conditions for Ducci-sequences to have only one
period other than 1. Before we state and prove our result, we give a statement of the case of
Artin’s conjecture relevant to our situation. Hooley [6] proved in 1967 that Artin’s conjecture
follows from the extended Riemann hypothesis. We are interested in the following special case
of Artin’s conjecture. Denote by S(2) the primes for which 2 is a primitive root, i.e., p ∈ S(2)
if all the non-zero classes modulo p can be obtained as powers of 2. Then the density of S(2)
relative to the primes is given by
CArtin =
∞∏
k=1
[
1 − 1
pk(pk − 1)
]
= 0.3739558136 . . . ,
where pk is the kth prime. In particular, Artin’s conjecture implies that 2 is a primitive root for
infinitely many primes.
Proposition 5.1. Assume p is prime and 2 is a primitive root modulo p. Then Ducci-sequences
of length p have only one period other than 1.
Proof. If 2 is a primitive root modulo p, then Qp(x + 1) is irreducible, by Remark 3.2. This
means that (x + 1)p + 1 has only two irreducible factors, and the result follows from (3.1)
and (3.3). 
It is an open question if having prime length is a necessary condition to have only one period
other than 1, but it is not necessary for 2 to be a primitive root modulo p. If p = 7, for example,
the possible periods are 1 and 7, but 2 is not a primitive root modulo 7.
So what is an obvious upper bound on P(n), the maximal period for Ducci-sequences of
length n? Since only tuples with an even parity are in a cycle, and since we also exclude the
trivial cycle (the cycle having just the zero tuple), we come up with the bound P(n) 2n−1 − 1.
For which n will this upper bound be reached? Before we can answer this question, we first recall
some results.
Let o(2, n) denote the smallest positive integer m such that 2m ≡ 1 mod n. Also, denote
by o(2, n,−1) the smallest positive integer m such that 2m ≡ −1 mod n, if it exists. Clearly,
o(2, n,−1) will not always be defined, but if it is, o(2, n) = 2o(2, n,−1) (see [2, Propo-
sition 2.5]). Let c1(n) = 2o(2,n) − 1 and c2(n) = n(2o(2,n,−1) − 1) (if it is defined). Then
c2(n) | c1(n), since
c1(n)/c2(n) =
(
22o(2,n,−1) − 1)/(n(2o(2,n,−1) − 1))= (2o(2,n,−1) + 1)/n,
and (2o(2,n,−1) + 1)/n ∈ N from the definition of o(2, n,−1). An interesting observation is that
the splitting field of Qn(x) (or xn + 1) has degree o(2, n) over F2. Since the multiplicative group
of this splitting field has order c1(n), the order of any element of the form α + 1, where α is an
nth root of unity, will divide c1(n). It is also well known (see [4, Theorem 2 and Corollary 3])
that the period of any Ducci-sequence of length n, divides c2(n). These bounds are not always
sharp, since for n = 37 we have periods 1 and 3 233 097, but c2(37) = 9 699 291. This is the
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and the next section.
Theorem 5.2. A Ducci-sequence of length n has a non-trivial cycle with period 2n−1 − 1 if and
only if n = 3 or n = 5.
Proof. For n = 3 and 5 the periods are {1,3} and {1,15}, respectively. Conversely, assume that
we have a Ducci-sequence of length n with period 2n−1 − 1. The period will equal this upper
bound if and only if we have only one non-trivial cycle. Therefore Qn(x) ∈ F2[x] is irreducible
(from 3.1), and from 3.2 it follows that n is prime and 2 a primitive root modulo n. From
the observation that 2 is a primitive root modulo n, it follows that c2(n) = n(2o(2,n)/2 − 1) =
n(2(n−1)/2 − 1). Since c2(n) = n(2(n−1)/2 − 1), and n(2(n−1)/2 − 1) < (2n−1 − 1) if n > 5, and
since the period of a Ducci-sequence of length n is at most c2(n), we conclude that n = 3 or
n = 5. 
Recall (e.g., [7, Definition 3.15]) that an irreducible polynomial f (x) ∈ F2[x] of degree m is
said to be primitive if x + 〈f (x)〉 generates (F2[x]/〈f (x)〉)∗.
Corollary 5.3. The polynomial ((x + 1)n + 1)/x ∈ F2[x] is primitive if and only if n = 3 or
n = 5. However, assuming Artin’s conjecture, it is irreducible over F2 for infinitely many n.
Proof. From [7, Theorem 3.16] we see that f (x) ∈ F2[x] with degf (x) = d is primitive over
F2 if and only if f (0) = 0 and Ord(f (x)) = 2d − 1. Let g(x) := ((x + 1)n + 1)/x. Then g(x)
is primitive if and only if the order of x + 〈g(x)〉 ∈ (F2[x]/〈g(x)〉)∗ is 2n−1 − 1. Since Fn2 
F2[x]/〈x〉⊕F2[x]/〈g(x)〉 as F2[x]-modules, we see that g(x) is primitive if and only if we have
a Ducci-sequence of length n with period 2n−1 − 1. Now apply Theorem 5.2
If we assume Artin’s conjecture, then 2 is a primitive root modulo p for infinitely many p.
Thus from Remark 3.2, Qp(x + 1) = g(x) is irreducible over F2 for infinitely many p. 
6. Computational results
Based on Theorem 3.7, we wrote a program in the Magma computational algebra system to
compute the following data. See also Example 3.10. From Theorem 4.2 it follows that it is not
necessary to consider Ducci-sequences of even length.
A complete table of periods was constructed for odd n up to 1305. The table below lists the
frequency and first occurrences of each possible sharpness relation between P(n), c1(n) and
c2(n) for these 652 cases. In the table, c2(n) is mentioned if and only if it exists.
Sharpness relation First occurrences Frequency
P(n) = c1(n) n = 7,15,21,23,31,35,39,45,47,49 385
P(n) < c1(n) n = 95,111,199,203,371,395,407,475,477,543 28
P(n) = c2(n) = c1(n) n = 3,5,9,17,33,65,129,257,513,1025 10
P(n) < c2(n) = c1(n) None 0
P(n) = c2(n) < c1(n) n = 11,13,19,25,27,29,41,43,53,57 204
P(n) < c2(n) < c1(n) n = 37,101,197,269,349,373,389,541,557,677 25
Notice that c2(n) = c1(n) implies that n = 2k + 1 for some k  1. Too see this, note that from
the definitions of c2(n) and c1(n), c2(n) = c1(n) implies that n(2o(2,n,−1)−1) = 2o(2,n)−1. Thus
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that P(n) = n(n − 2). Since n = 2o(2,n)/2 + 1, we conclude that c2(n) = c1(n) implies that
P(n) = c2(n) = c1(n).
The following table shows the distribution of the number of distinct periods for odd n with
3  n  1305. For example, Ducci-sequences of length n = 7 have 9 cycles different from the
trivial cycle, but all of them have period 7. Thus n = 7 contributes 1 to “Number of periods” equal
to 2. Number of periods not mentioned in the above table did not occur in the tested interval.
Number of periods 2 3 4 5 6 7 8 9 10 11 12 13 14
Frequency 171 38 36 77 71 30 34 32 16 21 19 17 10
Number of periods 15 16 17 18 19 20 21 22 23 24 25 26 27
Frequency 9 8 6 4 3 3 2 7 1 6 1 7 2
Number of periods 28 29 30 31 32 33 34 36 40 44 45 50 53
Frequency 4 3 2 2 1 1 2 1 1 1 1 1 1
The obtained data raises some questions:
Question 6.1. If there are exactly two periods for a given n, is n prime?
The converse is known to be false—the first counterexample is n = 17 with 3 periods 1, 85
and 255. A more dramatic counterexample is the prime 673 which results in 8 periods, the largest
of which is 11 291 065 695.
Question 6.2. If there are exactly three periods for a given n, is n prime or the square of a prime?
Question 6.3. Suppose p is an odd prime and n = p results in exactly two periods (i.e., a case
where the converse of Question 6.1 does hold). For k  1, is the number of periods for n = pk
exactly k + 1?
It is worth noting that many more cases for n  1307 were also tested, none of them con-
tradicting affirmative answers to any of the above questions. When 2n − 1 has a factorization
consisting of two or more large prime factors, these may be very difficult to find, complicat-
ing the application of Theorem 3.7. Skipping such troublesome cases, we constructed a table of
periods for odd n up to 4097, leaving 143 cases unresolved in this interval.
7. Conclusion
We have studied the behaviour of Ducci-sequences in Fn2 in some detail, but how does this
relate to the original Ducci-sequences in Zn? Let X = (x1, . . . , xn) ∈ Zn generate the sequence
X,D(X),D2(X), . . . , as in the Introduction. Then the sequence becomes cyclic, with tuples
having entries only in {0,C} for some constant C. But this might take some time (just how
long has been studied extensively as well, see, e.g., [9]). Another approach is to use reduction
modulo 2, which we now describe in algorithmic terms. Write n = 2lm with m odd.
(1) If X = 0 then X vanishes, and we are done.
(2) Divide out by any common factors of 2 in X.
(3) Let X¯ ∈ Fn be the reduction of X modulo 2.2
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is the smallest integer for which Dk(X¯) = 0. Now go to (1). Note that X¯ = (x¯1, . . . , x¯n)
vanishes if and only if for each t = 1, . . . ,2l , we have x¯i2l+t = x¯j2l+t for all 0  i < j 
m − 1, by [1, Theorem 2].
(5) If X¯ does not vanish, then the cycle it generates is isomorphic to the cycle generated by X,
and we are done.
Since it is clear that all Ducci-sequences in F2l2 vanish, this algorithm leads to a particularly
short proof of the fact that all Ducci-sequences in Z2l vanish, which is historically the first result
proved about Ducci-sequences.
We are left with some questions. Can we find better upper bounds than c1(n) and c2(n) (intro-
duced in the paragraph before Theorem 5.2) for the maximal period of Ducci-sequences? How
often will the maximal period be equal to c1(n) or c2(n)?
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