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The study on the boundary layer is important in both mathematics and physics. This paper
considers the nonlinear stability of boundary layer solutions for the Boltzmann equation
with cutoff soft potentials when the Mach number of the far ﬁeld is less than −1. Unlike
the collision frequency is strictly positive in the hard potential or hard sphere model, the
collision frequency has no positive lower bound for the cutoff soft potentials, so the decay
in time cannot be expected. Instead, the present paper proves that the solution will always
be in a small region around the boundary layer by noticing the decay property of collision
operator in velocity.
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1. Introduction
Consider the Boltzmann equation for rareﬁed gas
Ft + ξ · ∇x F = 1
κ
Q (F , F ),
where F (t, x, ξ) is the number density distribution function of particles with position space x = (x1, x2, x3) and velocity
ξ = (ξ1, ξ2, ξ3) at time t . κ is the Knudsen number. When the problem involves a boundary, there is usually a layer of width
in the order κ along the boundary which is called the Knudsen boundary layer. The equation for the boundary layer is a
stationary equation dependent only on (t, x1, ξ). In this paper, we assume the distribution function F around the boundary
layer depends only on (t, x1, ξ). In this case, the distribution functions are reduced to one-dimensional space variable and
three velocity variables at time t . In what follows, we still use x to denote x1 for simplicity of notations.
The incoming velocity distribution of Dirichlet type is speciﬁed at the boundary x = 0 for the well-posedness of the
problem, while the distribution function of the gas is required to be a global Maxwellian in the far ﬁeld because it is
expected that the gas tends to equilibrium away from the layer. Under these assumptions, the existence of the boundary
layer solutions for the linearized problem has been extensively studied, cf. [2,6–8]. In addition, there are some elaborate
numerical studies on this problem, cf. [1,3] and references therein. For the nonlinear boundary layer problem, the existence
of the boundary layer solutions for a gas of hard sphere model, hard potentials and soft potentials with angular cutoff have
been obtained in [5,11,14], respectively. Furthermore, [12,14] have studied the nonlinear stability of the boundary layers for
the gas of the hard sphere and hard potential model when the Mach number of the far ﬁeld is less than −1.
In the above stability analysis, the positive lower bound of the collision frequency is critical for the decay of perturbation
in time. And a decay in time to the boundary layer can be proved by combining the recursive weighted energy estimates
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lower bound. Therefore, no time decay to the boundary layer is expected and the analysis on the stability is more subtle.
Notice that the solution operator of the linearized equation will decay in time when the initial data decay faster in velocity
(Lemma 2.5) and the operator K or its modiﬁed operators K and K˜ provide the additional decay in velocity (Lemma 2.3),
we can obtain a uniform bound of the convolution in time between the linearized solution operator and nonlinear terms.
Based on it, the nonlinear stability of the boundary layers for cutoff soft potentials is proved when the Mach number of the
far ﬁeld is less than −1, but there is no time decay.
The boundary layer F (x, ξ) is given by the stationary Boltzmann equation⎧⎪⎨⎪⎩
ξ1Fx = Q (F , F ), x> 0, ξ ∈ R3,
F |x=0 = Fb(ξ), ξ1 > 0, (ξ2, ξ3) ∈ R2,
F → M∞(ξ) (x → ∞), t > 0, ξ ∈ R3,
(1.1)
where
M∞ = M(ρ∞,u∞,T∞)(ξ) =
ρ∞
(2π T∞)3/2
exp
(
−|ξ − u∞|
2
2T∞
)
. (1.2)
Here ρ∞ > 0, u∞ = (u∞,1,u∞,2,u∞,3) ∈ R3, and T∞ > 0 represent the macroscopic density, velocity and temperature of
the far ﬁeld. Here we normalize the gas constant R = 1. Up to a linear transformation in the ξ variable, it is assumed that
u∞,2 = u∞,3 = 0. The sound speed and Mach number of the far ﬁeld state are given respectively by
c∞ =
√
5
3
T∞, M∞ = u∞,1
c∞
.
As usual, the collision operator Q which is a bilinear integral operator takes the form
Q (F , F ) =
∫ ∫
R3×S2
|ξ − ξ∗|γ
(
F (ξ ′)F
(
ξ ′∗
)− F (ξ)F (ξ∗))B(θ)dξ∗ dω,
where
ξ ′ = ξ − [(ξ − ξ∗) ·ω]ω, ξ ′∗ = ξ∗ + [(ξ − ξ∗) ·ω]ω,
is the relation between velocities before and after each elastic collision, and cos θ = 〈ξ−ξ∗,ω〉|ξ−ξ∗| . In this paper, the soft potentials
of inverse power law under the Grad’s cutoff assumption is studied. We assume −2< γ  0 and B(θ) satisﬁes∫
S2
B(θ)dω B∗ > 0, 0< B(θ) C |cos θ |. (1.3)
We denote
Wβ(ξ) =
(
1+ |ξ |)−β(M[1,u∞,T∞])1/2. (1.4)
Since the boundary layer exists in a small neighborhood of the global Maxwellian M∞ , we set
F = M∞ +W0(ξ) f .
Then the problem (1.1) is reduced to⎧⎪⎨⎪⎩
ξ1 fx − L f = h, x> 0, ξ ∈ R3,
f |x=0 = b0(ξ) =W−10 (ξ)
(
Fb(ξ) − M∞
)
, ξ1 > 0, (ξ2, ξ3) ∈ R2,
f → 0 (x → ∞), t > 0, ξ ∈ R3,
(1.5)
where L is the linearized collision operator:
L f =W−10 (ξ)
{
Q (M∞,W0 f ) + Q (W0 f ,M∞)
}
,
and h is the nonlinear part:
h ≡ Γ ( f , f ) =W−10 (ξ)Q (W0 f ,W0 f ).
It is known that linear operator L takes the following form, cf. [9], for −3 γ  1,
Lg = −ν(ξ)g + K g,
where the collision frequency is
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∫
|ξ − ξ∗|γ M∞(ξ∗)B(θ)dξ∗ dω = c
∫
|ξ − ξ∗|γ M∞(ξ∗)dξ∗,
for some numerical constant c > 0. And the operator K = K1 − K2 is given by
K1g(ξ) =
∫ ∫
R3×S2+
|ξ − ξ∗|γ M
1
2∞(ξ∗)M
1
2∞(ξ)g(ξ∗)B(θ)dξ∗ dω, (1.6)
K2g(ξ) =
∫ ∫
R3×S2+
|ξ − ξ∗|γ M
1
2∞(ξ∗)
[
M
1
2∞(ξ ′)g
(
ξ ′∗
)+ M 12∞(ξ ′∗)g(ξ ′)]B(θ)dξ∗ dω, (1.7)
since W0(ξ) = ρ−
1
2∞ M
1
2∞ .
In what follows, we denote k j(ξ, ξ ′) ( j = 1,2) as the kernel of K j ( j = 1,2). For the soft potentials, it has been proved
[14] that there are constants 0< c1 < c2 such that
c1
(
1+ |ξ |)γ  ν(ξ) c2(1+ |ξ |)γ .
The following weight function σ(x, ξ) is introduced in [5], which overcame the diﬃculty from the sub-linear growth in
the collision frequency. It has been used to prove the existence of the boundary layer for soft potentials in [14]. The weight
function is
σ(x, ξ) = 5(δx+ l) 23−γ
(
1− η
(
δx+ l
(1+ |ξ − u∞|)3−γ
))
+
(
δx+ l
(1+ |ξ − u∞|)1−γ + 3|ξ − u∞|
2
)
η
(
δx+ l
(1+ |ξ − u∞|)3−γ
)
,
for some large positive constant l and a small positive constant δ. Here η : [0,∞) → R is a smooth nonincreasing function
satisfying η(s) = 1, for s 1, η(s) = 0 for s 2 and 0 η 1.
In what follows, we will use the following weight norm for the perturbation around the boundary layer,
[[ f ]]β = sup
x,ξ
σ
1
2
x
(
1+ |ξ |)β ∣∣ f (x, ξ)∣∣.
And the following weighted norm is deﬁned for the initial data,
{{ f }}β =
∥∥σ−1x f ∥∥L2x,ξ + [[ f ]]β .
Consider the initial boundary value problem,⎧⎪⎪⎪⎨⎪⎪⎪⎩
Ft + ξ1Fx = Q (F , F ), t > 0, x> 0, ξ ∈ R3,
F |x=0 = Fb(ξ), t > 0, ξ1 > 0, (ξ2, ξ3) ∈ R2,
F → M∞(ξ) (x → ∞), t > 0, ξ ∈ R3,
F |t=0 = F0(x, ξ), x> 0, ξ ∈ R3.
(1.8)
The main result in this paper can be stated as follows.
Theorem 1.1.When the Mach numberM∞ < −1, if the boundary data satisfy∣∣Fb(ξ) − M∞(ξ)∣∣ 0σ− 12x (0, ξ)e−σ (0,ξ)Wβ(ξ), ξ ∈ R3+, β > 3− 2γ ,
where the weight function Wβ and σ(x, ξ) are deﬁned above and 0 is a suﬃciently small positive constant, then there exists a
boundary layer solution F (x, ξ) to (1.1) obtained in [14]. For the initial boundary value problem (1.8), if the initial data satisfy{{
W−10 e
σ (F0 − F )
}}
β
< 1, β >
7
2
− 5γ
2
,
where 1 > 0 is a suﬃciently small constant, and l satisﬁes l  −3+γ , then there exists a unique solution F (t, x, ξ) such that for all
t > 0, [[
W−10 e
σ (F − F )]]
β
(t) C1.
This implies the nonlinearly stability of the boundary layer solution.
The rest of the paper is organized as follows. In Section 2, we recall the properties about the operators K and K˜ ﬁrstly.
Then, we get the estimates of the solution operators for the linear equations by a recursive energy method and a bootstrap
argument. The nonlinear stability of the boundary layer solution will be shown in Section 3.
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For later use, we introduce some notations: ξ˜ = ξ − u∞ . c, C and ci,Ci (i = 1, . . .) are generic positive numbers. (·,·) is
the standard L2 inner product in R+ × R3. For simplicity, we also denote that
K = eσ Ke−σ , K˜ = σ
1
2
x Kσ
− 12
x .
The operator kernels of K , K , K˜ are denoted by k(ξ, ξ ′), k¯(ξ, ξ ′) and k˜(ξ, ξ ′), respectively. We now recall some results which
appeared in [13,14].
Lemma 2.1. There exists a constant c > 0 such that
σx(x, ξ) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
δ(1+ |ξ˜ |)−1+γ , (x, ξ) ∈ Ω1,
cδ((δx+ l)− 1−γ3−γ + |ξ˜ |−1+γ ), (x, ξ) ∈ Ω2,
10δ
3−γ (δx+ l)−
1−γ
3−γ , (x, ξ) ∈ Ω3,
where
Ω1 =
{
(x, ξ)
∣∣ δx+ l < (1+ |ξ˜ |)3−γ }, Ω3 = {(x, ξ) ∣∣ δx+ l 2(1+ |ξ˜ |)3−γ },
Ω2 =
{
(x, ξ)
∣∣ (1+ |ξ˜ |)3−γ < δx+ l 2(1+ |ξ˜ |)3−γ }.
Then, for  suﬃciently small,
|σxξ1| ν(ξ)
2
.
Lemma 2.2. For all −3< γ  0,  is suﬃciently small.
(1) For any N  0, there are a suﬃciently small η1 > 0 and positive constants C , Cη1 such that
[[K g]]−γ+1  Cη1[[g]]−N + Cη1
∥∥σ 12x g∥∥L∞x (L2ξ ). (2.1)
(2) [[K g]]β  C[[g]]β+γ−2 for β  2− γ .
Lemma 2.3. The kernel k˜ of K˜ is a symmetric kernel, and it satisﬁes∫
R3
k˜(ξ,η)dη  C
(
1+ |ξ |)−2+γ , ∫
R2
k˜(ξ,η)dξ2 dξ3  C, (2.2)
when ε is small enough.
Proof. Firstly, we consider the operator K = −K1 + K2. From the deﬁnitions (1.5) and (1.6), we know that the kernels
k1(ξ,η) and k2(ξ,η) are symmetric.
Secondly, we give the estimates of k1(ξ,η) and k2(ξ,η) separately. Because
k1(ξ,η) C |ξ − η|γ M
1
2∞(ξ)M
1
2∞(η),
we know that k1(ξ,η) satisﬁes (2.2).
Similar to [10] and [14], we will use the increasing cut-off function χ(r) for the estimates of K2, with a small number  ,
χ(r) = 0 for r  , χ(r) = 1 for r  2.
Now split K2 into two parts:
K 1−χ2 g(ξ) =
∫ ∫
R3×S2+
|ξ − ξ∗|γ M
1
2∞(ξ∗)
(
1−χ(|ξ − ξ∗|))[M 12∞(ξ ′)g(ξ ′∗)+ M 12∞(ξ ′∗)g(ξ ′)]B(θ)dξ∗ dω,
Kχ2 g(ξ) =
∫ ∫
R3×S2+
|ξ − ξ∗|γ M
1
2∞(ξ∗)χ
(|ξ − ξ∗|)[M 12∞(ξ ′)g(ξ ′∗)+ M 12∞(ξ ′∗)g(ξ ′)]B(θ)dξ∗ dω.
When |ξ ′ − ξ ′∗| = |ξ − ξ∗| 2 , there exists constant C such that
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1
2∞(ξ∗) CM
1
2∞(ξ), M
1
2∞
(
ξ ′∗
)
 CM
1
2∞(ξ ′), M
1
2∞(ξ ′) CM
1
2∞
(
ξ ′∗
)
.
So the kernel k1−χ2 (ξ,η) of K
1−χ
2 satisﬁes that
k1−χ2 (ξ,η) C |ξ − η|γ M
1
2∞(ξ)M
1
2∞(η).
And k1−χ2 (ξ,η) satisﬁes (2.2), too.
For the kernel of kχ2 (ξ,η), we ﬁrst deﬁne ξ∞ =
√
T∞ξ + u∞ and η∞ = √T∞η + u∞ . Then we apply the following
transformation in the integral used in [10],
kχ2 (ξ∞, η∞) =
k(η − ξ, ζ⊥)
|ξ − η| exp
(
− (|ξ |
2 − |η|2)2
|ξ − η|2 − |ξ − η|
2
)
,
with
k(ξ‖, ζ⊥) ≡
∫
R2
e−|ξ⊥+ζ⊥|2
[|ξ‖|2 + |ξ⊥|2] γ−12 χ(√T∞(|ξ‖|2 + |ξ⊥|2) ) B(θ)|cos θ | dξ⊥,
where
η − ξ = ξ‖ = (V ·ω)ω, ξ⊥ = V − (V ·ω)ω, V = ξ − ξ∗,
ζ‖ + ζ⊥ = 1
2
[2ξ + ξ‖], ζ‖ ‖ ξ‖, ζ⊥ ‖ ξ⊥,
tan θ = |ξ⊥|/|ξ‖|, |ξ‖| = |V | cos θ =
(|ξ⊥|2 + |ξ‖|2)1/2 cos θ.
Following the estimates in [14], we can get that∫
R3
kχ2 (ξ,η)dη C
(
1+ |ξ |)−2+γ .
Furthermore, there exists C , we can get that∫
R2
kχ2 (ξ,η)dξ2 dξ3  C ,
because kχ2 (ξ∞, η∞) is integrable in R2.
Finally, we have
k˜χ2 (ξ∞, η∞) − kχ2 (ξ∞, η∞) =
k(η − ξ, ζ⊥)
|ξ − η| exp
(
−
1
2 (|ξ |2 − |η|2)2
|ξ − η|2 −
1
2
|ξ − η|2
)
× σ
1
2
x (x, ξ)exp
(
−1
2
(|ξ |2 − |η|2)2
|ξ − η|2 −
1
2
|ξ − η|2
)
× (exp[(σ(x,√T∞ξ) − σ(x,√T∞η∞))]− 1)σ− 12x (x, η)
≡ p(ξ,η)s(ε, ξ,η).
On the one hand, we know that p(ξ,η) has the similar properties of kχ2 (ξ∞, η∞). On the other hand, similar to the proof
in [5,13], we know that
sup
ξ,η
s(ε, ξ,η) → 0, as ε → 0.
So, the kernel k˜χ2 (ξ,η) satisﬁes (2.2) when we choose ε small enough. The proof of the kernels k˜1(ξ, ξ∗) and k˜
1−χ
2 (ξ,η) are
similar and simpler, we omit them here. The proof of this lemma is completed by combining all the discussions above. 
The following lemma appeared in [4], and it will be used here and there.
Lemma 2.4. For all p > 0 and m > 0, there exists some constant Cp,m such that
exp
{−pν(ξ)t}νm(ξ) Cp,m(1+ t)−m,
where ν(ξ) is the collision frequency for soft potentials.
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f = e−σ g . Then the problem (1.8) becomes⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
gt + ξ1gx − σxξ1g − L g = eσ (x,ξ)Γ
(
e−σ g, e−σ g
)
, t > 0, x> 0, ξ ∈ R3,
g|x=0 = b0(ξ) = eσ (0,ξ)W−10 (ξ)(Fb − M∞), t > 0, ξ1 > 0, (ξ2, ξ3) ∈ R2,
g → 0 (x → ∞), t > 0, ξ ∈ R3,
g|t=0 = g0(x, ξ) = eσ (x,ξ)W−10 (ξ)(F0 − M∞), x> 0, ξ ∈ R3.
(2.3)
Here
L = eσ Le−σ = ν + eσ Ke−σ ≡ ν + K .
Denote the corresponding stationary boundary layer solution to (1.1) which has been proved in [14] by F = M∞ +
W0e−σ g¯ , and let the initial g0 be a small perturbation of g¯ . Then the evolution equation on the difference g˜ = g − g¯ is⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
g˜t + ξ1 g˜x − σxξ1 g˜ − L g˜ = eσ (x,ξ)
{
L g˜ + Γ(g˜)
}
, t > 0, x> 0, ξ ∈ R3,
g˜|x=0 = 0 (ξ1 > 0), t > 0, (ξ2, ξ3) ∈ R2,
g˜ → 0 (x → ∞), t > 0, ξ ∈ R3,
g˜|t=0 = g˜0 = eσW−10 (F0 − F ), x> 0, ξ ∈ R3.
(2.4)
Here g˜0 = g0 − g¯ , L = 2Γ (e−σ g¯, e−σ g˜) and Γ(g˜) = Γ (e−σ g˜, e−σ g˜).
Let S(t) be the solution operator of the linear problem:⎧⎪⎨⎪⎩
ht + ξ1hx − εσxξ1h − Lεh = 0, t > 0, x> 0, ξ ∈ R3,
h|x=0 = 0 (ξ1  0), h → 0 (x → ∞), t > 0, ξ ∈ R3,
h|t=0 = h0(x, ξ), x> 0, ξ ∈ R3.
(2.5)
That is, h(t) = S(t)h0(x, ξ).
Similar to the cut-off hard potentials, we will use the recursive weighted energy estimates to derive an algebraic decay
in time for the solution operator of this linear problem. Set
ρ−1 = σ
1
2
x h, ρ
0 = h, ρ1 = σ−
1
2
x h, ρ
2 = σ−1x h.
When we choose l  −3+γ , it is straightforward to derive the following estimate by the same recursive weighted energy
estimates in [13]:(
ρ−1,ρ−1
)
(t) c(1+ t)−3
(
ρ2,ρ2
)
(0),
that is,∥∥σ 12x S(t)h0∥∥L2x,ξ  c(1+ t)− 32 ∥∥σ−1x h0∥∥L2x,ξ . (2.6)
Based on this energy estimate, the following lemma on the solution operator S(t) is essential to obtain the global
existence for the nonlinear problem (2.4) through the ﬁxed point theorem in Section 3. Set q = min{ 12 − 1γ , 32 } > 1 for
−2< γ < 0, we deﬁne
N1(T ) = sup
0tT
[[
S(t)h0
]]
β
, N2(T ) = sup
0tT
(1+ t)q[[S(t)h0]]β .
Lemma 2.5. For all β > 0, there exists constant C such that
N1(T ) C
([[h0]]β + ∥∥σ−1x h0∥∥L2x,ξ )= C{{h0}}β . (2.7)
Furthermore, there exists constant C such that
N2(T ) C
([[ν−2h0]]β + ∥∥σ−1x h0∥∥L2x,ξ ), (2.8)
where [[·]]β and {{·}}β are deﬁned in Section 1.
To prove (2.7) and (2.8), we consider a simpler linear solution operator. Let S0(t) be the solution operator of⎧⎪⎪⎪⎨⎪⎪⎪⎩
ht + ξ1hx − σxξ1h + ν(ξ)h = 0, t > 0, x> 0, ξ ∈ R3,
h|x=0 = 0, x> 0, ξ1 > 0, (ξ2, ξ3) ∈ R2,
h → 0 (x → ∞), t > 0, ξ ∈ R3,
3
(2.9)h|t=0 = h0(x, ξ), x> 0, ξ ∈ R .
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h(t) = S0(t)h0 = h0(x− ξ1t, ξ)χ(x− ξ1t)e−
∫ t
0 [ν(ξ)−σx(x−ξ1(t−s),ξ)ξ1]ds,
where χ(y) is the characteristic function for y > 0. The following proposition gives the bounds on the operator S0(t).
Proposition 2.6. For S0(t) deﬁned above, there exist positive constants C such that[[
S0(t)h0
]]
β
 C[[h0]]β (2.10)
and [[
S0(t)h0
]]
β
 C(1+ t)−2[[ν−2h0]]β . (2.11)
Proof. From the expression of S0(t)h0 and Lemma 2.1, we have∣∣(1+ |ξ |)βσ 12x (x, ξ)h(t, x, ξ)∣∣ H(t, x, ξ)[[e− νt4 h0]]β,
where H(x, t, ξ) = σ
1
2
x (x, ξ)σ
− 12
x (x− ξ1t, ξ)e− νt4 χ(x− ξ1t). Similar to the proof of Lemma 3.1 in [13], we can show that there
exists a constant C such that H(t, x, ξ) C by considering about the following two cases: (x, ξ) ∈ Ω1 ∪ Ω2 and (x, ξ) ∈ Ω3.
Here we omit the details. (2.10) holds because ν  0. Furthermore, it is easy to know that[[
e−
νt
4 h0
]]
β
 C(1+ t)−2[[ν−2h0]]β .
This completes the proof of lemma. 
As in [12], from (2.5) and (2.9), we can rewrite S(t) in terms of S0(t) and K = eσ Ke−σ :
S(t)h0 = S0(t)h0 +
t∫
0
S0(t − s)K S(s)h0 ds =
m−1∑
j=0
I j(t) + Jm(t),
I0(t) = S0(t)h0,
I j(t) =
t∫
0
S0(t − s)K I j−1(s)ds = S0K ∗ I j−1,
Jm(t) = (S0K ) ∗ (S0K ) ∗ · · · ∗ (S0K )︸ ︷︷ ︸
m
∗ h,
with h = S(t)h0. Here and hereafter, the notation ∗ stands for the convolution in t .
By using the estimate (2.6) and the decay property of the operator K˜ given in Lemma 2.3, we have the similar properties
as in [12,13].
Proposition 2.7. For all β  j  0 and 0 t  T , there exist C j such that[[
I j(t)
]]
β
 C j[[h0]]β− j,
[[
I j(t)
]]
β
 C j(1+ t)− 32
[[
ν−2h0
]]
β
. (2.12)
Furthermore, for j > β ,[[
I j(t)
]]
β
 C j[[h0]]0,
[[
I j(t)
]]
β
 C j(1+ t)− 32
[[
ν−2h0
]]
β
. (2.13)
Proof. The estimate of (2.12) for k = 0 comes from Proposition 2.6.
Suppose that (2.12) is true for k = j − 1 β , that is, for all 0 t  T ,[[
I j−1(t)
]]
β
 C j−1[[h0]]β− j+1,
[[
I j−1(t)
]]
β
 C j−1(1+ t)− 32
[[
ν−2h0
]]
β
.
In the following, we need to prove (2.12) is true for k = j  β . From Lemmas 2.1, 2.2 and 2.4, we have
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I j(t)
]]
β
=
[[ t∫
0
S0(t − s)K I j−1(s)ds
]]
β
 sup
x,ξ
∣∣∣∣∣
t∫
0
e−
ν(ξ)(t−s)
2
(
1+ |ξ |)−1+γ (1+ |ξ |)β−γ+1σ 12x K I j−1(x, ξ, s)ds
∣∣∣∣∣
 c1
t∫
0
(1+ t − s)(−1+ 1γ )[[I j−1(s)]]β−1 ds
 c1C j−1 sup
0st
[[
I j−1(s)
]]
β−1
 C j[[h0]]β− j .
It implies that the ﬁrst inequality of (2.12) is valid. On the other hand,
[[
I j(t)
]]
β
 c1
t∫
0
(1+ t − s)(−1+ 1γ )[[I j−1(s)]]β−1 dτ
 c1C j−1
t∫
0
(1+ t − s)(−1+ 1γ )(1+ s)− 32 ds [[ν−2h0]]β
 C j(1+ t)− 32
[[
ν−2h0
]]
β
,
because −2< γ < 0. It is exactly the second inequality in (2.12). So (2.12) is proved for all 0 j  β .
Similarly, if j > β , we have[[
I j(t)
]]
β
 sup
0st
[[
I j(s)
]]
j  · · · C j sup
0st
[[
I0(s)
]]
0  C j[[h0]]0.
If (2.13) is true for k = j − 1 β , then
[[
I j(t)
]]
β
 c1
t∫
0
(1+ t − s)(−1+ 1γ )[[I j−1(s)]]β−1 ds C j(1+ t)− 32 ∥∥ν−2h0∥∥β .
(2.13) is proved for k = j. It implies that (2.13) is true for all j > β . This completes the proof of this proposition. 
The estimate on Jm is more complicated and can be obtained by a bootstrap argument as in [13] for the hard potential
model. Here we need the inequality (2.6).
Proposition 2.8. For β  0 and 0 t  T , there exist constants C and Cη1 such that[[
Jβ+3(t)
]]
β
 Cη1N1(T ) + Cη1
∥∥σ−1x h0∥∥L2x,ξ , (2.14)[[
Jβ+3(t)
]]
β
 C(1+ t)−q(η1N2(T ) + Cη1∥∥σ−1x h0∥∥L2x,ξ ). (2.15)
Here η1 is the same as in (2.1), which is suﬃciently small.
Proof. By using the property of K in Lemma 2.2, it is straightforward to have[[
Jβ+3(t)
]]
β
 Cβ [[S0K ∗ J2]]0
 C sup
x,ξ
∣∣∣∣∣
t∫
0
e−
ν(ξ)(t−s)
2
(
1+ |ξ |)−1+γ σ 12x (1+ |ξ |)1−γ K J2(s)ds
∣∣∣∣∣
 C
t∫
0
(1+ t − s)−1+ 1γ (η1[[ J2(s)]]−N + Cη1∥∥σ 12x J2(s)∥∥L∞x (L2ξ ))ds
≡:J1 +J2, (2.16)
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J2(t) = (S0K ) ∗ (S0K ) ∗ h = S0 ∗ J , (2.17)
with
J = K S0K ∗ h =
t∫
0
J0(t − s, s)ds.
From the deﬁnitions of N1 and N2, we know
[[h]]β(t)min
{
N1(T ), (1+ t)−qN2(T )
}
, 0 t  T .
Similar to the proof of the above proposition, we have
[[
J2(s)
]]
−N  C
[[
J2(s)
]]
β
=
[[ s∫
0
S0(s − s1)K J1(s1)ds1
]]
β
 sup
x,ξ
∣∣∣∣∣
s∫
0
e−
ν(ξ)(s−s1)
2
(
1+ |ξ |)−2+γ (1+ |ξ |)β−γ+2σ 12x K J1(x, ξ, s1)ds1
∣∣∣∣∣
 c1
s∫
0
(1+ s − s1)(−1+
2
γ )
[[
J1(s1)
]]
β
ds1
 c1c2
s∫
0
s1∫
0
(1+ s − s1)(−1+
2
γ )(1+ s1 − s2)(−1+
2
γ )
[[
h(s2)
]]
β
ds2 ds1
 C min
{
N1(T ), (1+ s)−qN2(T )
}
.
Thus it is obvious that there is a positive constant C such that
J1  Cη1
t∫
0
(1+ t − s)−1+ 1γ [[h(s)]]
β
ds Cη1 min
{
N1(T ), (1+ t)−qN2(T )
}
. (2.18)
For the estimate of J2, we consider J0(t, s) ﬁrstly. Since
σ
1
2
x J0(t, s) = σ
1
2
x K S0(t)Kh(s) =
∫
R3×R3
σ
1
2
x k¯(ξ, ξ
′)k¯(ξ ′, ξ ′′)e−
∫ t
0 [ν(ξ ′)−ξ ′1σy ]dsχ(y)h(s, y, ξ ′′)dξ ′ dξ ′′,
where y = x− ξ ′1t and σx  ν(ξ)2 for small  , we have∣∣σ 12x J0(t, s)∣∣ ∣∣∣∣ ∫
R×R3
k¯0
(
ξ, ξ ′1, ξ ′′
)
σ
1
2
x χ(y)h(s, y, ξ
′′)dξ ′1 dξ ′′
∣∣∣∣,
where
k¯0
(
ξ, ξ ′1, ξ ′′
)= ∫
R2
k˜(ξ, ξ ′)e−
ν(ξ ′)t
2 k˜(ξ ′, ξ ′′)dξ ′2 dξ ′3, ξ ′ =
(
ξ ′1, ξ ′2, ξ ′3
)
.
From Lemma 2.3, we have∫
R3
k˜(ξ, ξ ′)dξ ′ =
∫
R3
k˜(ξ ′, ξ)dξ ′  C0ν(ξ)1−
2
γ ,
∫
R3
k˜(ξ, ξ ′)dξ ′2 dξ ′3  C1,
where C0 and C1 are some positive constants depending only on the parameters ρ∞,u∞, T∞ . Thus,∫
R×R3
k˜0
(
ξ, ξ ′1, ξ ′′
)
dξ ′1 dξ ′′  CC20(1+ t)−1+
2
γ
(
1+ |ξ |)−2+γ ,
∫
3
k˜0
(
ξ, ξ ′1, ξ ′′
)
dξ  CC0C1(1+ t)−1+
2
γ .R
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R×R3
k˜0
(
ξ, ξ ′1, ξ ′′
)
dξ ′1 dξ ′′
]
×
[ ∫
R×R3
k˜0
(
ξ, ξ ′1, ξ ′′
)
χ(y)
∣∣σ 12x h(s, y, ξ ′′)∣∣2 dξ ′1 dξ ′′]
 CC20(1+ t)−1+
2
γ
(
1+ |ξ |)−2+γ ∫
R×R3
k˜0
(
ξ, ξ ′1, ξ ′′
)
χ(y)
∣∣σ 12x h(s, y, ξ ′′)∣∣2 dξ ′1 dξ ′′.
And we have∥∥(1+ |ξ |)1− γ2 σ 12x J0(t, s)∥∥2L∞x (L2ξ ) = supx>0
∫
R3
∣∣(1+ |ξ |)1− γ2 σ 12x J0(t, s)∣∣2 dξ
 C2C30C1(1+ t)−2+
4
γ
∫
R×R3
χ(y)
∣∣σ 12x h(s, y, ξ ′′)∣∣2 dξ ′1 dξ ′′
= C(1+ t)
−2+ 4γ
t
∞∫
0
∫
R3
∣∣σ 12x h(s, y, ξ ′′)∣∣2 dξ ′′ dy
 C(1+ t)
−2+ 4γ
t
(1+ s)−3∥∥σ−1x h0∥∥2L2x,ξ .
Here we have used the L2x,ξ decay estimate (2.6). Furthermore, the above estimate gives
∥∥(1+ |ξ |)1− γ2 σ 12x J (t)∥∥L∞x (L2ξ ) 
t∫
0
∥∥(1+ |ξ |)1− γ2 σ 12x J0(t − s, s)∥∥L∞x (L2ξ ) ds
 C
t∫
0
(1+ (t − s))−1+ 2γ√
t − s (1+ s)
− 32
∥∥σ−1x h0∥∥L2x,ξ ds
 C(1+ t)− 32 ∥∥σ−1x h0∥∥L2x,ξ .
Since −2< γ < 0, then −1+ 2γ − 32 . Secondly, (2.17) and the above estimate imply that∥∥σ 12x J2(t)∥∥L∞x (L2ξ ) = ∥∥σ 12x S0 ∗ J∥∥L∞x (L2ξ )
 C
∥∥∥∥∥
t∫
0
e−
ν(ξ)(t−s)
4
(
ν(ξ)
) 1
2− 1γ (1+ |ξ |)1− γ2 σ 12x J (s)ds
∥∥∥∥∥
L∞x (L2ξ )
 C
t∫
0
(1+ t − s)− 12+ 1γ ∥∥(1+ |ξ |)1− γ2 σ 12x J (s)∥∥L∞x (L2ξ ) ds
 C
t∫
0
(1+ t − s)− 12+ 1γ (1+ s)− 32 ds∥∥σ−1x h0∥∥L2x,ξ
 C(1+ t)−q∥∥σ−1x h0∥∥L2x,ξ .
It implies that there exists a constant Cη1 such that
J2  Cη1
t∫
0
(1+ t − s)−1+ 1γ (1+ s)−q ds∥∥σ−1x h0∥∥L2x,ξ  Cη1 (1+ t)−q∥∥σ−1x h0∥∥L2x,ξ . (2.19)
Combining (2.16), (2.18) and (2.19), one gets for all 0 t  T ,[[
Jβ+3(t)
]]
β
 Cη1N1(T ) + Cη1
∥∥σ−1x h0∥∥L2x,ξ ,[[
Jβ+3(t)
]]
β
 Cη1(1+ t)−qN2(T ) + Cη1 (1+ t)−q
∥∥σ−1x h0∥∥L2x,ξ .
This completes the proof of the proposition. 
X. Yang / J. Math. Anal. Appl. 345 (2008) 941–953 951Proof of Lemma 2.5. From Propositions 2.7 and 2.8, for all 0  t  T , there exist suﬃciently small η1 and constants C
and Cη1 such that
[[
h(t)
]]
β
 C
β+2∑
j=0
[[I j]]β + [[ Jβ+3]]β  C
{[[h0]]β + η1N1(T ) + ∥∥σ−1x h0∥∥L2x,ξ }
and [[
h(t)
]]
β
 C(1+ t)−q{[[ν−2h0]]β + η1N2(T ) + ∥∥σ−1x h0∥∥L2x,ξ }.
So we know that (2.7) and (2.8) hold by choosing Cη1  12 . 
3. Nonlinear stability
In this section, we will prove the main result on the stability of the boundary layer. Firstly, we recall the following lemma
which appeared in [14].
Lemma 3.1. The projection of Γ (g,h) on the null space of L vanishes and there exists a positive constant c such that, for all (x, ξ) ∈
R+ × R3 ,(
1+ |ξ |)β ∣∣σ 12x ν−1eσ Γ (e−σ g, e−σh)(x, ξ)∣∣ C(δx+ l)− 2β−1+γ2(3−γ ) [[g]]β [[h]]β (3.1)
for any β > 1−γ2 and suﬃciently small constant  > 0.
Secondly, the following lemma studies the estimate of the convolution between the solution operator S(t) and the
nonlinear term which is deﬁned in (2.4). We deﬁne the following norm:
|||h||| = sup
t0
{[[
h(t)
]]
β
}
.
Lemma 3.2.When β  1− γ , for the two semigroups S0 and S deﬁned in Section 2, there exists constant C such that
|||S0 ∗ νh||| C |||h|||, |||S ∗ νh||| C
(
|||h||| + sup
t0
∥∥σ−1x νh(t)∥∥L2x,ξ ),
for any function h(t, x, ξ) with the corresponding norm bounded.
Proof. For all t  0, the explicit expression for S0 gives
[[
S0(t) ∗ νh
]]
β
(t) sup
x,ξ
∣∣∣∣∣
t∫
0
σ
1
2
x
(
1+ |ξ |)βe− ν(ξ)2 (t−s)χ(x− ξ1s)νh(s, x− ξ1s, ξ)ds
∣∣∣∣∣
 C |||h||| sup
ξ
t∫
0
e−
ν(ξ)
2 (t−s)ν(ξ)ds
 C |||h|||.
It implies that |||S0 ∗ νh||| C |||h|||.
The estimate on S(t) can be obtained by using the relation between S(t) and S0(t):
S(t) = S0(t) + S0 ∗ K S(t).
For β  1, from (2) in Lemma 2.2, we have
[[
S0 ∗ K S ∗ νh(t)
]]
β
 sup
x,ξ
∣∣∣∣∣
t∫
0
e−
ν(ξ)
2 (t−s)σ
1
2
x
(
1+ |ξ |)−1+γ (1+ |ξ |)β+1−γ K S ∗ νh(s)ds∣∣∣∣∣
 C
t∫
0
(1+ t − s)−1+ 1γ [[S ∗ νh]]β−1(s)ds
 C sup
[[
S ∗ νh(s)]]
β−1. (3.2)
0st
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[[S ∗ νh]]β  C
(
|||h||| + sup
0st
[[
S ∗ νh(s)]]
β−1
)
 C
(
|||h||| + sup
0st
[[
S ∗ νh(s)]]
β−2
)
.
Because −2 γ , then (1+ |ξ |)−γ  (1+ |ξ |)2. From (2.8) in Lemma 2.5, we obtain
[[
S ∗ νh(s)]]
β−2 
s∫
0
[[
S(s − τ )νh(τ )]]
β−2 dτ
 C
s∫
0
(1+ s − τ )−q([[ν−1h(τ )]]
β−2 +
∥∥σ−1x νh(τ )∥∥L2x,ξ )dτ
 C
(
|||h||| + sup
t0
∥∥σ−1x νh(t)∥∥L2x,ξ ).
This completes the proof of Lemma 3.2. 
With the above estimates, the global solution to the nonlinear problem (2.4) can be proved as follows. Note that
g˜ = S(t)g˜0 + S ∗
{
eσ
(
L g˜ + Γ
(
e−σ g˜, e−σ g˜
))}
.
By denoting the right-hand side of the above equation by T [g˜], from (2.7) in Lemmas 2.5 and 3.2, we have∣∣∣∣∣∣T [g˜]∣∣∣∣∣∣ ∣∣∣∣∣∣S(t)g˜0∣∣∣∣∣∣+ ∣∣∣∣∣∣S ∗ νν−1eσ (L g˜ + Γ (e−σ g˜, e−σ g˜))∣∣∣∣∣∣
 C
{
{{g˜0}}β +
∣∣∣∣∣∣ν−1eσ (L g˜ + Γ (e−σ g˜, e−σ g˜))∣∣∣∣∣∣+ sup
t0
∥∥σ−1x νν−1eσ (L g˜ + Γ (e−σ g˜, e−σ g˜))(t)∥∥L2x,ξ }
 C
{{{g˜0}}β + [[g¯]]β |||g˜||| + |||g˜|||2}.
For the estimate of the third term, we use Lemma 3.1. For β > 72 − 5γ2 ,∥∥σ−1x eσ Γ (e−σ g, e−σh)∥∥2L2x,ξ
=
∞∫
0
dx
∫
R3
∣∣σ−3x ν(ξ)2∣∣∣∣ν(ξ)−1σ 12x eσ Γ (e−σ g, e−σh)∣∣2 dξ
 c
∞∫
0
dx
∫
R3
∣∣σ−3x ν(ξ)2∣∣(δx+ l)− 2β−1+γ3−γ (1+ |ξ |)−2β dξ [[g]]2β [[h]]2β
 c
∞∫
0
dx
∫
R3
(
(δx+ l) 3(1−γ )3−γ + (1+ |ξ˜ |)3(1−γ ))(δx+ l)− 2β−1+γ3−γ (1+ |ξ |)−2(β−γ ) dξ [[g]]2β [[h]]2β
 c[[g]]2β [[h]]2β .
Here we need 3(1−γ )3−γ + −2β−1+γ3−γ < −1 and −2(β − γ ) + 3(1− γ ) < −3, i.e. β  72 − 5γ2 .
Consequently,∣∣∣∣∣∣T [g˜]∣∣∣∣∣∣ C({{g˜0}} + [[g¯]]β |||g˜||| + |||g˜|||2).
Similar argument gives∣∣∣∣∣∣T [g˜] − T [h˜]∣∣∣∣∣∣ C([[g¯]]β |||g˜ − h˜||| + |||g˜ + h˜||||||g˜ − h˜|||),
for the some constant C .
Finally, the smallness of the boundary layer [[g¯]]β comes from the smallness assumption on the boundary data b0
in (1.4). The smallness assumptions on {{g˜0}}β and [[g¯]]β assure that the nonlinear map T is contractive in a small neigh-
borhood of the original in the Banach space with the norm ||| · |||. Therefore, there is a unique ﬁxed point which implies that
(2.4) has a unique global in time solution. This gives the proof of Theorem 1.1.
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