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Abstract
Conventionally, in longitudinal studies, the mean structure has been thought
to be more important than the covariance structure between the repeated
measures on the same individual. Often, it has been argued that, with re-
spect to the mean, the covariance was merely a ‘nuisance parameter’ and,
consequently, was not of ‘scientific interest’. Today, however, one can see
that from a formal statistical standpoint, the inferential problem is entirely
symmetric in both parameters. In recent years there has been a steady
stream of new results and we pause to review some key advances in the ex-
panding field of covariance modelling, In particular, developments since the
seminal work by Pourahmadi (1999, 2000) are traced. While the main focus
is on longitudinal data with continuous responses, emerging approaches to
joint mean-covariance modelling in the GEE, and GLMM arenas are also
considered briefly.
Keywords Cholesky Decomposition, Covariance Modelling, Joint Model
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1 Introduction
The conventional approach to modelling longitudinal data places consid-
erable emphasis on estimation of the mean structure and less on the co-
variance structure, between repeated measurements on the same subject.
Often, the covariance structure is thought to be a of secondary scientific
interest and is selected from a limited menu of structures, e.g., compound-
symmetry, AR(1), AR(2) or a saturated model.
However, from a formal statistical standpoint the inferential problem is
entirely symmetric in both parameters µ and Σ. We note that it was (Rao,
1965), who first showed that the mean is covariance invariant, only when the
covariance matrix belongs to a special class of covariance structures - Rao’s
Simple Structure. When Σ is outwith this class one may anticipate that a
suboptimal choice of Σ may influence µ and vice versa. If so, one approach
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is to search the joint model space, {M x C}, in order to determine the
optimal estimators (µˆ, Σˆ). The concept of the joint model space is central
to what follows.
Determining the structure of Σ, from the data, rather than from a pre-
specified menu, may at first seem daunting, whence the idea of searching
the entire model space, {C}, for Σ, may seem prohibitive. The final demand,
that one conduct a simultaneous search of the Cartesian product {M x
C} may seem impossible. However, these apparently difficult tasks can be
accomplished easily for a particular, but very general, class of covariance
structures, {C∗}, defined below.
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2.1 Rationale
It is well known that in the linear model, applied to longitudinal studies,
the maximum likelihood estimates of the regression coefficients, take the
Weighted Least Squares (WLS) form:
βˆΣ = (X ′Σ−1X)−1X ′Σ−1Y (1)
where the dependence of β on Σ has been emphasized. In practice this
dependence is often ignored. The usual approach is to adopt a two-stage
model selection strategy, fixing the structure of Σ first and then finding
the maximum likelihood estimates of βˆ and Σˆ in simultaneous estimation.
This, may be joint estimation, but it is not joint (mean-covariance) model
selection, because a search of the joint mean-covariance space, {M x C},
has not been conducted.
Perhaps such a search is not necessary. One might conjecture that βˆ is Σ
invariant. However, this is hardly compelling in view of the form of (1),
in which Σ−1 clearly acts as a weight matrix. Thus, if Σ is not the truth,
one should expect the magnitude of the fixed effects to be distorted by an
amount which is a function of the dis-similarity between Σ and the true
variance-covariance matrix.
A natural first question is to enquire whether there is any situation in which
βˆ is Σ invariant? One obvious case arises when Σ ≡ I, i.e., when the errors
are i.i.d.. More importantly, Rao (1965) showed that βˆ is Σ invariant when
Σ = XΓX ′ +QΘQ′ (2)
where Γ of order (p × p) and Θ of order ((p −m) × (p −m)) are positive
definite and Q is a (p× (p−m)) matrix orthogonal to X, i.e., Q′X = 0. In
this formulation there are exactly m repeated measurements over time.
This result shows that βˆ is not Σ invariant, in general, but only when Σ
lies in Rao’s Simple Covariance Structure (SCS) defined by (2). The next
natural question is which of the commonly occurring covariance structures
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utilized in longitudinal modelling lies in SCS? The answer to this question
is largely open, although it may be shown that compound symmetry (CS)
is contained in SCS, but that for example AR(1) is not (Pan & Fan, 2002).
The foregoing has highlighted the impact of covariance mis-specification
on βˆ, mainly, because this issue is not widely understood. However, such
mis-specification may also impact on the standard error of βˆ. Thus, the
next question is how then can current practice be improved?
2.2 Joint Regression Model
In the context of a longitudinal study with a Gaussian response, the solution
is based on a modified Cholesky decomposition of the usual marginal co-
variance matrix Σ(t, θ), where t represents time and θ is a low-dimensional
vector of parameters describing dependence on time. The decomposition
leads to a reparametrization, Σ(t, ς, φ), in which the new parameters have
an obvious statistical interpretation in terms of the natural logarithms of
the innovation variances, ς, and generalized autoregressive coefficients, φ,
Pourahmadi (1999, 2000). These unconstrained parameters are modelled,
parsimoniously, as different polynomial functions of time
µij = x′ijβ φijk = z
′
ijkγ ςij = h
′
ijλ (3)
where a polynomial representation for the mean structure has been included
in order to fit a joint mean covariance model. Here, β, γ and λ are the
three regression parameters of primary scientific interest while z and h are
particular polynomials in lag and time, respectively.
2.3 Covariance Classes
The covariance class {C∗} defined by the last two polynomial regressions
in (3) is capable of representing a wide variety of stationary and non-
stationary covariance structures and provides a relatively smooth method
of transition from structure to structure, compared with relatively limited
menu selection methods. An additional point to consider is that in {C∗}
the transformed covariance parameters now have an interpretation which
is relatively unfamiliar to bio-statisticians, but which is used routinely in
time series and Kalman filtering applications (MacKenzie & Reeves, 2002).
Of course, {C∗}, is not the only type of regression-based covariance class
which may be defined at (3). Smoother, non-parametric, regression models
may be preferred to enrich the class and these are being developed.
2.4 Optimal Mean-Covariance Modelling
The optimal joint-mean covariance model may be found by a direct search
of {M x C∗}. This amounts to determining the degrees, (p, q, d), of the
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three polynomial functions in (3) which minimize some suitable model se-
lection criterion such as AIC or BIC, over the joint model space. When
the longitudinal data are balanced with m repeated measurements, {M x
C∗} is a m-cube. Pan & MacKenzie (2003) show how to search {M x C∗}
efficiently using a profile BIC-based algorithm. The optimum degree triple
(p∗c , q
∗
c , d
∗
c) is found as
p∗c = argmin
p
{BIC(p, s, s)}
q∗c = argmin
q
{BIC(s, q, s)} (4)
d∗c = argmin
d
{BIC(s, s, d)}
where s stands for saturated degree. The profile BIC algorithm linearizes
the search.
2.5 Modelling Heterogeneity
An important application of these regression methods occurs in longitu-
dinal randomized controlled trials. Conventionally, it is assumed that the
intervention will influence the evolution of the mean, but it is presumed
that it will not influence the covariance structure. This asymmetrical ap-
proach to modelling the mean and covariance pervades much statistical
practice. With hindsight, this is simply one model choice and in many cases
it may be untenable. Equations (3), however, now render it a testable model
choice, by enabling one to include the treatment indicator and treatment
by time interactions in the last two equations of the model. MacKenzie &
Pan (2001) illustrated the method of analysis using Kenward’s (1987) cattle
data, demonstrating inter alia that intervention had altered the covariance
structure, an effect which was missed in the original analysis. The above
procedure models the covariance structure in terms of fixed effects which
may be different in the mean and covariance structures.
2.6 Modelling Conditional Covariance
For the linear mixed model, Laird & Ware (1982) showed that the marginal
covariance matrix may be decomposed as
Σ = ΣB(t; θB) + ΣW (t; θW ) (5)
where ΣB(t; θB) represents the between subject covariance while ΣW (t; θW )
represents the within subject covariance and θB and θW are low dimen-
sional vectors describing their respective dependencies on time. In some
parametrizations ΣB(t; θB) may not depend on time, but may depend on
stationary covariates, as in the previous section. Classically, here, there are
two covariance menus to be recursed. However, the regression modelling
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approach can, most obviously, be applied to ΣW (t; θW ), given an agreed
structure for ΣB(t; θB). Pan & MacKenzie (2001) used the E-M algorithm
to obtain a data driven estimate of ΣW (t; θW ).
2.7 GEEs & GLMMs
The modelling strategy outlined above assumes a Gaussian response. How-
ever, Ye and Pan (2003) exploit the GEE framework to propose three es-
timating equations for joint mean-covariance models involving continuous
responses (not necessarily Gaussian). They also studied hypothesis tests for
parameters involved in the mean, the autoregressive coefficients and the in-
novation variances, using score-type tests. Moreover, they have investigated
the asymptotic properties of the parameter estimates obtained.
In further work, Pan et al (2004) have extended their procedures to mod-
elling covariance structures in the GLMM framework. The approach differs
from that outlined above as the modelling is conducted in the latent, rather
than in the observation, space.
3 Discussion
Covariance regression modelling is now a substantive area of statistical
modelling. As a field, it has been developing steadily and an increasing
range of versatile techniques, including Bayesian methods (Daniels and
Pourahmadi, 2002), have become available in the last five years. It is too
soon, of course, to claim that of all the outstanding problems have been
solved. This is simply not true, but considerable progress has been made
and more is expected in the years ahead.
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