Abstract-We characterize some properties of the zero crossings of the Laplacian of signals-in particular images-filtered with linear filters, as a function of the scale of the filter (extending recent work by Witkin [16]). We prove that in any dimension the only filter that does not create generic zero crossings as the scale increases is the Gaussian. This result can be generalized to apply to level crossings of any linear differential operator: it applies in particular to ridges and ravines in the image intensity. In the case of the second derivative along the gradient, there is no filter that avoids creation of zero crossings, unless the filtering is performed after the derivative is applied.
I. INTRODUCTION IN most physical phenomena, changes in spatial or temporal structure occur over a wide range of scales. Im- ages are no exception: changes in light intensity reflect the many spatial scales at which visible surfaces are organized. It seems intuitive that a great deal of information can be gained by an analysis of the changes in a signal at different scales. For instance, graphs of one-dimensional functions are a very effective tool for describing complex systems. An important reason is that they allow direct visual access to important properties of the data, chiefly to their changes over different scales.
The idea of scale is critical for a symbolic description of the significant changes in images or other types of signals. Changes must be detected at different levels of detail and over different extents. In general, different physical processes may be associated with a characteristic behavior across different scales. In an image, changes of intensity take place at many spatial scales depending on their physical origin. A multiscale analysis, tracing the behavior of some feature of the signal across scales, can reveal precious information about the nature of the underlying physical process. In images, for instance, spatial coincidence at all scales of zero crossings in the Laplacian of the intensity values filtered with a Gaussian mask may signal a physical "edge" distinct from surface markings or shadows. Not only is it necessary to detect and describe changes in a signal at different scales, but in addition, much useful information can be obtained by combining descriptions across scales.
The importance of this idea has been clearly realized in the field of vision. One of the main contributions of visual psychophysics in the last 10 years was indeed to show that visual information is processed in parallel by a number (perhaps a continuum) of spatial-frequency-tuned channels [3] . The bulk of the data demonstrates that the visual system analyzes the image at different resolutions. Physiological experiments are consistent with the psychophysics. They suggest that, in the visual pathway, spatial filters of different sizes operate at the same location. Furthermore, psychophysics, physiology, and anatomy all show that the spatial grain of analysis continuously changes from foveal to peripheral locations. Receptive and dendritic field sizes of both retinal and cortical neurons increases monotonically with eccentricity, in agreement with the dependency on eccentricity of the psychophysical channels.
In the field of computer vision, Rosenfeld was one of the first to explicitly propose an edge detection scheme based on multiscale analysis performed with filters of different sizes [13] . A similar algorithm was suggested by Marr [8] although with different goals and motivations. More recently, he has strongly advocated the use of derivatives of Gaussian-shaped filters of different sizes with the goal of detecting changes in intensity at different scales [9] . The idea was first proposed in the context of a theory of stereomatching [11] . In that scheme, analysis at the different scales was effectively kept separate. Later, Marr and Hildreth [10] proposed some heuristical rules to combine information from the different channels. However, the important problem of how to combine effectively the different scales of analysis at this early level has remained open, although recent work by Terzopoulos [15] has successfully applied multilevel algorithms to the problem of reconstructing visual surfaces (see also the work by Richards et al.
[12], Crowley [6] , and by Canny [4] on edge detection).
Recently a new way of describing zero crossings across scale was suggested by Witkin [16] . A one-dimensional (1-D) signal is smoothed by convolution with a small (large) Gaussian filter and the zeros of the second derivative are localized and followed as the size of the filter increases (decreases). This procedure originates a plot of the zero contours in the x-a plane (where a measures the size of the Gaussian filter).1 In this way, Witkin was able to classify and label zero crossings achieving an effective description of a signal for purposes of recognition and registration. This is possible mainly because the geometry of the zero-crossings contours is surprisingly simple. Zero ' This property of the Gaussian filter is important for two reasons: first, it allows coarse-to-fine tracking of zero crossings in scale space and, second, it ensures that the scale-space diagram contains, in some sense, a minimal number of zero crossings (for a -0 the number of zero crossing is determined by the signal; see condition 3) in Section II).
We have independently succeeded in obtaining a proof of this result and extended it to two dimensions (and in fact any number of dimensions). We have also obtained related results for zero and level crossings of other differential operators, in particular for ridges and ravines in the image intensity. The work described here was reported in
The 2-D result is important because it 1) lays the necessary mathematical foundation for using multiresolution labels for classifying zero crossings for a symbolic description of intensity changes, and 2) justifies the use of Gaussian filters and an associated linear derivative because of their "nice" properties under changes in scale.
In this paper, we will first state and prove the 1-D result. We will then show that only a specific 2-D extension is valid. Zero crossings of linear derivatives have the "nice scaling behavior" if and only if the image is filtered by a 2-D rotationally symmetric Gaussian. In particular, the Laplacian of a Gaussian filter suggested by Marr and Hildreth [10] has nice scaling behavior. The second directional derivative along the gradient, however, does not: no filter exists that can ensure a nice scaling behavior of the zeros of this derivative. We have then the following results: 1) for linear derivative operations-in particular, for the Laplacian the Gaussian is the only filter with a nice scaling behavior, and 2) for the nonlinear directional derivative, no filter will give nice scaling behavior.
II. AssuMPTIONS AND RESULTS
We will consider filtering the image I with a suitable filter F and then consider the behavior of the zero crossings as we change the scale of the filter. We 2) The filter has no preferred scale. In two dimensions, standard results of dimensional analysis [2] give F(x, a) = (l/&) f(xlu) where a is the scale of the filter. The factor 11o2 ensures that the filter is properly normalized at all scales.
3) The filter recovers the whole image at sufficiently small scales. This is expressed by lim,o0, F(x, a) = 5(x) where 6(x) denotes the Dirac delta function.
4) The position of the center of the filter is independent of a. Otherwise, zero crossings of a step edge would change their position with change of scale.
5) The filter goes to zero as IxI -4 so and as a --oo.
As will become apparent, our results are independent of scaling the x axis. We usually require that we scale this axis so that the filter is radially symmetric, and state theorems for radially symmetric filters. However, we can relax this requirement by rescaling the axes. Fig. 1 shows the typical scaling behavior of zero crossings in one dimension observed by Witkin. Fig. 2 shows possible behavior of zero crossings which is never empirically observed when the filter is a Gaussian. The generic properties of the zero-crossings curve in the (x, a) plane can be derived from the implicit function theorem [5] . To yield a Cr curve (i.e., with continuous derivatives up to the rth order), the theorem requires that the Laplacian of the filtered image is Cr. Therefore, the filter must be reasonably smooth. Observe that filtering with a Gaussian will ensure a C' output for all images, because solutions of the heat equation are entire functions and the Gaussian kernel is the Green functon of the heat equation. The im-plicit function theorem may break down at degenerate critical points when all first derivatives of the filtered image vanish together with the Hessian.3 These points are nongeneric in the sense that a small perturbation in the signal will destroy them. Observe that "true" zero crossings (i.e., "simple" zeros, see [7] ) can only disappear in pairs in the x, a plane. Only trivial zeros that do not cross zero can disappear by themselves. They are, however, nongeneric. In this paper we only consider generic zero and level crossings.
In one dimension, the zero crossings in the second derivative of f obey°0
where f" is the second derivative off. Equation (2.1) gives x as an implicit function of a, i.e., x = x(a). If we vary x and a so that (2.1) is still satisfied, we obtain ci 00 / A. (2) i (
So the tangent to the curve is uniquely defined at a point, as are all the higher order derivatives. This prevents the behavior shown in Figs. 2(b) and (c) ( Fig. 2(d) is meant to trigger some thoughts in our readers) with the possible exception of the nongeneric cases, when the implicit function theorem breaks down.
The curve in Fig. 2 (a) is more interesting because it corresponds to a pair of zero crossings being "created" as the scale (i.e., a) increases. The implicit function theorem does not rule out this case. It therefore seems natural to require a filter such that this never occurs. In the following three sections, we will prove some theorems showing that such a filter can only be a Gaussian and, moreover, that not all differential zero-crossings operators can have this property. More precisely, we prove the following theorems.
Theorem 1: In one dimension, with the second derivative, the Gaussian is the only filter obeying our five conditions which never creates zero crossings as the scale increases.
Theorem 2: In two dimensions, with the Laplacian operator, the Gaussian is the only filter obeying the conditions which never create zero crossings as the scale increases.
Theorem 3: In two dimensions, with the directional derivative along the gradient, there is no filter obeying the conditions which never creates zero crossing as the scale increases.
In Section V, we show that results similar to theorems 1 and 2 can be extended to all linear differential operators (in particular, directional derivatives) and, therefore, to other features of the image, such as ravines and ridges (but not peaks) in the image intensity function. These theorems can be extended to any dimension, but we will not give these extensions here.
It should be emphasized that, although zero crossings can only annihilate themselves in pairs as a increases, the intensity change corresponding to a zero crossing could become arbitrarily smaller with increasing sigma. The zero crossing would then become so weak that for practical purposes the curve terminates.
III. THE 1-D CASE Let the image be I and the filter be F. We consider the zero crossings in the filtered image.
Denote (d2/dx2)(F * I) by E. Hence, the zero crossings are the solutions of E(x) = 0. (3.2) These form curves in the x-a plane. The condition that zero crossings are not created at larger scales is that for all such curves a(x) the extrema of a(x) are not minima.
Hence, for all points xo such that o'(x0) = 0, we require that or"(xo) < 0.
Let t be a parameter along a curve in a-x space. Then dE a dEdx aEda dt adt+
On a curve of zero crossings, E = 0, and so dEldt = 0 along the curve. We can choose the parameter t to be x. Then, using the implicit function theorem, we obtain da -Ex Note that by the substitution t = o/2, we obtain the standard heat equation. If the filter F is a Gaussian F(x) l-exp22j (3.10) then it will obey the heat equation of which it is the Green function [(3.1) is the Green superposition integral associated with the heat equation] and hence E(x) will also obey the equation. Thus, EJ_IEJ -1/a and so a Gaussian filter will always satisfy conditions (3.7) and (3.8) .
We now show that Gaussian is the onlv filter which satisfies the conditions and obeys the conditions specifie&1 in Section I.
Consider an inmage which is the sum of delta functions
It is possible to generate any image in this way by taking the limit as n --ow. Set .), X3, X4) independent of x such that, XIT(x) + X2T,(x) + X3TIVC(x) + X4Ta(X) 0 O (3.21) and X312 + X4 X 0. We can write these as a matrix equation (3.19 C3 by requiring that the curvature at the extreme points is negative. This means that elliptic operators-and hence a skewed Gaussian filter-will also have the desired scaling properties. We are not interested in these since we require the filter to be symmetric (see Section II).
F will satisfy (4.17) up to a term b with V24 = 0, but because of condition 5), can be taken to be zero.
It is shown in Appendix B that the only solution of (4.17) which obeys our conditions is the product of two 2-D Gaussians. If we make the additional assumption of symmetry, we obtain a 2-D symmetric Gaussian. Hence, the Gaussian is the only filter which satisfied our condition, and we have proven theorem 2.
There is an additional property of Gaussian filters: allowed zero-crossing surfaces in (x, y, a) space cannot have saddle points with positive mean curvature H because H = (axy + ayy)/2. The result of this section forbids the existence of upside-down mountains or pits [in the (x, y, a) plane] and also of upside-down volcanos. Sections of the zero-crossings surfaces normal to the (x, y) plane may appear as suggesting that lines of zero crossings are created. In fact, because of saddle points of the surface, zeros can be traced continuously along the zero-crossing surface to smaller and smaller scales. These correspond to maxima and minima of the filtered signal which we call peaks and troughs. If we set E = (dldx)(F * I) and duplicate the arguments of Section II, we find that having a Gaussian filter is a necessary and sufficient condition for peaks and troughs to not be created.
V. FURTHER RESULTS
More generally, if L(x) is a differential operator in any dimension that commutes with the diffusion equation, then solutions of L(F * I) = const (5.2) will not be created if and only if the filter is Gaussian. Zeros of all linear differential operators can be encompassed by theorem 1.
In particular, in two dimensions, surfaces obeying (dldx)(F * T) = 0 can only be created by a non-Gaussian filter. Thus, ridges and ravines whose creation necessarily involves creation of zeros along some direction, can only be created, as the scale increases, by a non-Gaussian filter. The argument, however, does not apply to extremum points (nondegenerate critical points, such as peaks and pits, where all derivatives vanish simultaneously). As in Section III, we can use dimensional arguments to show this means that T(uof3y) satisfies the generalized diffusion equation. As in Appendix B, we set X7 = 0 to preserve symmetry.
However, since we require solutions to (6.15) of specific form Aa AfiAn, it is possible that there are no solutions of (6.15) even This is a system of five simultaneous cubic equations in n variables. If we take n sufficiently large, it will always be possible to solve them (see [17] ).
Thus, unless T(aofry) obeys the generalized diffusion equation, it will always be possible to construct a counterexample.
We now show that no reasonable filter will satisfy these (2) zero, the limits of F(x, U) will either be undefined or zero. Hence, our condition 3) forces a = 0. Moreover, substituting into (10) we obtain lim F(x, a) == ,(x) o0 (12) and condition 3) means that /(x) must be the delta function. Hence, on substituting this back into (10), the only (3) solution of (1) which satisfies our condition is the Gaussian where f(c,, a) is the Fourier transform of F(x, a) with respect to x. Combining (3) and (2) 
Note that we are considering equations for which cld is positive and so the integral is well defined. We now apply the convolution theorem to (6) 27r c M We can scale the a axis by cid and write (13) and (16) as Thus, the general solution to (I)is of the form F(x, U) = U>Sr1(ad) d I (-dl2cg2)(X +sbu)2 ( dg. (9) We now impose the conditions stated in Section I. First, note that X(x, a) is a Gaussian with centerx -ba. The requirement that the center of the filter does not move implies that b -0. Write
Fa(x, U) = Uaad 2heCUmit asc2 te dt (10) and consider the limit as U tends to 0. Now, G(x,y, U) = --e27r ye (18) respectively. This ensures that U is the standard deviation of the function.
