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ABSTRACT. The following two conjectures arose in the work of Grim-
mett and Winkler, and Pemantle: the uniformly random forest F and 
the uniformly random connected subgraph C of a finite graph G have 
the edge-negative-association property. In other words, for all distinct 
edges e and f of G, the probability that F (respectively, C) contains e 
conditioned on containing f is less than or equal to the probability that 
F (respectively, C) contains e. Grimmett and Winkler showed that the 
first conjecture is true for all simple graphs on 8 vertices and all graphs 
on 9 vertices with at most 18 edges. In this paper, we describe an in-
finite, nontrivial class of graphs and matroids for which a generalized 
version of both conjectures holds. 
1. INTRODUCTION 
It follows from the work of Kirchhoff (1847) that the spanning trees of a 
connected graph satisfy the following negative correlation inequality: if T is 
a spanning tree of G chosen uniformly at random, then 
JP'(T contains eJT contains f) ::::; JP'(T contains e) 
for all distinct edges e and f of G. In other words, the event T contains e 
and the event T contains f are negatively correlated. 
The classical FKG inequality (5] stimulated the interest in correlation 
inequalities in combinatorics. In 1975, Seymour and Welsh [10] considered 
which matroids have the property that if B is a base of a matroid M chosen 
uniformly at random, and e and fare two distinct elements of E(M), then 
JP'(B contains eJB contains f) ::::; JP'(B contains e). 
Such matroids are now called negatively correlated. It was shown in [10] 
that a particular 8-element binary matroid (now known as 8 8 , see [7]) is not 
negatively correlated. Feder and Mihail [4] enhanced interest in negative 
correlation in matroids by introducing the class of balanced matroids. A 
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matroid is balanced if it and all its minors are negatively correlated, and it 
is shown in [4] that for balanced matroids the unbiased random walk on the 
bases-exchange graph is rapidly mixing (for more details, see (6]). 
More recently, Grimmett and Winkler [3], and Pemantle [9] have inde-
pendently made the following two counting conjectures about graphs. For 
a finite graph G and subset A of edges of G, let FA(G) denote the number 
of forests of G containing A and let CA ( G) denote the number of connected 
subgraphs of G containing A. 
Conjecture 1.1. For any finite graph G and distinct edges e and f of G, 
F{e}(G)Fu}(G) - F{e,f}(G)F(G) ~ 0. 
Conjecture 1.2. For any finite graph G and distinct edges e and f of G, 
C{e}(G)Cu}(G) - C{e,f}(G)C(G) ~ 0. 
In the terminology of [3], G satisfies the inequalities in Conjectures 1.1 
and 1.2, respectively, if and only if the uniform forest and the uniform con-
nected subgraph have the edge-negative-association property. 
We remark here that, while Conjectures 1.1 and 1.2 are stated in terms 
of subsets of edges of a graph G that contain certain edges of G, these 
conjectures can be restated in terms of subsets of edges of G that avoid 
certain edges. In particular, if FA(G) and cA(G) denote the number of 
forests of G not containing any elements in A and the number of connected 
subgraphs of G not containing any elements in A, respectively, then it is 
easily checked that Conjectures 1.1 and 1.2 are equivalent to 
F{e}(G)FU}(G) - p{e.f}(G)F(G) ~ 0 
and 
respectively. 
Conjectures 1.1 and 1.2 are special cases of more general questions arising 
from the random-cluster model of statistical mechanics but positive evidence 
for their truth is limited. By direct numerical computation, Grimmett and 
Winkler [3] verified Conjecture 1.1 for all simple graphs with at most 8 
vertices, and all graphs with 9 vertices and at most 18 edges. 
In this paper, we prove that both conjectures are true for all graphs 
that can be obtained by starting with a graph whose maximal 2-connected 
subgraphs are K4 or one of its minors, and repeatedly adding edges in series 
and in parallel. To do this, we consider a more general question on matroids 
where the elements are positively weighted. This approach was suggested 
by Alan Sokal (see [3]) and is a technique which has been extremely fruitful 
·-· . -
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over the last few years, see for example (1, 11] and the references therein, 
particularly (8]. 
The paper is organized as follows. In the next section, we introduce the 
classes of independence and spanning correlated matroids. In Section 3, we 
establish a number of basic properties of these classes. Section 4 contains 
some applications of the results in Section 3 including the proof of the re-
sult described in the last paragraph. In the last section, we describe some 
open questions. Throughout the paper, notation and terminology follows 
Oxley (7]. For brevity, we will write any 1-element set, { x} say, or 2-element 
set, { x, y} say, that appears as a superscript or a subscript as x and xy, 
respectively. 
Lastly, we apologize for the somewhat ambiguous use of the word 'corre-
lated' in this paper in connection with what are really negatively correlated 
events. 
2. INDEPENDENCE AND SPANNING CORRELATED MATROIDS 
Let M be a matroid with ground set E. Let y : E--. JR+ be a positive real-
valued weighting of E. We sometimes write y > 0 to denote that y(x) > 0 
for all x E E. For a subset A of E, set y(A) = 1 if A is the empty set and 
set y(A) = ITaEAy(a) if A is not the empty set. For disjoint subsets U and 
V of E, set 
Bu(M;y) = LY(A), 
where the summation is over all bases of M that contain U and avoid V, 
that is contain all elements in U but no elements in V. 
Motivated by a classical theorem of Rayleigh about electrical networks. 
Choe and Wagner [2] introduced the class of Rayleigh matroids. A matroid 
M with ground set E is Rayleigh if, for all distinct e, f E E and positive 
real-valued weightings y of E, 
t::.B(M;y) = Be(M;y)B1(M;y) - Be1(M;y)B(M;y) :2: 0. 
Analogously, we define the classes of independence and spanning correlated 
matroids. For disjoint subsets U and V of E, set 
Iu(M;y) = LY(A) 
and 
su(M;y) = LY(A), 
where the summations are over all independent sets and spanning sets of 
M, respectively, that contain U and avoid V. Note that each of Bu (M; y), 
If!(M;y), and Su(M;y) can be viewed as an evaluation of a multivariate 
polynomial in which the variables are the indeterminates y(e) for all e EE 
and the degree of any variable is at most 1. A matroid M is independence 
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correlated if, for all distinct e, f E E and positive real-valued weightings y 
of E, 
6.1(M; y) = Ie(M; y)I1(M; y) - Iet(M; y)I(M; y) 2:: 0. 
A matroid is spanning correlated if, for all distinct e, f E E and positive 
real-valued weightings y of E, 
6.s(M; y) = Se(M; y)S1(M; y;) - Set(M; y)S(M; y) 2:: 0. 
We say a matroid is correlated if it is both independence correlated and 
spanning correlated. Strictly speaking, each of 6.B(M;y), 6.1(M;y), and 
6.s(M; y) depend one and f. However, for ease of reading, this is omitted 
in the '6.' notation. 
An immediate consequence of the definition of independence correlated is 
that if G is a graph with edge set E and M ( G) is independence correlated, 
then, by setting the weighting yon E to be y(x) = 1 for all x EE, we have 
that G satisfies Conjecture 1.1. An analogous consequence follows from the 
definition of spanning correlated. In fact, we have the following equivalences. 
Proposition 2.1. 
(i) The class of graphic matroids is independence correlated if and only 
if Conjecture 1.1 holds for all graphs. 
(ii) The class of graphic matroids is spanning correlated if and only if 
Conjecture 1.2 holds for all graphs. 
Proof. Clearly from the comments above, Conjecture 1.1 holds if the class of 
graphic matroids is independence correlated. Suppose that there is a graph 
G such that the cycle matroid M of G is not independence correlated. Then, 
for some positive real-valued weighting y of the ground set E of Mand some 
choice of e, f EE, we have 
Ie(M; y)I1(M; y) - Iet(M; y)I(M; y) < 0. 
Following the approach used by Choe and Wagner [2, Theorem 3.6], this 
implies there is a positive rational-valued weighting y' of E such that 
Ie(M; y')I1(M; y') - Ie1(M; y')I(M; y') < 0. 
In turn, this implies that there is a positive integer-valued weighting y" of 
E with 
Ie(M; y 11 )I1(M; y") - Ie1(M; y")I(M; y") < 0. 
Let G' be the graph obtained from G by adding y" ( x) edges in parallel to 
x for each edge x E E. It is now easily seen that 
Ie(G')I1(G') - Iej(G')I(G') 
= Ie(M; y11 )I1(M; y") - Ie1(M; y")I(M; y") < 0. 
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Thus Conjecture 1.1 does not hold for G'. This completes the proof of (i). 
The proof of (ii) is similar except that, instead of adding edges in parallel, 
we add edges in series. D 
Trivially, all matroids of rank at most 1 are independence correlated and 
it is easily seen that all rank-2 matroids are independence correlated. The 
next example shows that all uniform matroids are independence correlated. 
Example 2.2. Uniform matroids are correlated. Let {e1, e2, ... , en} 
denote the ground set of the uniform matroid Ur,n, where r 2 2. Let y be 
a positive real-valued weighting of the ground set, where Yi= y(ei)· For all 
k 2 0, let Sk denote the k-th elementary symmetric function 
LYi1Yi2 '' 'Yik, 
where the summation is over all distinct k element subsets { i1, i2, ... , ik} of 
{1, 2, ... , n }. Hence Ur,n is independence correlated if and only if 
(I: Sk) 2 2 (f Sk) (f>k) · 
k=O k=O k=O 
Writing Sk = I:7=o si, this reduces to 
(Sr-2 + Sr-1)2 2 Sr-2(Sr-2 + Sr-1 + Sr) 
or, equivalently, 
s;_l + Sr-lBr-2 - srBr-2 2 0. 
Elementary algebra shows that this last inequality does indeed hold since 
the left-hand-side is a multivariate polynomial with nonnegative coefficients. 
It will follow from results later in the paper that all uniform matroids are 
also spanning correlated, and so the class of uniform matroids is contained 
in the class of correlated matroids. D 
3. PROPERTIES OF INDEPENDENCE AND SPANNING CORRELATED 
MATRO IDS 
In this section, we establish several attractive properties of independence 
and spanning correlated matroids. We begin with some simple, but useful, 
identities. 
Lemma 3.1. Let M be a matroid with ground set E, let e and f be distinct 
elements of E, and let y be a positive real-valued weighting of E. Then the 
fallowing statements are equivalent: 
(i) Ie(M; y)I1(M; y) - Ie1(M; y)I(M; y) 2 O; 
(ii) Je(M;y)Jf(M;y)-Jef(M;y)J(M;y) 2 O; 
(iii) If (M; y)I'j(M; y) - Iet(M; y)JBf (M; y) 2 O; and 
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(iv) Ie(M; y)J/ (M; y) - Ie(M; y)Jef (M; y) :::,: 0 
Furthermore, analogous statements are equivalent for the spanning sets of 
M. 
Proof. We first show the equivalence of (i) and (iii). For distinct elements 
e, f E E and a positive real-valued weighting y of E, the following statements 
are equivalent: 
Ie(M;y)I1(M;y) -Ie1(M;y)I(M;y):::,: O; 
Ue1(M; y) + I! (M; y))(Ie1(M; y) + I'j(M; y)) 
-Ie1(M; y)(IeJ(M; y) + If (M; y) + I'j(M; y) + rf (M; y)) :::,: O; 
I! I(M; y)j(M; y) - Ie1(M; y)Jef (M; y) :::,: 0. 
A similar argument shows that (ii) and (iii) are equivalent. To see that (iv) 
is equivalent to (iii), replace Je(M; y) and Ie(M; y) in (iv) with I'j(M; y) + 
Jef (M; y) and Ie1(M; y) + I/ (M; y), respectively, and simplify. The proof 
for spanning sets is similar and omitted. D 
The proof of the next result is straightforward and omitted. 
Proposition 3.2. The classes of independence correlated and spanning cor-
related matroids are each closed under direct sums. 
The proofs of Propositions 3.3 and 3.5 use techniques used extensively in 
[1] and [2], but for the sake of completeness we include full details here. 
Proposition 3.3. A matroid M is independence correlated if and only if 
M* is spanning correlated. 
Proof. Let M be a matroid with ground set E, and suppose that M is 
independence correlated. Let y be a positive real-valued weighting of E and 
let y-1 denote the positive real-valued weighting of E obtained from y by 
setting y-1(x) = yfx'j for all x E E. If U and V are disjoint subsets of E, 
then, as A is independent in M if and only if E - A is spanning in M*, 
Sij(M*;y) = yEJf(M;y-1). 
Since Mis independence correlated, it follows that, for all distinct e, f EE, 
se(M; y)Sf (M; y) - 3ef (M; y)S(M; y) :::,: o, 
which, by Lemma 3.1, implies that 
!::.s(M;y) = Se(M;y)S1(M;y) - Be1(M;y)S(M;y):::,: 0. 
Thus M* is spanning correlated. The proof of the converse is similar and 
omitted. D 
The following result is an immediate consequence of Proposition 3.3. 
NEGATIVE CORRELATION IN GRAPHS AND MATROIDS 7 
Corollary 3.4. The class of correlated matroids is closed under duality. 
Whether the class of independence correlated matroids, and thus the class 
of spanning correlated matroids, is closed under duality is unclear. However, 
both classes are closed under minors. 
Proposition 3.5. The classes of independence correlated matroids and 
spanning correlated matroids are each closed under minors. 
Proof. Suppose that M is an independence correlated matroid with ground 
set E and let a EE. Let Ya be a positive real-valued weighting of E- {a}. 
Let y be the weighting of E that is obtained by setting y(x) = Ya(x) for all 
x EE- {a} and y(a) = E > 0. Now 
!.lr(M; y) = Ie(M; y)I1(M; y) - Ie1(M; y)J(M; y) 
= (I:(M; y) + Iea(M; y))(IJ(M; y) + I1a(M; y)) 
- (I:1(M; y) + Ieja(M; y))(Ia(M; y) + Ia(M; y)) 
= (I:(M; y)IJ (M; y) - 1:1(M; y)Ia(M; y)) + EP(Ya) 
+ (Iea(M; y)I1a(M; y) - Ieja(M; y)Ia(M; y)), 
where P(ya) is a polynomial in Ya· Since 
!.lr(M\a; Ya)= 1:(M; y)IJ(M; y) - 1:1(M; y)Ia(M; y) 
and 
E2Ar(M/a;ya) = Iea(M;y)Ita(M;y) - Ieja(M;y)Ia(M;y), 
we deduce that 
(1) !.lr(M; y) = !.lr(M\a; Ya)+ EP(ya) + E2 !.lr(M/a; Ya), 
We first show that M\a is independence correlated. Since Mis indepen-
dence correlated, 
lim !.lr(M; y) = !.lr(M\a; Ya) 2 0. 
e-,o+ 
It follows that M\a is independence correlated. To see that M/a is inde-
pendence correlated, multiply both sides of (1) by c 2 > 0 to get 
!.lr(M/a;ya) = lim 12 1.lr(M;y) 2 0 E_,00 E 
as M is independence correlated. Thus the class of independence corre-
lated matroids is closed under minors. The fact that the class of spanning 
correlated matroids is closed under minors is a consequence of this and 
Proposition 3.3. 0 
Despite Proposition 3.5, we do not know whether or not the class of graphs 
which satisfy Conjecture 1.1 is closed under minors. However, if G is a graph 
and we know that M( G) is independence correlated, then it immediately 
follows from Proposition 3.5 that all minors of G satisfy Conjecture 1.1. 
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Corollary 3.6 is an immediate consequence of Proposition 3.5. 
Corollary 3.6. The class of correlated matroids is closed under minors. 
Let M be a matroid with ground set E, let a E E, and let b and c 
be distinct elements not in E. Let N be the matroid obtained from M by 
replacing a with band c in parallel so that both N\b and N\c are isomorphic 
to M. We say that N is a parallel extension of M. Now let N be the matroid 
obtained from M by replacing a with b and c in series so that both N /b and 
N / c are isomorphic to M. In this case, we say that N is a series extension 
of M. For graphs, a series extension of G corresponds to replacing an edge 
by a 2-edge path. 
Proposition 3.7. Let M be a matroid. Then the following hold. 
(i) If M is independence correlated, then every series-parallel extension 
of M is independence correlated. 
(ii) If M is spanning correlated, then every series-parallel extension of 
M is spanning correlated. 
Before proving Proposition 3. 7 we emphasize again that we are unable to 
show that if a graph G satisfies Conjecture 1.1 (or Conjecture 1.2), then so 
does any series or parallel extension of G. 
Proof of Proposition 3. 1. Since a matroid N is a parallel extension of a 
matroid M if and only if N* is a series extension of M*, it suffices to show 
by Proposition 3.3 that (i) holds. 
Let M be independence correlated and suppose first that N is a parallel 
extension of M with band c replacing a. Let YN be a positive real-valued 
weighting of E(N). Let YM be the weighting on E(M) that is obtained from 
YN by setting YM(x) = YN(x) for all x E E(M) - {a} and YM(a) = 1. If U 
and V are disjoint subsets of E(N) - {b,c}, then 
Iij(N;yN) = I&u{b}(N;yN) + I&u{c}(N;yN) + I&U{b,c}(N;yN) 
= YN(b)I&u{a}(M;yM) + YN(c)I&u{a}(M;yM) + I&u{a}(M;yM) 
= (YN(b) + YN(c))l&u{a}(M;yM) + I&u{a}(M;yM) 
= Iiju{a}(M;yM) + I&U{a}(M;yM) = I'!;(M;yM), 
where YM is obtained from YM by setting YM(x) = YM(x) for all x E 
E(M)-{a} and YM(a) = YN(b) +YN(c). Since YM > 0 and Mis indepen-
dence correlated, b..r(M; YM) z 0. It now follows that b..r(N; YN) z O for 
all distinct elements e, f E E(N) - {b, c}. 
Now assume that {b,c} n {e,f} is nonempty. If {b,c} = {e,f}, then 
Ie1(N;yN) = 0, so in this case b..r(N;yN) z 0. If {b,c} n {e,f} meets in 
exactly one element, {b} say, then, using the weighting YM above in which 
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YM(a) = YN(b) + YN(c), we get 
fj.r(N;yN) = YN(~)1:~~(c)fj.I(M;yM) 2 0. 
It now follows that N is independence correlated. 
Now suppose that N is a series extension of M with b and c replacing 
a. Let YN be a positive real-valued weighting of E(N). Let YM be the 
weighting on E(M) that is obtained from YN by setting YM(x) = YN(x) 
for all x E E(M) - {a} and YM(a) = 1. If U and V are disjoint subsets of 
E(N) - {b, c }, then, by similar arguments to that of the parallel case, 
YN(b)+;N(c)+ll&(N;yN) = I{!(M;yM), 
where YM is obtained from YM by setting YM(x) = YM(x) for all x E 
E(M) - {a} and 
I ( ) _ YN(b)yN(c) 
YM a - YN(b)+yN(c)+l' 
Since M is independence correlated and YM > 0, we deduce that 
fj.r(N;yN) 2 0 for all distinct e,f E E(N)- {b,c}. 
Assume that {e, f} = {c, d}. By Lemma 3.1, 
fj.r(N; YN) = Jg(N; YN)J~(N; YN) - hc(N; YN)Jbc(N; YN) 
= YN(b)Ia(M; YM )YN(c)Ja(M; YM) 
-YN(b)yN(c)Ia(M; YM)Ja(M;yM) 
= YN(b)YN(c)Ia(M;yM)(Ia(M;yM) - Ia(M;yM)). 
Thus, as YM(a) = 1, we have D,.r(N;yN) 2 0 if and only if 
Ia(M;yM)-Ia(M;yM) = I°(M;yM)-I(M/a;yM) 2 0. 
Since every independent set of M / a is an independent set of M that avoids 
a, it follows that D.r(N; YN) 2 0. 
Lastly, assume that {b, c} and { e, f} meet in exactly one element, {b} say. 
Then, by Lemma 3.1, 
fj.r(N; YN) = I{ (N; YN )Ij(N; YN) - h1(N; YN )Jbf (N; YN) 
= YN(b)Jf (N/b; YN )I1(N\b; YN) - YN(b)I1(N/b; YN )Jf (N\b; YN), 
Let y'fu be the positive real-valued weighting on E(M) that is obtained by 
setting y'fu(x) = YN(x) for all x E E(M) - {a} and y'fu(a) = YN(c). Then, 
as 
I1(N\b; YN) = IJ(M; y'fu) + YN(c)IJ(M; y'fu) 
and 
Jf(N\b;yN) = Jfa(M;y'fu) +YN(c)Jfa(M;y'fu), 
we see that fj.r(N; YN) 2 0 holds if and only if 
(l+YN(c))(Jf(M;y'fu)IJ(M;y'fu)-I1(M;y'fu)Jfa(M;y'fu)) 2 0. 
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It now follows by Lemma 3.1 that 6.r(N; YN) 2: 0 whenever l{b, c}n{ e, f}I = 
1. Thus N is independence correlated. D 
Note that the transformation of weights YN to YM and y'fvr used in the 
proof of Proposition 3. 7 are special cases of those used by Sokal to obtain 
the general formulae ( 4.22) and ( 4.28) in [11). 
q-correlated matroids. Alan Sokal (private communication, 2005) has 
pointed out a generalization of the some of the above to the random cluster 
model. Call a matroid M with ground set E q-correlated if, for a random 
subset R of E chosen according to the random cluster measure 
lP'(A) oc (rrp(e) I1 (1-p(e))) q-r(A), 
eEA eEE-A 
we have that 
(2) lP'(R contains e)lP'(R contains f) 2: lP'(R contains e and f) 
for all distinct e, f E E and all probability distributions p. It is easy to see 
that (2) is equivalent to 
ZMje(q, y)ZM/ f (q, Y) 2: qr({e})+r({f})-r({e,f}) ZM(q, y)ZM/ef (q, Y) 
for all distinct e, f E E and y > 0. Here Z is the multivariate Tutte 
polynomial ( or almost equivalently the random cluster partition function 
defined in (1.3) of [11)). 
Alternatively, and more generally, we can define the partition function 
with respect to an arbitrary nonnegative weight function w as follows. Let 
lP'(A) oc (rr p(e) I1 (1 -p(e))) w(A), 
eEA eEE-A 
which has an associated partition function 
Z(w, y) = L (rr p(e) I1 (1- p(e))) w(A). 
A<;;E eEA eEE-A 
Then following the approach in [11), we see that (2) is equivalent to 
a a a2 
-8 Z(w,y)-8 Z(w,y) 2: Z(w,y) a a Z(w,y) Ye Ye Ye YJ 
with w(A) equal to q-r(A) and where Ye= y(e) for all e. 
Essentially the same arguments as used in this section show that the 
following statement is true: 
• If M is q-correlated, then any series-parallel extension of M is q-
correlated. In particular, series-parallel networks are q-correlated 
for all O < q :::; 1. 
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Furthermore, from (3.10) of [11), we know that with y fixed 
lim qr(E) ZM(q, y) = S(M; y). 
q->0 
Similarly, if q --, 0 with w = y / q fixed, we get 
lim ZM(q, qw) = I(M; y) 
q->0 
by (3.12) of [11]. Hence, combining these we get the following statement: 
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• If M is q-correlated for all sufficiently small (but positive) q, then 
M is correlated. 
However, it seems possible ( though we have no examples) that there exist 
matroids which are independence and/or spanning correlated but not q-
correlated for any q, where O < q < 1. 
Note that, for q 2: 1, the inequality (2) is reversed for all e and f and all 
matroids by an easy application of the FKG inequality. 
4. APPLICATIONS AND EXAMPLES 
We begin this section by considering a particular subclass of the class 
of independence correlated matroids. We say that a matroid M is strongly 
independence correlated if, for all distinct e and f in E(M) and positive 
real-valued weightings y of E, we have that b..1(M; y) is a multivariate 
polynomial in which each coefficient is non-negative. As an example, all 
uniform matroids are strongly correlated. Examination of the proofs of 
Propositions 3.3, 3.5, and 3.7, show that exactly the same arguments give 
the following proposition. 
Proposition 4.1. Let M be a strongly independence correlated matroid. 
Then 
(i) M* is strongly spanning correlated, 
(ii) every minor of M is strongly independence correlated, and 
(iii) every series-parallel extension of M is strongly independence corre-
lated. 
It can be checked that M(K4) is not strongly independence correlated, 
but every proper minor of M(K4) is strongly independence correlated. Com-
bining this with Proposition 4.1, and the fact that if M is a binary matroid 
and has no M(K4)-minor, then M is the cycle matroid of a series-parallel 
network (see [7]), we get the following result. 
Theorem 4.2. A binary matroid is strongly independence correlated if and 
only if it has no K4 as a minor. 
12 CHARLES SEMPLE AND DOMINIC WELSH 
Computationally, this means that any Maple aided computation to verify 
that a particular graph or matroid containing K4 or M(K4) as a minor 
is correlated will need several possibly intractable algebraic manipulations. 
For example, a Maple calculation to calculate 6.(M(Ks); y) for a pair of 
non-adjacent edges results in having to show that a polynomial of degree 6 
consisting of 228 terms in 8 variables is nonnegative for all y > 0. 
Rayleigh matroids. Comparison of the definitions of Rayleigh matroids 
and correlated matroids suggests some close connection between the two 
classes. We show next that the classes of independence and spanning corre-
lated matroids are contained in the class of Rayleigh matroids. 
Proposition 4.3. Let M be a matroid. If M is either independence or 
spanning correlated, then it is a Rayleigh matroid. 
Proof. Let M be an independence correlated matroid with ground set E. 
Suppose that for some choice of e, f E E and positive real-valued weighting 
y of E, we have 
(3) 6.B(M;y) = Be(M;y)B1(M;y) -Be1(M;y)B(M;y) < 0. 
Let y' be the positive real-valued weighting that is obtained from y by 
mutiplying each element by k > 0. Then 
6.r(M; y') = Ie(M; y')I1(M; y') - Ie1(M; y')I(M; y'). 
Denoting the rank of M by r, it follows that 
6.r(M;y') = k2r- 2(Be(M;y)B1(M;y) - Bet(M;y)B(M;y)) 
+ k2r-3 Pi(y) + k2r-4P2(Y) +, .. + 1, 
where Pi (y) is a polynomial in y. Since M is independence correlated and 
k can be arbitrarily large, this implies that 
Be(M;y)B1(M;y) - Be1(M;y)B(M;y) 2: 0. 
This contradiction to (3) implies that every independence correlated matroid 
is Rayleigh. 
To see that every spanning correlated matroid N is Rayleigh, note that, 
by Proposition 3.3, N* is independence correlated and so N* is a Rayleigh 
matroid. Since Rayleigh matroids are closed under duality [2], it follows 
that N is a Rayleigh matroid. 0 
Choe and Wagner [2] showed that the class of Rayleigh matroids is strictly 
contained in the class of balanced matroids and this implies that the binary 
matroid Ss is not correlated. (For details of Ss, see (7].) It is also shown 
in [2] that the affine geometry AG(3, 2) is Rayleigh. Using the very useful 
properties that AG(3, 2) is doubly transitive and self-dual, we were able to 
show reasonably quickly using Maple that AG(3, 2) is correlated. In partic-
ular, by considering 6.r(AG(3, 2); y) for any pair of elements of AG(3, 2), it 
suffices to show that a degree-6 multivariate polynomial in 6 variables with 
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227 terms is non-negative for ally. Fortunately, only 12 of these terms are 
negative and each such term is of the form -2YiYjYkYlY;. where i, j, k, l, and 
m are pairwise distinct. The negativity of these terms are easily dealt with 
by completing the square using the remaining 215 terms. It is worth not-
ing that these are precisely the negative terms that arose in the analogous 
proof in [2] to show that AG(3, 2) is Rayleigh and thus agrees with their 
computation. Since the class of correlated matroids is closed under minors, 
this implies that the Fano and its dual as well as M(K4) are correlated. In 
particular, combining this with the general results in the last section, we 
extend the class of graphs satisfying Conjectures 1.1 and 1.2. as follows. 
Theorem 4.4. Let G be a graph that can be obtained by starting with a 
graph whose maximal 2-connected subgraphs are K4 or one of its minors, 
and repeatedly adding edges in series and in parallel. Then Conjectures 1.1 
and 1.2 hold for G. 
Proof. Since M(K4) is correlated, K4 and its minors are correlated by 
Proposition 3.5. The theorem nows follows by combining Propositions 3.7 
and 3.2. D 
5. SOME OPEN QUESTIONS 
There are many questions left unanswered. We list some of these in no 
particular order of importance or difficulty. 
(1) Does there exist a Rayleigh matroid that is not correlated? 
(2) Choe and Wagner [2] showed that the 2-sum of two Rayleigh ma-
troids is also Rayleigh. However, proving the analogous result for 
correlated matroids appears more difficult. 
(3) Does there exist a graph G that satisfies Conjecture 1.1, but M(G) 
is not independence correlated? 
(4) Is there a matroid that is independence correlated, but is not span-
ning correlated? 
(5) Wagner [12] showed that every rank-3 matroid is Rayleigh. Is every 
rank-3 matroid correlated? 
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