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Abstract We prove part of a higher rank analogue of the Gouvea-Mazur Conjecture (cf.
[G-M]). More precisely, let G˜ be a connected, reductive Q-split group and Γ an arithmetic
subgroup of G˜. We show that the dimension of the slope α subspace of the cohomology of
Γ with values in an irreducible G˜-module L is bounded independently of L. The proof is
based on general principles of the representation theory of algebraic groups; in particular,
we study truncations of highest weight modules of Chevalley groups.
Introduction
(0.1) The first boundedness result for the dimension of the slope subspaces of the co-
homology groups of arithmetic subgroups has been obtained by Hida; he showed that the
dimension of the slope 0-subspace of the cohomology of an arithmetic subgroup Γ in GL2(Z)
with coefficients in the irreducible representation Lk of highest weight k ∈ N0 is bounded
independently of k (cf. e.g. [Hi], chapter 7.2). Hida even showed that this dimension is
constant as a function of k and later he generalized his results to higher rank. Following a
suggestion by R. Taylor, Buzzard extended Hida’s result to spaces of arbitrary slope (but
still considering arithmetic subgroups of GL2) (cf. [Bu]). A. Pande, following the method of
Buzzard/Taylor, further extended Buzzard’s result to GL2 over imaginary quadratic fields
(cf. [P]). We also mention the recent work by Harder in the slope 0 case (cf. [H]).
(0.2) In this article we prove boundedness of the dimension of the slope subspaces for
arithmetic subgroups in arbitrary reductive algebraic groups. To describe this in more
detail, let G˜ be a connected, reductive, Q-split group with derived (semi simple) group G.
We choose a maximal Q-split torus T˜ in G˜ and a maximal Q-split torus T ≤ T˜ in G and
we denote by Lλ˜ the irreducible algebraic G˜-module of highest weight λ˜ ∈ X(T˜). We note
that Lλ˜ is defined over Z. We fix a prime p and we let Γ ≤ G(Z) be an arithmetic subgroup.
As in the above mentioned works, we assume that Γ satisfies a certain level condition at p
(cf. section (4.2) for a precise definition). The group Γ acts on Lλ˜(Qp) and on Lλ˜(Zp) and
we define the slope α subspace of the group cohomology H i(Γ, Lλ˜(Qp)) with respect to a
normalized Hecke operator at p. Our main result then is as follows (cf. section (6.6)).
Theorem. Let β ∈ Q≥0 and select i ∈ N0. There is a constant C = C(β, i) such that∑
0≤α≤β
dimH i(Γ, Lλ˜(Qp))
α ≤ C
1
for all dominant weights λ˜.
(0.3) The proof of the above theorem is based on consideration of truncations of irreducible
representations of G. To explain this we let λ˜ ∈ X(T˜) be a dominant algebraic weight and
we denote by λ◦ = λ˜|T resp. λ = dλ
◦ ∈ Lie(T)∗ the restriction of λ˜ to T resp. the
differential of λ◦. We denote by Lλ the irreducible Lie(G)-module of highest weight λ,
hence, G acts on Lλ and Lλ is the algebraic irreducible G-module of highest weight λ
◦
and is defined over Z. The truncation L
[r]
λ (Zp) of length r of the Γ-module Lλ is defined
as a quotient of Zp-modules Lλ(Zp)/Lλ(Zp, r), where Lλ(Zp, r) ≤ Lλ(Zp) is a certain Zp-
submodule, which in particular contains all weight spaces whose weight has ”relative height”
strictly larger than r (cf. (1.3)). Thus, we truncate from Lλ(Zp) all ”sufficiently high” weight
spaces. L
[r]
λ (Zp) no longer is a G(Zp)-module (or G(Z)-module), but it still is a Γ-module
of finite cardinality. The Theorem then is a consequence of the following two properties of
the truncation.
Proposition A (cf. (6.5) Proposition). Let r be an integer bigger than α+ 1. Then
dimH i(Γ, Lλ˜(Qp))
α ≤ vp
(
#(H i(Γ,L
[r]
λ (Zp)))
)
.
This follows from a closer analysis of the Hecke Operator acting on the cohomology of Γ
in section 5 together with a cohomological argument due to Hida (cf. the proof of (6.4)
Proposition or [Hi] chapter 7.2).
Proposition B (cf. (4.4) Proposition). The isomorphism class of the Γ-module L
[r]
λ (Zp)
only depends on λ modulo p
⌈ p
p−1
⌉r
Γsc (Γsc = the weight lattice of Lie(G)).
In the above form Proposition B only holds if the weight λ is sufficiently regular; if λ
comes close to the boundary of the Weyl chamber the statement has to be modified (cf.
Proposition (4.4) for a precise statement). We note that in the main part we will consider
somewhat more generally truncations of Lλ(Z).
We deduce Proposition B from its differential version for irreducible representations of semi
simple Lie algebras by using the method of Chevalley groups. We note that truncations of
irreducible GL2-modules appear in the above mentioned works of Buzzard and Pande as
certain subspaces of symmetric powers of the standard representation of GL2. Our definition
is an extension to the higher rank case based on the semi simple representation theory of
Chevalley groups. Also, in the context of symmetric powers of the standard representation
of GL2 a result analogous to the above Proposition appears in [P].
(0.4) Buzzard and Pande make use of the fact that in the GL2-case the (interesting)
cohomology appears in degree 1, hence, any cocycle already is determined by its values
on a set of generators of Γ. Based on this they even obtain an explicit upper bound for
the dimension of the slope spaces and in the case of the trivial congruence subgroup Γ in
a indefinite quaternion algebra Pande also proves local constancy of the dimension of the
slope spaces. We hope to be able to deal with these questions in the context of this article
in the future.
(0.5) Our motivation for writing this article comes from the Gouvea-Mazur Conjecture.
On the one hand, the above Theorem confirms a part of a higher rank analogue of the
2
Gouvea-Mazur Conjecture. On the other hand, we hope that it will be an ingredient in an
approach to the construction of p-adic families of modular forms (i.e. the second part of
the Gouvea-Mazur Conjecture), which is based on a more elementary comparison of trace
formulas and does not make use of advanced theories like rigid analytic geometry (cf. [M
1,2]).
Acknowledgement. I am grateful to the referee for pointing out errors in earlier versions
and for several helpful remarks and suggestions.
1 Truncation of irreducible representations of semi simple
Lie algebras
(1.1) Notations. We fix a complex semi-simple Lie algebra g of rank ℓ. We introduce
the following notations.
• h denotes a fixed a Cartan subalgebra of g and Φ is the set of roots of g with respect
to h.
• ∆ is a fixed choice of a basis of Φ and Φ+ resp. Φ− is the set of positive resp. negative
roots in Φ.
• g(α) is the weight α subspace of g (with respect to the adjoint action of h) and we set
n =
⊕
α∈Φ+ g(α), n
− =
⊕
α∈Φ− g(α).
• ( , ) is the Killing form on g and for λ ∈ h∗ we define tλ ∈ h by (tλ, h) = λ(h)
for all h ∈ h. In this way, ( , ) induces a pairing on h∗ and for λ, µ ∈ h∗ we set
〈λ, µ〉 = 2(λ, µ)/(µ, µ).
• for every α ∈ Φ we define the coroot hα =
2tα
(tα,tα)
∈ h; hence, λ(hα) = 〈λ, α〉. Moreover,
we denote by {ωα}α∈∆ the set of fundamental weights, i.e. ωα(hβ) = δα,β for all
α, β ∈ ∆.
• we denote by Γsc the weight lattice of g consisting of all integral weights in h
∗, i.e. Γsc
consists of all weights λ ∈ h∗ such that λ(hα) ∈ Z for all α ∈ Φ. Γad is the root lattice,
i.e. the subgroup of h∗ generated by the roots. We note that Γsc ≤ h
∗ is a Z-lattice
in h∗ with basis {ωα}α∈∆ and Γad ≤ Γsc is a sublattice with basis ∆. We write λ ≥ µ
(λ, µ ∈ Γsc) if λ− µ is a linear combination of elements in Φ
+ (or, equivalently, in ∆)
with positive coefficients (cf. [Hu], p. 47). We denote by
ht = ht∆ : Γad → Z
the height function on Γad, i.e. ht(λ) =
∑
α∈∆ cα for λ =
∑
α∈∆ cαα ∈ Γad.
• U is the universal enveloping algebra of g and U+, resp. U− resp. Uo is the universal
enveloping algebra of n resp. n− resp. h .
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• For any α ∈ Φ we choose a root vector xα ∈ g(α) such that {xα, α ∈ Φ, hα, α ∈ ∆}
is a Chevalley basis of g.
• We fix an ordering {α1, . . . , αs} of Φ
+; for any multi index n = (n1, . . . , ns) ∈ N
s
0 we
set
Xn+ =
xn1α1
n1!
· · ·
xnsαs
ns!
∈ U+
and
Xn− =
xn1−α1
n1!
· · ·
xns−αs
ns!
∈ U−.
Moreover, for n = (nα)α∈∆ ∈ N
∆
0 we set
Hn =
∏
α∈∆
(
hα
nα
)
∈ Uo,
where
(
h
n
)
= h(h − 1) · · · (h− n+ 1)/n! (
(
h
0
)
= 1).
• We denote by UZ ≤ U the Z-algebra generated by the elements x
n
α/n! (α ∈ Φ, n ∈ N0).
Theorem 26.4 in [Hu], p. 156 implies that UZ is a lattice in U with basis
UZ =
⊕
n1∈Ns0,n2∈N
∆
0 ,n3∈N
s
0
ZXn1− H
n2Xn3+ .
Thus, UZ is a Z-form of the associative algebra U . Similarly, U
+ resp. U− resp. Uo
have Z-forms U+Z resp. U
−
Z resp. U
o
Z with Z-basis {X
n
+, n ∈ N
s
0} resp. {X
n
−, n ∈ N
s
0}
resp. {Hn, n ∈ N∆0 }. In particular, we obtain UZ = U
−
Z U
o
ZU
+
Z .
We denote by ⌈x⌉ the smallest integer, which is equal to or bigger than x. We define the
binomial coefficient
(z
k
)
= z(z−1)···(z−k+1)k! , z ∈ Z, k ∈ N and we put
(z
0
)
= 1. It is easy
to see that
(z
k
)
∈ Z for all z ∈ Z and k ∈ N0. We denote by vp the p-adic valuation on
Q¯p normalized by vp(p) = 1. Moreover, we fix an embedding Q¯ →֒ Q¯p, hence, vp defines a
p-adic valuation on Q¯.
(1.2) Irreducible representations of semi simple Lie algebras. Let λ ∈ Γsc be
an integral and dominant weight. We denote by (ρλ, Lλ) the finite dimensional, irreducible
complex representation of g of highest weight λ. We note that Lλ is an U -module. We
denote by Lλ(µ) the weight µ subspace of Lλ, Πλ is the set of all nontrivial weights µ of
Lλ (i.e Lλ(µ) 6= 0) and Γλ ≤ h
∗ is the weight lattice of ρλ, i.e. Γλ is the subgroup of Γsc
generated by Πλ. Thus, if Lλ is faithful we have
Γsc ≥ Γλ ≥ Γad.
(cf. [B], ch. 2.1, equation (2), p. 6). We fix a maximal vector vλ ∈ Lλ, i.e. vλ has weight λ
and Lλ = U
−vλ, and we set Lλ(Z) = U
−
Z vλ. Theorem 27.1 b.) in [Hu], p. 158 and its proof
imply that Lλ(Z) is an admissible, i.e. UZ-invariant lattice in Lλ; moreover, Theorem 27.1
a.) in [Hu], p. 158 implies
Lλ(Z) =
⊕
µ∈Πλ
Lλ(Z, µ),
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where Lλ(Z, µ) = Lλ(µ) ∩ Lλ(Z) is the weight µ subspace in Lλ(Z). For any Z-algebra R
we set Lλ(R) = Lλ(Z)⊗Z R and Lλ(R,µ) = Lλ(Z, µ)⊗Z R. Hence,
Lλ(R) =
⊕
µ∈Πλ
Lλ(R,µ).
(1.3) The truncating submodule of an irreducible representation. In the re-
mainder of section 1 we fix a prime p ∈ N and we define the following (”Iwahori-type”)
Z-subalgebra of UZ:
S = Z[
xn−α
n!
, α ∈ Φ+, n ∈ N0, p
mht(α)x
m
α
m!
, α ∈ Φ+,m ∈ N0] ≤ UZ,
i.e. S is the Z-subalgebra of UZ generated by the elements
xn−α
n! , α ∈ Φ
+, n ∈ N0 and
pmht(α) x
m
α
m! , α ∈ Φ
+, m ∈ N0. We select an integral and dominant weight λ ∈ Γsc. Lλ(Z)
then becomes an S-module via restriction. In the following we want to introduce the
truncation of the S-module Lλ(Z). We define a (relative) height function
htλ : Πλ → N0
on the set of weights of Lλ by
htλ(µ) = ht(λ− µ)
(note that λ − µ ∈ Γad, hence, ht(λ − µ) is defined). Explicitly, if µ = λ −
∑
α∈∆ cαα,
cα ∈ N0 (note that any µ ∈ Πλ has this form), then htλ(µ) =
∑
α∈∆ cα. We also note that
(1) htλ(µ+ ω) = htλ(µ)− ht(ω)
for all µ ∈ Πλ and all ω ∈ Γad such that µ + ω again is contained in Πλ. For any integer
r ∈ N0 we then define the following Z-submodule of the highest weight module Lλ(Z):
Lλ(Z, r) =
⊕
µ∈Πλ
0≤htλ(µ)≤r
pr−htλ(µ) Lλ(Z, µ)⊕
⊕
µ∈Πλ
htλ(µ)>r
Lλ(Z, µ).
Again, we put Lλ(R, r) = Lλ(Z, r)⊗Z R for any Z-algebra R, hence,
Lλ(R, r) =
⊕
µ∈Πλ
0≤htλ(µ)≤r
pr−htλ(µ) Lλ(R,µ)⊕
⊕
µ∈Πλ
htλ(µ)>r
Lλ(R,µ).
We note that Lλ(Z, r) is a Z-lattice in Lλ(Q, r).
(1.4) Lemma. Lλ(Z, r) is an S-invariant submodule of Lλ(Z).
Proof. Since
xn−α
n! Lλ(Z) ⊆ Lλ(Z) we obtain for all µ ∈ Πλ and α ∈ Φ
+
xn−α
n!
Lλ(Z, µ) ⊆ Lλ(µ− nα) ∩ Lλ(Z) = Lλ(Z, µ − nα).
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Since htλ(µ−nα) ≥ htλ(µ) (cf. equation (1)) the definition of Lλ(Z, r) immediately implies
that
xn−α
n! Lλ(Z, r) ⊆ Lλ(Z, r).
To show that all generators pnht(α) x
n
α
n! with α ∈ Φ
+ leave Lλ(Z, r) invariant, we distinguish
cases.
1. First, we consider weights µ ∈ Πλ satisfying htλ(µ) ≤ r. We let v ∈ p
r−htλ(µ) Lλ(Z, µ)
be arbitrary. For all α ∈ Φ+ we obtain using equation (1)
pnht(α)
xnα
n!
(v) ∈ pnht(α)pr−htλ(µ)Lλ(Z, µ+ nα) = p
r−htλ(µ+nα) Lλ(Z, µ + nα).
Since htλ(µ + nα) ≤ htλ(µ) ≤ r we deduce that p
r−htλ(µ+nα)Lλ(Z, µ + nα) is contained
in Lλ(Z, r). Since v was arbitrary this implies that p
nht(α) x
n
α
n! p
r−htλ(µ)Lλ(Z, µ) ⊆ Lλ(Z, r)
(note that we may assume that µ+ nα ∈ Πλ since otherwise x
n
αv = 0).
2. Second, we consider weights µ ∈ Πλ with htλ(µ) > r. We let v ∈ Lλ(Z, µ) be arbitrary.
As above we find
(2) pnht(α)
xnα
n!
(v) ∈ pnht(α) Lλ(Z, µ+ nα).
If htλ(µ+nα) > r then p
nht(α) Lλ(Z, µ+nα) clearly is contained in Lλ(Z, r). Thus, we may
assume that htλ(µ+ nα) ≤ r. Since htλ(µ) > r we obtain using equation (1)
r − htλ(µ+ nα) = r − htλ(µ) + nht(α) ≤ nht(α).
Thus, the definition of Lλ(Z, r) shows that p
nht(α) Lλ(Z, µ + nα) is contained in Lλ(Z, r).
Hence, in the second case we also obtain that pnht(α) x
n
α
n! Lλ(Z, µ) ⊆ Lλ(Z, r).
Thus, cases 1 and 2 show that pnht(α) x
n
α
n! Lλ(Z, r) ⊆ Lλ(Z, r) and the proof of the Lemma is
complete.
(1.5) Truncation of an irreducible representation. Since Lλ(Z, r) is invariant under
S we obtain a representation
ρλ : S → End(Lλ(Z)/Lλ(Z, r)),
which we call the truncation of length r of the representation (ρλ, Lλ). We also call the
S-module
L
[r]
λ (R) = Lλ(R)/Lλ(R, r)
the truncation of length r of the highest weight module Lλ(R) and Lλ(R, r) the truncating
submodule. In the following we will only need to consider truncations in the cases R = Z
and R = Zp. We note that
(3) L
[r]
λ (Z)
∼=
⊕
µ∈Πλ
htλ(µ)≤r
Lλ(Z, µ)
pr−htλ(µ)Lλ(Z, µ)
.
In particular, L
[r]
λ (Z) is a finitely generated torsion Z-module, which is annihilated by p
r.
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...
Root system A2: ” ” = Weights of the truncation Lλ(Z)/Lλ(Z, 2) of length 2
in case mα1 , mα2 > 2 (∆ = {α1, α2}).
λ
2 Truncation of Verma modules
(2.1) Integral Verma modules. In this section, we introduce an analogue of the
truncation of irreducible representations for Verma modules. This will be used in section 3.
We let λ ∈ h∗ and we denote by
Iλ = 〈U
+, hα − λ(hα), α ∈ ∆〉U
the left ideal (i.e. the U -submodule) in U generated by U+ and hα − λ(hα) for α ∈ ∆. The
Verma module of highest weight λ is defined as Vλ := U/Iλ. Thus, Vλ is a cyclic U -module
generated by the maximal vector vλ = 1 + Iλ. Using the PBW Theorem we even find that
Vλ = U
−vλ is a free U
−-module, hence,
(1) Vλ =
⊕
n∈Ns0
CXn−vλ.
We denote by Vλ(µ) the weight µ subspace in Vλ. Hence,
(2) Vλ =
⊕
µ≤λ
Vλ(µ)
and
(3) Vλ(µ) =
⊕
n∈Ns
0
n1α1+···+nsαs=λ−µ
CXn−vλ
(to see this, note that by equation (1) Vλ is the direct sum of the subspaces appearing on
the right hand side of equation (3) and that these spaces have weight µ). From now on, we
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assume in addition that λ ∈ Γsc is integral. We attach to λ a Z-linear mapping
λ : U◦Z =
⊕
n∈N∆0
ZHn → Z
by defining the values on basis elements as
λ(Hn) =
∏
β∈∆
(
λ(hβ)
nβ
)
(n = (nβ)β∈∆ ∈ N
∆
0 ).
We note that the integrality of λ implies that λ(hβ) = 〈λ, β〉 ∈ Z for all β ∈ ∆, hence,
λ(Hn) ∈ Z. (Later we will in addition assume that λ is dominant which implies that
λ(hβ) ∈ N0).
We define the integral Verma module as
Vλ(Z) = UZvλ.
A straightforward computation yields
Hvλ = λ(H)vλ
for all H ∈ U◦Z. Since U
+
Z annihilates vλ we thus obtain
(4) Vλ(Z) = U
−
Z vλ =
⊕
n∈Ns0
ZXn−vλ;
hence, Vλ(Z) is a free U
−
Z -module and a Z-lattice in Vλ. Moreover, this implies
Vλ(Z) =
⊕
µ≤λ
Vλ(Z, µ),
where
(5) Vλ(Z, µ) =
⊕
n∈Ns
0
n1α1+···+nsαs=λ−µ
ZXn−vλ = Vλ(µ) ∩ Vλ(Z)
is the weight µ subspace of Vλ(Z) (the last ”=” in equation (5) follows from equations (3)
and (4)); in particular, Vλ(Z, µ) is a Z-lattice in Vλ(µ). The set of non-trivial weights in Vλ
is given as {µ ∈ Γsc, µ ≤ λ} and the relative height function extends to a mapping
htλ : {µ ∈ Γsc, µ ≤ λ} → N0
(htλ(µ) = ht(λ− µ); note that µ ≤ λ implies λ− µ ∈ Γad). For any non-negative integer r
we define the following Z-submodule of Vλ:
Vλ(Z, r) =
⊕
µ≤λ
0≤htλ(µ)≤r
pr−htλ(µ)Vλ(Z, µ)⊕
⊕
µ≤λ
htλ(µ)>r
Vλ(Z, µ).
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Clearly, Vλ(Z, r) ≤ Vλ(Z) is a U
−
Z -submodule.
Essentially the same proof as the one of (1.4) Lemma yields the following
Lemma. Vλ(Z, r) is an S-invariant subspace of Vλ(Z).
(2.2) Truncation of Verma modules. We relate the truncation of irreducible, finite
dimensional representations of g to certain quotients (”truncations”) of Verma modules.
This will be used in section 3. We assume that λ is an integral and dominant weight, hence,
the weight of any non-trivial weight space appearing in Vλ is integral. For all simple roots
α we set
mα = λ(hα),
hence, λ =
∑
α∈∆mαωα. We denote by
Uλ = 〈x
mα+1
−α vλ, α ∈ ∆〉U =
∑
α∈∆
Uxmα+1−α vλ
the U -submodule of Vλ, which is generated by the elements x
mα+1
−α vλ, α ∈ ∆. We claim
that
(6) Uλ = 〈x
mα+1
−α vλ, α ∈ ∆〉U− =
∑
α∈∆
U−xmα+1−α vλ.
In fact, the inclusion ”⊇” is obvious. To prove the reverse inclusion, we let α ∈ ∆ and we
denote by Sα ≤ g the Lie subalgebra isomorphic to sl2 which is attached to α as in [Hu],
Proposition 8.3 (f), p. 37. Applying the representation theory of sl2 to the sl2(C)-module
Sαvλ we find xαx
mα+1
−α vλ = 0. Moreover xβx
mα+1
−α vλ = 0 for any positive root β 6= α because
β − (mα + 1)α is not a sum of negative roots (note that α is simple). Since any X ∈ U is a
linear combination of terms Xa−H
bXc+ we deduce that
Uλ =
∑
α∈∆
Uxmα+1−α vλ =
∑
α∈∆
U−xmα+1−α vλ.
which is the claim.
Using that U− =
⊕
n
CXn− and equation (6) we see that Uλ is the sum of its weight spaces
Uλ =
⊕
µ
Uλ(µ),
where Uλ(µ) =
∑
α,nCX
n
−x
mα+1
−α vλ and α ∈ ∆, n = (ni) ∈ N
s
0 run over all elements such
that λ − (mα + 1)α −
∑
i niαi = µ (recall that α1, . . . , αs are the positive roots). We set
Uλ(Z) = Uλ ∩ Vλ(Z) and for any weight µ we put
Uλ(Z, µ) = Uλ(µ) ∩ Vλ(Z) = Vλ(µ) ∩ Uλ(Z) (≤ Vλ(Z, µ)).
Uλ(Z) is a UZ-module and we obtain
Uλ(Z) =
⊕
µ
Uλ(Z, µ).
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Theorem 21.4 in [Hu], p. 115 implies that there is a surjective morphism of U -modules
ϕ : Vλ → Lλ,
which sends Xvλ to Xvλ, X ∈ U , and has kernel Uλ. The restriction of ϕ induces a
surjective morphism of UZ-modules
(7) ϕZ : Vλ(Z)→ Lλ(Z)
which has kernel Uλ(Z). The morphism ϕZ induces a map
ϕr : Vλ(Z)→ Lλ(Z)/Lλ(Z, r)
which sends vλ to ϕZ(vλ) + Lλ(Z, r) = vλ + Lλ(Z, r). Since Lλ(Z, r) is an S-module, ϕr is
a morphism of S-modules.
Lemma. The kernel of ϕr equals Uλ(Z) + Vλ(Z, r). In particular, Uλ(Z) + Vλ(Z, r) is an
S-module and ϕr induces an isomorphism of S-modules
Vλ(Z)
Uλ(Z) + Vλ(Z, r)
→
Lλ(Z)
Lλ(Z, r)
= L
[r]
λ (Z).
Proof. Since ϕ is a morphism of U -modules it respects weight spaces and since ϕ maps
Vλ(Z) to Lλ(Z) we see that ϕ maps Vλ(Z, ν) to Lλ(Z, ν). We denote by ϕ(ν) the restriction
of ϕ to Vλ(Z, ν). We claim that for any (integral) weight ν the sequence
0→ Uλ(Z, ν)
”⊆”
→ Vλ(Z, ν)
ϕ(ν)
→ Lλ(Z, ν)→ 0
is exact. We first show surjectivity. Let v ∈ Lλ(Z, ν). By the surjectivity of ϕZ there
is u ∈ Vλ(Z) such that ϕ(u) = v. We write u =
∑
µ uµ with uµ ∈ Vλ(Z, µ). Since
Hϕ(u) = ν(H)ϕ(u) for all H ∈ UoZ we obtain Hu− ν(H)u ∈ kerϕZ = Uλ(Z). Thus,∑
µ
(µ(H)− ν(H))uµ ∈ Uλ(Z).
Since Uλ(Z) is the direct sum of its weight spaces Uλ(Z, µ), this implies that (µ(H) −
ν(H))uµ ∈ Uλ(Z, µ) for all µ. Since furthermore, Uλ(Z, µ) ≤ Vλ(Z) is saturated this implies
uµ ∈ Uλ(Z, µ) for all µ 6= ν. Hence,
∑
µ6=ν uµ ∈ Uλ(Z) = kerϕZ and we obtain ϕ(uν) =
ϕ(u) = v, which is the surjectivity of ϕ(ν). The exactness of the sequence then is immediate
because kerϕ(ν) = Vλ(Z, ν) ∩ Uλ = Uλ(Z, ν).
The surjectivity of ϕ(µ) implies that ϕ(pm Vλ(Z, µ)) = p
m Lλ(Z, µ), hence,
ϕ(Vλ(Z, r)) = Lλ(Z, r).
Since Uλ(Z) is the kernel of ϕZ this yields
kerϕr = ϕ
−1
Z (Lλ(Z, r)) = Vλ(Z, r) + Uλ(Z).
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Hence, the proof is complete.
We set
Vˆλ(r) =
⊕
htλ(µ)>r
Vλ(µ) and Lˆλ(r) =
⊕
htλ(µ)>r
Lλ(µ).
We note that Vˆλ(r) and Lˆλ(r) are U
−-modules.
Corollary. (Uλ + Vˆλ(r)) ∩ Vλ(Z) ⊆ Uλ(Z) + Vλ(Z, r).
Proof. Since the morphism of U -modules ϕ : Vλ → Lλ has Uλ in its kernel and respects
weights spaces, it maps Uλ + Vˆλ(r) to Lˆλ(r). Since ϕ(Vλ(Z)) = Lλ(Z) we obtain
ϕ((Uλ + Vˆλ(r)) ∩ Vλ(Z)) ⊆ Lˆλ(r) ∩ Lλ(Z) =
⊕
htλ(µ)>r
Lλ(Z, µ) ⊆ Lλ(Z, r).
Hence, (Uλ+ Vˆλ(r))∩Vλ(Z) is contained in the kernel of ϕr which is identical with Uλ(Z)+
Vλ(Z, r) by the lemma. This completes the proof of the Corollary.
3 Local constancy of the Truncated Representation
(3.1) Some auxiliary Lemmas. We collect some auxiliary Lemmas which will be needed
in the proofs in section (3.2) of the local constancy of the truncated Verma module. For
any n = (ni)i ∈ N
s
0 and any m = (mγ)γ∈∆ ∈ N
∆
0 we set
X ·n− =
s∏
i=1
xniαi , X
·n
+ =
s∏
i=1
xni−αi , and H
·m =
∏
γ∈∆
h
mγ
γ .
Moreover, we define the length of n = (ni)i ∈ N
s
0 as ℓ(n) =
∑
i ni.
(3.1.1) Lemma. Let α ∈ Φ+ be any positive root and let n = (ni)i ∈ N
s
0. Then
(1) xαX
·n
− =
∑
a,b∈Ns0
ζa,bX
·a
−X
·b
+ +
∑
a∈Ns0,γ∈Φ
+
ζa,γX
·a
− hγ ,
with certain ζa,b, ζa,γ ∈ C.
Proof. We denote by i the smallest index such that ni 6= 0 and we set β = αi (α1, . . . , αs
is the ordering of Φ+; cf. section (1.1)). Hence, we may write X ·n− = x−βX
·n′
− , where
ℓ(n′) = ℓ(n)− 1 and we obtain
(2) xαX
·n
− = xαx−βX
·n′
−
= x−βxαX
·n′
− + [xα, x−β]X
·n′
− .
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We want to show that [xα, x−β]X
·n′
− is of the form as on the right hand side of equation (1),
i.e.
(3) [xα, x−β]X
·n′
− =
∑
a,b∈Ns0
ζ ′a,bX
·a
−X
·b
+ +
∑
a∈Ns0,γ∈Φ
+
ζ ′a,γX
·a
− hγ
for certain ζ ′
a,b, ζa,γ ∈ C. To this end we note that there are four possibilities for the
difference α− β:
• Case 1. α − β is a positive root. In this case Theorem 25.2 in [Hu], p. 147 implies
that [xα, x−β] = ζxα−β for some ζ ∈ Z
• Case 2. α− β 6= 0 is no root, hence, [xα, x−β] = 0
• Case 3. α− β = 0. In this case Theorem 25.2 in [Hu], p. 147 implies that [xα, x−β ] =∑
γ∈∆ ζγhγ for certain ζγ ∈ Z
• Case 4. α − β is a negative root. Again, in this case Theorem 25.2 in [Hu], p. 147
implies that [xα, x−β ] = ζxα−β for some ζ ∈ Z.
In the first case using an induction over the length of n′, equation (1) (with the positive
root α replaced by the positive root α−β and n replaced by n′) shows that [xα, x−β]X
·n′
− =
ζxα−βX
·n′
− is of the form (3). In the second case [xα, x−β]X
·n′
− vanishes, hence equation (3)
holds trivially. In the third case for any positive root γ we have hαx−γ = x−γhα+[hα, x−γ ] =
x−γhα − γ(hα)x−γ , where γ(hα) ∈ Z. A simple induction over the length of n
′ therefore
shows that
hαX
·n′
− = X
·n′
− hα + ζX
·n′
−
for some ζ ∈ C, hence, equation (3) holds. In the fourth case Lemma 5.14 in [Ha], p. 135
implies that [xα, x−β ]X
·n′
− = ζxα−βX
·n′
− can be written
[xα, x−β ]X
·n′
− =
∑
a∈Ns0
ζaX
·a
−
for some ζa ∈ C. Thus, equation (3) is proven and we have shown that
xαX
·n
− = x−βxαX
·n′
− + terms as in the right hand side of eq. (1),
where now ℓ(n′) < ℓ(n). Repeating the above computation we find
xαX
·n′
− = x−β′xαX
·n′′
− + terms as in the right hand side of eq. (1),
where now ℓ(n′′) < ℓ(n′) and β′ = αi, i the smallest index such that n
′
i 6= 0. Proceeding in
this way we finally obtain that
xαX
·n
− = X
·n
− x−α + terms as in the right hand side of eq. (1).
This is the claim and the proof of the Lemma is complete.
We define the length of m = (mγ)γ ∈ N
∆
0 as ℓ(m) =
∑
γ∈∆mγ .
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(3.1.2) Lemma. For any positive root α and any k ∈ N
xkαX
·n
− =
∑
a,c∈Ns
0
,b∈N∆
0
ℓ(b)≤k
ζa,b,cX
·a
−H
·bX ·c+ .
Proof. We use induction on k. The case k = 1 is immediate by the preceeding Lemma.
We write using the induction hypothesis
xk+1α X
·n
− = xαx
k
αX
·n
− = xα
( ∑
a,c∈Ns
0
,b∈N∆
0
ℓ(b)≤k
ζa,b,cX
·a
−H
·bX ·c+
)
.
Using the expression for xαX
·a
− from the preceding Lemma we obtain
(4) xk+1α X
·n
− =
∑
a,c∈Ns
0
,b∈N∆
0
ℓ(b)≤k
ζa,b,c
∑
a′,b′
ζa′,b′X
·a′
− X
·b′
+ H
·bX ·c+ +
∑
a′,γ∈Φ+
X ·a
′
− hγH
·bX ·c+ .
Taking into account that for any positive root γ
X ·b
′
+ hγ = hγX
·b′
+ + ζX
·b′
+
for some ζ ∈ C we see that X ·b
′
+ H
·b can be written as a sum
∑
n, ℓ(n)≤ℓ(b) ζnH
·nX ·b
′
+ ; hence,
the summation over a′,b′ in equation (4) is of the form as claimed in the Lemma. Since
Uo is abelian we see that the summation over a′, γ in equation (4) also is of the form as
claimed in the lemma. This completes the proof of the Lemma.
(3.1.3) Lemma. For any positive root α ∈ Φ+ and any k ∈ N
xkα
k!
Xn− =
∑
a,b,c∈Ns0
ℓ(b)≤k
ζa,b,cX
a
−H
bXc+.
with certain ζa,b,c ∈ Z.
Proof. The C-linear span 〈H ·n, ℓ(n) ≤ k〉C contains the C-linear span 〈H
n, ℓ(n) ≤ k〉C
and since Hn has ”leading monomial”
∏
γ∈∆ h
nγ
γ = H ·n we find that
〈H ·n, ℓ(n) ≤ k〉C = 〈H
n, ℓ(n) ≤ k〉C.
Thus, using the preceding Lemma we deduce that we can write
xkα
k!
Xn− =
∑
a,b,c∈Ns
0
ℓ(b)≤k
ζa,b,cX
a
−H
bXc+
with certain ζa,b,c ∈ C. On the other hand,
xkα
k! X
n
− is contained in the Z-lattice UZ of U
and since UZ is a free Z-module with basis X
a
−H
bXc+ we deduce that ζa,b,c ∈ Z. Thus, the
Lemma is proven.
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(3.2) Local Constancy of truncated Verma modules. The following Proposition
shows that the truncations of two Verma modules Vλ(Z) and Vλ′(Z) are isomorphic if the
highest weights λ and λ′ are sufficiently close in the p-adic sense.
Proposition. Let r ∈ N, let T ⊆ ∆ be a subset and let λ, λ′ ∈ Γsc be integral and dominant
weights. We set mα = λ(hα), m
′
α = λ
′(hα), α ∈ ∆. If
• mα = m
′
α for all α ∈ ∆− T
• mα > r, m
′
α > r for all α ∈ T
• λ ≡ λ′ (mod p
⌈ p
p−1
r⌉
Γsc)
then
Vλ(Z)
Uλ(Z) + Vλ(Z, r)
∼=
Vλ′(Z)
Uλ′(Z) + Vλ′(Z, r)
as S-modules.
Proof. As before, we write Vλ(Z) = U
−
Z vλ and Vλ′(Z) = U
−
Z vλ′ . Since Vλ(Z) and Vλ′(Z)
are free U−Z -modules, there is a uniquely determined isomorphism of U
−
Z -modules
(5) Φ : Vλ(Z)→ Vλ′(Z),
which sends vλ to vλ′ , hence, Φ(Xvλ) = Xvλ′ for all X ∈ U
−
Z . We claim that
(6) Φ(Uλ(Z) + Vλ(Z, r)) = Uλ′(Z) + Vλ′(Z, r).
We will prove the inclusion ”⊆”; the proof of the reverse inclusion follows in the same way
by considering the inverse isomorphism Φ−1 : Vλ′(Z) → Vλ(Z) which sends vλ′ to vλ. We
will seperately show that
(6a) Φ(Vλ(Z, r)) ⊆ Vλ′(Z, r)
and
(6b) Φ(Uλ(Z)) ⊆ Uλ′(Z) + Vλ′(Z, r).
We begin with the proof of equation (6a). We select an arbitrary (integral) weight µ ≤ λ
and an arbitrary vector v ∈ Vλ(Z, µ). In view of equation (5) in section (2.1), v can be
written v =
∑
n
cnX
n
−vλ, where cn ∈ Z and the sum runs over all n = (ni) ∈ N
s
0 satisfying∑s
i=1 niαi = λ − µ. Applying Φ yields Φ(v) =
∑
n
cnX
n
−vλ′ , hence, Φ(v) is contained in
Vλ′(Z, λ
′ − (λ− µ)) and we have shown that Φ(Vλ(Z, µ)) ⊆ Vλ′(Z, λ
′ − (λ− µ)). Since
htλ′(λ
′ − (λ− µ)) = λ− µ = htλ(λ− (λ− µ)) = htλ(µ)
we thus have shown that
(7) Φ(Vλ(Z, µ)) ⊆ Vλ′(Z, µ
′)
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for some integral weight µ′ ≤ λ′ satisfying htλ′(µ
′) = htλ(µ) (µ
′ = λ′−(λ−µ)). By definition
of Vλ(Z, r) this implies that equation (6a) holds. To prove equation (6b) we recall that Uλ
is generated as U−-module by xmα+1−α vλ, α ∈ ∆. For all α ∈ ∆− T we find
Φ(xmα+1−α vλ) = x
mα+1
−α vλ′ = x
m′α+1
−α vλ′ ∈ Uλ′ .
We let α ∈ T . Since Φ(xmα+1−α vλ) = x
mα+1
−α vλ′ has weight λ
′ − (mα + 1)α and mα > r for
α ∈ T we find
Φ(xmα+1−α vλ) ∈ Vˆλ′(r).
Altogether, we obtain for all α ∈ ∆ that Φ(xmα+1−α vλ) ∈ Uλ′ + Vˆλ′(r), hence, Φ(Uλ) ⊆
Uλ′+ Vˆλ′(r) (note that Uλ′+ Vˆλ′(r) is a U
−-module). Since Φ(Vλ(Z)) = Vλ′(Z) by definition
of Φ, we obtain
Φ(Uλ(Z)) ⊆ (Uλ′ + Vˆλ′(r)) ∩ Vλ′(Z).
The right hand side of the above equation is contained in Uλ′(Z)+Vλ′(Z, r) by (2.2) Corol-
lary, hence, equation (6b) follows.
Equation (6) implies that Φ induces an isomorphism of U−Z -modules
Φ : Vλ(Z)/(Uλ(Z) + Vλ(Z, r))→ Vλ′(Z)/(Uλ′(Z) + Vλ′(Z, r)),
i.e. Φ commutes with all
xn−α
n! , α ∈ Φ
+. It remains to show that Φ commutes with the action
of all generators of type ”pnht(α) x
n
α
n! ” of S, i.e.
(8) Φ(tn
xnα
n!
v) = tn
xnα
n!
Φ(v)
for all α ∈ Φ+, n ∈ N0, t ∈ p
ht(α)Z and v ∈ Vλ(Z)/(Uλ(Z) + Vλ(Z, r)) (this implies that
Φ is an isomorphism of S-modules as claimed; note that Vλ(Z)/(Uλ(Z) + Vλ(Z, r)) and
Vλ′(Z)/(Uλ′(Z) + Vλ′(Z, r)) are S-modules; cf. (2.2) Lemma). Since Φ is Z-linear we may
assume that v is of the form
v = Xn−vλ + (Uλ(Z) + Vλ(Z, r)) = X
n
−v¯λ (v¯λ = vλ + (Uλ(Z) + Vλ(Z, r)))
for some n ∈ Ns0. Since p divides p
ht(α), it divides t and since pr annihilates Vλ(Z)/Vλ(Z, r)
and Vλ′(Z)/Vλ′(Z, r), we see that both sides of equation (8) vanish if n ≥ r. We therefore
may assume that
n < r.
Using (3.1.3) Lemma we can write
xnα
n!
Xn− =
∑
a,b,c
ℓ(b)≤n
ζa,b,cX
a
−H
bXc+,
where ζa,b,c ∈ Z and ℓ(b) ≤ n < r. Since H
bvλ = λ(H
b)vλ and since X
n
+ annihilates vλ
we obtain
(9) tn
xnα
n!
Xn−vλ = t
n
∑
a,b
ℓ(b)≤n
ζa,b,0λ(H
b)Xa−vλ.
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Reducing equation (9) modulo Uλ(Z) + Vλ(Z, r) and applying Φ we obtain
(10) Φ(tn
xnα
n!
Xn−v¯λ) = Φ(t
n
∑
a,b
ζa,b,0 λ(H
b)Xa−v¯λ)
= tn
∑
a,b
ℓ(b)≤n
ζa,b,0 λ(H
b)Xa−v¯λ′
(note that tn x
n
α
n!X
n
− and ζa,b,0 λ(H
b)Xa− are contained in S, hence, these act well defined
on v¯λ, v¯λ′). In the same way we find
(11) tn
xnα
n!
Φ(Xn−v¯λ) = t
n x
n
α
n!
Xn−v¯λ′ = t
n
∑
a,b
ℓ(b)≤n
ζa,b,0λ
′(Hb)Xa−v¯λ′ .
For any weight µ ∈ Γsc we know that µ(hβ) = 〈µ, β〉 ∈ Z for all simple roots β ∈ ∆. The
congruence λ ≡ λ′ (mod p
⌈ p
p−1
r⌉
Γsc) therefore implies that
(12) λ(hβ)− λ
′(hβ) ∈ p
⌈ p
p−1
r⌉
Z.
On the other hand, since ℓ(b) < r we know that bβ < r for all β ∈ ∆. Hence, vp(bβ!) <
r
p−1
and together with equation (12) we find
vp
((
λ(hβ)
bβ
)
−
(
λ′(hβ)
bβ
))
≥ r
for all β ∈ ∆, hence,
λ(Hb) ≡ λ′(Hb) (mod pr).
Together with equations (10) and (11) and taking into account that pr annihilates
Vλ′(Z)/Vλ′(Z, r) this finally yields
Φ(tn
xnα
n!
Xn−v¯λ) = t
n x
n
α
n!
Φ(Xn−v¯λ).
Thus, Φ is S-invariant and the proof of the Proposition is complete.
(3.3) Constancy of truncated finite dimensional irreducible representations.
(2.2) Lemma and (3.2) Proposition imply
Proposition. Let r ∈ N, let T ⊆ ∆ be a subset and let λ, λ′ ∈ Γsc be integral and dominant
weights. We set mα = λ(hα), m
′
α = λ
′(hα), α ∈ ∆. If
• mα = m
′
α for all α ∈ ∆− T
• mα > r, m
′
α > r for all α ∈ T
• λ ≡ λ′ (mod p⌈
p
p−1
r⌉Γsc)
then
L
[r]
λ (Z)
∼= L
[r]
λ′ (Z)
as S-modules.
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4 Representations of split semi simple groups
(4.1) Chevalley groups. We fix a dominant and integral weight λ0 ∈ Γsc such that the
representation (ρλ0 , Lλ0) of g is faithful (we can always assume this by omitting the simple
factors in the kernel of ρλ0). Let R denote any Z-algebra. For any root α ∈ Φ and any
t ∈ R we set
xα(t) = exp ρλ0(txα) ∈ SL(Lλ0(R)).
We then denote by
(1) Gλ0,R = 〈xα(tα), α ∈ Φ, tα ∈ R 〉 ≤ SL(Lλ0(R))
the Chevalley group attached to ρλ0 and R, i.e. Gλ0,R is the subgroup of SL(Lλ0(R)), which
is generated by the xα(t), α ∈ Φ, t ∈ R. Equation (1) even defines an algebraic group in
the following sense: we choose a Z-basis of Lλ0(Z), which yields an identification
SL(Lλ0(R)) = SLm(R) (m = dimLλ0).
Hence, Gλ0,R ≤ SLm(R) and there is an algebraic group Gλ0 ≤ SLm/Q, which is defined
over Q, such that
Gλ0(Q¯) = Gλ0,Q¯.
We denote by SL(Lλ(Z)) the algebraic Z-group, which is defined by SL(Lλ(Z))(R) =
SL(Lλ(R)), R any Z-algebra. The choice of a Z-basis of Lλ(Z) yields an identification
SL(Lλ(Z)) = SLm/Z, where m = dimLλ(Z). The group Gλ0 then has a natural Z-
structure Gλ0/Z (i.e. a Z-form of the coordinate algebra Q[Gλ0 ]), such that Gλ0/Z embeds
as a closed subscheme of SL(Lλ(Z)) = SLm/Z (cf. [B], sec. 3.4, p. 18). Hence, if R is any
Z-algebra, which is embedded in Q¯, then
Gλ0(R) = Gλ0(Q¯) ∩ SLm(R).
In particular, we obtain
(2) Gλ0,R ⊆ SL(Lλ0(R)) ∩Gλ0,Q¯ = SLm(R) ∩Gλ0(Q¯) =Gλ0(R).
The group Gλ0 even is split over Q and it is well known that any semi-simple, Q-split
algebraic group G is isomorphic to Gλ0 for some faithful representation ρλ0 of the Lie
algebra g of G.
(4.2) For any prime p ∈ N we define the level subgroup
K∗(p) ≤ Gλ0,Zp
as the subgroup, which is generated by the elements xα(tα), where α ∈ Φ and
tα ∈
{
pht(α)Zp if α ∈ Φ
+
Zp if α ∈ Φ
−.
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Equation (2) implies that
K∗(p) ≤ Gλ0(Zp).
Example. We set g = sln and we denote by h the Cartan subalgebra consisting of diagonal
matrices in g. The roots of g with respect to h are αij , i 6= j, where αij(diag(h1, . . . , hn)) =
hi − hj . The set ∆ = {αi+1,i, i = 1, . . . , n− 1} is a basis for Φ and the root space g(αij) is
generated by the elementary matrix xαij = eij = (δij)ij . The height of a root is explicitly
given as ht(αij) = i − j. We fix the standard matrix representation ρ0 : g → sln of g, i.e.
ρ0(x) = x for all x ∈ g. An easy computation shows that
(3) eij(t) := xαij (t) = exp ρ0(teij) = 1 + teij
for all i 6= j. This implies in particular that Gρ0 = SLn. We make the following
(4) Claim. K∗(p) = {(γij) ∈ SLn(Zp) : γii ∈ 1+pZp for all i, γij ∈ p
i−jZp for all i > j}.
Proof. It is easily verified that the right hand side defines a subgroup of SLn(Zp) and
equation (3) implies that all generators xαij (t) = eij(t) of K∗(p) (i.e. t ∈ Zp if i < j
and t ∈ pht(αij )Zp = p
i−jZp if i > j) are contained in the right hand side of equation (4).
Hence, the inclusion ”⊆” holds. To prove the reverse inclusion ”⊇” let γ be contained in
the right hand side of equation (4). Using left multiplication by elements xαij (t) with i > j
and t ∈ pi−jZp, i.e. by using row operations, we can transform γ into an upper triangular
matrix γ′ = (γ′ij) (note that γij ∈ p
i−jZp if i > j). Since γ
′ still has determinant equal to 1
we know that
∏
i γ
′
ii = 1. The SL2-relation(
t−1
t
)
=
(
1
(t− 1)t 1
)(
1 t−1
1
)(
1
−(t− 1) 1
)(
1 −1
1
)
implies that K∗(p) contains the matrices
hi,i+1(t) =


. . .
t
t−1
. . .

 ,
for all t ∈ 1 + pZp, where t appears in the i-th position. Multiplying γ
′ = (γ′ij) by suitable
elements hi,i+1(t) with t ∈ 1 + pZp, we can transform γ
′ into a matrix γ′′ = (γ′′ij), whose
diagonal entries all equal 1, i.e. γ′′ is an upper unipotent matrix. Using left multiplication
by elements xαij (t) with i < j and t ∈ Zp suitably chosen, we see that γ
′′ can be transformed
into the unit matrix. Since the transforming elements xαij (t) and hi+1,i(t), which we used,
are all contained in K∗(p), this finally shows that γ is contained in K∗(p). Hence, the
inclusion ”⊇” holds and the claim is proven.
(4.3) Irreducible representations of split semi-simple groups. We fix a semi-simple
algebraic Q-group G, which is split over Q. Hence, G = Gλ0 for some finite dimensional,
irreducible representation (ρλ0 , Lλ0) of the Lie algebra g of G. We recall the description
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of the irreducible representations of G. If K/Q is an arbitrary extension field we define
for t ∈ K∗ and α ∈ ∆ the elements hα(t) as in [B], 3.2 (1), p. 13. The algebraic group
G contains a maximal torus T such that for every extension K/Q the group of K-rational
points T(K) is generated by the elements
hα(t), t ∈ K
∗, α ∈ ∆
(cf. [B] 3.2 (1), p. 13). Moreover, T is defined over Q and splits over Q (cf. [B], 3.3 (3), p.
15). To any λ ∈ Γλ0 (= 〈Πλ0〉Z) we attach a character λ
◦ ∈ X(T(Q¯)) by setting
(5) λ◦(
∏
α∈∆
hα(tα)) =
∏
α∈∆
tλ(hα)α
for all tα ∈ Q¯
∗. In particular, λ◦ defines an algebraic character of T and the assignment
(6)
ϕ : Γλ0 → MorQ−alg(T,Gm) = X(T)
λ 7→ λ◦
is an isomorphism (cf. [B], 3.3 (3), p. 15). We note that µ◦ is in fact the ”exponential” of
the weight µ ∈ Πλ0 : for h =
∏
α∈∆ hα(tα) ∈ T(Q¯) and any vµ ∈ Lλ0(µ) it holds that
(7) hvµ = µ
◦(h)vµ
(cf. [B] 3.2 (1), p. 13). We call a weight λ ∈ Γsc analytically integral (for G) precisely if
Γλ ⊆ Γλ0 . Thus, if λ is analytically integral then λ
◦ ∈ X(T) is defined. We call an algebraic
weight λ◦ ∈ X(T) dominant if the corresponding weight λ ∈ Γλ0 is dominant.
Let λ ∈ Γsc be an analytically integral weight. For any root α ∈ Φ and any t ∈ Q¯ we set
(8) xρλα (t) = exp tρλ(xα) ∈ SL(Lλ(Q¯)).
There is a surjective morphism of groups
πλ◦,Q¯ : Gλ0,Q¯ → Gλ,Q¯ ⊆ SL(Lλ(Q¯)),
which sends xα(t) to x
ρλ
α (t) for all α ∈ Φ and t ∈ Q¯ (cf. [B], 3.2 (4), p. 14). Hence, we
obtain a representation
(9) πλ◦,Q¯ : Gλ0,Q¯ → SL(Lλ(Q¯)).
We recall from (4.1) that Gλ0 has a natural Z-structure. Following [B], section 4.3, p.
22, equation (9) defines a representation of the algebraic group G = Gλ0 , i.e. there is a
morphism of algebraic groups
(10) πλ◦ : G/Z→ SL(Lλ(Z)) = SLm/Z,
which is defined over Z with respect to the natural Z-structure on Gλ0 and which on Q¯-
points is given by
(11) πλ◦(xα(t)) = x
ρλ
α (t) ∈ SL(Lλ(Q¯)) (α ∈ Φ, t ∈ Q¯).
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(πλ◦ , Lλ) is the irreducible algebraic representation of G of highest weight λ
◦ ∈ X(T) and
any irreducible representation of G is isomorphic to some πλ◦ (note that if (πλ, Lλ) is the
irreducible representation of highest weight λ of Gλ0 then necessarily Γλ0 ⊇ Γλ). We note
that equation (10) implies that πλ◦ defines a representation on R-points
(12) πλ◦ : G(R)→ SL(Lλ(R)) = SLm(R)
for any Z-algebra R. In particular, Gλ0,R leaves Lλ(R) invariant, i.e. Lλ(R) is a Gλ0,R-
module.
(4.4) The truncation of an irreducible representation of a split, semi-simple
group. As in section (4.3) we let G be an arbitrary Q-split, semi-simple algebraic group,
hence, G = Gλ0 for some dominant and integral weight λ0 ∈ Γsc. Moreover, we fix a prime
p ∈ N and we let λ ∈ Γsc be an analytically integral and dominant weight, i.e. Γλ0 ⊇ Γλ.
Equation (12) then yields a representation on Zp-points
πλ◦ : G(Zp)→ SL(Lλ(Zp)).
We look more closely at the quotient Lλ(Zp)/Lλ(Zp, r). To this end, we set Sp = Zp ⊗ S.
Lλ(Zp) (= Zp⊗Lλ(Z)) is a S-module with S acting on the second component of the tensor
product. Moreover, Zp acts on Lλ(Zp) via the first component of the tensor product and
since the two actions commute we see that Lλ(Zp) is a Sp-module. (1.4) Lemma implies
that Lλ(Zp, r) (= Zp ⊗ Lλ(Z, r)) is a Sp-invariant submodule. In particular, the truncation
L
[r]
λ (Zp) = Lλ(Zp)/Lλ(Zp, r)
is a Sp-module. We note that Lλ(Zp)/Lλ(Zp, r) ∼= Zp ⊗ (Lλ(Z)/Lλ(Z, r)) as Zp-modules
under the map f which sends the class of z ⊗ v in Lλ(Zp) to z ⊗ (v + Lλ(Z, r)). As above
Sp acts componentwise on the factors of the tensor product Zp ⊗ (Lλ(Z)/Lλ(Z, r)) and f
obviously is Sp-equivariant. Thus, the isomorphism in (3.3) Proposition extends (under the
respective assumptions) to an isomorphism of Sp-modules
(13) id⊗ Φ :
Lλ(Zp)
Lλ(Zp, r)
→
Lλ′(Zp)
Lλ′(Zp, r)
and we obtain: if λ, λ′ ∈ Γsc satisfy the conditions of (3.3) Proposition then there is an
isomorphism of Sp-modules
(14) L
[r]
λ (Zp)
∼= L
[r]
λ′ (Zp).
Let now xα(t) be one of the generators of K∗(p), i.e. t ∈ Zp if α is negative and t ∈ p
ht(α)Zp
if α is positive. Since
(15) πλ◦(xα(t)) =
∑
n≥0
ρλ(
tnxnα
n!
)
and since tn x
n
α
n! is contained in Sp we obtain that the submodule Lλ(Zp, r) in particular is
invariant under K∗(p); hence, L
[r]
λ (Zp) is a K∗(p)-module. Moreover, since equation (15)
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holds with λ replaced by λ′ we obtain that L
[r]
λ′ (Zp) also is a K∗(p)-module and since the
isomorphism (14) is Sp-equivariant we see that it is even is K∗(p)-equivariant. Thus, we
have proven the following
Proposition. 1.) Let λ ∈ Γsc be an analytically integral and dominant weight. The
submodule Lλ(Zp, r) of Lλ(Zp) is K∗(p)-invariant, hence, L
[r]
λ (Zp) is a K∗(p)-module.
2.) Let r ∈ N, let T ⊆ ∆ be a subset and let λ, λ′ ∈ Γsc be analytically integral and dominant
weights. We set mα = λ(hα), m
′
α = λ
′(hα), α ∈ ∆. If
• mα = m
′
α for all α ∈ ∆− T
• mα > r, m
′
α > r for all α ∈ T
• λ ≡ λ′ (mod p
⌈ p
p−1
r⌉
Γsc)
then
L
[r]
λ (Zp)
∼= L
[r]
λ′ (Zp)
as K∗(p)-modules.
(4.5) Remark. 1.) Let Γ ≤ G(Z) be an arithmetic subgroup which satisfies the following
local condition at p:
(16) Γ ≤ K∗(p).
(4.4) Proposition then in particular implies that
L
[r]
λ (Zp)
∼= L
[r]
λ′ (Zp)
as Γ-modules. As before, we call the Γ-module L
[r]
λ (Zp) the truncation of length r of the
Γ-module Lλ(Zp).
2.) If Γ ≤ G(Z) satisfies equation (16) then Lλ(Zp, r) is Γ-invariant and we obtain
ΓLλ(Z, r) ≤ Lλ(Z) ∩ Lλ(Zp, r) = Lλ(Z, r).
Hence, L
[r]
λ (Z) = Lλ(Z)/Lλ(Z, r) is a Γ-module and (4.4) Proposition shows that there is a
G(Z) ∩K∗(p)-equivariant isomorphism
L
[r]
λ (Z)
∼= L
[r]
λ′ (Z).
In particular, the isomorphism is Γ-equivariant, i.e. (4.4) Proposition holds over Z.
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5 The Hecke operator on Cohomology
We introduce the Hecke operator acting on cohomology groups of Γ with coefficients in
irreducible representations of algebraic groups. To this end, from now on we will consider
reductive groups and their representations. Although we will later only need the results
about the Hecke operator acting on cohomology of Γ with local coefficients, i.e. with coef-
ficients given by modules over Qp or Zp, we shall describe the global case, i.e. cohomology
with coefficients in modules over Q or Z; this is (at least formally) a stronger statement.
In (5.8) we explain how the corresponding local results are easy consequences of the global
ones. Alternatively, one can deduce the local results by repeating the arguments from the
global case.
(5.1) Irreducible representations of Reductive groups and their truncations.
(5.1.1) Reductive groups. We let G˜/Q be a connected reductive algebraic group, which
splits over Q. We denote by T˜ a maximal Q-split torus in G˜ and we denote by G = (G˜, G˜)
the derived group. G is a semi simple Q-split group and T˜ contains a maximal Q-split
torus T of G (cf. [S], Prop. 8.1.8 (iii), p. 135). We denote by g the Lie algebra of G,
hence, G = Gρ0 for some faithful representation (ρλ0 , Lλ0) of g of highest weight λ0 ∈ Γsc.
We choose the Cartan subalgebra h in g and the basis ∆ of the root system of (g, h) such
that T is given as in (4.3). We know that
G˜(Q¯) = G(Q¯)×g G
a
m(Q¯),
where Gam(Q¯) = Rad(G˜(Q¯)) is the radical of G˜(Q¯) and g ≤ G(Q¯) ∩ G
a
m(Q¯) is a finite
subgroup. We note that Gam(Q¯) is contained in the centre of G˜(Q¯), hence, g is contained
in the centre of G(Q¯) (cf. [S], Prop. 7.3.1, p. 120 and Cor. 8.1.6, p. 134). In particular,
we obtain
T˜(Q¯) = T(Q¯)×g G
a
m(Q¯),
i.e. any t ∈ T˜(Q¯) can be written
(1) t = t0z,
where t0 ∈ T(Q¯) and z ∈ Gam(Q¯). The group of algebraic Q-characters of T˜ is given as
X(T˜) = {λ◦ ⊗ κ, λ◦ ∈ X(T), κ ∈ X(Gam) : λ
◦|g = κ|g};
explicitly, the Q-character λ◦ ⊗ κ is defined on Q¯-points as
(2) λ◦ ⊗ κ(t0z) := λ◦(t0)κ(z),
where t0 ∈ T(Q¯) and z ∈ Gam(Q¯). In particular, since the simple roots α
◦ ∈ X(T), α ∈ ∆
(cf. equation (5) in section (4.3)), vanish on the centre of G(Q¯), hence, on g, they extend
to characters of T˜(Q¯) by defining α◦(t0z) = α◦(t0), t0 ∈ T(Q¯), z ∈ Gam(Q¯).
We note that the characters λ◦, λ ∈ Γλ0 , are defined over Z by equation (5) in section (4.3),
hence, the elements in X(T˜) are defined over Z.
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(5.1.2) Irreducible representations. Let λ˜ ∈ X(T˜) be an algebraic weight. Thus, λ˜
decomposes
(3) λ˜ = λ◦ ⊗ κ,
where κ = λ˜|Gam and λ
◦ = λ˜|T ∈ X(T) is the image of a weight λ ∈ Γλ0 under the map
λ 7→ λ◦ (cf. equation (6) in section (4.3)). We call λ˜ dominant if λ is dominant.
Let λ˜ ∈ X(T˜) be dominant. We denote by
πλ˜ : G˜→ GL(Lλ˜(Z)) = GLm
the irreducible representation of the algebraic group G˜ of highest weight λ˜ (as in section
(4.3) we identify the algebraic groups GL(Lλ˜(Z)) = GLm/Z, where m = dimLλ˜(Z)). The
representation (πλ˜, Lλ˜) is defined over Z; it is given as
πλ˜ = πλ◦ ⊗ κ,
where λ◦ and κ are as in equation (3) and πλ◦ : G/Z → SL(Lλ(Z)) is the irreducible
representation of G of highest weight λ◦ (cf. equation (10) in section (4.3); note that
λ ∈ Γλ0 , hence, Γλ0 ⊇ Γλ). Explicitly, this means
(4) πλ˜(g) = κ(z)πλ◦(g
0)
for any g = g0z ∈ G˜(Q¯) with g0 ∈ G(Q¯) and z ∈ Gam(Q¯). The representation πλ˜ is well
defined because λ◦ and κ coincide on g.
(5.1.3) Truncations of irreducible representations of reductive groups. Since κ
is a character, equation (4) implies that the representation spaces Lλ˜ and Lλ of πλ˜ and πλ◦
coincide, i.e. for any Z-algebra R we have an equality
• Lλ˜(R) = Lλ(R)
of R-modules and also of G(R)-modules. In contrast to Lλ, on Lλ˜ in addition we have
an action of Gam via the character κ (cf. equation (3)). Any T(R) resp. G(R)-invariant
subspace of Lλ(R) therefore also is a subspace of Lλ˜(R) and this subspace is T˜(R) resp.
G˜(R)-invariant. In particular, we define the following subspaces of Lλ˜(R)
• Lλ˜(R,µ) := Lλ(R,µ), µ ∈ Πλ
• Lλ˜(R, r) := Lλ(R, r), r ∈ N0.
Thus, Lλ˜(R,µ) is invariant under T˜(R) and it is the weight subspace of Lλ˜(R) of weight
(5) µ◦ ⊗ κ
with respect to T˜(R) (cf. equation (7) in section (4.3)) and Lλ˜(R, r) is a Γ-invariant
subspace of Lλ˜(R). In particular, we obtain the weight decompositions with respect to the
torus T˜
(6) Lλ˜(R) =
⊕
µ∈Πλ
Lλ˜(R,µ).
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and (using section (1.2))
Lλ˜(R, r) =
⊕
µ∈Πλ
0≤htλ(µ)≤r
pr−htλ(µ) Lλ˜(R,µ)⊕
⊕
µ∈Πλ
htλ(µ)>r
Lλ˜(R,µ).
The quotient
L
[r]
λ˜
(R) =
Lλ˜(R)
Lλ˜(R,r)
is Γ-invariant and as before we call the Γ-module L
[r]
λ˜
(R) the truncation of Lλ˜(R) of length
r. Again, we will need this only in the cases R = Z,Zp.
Remark. Of course, since Γ ≤ G(Z) we obviously have Lλ˜(Zp, r) = Lλ(Zp, r) and
L
[r]
λ˜
(R) = L
[r]
λ (R)
as Γ-modules. On the other hand, Lλ˜(Z) and Lλ˜(Z, r) are submodule of Lλ˜(Q), hence,
the torus T˜(Q) acts on them. This will yield Hecke operators T(h) for elements h ∈ T˜(Q)
which act on the cohomology of Γ with coefficients in Lλ˜(Zp) and Lλ˜(Zp, r) and, hence, in
L
[r]
λ˜
(Zp) (cf. below). In contrast, on H
•(Γ,L
[r]
λ (Zp)) there is no action of T(h) for elements
h ∈ T˜(Q).
(5.2) The Hecke operator acting on cohomology. In the remainder of section 5,
we fix a Q-split reductive group G˜. We use the notations introduced in section (5.1), e.g.
G = (G˜, G˜) is the derived group of G˜ and G = Gλ0 for some irreducible representation
(ρλ0 , Lλ0) of the Lie algebra g of G. We recall that G has a natural Z-structure G/Z =
Gλ0/Z (cf. (4.1)). Moreover, we fix a prime p ∈ N and an arithmetic subgroup Γ ≤ G(Z)
such that Γ satisfies the following local condition at p:
Γ ≤ K∗(p).
We denote by λ˜ ∈ X(T˜) a dominant algebraic weight and we write λ˜ as
λ˜ = λ◦ ⊗ κ
where λ◦ and κ are as in equation (3). The highest weight module (πλ˜, Lλ˜(Z)) of G˜ de-
composes πλ˜ = πλ◦ ⊗ κ (cf. equation (4)). Since πλ˜ is defined over Z, the group Γ ≤ G(Z)
leaves the lattice Lλ˜(Z) = Lλ(Z) invariant, i.e. Lλ˜(R) is a Γ-module for any Z-algebra R
and the cohomology groups
H i(Γ, Lλ˜(R))
are defined.
The T˜(Q)-module structure on Lλ˜(Q) enables us to define for elements h ∈ T˜(Q) a Hecke
operator acting on H i(Γ, Lλ˜(Q)). To explain this, we fix strictly positive integers eα ∈ N,
α ∈ ∆, and an element in h ∈ T˜(Q), which satisfies
(7) α◦(h) = peα
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for all α ∈ ∆. We set
T (h) = ΓhΓ.
The double coset T (h) acts on the cohomolgy of Γ with values in Lλ˜(Q) (more generally,
T (h) acts on the cohomology of any 〈Γ, h−1〉semi-module V where 〈Γ, h
−1〉semi ≤ G˜(Q) is
the sub semigroup generated by Γ and h−1). To recall the definition of this action we fix a
system of representatives γ1, . . . , γd for h
−1Γh ∩ Γ\Γ, hence, we obtain
T (h) =
⋃
i=1,...,d
Γhγi.
For any η ∈ Γ and any index i satisfying 1 ≤ i ≤ d there is an index η(i) such that
Γhγiη = Γhγη(i),
In particular, there are ρi(η) ∈ Γ, i = 1, . . . , d, such that hγiη = ρi(η)hγη(i). Let now
c ∈ Ch(Γ, Lλ˜(Q)) be any cochain; we then define T (h)(c) as the cochain c
′ ∈ Ch(Γ, Lλ˜(Q)),
which is given by
(8) c′(η0, . . . , ηh) =
∑
1≤i≤d
(hγi)
−1c(ρi(η0), . . . , ρi(ηh)
(cf. [K-P-S], p. 227). Thus, T (h) defines an operator on C•(Γ, Lλ˜(Q)). Since the action of
T (h) commutes with the coboundary operator, T (h) acts on cohomology with coefficients
in Lλ˜(Q), i.e. T (h) defines an element in End(H
•(Γ, Lλ˜(Q))).
Note. The Hecke algebra acts from the right on cohomology but since we only consider a
single Hecke operator T this will not become relevant and we therefore write the image of
a cohomology class c under T as T (c).
Remark. The action of T (h) on cochains C•(Γ, Lλ˜(Q)) may still depend on the choice of the
system of representatives γ1, . . . , γd but the operator T (h) on H
•(Γ, Lλ˜(Q)) is independent
of the choice of these representatives (cf. [K-P-S], p. 227).
(5.3) Normalization of Hecke operators acting on cohomology. In general, the
action of T (h) on cochains does not leave the lattice Ch(Γ, Lλ˜(Z)) in C
h(Γ, Lλ˜(Q)) invariant,
i.e. T (h) does not act on the subcomplex C•(Γ, Lλ˜(Z)) of C
•(Γ, Lλ˜(Q)). To achieve this,
we have to normalize the Hecke operator as follows. For any dominant λ˜ ∈ X(T˜) we define
the normalized operator T(h) as
(9) T(h) = λ˜(h) T (h) ∈ End(C•(Γ, Lλ˜(Q))).
We note that in the rank-1 case the normalized Hecke operator T corresponds to the classical
Hecke operator on modular forms.
We want to study the normalized Hecke operator T(h) on cohomolgy with integral coeffi-
cients. This is based on the following
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(5.4) Lemma. 1.) For any weight µ ∈ Πλ we have
λ˜(h)πλ˜(h
−1)Lλ˜(Z, µ) ⊆ p
htλ(µ)Lλ˜(Z, µ).
2.) For any γ ∈ Γ we have
λ˜(h)πλ˜(hγ)
−1Lλ˜(Z) ⊆ Lλ˜(Z).
3.) For any γ ∈ Γ we have
λ˜(h)πλ˜(hγ)
−1Lλ˜(Z, r) ⊆ p
rLλ˜(Z).
Proof. 1.) We write λ˜ = λ◦ ⊗ κ as in equation (3) and we write the element defining the
Hecke operator as h = h0z, h0 ∈ T(Q¯), z ∈ Gam(Q¯). Equation (7) implies that
(10) α◦(h0) = peα
for all simple roots α ∈ ∆. We let vµ ∈ Lλ˜(Z, µ) be arbitrary. Equation (5) implies that vµ
has weight µ◦ ⊗ κ, hence, we obtain
πλ˜(h)vµ = κ(z)µ
◦(h0)vµ.
Since µ ∈ Πλ, it has the form µ = λ −
∑
α∈∆ cαα with all cα ∈ N0 and we further obtain
using equation (10)
κ(z)µ◦(h0) = κ(z)λ◦(h0)
∏
α∈∆
(α◦)−cα(h0)
= λ˜(h)
∏
α∈∆
(α◦)−cα(h0)
= λ˜(h)
∏
α∈∆
p−eαcα .
Thus, we obtain
λ˜(h)πλ˜(h
−1)vµ =
∏
α∈∆
peαcαvµ.
Since eα is strictly positive (cf. equation (7)) we deduce that∑
α∈∆
cαeα ≥
∑
α∈∆
cα = htλ(µ).
Hence, we obtain λ˜(h)πλ˜(h
−1)vµ = cµvµ with cµ ∈ p
htλ(µ)Z. This proves 1.)
2.) Since htλ(µ) ≥ 0 for all µ ∈ Πλ, part 1.) implies that λ˜(h)πλ˜(h
−1)Lλ˜(Z, µ) ⊆ Lλ˜(Z, µ)
for all µ ∈ Πλ, hence, λ˜(h)πλ˜(h
−1)Lλ˜(Z) ⊆ Lλ˜(Z) (cf. equation (6) in (5.1)). Since πλ˜(γ
−1)
leaves Lλ˜(Z) invariant, the claim follows.
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3.) Again, part 1.) and the weight decomposition of Lλ˜(Z, r) (cf. section (5.1.3)) imply
that
λ˜(h)πλ˜(h
−1)Lλ˜(Z, r) ⊆ p
rLλ˜(Z).
Since πλ˜(γ
−1) leaves Lλ˜(Z) invariant we obtain the claim. Thus, the proof of the Lemma
is complete.
(5.5) Proposition. Let λ˜ ∈ X(T˜) be a dominant algebraic weight. The Hecke oper-
ator T(h) leaves the subcomplex C•(Γ, Lλ˜(Z)) of C
•(Γ, Lλ˜(Q)) and, hence, the complex
C•(Γ, Lλ˜(Z/(p
r))) = C•(Γ, Lλ˜(Z))⊗ Z/(p
r) invariant.
Proof. We let c ∈ Ch(Γ, Lλ˜(Z)) be arbitrary and we decompose ΓhΓ =
⋃
i Γhγi. Hence,
for any tuple (η0, . . . , ηh) ∈ Γ
h+1 we have
c(ρi(η0), . . . , ρi(ηh)) ∈ Lλ˜(Z).
Thus, the definition of T(h)(c) in equation (8) together with (5.4) Lemma 2.) implies that
(T(h)(c))(η0, . . . , ηh) ∈ Lλ˜(Z).
Since (η0, . . . , ηh) was arbitrary this implies that T(h)(c) is contained in C
h(Γ, Lλ˜(Z)), which
proves the first claim. Since the Hecke operator T(h) leaves the subspace C•(Γ, prLλ˜(Z)) =
prC•(Γ, Lλ˜(Z)) in C
•(Γ, Lλ˜(Z)) invariant, T(h) also acts on
C•(Γ, Lλ˜(Z)/p
rLλ˜(Z)) = C
•(Γ, Lλ˜(Z))/p
rC•(Γ, Lλ˜(Z)),
which implies the second claim. Thus, the proof of the Proposition is complete.
(5.6) Cohomology of the truncating module. Let R be a Z-algebra. We denote by
Lλ˜(R/(p
r), r) the image of the truncating module Lλ˜(R, r) = Lλ(R, r) ≤ Lλ˜(R) under the
canonical map given by mod pr-reduction
(11) Lλ˜(R)→ Lλ˜(
R
(pr)
) = Lλ˜(R)⊗R
R
(pr)
sending v 7→ v ⊗ 1 = v + prLλ˜(R). Thus, Lλ˜(R/(p
r), r) is a submodule of Lλ˜(R/(p
r)) and
Lλ˜(
R
(pr)
, r) =
⊕
µ∈Πλ
htλ(µ)≤r
pr−htλ(µ)Lλ˜(R,µ)⊕
⊕
µ∈Πλ
htλ(µ)>r
Lλ˜(R,µ) (mod p
rLλ˜(R)).
Proposition. 1.) T(h) leaves the subcomplex C•(Γ, Lλ˜(Z, r)) of C
•(Γ, Lλ˜(Z)) and the
subcomplex C•(Γ, Lλ˜(Z/(p
r), r)) of C•(Γ, Lλ˜(Z/(p
r))) invariant.
2.) T(h) annihilates the subcomplex C•(Γ, Lλ˜(Z/(p
r), r)) of C•(Γ, Lλ˜(Z/(p
r))).
We note that (5.5) Proposition implies that T(h) acts on C•(Γ, Lλ˜(Z)) and on
C•(Γ, Lλ˜(Z/(p
r))).
27
Proof. We prove 1.) and 2.) together. Let c ∈ Ch(Γ, Lλ˜(Z, r)) be arbitrary and write
ΓhΓ =
⋃
i Γhγi. Hence, for any tuple (η0, . . . , ηh) ∈ Γ
h+1 we have
c(ρi(η0), . . . , ρi(ηh)) ∈ Lλ˜(Z, r).
The definition of T(h)(c) in equation (8) together with (5.4) Lemma 3.) therefore implies
that
T(h)(c)(η0, . . . , ηh) ∈ p
rLλ˜(Z).
Since prLλ˜(Z) ⊆ Lλ˜(Z, r) this implies that T(h)(c) is contained in C
h(Γ, Lλ˜(Z, r)),
hence, T(h) leaves Ch(Γ, Lλ˜(Z, r)) invariant. Moreover, since T(h)(c) has values in
prLλ˜(Z), it is contained in C
•(Γ, prLλ˜(Z)) and therefore vanishes in C
•(Γ, Lλ˜(Z/(p
r))) =
C•(Γ, Lλ˜(Z)/p
rLλ˜(Z)). Hence, T(h) annihilates the image of C
•(Γ, Lλ˜(Z, r)) in
C•(Γ, Lλ˜(Z/(p
r))). Thus, the proof is complete.
(5.7) In the following diagram we display the relations between the several complexes that
we used (induced by the corresponding relations between the coefficient systems)
C•(Γ, Lλ˜(Q))
∪
C•(Γ, Lλ˜(
Z
(pr))) ← C
•(Γ, Lλ˜(Z)) → C
•(Γ,L
[r]
λ˜
(Z))
∪ ∪
C•(Γ, Lλ˜(
Z
(pr) , r)) ← C
•(Γ, Lλ˜(Z, r)).
The Hecke operator T(h) acts on the complex C•(Γ, Lλ˜(Q)) and in (5.5) and (5.6) Proposi-
tions we have seen that T(h) leaves the subcomplexes C•(Γ, Lλ˜(Z)) and C
•(Γ, Lλ˜(Z, r))
invariant; in particular it also acts on C•(Γ, Lλ˜(Z/(p
r))) and in (5.6) Proposition we
have seen that T(h) leaves the subcomplex C•(Γ, Lλ˜(Z/(p
r), r)) of C•(Γ, Lλ˜(Z/(p
r)))
invariant. In particular, T(h) acts on the quotient complex C•(Γ,L
[r]
λ˜
(Z)) ∼=
C•(Γ, Lλ˜(Z))/C
i(Γ, Lλ˜(Z, r)). Thus, T(h) acts on all of the above complexes and it an-
nihilates C•(Γ, Lλ˜(Z/(p
r), r)). Hence, we have proven
Proposition. The normalized Hecke operator T(h) acts on the cohomology groups
H•(Γ, Lλ˜(Z)), H
•(Γ, Lλ˜(Z, r)), H
•(Γ, Lλ˜(
Z
(pr))), H
•(Γ, Lλ˜(
Z
(pr) , r)) and H
•(Γ,L
[r]
λ˜
(Z))
and it annihilates the second last one.
(5.8) Cohomology with local coefficients. Since T (h) = ΓhΓ acts on Ci(Γ, V ) where
V is any 〈Γ, h−1〉semi-module, T (h) and, hence, T(h) acts on C
i(Γ, Lλ˜(Qp)) = C
i(Γ, Lλ˜(Z))⊗
Qp. Equation (8) implies that the restriction of this action of T(h) to C
i(Γ, Lλ˜(Z)) coincides
with the action of T(h) on Ci(Γ, Lλ˜(Z)), i.e. T(h) on C
i(Γ, Lλ˜(Qp)) is the linear extension
of T(h) on Ci(Γ, Lλ˜(Z)). On the other hand, the definitions in (5.1.3) imply that
Lλ˜(
Zp
(pr)
) = Lλ˜(
Z
(pr)
)⊗ Zp, Lλ˜(Zp, r) = Lλ˜(Z, r)⊗ Zp, Lλ˜(
Zp
(pr)
, r) = Lλ˜(
Z
(pr)
, r)⊗ Zp,
hence, we obtain
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• C•(Γ, Lλ˜(Zp)) = C
•(Γ, Lλ˜(Z))⊗ Zp
• C•(Γ, Lλ˜(
Zp
(pr))) = C
•(Γ, Lλ˜(
Z
(pr)))⊗ Zp
• C•(Γ, Lλ˜(Zp), r) = C
•(Γ, Lλ˜(Z, r))⊗ Zp
• C•(Lλ˜(
Zp
(pr) , r)) = C
•(Lλ˜(
Z
(pr) , r))⊗ Zp
• C•(Γ,L
[r]
λ˜
(Zp)) = C
•(Γ,L
[r]
λ˜
(Z))⊗ Zp.
The discussion in (5.7) shows that T(h) leaves all of the above complexes invariant and
annihilates the second last one. We obtain
Proposition. The normalized Hecke operator T(h) acts on the cohomology groups
H i(Γ, Lλ˜(Zp)), H
i(Γ, Lλ˜(
Zp
(pr))), H
i(Γ, Lλ˜(Zp, r)), H
i(Γ, Lλ˜(
Zp
(pr) , r)), H
i(Γ,L
[r]
λ˜
(Zp))
and T(h) annihilates the second last one.
6 Boundedness of slope spaces
(6.1) Slope subspaces. We fix a finite dimensional Qp-vector space V on which the
operator T acts and we assume that T leaves a Zp-lattice VZp in V invariant. We denote by
m(X) ∈ Qp[X] the characteristic polynomial of T acting on V . Since T leaves VZp invariant
we know that m(X) ∈ Zp[X]. For any α ∈ Q≥0 we set
mα(X) =
∏
µ, vp(µ)6=α
(X − µ),
where µ runs over all roots of m(X) in a splitting field for T (counted with their multiplic-
ities), which have p-adic value not equal to α. We note that mα(X) is contained in Zp[X]
because the condition ”vp(µ) 6= α” is Gal(Q¯p/Qp)-invariant and the roots µ are integers.
Let K/Qp be a finite extension field with valuation vp and let O be the integers in K. We
set VK = V ⊗K and VO = VZp ⊗O (hence, VQp = V ). For any α ∈ Q≥0 and we define the
slope α subspaces V αK of VK resp. V
α
O of VO as V
α
K = mα(T )VK resp. as V
α
O = V
α
K ∩ VO.
We note that V αO is a lattice in V
α
K (i.e. V
α
O contains a O-basis which is a K-basis of V
α
K)
and T leaves V αK and V
α
O invariant. For brevity, we write V
α = V αQp . We note that V
α
K is
defined over Qp.
In this article, instead of a single slope subspace V αK , we will consider the sum of all slope
spaces whose slope is smaller than a given slope β. Thus, for any β ∈ Q≥0 we set
V ≤βK =
⊕
0≤α≤β
V αK .
Notice that V αK ⊆ V
≤α
K , hence, any bound on the dimension of V
≤α
K also yields a bound on
the dimension of V αK . We set V
≤β
O = V
≤β
K ∩ VO and for simplicity we write V
≤β = V ≤βQp .
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Again, V ≤βO is a lattice in V
≤β
K which is invariant under T and V
≤β
K is defined over Qp. We
define
d(β) = dimV ≤β = dimV ≤βK = dimV
≤β
O .
Remark. There are inclusions⊕
0≤α≤β
mα(T )VO ⊆
⊕
0≤α≤β
V αO ⊆ V
≤β
O ,
which in general are strict, i.e. equality does not hold in general in the above inclusions.
(6.2) A general estimate on the rank of slope subspaces. We keep the notations
from section (6.1); in particular, T is an endomorphism of V which leaves the lattice VZp
invariant.
(6.2.1) Lemma. Let β ∈ Q≥0. Let 0 ≤ α1 < α2 < · · · < αs ≤ β be the non-trivial slopes
appearing in V ≤β and set di = dimV
αi . Then, for any integer r we have the following
bound for the dimensions di:
s∑
i=1
di(r − αi) ≤ vp

#

 V ≤βZp ⊗ Zp/(pr)
ker T |
V ≤β
Zp
⊗Zp/(pr)



 .
(Note that the cardinality appearing on the right hand side is finite and a power of p.)
Proof. We abbreviate d = d(β). We choose a splitting field K/Qp for T acting on V and
denote by O the ring of integers of K. In particular, T is split on V αiK for all i = 1, . . . , s,
hence, there is a basis Bi of V
αi
K such that T |V αi
K
is represented by a triangular matrix
DBi(T |V αi
K
) =


µi,1 ∗
. . .
µi,di

 .
Here, µi,1, . . . , µi,di ∈ O are the eigenvalues of T acting on V
αi
K counted with their respective
multiplicities. Thus, vp(µi,j) = αi for all j = 1, . . . , di and since detT |V ≤β
K
=
∏
i detT |V αi
K
=∏
i,j µi,j we obtain
(1) vp(detT |V ≤β
K
) =
∑
i=1,...,s
∑
j=1,...,di
vp(µi,j) =
∑
i=1,...,s
diαi.
On the other hand, we choose a basis C of the lattice V ≤βZp in V
≤β. Thus, C is a basis of
V ≤β and the representing matrix DC(T |V ≤β ) has coefficients in Zp. Hence, the Theorem on
elementary divisors implies that there are matrices A,B ∈ GLd(Zp) such that
(2) ADC(T |V ≤β )B =


λ1
. . .
λd


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is diagonal (λi ∈ Zp). Equation (2) implies that vp(detT |V ≤β) =
∑
i vp(λi), hence, using
equation (1) we obtain
(3)
d∑
i=1
vp(λi) =
s∑
i=1
diαi.
There is a basis {ci}i and a basis {di}i of V
≤β
Zp
such that equation (2) gives the representing
matrix of T |V ≤β with respect to the pair of basis {ci}i and {di}i:
D{ci}i,{di}i(T |V ≤β
Zp
) =


λ1
. . .
λd

 .
Hence, we obtain
#

 V ≤βZp ⊗ Zp/(pr)
kerT |
V ≤β
Zp
⊗Zp/(pr)

 = # imT |
V ≤β
Zp
⊗Zp/(pr)
=
d∏
i=1
pmax (r−vp(λi),0).
Using equation (3) we obtain
∑s
i=1 di(r − αi) = dr −
∑s
i=1 diαi = dr −
∑d
i=1 vp(λi) =∑d
i=1 r − vp(λi), hence,
p
∑
i di(r−αi) = p
∑
i r−vp(λi)
∣∣ p∑imax (r−vp(λi),0) = #

 V ≤βZp ⊗ Zp/(pr)
kerT |
V ≤β
Zp
⊗Zp/(pr)

 ,
which is the claim. (We note that the product α dimV α ∈ N is an integer (cf. [G-M], p.
797) and that vp(λi) ∈ Z because λi ∈ Zp; hence, all exponents appearing in the above
equation are integers.) Thus, the proof of the Lemma is complete.
(6.2.2) Corollary. Let β ∈ Q≥0 and let r be any integer satisfying r > β + 1. Then
pd(β)
∣∣∣#

 V ≤βZp ⊗ Zp/(pr)
ker T |
V ≤β
Zp
⊗Zp/(pr)

 .
Proof. Since r > β+1 ≥ αi+1 for all i = 1, . . . , s we know that
∑s
i=1 di(r−αi) ≥
∑
i di =
d(β). Thus, the claim follows from the Lemma.
(6.3) Slope subspaces of the cohomology of arithmetic groups. We turn to the
situation of interest to us. We fix a reductive, Q-split algebraic group G˜, and we use the
notations introduced in section (5.1). Thus, G˜(Q¯) = G(Q¯) ×g G
a
m(Q¯), where G = Gλ0
is the derived group of G˜ and g ≤ G(Q¯) ∩ Gam(Q¯) is a finite subgroup; moreover, T˜ is a
maximal split torus in G˜ as defined in section (5.1.1), i.e. T˜(Q¯) = T(Q¯)×g G
a
m(Q¯), where
T is a maximal split torus in G as defined in (4.3). We fix the natural Z-structure on Gλ0
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(cf. (4.1)) and we select an arithmetic subgroup Γ of G(Z), which satisfies the following
local condition at p:
Γ ≤ K∗(p).
(cf. section (4.2) for the definition of K∗(p)). Moreover, λ˜ = λ
◦ ⊗ κ ∈ X(T˜) denotes any
dominant weight as in equation (3) in section (5.1.2). As in section (5.2) we fix strictly
positive integers eα ∈ N and an element h ∈ T˜(Q) satisfying vp(α
◦(h)) = eα for all α ∈ ∆
and we define the normalized Hecke operator
(4) T = T(h) = λ˜(h)T (h).
We recall that T defines an operator on H i(Γ, Lλ˜(Zp)) and on H
i(Γ, Lλ˜(Zp)/Lλ˜(Zp, r)) (cf.
(5.8)). We denote by H i(Γ, Lλ˜(Zp))int the image of the canonical map
H i(Γ, Lλ˜(Zp))→ H
i(Γ, Lλ˜(Qp)).
H i(Γ, Lλ˜(Zp))int is a lattice in H
i(Γ, Lλ˜(Qp)) and since the canonical map is T-equivariant,
H i(Γ, Lλ˜(Z))int is a T-stable lattice. Thus, we are in the situation of (6.1) (with V replaced
by H i(Γ, Lλ˜(Qp)) and VZp replaced by H
i(Γ, Lλ˜(Zp))int) and following (6.1) we define the
following slope subspaces:
• H i(Γ, Lλ˜(Qp))
α is the slope α subspace of H i(Γ, Lλ˜(Qp)) with respect to the normal-
ized Hecke operator T
• H i(Γ, Lλ˜(Zp))
α
int = H
i(Γ, Lλ˜(Qp))
α ∩H i(Γ, Lλ˜(Zp))int
• H i(Γ, Lλ˜(Qp))
≤β =
⊕
0≤α≤β H
i(Γ, Lλ˜(Qp))
α
• H i(Γ, Lλ˜(Zp))
≤β
int = H
i(Γ, Lλ˜(Qp))
≤β ∩H i(Γ, Lλ˜(Zp))int.
We recall from (6.1) that H i(Γ, Lλ˜(Zp))
≤β
int is a lattice in H
i(Γ, Lλ˜(Qp))
≤β . In this final
section we want to show that the dimensions
d(λ˜, i, β) = dimQp H
i(Γ, Lλ˜(Qp))
≤β = dimZp H
i(Γ, Lλ˜(Zp))
≤β
int
are bounded by some constant C(β, i,Γ, p) which does not depend on λ˜.
(6.4) Proposition. There are Zp/(p
r)-submodules X ≤ H i(Γ, Lλ˜(Zp))int ⊗ Zp/(p
r) and
Y ≤ H i(Γ,L
[r]
λ˜
(Zp)) such that
- there is an exact sequence
X
”⊆”
→ H i(Γ, Lλ˜(Zp))int ⊗ Zp/(p
r)→
H i(Γ,L
[r]
λ˜
(Zp))
Y
,
- X and Y are invariant under T and X is annihilated by T,
- the maps in the above sequence commute with the action of T.
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Proof. For shortness, we set H i(V ) = H i(Γ, V ) for any Γ-module V . We start from the
short exact sequence
(5) 0→ Lλ˜(
Zp
(pr)
, r)
j
→ Lλ˜(Zp)⊗
Zp
(pr)
π
→
Lλ˜(Zp)
Lλ˜(Zp, r)
→ 0,
where j is the inclusion and π is defined by π(v ⊗ 1) = v + Lλ˜(Z, r). From equation (5) we
obtain a long exact cohomology sequence
(6) . . .→ H i(Lλ˜(
Zp
(pr)
, r))
H(j)
→ H i(Lλ˜(Zp)⊗
Zp
(pr)
)
H(π)
→ H i(L
[r]
λ˜
(Zp))→ · · · .
We note that T acts on all cohomology groups appearing in the above sequence (cf.
(5.8)). We decompose ΓhΓ =
⋃
i Γhγi. (5.4) Lemma implies (after tensoring with Zp)
that λ˜(h)πλ˜(hγi)
−1 leaves Lλ˜(Zp) and Lλ˜(Zp, r) invariant. Hence, it also leaves the
(mod pr)-reduction Lλ˜(Zp/(p
r)) of Lλ˜(Zp) and the image Lλ˜(Zp/(p
r), r) of Lλ˜(Zp, r) in
Lλ˜(Zp)⊗Zp/(p
r) under the map v 7→ v⊗1 invariant. Thus, it acts on all components of the
exact sequence in equation (5) and since it is obvious that the mappings j and π in equation
(5) commute with λ˜(h)πλ˜(hγi)
−1 it follows that the mappings H(j), H(π) in equation (6)
commute with the action of the Hecke operator T (cf. [K-P-S], Theorem 1.3.1, p. 227; note
that we normalized the action of the Hecke operator by multiplying with λ˜(h)). The short
exact sequence
0→ Lλ˜(Zp)
·pr
→ Lλ˜(Zp)
pr
→ Lλ˜(Zp)/p
rLλ˜(Zp)→ 0,
where pr is the natural projection, yields a long exact sequence
· · · → H i(Lλ˜(Zp))
·pr
→ H i(Lλ˜(Zp))
H(pr)
→ H i(Lλ˜(Zp)/p
rLλ˜(Zp))→ · · ·
hence, we obtain an embedding
(7) H i(Lλ˜(Zp))⊗
Zp
(pr)
H(pr)
→֒ H i(Lλ˜(Zp)⊗
Zp
(pr)
).
We identify H i(Lλ˜(Zp)) ⊗ Zp/(p
r) with its image under H(pr). Restricting the morphism
H(π) to H i(Lλ˜(Zp))⊗ Zp/(p
r) we obtain from equation (6) the exact sequence
(8) X
H(j)
→ H i(Lλ˜(Zp))⊗
Zp
(pr)
H(π)
→ H i(L
[r]
λ˜
(Zp)),
where
X = H i(Lλ˜(
Zp
(pr)
, r)) ∩H(j)−1
(
H i(Lλ˜(Zp))⊗
Zp
(pr)
)
.
We denote by Tλ the torsion submodule of H
i(Lλ˜(Zp)) and we set Tλ,r = Tλ ⊗ Zp/(p
r).
From equation (8) we further obtain the exact sequence
(9)
X
H(j)−1(Tλ,r)
H(j)
→
H i(Lλ˜(Zp))⊗ Zp/(p
r)
Tλ,r
H(π)
→
H i(L
[r]
λ˜
(Zp))
H(π)(Tλ,r)
.
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We note that T acts on all modules appearing in equation (9), because T leaves the torsion
Tλ invariant. We set X = X/H(j)
−1(Tλ,r). Since T annihilates H
i(Lλ˜(
Zp
(pr) , r)) (cf. (5.8))
we see that T annihilates X and, hence, X . Since moreover,
H i(Lλ˜(Zp))⊗ Zp/(p
r)
Tλ,r
∼= H i(Lλ˜(Zp))int ⊗ Zp/(p
r)
we see that equation (9) yields the claim after replacing X by its image under H(j); note
that T also annihilates the image of X under H(j) because H(j) and T commute. Thus,
the Proposition is proven.
(6.5) Proposition. Let β ∈ Q≥0 and choose an integer r bigger than β + 1. Then, for all
dominant weights λ˜ ∈ X(T˜) we have
pd(λ˜,i,β)
∣∣∣#(H i(Γ,L[r]λ (Zp))).
Proof. We let λ˜ ∈ X(T˜) be an arbitrary dominant weight, i.e. λ˜ = λ◦ ⊗ κ where λ◦
corresponds to a dominant weight λ =
∑
α∈∆mαωα, mα ∈ N0, in Γλ0 (cf. section (4.3)
equation (5)). Since H i(Γ, Lλ˜(Zp))
≤β
int is saturated in H
i(Γ, Lλ˜(Zp))int the canonical map
H i(Γ, Lλ˜(Zp))
≤β
int ⊗
Zp
(pr)
→ H i(Γ, Lλ˜(Zp))int ⊗
Zp
(pr)
is injective. Thus, we may restrict the exact sequence in (6.4) Proposition to the submodule
H i(Γ, Lλ˜(Zp))
≤β
int ⊗ Zp/(p
r) of H i(Γ, Lλ˜(Zp))int ⊗ Zp/(p
r). More precisely, we set
X ′ = X ∩H i(Γ, Lλ˜(Zp))
≤β
int ⊗ Zp/(p
r)
and obtain an exact sequence
X ′
”⊆”
→ H i(Γ, Lλ˜(Zp))
≤β
int ⊗ Zp/(p
r)→
H i(Γ,L
[r]
λ˜
(Zp))
Y
.
Since T annihilates the submodule X of H i(Γ, Lλ˜(Zp))int ⊗ Zp/(p
r) (cf. (6.4) Proposition)
we know that X ′ is contained in the kernel of T|
Hi(Γ,L
λ˜
(Zp))
≤β
int⊗Zp/(p
r)
. Hence, we obtain
#
(
H i(Γ, Lλ˜(Zp))
≤β
int ⊗ Zp/(p
r)
kerT|
Hi(Γ,L
λ˜
(Zp))
≤β
int⊗Zp/(p
r)
) ∣∣∣#(H i(Γ,L[r]
λ˜
(Zp)))
(note that all (cohomology) groups appearing in the above equation are finite groups).
(6.2.2) Corollary then implies that
pd(λ˜,i,β)
∣∣∣#(H i(Γ,L[r]
λ˜
(Zp))).
Since Γ ≤ G(Z) we know that L
[r]
λ˜
(Zp) = L
[r]
λ (Zp) (cf. (5.1.3)) and we obtain
pd(λ˜,i,β)
∣∣∣#(H i(Γ,L[r]λ (Zp))).
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Thus, the proof of the Proposition is complete.
(6.6) Boundedness of the slope subspaces. (6.5) Proposition and (4.4) Proposition
together yield our main result.
Theorem. Let β ∈ Q≥0 and choose i ∈ N0. There is C = C(β, i,Γ, p) ∈ N only depending
on β, i,Γ, p such that
dimH i(Γ, Lλ˜(Qp))
≤β ≤ C.
for all dominant weights λ˜ ∈ X(T˜).
Proof. We set F = Γsc/Γλ0 , i.e. F is a quotient of the fundamental group of G, and we
let
f = #(F).
Thus, fωα ∈ Γλ0 for all fundamental weights ωα. We fix an integer r bigger than β + 1 and
we let λ˜ = λ◦⊗κ ∈ X(T˜) be an arbitrary dominant weight; thus, the weight λ◦ corresponds
to a dominant weight λ =
∑
α∈∆mαωα in Γλ0 . We denote by ∆(λ, r) the set of all simple
roots such that twice the distance of λ to the corresponding wall of the Weyl chamber is
larger than r, i.e.
∆(λ, r) = {α ∈ ∆ : mα = λ(hα) > r}.
Substracting from λ suitable integral multiples of the weights p⌈
p
p−1
r⌉
fωα ∈ Γλ0 for α ∈
∆(λ, r), we obtain an integral and dominant weight λ′ =
∑
α∈∆m
′
αωα ∈ Γλ0 (m
′
α ∈ N0)
such that
• m′α = mα for all α ∈ ∆−∆(λ, r)
• r < m′α ≤ r + p
⌈ p
p−1
r⌉
f for all α ∈ ∆(λ, r)
• λ′ ≡ λ (mod p⌈
p
p−1
r⌉Γsc) (note that ωα ∈ Γsc).
In particular, mα, m
′
α > r for all α ∈ ∆(λ, r) and (4.4) Proposition (with T = ∆(λ, r))
implies that L
[r]
λ (Zp)
∼= L
[r]
λ′ (Zp) as Γ-modules. Hence, we obtain
(10) #(H i(Γ,L
[r]
λ (Zp))) = #(H
i(Γ,L
[r]
λ′ (Zp))).
We define Λ(r) ⊆ Γsc as the set consisting of all integral weights µ =
∑
α∈∆ nαωα satisfying
0 ≤ nα ≤ r + p
⌈ p
p−1
r⌉
f for all α ∈ ∆. Hence, λ′ is contained in Λ(r) and equation (10)
therefore yields
#(H i(Γ,L
[r]
λ (Zp))) ≤ C := maxλ′∈Λ(r)#(H
i(Γ,L
[r]
λ′ (Zp))).
The finiteness of Lλ′(Zp)/Lλ′(Zp, r) implies that the cohomology H
i(Γ, Lλ′(Zp)/Lλ′(Zp, r))
is an abelian group of finite cardinality (note that we assume Γ to be arithmetic). Since
Λ(r) is a finite set we obtain that C as defined above is a finite constant which does not
depend on λ˜ (it only depends on G, p, Γ, β and i). (6.5) Proposition now yields
pd(λ˜,i,β) ≤ C.
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Since λ˜ was arbitrary, this is the claim and the proof of the theorem is complete.
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