We consider the CUSUM of squares test in a linear regression model with general mixing assumptions on the regressors and the errors. We derive its limit distribution and show how it depends on the nature of the error process. We suggest a corrected version that has a limit distribution free of nuisance parameters. We also discuss how it provides an improvement over the standard approach to testing for a change in the variance in a univariate times series. Simulation evidence is presented to support this.
Introduction
Two statistics which have played an important role in theory and applications related to structural change are the CUSUM and CUSUM of squares (CUSQ) tests proposed by Brown, Durbin and Evans (1975) 1 . For a linear regression with k regressors x 0 t = (x 1t , ..., x kt ),
they proposed to base the tests on recursive residuals defined by e v t = (y t − x 0 tβt−1 )/f t , with f t = (1 + x 0 t (X 0 t−1 X t−1 )
−1 x t ) 1/2 where X t−1 contains the observations on the regressors up to time t − 1 andβ t−1 is the OLS estimate of β using data up to time t − 1. The CUSQ test is:
where S (r) T = ( P r t=k+1 e v 2 t )/( P T t=k+1 e v 2 t ). The limit distribution of CUSQ with martingale difference errors and conditional homoskedasticity is derived by Ploberger and Krämer (1986) . They show that it depends on the distribution of the errors, though a studentized version has the same limit distribution as in the Normal case. McCabe and Harrison (1980) suggested using least-squares instead of recursive residuals. Ploberger (1989) also shows that the CUSQ has non-trivial local power against a wide range of patterns of heteroskedasticity.
Of interest is the case where the errors u t in (1) are allowed to be serially correlated. In the case of the CUSUM test a simple modification is available (see Tang and MacNeill, 1993) . No such generalization is, however, available for the CUSUM of squares tests and the aim of this paper is to provide the relevant results. We derive the limit distribution of the CUSQ test under very general assumptions on the regressors and the errors. We also show that the same result applies whether one uses recursive or OLS residuals. A simple transformation is suggested which has the same limit distribution as in the case where the errors are i.i.d. Normal. Our extension provides a useful tool to detect departures from a constant unconditional variance of the errors in a linear regression model. This is important for practical applications as witnessed by recent interests in macroeconomics and finance where documenting structural changes in the variability of shocks to simple autoregressions or Vector Autoregressive Models has been a concern; see, e.g., Stock and Watson (2002) .
The plan of this note is as follows. Section 2 presents the assumptions imposed on the data and the errors, the limit distribution of the CUSQ test and a modification that is asymptotically free of nuisance parameters. Section 3 discusses the special case of a change in the unconditional variance of a time series in relation to the prior literature. We present simulation evidence, which shows that the size of the test is adequate even in the presence of substantial conditional heteroskedasticity and that, when the level of the series is serially correlated, higher power can be achieved using residuals from an autoregression applied to the 1 level of the series rather than using the raw or demeaned data as is usually done in practice. Section 4 offers brief concluding remarks and an appendix some technical derivations.
The assumptions and the results
We consider data generated by (1) with the regressors x t and the errors u t satisfying the following conditions used by Qu and Perron (2005) where, as a matter of notation, the L r -norm of a random matrix X is kXk r = (
1/r for r ≥ 1, and F t is the sigma-field generated by {x t , x t−1 , ..., u t , u t−1 , ...}.
• Assumption A1:
with R(z) a nonrandom positive definite matrix.
• Assumption A2: If x t u t is weakly stationary, then (a) {x t u t , F t } forms a strongly mixing (α-mixing) sequence with size −4r/ (r − 2) for some r > 2, (b) E (x t u t ) = 0 and kx t u t k 2r+δ < M < ∞ for some δ > 0, (c) Let S q ( ) = P +q t= +1 x t u t , for each e ∈ R k of length 1, var (he, S q (0)i) ≥ v (q) for some function v (q) → ∞ as q → ∞ (with h·i, the usual inner product). If x t u t is not weakly stationary, we assume that (a)-(c) holds, and in addition, that there exists a positive definite matrix Ω = [w i,s ] such that for any i, s = 1, .., k, we have, uniformly in ,¯q
. Assumption A1 basically rules out unit root regressors; trending regressors of the form of (t/T, ..., (t/T ) a ) are permitted (other types of trends are not allowed under this assumption, though the results in this paper can be shown to remain valid at the expense of some technical complications). Assumptions A2 and A3 determine the dependence structure of the processes x t u t and u t . In particular, they imply that x t u t and u 2 t are short memory processes having bounded fourth moments. The conditions are mild and allow for substantial conditional heteroskedasticity and autocorrelation. Examples of models generated under A2 and A3 are, among others, finite order stationary autoregressive models with bounded fourth moment, and models with only exogenous regressors and stationary short memory errors, such as stationary ARMA(p, q) processes with innovations that satisfy some regularity conditions (see, e.g., Davidson, 1994) . It is also important to note that the set of assumptions allows for conditional heteroskedasticity in the errors and that lagged dependent variables are permitted provided the errors are martingale differences. Under these conditions, we have the following results, which will be used in deriving the limit distribution of CUSQ (parts (b) through (d) are proved in Qu and Perron (2005) and the proof of part (a) is presented in the Appendix).
where W (r) is a Wiener process, ϕ 1/2 is such that ϕ 1/2 ϕ 1/2 = ϕ, and ⇒ denotes weak convergence under the Skorohod topology; d) the following Law of Iterated Logarithm holds:
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We are now in a position to present the main result of this paper. We first note that
whereǔ t denotes either the OLS, in which case k * = 0, or the recursive residuals, in which case k * = k. It is straightforward to show that
We now state a Lemma, which in conjunction with (3) implies that using OLS or recursive residuals in the construction of CUSQ leads to a test with the same limit distribution as if the true residuals were used.
Lemma 2 Under A1-A3, we have max k
The proof is in the Appendix. A similar result was proved in Ploberger and Krämer (1990) under more restrictive conditions when recursive residuals are used. Hence, using Lemmas 1-2, (3) and arguments as in Ploberger and Krämer (1990, pp. 340-341) , we have
t ) and we recover the result of Ploberger and Krämer (1986), which shows that the limit distribution of CUSQ depends on the distribution of the errors. If the latter are Normally distributed, ϕ = 2. Since tabulated values available pertain to the case with Normally distributed errors, these refer to the distribution of
To construct a statistic with a limit distribution free of nuisance parameters, consider
t and whereǔ 2 t denotes either the OLS (k * = 0), or the recursive residuals (k * = k). Here w(j, m) is a weight function and m some bandwidth which can be selected using one of the many alternative ways that have been proposed; see, e.g., Andrews (1991) . The estimateφ will be consistent under some conditions on the choice of w(j, m) and the rate of increase of m as a function of T . A statistic that will be invariant to non-Normal errors, serial correlation and conditional heteroskedasticity is given by
It is easy to construct and valid under very mild assumptions (see, e.g., Andrews, 1991) , hence, it should be useful for practical applications. Its limit distribution is sup r∈[0,1] |BB(r)|, and the critical values at the 1%, 5% and 10% size are 1.63, 1.36 and 1.22, respectively.
Testing for a change in the unconditional variance of a time series
The CUSUM of squares test was advocated as a test for a change in the unconditional variance of a time series by Inclán and Tiao (1994) . Their result applies to the case of a zero mean uncorrelated sequence of Normally distributed data and, accordingly, the original form of the CUSQ given by (2) is proposed. Earlier, Pagan and Schwert (1990) had indicated how the CUSQ test could be used under mixing conditions when applied to demeaned data, and Loretan and Phillips (1994) considered the case where the test is constructed using residuals from a finite order autoregression estimated by OLS. Lee and Park (2001) considered a test similar to the CUSQ * and derived its limit distribution when the data are assumed to follow a zero mean linear process (a similar result in a more general setup is presented in Lee et al., 2003) . Koksozka and Leipus (2000) dealt with a zero mean series with ARCH errors and used the CUSUM as a test for change in the parameters of the ARCH specification. Lee et al. (2004) considered a linear regression and a test similar to the CUSQ * allowing for non-Normality but with a parametric correction for ARCH errors. Sansó et al. (2004) proposed a test similar to the CUSQ * with the same non-parametric correction but derived its limit distribution when it is constructed from zero mean data that satisfy some mixing conditions. Hence, with respect to testing for changes in variance, our analysis provides a non-trivial extension of this strand of literature given that a) it can be applied to data or to residuals from a regression (recursive or OLS); and b) our assumptions on the regressors and the errors are more general.
We now present evidence to show that even when testing for changes in the variance of a time series, a regression based approach (constructing the CUSQ * with either OLS or recursive residuals) is preferable compared to constructing the test with demeaned data, i.e, using y t −ȳ instead ofǔ t in (5) with y t the time series of interest andȳ = T −1 P T t=1 y t . Our simulation design is tailored to the problem of structural changes in the unconditional volatility of stock returns, and more generally of changes in the unconditional volatility in a serially correlated process with errors that exhibit conditional heteroskedasticity, as is commonly believed for stock returns. It has already been shown that the correction for nonNormality is generally adequate when the test is applied to raw data (e.g., Sansó et al., 2004) . Hence, we focus on the effect of using our modification in the presence of serial correlation and conditional heteroskedasticity, and shall use a design with Normally distributed data.
We consider a dynamic model with errors that follow an Autoregressive Conditionally Heteroskedastic process of order 1, ARCH(1), given by
where u t is i.i. d. N (0, 1) . In all experiments, 1,000 replications are used and T = 500. The other parameters are set to δ = 0.1, γ = (0.1, 0.2, 0.3, 0.4, 0.5) and λ ranges from 0 to 0.3, with λ = 0 specifying a process under the null hypothesis of no change in the unconditional variance. Note that the maximal value of γ is set to 0.5 to ensure the existence of the fourth moment of the errors. The values for the autoregressive parameter are α = (0.2, 0.5, 0.7, 0.9). All tests are invariant to the value of c. We consider the size and power of three statistics, namely the CUSQ * based on a) demeaned data, which corresponds to using OLS residuals in a static regression with no lagged dependent variable (column "dem"), b) OLS residuals from the dynamic regression (6) (column "ols"), c) recursive residuals from the dynamic regression (6) (column "rec"). Note that all versions have the same limit distribution under the null hypothesis of no change (λ = 0) and are consistent. In the simulations to be reported below, the estimateφ defined by (4) is constructed using a Bartlett kernel and the bandwidth is select using Andrews's (1991) data dependent method with an AR(1) approximation.
The results are presented in Table 1 . They show the method using OLS or recursive residuals from the dynamic regression to outperform that based on demeaned data (stable size and higher power). When the serial correlation parameter α is small, the differences across the three methods are small, though those based on the errors from the dynamic regression have exact size closer to nominal size as γ increases. When the serial correlation in the level of the series increases the differences in size and power become important. The method based on demeaned data has an exact size below nominal size and the power is very low, indeed basically zero when the autoregressive parameter is large. The methods based on the residuals from the dynamic regression have good size properties (though somewhat conservative when γ is large) 3 . The versions using OLS and recursive residuals have very similar size and power properties. This latter fact is not surprising in the context of testing for change in the unconditional variance of the data. If the parameters of the conditional mean are stable, either types of residuals are unaffected by the structural change in variance. This contrasts with the problem of testing for changes in the parameters governing the conditional mean. There, a structural change affects the OLS and recursive residuals differently and leads to test with different properties.
Consider now a simplification of the model above without ARCH effect,
2 ) so that one may expect the test based on demeaned data to be at least as good as that based on the recursive or OLS residuals. We performed a similar simulation experiment whose results are presented in Table 2 . They again show that tests based on OLS or recursive residuals perform similarly and, more importantly, that they have much higher power than the standard test based on demeaned data, and more so as the autoregressive parameter α is large. The reason for this is that the correction factorφ which accounts for serial correlation in the level and square of the series, as well as potential ARCH effects, performs rather poorly when the data exhibit strong correlation (see, e.g., Andrews and Monahan, 1992 , for evidence in a related context). An autoregressive approximation to correct for serial correlation in level works reasonably well and what our simulations show is that the non-parametric correction factorφ performs well in accounting for the ARCH effects and the remaining correlation in levels (caused by the downward bias in the estimate of α). Hence, the recommendation when testing for changes in the variance of a time series is to model the serial correlation in the level of the series in a parametric fashion and construct the test using either the OLS or recursive residuals.
Conclusion
Our paper has considerably generalized the applicability of the CUSUM of squares test in the context of the linear model. It is important to note that the CUSQ test has power against a wide range of departures from the constant variance assumption as shown in Ploberger (1989) . There has recently been developments in robustifying various procedures to allow for general form of heteroskedasticity via non-parametrically estimated variance profiles; see, e.g., Cavaliere and Taylor (2006) and Beare (2005) for unit root tests, and Phillips and Xu (2005) for stable autoregressions. In this context, the CUSQ test can be seen as a useful preliminary diagnostic tool to assess whether such robustifications are needed, though our analysis would need to be extended to cover the unit root case.
Proof of Lemma 1(a):
This result follows from a simple modification of Lemma A4 of Bai and Perron (1998). First, Qu and Perron (2005) show that processes satisfying A2 also satisfy the mixingale conditions of this Lemma A4. Let ξ jt = E (ξ t |F t−j ) − E (ξ t |F t−j−1 ). Then ξ t = P ∞ j=−∞ ξ jt , and so
For each j, © ξ jt , F t−j ª forms a martingale difference sequence. Let a j > 0 for all j such that P ∞ j=−∞ a j = 1. The right hand side of (A.1) is then bounded by
The latter bound is the Hajek and Renyi inequality generalized to martingale differences in Birnbaum and Marshall (1961) . From the definition of a mixingale and the assumptions on ξ t , E||ξ ji || 2 is bounded by 4K 2 ψ 2 |j| for some finite constant K, with ψ 2 |j| as defined in Bai and Perron (1998, p. 50) . Hence,
One then constructs a sequence of a j such that
|j| is bounded (one such construction is in Bai and Perron, 1998, p. 72) , so that
The result follows setting d n = 1/ √ T .
Proof of Lemma 2:
We first consider the case with OLS residuals, defined byû t = u t − x 0 t (β − β) and, accordingly,
Hence, to prove Lemma 2, it is sufficient to show that
Now for (A.3), we have
and in view of Lemma 1(a). For (A.2), using the same results
Consider now the case with recursive residuals, e u t = u t − x 0 t (β t−1 − β). Since k is fixed, it is equivalent to show that
Consider first (A.5). Since each term is non-negative, it is sufficient to show that
well defined bounded random variable. We have
in view of Lemma 1(d). Hence,
in view of the fact that P ∞ t=1 ||x t || 2 /t 5/4 is bounded (see Ploberger and Krämer, 1990, p. 346) . Consider now the proof of (A.4). Let ξ t = x t u t , we have,
Hence, given the mixing assumptions on ξ s , we have by Hansen (1992, Theorem 3.3) , that max k+1≤n≤T |T −1 P n t=k+1 H T,t ξ Note: The column "dem" refers to the statistic constructed with demeaned data; the column "ols" with OLS residuals from the AR(1) regression, and the column "rec" with recursive residuals from the AR(1) regression. Note: The column "dem" refers to the statistic constructed with demeaned data; the column "ols" with OLS residuals from the AR(1) regression, and the column "rec" with recursive residuals from the AR(1) regression.
