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Methods-Data Description
When small gaps in data were present (< 5 years), these were filled using linear interpolation between the two nearest data points in time. In the case of IM, data were only available in 10 year increments from 1960 to 1990 and 5 year increments from 1990 to 2005. The missing data were estimated by applying the spline function in Matlab 2008a to interpolate between the data points. Particularly for models using the IM datasets, the nonindependence of the interpolated datapoints leads to greater uncertainty in terms of the confidence intervals of the model results. Data for several other factors that may predict LE or IM were sought during the preliminary stages of this project. However, none were available for the time period under analysis, as many relevant statistics on education level, vaccination rates, improved water sources, female literacy rates, and health care access and spending are not available across all 41 countries until the 1990s (See Supplemental Material, Table 1 ). This limitation led us to choose the autoregressive instead of a full multivariate regression methodology, which would require datasets on all potential explanatory variables. The autoregressive method is described in more detail below.
Methods-AR Model Description
To separate the dependencies of LE or IM solely due to coal and electricity consumption patterns, at each time point until time t, Q(t), with the dependencies due to all other reasons, P(t) that can be modelled by its exponential functional form and those associated with the errors of predicting LE or IM at each time point until time t, that could not be captured by either P(t) or Q(t) at each time point until time t: [2]
Methods-GAINS Model Description
In the GAINS model, a linked sequence of calculations leads to estimates of health impact. First, the effects of energy sources and policies on air pollution emissions are estimated. The calculation is based on emission factors and control technologies for specific activities such as electricity generation. Resulting emission inventories for air pollutants along with weather data are used as inputs to a global-regional chemistry transport model. The atmospheric model is used to estimate the functional relationships between emissions of air pollutants in a given (source) region and atmospheric concentrations in other (receptor) regions. In turn, these results are used to derive spatially explicit estimates of air pollutant concentrations. The air pollution concentration estimates, combined with population distribution data, provide exposure estimates. These, along with baseline mortality data and external dose-response estimates, are used to estimate health impacts. A recent analysis of climate induced impacts to air pollution presents a detailed analysis of the GAINS model (Markandya et al. 2009 ). The most important assumptions required by the model, and their possible effects are described in detail elsewhere (Amann et al. 2008) . Broadly, this integrated assessment model draws on emission inventories based on expected values for fuel quality, relies on accuracy of statistical information on economic activities, assumes linearity in the atmospheric dispersion calculations and depends on expected values of conversion and deposition rates describing chemical and physical processes, as well as the reliability of epidemiological data describing the health impact of a particular exposure.
Limitations of AR Models
In the analysis of historical trend data, one must be concerned with confounders. For example, electricity or coal consumption could serve as a surrogate for wealth, which may be the ultimate reason for increased health through any of a host of mechanisms such as increased availability and access to health care, increased vaccination rates, and increased education levels. It is noted that incorporating the linear time trend (a 0 ) as well as previous year's IM (LE) captures the effects of unspecified variables that vary linearly with time. The AR methodology employed here is commonly used to account for unmeasured confounders (Kale et al. 2004; Kovats et al. 2004; Levine et al. 2001 ) and see also discussion in methods section). Note consistency in overall IM reduction rates across models with initial low, mid, and high starting IM. Results are alphabetically sorted, and every 5 and 6 th country (the 1, 6, 7, 12, 13, 18, 19, 24, 25, 30, 31, 36, and 37 th ) are not presented due to graphical space limitations.
