Mathematical modelling of myltiphase reaction of renewable and mineral diesel fuels by Almagrbi, Abdualnaser Muftah
 
UNIVERSITY OF BELGRADE 
FACULTY OF TECHNOLOGY AND METALLURGY 
 
Mr Abdualnaser Muftah Almagrbi, dipl.ing. 
 
 
MATHEMATICAL MODELLING OF 
MYLTIPHASE REACTION PROCESSES 
FOR PRODUCTION OF RENEWABLE 














      
 
UNIVERSITY OF BELGRADE 
FACULTY OF TECHNOLOGY AND METALLURGY 
 
Mr Abdualnaser Muftah Almagrbi, dipl.ing. 
 
 
MATHEMATICAL MODELLING OF 
MYLTIPHASE REACTION PROCESSES 
FOR PRODUCTION OF RENEWABLE 














      
 
UNIVERZITET U BEOGRADU 
TEHNOLOŠKO-METALURŠKI FAKULTET 
 




VIŠEFAZNIH REAKCIONIH PROCESA U 
PROIZVODNJI OBNOVLJIVIH I 



















PhD Thesis evaluation committee: 
 
 
Dr Aleksandar Orlović, associate professor 
University of Belgrade Faculty of Technology and Metallurgy  
 
Dr Sandra Glišić, research associate 
University of Belgrade Faculty of Technology and Metallurgy  
 
Dr Aleksandar Jovović, professor 







Defended on:             ________________________ 
 
 




First of all, I would like to acknowledge with many thanks my supervisors, Prof. 
Aleksandar M. Orlovic and Dr. Sandra B. Glisic for their assistance and support. Also 
I wish to express my deepest gratitude to them, for the patient guidance, encouragement 
and advice they have provided throughout my time as their student. I have been 
extremely lucky to have supervisors who cared so much about my work, and who 
responded to my questions and queries so promptly.   
I wish to express my sincere thanks to prof. Djordje Janackovic Dean of Faculty of 
Technology and Metallurgy and prof. Nenad Radovic who was Responsible for foreign 
students and provided them with constant support and help.  
I am extremely grateful to all Faculty members, for rendering their valuable help to 
study the Chemical Engineering and for their insidious suggestions. 
I cannot fail to acknowledge financial and technical support provided by my country, 
Republic of Libya. Special thanks are due to Prof. Mohammed Almeshragi for his 
support and help for my PhD study. 
I express my deep sense of gratitude and gratefulness and I am very thankful to my 
beloved father, mother, brothers and my sisters for their affection, full Co-operation, 
Prayer and Constant encouragement. 
I must express my gratitude to my dear wife, for her continued support and 
encouragement. Finally, I would like to take this opportunity to thank my daughters 
Esra and Doaa for their constant affection and support. 
I extend my immense thanks to my dearest friend Mr. Mustafa Ohiba for his help 
during the period of this study. 
Lastly, but not the least, I express my sincere thanks and appreciation to the Dean-and 
the Registrar, University of Belgrade, for giving me an opportunity to undertake this 
Ph.D., Programme at this esteemed University. 
 
Above all, I thank GOD ALMIGHTY for his immense grace and mercy for the 
successful completion of my studies. 
Abdualnaser 
      
ABSTRACT 
 
 Multiphase reaction processes constitute key steps in manufacturing of diesel 
fuels, both renewable and mineral. In modern refineries there is a major role for the 
hydrotreating processes that operate under high pressure in the presence of a solid 
catalyst. The main role of hydrotreating within the petroleum refining is the removal of 
sulphur compounds, the stabilization of the product and the removal of other 
undesirable impurities. Hydrodesulphurization of gas oil takes place in a reactor with a 
fixed bed catalyst in the presence of hydrogen at elevated pressure (normally up to 60 
bar) and temperature (633 K). In this thesis, a mathematical model of a deterministic 
type was developed and used to simulate the hydrotreating reactor operation. The model 
consists of differential balance equations of heat and chemical species, and the 
corresponding kinetic equations for the reactions of hydrodesulphurization of sulphur 
compounds. The system of differential equations that constitute the mathematical model 
was solved using the MATLAB software package.  
 Multiphase reactions for biodiesel synthesis were modeled and simulated for 
non-catalytic methanolysis and ethanolysis of triglycerides under high pressure and at 
elevated temperature. The vapour–liquid or vapour–liquid–liquid equilibrium and phase 
distribution of methanol and ethanol with triolein were investigated in order to 
determine the range of pressure and temperature required for high oil conversion. 
Simulation of phase equilibrium using RK-Aspen EOS and UniSim software were 
found to correlate well with the experimental data. Simulation results show the 
important influence of the phase equilibrium on the reaction mechanism and overall 
kinetics under subcritical conditions (T < 270 ◦C at 200 bar) since the two liquid phases 
exist at the beginning of reaction, thereby limiting the contact between the reactants. In 
case of single reaction phase (T > 270 ◦C at 200 bar) the initially high reaction rate is 
limited at high conversion levels due to increasing extent of reversible reaction. 
Mathematical model of non-catalytic biodiesel synthesis was treated as complex parallel 
and consequtive reversible reaction. Kinetic parameters were estimated using standard 
optimization methods and the best results were obtained with Genetic Algorithm 
procedure. The application of this method resulted in kinetic parameters with improved 
accuracy in predicting concentrations of important reaction intermediates, i.e. 
      
diglycerides and monoglycerides. Activation energies of kinetic parameters obtained by 
the Genetic Algorithm method are in very agreement with theoretical values determined 
by molecular orbital calculations.  
Key words: Mathematical modeling, Multiphase reaction processes, Biodiesel, 
Renewable diesel, Diesel fuel, Hydrotreating   
  
Scientific area:  Chemistry and chemical technology 
Specific scientific area: Chemical Engineering 
UDK:     
 
      
REZIME 
 
 Višefazni reakcioni procesi predstavljaju ključne stupnjeve u proizvodnji dizel 
goriva, obnovljivih i mineralnih. U savremenim rafinerijama proces hidrotritinga 
zauzima značajno mesto pri čemu se odvija u prisustvu čvrstog katalizatora. Glavni 
ciljevi procesa hidrotritinga u preradi nafte su uklanjanje sumpora, stabilizacija 
proizvoda i uklanjanje drugih neželjenih primesa. Hidrodesulfurizacija gasnog ulja se 
odvija u reaktoru sa nepokretnim slojem katalizatora uz prisustvo vodonika na 
povišenom pritisku (uobičajeno do 60 bar-a) i temperaturi (633 K). U ovoj disertaciji 
razvijen je deterministički matematički model reaktora za simulaciju procesa. Model 
čine diferencijalni bilansi toplote i hemijskih vrsta, kao i odgovarajuće kinetičke 
jednačine za reakcije desulfurizacije. Sistem diferencijalnih jednačina koje čine model 
je rešavan primenom programa napisanog u MATLAB-u.   
Višefazni reakcioni proces sinteze biodizela je modelovan i simuliran za 
nekatalitičku etanolizu i metanolizu triglicerida na povišenom pritisku i temperaturi. 
Raspodela faza i ravnoteža za sistem para – tečnost i para – tečnost – tečnost metanola i 
etanola sa trioleinom je ispitivana sa ciljem određivanja parametara koji omogućavaju 
visoku konverziju ulja. Simlacija ravnoteže faza korišćenjem RK-Aspen jednačine 
stanja u UniSim softveru pokazala je veoma dobro slaganje sa eksperimentalnim 
podacima. Rezultati simulacija ukazuju na važan uticaj na reakcioni mehanizam i na 
ukupnu kinetiku procesa u sub-kritičnoj oblasti (T < 270 ◦C na 200 bar-a) s obzirom da 
u početnoj fazi reakcije egzistiraju dve faze, što uzrokuje lošiji kontakt između 
reaktanata. U slučaju postojanja jedne reakcione faze (T > 270 ◦C na 200 bar-a) 
inicijalno visoka brzina reakcije je limitirana na visokim konverzijama zbog porasta 
stepena odigravanja povratne reakcije. Matematički model nekatalitičke sinteze 
biodizela je tretiran kao kompleksna uzastopno – paralelna povratna reakcija. Kinetički 
parametri su određeni primenom standardnih optimizacionih metoda i najbolji rezultati 
su dobijeni primenom metode genetičkog algoritma. Primena ove metode za 
određivanje kinetičkih parametara rezultovala je povešanom preciznošću predviđanja 
koncentracija važnih intermedijera, monoglicerida i diglicerida. Energije aktivacije u 
izrazima za kinetičke konstante dobijene primenom metode genetičkog algoritma su u 
      
veoma dobrom slaganju sa teoretskim vrednostima određenim metodom proračuna 
molekulskih orbitala. 
Ključne reči: Matematičko modelovanje, Višefazni reakcioni procesi, Biodizel, 
Obnovljivi dizel, Dizel gorivo, Hidrotriting 
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1. INTRODUCTION  
 
1.1 Mathematical modelling importance for refinery and bio refinery design and 
planning 
 Mathematical modelling in Chemical Engineering is recognised as a tool for analysing 
complex systems. The essence of engineering modelling is to capture the fundamental aspects 
of the problem which the model is intended to describe and to understand what the model’s 
limitations as a result of the simplifications are. 
 Engineering models are therefore not judged by whether they are “true" or “false", but 
by how well they are suitable to describe the situation in question. It may therefore often be 
possible to devise several different models of the same physical reality and one can choose 
among these depending on the desired model accuracy and on their ease of analysis.  
 Even though in engineering applications the choice of the model can be done among 
the following: 
1. Physical models: small-scale replica of the system or its parts (pilot plant, scale 
models of buildings, ships models); 
2. Analog models (electronic, electric and mechanical devices); 
3. Drawing and maps; 
4. Mathematical models, 
over the past decade there has been an increasing demand for suitable material in the area of 
mathematical modelling, because they represent a more convenient and economic tool to 
understand the factors that influence the performance of a system. Developments in computer 
technology and numerical solver have provided the necessary tools to increase power and 
sophistication which have significant implications for the use and role of mathematical 
modelling. 
 Mathematical models are of great importance in chemical engineering because they 
can provide information about the variations in the measurable macroscopic properties of a 
physical system using output from microscopic equations which cannot usually be measured 
in a laboratory. On the other hand, mathematical models can lead to wrong conclusions or 
decisions about the system under investigation if they are not validated with experimental 
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tests. Therefore, a complete study of a physical system should integrate modelling, simulation 
and experimental work. 
 Computer aided modelling; simulation and optimization permit a better understanding 
of the chemical process behaviour, saves the time and money by providing the fewer 
configuration of the experimental work. In addition, computer simulation and optimization 
can help to improve the performance and the quality of a process and represent a more 
flexible and cost effective approach in design and operation. 
 The other term which could be finding in literature is a Process system engineering 
(PSE) [1]. PSE is an academic and technological field related to methodologies for chemical 
engineering decisions. Such methodologies should be responsible for indicating how to plan, 
how to design, how to operate, how to control any kind of unit operation, chemical and other 
production process or chemical industry itself. Hence, PSE is all about the systematic and 
model-based solution of systems problems in chemical engineering [2]. The outreaching 
definition of Takamatsu (1983) [3] is emphasized by Figure 1, which is reprinted here from 
his original paper.  
 
Figure 1. The nature of process systems engineering, reprinted from Takamatsu (1983) [3]. 
 
 It already has a multi-scale flavour including physical phenomena on the mesoscale, 
unit operations, whole processes and the socio-economic system they are embedded in. 
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Furthermore, the scope is explicitly not restricted to chemical process systems but also 
mentions energy systems and biomedical systems, two systems problem classes which have 
received significant interest in recent years. The multi-scale perspective already proposed by 
Takamatsu (1983) [3] has been emphasized more recently by Grossmann and Westerberg 
(2000) [4]. They interpret the role of PSE as a set of methods and tools to support decision-
making for the creation and operation of the chemical supply chain constituting of the 
discovery, design, manufacturing and distribution of chemical products. Hence, PSE is more 
than computer-aided process engineering (CAPE) since its core business is not merely the use 
of computers to assist problem solving – or more specifically engineering design processes – 
which has been the original scope of CAPE [5,6]. PSE rather addresses the inherent 
complexity in process systems by means of systems engineering principles and tools in a 
holistic approach and establishes systems thinking in the chemical engineering profession. 
Mathematical methods and systems engineering tools constitute the major backbone of PSE. 
However, it has to be mentioned that there is some terminological confusion in the scientific 
community, since some authors, e.g. Kraslawski (2006) [7], have used CAPE and PSE 
synonymously in the recent literature. The field of PSE has been rapidly developing since the 
1950s reflecting the tremendous growth of the oil, gas and petrochemical industries and their 
increasing economical and societal impact. The appreciation of PSE as an independent 
scientific discipline also becomes apparent in the dedicated centres of excellence which have 
been established at universities and in industry. For example, the Centre for Process Systems 
Engineering has been established at Imperial College, London, in 1990 to promote and focus 
research in PSE in one central location in the United Kingdom, while the Lehrstuhl für 
Prozesstechnik has been founded at RWTH Aachen University in 1992 by a joint initiative of 
industry and academia to broaden the scientific base of this field in Germany. Many chemical 
companies started their own R&D activities focusing on process flow-sheeting software 
during the late 1970s 1980s [8] and extended their attention later to more general PSE topics. 
For example, a department “Systemverfahrenstechnik” (Process Systems Engineering) has 
been established at Bayer AG in 1992. Process modeling is an important component of 
process design economically, from the conceptual synthesis of the process flowsheet, to the 
detailed design of specialized processing equipment such as advanced reaction and separation 
devices, and the design of their control systems. 
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 Refineries produce dozens of refined products (ranging from the very light, such as 
LPG, to the very heavy, such as residual fuel oil). They do so not only because of market 
demand for the various products, but also because the properties of crude oil and the 
capabilities of refining facilities impose constraints on the volumes of any one product that a 
refinery can produce. Refineries can – and do – change the operations of their refineries to 
respond to the continual changes in crude oil and product markets, but only within physical 
limits defined by the performance characteristics of their refineries and the properties of the 
crude oils they process. Finally, the complexity of refinery operations is such that they can be 
fully understood and optimized, in an economic sense, only through the use of refinery-wide 
mathematical models. Mathematical models of refinery operations are the only reliable means 
of generating achievable (i.e., feasible) and economic (i.e., optimal) responses to changes in 
market environment and to the introduction of new (usually more stringent) product 
specifications. 
A demand for middle distillates and diesel fuel in particular, is constantly increasing 
due to current developments in diesel engine technologies. These trends are resulting in 
growing importance of catalytic conversion processes for the production of diesel fuel. 
Initiatives leading to increasing engine efficiency and decreasing CO2 emissions also require 
increased processing of alternative feedstock to a greater extent. Among other of substantial 
importance are bio resources (triglycerides, biomass, algae oil etc.) and alternative petroleum 
streams.  
Non-catalytic or heterogeneous catalysed process of biodiesel synthesis requires high 
pressure and temperature to achieve acceptable conversion levels of triglycerides to fatty acid 
(ethyl or methyl) esters. However, the process can be performed with relatively low energy 
consumption. 
LCO is one of the existing refinery streams which can be utilized to enhance diesel 
fuel production in existing refineries. By blending LCO with gas oil streams a higher 
temperature levels can be obtained in HDS reactors thereby resulting in higher conversion of 
sulphur compounds and lower sulphur contents of the final product. The reactor model was 
developed using industrial test data and analysis of vapour – liquid equilibrium in the reactor. 
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1.2. Renewable diesel fuel – biodiesel 
  
 Increased demand for energy, increasing price of crude oil, global warming due to 
emission of green house gases, environmental pollution, and fast diminishing supply of fossil 
fuels are the major key factors leading to search for alternative sources of energy. Some of the 
most notable alternative sources of energy capable of replacing fossil fuels include amongst 
others: water, solar and wind energy, and biofuels. Currently, 86% of the energy being 
consumed worldwide and nearly 100% of energy desired in the transportation sector is 
provided by non-renewable fossil fuels [9,10]. Alternative fuels for diesel engines are 
becoming increasingly important due to diminishing petroleum reserves and the 
environmental consequences of emissions from petroleum fueled engines [11]. 
Biodiesel is renewable clean bioenergy as it can be produced from vegetable oils, 
animal fats and micro-algal oil. The property of biodiesel is almost similar to diesel fuel; thus 
it becomes a promising alternative to diesel fuel [11]. Biodiesel has many benefits such as it is 
biodegradable, non-toxic, has a low emission profile (including potential carcinogens) and is a 
renewable resource [12] and [13]. In addition, it does not contribute to the increase in carbon 
dioxide levels in the atmosphere and thus minimizes the intensity of the greenhouse effect. 
 Various factors contributing to the cost of biodiesel include raw material, other 
reactants, nature of purification, its storage, etc. However, the main factor determining the 
cost of biodiesel production is the feedstock, which is about 80% of the total operating cost 
[14]. Therefore, a great economic advantage could be achieved simply by using more 
economical feedstock such as waste fats and oils [13] and [15]. Biodiesel production is 
undergoing rapid technological reforms in industries and academia. At present, the main 
drawback for the commercialization of biodiesel is its higher cost than petroleum based 
diesel. Thus in previous years, numerous studies on the use of technologies and different 
methods to evaluate optimal conditions of biodiesel production technically and economically 
have been carried out. A number of methods are currently available and have been adopted 
for reduction of the viscosity of vegetables oils. Four primary ways to make biodiesel are 
direct use and blending of vegetable oils, micro-emulsions, thermal cracking (pyrolysis) and 
transesterification [16]. One of the most common methods used to reduce oil viscosity in the 
biodiesel industry is called transesterification which take place between a vegetable oil or 
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animal fat and an alcohol (methanol, ethanol, butanol) in presence of a catalyst 
(homogeneous, heterogeneous) or without the application of catalysts [17]. 
 
1.2.1. Biodiesl and its properties 
 
 Biodiesel is a renewable clean burning mono-alkyl ester (based oxygenated) fuel made 
derived from natural, renewable feedstock such as new/used vegetable oils, and animal fats. 
The resulting biodiesel is quite similar to petroleum-based diesel fuel in its main 
characteristics and can be blended in any proportion with petroleum diesel to create a stable 
biodiesel blend [18]. Table 1 represents the parameters that must be met to achieve ASTM 
D6751-09 quality standards. Although at present biodiesel cannot entirely replace petroleum-
based diesel fuel, this alternative fuel is becoming increasingly important due to diminishing 
petroleum reserves that leads to a rise in petroleum prices and the environmental 
consequences of exhaust gases from the petroleum-fueled engines. 
 
Table 1. Biodiesel (B100) Fuel Quality Standard ASTM D6751-09. 
Property Method Limit Unit 
Flash point (closed cup) D93 93 min °C 
Water and sediment D2709 0.050 max % vol 
Kinematic viscosity, 40 °C D445 1.9–6.0 mm2/s 
Sulfated ash D874 0.02 max % mass 
Sulfur S 15 Grade D 5453 0.0015 max (15) % mass (ppm) 
Sulfur S 500 Grade D 5453 0.05 max (500) % mass (ppm) 
Copper strip corrosion D130 No 3 max  
Cetane number D613 47 min  
Cloud point D2500 Report to Customer °C 
Carbon residue D4530 0.05 max % mass 
Acid number D664 0.50 max mg KOH/g 
Free glycerin D6584 0.02 % mass 
Total glycerin D6584 0.24 % mass 
Phosphorus content D4951 10 max ppm 
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Property Method Limit Unit 
Vacuum distillation end point D1160 360 max °C 
Acid number D 664 0.50 max mg KOH/g 
Cold soak filtration Annex to D6751 360 max s 
 
 While biodiesel is generally considered to be a substitute for all or part of petroleum-
based diesel fuel, there are some key points that need to be considered when examining pure 
biodiesel replacing conventional diesel or when it is blended with conventional diesel that are 
described as follow [19] and [20]:  
1. Antifoaming: Pure biodiesel (B100) has excellent anti-foam properties, better than 
petroleum diesel. This enables and ensures fast filling of vehicles, without possible foam 
leaks or overflows. 
2. Cetane number: The cetane number of biodiesel is generally varying between 45 and 70, as 
compared to 40 and 52 for typical petroleum diesel fuels. The Cetane number of biodiesel 
depends on distribution of fatty acids in original oils or fat. The longer fatty acids and more 
saturated leads to higher Cetane number. 
3. Chemical structure: Biodiesel is a combination of small range of molecules, typically esters 
of fatty acids of C12, C14, C16, C18 and C22, whereas diesel is a complex mixture of a broad 
range of hydrocarbons from C12 to C25, consisting of paraffins, napthenes and aromatics, as 
well as a range of nitrogen and sulfur containing organic compounds. Biodiesels are 
predominantly straight chain hydrocarbons esters, whereas diesel contains ring structures, 
such as aromatic molecules. 
4. Oxygen content: Biodiesel generally contains 11% oxygen, as the ester that leads to 
smoother combustion, reduces energy content and makes the biodiesel polar, through the 
hydroxyl (–OH) hydrogen bond. The polarity gives it properties of solvency, detergency, wet-
ability (sticking to metals as a lubricant) and conductivity. Diesel fuel does not contain 
oxygen. 
5. Cold flow properties: For diesel fuels, each component has its own crystallization 
temperature, so solidification is a gradual process, whereas B100 biodiesel tends to be a much 
simpler mixture containing relatively few components, so that one or two components tend to 
dominate, and solidification is much more rapid and difficult to control. 
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6. Conductivity: Pure biodiesel, due to its polarity has excellent conductivity, greater than 
500 pico S/m, and therefore reduces the risk of static induced sparks and fires. 
7. Corrosion: The water absorption coupled with the presence of oxygen tends to contribute 
to increased corrosion, but this is countered by the wet-ability that reduces oxygen transfer to 
metal surfaces. The copper corrosion test focuses on sulfur compounds that are aggressive to 
copper and yellow metals. Sulfur, and specifically the corrosive forms thereof, are absent in 
biodiesel, and compliance to diesel specification limits is typically easily achieved. 
 
1.2.2. Biodiesel production technologies: Transesterification method  
 
 The transesterification reaction proceeds with catalyst or without any catalyst by using 
primary or secondary monohydric aliphatic alcohols having 1–8 carbon atoms [17,21]. 
Generally, alcohol and triglycerides (vegetable oil and animal fat) are not miscible to form a 
single phase of mixture. Hence, the poor surface contact between these two reactants causes 
transesterification reaction to proceed relatively slow. Introduction of catalysts improves the 
surface contact and consequently reaction rates and biodiesel yield as it is able to solve the 
problems of two-phase nature between triglycerides and alcohol. However, without the 
presence of catalysts, the reaction rate is too slow for it to produce considerable yield of 
biodiesel. Hence, researchers around the world have been developing numerous alternative 
technologies which can solve the problems facing catalytic reaction by using non-catalytic 
processes [22,23]. 
 
1.2.2.1 Catalytic biodiesel production – homogenous catalyzed transesterification 
  
 Vegetable oils can be transesterified by heating them with an alcohol and a catalyst. 
Catalysts used in biodiesel production are divided in two general categories, homogenous and 
heterogeneous types. If the catalyst remains in the same (liquid) phase to that of the reactants 
during transesterification, it is homogeneous catalytic transesterification. On the other hand, if 
the catalyst remains in different phase (i.e. solid, immiscible liquid or gaseous) to that of the 
reactants, the process is called heterogeneous catalytic transesterification [24] and [25]. 
 In catalytic methods, the suitable selection of the catalyst is an important parameter to 
lower the biodiesel production cost [26]. So, commercial biodiesel is currently produced by 
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transesterification using a homogenous catalyst solution. Another factor affecting the 
selection of catalyst type is the amount of free fatty acid (FFA) present in the oil. For oils 
having lower amount of FFAs, base-catalyzed reaction gives a better conversion in a 
relatively short time while for higher FFAs containing oils, acid-catalyzed esterification 
followed by transesterification is suitable [27]. It has been reported that enzymatic reactions 
are insensitive to FFA and water content in oil. Hence, enzymatic reactions can be used in 
transesterification of used cooking oil [28-30]. Various studies have been carried out using 
different oils as raw material, different alcohols (methanol, ethanol, butanol), as well as 
different catalysts, including homogeneous ones such as sodium hydroxide, potassium 
hydroxide, and sulfuric acid, and heterogeneous ones such as lipases, CaO and MgO [31-33]. 
 
• Homogeneous catalytic transesterification 
 Homogenous catalysts are categorized into basic and acidic catalysts. The 
homogenous transesterification process especially basic type requires a high purity of raw 
materials and post reaction separation of catalyst, by-product, and product at the end of the 
reaction. Both of these requirements drive up the cost of biodiesel. The general form of 




Figure 2. The process flowchart of homogeneous catalytic transesterification process 
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 Currently, biodiesel is commonly produced using homogeneous base catalyst, such an 
alkaline metal alkoxides and hydroxides [33-34], as well as sodium or potassium carbonates 
[49]. As a catalyst in the process of basic methanolysis, mostly sodium hydroxide or 
potassium hydroxide have been used, both in concentration from 0.4% to 2% w/w of oil. 
Homogeneous base catalytic catalysts are commonly used in the industries due to several 
reasons: (i) modest operation condition; (ii) high conversion can be achieved in a minimal 
time, (iii) high catalytic activity, (iv) widely available and economical [35,36]. In general, 
base catalytic transesterification processes are carried out at low temperatures and pressures 
(333–338 K and 1.4–4.2 bar) with low catalyst concentrations (0.5–2 wt.%) [37] . The limits 
of this process are due to the sensitivity to purity of reactants, free fatty acid content, as well 
as to the water concentration of the sample. When the oils contain significant amounts of free 
fatty acids and water content, they cannot be converted into biodiesels but to a lot of soap 
[34]. Free fatty acids of oil react with the basic catalyst to produce soaps that inhibit the 
separation of biodiesel, glycerin and wash water that cause to more wastewater from 
purification [38]. Because water makes the reaction partially change to saponification, the 
basic catalyst is consumed in producing soap and reduces catalyst efficiency. The soap causes 
an increase in viscosity, formation of gels which reduces ester yield and makes the separation 
of glycerol difficult [39]. Therefore, side reactions such as saponification and hydrolysis must 
be kept to a minimum. 
 
• Homogeneous acid catalytic transesterification 
 An alternative way of processing triglycerides for biodiesel production is to use an 
acid catalyst. Acid catalytic transestrification of biodiesel can economically compete with 
base catalytic process using virgin oil, especially when the former uses low-cost feedstocks 
[40]. Sulfuric acid, hydrochloric acid, and sulfonic acid are usually preferred as acid catalysts. 
Acid-catalyzed transesterification starts by mixing the oil directly with the acidified alcohol, 
so that separation and transesterification occur in single step, with the alcohol acting both as a 
solvent and as esterification reagent [41]. The use of excess alcohol effects significant 
reductions in reaction time required for the homogeneous acid catalyzed reaction.  
 One advantage of homogeneous acid catalytic over homogeneous base catalytic 
transesterification is their low susceptibility to the presence of FFA in the feedstock. 
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However, homogeneous acid catalytic transesterification is especially sensitive to water 
concentration. It was reported that as little as 0.1 (wt.%) water in the reaction mixture was 
able to affect ester yields in transesterification of vegetable oil with methanol, with the 
reaction almost completely inhibited at 5 (wt.%) water concentration [41]. Disadvantages of 
homogeneous acid catalytic transesterification are equipment corrosion, more waste from 
neutralization, difficult to recycle, formation of secondary products, higher reaction 
temperature, long reaction times, relatively slow reaction rate, weak catalytic activity and 
elaborate process engineering [42,43]. 
 In conventional industrial biodiesel processes, the methanol transesterification of 
vegetable oils is achieved using a homogeneous catalyst system operated in either batch or 
continuous mode. Different alkaline compounds are catalysts for the synthesis reaction of 
esters a commonly used: NaOH, KOH, Na-carbonates and alkoxides (methoxide, ethoksid, 
propoksid, butoxide). The content of free fatty acids in the starting oil is one of the most 
important factors that determine whether it is more efficient to use the base or acid catalyst. 
The presence of free fatty acid with a base catalyst which leads to the formation of soap, 
which has a direct impact on the reduction of the concentration of catalyst in the reaction 
mixture and the creation of undesirable chemicals. Also, the presence of water affects the 
speed increase saponification (degradation by acid ester and alcohol). To prevent the creation 
of soap and the formation of stable emulsions starting vegetable oil must be less Alcoholysis 
of triglycerides in the industrial factories usually implemented at the boiling temperature of 
methanol (60-70 °C) at a molar ratio of methanol to oil of 6:1, which is twice the 
stoichiometric requirement [11]. Conversion of triglycerides into FAME of 90-98% can be 
achieved under these conditions for about 90 minutes, if using NaOH or Na-methoxide as 
catalyst (up to 5 wt% with respect to methanol). Upon reaching the desired conversion of 
triglycerides, by distillation from the reaction mixture to stand out excess methanol, and then, 
created separation separates glycerol and neutralize the catalyst. Most often these procedures, 
after distillation of crude product (FAME) biodiesel purity can get 99% or more with a yield 
that is approximately 86% [44] than 0.5% free fatty acids. 
 When vegetable oil has a higher content of free fatty acids is necessary to apply a two-
step process of alcoholism. In the first phase, in the presence of acid catalyst (H2SO4) 
esterification reaction of free fatty acid ester in translations, and then neutralize the acid 
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catalyst and remove water from the esterification reaction, to only in the second phase 
alcoholysis applied to the base catalyst [44]. 
 Industrial practice shows that, regardless of the used catalyst (acid or base), the desired 
conversion and high triglyceride levels can only be achieved with increased methanol 
compared to oil. In base-catalyzed alcoholysis this ratio is usually 6:1, with NaOH as catalyst, 
primarily because of its lower price compared with KOH [44]. 
 Lack of base and acid catalyzed synthesis of FAME, the purification of the final 
products (FAME and glycerol). During the neutralization of the catalyst (acid or base) must 
be applied FAME wash with warm water, and so the problem of waste water. The presence of 
free fatty acids and water adversely affects the base-catalyzed alcoholysis of triglycerides, and 
it is necessary to apply a more complex two-step procedure alcoholysis [44]. 
 
1.2.2.2. Heterogeneous catalytic transestrification 
 In comparison with homogeneous catalysts that act in the same phase as the reaction 
mixture, heterogeneous catalysts act in a different phase from the reaction mixture. Being in a 
different phase, heterogeneous catalysts have the advantage of easy separation and reuse. The 
high consumption of energy and costly separation of the homogeneous catalyst from the 
reaction mixture, however, have called for development of heterogeneous catalyst. The use of 
heterogeneous catalyst does not yield soap [45]. The use of heterogeneous catalytic systems in 
transestrification of triglycerides implies the elimination of several steps of washing/recovery 
of biodiesel/catalyst, ensuring thereby higher efficiency and profitability of the process as 
well as lowering its production costs. There is also the possibility of being implemented in a 
continues way by using a fixed bed reactor. A typical schematic diagram for heterogeneous 
catalytic transesterification process is shown in Figure 3. 
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Figure 3. The schematic flow diagram of heterogeneous catalytic transestrification process 
 
 Compared to homogenous catalytic transesterification process, the heterogeneous 
catalytic transesterification process can tolerate extreme reaction conditions. The temperature 
could go from 70 °C to as high as 200 °C to achieve more than 95% of yield using MgO, 
CaO, and TiO2 catalysts [46]. Kiss et al. [47] carried out a comparative assessment of cost 
and environmental aspects of the homogeneous and heterogeneous catalytic transesterification 
process in large scale biodiesel production plants. The economic assessment of heterogeneous 
and homogeneous processes in large scale biodiesel production plants revealed the advantages 
of the heterogeneous process in terms of higher yield of biodiesel and higher purity of 
glycerin, as well as lower cost of catalyst and maintenance. This would result in estimated 
US$59 reduction in operating cost per mt of biodiesel, relative to the homogeneous process. 
The energy consumption and associated costs are higher in the case of heterogeneous catalyst. 
The analysis showed that at current market value of glycerin, prices of auxiliary material and 
assuming equal capital cost of heterogeneous and homogeneous production plants, the 
heterogeneous process would be economically competitive if the utility costs were lower than 
US$85 per mt of biodiesel, or in other words, not more than threefold of the utility cost of the 
homogeneous catalytic transesterification process. Regarding environmental aspects, the 
application of the heterogeneous process would result in reduced risk associated with spillage 
or leakage of hazardous and flammable chemicals. Additional environmental benefits can be 
expected from the absence of energy intensive and waste generating glycerin purification step. 
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1.2.3. Non-catalytic biodiesel production - Supercritical Alcoholysis (SCA) 
 In a catalytic reaction to produce biodiesel through tranestrification, several processes, 
such as purification of the esters, separation and recovery of unreacted reactants and catalysts, 
are involved. These process render production of biodiesel through a conventional 
transesterification system complicated, thus giving a reason to investigate the production of 
biodiesel from triglycerides via non-catalytic reactions. Beside catalytic methods, there are 
two non-catalytic transesterification processes. These are the supercritical alcohol process and 
BIOX process. 
 
• Supercritical alcohol transesterification- Supercritical Alcoholysis (SCA) 
 Supercritical alcohol methods is a non-catalytic method for biodiesel production in 
which instead of using catalysts, high pressure and temperature are used to carry out the 
transesterification reaction [23]. The reaction is fast and conversion raises 50–95% for the 
first 10 min but it requires temperature range of 250–400 °C. The transesterfication of 
triglycerides by supercritical methanol, ethanol, propanol and butanol has proved to be the 
most promising process. The vegetable oils were transesterified 1:6–1:40 vegetable oil-
alcohol molar ratios in supercritical alcohol conditions [36]. Table 2 shows the critical 
temperatures, critical pressures and reaction conditions for esterification and 
transesterification of the various alcohols where percent conversion to fatty acid esters were 
shown for comparison at 10 min and 30 min reaction times at 300 °C [48]. 
 
Table 2. Critical states for various alcohol and yields of fatty acid esters of after 10 min 











Methanol 239.2 8.09 98 98 
Ethanol 243.2 6.38 79 88 
1-Propanol 264.2 5.06 81 85 
1-Botanol 287.2 4.9 80 75 
1-Octanol 385 2.86 – – 
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 Instead of methanol, as the most applied in industry, can also be used other alcohols 
(ethanol, 1-propanol, 1-butanol and 1-octanol) but it is shown that the maximum rate of 
formation of esters with methanol. Methanol in supercritical condition has a high density, low 
viscosity and high diffusivity. Also, there is no methanol in the NIR properties of polar 
solvent which is a prerequisite to practice under certain conditions achieve a pseudo-
homogeneous system of oil and methanol. Then the solubility of methanol in oil increased 
(almost complete) when such conditions have been established that alcoholysis is very fast. 
The disadvantages of the supercritical methods mostly are high pressure and temperature 
requirement [49], high methanol to oil ratios (usually 42) that renders the production 
expensive. Kusudiana and Saka [22,50,51] studied a non-catalyst process in which vegetable 
oil was transesterified with supercritical methanol and found that the amount of water in the 
reaction does not affect the conversion of oil into biodiesel. Conversely, the presence of 
certain amount of water increases the formation of methyl esters and esterification of free 
fatty acids takes place simultaneously in one stage. Their results showed that the reaction took 
only 4 min. to convert rapeseed oil into biodiesel, even though the high temperature (250–
400 °C) and high pressure (35–60 MPa) were required for making methanol reach the 
supercritical state. Iijima et al. [52] have proposed a supercritical conditions (reaction 
parameters: T = 643–773 K; p = 20–60 MPa and residence time = 4–12 min) for producing an 
unconventional biodiesel fuel (mainly FAME, mono- and diacylglycerol) without yielding 
glycerin as a by-product. Supercritical transesterification methods at high temperature and 
pressure conditions provide improved phase solubility, decrease mass transfer limitations, 
provide higher reaction rates and make easier separation and purification steps. Besides, the 
supercritical transesterification method is more tolerant to the presence of water and FFAs 
than the homogeneous base catalyst method, and hence more tolerant to various types of 
feedstocks. Regarding many researches that have been reported, the cost of biodiesel could 
certainly be lowered by using low value feedstocks. Therefore, the ability of supercritical 
transesterification methods in using low value feedstocks could probably reduced the share of 
feedstock cost in biodiesel production cost. 
 
 Although SCF technologies have enormous advantages compared to conventional 
catalytic reactions as discussed previously, there are several challenges and weaknesses that 
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need to be addressed before SCA could play a major role in biodiesel production and one of 
the most important is energy consumption. 
 Energy consumption: One of the weaknesses of SCF technology is the apparent high 
energy required to reach the supercritical conditions of the solvent. The high temperature and 
pressure needed in the process, depending on the type of solvents employed, consume a huge 
amount of energy which is unsustainable in the long term. For instance, in SCA reaction, the 
temperature and pressure must be above 239 oC and 8.1 MPa, respectively in order to achieve 
supercritical methanol state which makes SCA technologies an energy-intensive process. In 
addition, there are also concerns that the energy utilized in the process is more than the energy 
provided by biofuels obtained from SCA technology. In other words, more energy is required 
to yield products (biofuels) which have less energy content. Consequently, it is claimed that 
SCA technology is unsustainable in terms of energy consumption and subsequently not 
suitable for biodiesel production [53-56]. 
 Posible soultion is: Integrated heating and cooling system: Supercritical reaction 
requires huge amount of energy to carry out the reaction at elevated temperature and pressure 
and subsequently cool down to room temperature when the reaction is complete. The 
enormous energy to provide heat to the reactor and cooling effect upon reaction completion 
leads to claims that SCF is an energy-intensive process. Hence, it is vital to modify and 
improve SCF process which will minimize the amount of heat involved in heating and cooling 
procedures. One of the methods is to install a double tube heat exchanger before the 
supercritical reactor to allow pre-heating of fresh reactants by stream exiting the reactor. In 
this context, the integrated heat recovery system would reduce the heat duty substantially as 
the heating of reactants and cooling of products are carried out by a heat exchanger, instead of 
two independent heating and cooling mechanisms. Hence, the total energy required in SCF 
reaction could be diminished significantly which is vital for commercialization purposes. 
Recent studies have concluded that the total energy required for SCA and conventional 
catalytic reactions are relatively similar when integrated heating and cooling system is 
employed in SCA reaction [53-56]. This finding validates that SCA technology is not an 
energy-demanding process but instead requires comparable energy consumption to other 
existing processes. 
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1.2.3.1. Process variables for SCA 
 
 • Effect of temperature 
 The results showed that the highest yield was achieved at a temperature of about 40 K 
higher than the critical methanol (Figure 4). On the basis of data on the yield of FAME 




Figure 4. The effects of temperature on the yield of FAME [22,50,51] 
 
 Thus, at a molar ratio of methanol to oil of 42:1, at 350 ° C and 200 bar achieves 
virtually complete conversion of triglycerides [50]. Decreasing the molar ratio decreases and 
conversion, and when the process of triglycerides methanolysis performed at a lower 
temperature of 270 oC. all this confirms the conclusion in terms of achieving the necessary 
conditions (temperature and pressure) when triglycerides (oil) and methanol, or two 
nemešljive liquid at normal pressure and temperature conditions, the pseudo-homogeneous 
phase in which nekatalizovanareakcija between methanol and triglycerides very fast. 
 
• The effect of the presence of water in oil 
 Only in the case of the NFA, which was carried out at a volume ratio of water: oil of 
0.4 or more was observed slightly reduced yield of FAME (Figure 5) [51]. 
 It is possible, on the basis of results of investigation of the presence of large quantities 
of water in oil, water has a positive effect on FAME formation rate when implemented 
methanolysis in supercritical conditions. The explanation for this effect is also playing in 
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these conditions of temperature and pressure side reaction of hydrolysis of triglycerides into 
free fatty arise where kliseline which then esterification reaction with methanol in the reaction 
cross in MEFA. 
 
 
Figure 5. FAME yield in supercritical methanol at 350 ° C in the presence of different 
amounts of water. The initial composition of the reaction mixture was methanol: 42:1 
rapeseed oil [51]. 
 
 It is possible, on the basis of results of investigation of the presence of large quantities 
of water in oil, water has a positive effect on FAME formation rate when implemented 
methanolysis in supercritical conditions. The explanation for this effect is also playing in 
these conditions of temperature and pressure side reaction of hydrolysis of triglycerides into 
free fatty acid then esterification reaction with methanol in the reaction cross in FAME. 
 
1.2.4. Comparison of supercritical fluid and alkali-catalyzed methanolysis 
 
 Benefits NKA compared to base-catalyzed alcoholysis of triglycerides, which are 
usually conducted under moderate conditions of pressure and temperature are summarized in 
Table 3. In the case of alkali-catalyzed alcoholysis reaction mixture is essential mix (intense 
at the beginning of the reaction) after the reaction occurs at the interface. In the case of 
supercritical alcoholysis, according to a recently conducted survey, it is possible to achieve a 
yield of FAME in much less time. 
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Table 3. Comparative analysis is performed about the effects of alkali-catalyzed (NaOH) and 
methanolysis under supercritical conditions 
 Alkaline alcoholysis 
(HAKA) 
Methanolysis in supercritical conditions 
(high temperature and pressure,SCA) 
Reaction time 
 
























0.1 MPa, 30-65 ˚ C 
 
NaOH or KOH 
 
 
Can react with 
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1.3. Diesel fuel processing from crude oil sources 
 
 Over the past decade the environmental constraints have become increasingly more 
severe, impacting the quality and the upper concentration limits of sulphur in on-road and off-
road commercial diesel fuels. Compression ignition engines are fuel efficient but they suffer 
from emissions that are harmful to the environment. Sulphur, a natural part of the crude oil is 
one of the primary causes of particulates or soot emissions [1-7] and the only source of 
sulphur oxide emissions. As a consequence, the current legislation limits the total sulphur 
content to 10, 15 or 50 wt. ppm in the EU, USA, and several other regions of the world. In 
other parts of the world the currently higher sulphur concentration limits, even up to 1000 
ppm, are likely to be reduced in the near future. These global trends in legislation along with 
advances in compression ignition engine technology, have initiated one of the key challenges 
of modern refining. This challenge consists in how to produce the maximum quantity of ultra-
low sulphur diesel fuel (ULSD) with the available crude oils and refinery process units [8-20].  
 New or revamped hydrotreating and hydrocracking units, along with novel catalytic 
systems, have been investigated and applied to address this challenge [8]. However, the 
straight run gas oil (SRGO) which is obtained by crude oil distillation, still remains the 
dominant feedstock for diesel fuel production. Other possible streams like light cycle oil 
(LCO), coker gas oil (CGO) [8] and visbreaker naphtha [21], are used only sparingly. Light 
cycle oil properties like low cetane number as well as the high sulphur, nitrogen and aromatic 
content, make LCO difficult to treat and use as a diesel blending component. Hydrotreating of 
LCO under a wide range of operating conditions showed that product quality improved as 
temperature and pressure increased and/or space velocity decreased [22]. High pressure and 
high hydrogen consumptions were needed in order to improve the diesel fuel final properties. 
Similar conclusions were drawn by studying hydrotreating of SRGO–LCO blends on 
commercial Co-Mo/γ-Al2O3 catalyst. It was concluded that in order to obtain lower sulphur 
and nitrogen content in the final product, higher temperatures and pressures along with lower 
space velocities are required than for SRGO alone [23]. Furthermore, cetane numbers were 
always lower for hydrotreated SRGO–LCO blends than for SRGO alone. The temperature 
required to perform deep hydrodesulphurization (HDS) of SRGO–LCO blends was correlated 
to the concentration of refractory sulphur compounds and aromatic content in the feed [24]. 
High pressure of 5.4 MPa and high temperatures of 340–380 °C were required to bring the 
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total sulphur below 500 ppm, at space velocity of 2.5 h−1 which is normally used in industrial 
hydrotreaters. A possibility to incorporate visbreaker naphtha into a diesel pool was 
investigated as one of the available processing options [21]. A relatively high content of 
normal and iso-paraffins and low aromatic content of visbreaker naphtha were found to allow 
an increase of 6–7% in diesel production. 
 Several studies were dedicated to the detailed characterization of sulphur compounds 
present in SRGO and LCO [25–27]. There is a general agreement that under conditions 
corresponding to deep HDS certain alkyldibenzothiophenes with higher boiling points exhibit 
the lowest reaction rates (i.e. 4-methyldibenzothiophene and 4,6- dimethyldibenzothiophene) 
[8,27] and therefore constitute the principal obstacle to achieve a very low sulphur content in 
the finished product. Also, even when found in low concentrations, nitrogen compounds can 
lead to strong inhibition of HDS reactions [27]. HDS reaction inhibition can also result from a 
high aromatic content in the feed [27, 28], which is especially critical for feeds like LCO. 
 
1.3.1. Drivers of ULSD production 
 
 The main drivers of ULSD production in the petroleum refineries are the 
environmental problems and health hazards caused by exhaust emissions from the diesel 
powered vehicles, the strong influence of sulphur in enhancing the formation of harmful 
components of the emission (e.g. particulate matter (PM), NOx, SOx and CO), and the 
environmental legislations on diesel fuel sulphur level and air quality standard. Another 
important driver that encourages refiners to favour ULSD production over gasoline is the 
continued increase in the demand of ULSD. 
 
1.3.2. Environmental legislation on diesel fuel specification 
 
 The linear relationship observed between sulphur level in the diesel fuel and the 
particulates and other harmful pollutants in the emissions are the main reasons for targeting 
sulphur content in diesel fuel specifications and reducing it to lower and lower levels in many 
countries worldwide. Studies have shown that a combination of very low sulphur fuel and 
particulate filters can bring about approximately 90% reductions in PM and further substantial 
reductions in CO and HC from existing diesel vehicles, even after 400,000 miles of operation 
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[4]. Significant reduction of sulfur induced corrosion and slower acidification of engine 
lubricating oil, which lead to longer maintenance intervals and lower maintenance costs, are 
additional benefits of using ultra low sulfur diesel in diesel powered vehicles. In the USA, the 
acceptable level of sulfur in the high way diesel was first reduced from 2000ppm to 500ppm 
by the Clean Air Act (CAA) amendments in the nineties, then to 350 ppm, 50ppm and 15 
ppm, respectively, in the years 2000, 2005, and 2006 [29,30] (Fig. 3). In Europe, Germany 
introduced 10 ppm sulfur limit for diesel from January 2003. Other European Union countries 
and Japan introduced diesel fuel with 10ppm to the market from the year 2008 [31–34]. 
Similar ultra low sulfur specifications are also targeted in many other countries, and will be 
predominant worldwide during the next decade (Table 4) [35,36]. 
 The specifications proposed for clean diesel by Worldwide Fuel Charter (WWFC), 
which reflects the view of the automobile/engine manufactures concerning the fuel qualities 
required for engines in use and for those yet to be developed, require increased cetane index, 
significant reduction of poly-nuclear aromatics (PNA), and lower T95 distillation temperature 
in addition to ultra low sulphur levels (Table 5). Automotive manufactures have concluded 
that substantial reductions in both gasoline and diesel fuel sulphur levels to quasi sulphur-free 
levels are essential to enable future vehicle technologies to meet the stringent vehicle 
emissions control requirements and reduce fuel consumption.  
 Similar tighter sulphur specifications have also been introduced for non-road diesel. In 
2004, the US EPA issued the clean air-non-road-Tier 4 final rule which mandatds that as of 
2007, fuel sulphur levels in non-road diesel fuel had to be reduced to 500ppm from its current 
3000 ppm level. This included fuels used in locomotive and marine applications (except 
marine residual fuel used by very large engines on ocean-going vessels). In 2010, fuel sulphur 
levels in most non-road diesel fuel was reduced to 15 ppm, making it possible for engine 
manufacturers to use advanced emissions control systems that significantly reduce harmful 
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Year of implementation 
Argentina 50 2008a 
500 2008a  
Brazil 50 2009b 
350 2007  
Chile 50 2010 
500 2005  
Mexico 15 2009a 
















Singapore 50 2005 




Australia 10 2009 
2000 2008 Kuwait 
50 2010b 
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Qatar, UAE 10 2010 
Bahrain 10 2013 
Iran 50 2008a 
10000 2008         Jordon 
350 2012 














Table 5. Worldwide fuel charter diesel fuel category 4 specifications 
Source fuel specification Worldwide fuel charter category 4 
Density, max (g/cm3) 0.840 
S (ppm) 5–10 
Cetane index (min) ≥52 
Cetane number ≥55 
Aromatics <15 vol.% 
PNA <2 vol.% 
T90 (max ◦C) 320 
T95 (max ◦C) 340 
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Table 6. Non-road final emission standards [37]. 
Grams per horsepower 
hour (g/hp h) 




Hp< 25 2008 0.30 - 
25 < hp < 75 2013 0.02 3.5 
75 < hp < 175 2012-2013 0.01 0.3 
175 < hp < 750 2011-2013 0.01 0.3 




Figure 6. Particulate matter present in the atmosphere of some highly populated cities [37]. 
 
 
 To meet these emission standards, engine manufactures were required to develop and 
produce new engines with advanced emission control technologies similar to those already 
expected for on-road (highway) heavy trucks and buses. Refiners had to start producing and 
supplying ultra low sulphur diesel for both highway and non-highway diesel vehicles and 
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equipments. Many countries still do not have standards to control pollution adequately. An 
example of particulate matter present in the atmosphere of different cities is shown in Figure 
6. The beneficial effects of switching over to more and more stringent specifications are 
illustrated in Figure 7 [38]. 
 
 
Figure 7. Trends in sulfur specification for non-road diesel (NR, non-road and LM, 
locomotive and marine diesel) [38]. 
 
 
1.3.3. Hydrotreating Process 
  
 Hydrotreating has been part of refinery processing since the 1930’s. Typical 
hydrotreatment reactions refer to the catalytic hydrodesulphurization (HDS), 
hydrodenitrogenation (HDN), hydrodeoxygenation (HDO), and hydrodearomatization (HDA) 
in presence of hydrogen. These reactions are typically carried out over a sulfided CoMo or 
NiMo catalyst at 350-450°C and 35-60 atm of hydrogen partial pressure. A summary of the 
hydrotreating process conditions for different feedstocks are shown in Table 7. 
 
Chapter One                                                                       INTRODUCTION 
 
Chemical Engineering  27 
 
Table 7. Typical Hydrotreating Process Conditions for Different Feedstocks [38].  
 
 
 In the last two decades petroleum refining technology has significantly changed and 
the reactions of hydrotreating, in particular, have risen to a level of economic issue of pressing 





Figure 8. Schematic of typical hydrotreating process within modern refinery (HDT).  
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• Deep HDS chemistry and kinetics 
 
 Diesel fuels contain a complex mixture of a large variety of sulphur compounds with 
different reactivities. To achieve ultra deep desulphurization diesel fuels, a clear 
understanding of the types of sulphur compounds present in diesel feeds, their reactivity, 
reaction pathways, deep HDS kinetics and mechanism, and the factors that influence the 
reactivity of the sulphur compounds in diesel feeds including inhibition effects is very 
important.  
 
• Sulphur compounds in diesel feeds 
 
 Recent developments in the separation and analytical techniques have facilitated the 
separation and quantitative analysis of individual sulphur compounds present in diesel feeds. 
A combination of high resolution gas chromatography and sulphur selective detectors such as 
flame photometric detector (FPD) and sulphur chemiluminescence detector (SCD), pulse 
flame photometric detector (PFPD), atomic emission detector (AED), FT-ICR-MS, etc. have 
been currently used for detailed analysis of different types of sulphur species present in diesel 
blending streams [39-46]. Fig. 8 shows the various types of sulphur containing compounds 
present in typical Kuwait straight-run light gas oil analyzed by GC-SCD [47]. The results 
clearly indicate that diesel feeds contain a large number of individual sulphur compounds 
which can be divided into two groups. The first group includes benzothiophenes (BTs) with 
alkyl substituents containing 1–7 carbon atoms, and the second class comprises 
dibenzothiophene (DBT) with alkyl substituents containing 1–5 carbon atoms. Distribution of 
the alkyl BTs and alkyl DBTs are found to be in accordance with their boiling points. Cx-BTs 
are mainly concentrated in fractions having boiling points <300 ◦C and Cx-DBTs in fraction 
boiling above 300 ◦C. The 300–340 ◦C fractions contain high concentration of C1–C2 DBTs 
together with C5 and C6-BTs. The same two groups of sulphur compounds are usually 
present in a different gas oils (SRGO, LCO, CGO), but the distribution among these 
compounds is somewhat different in cracked and straight-run feeds [42,48–50]. The 
distribution of sulfur compounds mainly depends on the origin of the petroleum. The types 
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and volume of different streams feeding into the diesel fuel will also have a strong influence 
on the concentrations of different types of sulphur compounds in the diesel feedstocks. 
 
 
• HDS reaction pathways and mechanism 
 
 It is now well established that HDS of DBT and alkyl DBT molecules proceed mainly 
via two parallel routes as shown in Figure 9. The first route involves direct desulfurization 
(DDS) leading to the formation of biphenyl while the second route involves hydrogenation 
(HYD) of one of the benzene rings of the DBT producing tetrahydrodibenzothiophene in the 
first step which is further desulphurized to cyclohexyl benzene [27,51,52]. Model compound 
tests have shown that the HDS reaction of un-substituted DBT preferentially progresses via 
the direct sulfur extraction (DDS) route. The alkyl substituents affect the HDS of DBT in two 
ways: (i) they reduce their HDS reactivity and (ii) they change the ratio between rates of the 
two routes. The HYD route becomes dominant with the introduction of alkyl substituents in 
the 4 and/or, 6-positions of the DBT molecules [15,41,52,53]. It has been reported [54,55] 
that the partial saturation changes the spatial configuration of the molecule, making the 
previously sterically hindered sulphur more accessible for effective adsorption on the active 
site and subsequent reaction, which is of crucial importance for hydrotreating process. 
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Figure 9. (a) The various steps of the HDS of DBT through the HYD and DDS pathways. E2: 
C–S bond cleavage through an elimination process involving sulphur anions as basic sites 
[56]. (b) Transformation of 4,6-DMDBT through isomerisation route over acid containing 
hydrotreating catalysts. 
 
 DDS pathway is severely inhibited while the HYD pathway is hardly affected by the 
presence of alkyl groups in the 4- and 6- positions of DBT. It has been suggested that the 
Chapter One                                                                       INTRODUCTION 
 
Chemical Engineering  31 
 
alkyl groups in the 4,6-DMDBT do not play a significant role in the reactivity of 4,6-DMDBT 
along the HYD pathway, and the difference in reactivity between DBT and 4,6-DMDBT 
originates essentially in the selective promoting effect on the DDS pathway [56,57]. Studies 
on the HDS of DBT on un-promoted and cobalt promoted MoS2/Al2O3 catalysts have shown 
that the DDS pathway is more selectively enhanced than the HYD pathway by the cobalt 
promoter [56]. In the case of HDS of 4,6-DMDBT, the promoting effect of Co on the DDS 
route is significantly small while the HYD pathway is about the same as that of DBT. A 
common dihydro-dibenzothiophene intermediate was suggested for the DDS and HYD 
reaction routes to explain these results [56]. The orientation of the reaction toward one or the 
other of the two possible pathways is the consequence of the difference in reactivity of the 
common dihydro-intermediate in further hydrogenation or in C–S bond cleavage through 
elimination. It was supposed that by increasing the basic character of the sulphur anions, 
which is in accordance with accepted theories, the promoter enhances the rate of C–S bond 
cleavage through the elimination (E2) mechanism. Consequently, this step which in the case 
of DBT is rate-limiting on MoS2/Al2O3 becomes fast on promoted catalysts so that the DDS 
route becomes prominent. With 4,6-DMDBT, C–S bond cleavage in the common dihydro-
intermediate remains relatively slow because of steric hindrance, which annihilates to a large 
extent the effect of the promoter on the HDS. The hindrance of the C–S bond cleavage in the 
partially hydrogenated intermediate could thus be the most likely reason for low reactivity of 




 The HDS of sulfur compounds is exothermic and fundamentally irreversible under the 
reaction conditions employed industrially [51]. Actually, there is very little thermodynamics 
data available for sulfur compounds present in high boiling fractions. According to the results 
for dibenzothiophene HDS (51) the conversion of dibenzothiophene into biphenyl is favored 
at temperatures of industrial practice and is exothermic (ΔHo = -11 kcal/mol). Those results 
also suggest that the HDS of higher molecular weight sulfur compounds (e.g., 
benzonaphthothiophenes) are also favored. Sulfur removal occurs along two parallel 
pathways, hydrogenolysis and hydrogenation. Since hydrogenation of the rings of sulfur 
compounds is equilibrium-limited at industrial HDS temperatures, the pathways concerning 
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previous hydrogenation of the ring can be affected by thermodynamics [51]. It was found that 
the equilibrium constant for hydrogenation of thiophene into tetrahydrothiophene is less than 
unity at temperatures above 350 °C. Thus, sulfur-removal pathways via hydrogenated sulfur 
intermediates may be inhibited at low pressures and high temperatures because of the low 
equilibrium concentrations of the latter species. 
 
• Reaction Kinetics 
 
 The literature on hydrodesulfurization of oil fractions and sulfur containing model 
compounds has been reviewed by several authors, most notably Froment and coworkers 
[26,57-62]. The kinetics for the decomposition of substituted benzothiophenes and 
dibenzothiophenes in complex mixtures has also been published by Kabe et al. [43] in the 
study of hydrodesulfurization of a light oil on a CoMo/Al2O3 catalyst.  
 First-order kinetics for the removal of substituted benzothiophenes and 
dibenzothiophenes in complex mixtures prevails in the literature. Studies of 
hydrodesulfurization of a light oil (245-374°C) on a CoMo/Al2O3 catalyst found that 
benzothiophenes with substituents in positions 2, 3, and/or 7 were less reactive than BT [43]. 
The most refractive methylsubstituted-BT was 2,3,7-trimethyl-BT (2,3,7-TriMeBT). 
Dibenzothiophenes with substituents in positions 4 and/or 6 were less reactive than other 
substituted dibenzothiophenes. Similar results were obtained by Ma et al. [63-65] in the HDS 
of substituted BT’s and dibenzothiophenes in oil fractions such as diesel fuel, gasoil, and 
vacuum gasoil, on CoMo/Al2O3 and NiMo/Al2O3 catalysts. In addition, methyl substituents in 
positions 2, 3, and/or 7 reduce the hydrodesulfurization rate. From this it can be inferred that 
DBT is one of the most representative sulfur compounds comprised in higher boiling fractions 
of oil. 
 Because DBT is readily available commercially, it has been used as model compound 
or parent molecule for investigating the HDS of organic sulfur compounds. Vanrysselberghe 
and Froment (61) obtained results in a study of hydrodesulfurization of Light Cycle Oil 
(LCO) which indicated that benzothiophenes with substituents in positions 2, 3, and/or 7 were 
less reactive than benzothiophene. Dibenzothiophenes with substituents in positions 4 and/or 
6 were even less reactive. Methyl groups in other positions led to hydrodesulfurization rates 
higher than that of dibenzothiophene. Opposite to this, Kabe et al. [43, 65] and Ma et al. [63-
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65] found that methyl groups in positions 1, 2, and/or 3 had no influence on the 
hydrodesulfurization rate. Houalla et al. (66-69) established that the first-order rate coefficient 
for the HDS of DBT is almost identical with that of 2,8-DiMeDBT 
(dimethyldibenzothiophene) and is about 2 times larger than that of 3,7-DiMeDBT. The HDS 
of the reactants shown in Table 8 is described by pseudo-first order kinetics as determined by 
this investigator [70]. 
 
Table 8. Hydrogenolysis Rate Coefficients of Selected Methyl-Substituted 
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• Inhibition effects 
 
 For the production of ultra low sulphur diesel fuel (<10 ppm S) more than 99% of the 
sulfur compounds, including the traces of least reactive alkyl DBTs present in the feedstock 
should be removed during catalytic hydrotreating. The main problem in the HDS of the 
sterically hindered alkyl DBTs is the inhibiting effects of different poisons such as H2S, N-
containing compounds and aromatic molecules on their reactivity under deep desulfurization 
conditions. The first route involves direct sulphur extraction while the second route involves 
two steps, hydrogenation of one of the aromatic rings in the first step followed by sulphur 
removal as H2S in the second step. The poisoning effects of the inhibitors (H2S, nitrogen 
compounds and aromatics) have been found to be different for the two routes in many studies 
[10,14,51,52,69-73,74-82]. Therefore a clear understanding of the influence of different 
inhibiting species on deep HDS of these substituted dibenzothiophenes is important for ULSD 
production. In general, the inhibition order is as follows: nitrogen compounds > organic sulfur 
compounds > polyaromatics≈oxygen compounds≈H2S >monoaromatics. The inhibition is not 
only for HDS but also between inter- and intra-molecular reactions as well as its intermediate 
reaction products. Individual account of different inhibitors is given in the following sections. 
 
a)  Effect of H2S 
 
The effect of hydrogen disulfide (H2S) on three different catalytic functionalities, namely, 
hydrogenolysis (HDS), hydrogenation (HYD) and acidity of the catalyst (isomerization and 
cracking function) has been investigated [10,83–86]. It is reported that these functionalities 
are not affected at similar magnitude with added H2S or along the trickle bed integrated 
reactor. Usually in such reactor the organic sulfur is converted toH2S, which generate high 
H2S partial pressure along the reactor [87,88] as shown in Fig. 10. Having such amount of 
H2S, it is expected that the coordinately unsaturated sites (CUS) (sulfur vacancy sites) in Mo 
are converted into saturated sites (sulfhydryl groups, –SH) [89–91]. Indeed H2S is 
competitively adsorbed on the active sites that decreases the total number of available CUS 
sites, and convert CUS into –SH. Thus, sulfided catalysts have two different kinds of sites, in 
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which one is CUS and other one is sulfhydryl groups, which enhance the hydrogenation 




Figure 10. Rate constants of the total conversion of 4,6-DMDBT (a) and DBT (b) over 
NiMo/_-Al2O3, CoMo/_-Al2O3 and Mo/_-Al2O3 catalysts as function of H2S partial 
pressures[71] (T = 340 °C; P = 4.8 MPa). 
 
 The inhibiting effect of H2S on the HDS of DBT and alkyl DBTs (e.g. 4,6-DMDBT) 
have been investigated in many studies using different types of catalysts. The important 
observations made in these studies are the following: 
• The inhibition effect of H2S on the two main desulfurization routes of DBT type compounds 
is not the same. H2S is a strong inhibitor for sulfur removal via DDS route, but only has a 
minor effect on HYD route. 
• Sensitivities to H2S poisoning are different for different types of catalysts. NiMo/Al2O3 
catalyst is more susceptible to H2S inhibition than CoMo/Al2O3 catalyst. An example of this 
observation reported in a recent study by Egorova and Prins [71]. 
• The inhibiting effect of H2S is less pronounced in the HDS of sterically hindered alkyl DBTs 
such as 4,6-DMDBT than the HDS of DBT. This has been confirmed by other studies [92-
94]. 
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• H2S partial pressure has a strong influence on the sensitivities of NiMo and CoMo catalysts 
to H2S poisoning [95]. However, at very low partial pressure, H2S has a promotional effect on 
HDS [96-99]. 
 
b)  Effect of nitrogen compounds 
 
Several studies have shown that catalytic hydrodesulfurization reaction is significantly 
inhibited by organic nitrogen compounds [15,72,100,101,102–115]. It is generally suggested 
that there is competitive adsorption between nitrogen-containing compounds and sulfur 
containing compounds on catalyst’s active sites, and nitrogen compounds inhibited HDS 
reactions because of their strong adsorptive strength. The extent of inhibition, however, 
depends on the type and concentration of organic nitrogen compounds. In straight run light 
gas oil feeds, typical nitrogen content is in the range 100–300 ppm. Cracked distillate feeds 
(e.g. LCO, CGO), usually contain higher nitrogen levels (>500 ppm). Reducing the nitrogen 
content of diesel feeds has been found to increase their HDS reactivity significantly 
[116,117]. 
Three types of nitrogen compounds are mainly present: non-heterocycles, heterocycles of 6 
membered ring (6MR), and heterocycles of five membered rings (5MR). The non-
heterocyclic nitrogen compounds such as anilines and aliphatic amines are not important as 
they undergo HDN quickly. Among the heterocyclic nitrogen compounds, 6MR pyridinic 
species (e.g. quinoline, acridine) are basic and 5MR pyrrole species (e.g. carbazole, indole) 
are non-basic or even acidic. Generally, the inhibiting effect of basic nitrogen compounds is 
the strongest [72,100,118–121]. Koltai et al. [119] compared the reaction rate of 4,6-DMDBT 
in the presence of acridine or carbazole on NiMo catalysts, using an autoclave. They found 
that the inhibiting effect on initial HDS activity by acridine was higher than by carbazole, due 
to its stronger adsorption. 
 
c)  Effect of aromatics content 
 
 The middle distillate petroleum fraction (diesel stream) contains large amount of 
aromatic hydrocarbons, condensed naphtheno-aromatics and aromatic olefins along with 
sulfur- and nitrogen-containing compounds. The aromatic hydrocarbons consist of mono-, di-, 
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and poly-nuclear aromatics. Depending on the origin of the feedstock, the total aromatics 
content of the diesel feed streams could vary in the range 25–75% [122]. For example, 
straight run gas oils usually contain 25–30% total aromatics, whereas the cracked distillates 
(e.g. LCO, CGO) contain significantly higher concentrations of aromatics in the range 50–
75%. 
The influence of aromatic compounds on the hydrodesulfurization of diesel fuel has 
been investigated by many researchers [49,82,122–130]. Conflicting results have been 
reported in the literature regarding the inhibiting effect of aromatics on HDS. 
 Van Looij et al. [82] studied the effects of naphthalene, tetraline, crysene and pyrene 
on deep HDS of diesel and found that these poly-nuclear aromatics had negligible inhibitory 
effect on HDS. Koltai et al. [119] found a strong inhibiting effect of polycondensed aromatics 
on the HDS of 4,6-DMDBT. Aromatics were found to be much stronger inhibitors than H2S 
in a study on the desulfurization of light gas oil (LGO) by Kabe et al. [130]. 
 Inhibition effects of some model aromatic compounds on the HDS of 4,6-DMDBT 
were found to be in the following order: naphthalene > tetralin > isobutyl benzene as shown in 
Fig. 11. In a recent study on the influence of aromatics on deep HDS of DBT and 4,6- 
DMDBT over a NiMo/Al2O3 catalyst, Song et al. [39] reported that aromatics with 2 or more 
rings were stronger inhibitors of HDS than mono-aromatics. This adverse effect was more 
pronounced for 4,6-DMDBT than for DBT. The competitive adsorption between the sulfur 
compounds and aromatics on the catalyst surface was the main reason for the decreased HDS 
efficiency as quantitatively verified by the heat of adsorption. Poly-nuclear aromatics showed 
stronger inhibition effect compared to 1-methyl naphthalene. It was reported that 10% 
naphthalene severely retarded the HDS of 4,6-DMDBT on NiMo catalysts. Hydrogenation of 
naphthalene to tetralin was preferred to HDS of 4,6-DMDBT on this catalyst. 
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Figure 11. Ratio of activity for HDS of 4,6-DMDBT in decane as a function of aromatic 
content over NiMo (solid line) CoMo (doted line) (T = 270–360 °C; P = 2.4–5 MPa)[39]. 
 
• Feed quality effect 
 
 Feedstock quality plays an important role on the performance of a diesel hydrotreater 
used for the production of ULSD. Industrial feedstocks used for diesel fuel production in 
different refineries are usually different in their characteristics with regard to sulphur, 
nitrogen, and aromatic contents which may affect the degree of desulphurization during 
hydrotreating. Diesel fuel feedstocks mainly consist of middle distillates in the boiling range 
220–360 °C with plus or minus some front or back ends. Depending on refinery complexity, 
the deep HDS unit feed components may comprise a variety of distillate sources including 
straight-run gas oil (SRGO), coker gas oil (CGO) thermally cracked distillates, and FCC light 
cycle oil (LCO). 
 Most refiners process a wide variety of crudes and routinely adjust the operating 
conditions of major processing units according to the changing feeds and overall product 
needs. Additionally, the types and volume of streams feeding into the diesel pool may change 
due to seasonal swing in the product demand and changes in upstream operations. These 
changes in upstream operations as well as the blending of CGO and LCO with SRGO will 
cause the type and concentrations of sulphur and nitrogen and aromatic compounds and their 
distributions in the diesel feedstock to vary. 
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 a) Properties of diesel feeds 
  
The properties and reactivities of diesel feeds are strongly dependent on their source 
[18,19,131,132]. In a recent study Marafi et al. [133] compared the total sulfur content and 
other characteristics of two Kuwaiti crudes and their straight run gas oils (diesel cuts). The 
results presented in Table 9 indicate significant differences in the key properties of the two 
crudes and their diesel cuts. 
 
Table 9. Characteristics of various straight run gas oil (SRGO) feedstocks derived from two 
different Kuwait crudes [133]. 
Feed properties GO-KEC GO-LF 
Density @ 15 ◦C (g/cm3) 0.8508 0.8962 
Sulfur (wt.%) 1.52 3.22 
Nitrogen (ppm) 50 187 
TBN (mg/mg KOC) 0.179 0.457 
Total aromatics (wt.%) 30.45 44.73 
Mono aromatics (wt.%) 15.09 19.47 
Polyaromatics (wt.%) 14.92 26.21 
Kinematic viscosity @ 40 ◦C (cSt) 4.32 5.635 
Cetane index 50.2 38.2 
Distillation (◦C)   
IBP 220 236 
10 vol.% 245 261 
30 vol.% 264 288 
50 vol.% 305 314 
70 vol.% 334 340 
90 vol.% 370 366 
95 vol.% 370 375 
 
 
 The gas oil from the heavy Lower Fars crude (GO-LF) contains substantially higher 
sulfur nitrogen and aromatic contents than that from light Kuwait export crude (GO-KEC). 
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Furthermore, the concentrations of the low-reactive sterically hindered alkyl DBTs are 
significantly higher in the GO-LF than in the GO-KEC (Fig. 12). Another example of the 
effect of crude source on diesel stream sulfur species distribution is presented in Fig. 13. It is 
seen that the diesel cut from North Sea crude (feed A) contains predominantly sterically 
hindered alkyl DBTs even though its total sulfur content is significantly low while other two 
feeds B (SRGO/LCO, from an Arabian crude) and C (SRGO/cracked blend derived from 
Nigerian crudes) with higher sulfur level contain relatively lower amount of refractory sulfur 




Figure 12. GC–FPD analysis for sulfur compounds of GO-KEC and GO-LF [133]. 
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Figure 13. Sulfur distribution depends upon crude source and upstream processing (feed A: 
North Sea SRGO, S = 0.196 wt.%; feeds B: SRGO/LCO, from an Arabian crude, S = 1.29 
wt.%; feed C: SRGO/cracked blend derived from Nigerian crude, S = 0.517 wt.%) [134]. 
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b)  Feed quality effect on HDS reactivity 
 
 In the deep desulfurization of diesel to ultra low sulfur levels, the quality of the 
feedstock plays amajor role [18,131,133,134,135,136]. The degree of desulfurization of two 
diesel feeds (Table 10) derived from two different crudes was examined by Marafi et al. [133] 
in a recent study. Hydrotreating experiments were conducted using the feeds under identical 
conditions in the temperature range 320–380 °C. The results (Fig. 14a) showed that the degree 
of desulfurization of the diesel cut (GO-LF) from the heavy crude was remarkably lower than 
that of the light crude diesel cut (GOKEC). The variation in feedstock quality with distillation 
temperature (T90) also leads to large differences in the hydrotreating reactivity as shown in 
Fig. 14b, which clearly provides the relationship between the reactor temperature and product 
sulfur content for diesel feedstocks having different cut temperatures. Marafi et al. [133] 
studied the deep desulfurization of full range and low-boiling diesel streams obtained from 
Kuwait Lower Fars heavy crudes, and concluded that the full range diesel feed stream 
produced from the LF crude was very difficult to desulfurize due to its low quality caused by 
high aromatics content (low feed saturation) together with the presence of high concentrations 
of organic nitrogen compounds and sterically hindered alkyl DBTs. Similar results were also 
obtained by Al-Barood and Stanislaus [64] in a comparative study on the deep HDS of a full 
range and low-boiling straight un diesel cuts of Kuwait export crude (Fig. 15). 
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Table 10. Quality of diesel product obtained by hydrotreating of GO-KEC and GO-LF at 350 
◦C [133]. 
Product properties Diesel from GO-KEC Diesel from GO-LF 
Density @ 15 ◦C (g/cm3) 0.8307 0.8609 
Sulfur (wppm) 65 689 
Nitrogen (wppm) 6 17 
Total aromatics (wppm) 24.96 37.91 
Monoaromatics (wppm) 20.32 29.45 
Polyaromatics (wppm) 4.64 8.45 
Cetane index 62 51 
 
 Light cycle oil (LCO) from fluid catalytic cracking (FCC) units and thermally 
processed distillates from Visbreaker, thermal cracker and coker units are generally more 
difficult to desulfurize. These streams contain high concentrations of aromatics and nitrogen 
compounds which inhibit deep HDS of the alkyl DBTs through the hydrogenation route. 
Studies have shown that LCO is typically 2–4 times harder to desulfurize than the average 
straight run feed [19]. These low reactive diesel feed streams are usually blended with straight 
run gas oils (diesel cuts) in order to improve the feedstock quality (Fig.16). 
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Figure 14. (a) Temperature effect on desulfurization of diesel cuts derived from two different 
crudes (GO-LF and GO-KEC) [133]. (Catalyst: CoMo/Al2O3; P=4MPa; LHSV = 1.3 h−1; 
H2/HC = 200 mL/mL.) (b) Effect of feedstock cut temperature as a function of reaction 
temperature on product sulfur content. (P=5MPa;  LHSV=2h−1.) 
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Figure 15. Effect of lowering T95 (320 ◦C and 360 ◦C) of SRGO on deep HDS as a function 
of reaction temperature and with variation liquid hour space velocity (1 h−1 and 1.5 h−1) 
[48]. (Catalyst: CoMo/Al2O3; P = 5MPa; H2/HC = 200 mL/mL.) 
 
 
Figure 16. Remaining amount of sulfur in HDS product from LCO 300- and 340-over CoMo-
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c) Correlation between feedstock properties and HDS reactivity 
  
To obtain a better understanding of feedstock effects on hydrodesulphurization of 
middle distillates, it is important to develop some form of correlations to relate feed property 
to reactivity. A number of such correlations are available in the open literature. A simple 
empirical correlation was developed by Shih et al. [131] to describe the temperature required 
for desulfurization of distillatesbto 0.05 wt.% sulfur. A total of eight feedstock components 
were employed in the correlation, covering straight-run gas oil (GO), coker gas oil (CGO), 
and FCC light cycle oil (LCO). The temperature required to achieve 500wppm product sulfur 
(T500) was found to be correlated with the concentration of 600 °F (315.5 °C) sulfur and total 
nitrogen in the feed, but independent of the feedstock source. The reactivity, T500, was 
expressed as a function of S600F+ (sulfur content in wt % of the 600 °F+ (315.5 °C) fraction 
of the feed) and Nf (feed nitrogen content) as, 
 
T500 = (454◦F) + (31◦F) exp(S600 ◦ F) + (25◦F) ln(Nf)                                     (1) 
 
However, the correlation does not include the overall feed quality such as the API gravity. 
This property–reactivity correlation was later modified in the form of HDS reactivity. The 
T500 reactivity data was resealed through an Arrhenius expression of 
 
RHDS = 0.0008 exp(5398/ T500) 
 
Where T500 was now in K instead of oF. And the modified correlation became: 
  
RHDS = (S600 oF)−0.33(Nf)−0.2                                                                                    (2) 
 
The property–reactivity correlation was formulated in the following expression: 
 
HDSactivity, RHDS = (◦API)2.18(DBTs)−0.31 + (Nf)−0.2                                      (3) 
 
The corresponding correlation was expressed as, 
 
RHDS = kHDS(1 − KNNf)                                                                                     (4) 
Chapter One                                                                       INTRODUCTION 
 
Chemical Engineering  47 
 
 
where  is a dimensionless parameter which characterizes the extent of HDN reaction, and KN 
is the adsorption constant of feed nitrogen. 
 
In a recent study, Choudary et al. [132] demonstrated that for heavy gas oil feeds the 
desulfurization chemistry is essentially controlled by the strong inhibitory effect of large 3+ 
ring aromatic hydrocarbon content as shown in the following correlation. 
 
SProduct =[Sf exp(                                                                            (5) 
 
Where Sf = feed sulfur, K = 3+ ring, aromatic inhibition constant = 0.0663, 3+R = 3+ ring 
core aromatic content, = pressure dependence term, LHSV = liquid hourly space velocity, 
Kgroup(x) = Agroup(x) exp(−Egroup(x) /RT), k = rate constant, A = pre-exponential factor = 84,370 
1/h, and E = activation energy = 56.5 kJ/mol. An excellent correlation was observed between 
the sulfur conversion (644K and 6.9 MPa) for the eight different heavy oil feeds and 3 + ring 
aromatic content (Fig. 17). 
 
 
Figure 17. Relationship between three + ring aromatic content of eight heavy oils and the 
corresponding sulfur conversion (reaction conditions: temperature = 644 K; LHSV=1 h-1 ; 
pressure = 6.9 MPa; H2/HO ratio = 356 m3/m3) [132]. 
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• Effect of process variables and thermodynamic limitation 
 
 The performances of gas oil hydrotreaters is affected by operating conditions such as 
reactor temperature, liquid hourly space velocity (LHSV), hydrogen partial pressure and 
recycle gas to oil ratio. Kinetics studies [14] have shown that the rate of HDS can be 
increased and the sulfur content can be reduced to lower levels with increase of temperature, 
increase of hydrogen partial pressure and decrease of space velocity (Fig. 18). Similar results 
have also been reported in many other studies [9,14-16,41,137,138]. The use of higher 
operating severity for lowering sulfur levels to ultra low levels in conventional diesel 
hydrotreaters have practical limitations related to cycle length,throughput, design pressure, 
hydrogen  availability, thermodynamic equilibrium, etc. The optimum operating conditions 
for the ultra low sulfur hydrotreater operations will vary depending on the feedstock quality, 
catalyst type, and thermodynamic limitations.  
 Since most of the sterically hindered refractory sulfur molecules are present as 
polyaromatic sulfur compounds, thermodynamic constraint can easily play a role in ultra deep 
desulfurization of diesel. The increase in reactor temperature does not result in the HDS rate 
increase expected on the basis of the traditional activation energy. Actually, the removal of 
sulfur itself is not limited by thermodynamics, but the pre-hydrogenation of one of the 
aromatic rings before sulfur removal will be strongly influenced by thermodynamics. 
Aromatics hydrogenation reactions are highly exothermic and reversible. Hydrogenation is 
promoted by a decrease in temperature and by an increase in hydrogen pressure 
[125,136,139,140]. At lower hydrogen pressure, increasing reactor temperature to very high 
levels will have a negative effect on the desulfurization of the polyaromatic sulfur containing 
compounds (e.g. DBT and alkyl DBT) (Fig. 47). This limitation will be particularly 
problematic at temperatures close to the end-of the run temperature and in the downstream 
zone of a commercial hydrotreater where hydrogen partial pressure is low. Farag et al. [141] 
studied the effect of temperature on the HDS of 4,6-DMDBT at 2.9MPa hydrogen pressure 
over two CoMo catalysts, one supported on Al2O3 and the other supported on carbon. The 
results are presented in Fig. 47b, which shows the effect of temperature (as Arrhenius plots) 
on the rates of direct desulfurization (DDS) and hydrogenation (HYD) reactions of 4,6-
DMDBT over the two catalysts. It is seen that at low temperatures [T < 340 °C (613 K)], the 
HYD route is predominant while at higher temperatures [e.g. 380 °C (653 K)], the DDS route 
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becomes significant. For both catalysts, the HYD route passes through a maximum as the 
reactor temperature is increased from 300 °C (573 K) to 380 °C (653 K) and becomes 
unflavored at higher temperatures. This could be attributed to the thermodynamic limitation of 
the hydrogenation of 4,6-DMDBT to 4,6-dimethyl tetrahydrodibenzothiophene (H4–4,6-
DMDBT). In another related study, Whitehurst et al. [142] experimentally demonstrated that 
the preferred mode of sulfur removal from 4,6-DMDBT was about 90% by the hydrogenation 
(HYD) route at 300 °C while at 380 °C the preferred route was about 90% by the direct 
desulfurization (DDS) route. This dramatic shift in reaction pathway in this temperature range 
was due to a marked shift in the thermodynamic equilibrium limit imposed on the tetrahydro-
4,6-DMDBT (THDMDBT) intermediate at the higher temperature. 
 At higher pressures the thermodynamic equilibrium limitation for polyaromatics 
saturation is reduced and pure kinetic plays a major role in deep HDS. In addition to deep 
HDS, cetane improvement by aromatics hydrogenation will also be favored at lower 
temperatures and higher pressures. Hydrotreating of middle distillates is very complex 
technology which brings together: reactor/reaction engineering, catalysis, petroleum refining, 
chemistry of complex petroleum mixtures and other aspects of chemical engineering. It would 
be an overwhelming task to try discussing all these aspects, or even mention them shortly, but 
the interested reader can find plenty of relevant data in the referenced literature [143-198]. 
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Figure 18. Effect of temperature (a), pressure (b), LHSV (c) and H2/HC ratio (d) on the total 
sulfur removal from gas oil [14]. (Catalyst: CoMo/Al2O3 ; for temperature effect: P = 3 MPa; 
H2/HC = 200 mL/mL; LHSV=4h−1; for pressure effect: T = 340 °C; H2/HC = 200 mL/mL; 
LHSV=4h−1; for LHSV effect: T = 340 °C; P = 3MPa; H2/HC = 200 mL/mL; for H2/HC 
effect: T = 340 °C; P=3MPa; LHSV=4h−1.)
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2. THEORETICAL PART  
 
 
2.1 Phase Equilibrium  
 
 The equilibrium phase is defined by changing the Gibbs energy. According to the 
second law of thermodynamics, the total Gibbs energy of a closed system at constant pressure 
and temperature is lowest when the system is in equilibrium. If you meet this condition 
together with the condition that the total number of moles of the components in a closed 
system is constant [199]: 
 
                                                                                                (6) 
 
Where: 
 ni,  is the number of moles of the components and the phase α. 
So that the equilibrium conditions for phase π and N components 
 
                                                                                 (7)   
 
Chemical potential of component in phase α is defined by the equation: 
 
 
=                                                                               (8)       
          
Where:  
g, the molar Gibbs energy 
 
, as a function of pressure, temperature, and (N-1) mole fractions (based on conditions 
 it can be concluded that the mole fraction dependent variable) from the system 
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of equation (7) We have N (π -1) equation and 2 + π (N-1) variables, so the number of degrees 
of freedom equal to F: 
 
F=2+π (N−1)−N(π −1)=2−π +N                                                                              (9) 
Equation (9) is Gibsovo phase rule. Under this rule, a system of N components and π is well 
defined phases, if selected promenljih F, such that ensures that the molar Gibbs energy of 
each phase depending on pressure, temperature and composition is known. At 




                                                                                                                 (10) 
 
, at a constant temperature and applies to: 
                                                                                                           (11) 
 
         From the last equation it follows that the partial pressure Fugacity equal when it 
comes to the ideal gas. Fugacity coefficient defined by equation (11):                                                
 
                                                                                                                    (12)     
 
 a measure of the deviation from ideal gas behaviour. Fugacity coefficient can be calculated 
based on the equation of state for one of the following expressions 
 
 
RT                                                                                        (13) 
 
RT                                                  (14) 
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                  In accordance with equation (10) is an equilibrium relationship (2) can be shown 
by equation (14)  
 
                                                                                  (15) 
 
         Activity is defined as the ratio  fugacity and standard components i at the same P and 
T 
 
=                                                                                                                      (16)                        
                                                                                                         
In an ideal solution the activity is defined by the equation: 
 
                                                                                                                           (17) 
 
 
Activity coefficient of component i, γi a measure of the deviation from ideal behaviour of the 
solution: 
=                                                                                                                                   (18) 
 
On the basis of equations (11-13) the activity of a component of the solution (solid or 
liquid) can be defined by determining the appropriate fugacity: 
 
                                                                                                                         (19) 
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=                                                                                     (20) 
It is standard Fugacity liquid or solid components, Fugacity and components in clean 
condition and is associated with the sublimation pressure Pisub  and vapour Pisat   
 
 




           (22)   
 
Where  molar volume of pure solid components i. From equations (15) and (16) we get 
 
                                                              (23) 
 
In a similar way, we can get that 
 
                                                               (24) 
  
At low pressure fugacity coefficients and exponential equations members (23 and 24) are 
equal to 1 and it follows that              
 
           and                                                                                         (25) 
 
 
Chapter Two                                                                 THEORETICAL PART
 
Chemical Engineering  55 
 
2.1.1 Critical values   
 
 Two phases could appear in one in critical conditions of temperature and pressure. 
Critical values can be calculated by solving the two equations defined by Gibbs. For a 
system of N equations of the two components are [199]. 
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Where a is the molar Helmholtz energy 
 
The molar Helmholtz energy is obtained from the equation of state and statements as 
defined in relation  all excerpts from the two determinants can be obtained on 
the basis of the corresponding equation of state. For pure components in these determinants 
remain only the elements (1.1), and get familiar conditions for the critical values of 
temperature and pressure 
 
                                                                              (28) 
 
According to the equation (22) isothermal compressibility KT tends to infinity at the critical 
value, it is 
 
KT= -                                                                                                           (29) 
 
And modern physics experiments have shown that all classical, analytical equations of state, 
such as a cubic equation of state, are ineffective in trying to explain how divergent KT and 
other thermodynamic quantities. The reason for this is that they are based on the mean-field 
theory, which neglects higher density fluctuations near the critical value. If the deviation 
from the critical value defined by the equations: 
 
=   ,     =       ,    =                                                    (30) 
 
Then the thermodynamic quantities diverge in the way set out in Table 11. 
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isochoric heat capacity CV  
 
critical izohora 








The values of the exponent α, β, γ and δ are universal and are given in Table 12. 
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 Expressions given in Table 12 and the values of the critical exponents given in Table 
11 can be accurately determined thermodynamic behavior of pure components in the 
vicinity of the critical point, while for values that are not close to the critical need to apply 
mean-field theory. The theory that could give accurate values of thermodynamic parameters 
around a critical value, and when they are not close to the so-called cross-over theory 
(cross-over theory). But this theory is very complex and can be implemented only if the 
critical values are known. 
 
 
2.1.2 Classification of phase equilibrium  
 
 For two components (N = 2) phase rule F = 2 - π Π + N is reduced to F = 4 - π. 
According to this equation up to four phases can be in equilibrium in the binary system (F = 
0) and the largest number of degrees of freedom needed to describe the system is 3 (π = 1). 
This means that the overall equilibrium phase may present a three-dimensional P, T, x 
diagram. For a system in equilibrium is a characteristic that all have the same P and T, but 
different compositions x. In P,T,x diagram of the equilibrium phase four with four data 
points (F = 0), the three phases of the three curves (F = 1), the two phases of the two 
surfaces (F = 2) and a phase of District (F = 3) . Azeotrope critical condition and curves are 
presented [199]. 
 If one of the variables considered as a constant, we get P - x - y, t - x - y P, T 
diagrams. Figure 19 presented three different binary gas equilibrium (g) and liquid (l). The 
balance of these phases is represented by the so-called. binodalnim curves. When the 
pressure for a given composition is between binodialnih curves, the mixture separates into 
two phases whose composition is determined curves. Mixtures that are outside of this area 
will be a single-phase (liquid or gas). Binodalne curve may have common points of the 
components were cleaned, and the isotropic critical point [199]. 
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(a)              (b)                                              (c) 
Figure 19. The balance of two stages - three cases analyzes of two phases are equal: a) The 
boiling point of pure component b) Azeotropic point c) critical point 
 The balance of the three phases of the P - x - y t - x - y diagram is represented by three 
points. All of the mixture composition corresponding to that point will be divided into three 
phases. Figure 20 presented three-phase equilibrium in P - x - y diagram. Around three-phase 
equilibrium, there are three two-phase and three-phase field area. According to the theory of 
phase transformation two-phase and single-phase field must be arranged as shown in Figure 
2.2a and 2.2b [199]. 
 
                              (a)                                                                         (b)                                                          
Figure 20. Possible positions of single and two-phase equilibrium phase equilibrium around 
the P - x - y diagram [199] 
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2.1.3 Calculation of phase equilibrium at high pressure 
 The purpose of phase equilibrium calculations to predict thermodynamic properties of 
mixtures, without the use of an experiment, or that the existing data are extrapolated to other 
temperatures and pressures. To develop any thermodynamic calculation it is necessary to 
adopt an appropriate model and know the parameters required for this model. In the case of 
phase equilibrium at high pressure equation of state is used, which can describe the properties 
of both phases [199]. 
General starting equation is the equality of fugacity of each component in each phase 
=                                                                        (31) 
Or introducing a fugacity coefficient    and                               (32) 
     i=1,2,…..N                                                                                   (33) 
 
Fugacity coefficients of components are calculated using the appropriate equation of state 
based on the following equation (the equation is written for the gas phase, but the same can be 
written for the liquid phase): 
 
             (34)   
    
The equilibrium phase can be represented in different ways. In this paper we will use the P-x-
y diagrams. This requires draw liquid and gas phases at given temperatures and pressures.     
 
     2.1.4 Equations of state used for these systems  
 
2.1.4.1. Peng Robinson equation of state  
 
 The Peng-Robinson EOS has become the most popular equation of state for natural 
gas systems in the petroleum industry. During the decade of the 1970’s, D. Peng was a PhD 
student of Prof. D.B. Robinson at the University of Alberta (Edmonton, Canada). The 
Canadian Energy Board sponsored them to develop an EOS specifically focused on natural 
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gas systems. When you compare the performance of the PR EOS and the SRK EOS, they are 
pretty close to a tie; they are “neck to neck,” except for a slightly better behaviour by the PR 
EOS at the critical point. A slightly better performance around critical conditions makes the 
PR EOS somewhat better suited to gas/condensate systems [200]. 
Moreover for a system consisting of a mixture of hydrogen - hydrocarbons for a 
description of vapor-liquid equilibrium using the Peng-Robinson equation of state with 
quadratic mixing rule: 
P=                                                                                 (35) 
Where  and  parametric equation of state for pure components: 
=      (36) 
                                                                                      (37) 
                                                                             
2.1.4.2. Redlich-Kwong Aspen equation of state 
 
P=                                                                                      (38) 
Where   and   parametric equation of state for pure components [201].  
                                                  (39) 
                                                                 (40) 
 
For polarity factor η is taken zero for compounds, methanol and triolein. 
 
 
Van der Waals  
[201] 
 
a=                                                                                                  (41)       
b=                                                                                                  (42)           
           Where                                                                     (43)      
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     Where                                                                      (44) 
 
      
 Moderate deviations for both phases are calculated based on the relative deviation of 
secondary roots (relative root-mean-square deviations, RMSDr) defined by the equation: 
 
                                                                     (45) 
 
Where τ is the mole fraction of component i in vapor or liquid phase. 
 
 
2.2. Mathematical modelling fundamentals 
 
 Process model is combination of different system (reactor system, separation system, 
control and safety system and so on) of a process plant (Figure 21). Process modelling is not 
a new concept to chemical engineer. Due to advancement of computer base mathematical and 
process modelling software modelling played an important role in design and operation by 
simulation and optimisation study. It arises from the traditional disciplines such as transport 
phenomena, chemical kinetics, reaction design and thermodynamics. The variety of products 
made by processes of chemical technology is overwhelming; it comprises inorganic and 
organic basic chemicals. The equipment (apparatus, machines, pipelines, automation and 
safety systems, etc.) has to be chosen so that the investments made in them yield the 
maximum economy. The plant must be reliable and sufficiently flexible. The computer aided 
process modelling permit the chemical process to be interpreted in a computer base software 
package to understand the chemical process behaviour quickly. 
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Figure 21. Basic chemical process model a) and process model b) 
 
2.2.1. Types of process model 
 
 The conceptual representation of a real physical system can be translated in 
mathematical terms adopting the usual types of models and their combinations: 
 
1. Deterministic models: the relationships between different quantities of different 
engineering system are given via the continuum equations describing the conservation 
of mass, momentum and energy and the relevant constitutive equations. The 
appropriate differential equations are solved for a set or system of process variables 
and parameters; 
2. Statistical-Stochastic models: the principle of uncertainty is introduced instead of the 
possibility of assigning defined values to each dependant variable for a set of values of 
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independent ones. Being the input-output relationships and the structure of elements 
not precisely known, the use of statistical tools is implemented; 
3. Empirical models: they are directly connected to the functional relationships between 
variables and parameters by fitting empirical data, without assigning any physical 
meaning and consequently any cause to their relationships. Examples of empirical 
models are those based on polynomials used to fit empirical data by the “least square” 
method, 
or using more recent tools such as neural network and fuzzy logic techniques or fractal theory. 
  
 Two types of process (steady state and dynamic) are prominent in chemical 
engineering. A steady state model ignores the changes in process variables with time whereas 
the dynamic model considers dynamic characteristics. The dynamic models are useful to 
understand the start-up and shutdown characteristics of the process. According to the 
modelling complexity (see Figure 1) different modelling techniques should have be choosen:  
 
• Empirical Models or Regression Model/Statistical Model  
• Black Box Model  
• First Principle Models  
• Reduced model (Linearization) Transfer Function  
 
2.2.2. Models development  
 
 Specific task is demonstrating how, through the use of information coming from 
experimental investigations and simulation, it is possible checking the validity of the 
assumptions made and fine tuning the predictive mathematical model capability. 
 The possibility of analysing and quantifying the role played by each step of the 
process is examined in order to define the relevant mathematical expressions. The latter 
allows getting useful indications about the impact of different operating conditions on the role 
of each step discussing the improvements in operation (efficiency of the process) brought 
about by simulation. 
 
The general strategy of analysis of real systems consists of the following steps: 
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2.2.2.1. Problem definition  
 Preliminary it is necessary to pick up the essential information related to the case 
study/project; establish the objectives and related priority; state what is given and what is 
required. Then, it should be analysed the entire process and the system in which it develops to 
fix the independent and dependent variables. When the process and/or the system is so 
complex that it is difficult either understand and describe it as a whole, it can be break down 
into subsystems. They do not necessary have to correspond to any physical parts of the real 
process; they can be hypothetical elements which are isolated for detailed considerations. 
After the process has been split up into the elements and each part has been analysed, 
relationships existing among the subsystems have to be defined and assembled in order to 
describe the entire process. Through the analysis of the variables and their relationships, it is 
possible to define a simple and consistent set which is satisfactory for the scope. While doing 
this, we can simplify the problem by introducing some assumptions so that the mathematical 
model can be easy to manipulate. These simplifications had to be later evaluated to have 
assurance of representing the real process with reasonable degree of confidence. 
 
2.2.2.1. Model development 
 Defining the problem means that it should be translated into mathematical terms. 
Models based on transport phenomena principles, the first category of mathematical models 
mentioned above, are the common type models used in chemical engineering. The various 
mathematical levels (molecular, microscopic, multiple gradient, maximum gradient and 
macroscopic) used to represent the real processes are chosen according to the complexity of 
the internal detail included in the process description. For engineering purposes, molecular 
representation is not of much direct use. Microscopic and multiple-gradient models, give a 
detailed description of processes but they are often excessively complex for practical 
applications. Maximum-gradient model level may be considered a multiple-gradient model in 
which the dispersion terms are deleted and only the largest component of the gradient of the 
dependent variable is considered in each balance. These models are more easy to deal with 
and generally satisfactory for describing chemical systems Then, macroscopic scale is used to 
represent a process ignoring spatial variations and considering properties and variables 
homogeneous throughout the entire system. In this way no spatial gradients are involved in 
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equations and time remains the only differential independent variable in the balances. 
Mathematical description results greatly simplified, but there is a significant loss of 
information regarding the behaviour of the systems.  
 The development of a mathematical model requires not only to formulate the 
differential or algebraic equations but as well to select appropriate initial and/or boundary 
conditions. In order to determine the value of the constants which are introduced in the 
solution of differential equations, it is necessary to fix a set of n boundary conditions for each 
nth order derivative with respect to the space variable or with respect to time. In particular, 
boundary conditions can influence the selection of a coordinate system used to formulate the 
equations in microscopic and multiple-gradient models. 
 After setting up the model, the model parameters should be evaluated. In the 
microscopic models, the required parameters are transport properties. Various methods of 
estimating values for pure components and for mixtures are available in literature. The 
“effective” parameters, introduced in mathematical models to describe transport phenomena 
in homogeneous or multiphase systems, are clearly empirical and must be determined for the 
particular system of interest. In literature predicting relationships only for traditional systems 
may be available. 
 If deterministic models cannot be satisfactory applied in developing a model, 
stochastic or empirical models can be used. These model-building techniques have more 
limited applications as a consequence of that a lot of the limitations of deterministic models 
apply also to stochastic and empirical ones. Moreover, the empirical models show additional 
limitations due to the fact that they are valid only for the process for which data were 
collected. 
 Whatever is the model-building technique adopted, as more complex is the 
mathematical description of the process, as more difficult is its solution. Therefore the process 
description shall be a compromise among the required details, the available information on 
model parameters and the limitations of the available mathematical tools. 
 
2.2.2.3. Model solving 
 The goal of this step is to obtain the analytical solution (if this is possible) and/or, 
failing that, the numerical solution of the model equations, which may include algebraic 
equations, differential equations and inequalities. For many complex chemical processes the 
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model result is set of nonlinear equation requiring numerical solution. The most common way 
to deal with this is to use modelling software such as gPROMS, COMSOL, Aspen Custom 
Builder or other software such as Matlab. 
2.2.2.4. Model verification and validation  
 These actions are essential part of the model building process. Verification concerns 
with building the model right. In this step a comparison between the chosen conceptual 
representation and the outcome of the model is carried out to evaluate its suitability to 
describe the conception. Verification is achieved through tests performed to ensure that the 
model has been implemented properly and that the input parameters and logical structure of 
the model have been correctly represented. 
 Validation concerns with building the right model. This step grants that the model is in 
line with the intended requirements with reference to the methods adopted and outcome. 
Validation is achieved through an interactive process of comparing prediction data to 
experimental ones and using discrepancies between the values and information coming from 
comparison to improve the model. This procedure is repeated as many times as desired model 
accuracy is achieved. 
  




Figure 22. A mathematics routes to solving engineering problems  
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2.2.3. Model Assumption 
 
 The complexity of model depends on the types of assumption considered the 
mathematical and computational difficulties occurring in solving the model equations 
(computing time, store location) are reasons for the model simplifications required in the 
majority of cases. It also leads to appropriate type of modelling techniques. Key to a good 
model lies in what and how simplification is introduced; it is very important to understand 
what aspects of the system the model is intended to describe, and what are the model's 
limitations as a result of the simplification. Some of common assumptions in chemical reactor 




Figure 23.Some of common assumptions in chemical reactor modelling 
 
2.2.4. Computer Aided Process Engineering  
  
 Over the past decade there has been an increasing demand for suitable material in the 
area of mathematical modeling as applied to science, engineering, business and management. 
Recent developments in computer technology and related software have provided the 
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necessary tools of increasing power and sophistication which have significant implications for 
the use and role of mathematical modeling in the above disciplines. In the past, traditional 
methods have relied heavily on expensive experimentation and the building of scaled models, 
but now a more flexible and cost effective approach is available through greater use of 
mathematical modeling and computer simulation. Due to the advancement of the 
microcomputers, the models are now directly connected to the plant operation to carry out the 
plant performance calculations, generate management information and also to perform limited 
alarm diagnostic. With the improvement of the microcomputers and availability of the 
cheaper microcomputers, process modeling using the microcomputers has become cost 
effective. 
 Any experimental work is expensive and the real plant operation is an expensive and 
time consuming. Computer aided modeling, simulation and optimization saves the time and 
money by providing the fewer configuration of the experimental work. In addition, computer 
simulation, optimization saves the money in design and operation. The long-term performance 
and reliability of individual plant vary from plant to plant and day to day for various reasons 
such as operating conditions, scaling and fouling of heat transfer surfaces in boilers and 
different desalination units. Therefore, better operations of the existing plant depend on the 
better understanding of the different parameters of the plant. Simulation helps to visualize the 
ultimate picture and trends of various conditions of existing plant as well as those of a new 
situation of the plant. 
 The typical modelling approach (Figure 24) in recent years for simulation and 
optimisation uses numerical solvers. The numerical solvers may involve SQP based methods 
or any other non-gradient based optimiser such as GA, SA algorithm and in simulation the 
solver may involve Newton-Raphson method, etc. 
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Figure 24. Typical simulation and optimization architecture 
 
 
 Here is a list of related commercial commonly used software for modelling, 
simulation and optimisation in chemical industries:  
1. GAMS  
2. ASPEN HySys  
3. gPROMS  
4. Simulink / MATLAB  
5. Berkeley Madonna and others  
 
 Process mathematical model is a collection of (set) of equations that describe some 
aspect of the chemical system under investigation. For many complex chemical processes the 
model result is set of nonlinear equation requiring numerical solution. The most common way 
to deal with this is to program the equations using the modelling software such as gPROMS, 
Aspen Custom Builder or other engineering Software such as Matlab. 
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3. EXPERIMENTAL DATA USED FOR MODEL DEVELOPMENT 
 
3.1. Multiphase system at high pressure and temperature – analysis procedure 
 
 The simulation of phase equilibrium was performed using UniSim® software 
(Honeywell Canada). The procedure used for equilibrium simulation was performed by 
defining the components, followed by calculation of the critical thermodynamic parameters 
and applying appropriate EOS.  
 3.1.1. Procedure for high pressure phase equilibria simulation for biodiesel reaction 
system 
 Since oleic acid is one of the most abundant fatty acids in majority of vegetable oils 
(canola, rapeseed, soybean and sunflower oil) and since it is the component with well defined 
thermodynamic properties, glycerol tri-oleate was chosen as the key component in the 
simulation (triolein), as well as glycerol mono- and di-oleate for partially converted trioleins. 
RK-Aspen thermodynamic model was used as it was previously determined to be the best one 
for the similar system containing triolein and methanol at near critical conditions [202,203]. 
The rigorous flash option for VLL equilibria was also used in the simulation. The 
Constantinou–Gani group contribution method was used for estimation of thermodynamic 
properties [204-217]. The method was applied to the following physical and thermodynamic 
properties of pure compounds: the normal boiling point, the critical pressure, the critical 
temperature, the critical volume, the standard enthalpy of vaporization at 298 K, the standard 
Gibbs energy, the standard enthalpy of formation at 298 K, the acentric factor and liquid 
molar volume at 298 K. The physical and thermodynamic parameters are presented in Table 
13. 
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Table 13. The physical and thermodynamic parameters of tri-, di-, mono-olein, methyl oleate, 
ethyl oleate 




M, g/mol 885.45 621.00 356.55 296.49 310.51 
TB, K 827.40 765.03 674.82 595.93 617.00 
VB, m3/kmol 2.708 1.106 0.533 0.489 0.489 
Vl (298K), m3/kmol 0.958 0.623 0.360 0.341 0.341 
TC, K 977.88 920.20 835.06 721.02 764.00 
PC, bar 3.34 5.05 10.56 11.03 12.80 
VC, m3/kmol 3.250 2.830 1.254 1.108 1.060 
ω 1.9782 1.7632 1.5324 1.0494 1.0494 
ΔGf (298K), kJ/kmol -1.8E+05 -3.00E+05 -3.23E+05 -1.20E+05 -1.17E+06 
ΔHf (298K), kJ/kmol 1.97E+05 8.08E+05 5.69E+05 -6.40E+05 -6.26E+05 
ΔHv (298K), kJ/kmol 3.02E+05 2.19E+05 9.01E+04 6.36E+04 6.36E+04 
M, g/mol – molecular weight; TB, K- normal boiling point; VB, m3/kmol – liquid volume at TB; Vl (298K), m3/kmol - 
liquid molar volume at 298 K; TC, K – critical temperature; PC, bar - critical pressure; VC, m3/kmol - liquid molar 
volume at critical point; ω - acentric factor; ΔGf (298K), kJ/kmol - standard Gibbs energy at 298 K; ΔHf (298K), 
kJ/kmol - standard enthalpy of formation at 298 K; ΔHv (298K), kJ/kmol - standard enthalpy of vaporization at 298 K 
 
 3.1.2. Procedure for high pressure phase equilibria simulation for diesel reaction 
system 
 The reaction mixture which entering the HDS unit has four components: hydrogen 
(H2), methane (CH4), straight run gas oil (SRGO) and in some inputs FCC naphtha and light 
cycle oil LCO (in further text FCC N–LCO). The distillation curves for both SRGO and FCC 
N-LCO are presented on Figure 25a. Since the diesel stream is mixture of SRGO and FCC 
N-LCO, the six characteristic input points, mixtures (M1-M6) were analyzed and their 
distillation curves are shown on Figure 25b.  
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 M2  M5
 M3    M6
 b) 
Figure 25. The distillation curves for a) SRGO and FCC N-LCO and b) the six characteristic 
input mixtures M1-M6: M1-pure SRGO, M2 – 87.5vol% SRGO and 12.5vol% FCC N-LCO, 
M3 - 80vol% SRGO and 20vol% FCC N-LCO, M4 - 76vol% SRGO and 24vol% FCC N-
LCO, M5 and M6 - 75vol% SRGO and 25vol% FCC N-LCO 
 As could be seen from Figure 25b, each mixture can be approximated with C12 to 
C18 hydrocarbons (n-dodecane, n-hexadecane and n-octadecane) and/or some mono- and di-
aromatic compounds (tetraline and phenantrene). The impact of number of components which 
approximated the diesel mixture, on simulation results was analysed in this paper. The 
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mixture of SRGO and FCC N-LCO was approximated with two components (n-dodecane and 
n-octadecane), three (n-dodecane, n-hexadecane and n-octadecane) and five components 
(three hydrocarbons: n-dodecane, n-hexadecane, n-octadecane and one monoaromate: 
tetraline and one diaromate: phenantrene). In Table 14 was sumarised all composition for 
each input mixture if the two, three of five components approximation is applied. The sulfur 
distribution is accepted from our previously published paper [218]. 
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Table 14. The compositions of input mixtures depending on number of components used for 
their approximation 
 
 The physical and thermodynamic parameters or normal alkanes, n-dodecane, n-
hexadecane and n-octadecane, and mono- and di-aromatic compounds, tetraline and 
Input data 
Input streams  Gas + M1 Gas + M2 Gas + M3 Gas + M4 Gas + M5 Gas + M6 
Tinput K 606.0 605.0 602.0 602.0 601.0 600.0 
Toutput K 617.5 616.5 609.7 609.3 606.1 604.1 






Approximation of diesel fraction with two compounds  
Hydrogen H2 0.709562 0.709590 0.710063 0.711973 0.715502 0.721490 
Methane CH4 0.211896 0.211904 0.212045 0.212615 0.213669 0.215458 
BT C12 0.006374 0.007160 0.005717 0.005986 0.005215 0.004564 
DBT1 C18 0.000620 0.000697 0.000556 0.000582 0.000507 0.000444 
DBT2 C18 0.000779 0.000875 0.000699 0.000732 0.000637 0.000558 
DBT3 C18 0.000757 0.000850 0.000679 0.000711 0.000619 0.000542 
non-sulfur light fraction C12 0.013739 0.013194 0.014222 0.012769 0.011301 0.008029 
non-sulfur heavy fraction C18 0.029239 0.028691 0.029538 0.029097 0.03679 0.036577 
Diaromatics C18 0.007477 0.007477 0.007582 0.007443 0.001993 0.001949 
Monoaromatics C12 0.019561 0.019562 0.018899 0.018093 0.013767 0.010389 
Approximation of diesel fraction with three (five) compounds 
Hydrogen H2 0.709562 0.709590 0.710063 0.711973 0.715502 0.721490 
Methane CH4 0.211896 0.211904 0.212045 0.212615 0.213669 0.215458 
BT C12 0.006374 0.007160 0.005717 0.005986 0.005215 0.004564 
DBT1 C18 0.000620 0.000697 0.000556 0.000582 0.000507 0.000444 
DBT2 C18 0.000779 0.000875 0.000699 0.000732 0.000637 0.000558 
DBT3 C18 0.000757 0.000850 0.000679 0.000711 0.000619 0.000542 
non-sulfur light fraction C12 0.013739 0.013194 0.014222 0.012769 0.011301 0.008029 
non-sulfur mid fraction C16 0.029196 0.028691 0.029538 0.029097 0.032702 0.033678 
non-sulfur heavy fraction C18 0.000043 0.000000 0.000000 0.000000 0.004088 0.002899 
Diaromatics C18 (di-A) 0.007477 0.007477 0.007582 0.007443 0.001993 0.001949 
Monoaromatics C16 (mono-A) 0.019561 0.019562 0.018899 0.018093 0.013767 0.010389 
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phenantrene, are presented in Table 15 and are obtained from the database of Unisim 
software based on DIPPR data. 
 
Table 15. The physical and thermodynamic parameters of normal alkanes and mono and di-
aromatic compound 
Parameter H2 CH4 C12H24 C16H32 C18H36 tetraline phenantrene 
M, g/mol 2.02 16.04 170.34 226.45 254.50 132.21 202.26 
TB, oC -252.76 -161.49 216.323 286.864 316.71 207.62 394.8 
VB, m3/kmol 0.029 0.038 0.287 0.397 0.454 0.161 0.230 
Vl (298K), m3/kmol 0.054 0.054 0.227 0.292 0.325 0.136 0.185 
TC, oC -239.96 -82.586 384.85 449.85 473.85 446.85 662.85 
PC, bar 13.13 45.99 18.2 14 12.7 36.5 26.1 
VC, m3/kmol 0.064 0.099 0.716 0.944 1.060 0.408 0.660 
ω -0.216 0.012 0.576 0.717 0.811 0.335 0.507 
ΔGf (298K), J/kmol 
- 
-
5.05E+07 4.98E+07 8.22E+07 9.91E+07 1.67E+08 3.27E+08 









4.15E+08 2.66E+07 2.25E+08 
ΔHv (298K), J/kmol 8.97E+05 8.17E+06 4.44E+07 5.14E+07 5.50E+07 4.24E+07 6.07E+07 
M, g/mol – molecular weight; TB, K- normal boiling point; VB, m3/kmol – liquid volume at TB; Vl (298K), m3/kmol - 
liquid molar volume at 298 K; TC, K – critical temperature; PC, bar - critical pressure; VC, m3/kmol - liquid molar 
volume at critical point; ω - acentric factor; ΔGf (298K), kJ/kmol - standard Gibbs energy at 298 K; ΔHf (298K), 
kJ/kmol - standard enthalpy of formation at 298 K; ΔHv (298K), kJ/kmol - standard enthalpy of vaporization at 298 K 
 
3.2. Experimental data for kinetic modelling of biodiesel reaction 
 
The experimental data for kinetic modelling are taken from the previously published 
data [219]. The experiments eas conducted in the high pressure batch reactor, volume of 2 
dm3, mechanically agitated at 300 ppm at 150 and 210 oC and 1.0 and 4.5 MPa. The specified 
amounts of methanol and sunflower oil corresponding to molar ratio 42 to 1 were used. 
Detailed description of the experimental procedure can be found in the literature [203,219]. 
The composition profile during reaction for both analysed conditions is shown in Table 16. 
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Table 16. The reaction mixture composition profile during methanolysis of sunflower oil at 
150 oC and 1.0 MPa, and at 210 oC and 4.5 MPa. 
Time, 
min 
Concentration, kmol/dm3  
 Experiment 1 (150 oC and 1.1 MPa) 
 MeOH TG DG MG FAME Glycerol 
0 2.833 6.84E-02 0.00 0.00 0.00 0.00
256 2.807 4.75E-02 1.51E-02 3.71E-03 2.60E-02 8.18E-04
613 2.795 3.92E-02 1.98E-02 5.83E-03 3.83E-02 1.60E-03
1228 2.772 2.95E-02 2.83E-02 9.78E-03 6.07E-02 2.30E-03
1433 2.762 2.40E-02 3.13E-02 1.49E-02 7.08E-02 4.48E-03
1633 2.747 1.74E-02 2.02E-02 2.16E-02 8.57E-02 6.23E-03
1933 2.715 1.03E-02 9.10E-03 2.83E-02 1.18E-01 6.97E-03
2623 2.699 7.49E-03 7.87E-03 2.34E-02 1.34E-01 9.83E-03
3028 2.676 3.04E-03 6.56E-03 1.58E-02 1.57E-01 1.68E-02
9000 2.639 0.00 0.00 0.00 1.94E-01 6.06E-02
Time, 
min 
Experiment 2 (210 oC and 4.5 MPa) 
0 2.835 6.78E-02 0.00 0.00 0.00 0.00
130 2.806 3.56E-02 1.96E-02 1.92E-02 3.35E-02 0.00
160 2.755 3.42E-02 1.49E-02 2.54E-02 4.17E-02 0.00
190 2.735 2.92E-02 1.38E-02 2.83E-02 5.67E-02 0.00
220 2.715 2.20E-02 1.40E-02 2.80E-02 7.97E-02 4.37E-03
250 2.698 1.70E-02 7.89E-03 3.12E-02 1.05E-01 1.24E-02
280 2.675 1.29E-02 5.45E-03 2.78E-02 1.28E-01 2.23E-02
340 2.659 7.02E-03 5.90E-03 1.56E-02 1.58E-01 3.99E-02
400 2.648 3.65E-03 5.13E-03 7.92E-03 1.75E-01 5.17E-02
460 2.641 2.66E-03 5.04E-03 4.64E-03 1.79E-01 5.61E-02
520 2.637 1.49E-03 3.57E-03 2.48E-03 1.86E-01 6.09E-02
580 2.633 3.35E-04 4.96E-04 1.84E-03 1.95E-01 6.58E-02
640 2.632 2.49E-04 2.40E-04 1.44E-03 1.98E-01 6.65E-02
700 2.630 2.31E-04 2.90E-05 1.28E-03 2.00E-01 6.69E-02
760 2.630 0.00 0.00 7.61E-04 2.02E-01 6.77E-02
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3.3. Experimental data used in the modelling of catalytic hydrotreating reactor for diesel 
production 
 
 The experimental results for the modelling of the catalytic reaction of diesel 
production were taken from the previously published data [218]. Industrial catalytic reactor 
used for model development and multiphase hydrotreating reaction simulation, was adiabatic 
tubular reactor of conventional design with fixed bed of catalyst and trickling flow of reacting 
fluids. The catalyst bed was divided into two separate layers with flow re-distribution between 
the layers. Catalyst pellets were packed in conventional manner i.e. dense catalyst loading 
techniques were not employed in the reactor. A total of 19 m3 of commercial catalyst was 
present in both catalyst layers within the tubular vessel with internal diameter of 2.135 m.  
 Straight run gas oil (SRGO) stream was fed into the catalytic reactor from the 
atmospheric distillation unit of Refinery Pancevo. Fluid Catalytic Cracking (FCC) naphtha 
and Light Cycle Oil (LCO) streams were taken from the FCC unit and co-fed with SRGO into 
the catalytic reactor of hydrotreating process unit. The FCC stream containing naphtha and 
gas oil fractions was within the 33–335 °C distillation range (in further text FCC N–LCO). 
Hydrotreating test run was performed over conventional Co-Mo/γ-Al2O3 catalyst with 
properties shown in Table 17. 
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Table 17. Properties of commercial Co-Mo/γ-Al2O3 hydrotreating catalyst used during the 
test run. 
Property Value 
MoO3 content, %wt. 16.2 
CoO content, %wt. 5.0 
Na2O content, %wt. 0.05 
SO4 content, %wt. 0.3 
Compacted bed bulk density, kg/m3 737 
Surface area, m2/g 230 
Pore volume (H2O), cm3/g 0.52 
 
 The industrial test run was performed using middle distillates hydrotreating unit at 
NIS GAZPROM NEFT Refinery Pancevo. The data collected was used for model 
development and subsequent simulation. Total test run recorded time was 108 h while the 6 
hours periods prior to the run and upon the test completion were used to stabilize the process 
unit. The initial feed into the catalytic reactor was SRGO while FCC N-LCO stream was 
added to the feed gradually over the testing period. The initial flow rate of SRGO was 20 m3/h 
while flow rate of FCC N-LCO stream was gradually increased from 0 to 5 m3/h. After 
reaching FCC N-LCO flow rates of 2, 4 and 5 m3/h the unit parameters were kept constant for 
certain period of time. In order to evaluate the influence of the inlet temperature on the 
hydrotreater performance, the feed temperature was also gradually increased during the run.  
 Reactor pressure during the test run was 40 bar and the overall flow rate of hydrogen 
stream, consisting of recycle and make-up streams, was 22700 Nm3/h. Hydrogen content of 
the hydrogen stream was 76 – 78 mole %. 
 Characterization of the inlet and outlet streams was performed using standard 
characterization methods shown in Table 18. Characterization results are shown in Table 19 
for the sample collected at run time of 108 h. 
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Table 18. Methods used for characterization of feed streams and hydrotreated product 
Property Method 
Density at 15 oC, g/cm3 ASTM D 4052 
Kinematic viscosity at 40 oC, mm2/s  ASTM D 445 
Flash point, oC EN ISO 2719 :2002 
Cold Filter Plugging Point, oC EN 116 
Cloud point, oC ISO 3015:1992 
Cetane index ASTM D 4737 
Distillation EN ISO 3405:2000 
Sulphur content, % wt. ISO 8754:2003 
Sulphur content, mg/kg ASTM D 5453 
Thiol/mercaptan sulphur, %wt. UOP 163 
Paraffin and naphtenic content, % vol. UOP 501 
Olefins content, % vol. UOP 501 
Aromatics content, % vol. UOP 501 
Mono-aromatic content, % wt. EN 12916:2006 
Di-aromatic content, % wt. EN 12916:2006 
Tri+aromatic content, % wt. EN 12916:2006 
Total nitrogen content, % wt. ASTM D 4629 
Basic nitrogen content, % wt. UOP 269 
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 Table 19. Characterisation of straight-run gas oil (SRGO), FCC naphtha and light cycle oil 





Density at 15 oC, g/cm3 0.8504 0.8540 0.8401 
Kinematic viscosity at 40 oC, mm2/s  2.07  2.59 
Flash point, oC 77  60 
Cold Filter Plugging Point, oC -22  -22 
Cloud point, oC -20  -21 
Cetane index 47.5  49.7 
Distillation, oC    
IBP 208 33 196 
5 %vol. 229 63 223 
10 %vol. 236 101 231 
20 %vol. 245 170 241 
50 %vol. 265 242 259 
70 %vol. 281 274 275 
90 %vol. 304 333 294 
95 %vol. 315  302 
FBP 326 / 98% 335 / 91% 321 / 98% 
Sulphur content, % wt. 0.7305 1.1400  
Sulphur content, mg/kg   37 
Thiol/mercaptan sulphur, %wt. 0.0162 0.0271 0 
Paraffin and naphtenic content, % vol. 68.7 32.1 73.0 
Olefins content, % vol. 5.2 16.9 0 
Aromatics content, % vol. 26.1 51.0 27.0 
Mono-aromatic content, % wt. 19.4  27.4 
Di-aromatic content, % wt. 11.5  4.6 
Tri+aromatic content, % wt. 1.41  0.70 
Total nitrogen content, % wt. 0.0103  0.0022 
Basic nitrogen content, % wt. 0.0032  0.0009 
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 A gradual increase of FCC N–LCO stream fed to the reactor increased the temperature 
difference across the reactor since sulphur and aromatic contents of this stream were 
considerably higher than in SRGO. In order to reach sulphur contents in the hydrotreated gas 
oil (HGO) below target value of 50 ppm the inlet temperature of the mixed feed was gradually 
increased from 327 °C to 334 °C. The uppermost value of the inlet temperature was limited 
by other elements of the process unit, mostly by the furnace and pre-heater capacity. 
 The increased values of the temperature difference within the catalytic reactor resulted 
from the increased inlet concentrations of sulphur compounds, higher inlet temperature and 
higher concentrations of unsaturated compounds. The strategy to increase conversion in 
adiabatic trickle-bed catalytic reactors by increasing the inlet temperature and temperature 
difference in the catalytic bed is well known and it has been observed and reported for 
hydrotreating of various petroleum fractions. Considerable gains in terms of conversion can 
be achieved especially when light fractions are being hydrogenated or hydrotreated. Elevated 
pressures and temperatures, along with the high hydrogen to hydrocarbon flow ratios, can lead 
to a shift in vapour–liquid equilibrium and dry out locations in the catalyst bed. In those 
locations the catalyst bed is in contact with reactants in the gas phase, leading to a much 
higher reaction rate in dry catalyst pellets. This type of reactor operation strategy was applied 
during this test run with the aim to reduce sulphur levels below 50 ppm. As can be seen from 
the temperature difference data shown in Figure 26, the addition of FCC N–LCO stream to 
the reactor inlet and the gradual increase of inlet stream temperature resulted in the reactor ΔT 
increase from 4 to 12 °C.  
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Figure 26. Temperature difference across the catalytic reactor during the test run 
  
 These data point to the fact that exothermic hydrodesulphurization and hydrogenation 
reactions have proceeded to a much larger extent and that the overall conversion of sulphur 
compounds was higher when FCC N–LCO stream was added to the reactor inlet. Part of the 
reason for higher energy release and resulting higher conversion is due to the increased 
concentrations of sulphur and unsaturated compounds. Additional reason most probably lies 
in the fact that increased temperatures in the reactor and the presence of volatile fraction like 
FCC naphtha resulted in the partial dry out of the catalyst bed and thus in higher reaction rates 
and improved sulphur conversion. 
 The total sulphur contents of the reactor feed, including SRGO and FCC N–LCO, are 
shown in Figure 27 for the whole testing period, as well as the resulting outlet sulphur 
concentrations. It can be observed that variations of the sulphur inlet concentrations were 
detected but they remained within the 6500–8200 ppm range. The sulphur concentrations at 
the reactor outlet were within the 35–72 ppm range over the entire testing period and the 
averaged sulphur content in the product over the whole testing period was 49 ppm. The results 
of sulphur conversion indicate a very deep desulphurisation of the feed even at conditions 
when flow rate of FCC N–LCO stream was at 5 m3/h, or 20%vol of the total reactor inlet 
flow.  
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Figure 27. Values of total sulphur content for the inlet and outlet streams of the catalytic 
reactor 
 
 The distribution of sulphur compounds between different classes for the petroleum 
fractions used in the test run was analysed by GC–MS method and obtained corresponding 
peaks are presented in Figure 28 [218]. Thiophenic compounds typically present in middle 
distillate fractions can be classified into sub-families according to the parent molecule and the 
type and number of alkyl substituents. For these fractions parent molecules are: 
benzothiophene (BT), dibenzothiophene (DBT) and naphtothiophene (NT). These molecules 
usually have up to 4 C atoms in the substituent groups (C1 to C4) which could be: methyl, 
ethyl and propyl. However, smaller alkyl substituent groups, like methyl, are more abundant. 
It can be observed that a high percentage of sulphur was present in the alkyl derivatives of 
benzothiophene, which is known to react more easily than certain derivatives of 
dibenzothiophene, especially 4,6-dimethyldibenzothiophene (C2-DBT). 
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Figure 28. GC-MS analysis showing characteristic m/z chromatograms of SRGO, FCC N-
LCO and HGO samples taken at 108 h of run duration: a) C1 and C2 BT; b) C3 and C4 BT; 
and c) DT, NT, C1 DBT and C1 NT, C2 DBT and C2 NT, and C3 DBT. 
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 Data shown in Figure 29 confirm that sulphur was mostly concentrated in derivatives 
of benzothiophene and that less than 1000 ppm of the inlet sulphur was in C2-DBT, which is 
difficult to hydrogenate. As stated previously, this could be the additional reason for high 
sulphur conversion during the test run, along with the high reactor temperature and the low 




Figure 29. Distribution of sulphur over different classes of sulphur containing compounds for 
SRGO and FCC N–LCO streams
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4. Model Development - mathematical modelling and numerical 
optimisation 
 
4.1. Model Development for non-catalytic reaction 
 
4.1.1. Kinetic model description of biodiesel reaction 
 
Transesterification or FAME synthesis under subcritical conditions is a catalyst-free 
chemical reaction between triglycerides (the major component in vegetable oils, animal fats, 
and used vegetable oils) with a low molecular weight alcohol, usually methanol, at a 
temperature and pressure under the critical point of triglyceride-alcohol mixture. The overall 
reaction occurs as a sequence of three steps, parallel with respect to alcohol and consecutive 
with respect to triglyceride [220-222]. Triglyceride (TG) reacts with an alcohol (ROH) in the 
first reaction and forms diglyceride (DG) and fatty acid methyl ester (FAME). 
Monoglycerides (MG) and fatty acid methyl esters (FAME) are formed in the second reaction 
from diglyceride (DG) and methanol. The final products, appearing as products of the third 
reaction, are glycerol (GL) and again fatty acid methyl esters (FAME). The reaction scheme is 











22       (47) 
FAMEGLROHMG
k
k ++ ⎯⎯→⎯⎯⎯ ⎯←
31
32        (48) 
 
 It is important to point out that the reversible reactions of DG, MG and GL with 
FAME control the maximum/equilibrium conversion of triglycerides. The reaction rate for 
each component in the system (constant volume batch system) can be represented by the 
following set of equations where each reaction step is assumed to be second order in both 





dCr 1211 +−==      (49) 
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r FAMEROHROH −==         (54) 
 
 If the reaction scheme is represented by the above equations the concentrations of 
reacting species are assumed to be numbers of moles divided by the overall reaction volume, 
regardless of the existence of multiple phases. Each reaction is characterized by its reaction 
rate constant (both forward and reverse reactions). The slowest forward reaction rate controls 
the overall reaction rate along with reaction equilibrium constant for each of the reversible 
reactions shown above [219]. 
 Batch reaction system containing triglycerides and methanol at investigated pressure 
and temperature is characterised by the equilibrium between two liquid phases at the 
beginning of reaction. During methanolysis of triglycerides, the phase distribution is changing 
according to the actual composition of reaction mixture, temperature and pressure, for a given 
time of reaction. Distribution of methanol between the oil phase, the methyl esters phase, and 
the glycerol rich phase strongly depends on operating conditions [203]. 
 The rate of triglycerides methanolysis depends also on the phase equilibrium and on 
the methanol distribution in the oil-rich phase. Up to 150 oC and 1.1 MPa the oil is present 
only in one liquid phase together with a smaller amount of dissolved methanol [203,219]. The 
methanol to oil molar ratio is 1:1, three times less than required by stoichiometry, thereby 
causing very low reaction rate (complete conversion could be achieved after approximately 
150 h). At 210 oC and 4.5 MPa the methanol to oil molar ratio in the oil phase is changing 
from 6:1 to 10:1 through the course of reaction, thus increasing the rate of reaction and 
resulting in complete conversion of triglycerides in approximately 10h. The methyl esters 
being produced form the third liquid phase which contains almost all diglycerides, 
monoglycerides and glycerol, together with certain amount of methanol. This is also the 
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period when probability for reverse reaction between glycerol and FAME is much higher than 
probability of reaction between glycerides (present in low concentrations) and methanol. At 
the end of reaction (at 210 oC and 4.5 MPa) one liquid phase contains methanol, FAME and 
glycerol, as well as certain small amount of monoglycerides and diglycerides [203,219].  
 The sigmoid shape of the conversion curves during FAME synthesis points out to a 
complex reaction mechanism. Initially slow reaction rate increases with conversion and in its 
final stage the FAME yield curve reaches a plateau. At the beginning of reaction, the 
interfacial area between the phases containing reactants is dependent on the agitation intensity 
and mass transfer controls the overall reaction rate (kkinetic >> kmass transfer). This is more 
pronounced at conditions corresponding to low methanol solubility in the oil phase, e.g. under 
lower pressure and temperature. Therefore, the kinetic constant for the forward reaction of 
triglycerides conversion could be corrected with following equation, introducing the mass 
transfer effects [219]: 
 
k11′ =kmt + k11· (CDG + CMG)/ CTGo        (55) 
 
where the kmt represents the mass transfer controlled kinetic constant in the initial phase of the 
reaction. Increasing conversion followed by changing phase distribution, increasing 
concentrations of intermediates (mono and diglycerides) and the enhancement of interfacial 
area will result in the increase of overall kinetic constant [219]. Based on the calculation of 
mass transfer coefficient in mechanically stirred system the numerical value of kmt for the first 
and second experiment was determined as 9.2x10-7 and 1.5x10-6 dm3/kmol.min respectively 
[219]. Intense agitation provides sufficiently high values of mass transfer coefficient to 
accommodate for methanol consumed by the reaction in oil phase, while the extent of reaction 
in methanol rich phase can be neglected due to very low concentrations of glycerides in that 
phase [219]. Hence, the calculation of apparent values for kinetic parameters using the overall 
reaction volume can be applied with the incorporation of mass transfer effects at the 
beginning of reaction. 
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4.1.1.1. Parameter determination by different optimization techniques 
 
 The proposed kinetic model for biodiesel synthesis is nonlinear implying that finding 
the best set of values for kinetic parameters requires the use of optimization techniques and/or 
their combinations. In general, the techniques used for parameters estimation can be divided 
into two groups: the short cut methods and the global optimization techniques that do not 
require initial guesses [223-228].  
 Due to the fact that most of the methods for parameters estimation require good initial 
guess to find the optimal set of results, finding the initial values of unknown parameters is 
essential for successful parameters estimation. In this study model parameters, or reaction 
constants, were determined using Simulated Annealing (SA), lsqcurvefit (LM), and Genetic 
Algorithm (GA) methods (as defined functions in MATLAB). In order to make a comparison 




































 Where i refers to the component (TG, DG, MG, GL, FAME, ROH), and j refers to the 
experimental data for each component. ExpiC max,  is the maximum concentration of component i 
within the experimental data set.  
 The default parameters were defined as the parameters predetermined by MATLAB 
(MathWorks 7.1). The only deviation from this was the applied algorithm for solving 




• Simulated annealing (SA) 
 
 Simulated annealing is a probabilistic global search method [229,230]. SA is 
stochastic search techniques and it is used when the structure of a space is not well understood 
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or is not smooth. In particular, these techniques are frequently used to solve combinatorial 
optimization problems, such as the travelling salesman problem. The goal is to find a point in 
the space at which a real valued energy function (or cost function) is minimized. Simulated 
annealing is a minimization technique which has given good results in avoiding local minima; 
it is based on the idea of taking a random walk through the space at successively lower 




• The lsqcurvefit with Levenberg–Marquardt algorithm (LM) 
 
 The lsqcurvefit solves nonlinear data-fitting problems. The lsqcurvefit requires a user-
defined function to compute the vector-valued function F(x, xdata). The size of the vector 
returned by the user-defined function must be the same as the size of ydata [231,232].  
 The Levenberg–Marquardt algorithm (LMA), also known as the damped least-squares 
(DLS) method, is an iterative technique which provides a numerical solution to the problem 
of minimizing a function, generally nonlinear, over a space of parameters of the function. 
These minimization problems arise especially in least squares curve fitting and nonlinear 
programming. It has become a standard technique for non-linear least-squares problems, 
widely adopted in a broad spectrum of disciplines [231,232]. 
 The LMA interpolates between the Gauss–Newton algorithm (GNA) and the method 
of gradient descent. When the current solution is far from the correct one, the algorithm 
behaves like a steepest descent method (slow but certain convergence). When the current 
solution is close to the correct solution, it becomes a Gauss-Newton method [231,232]. The 
LMA is a very popular curve-fitting algorithm used in many software applications for solving 
generic curve-fitting problems. However, the LMA finds only a local minimum, not a global 
minimum [231,232].  
 The first, initial guess required for these two techniques (LM and SA) was found by 
applying combination of two short cut methods. This approach combines differential method 
of analysis [233] and method for kinetics parameters estimation proposed by Glowinski and 
Stocki [234]. In order to reveal the dependency of the optimum solution to the initial guess, 
three guesses were considered for each experiment. The first guess is 0.1×x0, the second guess 
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is x0, and the last one is 10×x0, where x0 is the vector containing the obtained values of 
reaction constants by linear technique.  
 
• Global optimization technique - Genetic Algorithm 
 
 Nowadays this technique is widely used. Commonly, genetic algorithm optimization 
technique is used to estimate initial values of parameters, because this approach does not 
require any initial assumption of parameters value. The method compares experimental data 
of species concentration with values predicted by the model. Due to the fact that concentration 
of species values differ from each other by several orders of magnitude and sum of squares of 
deviation between experimental and modelled values are summarized in one objective 
function, the values should be brought to the same numeric interval. There are several 
techniques to achieve this: i) minimize square of relative error between experimental and 
model predicted values of concentration, and ii) involve variances of experimental 
measurements. The drawback of using square of relative error is that error of each 
experimental measurement has significant impact on objective function. On the other side 
using variance of experimental measurements are more convenient, since error of 
measurements is averaged which results in lower impact of individual measurement error on 
objective function. If values of variances of experimental values are not available, they can be 
optimized together with unknown rate reaction parameters. The drawback of this technique is 
that it increases number of parameters to be optimized [235-240].  
 The genetic algorithm technique makes use of the Darwinian survival of the fittest 
procedure. These are search procedures based on mechanics of natural genetics and natural 
selection [235]. Five GA operators are used in the DNA-GA to enhance the searching ability 
of the GA [236]. In particular, the “mutation step” helps in avoiding getting trapped in local 
minima during the search procedure [236]. The parameters were searched within non-negative 
numbers.  
 
4.2. Model development for catalytic reaction  
 
The developed model is a heterogeneous one-dimensional model and consists of 
differential equations of mass and heat balance and kinetics equations for the main reactions 
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occurring in the hydrotreating process. Kinetic parameters were established by Froment et al. 
(1994). Equations were solved using software package MATLAB 7.1.   
Industrial test run was performed under pressure of 40 bar in the catalytic reactor with 
two layers of conventional Co-Mo/γ-Al2O3 catalyst. Due to the complex physical-chemical 
phenomena taking place in trickle bed reactors, their mathematical description leads to a large 
number of equations and mathematical problems. 
 
 Balance equations for the TBR components can be derived from the mass balance 
equations of tube fixed bed reactor with catalyst (Figure 30). 
 
Figure 30. Schematic view of tube fixed bed reactor with catalyst  
 
Input - Output + Generation = 0 
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4.2.1. Mathematical mode of diesel hydrotreater 
  
 The process of hydrodesulphurization of straight run gas oil mixture (SRGO) and light 
cycle oil (LCO) in TBR reactor can be described mathematically in different ways. In this 
study a deterministic model approach is applied based on the assumptions shown below. 
These assumptions have been adopted on the basis of known properties TBR reactor and the 
reactor on the basis of data for gas oil HDS Series S2400 in Pancevo Oil Refinery (NIS – 
Gazprom Neft) and its process parameters. 
 
The model is defined and formed the basis of the following assumptions: 
1.  Mixture of SRGO, FCC-N and LCO flows from the top down through the fixed bed 
of catalyst consisting of two layers. The basis of the model consists of differential 
equations of material balance of sulphur compounds of interest and the overall reactor 
energy balance. 
2. The effects of axial dispersion of vapour and liquid phases flow in the reactor are 
negligible. 
3.  The model assumes that the reaction occurs in two phases, vapour and liquid. 
Reaction rate of any chemical species in a given phase is treated as catalytic 
heterogeneous reaction with rate equations of Hougen-Watson type.  
4. Fraction of the catalyst bed where the reaction occurs in the vapour or liquid phase is 
defined on the basis of the effective catalyst bed wetting for the observed flow 
conditions and the vapour-liquid equilibrium. 
5.  Effectiveness factors for catalytic reactions in vapour and liquid phase are dependent 
on concentrations of reactiong species, temperature, mass transfer effects, and are 
calculated separately for each of the phases.  
6.  In front of each segment of the reactor (Figure 31) a new distribution of the 
components in the vapour and liquid phase is defined, in accordance with the phase 
equilibrium of the system at a given temperature.  
7.  Outlet temperature from the previous segment is the inlet temperature of the 
following segment, and it constitutes a basis for new phase equilibrium calculation.  
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8. Mass transfer resistance of hydrogen from vapour to liquid phase is assumed to be 
negligible, as confirmed by the calculation of mass transfer coefficients. 
9. The pressure drop in the reactor is negligible in terms of impact on the reaction rate, 
which was confirmed by plant DCS data collected during the test run. Data on 
measured pressure drop were used to calculate the catalyst bed wetting. 
10. The influence of pressure on the values of the specific heat capacity of n-alkanes, 
hydrogen, and methane is negligible. 
 
The influence of vapour-liquid equilibrium on the conversion of sulphur compounds was 
calculated by the model for the reactor divided into sub-segments.  
 
 
Figure 31. Schematic view of the reactor divided into segments [11] 
 
Distribution of the components in the gas or vapour and liquid phase along the reactor 
is calculated at the inlet of every segment of the reactor using polynomial dependence of 
equilibrium constant K on temperature, whih calculated using FLASH calculations and Peng-
Robinson equation of state.  
Total length of the reactor is divided into 4 equal segments. Distribution of 
components in both phases along the reactor is calculated for every segment of the reactor 
where each segment stands for 1800 kg of the catalyst.  
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Mole fraction of component i in liquid phase is calculated in Eq. (17), and in vapour 
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Mass balance equations 
 
 Balance equations for trickle bed reactor are derived using material balace equations 
of an ideal tubular packed bed reactor.  
 Mass balance equations for components involved in hydrodesulfuralization (BT, 
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 Mass balance equations for components involoved in process of hydrodearomatization 
(A1, A2) in gas phase and in liquid phase (Eqs (64-66)): 
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Energy balance equation 
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4.2.2. Reaction mechanism of benzothiophene hydrodesulphurization 
  
 Previous research on HDS of benzothiophene and substituted derivatives with Co-
Mo/Al2O3 catalyst, indicate the existence of the equilibrium level of the first phase HDS 
processes, and rapid reaction between BT and 2,3-dihydro-benzothiophene (Figure 32): 
 
Figure 32. The degree of equilibrium between benzothiophene (A) and 2,3-dihydro-
benzothiophene 
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 The reaction scheme of benzothiophene and dibenzothiophene hydrodesulphurization 





Figure 33. Benzothiophene and dibenzothiophene hydrodesulphurization reaction scheme [6] 
 
 Relative HDS reaction rate ratio for benzothiophene and methyl-substituted 
derivatives were measured and could be summarised as: 
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Benzothiophene (1)> 2-methyl-BT (0.4)> 3-methyl-BT (0.2)> 2,3-dimethyl-BT 
 
 
4.2.2.1. Kinetic equations 
 
Kinetic parameters were taken from the literature [Froment]. Extensive studies of the 
kinetic modelling and simulation of the hydrotreatment reactions have been made by Van 
Parys and Froment (1986), Van Parys et al. (1986), Froment et al. (1994, and 1997) and 
Vanrysselberghe and Froment (1996, and 1998b). Rate equations for all reactions in the 
network for the HDS of DBT were developed on a commercial CoMo/Al2O3 catalyst under 
operating conditions significant to industrial applications (Vanrysselberghe and Froment 
1996). Rate equations of the Hougen-Watson type were developed for the HDS of 4-Me-DBT 
and 4,6-DiMeDBT using the same catalyst and operating conditions (Vanrysselberghe et al. 
1998a). 
The reaction rate equations for hydrodesulfurization of benzothiophene in vapour and 
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 The reaction rate equations for hydrodesulfurization of 4-dimethyldibenzothiophene 
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 The reaction rate equations for hydrodesulfurization of 4,6-dimethyldibenzothiophene 
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τσ ,, 222 DBTDBTDBT
rrr +=                                                                                              (95) 
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 Rate equations for hydrodesulfurization of trimethylbenzothiophenes (DBT3)   in 
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4.2.3. Calculation of model parameters 
 
4.2.3.1. Calculation of the flow rate of vapour and liquid phases 
  
 Volumetric flow rates of vapour and liquid phases were calculated using the following 
equation: 
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4.2.3.2. Calculation of the specific heat capacity  
 

































Heat capacities for liquid methane and methane in gas phase are calculated by Eqs. (6) 
and (7) [2]. 
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Heat capacity for octadecane is defined by Eq. (8)[3]: 
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Heat capacity equation for dodecane in the gas phase is shown in Eq. (11) [5], and for 
















4.2.3.3. Catalyst wetting efficiency 
 
Catalyst wetting efficiency in trickle bed reactors can be predicted as a function of 
operating conditions. In trickle fow regime the catalyst pellets are usually incompletely 
wetted. The following correlation (Eqs. 13-15) was developed by Al-Dahhan-a and 
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Catalyst wetting efficiency depends on reactor design, catalyst shape and size but 
mostly it depends on liquid velocity. 
 
4.2.3.4. Calculation of overall effectiveness in the gas phase 
 
Diffusivity for component i is given in the following equations where the parameter was 
calculated for each component.  
 
75.111
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4.2.3.5. Calculation of overall effectiveness in the liquid phase 
 
Diffusivity for component i is given in the following equations where the parameter 
























        (136) 
Chapter Four                                                           MODEL DEVELOPMENT 
 











          (137) 
  












2 ⋅⋅=Φ          (138) 
 
















       (139) 
 


































































































         (145) 
Chapter Four                                                           MODEL DEVELOPMENT 
 

























         (148)
Chapter Five                                                    RESULTS AND DISCUSSION 
 
Chemical Engineering  111 
 
 
5. RESULTS AND DISCUSSION 
 
5.1. Multiphase system analysis for biodiesel and petroleum diesel processing 
 
5.1.1. Phase equilibria in non-catalytic reaction system - biodiesel production 
 
 The analysis of phase equilibrium and composition during formation of ethyl esters of 
fatty acids (FAEE) at high pressure and temperature is very important for describing an 
applicable and useful kinetic model which might be used for reactor design. Formation of di- 
and mono-glycerides during ethanolysis of triglycerides, together with FAEE and glycerol, 
which are the final products of reaction, makes this system very complex and difficult for 
simulation. In this study, the phase equilibrium of the triolein and ethanol mixture (1:40 and 
1:26 molar ratio of triolein to ethanol) was monitored in a view cell in order to determine the 
phase transition during heating of mixture up to 195 oC (corresponding pressures were 24 and 
25 bar). The phase transition during heating of the investigated reactive mixture is shown in 
Figure 34.  
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Figure 34. The phase transition during the hating of mixture of vegetable oil and ethanol up 
to 195 oC and 26 bars with ethanol to oil molar ratio of 1:26 (a) and 1:40 (b).  
 
 The initially present intermediate phase containing ethanol and triglycerides gradually 
disappears since the existence of this phase is the consequence of addition of components to 
the system and emulsion like behaviour of ethanol and triglycerides (first images in Figure 
34a and 34b). Upon heating, the amount of ethanol rich phase (L1) increases while at the 
same time the volume of vegetable oil-ethanol phase (the second stable phase L2) only 
slightly increases due to dissolution of ethanol in vegetable oil. After heating of up to 195 oC 
(corresponding pressures were 25 bar and 26 bar), a small amount of FAEE was formed, 
around 3 mass% in reaction mixture (Table 20).  
 With relatively small quantities of mono- and di-glycerides, FAEE was mainly 
concentrated in intermediate L3 phase (ethanol-FAEE phase initially appearing at 100 oC). At 
195 oC and 25 or 26 bar, three liquid phases: ethanol rich phase (L1), TG-ethanol (L2) and 
ethanol-FAEE (L3) were in equilibrium (LLL). Two samples were taken from the view cell, 
the top phase (L1) and bottom phase (L2). The intermediate phase (L3) sample was collected 
from the reactor system (Ernst Haage 2 dm3) using sampling tube. In order to minimize the 
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experimental error samples of L1 and L2 were taken from the 2 dm3 reactor as well. Measured 
compositions of L1, L2 and L3 are shown in Table 20.  
 The L1 phase consisted of almost pure ethanol (>99 mass%, Table 20) while the 
bottom phase (L2) contained certain amount of ethanol dissolved in oil (21-26 mass%), 
depending on the initial ethanol to oil molar ratio. The third liquid phase (L3, the intermediate 
phase) consisted mainly of ethanol, in which some amount of ethyl esters (FAEE) were 
dissolved together with traces of glycerol and monoglycerides. The latter were also generated 
by the transesterification reaction. As indicated in Table 20 the composition of phases was 
almost independent of the ethanol to oil molar ratio. For molar ratio of ethanol to oil of 40 
(Figure 34b, frame taken at 195 oC), the intermediate phase (L3) increases in volume but low 
quantity of FAEE is dissolved in this phase under specified conditions (5.90 mass% of L3). 
The FAEE distribution between the L2 and L3 phases is different when 26:1 molar ratio of 
ethanol to oil was used.  
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Table 20. The chemical composition of the existing phases at 195 oC  






of phase Glycerol EtOH FAEE MG DG TG 
Experimental data 
Liquid 1 51.49 0.02 99.48 0.50 0 0 0 
Liquid 2 36.50 0.20 20.51 4.37 1.67 0.60 72.66 
1:26 
25 bar 
Liquid 3 12.01 0.64 83.02 11.36 5.04 0.45 0 
Liquid 1 32.62 0.03 99.37 0.60 0 0 0 
Liquid 2 38.54 0.19 23.17 1.80 0.41 1.17 73.27 
1:40 
26 bar 
Liquid 3 28.84 0.76 89.51 5.90 3.82 0.01 0 
Simulation data 
Liquid 1 50.79 0.09 99.81 0.14 0 0 0 
Liquid 2 37.48 0.13 20.38 3.36 1.04 1.49 73.60 
1:26 
25 bar 
Liquid 3 11.73 1.88 75.89 14.39 7.74 0.09 0,01 
Liquid 1 32.39 0.03 99.91 0.05 0 0 0 
Liquid 2 37.89 0.05 22.21 1.60 0.50 1.10 74.54 
1:40 
26 bar 
Liquid 3 29.72 0.83 88.92 6.62 3.59 0.04 0 
 
 Simulation results for phase equilibrium and phase composition obtained using Aspen 
software correspond well to those detected experimentally (Table 20), with the standard 
deviation of 1.38%, 2.39% and 2.62% for ethanol rich phase (L1), ethanol-ethyl esters phase 
(L3), and oil-ethanol phase (L2) respectively, when the 26:1 molar ratio of ethanol to oil was 
used. The standard deviation was 0.52%, 1.19% and 2.78% for L1, L2 and L3 phases when 
the 40:1 molar ratio of ethanol to oil was used. The average deviation between experimental 
and calculated values of phase composition was around 0.5% for the ethanol phase and 1.5-
3.0 % for ethanol-ethyl esters phase and oil-ethanol phase.  
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 The Aspen simulation, with the appropriate physical and thermodynamic parameters, 
correlates accurately the phase distribution as well as a component distribution for such 
complex mixture [203]. RK-Aspen EOS and data for triolein as vegetable oil pseudo-
component were used to obtain the P-x-y diagram of the investigated system for a temperature 
range from 100 to 400 oC (Figure 35). 
 
 
Figure 35. The P-x-y diagram for triolein and ethanol in temperature interval 100-400 oC 
 
 With the aim to understand the kinetics of subcritical and supercritical ethanolysis and 
in order to be able to explain the difference in obtained yields at these conditions, it is also 
necessary to determine the phase equilibria of the oil and ethanol over the broader range of 
elevated pressure and temperature. The phase equilibria of the triolein and ethanol mixture at 
200 bars and for different temperature from 200 to 400 oC were calculated using the flash 
separation procedure of UniSim® software. The flash type VLL equilibria system was 
analyzed with RK-Aspen EOS already established as the most appropriate thermodynamic 
model in the case of triolein alcoholysis [203].  
 The results obtained by this simulation show that below 270 oC, the system consists of 
the two phases in equilibrium (Figure 36) and only one supercritical or dense phase is present 
at higher temperatures. The similar phase equilibrium was observed for methanol and triolein 
as shown in Figure 36 [203]. Ethanol is the main constituent of vapour phase (more than 99.9 
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mol %) and content of ethanol in the liquid phase i.e. in triolein, increases with temperature. 
The similar data was obtained for methanol and triolein system (40:1 methanol to triolein 
molar ratio) at the same temperature and pressure (Figure 36) However, the content of 
ethanol in oil phase (liquid phase) and oil in ethanol (vapour phase) are both lower than in 
case of methanol – triolein system at the same temperature and pressure. 
 
 
Figure 36. VLE at different temperature and content of ethanol in vapour, liquid and 
supercritical phase at 200 bars (molar ratio of methanol and triolein of 42:1)  
 
 The distribution of vapour and liquid phases during the temperature increase from 200 
to 400 oC under the constant pressure of 200 bars is presented in Figure 37.  
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Figure 37. The phase distribution in mass% at different temperature 
 
 This is an idealized situation which might be expected if triolein and ethanol do not 
react. However, since ethanolysis will occur under investigated conditions one can expect that 
formation of different compounds during ethanolysis will change the mass ratio between 
phases, as well as their composition [203]. The calculated values of densities for vapour, 
liquid and supercritical phase are presented in Figure 38. The densities of methanol and oil 
mixture, for both liquid and vapour phase, are by approximately 10-20% higher than densities 
of ethanol and oil mixture (vapour and liquid phase), for 40:1 molar ratio of alcohol and 
triolein.  
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Figure 38. The temperature dependence of density at 200 bar 
 
 
5.1.2. Phase equilibria in catalytic reaction system - diesel production 
 
 The high pressure and temperature equilibria of multiphase system of diesel 
production was analysed by Unisim software. The impact of different approximations of 
number of components which representing the reaction mixture was analysed too. The 
obtained results are shown in Figure 39 where could be seen that liquid fraction in reaction 
mixture could significantly be different depending on the number of pseudo components used 
in the simulation. Namely, if the reaction mixture is approximated only with two normal 
alkanes (dodecane and octadecane) the reaction mixture has a small amount of liquid almost 
throughout the entire length of the reactor. The reaction mixture approximated with three 
alkanes (dodecane, hexadecane and octadecane) shows only the vapour phase throughout the 
reactor length. Such results depend highly on the distillation curves where the whole mixture 
should be approximated with 2, 3 of 5 components but with the requirement to be consistent 
with the distillation boiling point trend.  
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Figure 39. The fraction of liquid phase in reaction mixture along the lengh of reactor for 
different approximation of reaction mixture 
 
 The influence of different approximations and number of pseudo components of 
reaction mixture on the obtained results are summarised in Figures 40 and 41. From both 
Figures it could be seen that there is no difference, or the difference is insignificant, on 
sulphur conversion results for all approximations. From the other side, the approximation of 
reaction mixture with only two alkanes gave significant lower temperature difference in the 
reactor when compared with two other approximations and experimental results. 
Based on this analysis it could be concluded that the best approximation for such 
system could be the seven component system: three hydrocarbons: n-dodecane, n-hexadecane, 
n-octadecane and one mono-aromatic compound: tetraline and one di-aromatic compound: 
phenantrene, with the addition of hydrogen and methane. 
 This composition was used in further evaluation and validation of proposed 
mathematic model for diesel production. 
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Figure 40. The sulphur conversion and impact of aproximation of reaction mixture 
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Figure 41. The temperature in reactor and impact of aproximation of reaction mixture 
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 Using those phase equilibria simulations, the necessary data for mathematical model 
(density, phase equilibrium constant and the ratio of total flow of liquid and vapor phases) 
were obtained. Density, phase equilibrium constant and the ratio of total flow of liquid and 
vapor phases were obtained by fitting the data using polynomial equations as a function of 
temperature. Data on the equilibrium distribution of components were obtained by using the 
Peng-Robinson equation of state and Unisim software (Tables 21,22, 23 and 24).  
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 T  ⋅+= BAVρ  Table 21. Vapor mixture density 
Vρ  M1 M2 M3 M4 M5 M6 
 Four-component system 
A 1.60539 1.59621 1.56971 1.56808 1.60671 1.60774 
B -0.00136 -0.00134 -0.00135 -0.00135 -0.00136 -0.00136 
 Five - component system 
A 3.29029 2.53461 2.53461 3.2035 3.21157 2.59147 
B -0.00717 -0.00454 -0.00454 -0.00688 -0.00689 -0.00472 
C 5.01774*10-6 9.9531*10-6 9.9531*10-6 4.7619*10-6 4.7619*10-6 2.85714*10-6 
 Seven - component system 
A 2.37066 2.37079 2.37298 2.38194 2.56378 2.55286 
B -0.00396 -0.00396 -0.00397 -0.004 -0.00464 -0.00459 
C 2.21351*10-6 2.21351*10-6 2.21961*10-6 2.24367*10-6 2.806*10-6 2.764*10-6 
 
T  ⋅+= BALρ   Table 22. Liquid mixture density      
ρL M1 M2 M3 M4 M5 M6 
 Four-component system 
A 4.95037 4.91849 4.9114 4.90166 4.88102 4.79002 
B -0.00428 -0.00424 -0.0042 -0.00421 -0.00419 -0.00409 
 Five - component system 
A 5.52357 8.61223 8.61223 0.57143 5.25071 5.12943 
B -0.00564 -0.001628 -0.001628 0.01164 -0.0471 -0.00451 
C 7.9381*10-7 9.9531*10-6 9.9531*10-6 -1.42857*10-5 -1.1294*10-17 1.33665*10-17 
 Seven - component system 
A 69.73895 69.11362 68.07401 69.53556 58.10043 71.89132 
B -0.23674 -0.23465 -0.23124 -0.23675 -0.19098 -0.2403 
C 2.10789*10-6 2.09051*10-4 2.06266*10-4 2.11424*10-4 -1.6488*10-4 2.0889*10-4 
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32TCT  TDBAKi ⋅+⋅+⋅+=  Table 23. Distribution coefficient     
Ki M1 M2 M3 M4 M5 M6 
 Four-component system 
 i=C12 
A 4.31254 4.12213 4.11317 4.92711 -64.89526 2.81899 
B 0.02386 -0.2288 -0.02279 -0.02684 0.33039 -0.01556 
C 4.01714*10-5 3.85047*10-5 3.82888*10-5 4.50522*10-5 -5.63905*10-4 2.52416*10-5 
D 1.79722*10-8 -1.70254*10-8 -1.68809*10-8 -2.06474*10-8 3.25227*10-7 -9.18535*10-9 
 i=C18 
A -6.77251 -6.94142 -6.93469 -6.84698 -23.54032 -6.72686 
B 0.03762 0.03848 0.03844 0.3799 0.12312 0.03732 
C 7.0244*10-5 -7.17118*10-5 -7.16343*10-5 -7.08497*10-5 -2.15814*10-4 -6.95819*10-5 
D 4.144*10-8 4.49764*10-8 4.49246*10-8 4.44*10-8 1.26726*10-7 4.3657*10-8 
 i=H2 
A 79.75 76.2677 77.50073 93.81811 881.22029 75.7698 
B -0.23555 -0.21766 -0.22312 -0.30474 -4.32488 -0.20344 
C 3.04124*10-4 2.73547*10-4 2.81734*10-4 4.18092*10-4 0.00726 -1.58912*10-5 
D -1.72418*10-7 -1.55077*10-7 -1.59132*10-7 -2.35141*10-7 -4.11625*10-6 -2.53881*10-8 
 i=CH4 
A 3.50108 2.3622 2.5877 10.1888 267.47133 -0.04195 
B 0.0061 0.01197 0.01115 -0.02692 -1.34002 0.02905 
C 2.99433*10-5 1.9855*10-5 2.08183*10-5 8.44483*10-5 0.00232 -1.58912*10-5
D -5.47765*10-8 -4.90092*10-8 -4.93373*10-8 -8.48088*10-8 -1.35164*10-6 -2.53881*10-8
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Ki M1 M2 M3 M4 M5 M6 
 Five -component system 
 i=C12 
A -9.19669 -9.35361 -9.35361 -9.49316 -10.11304 -10.73439 
B 0.05398 0.05485 0.05485 0.05566 0.05899 0.0624 
C -1.07819*10-4 -1.09462*10-4 -1.09462*10-4 -1.10982*10-4 -1.16934*10-4 -1.23077*10-4 
D 7.36687*10-8 7.47062*10-8 7.47062*10-8 7.56302*10-8 7.91422*10-8 8.27646*10-8 
 i=C16 
 -6.44882 -6.40833 -6.40833 -6.40833 -6.14062 -5.57742 
 0.03717 0.03695 0.03695 0.03695 0.03554 0.03187 
 -7.21333*10-5 -7.17387*10-5 -7.17387*10-5 -7.17387*10-5 -6.92612*10-5 -6.1171*10-5 
 4.72003*10-8 4.69627*10-8 4.69627*10-8 4.69627*10-8 4.55091*10-8 3.94946*10-8 
 i=C18 
A -6.23719 -6.20825 -6.20825 -5.88779 -5.87115 -5.87115 
B 0.03532 0.03516 0.03516 0.03349 0.0334 0.0334 
C -6.72043*10-5 -6.69158*10-5 -6.69158*10-5 -6.39962*10-5 -6.38453*10-5 -6.38453*10-5 
D 4.30222*10-8 4.28461*10-8 4.28461*10-8 4.11491*10-8 4.10564*10-8 4.10564*10-8 
 i=H2 
A 82.71474 81.06351 81.06351 81.13466 79.75671 74.73516 
B -0.2339 -0.22535 -0.22535 -0.22527 -0.21753 -0.19029 
C 2.77798*10-4 2.62902*10-4 2.62902*10-4 2.62274*10-4 2.48321*10-4 2.00125*10-4 
D -1.48637*10-7 -1.39913*10-7 -1.39913*10-7 -1.39389*10-7 -1.31167*10-6 -1.03095*10-7 
 i=CH4 
A 1.80998 0.78804 0.78804 0.06505 -1.68752 -1.78366 
B 0.01464 0.02004 0.02004 0.02391 0.03312 0.03368 
C 1.33206*10-5 3.77446*10-6 3.77446*10-6 -3.10691*10-6 -1.92147*10-5 -2.03066*10-5
D -4.45542*10-8 -3.89037*10-8 -3.89037*10-8 -3.48371*10-8 -2.54238*10-8 -2.4691*10-8 
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Ki M1 M2 M3 M4 M5 M6 
 Seven -component system 
 i=C12 
A -59.2551 -58.29258 -58.00928 -59.40887 2.70667 2.61079 
B 0.31754 0.31253 0.31158 0.31906 -0.01167 -0.01124 
C -5.70193*10-4 -5.61515*10-4 -5.60752*10-4 5.74101*10-4 1.26909*10-5 2.764*10-5 
D 3.43822*10-7 3.3883*10-7 3.3888*10-7 3.46824*10-7 - - 
 i=C16 
A -46.71842 -46.44286 -45.97876 -46.81743 2.21256 2.21816 
B 0.24892 0.24757 0.24526 0.24982 -0.00853 -0.00854 
C -4.43432*10-4 -4.41233*10-5 -4.37399*10-4 -4.45669*10-4 8.259802*10-6 8.29694*10-6 
D 2.6432*10-7 2.6136*10-7 2.61026*10-7 2.66014*10-7 - - 
 i=C18 
A -39.25229 -39.06325 -38.74454 -39.34248 1.74286 1.74362 
B 0.20865 0.20773 0.20613 0.2094 -0.00664 -0.00663 
C -3.70626*10-4 -3.69172*10-4 -3.66492*10-4 -3.72453*10-7 6.36606*10-6 6.35145*10-6 
D 2.20167*10-7 2.19403*10-7 2.17913*10-7 2.21522*10-7 - - 
 i=H2 
A 3815.726 3947.1963 4161.50448 4236.57925 471.82557 595.51867 
B -18.28825 -18.96829 -20.07161 -20.45035 -1.56368 -2.00174 
C 0.02909 0.03027 0.03216 0.03279 0.00133 0.00172 
D -1.52643*10-5 1.59356*10-5 -1.70153*10-5 -1.73592*10-5 - - 
 i=CH4 
A 1262.07646 1310.16277 1382.34379 1406.03789 163.40972 210.6305 
B -6.01547 -6.26438 -6.63639 -6.7562 -0.54345 -0.711 
C 0.00951 0.00994 0.01057 0.017077 9.3524*10-7 6.20065*10-4 
D -4.93375*10-6 -5.17986*10-6 -5.54434*10-6 -5.65307*10-6 - - 
 i=A1 
A -26.49013 -26.63872 -26.99391 -27.68327 -0.33341 -1.09304 
B 0.13555 0.13638 0.13825 0.14192 -5.65451*10-4 0.00214 
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C 2.17165*10-5 -2.3468*10-4 -2.37971*10-4 -2.44476*10-4 2.55814*10-6 1.5128*10-7 
D 1.24303*10-8 1.36704*10-7 1.38621*10-7 1.4244*10-7 - - 
 i=A2 
A 2.54164 -2.61577 -2.73884 -2.78788 0.17098 -0.03204 
B 0.01281 0.0132 0.01384 0.0141 -8.1533*10-4 -9.62507*10-5 
C -2.17165*10-5 -2.2393*10-5 -2.3492*10-5 -2.39388*10-5 9.3524*10-6 2.9817*10-7 








  Table 24. Molar flow rate ratio    
 M1 M2 M3 M4 M5 M6 
 Four - component system 
A -2.28097 -2.34576 -2.34559 -2.32509 -2.6606 -2.27099 
B 0.00872 0.00894 0.00894 0.00886 0.00998 0.00862 
C -8.15402*10-6 -8.34217*10-6 -8.33667*10-6 -8.26352*10-6 -9.20426*10-6 -8.0314*10-6 
 Five - component system 
A -2.26429 -2.24768 -2.24768 -2.1532 -2.16432 -2.09995 
B 0.00907 0.00901 0.00901 0.00866 0.00868 0.00841 
C -8.83995*10-6 -8.77894*10-6 -8.77894*10-6 -8.4742*10-6 -8.47695*10-6 -8.22506*10-6 
 Seven - component system 
A 1.88313 1.87275 1.86654 1.82707 0.32929 0.69563 
B -0.00575 -0.00572 -0.0057 -0.00559 -2.06704*10-4 -0.00154 
C 4.36526*10-6 4.34262*10-6 4.32828*10-6 4.25331*10-6 -6.0027*10-7 6.0848*10-7 
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5.2. Simulation results and model validation for both catalytic and non-catalytic 
diesel/biodiesel production 
 
5.2.1. Determination of kinetic parameters for complex transesterification reaction by 
standard optimisation methods 
 
 The kinetic model of biodiesel synthesis as defined by Eq. 4-9, including modification 
of k11 rate constant as shown by Eq. 10, was applied to the experimental data of 
transesterification reaction performed under subcritical conditions (150 °C and 1.1 MPa and 
210 °C and 4.5 MPa). Six kinetic parameters for forward and reverse reactions were obtained 
by different approaches using numerical methods (Tables 25, 26, 27).  
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Table 25. Kinetic constants (dm3/kmol.min) obtained by SA method 
  Exp. 1 
Exp. 1 with 
modified k11 Exp. 2 















k11 7.58E-07 5.83E-06 7.58E-07 1.95E-05 3.70E-06 5.73E-05 3.70E-06 2.32E-04 
k12 0.00E+00 7.40E-06 0.00E+00 3.75E-05 0.00E+00 3.12E-03 0.00E+00 8.58E-06 
k21 2.20E-07 6.38E-06 2.20E-07 8.45E-06 7.83E-06 6.32E-05 7.83E-06 1.13E-04 
k22 0.00E+00 0.00E+00 0.00E+00 4.60E-06 0.00E+00 1.17E-04 0.00E+00 8.15E-04 
k31 2.15E-07 3.20E-05 2.15E-07 8.37E-05 6.18E-06 2.37E-03 6.18E-06 7.98E-04 
k32 0.00E+00 2.98E-05 0.00E+00 1.28E-04 0.00E+00 2.85E-03 0.00E+00 6.32E-05 
Error   3.286   3.741  6.129  5.359 
                
k11 7.58E-06 1.67E-05 7.58E-06 2.80E-05 3.70E-05 3.70E-05 3.70E-05 2.63E-04 
k12 0.00E+00 4.45E-06 0.00E+00 1.58E-05 0.00E+00 0.00E+00 0.00E+00 3.62E-04 
k21 2.20E-06 5.03E-06 2.20E-06 1.25E-05 7.83E-05 7.83E-05 7.83E-05 1.30E-04 
k22 0.00E+00 0.00E+00 0.00E+00 2.13E-05 0.00E+00 0.00E+00 0.00E+00 7.35E-04 
k31 2.15E-06 4.82E-06 2.15E-06 5.20E-06 6.18E-05 6.18E-05 6.18E-05 9.30E-04 
k32 0.00E+00 0.00E+00 0.00E+00 1.78E-05 0.00E+00 0.00E+00 0.00E+00 1.20E-03 
Error   2.678   2.656  1.552  4.999 
                
k11 7.58E-05 1.83E-05 7.58E-05 4.45E-05 3.70E-04 4.78E-05 3.70E-04 3.30E-04 
k12 0.00E+00 5.80E-04 0.00E+00 1.73E-04 0.00E+00 9.85E-04 0.00E+00 5.50E-04 
k21 2.20E-05 1.08E-05 2.20E-05 1.47E-05 7.83E-04 6.17E-04 7.83E-04 2.05E-04 
k22 0.00E+00 2.15E-04 0.00E+00 3.88E-04 0.00E+00 5.40E-03 0.00E+00 2.53E-03 
k31 2.15E-05 4.23E-05 2.15E-05 6.73E-05 6.18E-04 1.92E-03 6.18E-04 1.27E-03 
k32 0.00E+00 1.16E-03 0.00E+00 3.72E-04 0.00E+00 1.10E-02 0.00E+00 2.75E-03 
Error   2.996   3.642  7.237  5.738 
 
 The results obtained by SA method are presented in Table 25. The initial guess was 
obtained using linear technique. In order to reveal the dependency of the optimum solution on 
the initial guess, three guesses were considered for each experiment. The first guess is 0.1×x0, 
the second guess is x0, and the last one is 10×x0, where x0 is the vector containing the 
obtained values of reactions' constants by linear technique. The optimum values of the kinetic 
constants depended significantly on the initial guess, and the second initial guess was found to 
result in the minimum error (Eq. 11).  
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 The results obtained by LM method are shown in Table 26. The same initial guesses 
as in the case of SA were used. The results have indicated that the optimum value is 
practically insensitive and independent on the initial guess, and therefore only one set of 
results is shown in Table 26. Also, error values are considerably lower than in the case of SA 
method. In order to check whether the results obtained by LM are a local optimum or the 
global one, the LM program was performed with various initial guesses. For generating 
logical and different initial guess values and to avoid trapping into a local minimum, the 
initial guesses were determined using GA with sufficient population size (the default 
population size was changed from 20 to 500). In this way the time required for running the 
GA program increased significanly, but it has been confirmed that correct initial guess values 
have been obtained. The results showed that the data presented in Table 26 are really the 
global optimum. 
 
Table 26. Kinetic constants (dm3/kmol.min) obtained by LM method 
 
 Exp. 1 
Exp. 1 with 
modified k11 
Exp. 2 
Exp. 2 with 
modified k11 
k11 5.92E-06 2.77E-05 4.25E-05 2.30E-04 
k12 7.15E-05 3.92E-04 3.72E-19 1.57E-03 
k21 5.42E-06 5.80E-06 8.38E-05 1.43E-04 
k22 3.70E-20 3.70E-20 3.72E-19 2.12E-04 
k31 3.42E-06 3.52E-06 4.28E-05 4.68E-05 
k32 3.70E-20 3.70E-20 3.72E-19 3.70E-19 
Error 0.582 0.683 1.167 0.892 
 
 The kinetic parameters obtained by GA method are shown in Table 27. The error 
values are slightly higher than in the case of LM method.  By comparing results shown in 
Tables 26-27 it can be observed that LM method results in lower minimum error than SA 
method and even lower than GA method.  
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Exp. 1 with 
modified k11 Exp. 2 
Exp. 2 with 
modified k11 
k11 5.03E-06 1.60E-05 4.25E-05 2.10E-04 
k12 3.82E-06 1.19E-05 1.40E-05 1.37E-04 
k21 5.93E-06 8.03E-06 8.53E-05 1.54E-04 
k22 1.04E-07 5.17E-06 1.39E-05 1.41E-04 
k31 3.60E-06 4.62E-06 4.35E-05 5.12E-05 
k32 5.43E-09 6.62E-07 1.78E-06 1.19E-06 
Error 0.629 0.999 1.182 1.040 
 Model equations Eq. 4-9 were solved using kinetic parameters obtained by LM and 
GA methods. The resulting composition profiles for each component, at analysed 
temperatures and pressures, are shown in Figure 42 for LM method and Figure 43 for GA 
method. 
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 Figure 42. The comparison of model simulation results (kinetic constants obtained by 
LM method) and experimental results: a) Exp. 1; b) Exp.1 with modified k11; c) Exp. 2; d) 
Exp.2 with modified k11 
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Figure 43. The comparison of model simulation results (kinetic constants obtained by GA 
method) and experimental results: a) Exp. 1; b) Exp.1 with modified k11; c) Exp. 2; d) Exp.2 
with modified k11 
 
 The obtained results indicate that kinetic parameters determined by LM and GA are in 
good agreement with experimental data obtained at 150 °C and 1.1 MPa (Exp.1) with 
(Fig.42a and 1b) or without (Fig.43a and 2b) mass transfer limitations included in the 
expression for kinetic constant k11. However, kinetic parameters deviate considerably from the 
experimental results at 210 °C and 4.5 MPa if the mass transfer limitations are not included in 
the kinetic constant k11 (Fig.42c and Fig.43c). Introducing the mass transfer modification of 
k11 kinetic constant improves accuracy but still doesn’t lead to excellent correlation of 
experimental data. This is especially the case for concentration profile of FAME. Judging by 
FAME concentration profile it would seem that kinetic parameters obtained by numerical 
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optimisation methods correlate experimental data slightly worse than the parameters obtained 
by simplified kinetic procedure (Fig.6b in reference [219]).  
Error values were thus calculated (using Eq. 11) for the procedure based only on 
triglycerides conversion and these were found to be 3.899 and 3.459 for the Exp.1 and Exp.2, 
respectively. Obviously these values are considerably higher than for LM and GA methods. 
Concentration profiles of intermediate species (diglycerides and monoglycerides) for these 
three methods are shown in Figure 44.  
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Figure 44. Comparison of the experimental and simulated data using kinetic constants 
obtained with the GA and LM optimisation methods and the simplified procedure [219]. 
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It is clear that kinetic parameters obtained by optimisation methods are superior in 
predicting concentration profiles of diglycerides and monoglycerides, and this is especially 
the case for GA method. The ability to predict accurately concentrations of intermediates 
could be of crucial importance for proper design of reactor system for FAME synthesis. This 
is in fact critical parameter for FAME biodiesel quality due to limitations imposed by 
pertaining technical standards.  
 As stated previously the error values of LM method are slightly better than for GA 
method. However, careful inspection of values for kinetic parameters k11 – k32 in Table 26 
shows that kinetic constant for the first reverse reaction k12 is higher than forward reaction. 
However, this type of behaviour shouldn’t be seen in this type of reactive system [249]. Also, 
values of k22 at 150 and 210 oC indicate that activation energy for k22 should be equal to 
1026.2 kJ/mol which is hardly possible when compared to the values obtained in theoretical 
study using molecular orbital calculations [250,251].  
   
Table 28.  The comparison of Ea for forward reactions based on molecular orbital 
calculations [251] and values obtained in this study by the GA method. 
 Ea taken from [251], 
kJ/mol 
Ea by GA method, kJ/mol 
for k11 79.4 72.8 
for k21 71.1 83.5 
for k31 83.6 68.0 
 
Kinetic constants obtained by the GA method (Table 27) indicate that equilibrium 
constants are always above 1 and also that equilibrium constants decrease with increasing 
temperature, which is in accordance with theoretical calculations of phase and chemical 
equilibrium [249]. Furthermore, the values of activation energies for forward reactions (in k11, 
k21 and k31) are in very good agreement with the values obtained through theoretical 
calculations based on molecular orbital calculations for synthesis under acidic conditions 
[250-252]. Values for route (c) from [251] have been used to make comparison and this is 
shown in Table 28.  
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5.2.1.1. Ethanolysis of triglycerides 
 
 Ethanol has a slightly higher critical temperature but almost 20 bars lower critical 
pressure than methanol. Since the molecular structures of ethanol and methanol differ only by 
one methyl group, there is no substantial difference between the chemical and physical 
properties of these alcohols. Lower alcohols have been investigated as the source of alcohol 
for production of biodiesel under supercritical conditions [253-256] and it was found that the 
reactivity of alcohol decreases when ethanol is used. By using ethanol in the reaction of 
vegetable oil alcoholysis, it is possible to obtain the FAEE yield higher than 90 mass%, but 
the necessary time for this level of conversion is three times longer than in the case of 
methanol. It is obvious that much lower reaction rates are obtained at subcritical conditions of 
alcohol [255, Fig. 2 and 11, Fig.3] while the reaction rate could be gradually increased as 
either pressure or temperature rises. Moreover the increase of reaction temperature and 
pressure, especially to and above critical values for methanol or ethanol, results in a 
favourable influence on the yield of ester [255,256]. The effect of various process parameters 
on the yield of FAEE was studied by several researchers [257,258,255-261]. The process 
parameters studied, are shown in Table 29.  The yield of FAEE or conversion of vegetable oil 
during methanolysis or ethanolysis of vegetable oil depends also on the type of vegetable oil. 
The application of saturated vegetable oils resulted in the higher yield of ester product. The 
optimum process conditions for ethanolysis of vegetable oils producing FAEE, with 90-95 
mass% yields, were determined as: temperature in the vicinity of 300 oC, reaction time of 
approximately 30 min and high molar ratio of ethanol to oil (40:1), as can be seen in Table 
29.  
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Table 29. Review of process parameters used for ethanolysis of vegetable oil under 
supercritical conditions and production of FAEE 
Optimum reaction conditions 











Warabi et al. 2004 [257] Rapeseed  165* 300 45 42 99.0 
Madras et al., 2004 
[259] 
Sunflower  200 350 40 40 99.0 
Linseed 200 300 100 40 99.0 Varma and Madras. 
2005 [260] Castor 200 300 100 40 96.0 
Vieitez et al., 2008 [261] Soybean 200 350 42 40 77.5 
Demirbas. 2008 [255] Cottonseed 200 250 8 41 85.0 
Demirbas. 2009 [256] Linseed 200 250 8 41 88.0 
Gui et al., 2009 [257] Palm 295* 349 30 33 79.2 
Valle et all., 2010 [262] 
Fodder 
radish 
- 319 22 39 97.5 
* Calculated by the vapour pressure 
 
 The observed differences in reaction rates of triglycerides methanolysis and 
ethanolysis could be explained by the values of solubility parameters, defined as the square 
root of the cohesive energy density. Solubility parameters for ethanol, methanol and vegetable 
oils are available in standard handbooks [263]. Since the solubility parameter for methanol 
(29.7 MPa1/2) is higher than for ethanol (26.2 MPa1/2) and more similar to solubility parameter 
of oil (37.4 MPa1/2), the mutual solubility of oil in methanol and consequently conversions in 
methanol, are higher compared to those obtained in ethanol. Contact of reactants for the 
system alcohol – triglyceride certainly plays a crucial role in increasing reaction rate and it 
can be more quantitatively described by phase equilibrium at investigated pressures and 
temperatures. 
 Ethanolysis reaction proceeds in three consecutive steps and each of the steps is 
reversible reaction. Initial phase of the overall reaction is mainly resulting from the first step 
in which triglycerides are converted to diglycerides and fatty acid ethyl esters (FAEE). In the 
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intermediate phase diglycerides, unconverted triglycerides and small amount of 
monoglycerides are being converted to mainly monoglycerides, small amount of glycerol and 
FAEE. In the final stage, the remaining monoglycerides are converted to FAEE and glycerol. 
Based on the analogy with methanolysis of triglycerides [203] it can be concluded that 
pressure and temperature levels will influence different phase distribution scenarios with 
increasing conversion during reaction. Existence of vapour – liquid equilibrium or 
coexistence of one vapour and two liquid phases at certain p,T conditions will influence the 
reaction rate through local single phase concentrations, mass transfer of reactive species 
between the phases and reaction equilibrium (the magnitude of reversible reaction). 
Simplified kinetic analysis of the published experimental data shown in Table 29 
[257,258,255-261] was performed, assuming the first or second order reaction kinetics for 
overall reaction. The kinetic analysis for the first and second order irreversible reaction, 
conducted in a batch reactor, is shown in Figure 45 for several temperatures of interest for 
high pressure non-catalytic ethanolysis (200 – 400 oC).  
 
 
Figure 45. Analysis of the experimental data [257,260] using the pseudo first order (a) and 
second order (b) kinetic models 
 
 In Figure 45a the kinetic data are tested for irreversible first order kinetics in a batch 
reactor and in Figure 45b the same is shown for irreversible second order kinetics. In the 
initial phase of reaction at subcritical conditions of ethanol (200 oC at 200 bar), the mass 
transfer of reacting species plays a significant role in limitation of the overall reaction rate so 
the expected second order reaction kinetics turns into first order kinetics (first order kinetics at 
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200 oC in Figure 45a better fits the experimental data than second order kinetics shown in 
Figure 45b). This fact is confirmed by the molar ratio of oil to ethanol in oil rich phase (L2 in 
which the reaction takes place), which has a value of 1:2 at 200 oC (liquid phase composition 
data is shown in Figure 34). This excess of ethanol is less than required by the reaction 
stoichiometry and mass transfer of ethanol into L2 phase limits the overall reaction resulting 
in apparent first order kinetics. At 250 oC the oil to ethanol ratio in L2 phase is 1:16 (data 
shown in Figure 34) which provides sufficient excess of ethanol for the reaction. 
Consequently the first order kinetics can describe the experimental data due to more than 
fivefold excess of ethanol in L2. The second order kinetics are also in good agreement with 
experimental data at 250 oC since the mole balance equation used for second order kinetics 
contains local L2 ethanol to oil molar ratio – MEtOH.  At conditions of supercritical ethanol – 
triglycerides mixture (above 270 oC at 200 bar as predicted by the phase equilibrium model 
calculations, Figures 34 and 36), corresponding to the single reaction phase and the absence 
of mass transfer limitations, the pseudo first order reaction kinetic model is in better 
agreement with experimental data than second order kinetic model. This is the consequence of 
high ethanol to oil molar ratio at the beginning of reaction.  
 Due to relatively high ethanol to oil ratio used in the analysed kinetic experiments and 
increasing concentration of FAEE in the system, formation of a single fluid phase could be 
expected at higher triglycerides conversions [203]. Moreover, the increasing amount of 
monoglycerides, diglycerides and glycerol at higher conversions trigger the reversible 
reaction and the assumed model (irreversible first or second order) can not fit well the 
experimental data (data at 300 oC for 100 min in Figure 45). This trend occurs after 70% of 
total triglycerides conversion and corresponds to the appearance of the initial amount of 
glycerol in the system (Figure 45a and Figure 45b, and [203]). Similar deviations could have 
been observed at other temperatures if the higher conversion levels had been obtained in the 
analysed experiments (200 oC and 250 oC). This simplified kinetic analysis shows that it is not 
possible to describe such complex system by simple kinetic models and that the phase 
distribution and the phase composition play an important role in the overall reaction kinetics.  
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5.2.2. Simulation results of catalytic reaction system for diesel production 
 
 The complete results of all simulation performed with MatLab program based on 
developed mathematical model are summarised in following Tables. 
 
Table 30. Four component system: H2,CH4, C12, C18 
Kinetic data taken from Froment  
composition 1 2 3 4 5 6 
time 114(108) 78(72) 38(32) 30(24) 18(12) 6(0) 
To, K 606 605 602 602 601 600 
x (BT), % 100 100 100 100 100 100 
x (DBT1), % 99.65 99.52 99.32 99.49 99.37 99.29 
x (DBT2), % 84.09 83.75 93.45 95.22 92.21 89.56 
x (DBT3), % 100 100 100 100 100 100 
x (A1), % 33.66 28.63 9.69 9.57 8.68 8.13 
x (S), % 98.52 98.48 99.35 99.53 99.24 98.99 
dT 9 8.9 5.2 5.5 4 3.7 
 
Kinetic data taken from Froment – linear increase of reaction rate by 50% 
composition 1 2 3 4 5 6 
time 114(108) 78(72) 38(32) 30(24) 18(12) 6(0) 
To, K 606 605 602 602 601 600 
x (BT), % 100 100 100 100 100 100 
x (DBT1), % 99.66 99.48 99.32 99.49 99.37 99.29 
x (DBT2), % 92.29 91.80 95.76 96.98 95.18 93.67 
x (DBT3), % 100 100 100 100 100 100 
x (A1), % 33.80 27.23 9.71 9.59 8.69 8.15 
x (S), % 99.27 99.21 99.56 99.69 99.51 99.37 
dT 9.1 8.8 5.3 5.6 4 3.70 
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Table 31. Five component system: H2,CH4, C12, C16, C18 
Kinetic data taken from Froment  
composition 1 2 3 4 5 6 
time 114(108) 78(72) 38(32) 30(24) 18(12) 6(0) 
To, K 606 605 602 602 601 600 
x (BT), % 100 100 100 100 100 100 
x (DBT1), % 99.89 99.85 99.76 99.76 99.74 99.73 
x (DBT2), % 84.68 83.84 81.19 81.31 80.43 79.93 
x (DBT3), % 100 100 100 100 100 100 
x (A1), % 46.55 41.93 24.47 25.02 17.99 15.41 
x (S), % 98.59 98.51 98.27 98.28 98.19 98.15 
dT 11 11 7.6 7.9 4.7 4.4 
 
Kinetic data taken from Froment – linear increase of reaction rate by 50% 
composition 1 2 3 4 5 6 
time 114(108) 78(72) 38(32) 30(24) 18(12) 6(0) 
To, K 606 605 602 602 601 600 
x (BT), % 100 100 100 100 100 100 
x (DBT1), % 99.89 99.85 99.77 99.76 99.74 99.73 
x (DBT2), % 94.03 93.54 91.87 91.95 91.37 91.03 
x (DBT3), % 100 100 100 100 100 100 
x (A1), % 46.68 42.08 24.54 25.11 18.04 15.45 
x (S), % 99.45 99.40 99.24 99.25 99.19 99.16 
dT 11.1 11.1 7.6 7.9 4.8 4.4 
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Table 32. Seven component system: H2,CH4, C12, C16, C18, A1, A2 
Kinetic data taken from Froment  
composition 1 2 3 4 5 6 
time 114(108) 78(72) 38(32) 30(24) 18(12) 6(0) 
To, K 606 605 602 602 601 600 
x (BT), % 100 100 100 100 100 100 
x (DBT1), % 99.86 99.81 99.15 99.30 99.72 99.75 
x (DBT2), % 84.07 83.30 76.71 77.21 80.24 80.36 
x (DBT3), % 100 100 100 100 100 100 
x (A1), % 44.93 40.43 18.20 19.79 17.91 15.49 
x (S), % 98.54 98.46 97.81 97.87 98.18 98.19 
dT 10.8 10.9 6.8 7.3 4.7 4.4 
 
Kinetic data taken from Froment – linear increase of reaction rate by 50% 
composition 1 2 3 4 5 6 
time 114(108) 78(72) 38(32) 30(24) 18(12) 6(0) 
To, K 606 605 602 602 601 600 
x (BT), % 100 100 99.99999 100 100 100 
x (DBT1), % 99.87 99.82 99.16 99.36 99.73 99.75 
x (DBT2), % 93.60 93.14 87.67 88.74 91.24 91.32 
x (DBT3), % 100 100 100 100 100 100 
x (A1), % 45.05 40.58 18.29 20.24 17.96 15.53 
x (S), % 99.41 99.36 98.81 98.93 99.18 99.19 
dT 10.8 10.9 6.9 7.5 4.7 4.4 
 
 Model results were compared to data obtained during industrial test run performed in 
Refinery Pancevo. As explained previously the test was performed in industrial hydrotreating 
reactor. As shown in Figure 46 a) the agreement of model results and experimental 
conversion data is very good in all cases. It is important to stress that kinetic constant had to 
be increased by 50 % in order to achieve this very good correlation. This can attributed to 
higher inherent activity of the catalyst used in the test run than the activity of the catalyst used 
to develop kinetic equations. The best agreement was achieved when using five component 
system, or three components to describe middle distillates. Temperature rise in the reactor is 
shown in Figure 46 b) and it shows that five component system and seven component system 
agree well with measured data. Results obtained with four component system are predicting 
temperature rise with far worse accuracy. 
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Figure 46. Validation of model results  
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5.2.2.1. Temperature difference along the reactor – kinetic data by Froment 
Mixture 1 (To=606K) Mixture 2(To=605K) 
Mixture 3(To=602K) Mixture 4(To=602K) 
Mixture 5(To=601K) Mixture 6(To=600K) 
 
Figure 47. Temperature along the reactor catalyst bed 
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Temperature distribution in the reactor catalyst bed is shown in Figure 47. It can be 
observed that temperature raises abruptly in the entry sections of the reactor. This is less 
pronounced for higher inlet temperatures which correspond to higher inlet fraction of Light 
Cycle Oil during the run. This type of behaviour is expected since higher fraction of LCO 
means that inlet concentrations of diaromatic compounds are higher which leads to higher 
conversion of diaromatics and higher heat generation (due to exothermic reaction). 
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5.2.2.2. Catalyst wetting efficiency 
 
Mixture 1 (To=606K) Mixture 2(To=605K) 
 
Mixture 3(To=602K) Mixture 4(To=602K) 
 
Mixture 5(To=601K) Mixture 6(To=600K) 
 
Figure 48. Catalyst wetting efficiency along the reactor catalyst bed 
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Distribution of the catalyst wetting efficiency in the reactor catalyst bed is shown in Figure 
48. It can be observed that lower inlet temperature results in the absence of catalyst wetting 
due to evaporation of middle distillates. This is the case for five and seven component 
systems, while in the case of four component system a considerable fraction of the catalyst is 
wetted (around 40 %). Increasing inlet temperatures appear to increase wetting for seven 
component system. Although this seems contrary to the expectations it is consistent with the 
type of pseudo component used in seven component system. Those additional two 
components are aromatics with higher boiling points and they enter the reactor at higher inlet 
tempeatures (they are not present at inlet temperatures of 600 and 601 K). This can be seen in 
Table 14 on page 87 where one can observe twofold increase of monoaromatics quantity and 
threefold increase of diaromatics quantity. There is certain small influence of this type of 
behaviour of seven component system on the conversion since inlet temperatures of 602 K 
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5.2.2.3. The conversion of different type of sulphur compounds and aromatic components 










Seven component system 
 
Mixture 1(To=606K) Mixture 6(To=600K) 
Figure 49. Conversion of different classes of sulphur compounds and aromatic compounds 
along the reactor catalyst bed 
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Conversion results shown in Figure 49 indicate that all sulphur compounds react 
readily, except DBT2 which is known to be difficult to desulphurise. This is of course 
expected since kinetic equations should lead to this result. Small differences can be seen when 
different numer of pseudo components have been used. This is particularly the case for DBT2 
and diaromatic compounds.  
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5.2.2.4. Total sulphur conversion  
Four – component system 
 
Five – component system 
 
Seven – component system 
 
Figure 50. Overall sulphur conversion along the reactor catalyst bed 
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Conversion results shown in Figure 50 are expected and they indicate slightly lower 
conversion for mixture 3 in case of seven component system. This is similar to the 
observation shown previously and is probably the consequence of small deviations in inlet 
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6. CONCLUSION  
  
Multiphase non-catalytic and catalytic reaction processes are key elements for 
production of renewable and mineral diesel fuels. Although there are numerous theoretical 
investigations of multiphase reaction processes in the literature, this thesis is one of the few 
attempts to develop accurate and theoretically correct mathematical models of these 
processes, which could serve for reliable engineering analysis and optimization of diesel fuel 
production. The mathematical models presented here are deterministic models mainly because 
they can enable reliable extrapolation of analysis to a broader range of process operating 
conditions. By doing so, the user can perform reliable simulations and different 
technologiacal scenarios of relevance for diesel production and processing. 
Renewable diesel (fatty acid methyl ester, known as FAME biodiesel) production, or 
FAME biodiesel synthesis, can be performed using catalytic and non-catalytic process. In this 
thesis mathematical modeling was performed on non-catalytic process under elevated 
pressure and temperature. The model was developed on the starting hypothesis, which was 
previously observed experimentally, that the comples parallel – consecutive reversible 
reaction proceeds in the system which is essentially consisted of several phases. Phase 
equilibrium data were previously obtained using a high pressure view cell followed by GC 
analysis of the collected samples. The simulation of phase distribution using RK-Aspen 
equation of state correlated well the experimental data of a phase and component distribution 
for the investigated complex system. The results also indicate that the phase equilibrium of 
the system plays an important role in the reaction mechanism and kinetics of the non-catalytic 
synthesis of biodiesel under conditions of high pressure and temperature. Simulation of phase 
distribution results confirm that the rate of triglycerides transesterification, or overall reaction 
rate, depends strongly on the oil to ethanol or methanol ratio in the oil rich phase 
(corresponding to the two phase system below 270 oC at 200 bar). The reversible reaction 
extent increases if one phase system exists at the end of reaction, thereby decreasing the 
overall reaction rate. 
The parameter estimation procedures were applied to the determination of kinetic 
parameters of non-catalytic fatty acids methyl esters (FAME) synthesis under elevated 
pressure. Experimental data used for modeling and parameter estimation were obtained 
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previously using mechanically agitated batch reactor of constant volume at 150 °C and 1.1 
MPa and 210 °C and 4.5 MPa. The kinetic model used in this study consisted of three 
consecutive and parallel reversible reactions of second order. The kinetic constants for 
forward and reverse reaction steps were obtained by three different types of numerical 
optimisation methods: Simulated Annealing (SA), lsqcurvefit with Levenberg–Marquardt 
algorithm (LM) and Genetic Algorithm (GA). The proposed kinetic model and kinetic 
parameters determined by the GA method, with the inclusion of mass transfer limitations, 
fitted well the experimental data. Predictions of triglycerides conversion and FAME yield 
were very good as well as the predicted concentrations of intermediates (mono- and 
diglycerides). The activation energies of forward reactions are in very good agreement with 
values obtained by molecular orbital calculations.  
Processing of petroleum middle distillate fractions is very important aspect of 
refineries processing crude oil. Several processes are used to produce diesel fuel and one of 
those is middle distillates hydrotreating. This reaction process priceeds in three phase system, 
reactants are present in liquid and vaour phase and the reaction takes place on the surface of 
solid catalyst. The model developed in this thesis focuses on phase equilibrium of reacting 
phases and the influence of phase compositions on the overall process performance. The 
developed model is a heterogeneous one-dimensional model and consists of differential 
equations of mass and heat balance and kinetics equations for the main reactions occurring in 
the hydrotreating process. Kinetic parameters were established by Froment et al. (1994) and 
model equations were solved using software package MATLAB 7.1. Effects of mass transfer 
were also incorporated in this model through catalyst effectiveness and effective catalyst 
wetting. Model validation was performed using data from industrial test run conducted under 
pressure of 40 bar in the catalytic reactor with two layers of conventional Co-Mo/γ-Al2O3 
catalyst. Due to the complex physical-chemical phenomena taking place in trickle bed 
reactors, their mathematical description leads to a system of differentrial equations. 
The deterministic model developed in this thesis showed very good agreement with 
measured data during industrial test run. Temperature difference in the adiabatic reactor was 
predicted with high accuracy. Oveall sulphur conversion results have shown slight 
underestimate of the achieved conversions and this can be attributed to difference in catalytic 
material between the test run catalyst and the one used to develop kinetic equations. The best 
agreement with experimental data was achieved when middle distillates were represented with 
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three or five pseudo – components. Only two pseudo components were found to be 
insufficient for accurate predictions. Vapor – liquid equilibrium in the catalyst bed was found 
to play important role in establishing overall reaction conditions due to partial wetting of the 
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C = concentration (kmol dm−3) 
EA = activation energy (kJ kmol−1) 
K = equilibrium constant 
k = kinetic constant of reaction (kmol dm−3 s−1) 
P = pressure (MPa or bar) 
T = temperature (oC or K) 
t = time (minute or second) 
V = volume (dm3) 
To = inlet temperature [K] 
ρV = density for vapour faze [kmol/m3] 
ρL = density for liquid faze [kmol/m3] 
Ki = phase equilibrium constant of component i 
FL/ FV = the ratio of total flow of liquid and vapor phases 
zi = mole fraction of component i (total) 
xi = mole fraction of component i in liquid phase 
yi = mole fraction of component i in vapour phase 
FiV = molar flow rate of component i in vapour phase [kmol/h] 
FiL =  molar flow rate of component i in liquid phase [kmol/h] 
FtotV = total molar flow rate of gas phase [kmol/h] 
FtotL = total molar flow rate of liquid phase [kmol/h] 
wV = total volume flow of vapour phase [m3/h] 
w|L = total volume flow of liquid phase [m3/h] 
Cpi= heat capasity of component i [kJ/mol/K] 
ρp = density of the catalyst pellet [kg/m3] 
R = universal gas constant [kJ/kmol/K] 
µL = liquid viscosity [Pas] 
µV = gas viscosity 
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ε = porosity of the catalyst 
dp = equivalent particle diameter [m] 
dr = reactor diameter [m] 
ΔP = pressure drop [Pa/m] 
Ap = cross section area [m2] 
UL = superficial velocity of the liquid phase [m/s] 
UV = superficial velocity of the vapour phase [m/s] 
g = gravitational acceleration [m/s2] 
ReL = Reynolds number for liquid phase 
ReV = Reynolds number for vapour phase 
GaL = Galileo number 
f = catalyst wetting efficiency 
CjV = molar concentration of component j in liquid phase 
CjV = molar concentration of component j in vapour phase 
ri, HDSV = reaction rate in vapour phase for hydrodesulfurization of component i [kmol/kgcat/h] 
ri,HDSL = reaction rate in liquid phase for hydrodesulfurization component i [kmol/kgcat/h] 
ri, ARMV = reaction rate in vapour phase for hydrodearomatization of component i 
[kmol/kgcat/h] 
ri,ARML = reaction rate in liquid phase for hydrodearomatization component i [kmol/kgcat/h] 
kj,σ = kinetic parameter for component j, [kmol/kgcat/h] 
kj,τ = kinetic parameter for component j, [kmol/kgcat/h] 
Kj,σ = kinetic parameter for component j, [m3/kmol] 
Kj,τ = kinetic parameter for component j, [m3/kmol] 
σ = with respect to the hydrogenolysis function 




TG  triglycerides 
DG  diglycerides  
MG  monoglycerides  
FAME  fatty acid methyl esters 
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FAEE   fatty acid ethyl esters 
MeOH  methanol 
EtOH  ethanol 




n1  n=1,2,3, index for the forward reaction 
n2  n=1,2,3, index for the reverse reaction 
 
 
i = component index (BT, DBT1, DBT2, DBT3, A1, A2, H2, H2S) 
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