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Abstract—Style transfer describes the rendering of an image’s
semantic content as different artistic styles. Recently, generative
adversarial networks (GANs) have emerged as an effective
approach in style transfer by adversarially training the generator
to synthesize convincing counterfeits. However, traditional GAN
suffers from the mode collapse issue, resulting in unstable
training and making style transfer quality difficult to guarantee.
In addition, the GAN generator is only compatible with one
style, so a series of GANs must be trained to provide users
with choices to transfer more than one kind of style. In this
paper, we focus on tackling these challenges and limitations to
improve style transfer. We propose adversarial gated networks
(Gated-GAN) to transfer multiple styles in a single model. The
generative networks have three modules: an encoder, a gated
transformer, and a decoder. Different styles can be achieved by
passing input images through different branches of the gated
transformer. To stabilize training, the encoder and decoder are
combined as an auto-encoder to reconstruct the input images.
The discriminative networks are used to distinguish whether
the input image is a stylized or genuine image. An auxiliary
classifier is used to recognize the style categories of transferred
images, thereby helping the generative networks generate images
in multiple styles. In addition, Gated-GAN makes it possible to
explore a new style by investigating styles learned from artists
or genres. Our extensive experiments demonstrate the stability
and effectiveness of the proposed model for multi-style transfer.
Index Terms—Multi-Style Transfer, Adversarial Generative
Networks.
I. INTRODUCTION
STYLE transfer refers to redrawing an image by imitat-ing another artistic style. Specifically, given a reference
style, one can make the input image look like it has been
redrawn with a different stroke, perceptual representation,
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color scheme, or that it has been retouched using a different
artistic interpretation. Manually transferring the image style by
a professional artist usually takes considerable time. However,
style transfer is a valuable technique with many practical
applications, for example quickly creating cartoon scenes
from landscapes or city photographs and providing amateur
artists with guidelines for painting. Therefore, optimizing style
transfer is a valuable pursuit.
Style transfer, as an extension of texture transfer, has a rich
history. Texture transfer aims to render an object with the
texture extracted from a different object [1], [2], [3], [4]. In
the early days, texture transfer used low-level visual features
of target images, while the latest style transfer approaches are
based on semantic features derived from pre-trained convo-
lutional neural networks (CNNs). Gatys et al. [5] introduced
the neural style transfer algorithm to separate natural image
content and style to produce new images by combining the
content of an arbitrary photograph with the styles of numerous
well-known works of art. A number of variants emerged to
improve the speed, flexibility, and quality of style transfer.
Johnson et al. [6] and Ulyanov et al. [7] accelerated style
transfer by using feedforward networks, while Chen et al.
[8], Li et al. [9] and Odena et al. [10] achieved multi-style
transfer by extracting each style from a single image. Ulyanov
et al. [11] and Luan et al. [12] enhanced the quality of style
transfer by investigating instance normalization in feedforward
networks [7].
CNN-based style transfer methods can now produce high-
quality imitative images. However, these methods focus on
transferring the original image to the style provided by another
style image (typically a painting). In contrast, collection style
transfer aims to stylize a photograph by mimicking an artist’s
or genre’s style. In practice, when a user takes a picture of a
beautiful landscape, he might hope to re-render it on canvas
such that it appears to have been painted by an artist, e.g.,
Monet, or in the style of a famous animation, e.g., Your Name.
Given an in-depth understanding of an artist’s collection of
paintings, it is possible to imagine how the artist might render
the scene.
With this in mind, generative adversarial networks (GANs)
[13] can be applied to learn the distribution of an artist’s
paintings. GANs are a framework in which two neural net-
works compete with each other: a generative network and
a discriminative network. The generative and discriminative
networks are simultaneously optimized in a two-player game,
where the discriminative networks aim to determine whether
or not the input is painted by the artist, while the generative
networks learn to generate images to fool the discriminative
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2networks. However, the GAN training procedure is unstable.
In particular, without paired training samples, the original
GANs cannot guarantee that the output imitations contain the
same semantic information as that of the input images. Cycle-
GAN [14], DiscoGAN [15], DualGAN [16] proposed cycle-
consistent adversarial networks to address the unpaired image-
to-image translation problem. They simultaneously trained two
pairs of generative networks and discriminative networks, one
to produce imitative paintings and the other to transform the
imitation back to the original photograph and pursue cycle
consistency.
Considering the wide application of style transfer on mo-
bile devices, space-saving is an important algorithm design
consideration. Methods of CycleGAN [14], DiscoGAN [15],
DualGAN [16] could only transfer one style per network. In
this work, we propose a gated transformer module to achieve
multi-collection style transfer in a single network. Moreover,
previous methods adopted cycle-consistent loss requires an
additional network that converts the stylized image into the
original one. With the increase of the number of transferred
style, the training algorithm will become complicated if we
adopt cycle-consistent loss. Also, style transfer is actually a
one-sided translation problem, which does not expect style
images to be transformed to content images. In our method,
we adopt encoder-decoder subnetwork and an auto-encoder
reconstruction loss to guarantee that the outputs have the
consistent semantic information with the content images. With
auto-encoder reconstruction loss, our algorithm achieves one-
sided mapping, which needs less parameters and can be easily
generalized for multiple styles.
The proposed adversarial gated networks (Gated-GAN) re-
alize the transfer of multiple artist or genre styles in a single
network (see Figure 1). Different to the conventional encoder-
decoder architectures in [6], [17], [14], we additionally con-
sider a gated-transformer network between the encoder and
decoder consisting of multiple gates, each corresponding to
one style. The gate controls which transformer is connected
to the model so that users can switch gate to choose between
different styles. If the gated transformer is skipped, the encoder
and decoder are trained as an auto-encoder to preserve seman-
tic consistency between input images and their reconstructions.
At the same time, the mode collapse issue is avoided and the
training procedure is stabilized. The gated transformer also
facilitates generating new styles through weighted connections
between the transformer branches. Our discriminative network
architecture has two components: the first to distinguish syn-
thesized images from genuine images, and the other to identify
the specific styles of these images. Experiments demonstrate
that our adversarial gated networks successfully achieve multi-
collection style transfer with a quality that is better or at least
comparable to existing methods.
The remainder of this paper is organized as follows. In
Section 2, we summarize related work. The proposed method
is detailed in Section 3. The results of experiments using the
proposed method and comparisons with existing methods are
reported in Section 4. We conclude in Section 5.
II. RELATED WORK
In this section, we introduce related style transfer works.
We classify style transfer methods into four categories: tex-
ture synthesis-based methods, optimization-based methods,
feedforward network-based methods, and adversarial network-
based methods.
A. Traditional Texture Transfer Method
Style transfer is an extension of texture transfer, the goal
of the latter being to render an object with a texture taken
from a different object [1], [2], [3], [4]. Most previous texture
transfer algorithms rely on texture synthesis methods and
low-level image features to preserve target image structure.
Texture synthesis is the process of algorithmically constructing
an unlimited number of images from a texture sample. The
generated images are perceived by humans to be of the same
texture but not exactly like the original images. A large range
of powerful parametric and non-parametric algorithms exist
to synthesize photo-realistic natural texture [18], [19], [20].
Based on texture synthesis, [21] and [22] used segmentation
and patch matching to preserve information content. However,
the texture transfer methods use only low-level target image
features to inform texture transfer and take a long time to
migrate a style from one image to another.
B. Optimization-based Methods
The success of deep CNNs for image classification [23],
[24] prompted many scientists and engineers to visualize fea-
tures from a CNN [25]. DeepDream [24] was initially invented
to help visualize what a deep neural network sees when given
an image. Later, the algorithm became a technique to generate
artworks in new psychedelic and abstract forms. Based on
image representations derived from pre-trained CNNs, Gatys
et al. [5] introduced a neural style transfer algorithm to
separate and recombine image content and style. This approach
has since been improved in various follow-up papers. Li et al.
[26] studied patch-based style transfer by combining genera-
tive Markov random field (MRF) models and the pre-trained
CNNs. Selim et al. [27] extended this idea to head portrait
painting transfer by imposing novel spatial constraints to avoid
facial deformations. Luan et al. [12] studied photorealistic
style transfer by assuming the input to output transformation
was locally affine in color space. Optimization-based methods
can produce high quality results but they are computationally
expensive, since each optimization step requires a forward and
backward pass through the pre-trained network.
C. Feedforward Networks-based Methods
Feedforward network-based methods accelerates the opti-
mization procedure, which first iteratively optimizes a gener-
ative model and produces the styled image through a single
forward pass. Johnson et al. [6] and Ulyanov et al. [7] trained
a feedforward network to quickly produce similar outputs.
Based on [7], Ulyanov et al. [11] then proposed to maximize
quality and diversity by replacing the batch normalization
module with instance normalization. After that, several works
3Inputs Monet Van Gogh Cezanne Ukiyo-e
Fig. 1. Gated-GAN for multi-collection style transfer. The images are produced from a single model with a shared encoder and decoder are shared. Styles
are controlled by switching different gated-transformer module. From left to right: original images, transferred images in Monet style, transferred images in
Van Gogh’s style, transferred images in Cezanne’s style, transferred images in Ukiyoe-e’s style.
explored multi-style transfer in a single network. Dumoulin
et al. [28] proposed conditional instance normalization, which
specialized scaling and shifting parameters after normalization
to each specific texture and allowed the style transfer network
to learn multiple styles. Huang et al. [29] introduced an
adaptive instance normalization (AdaIN) layer that adjusted
the mean and variance of the content input to match those of
the style input. [8] introduced StyleBank, which was composed
of multiple convolutional filter banks integrated in an auto-
encoder, with each filter bank an explicit representation for
style transfer. [9] took a noise vector and a selection unit
as input to generate diverse image styles. Although adopting
different methods to achieve multi-style transfer, they all
explicitly extracted style presentations from style images based
on the Gram matrix [5]. Gram matrix based methods could do
collection style transfer if they use several images as style.
Though those methods are designed to transfer the style of
a single image, they could also transfer the style of several
images by averaging their Gram matrix statistics of pretrained
deep features. On the other hand, our methods learns to
output samples in the distribution of the style of a collection.
[30] achieved universal style transfer, by applying the style
characteristics from a style image to content images in a style-
agnostic manner. By whitening and coloring transformation,
the feature covariance of content images could exhibit the
same style statistical characteristics as the style images. In
contrast, we are interested in the multi-collection style transfer
problem. In contrast, we are interested in the multi-collection
style transfer problem. A single image is difficult to compre-
hensively represent the style of an artist, and thus we study
multi-collection style transfer to abstract the style of an artist
from a collection of images.
D. Adversarial Network-based Methods
GANs [13] represent a generative method using two net-
works, one as a discriminator and the other as a generator,
to iteratively improve the model by a minimax game. Chuan
et al. [31] proposed Markovian GANs for texture synthesis
and style transfer, addressing the efficiency issue inherent in
MRF-CNN-based style transfer [26]. Spatial GAN (SGAN)
[32] successfully achieved data-driven texture synthesis based
on GANs. PSGAN [33] improved Spatial GAN to learn
periodical textures by extending the structure of the input noise
distribution.
By adopting adversarial loss, many works have generated
realistic images for conditional image generation, e.g., frame
prediction [34], image super-resolution [35] and image-to-
image translation [36]. However, these approaches often re-
quire paired images as input, which are expensive and hard to
obtain in practice. Several studies have been conducted investi-
gating domain transfer in the absence of paired images. [15],
[16], [14] independently reported the similar idea of cycle-
consistent loss to transform the image from the source domain
to the target domain and then back to the original image.
Taigman et al. [37] proposed Domain Transfer Network, which
employed a compound loss function, including an adversarial
loss and constancy loss, to transfer a sample in one domain
to an analog sample in another domain.
In contrast, some works have generated different image
types from noise in a single generative network. One strategy
4was to supply both the generator and discriminator with class
labels to produce class-conditional samples [38]. Another was
to modify the discriminator to contain an auxiliary decoder
network to output the class label for the training data [39],
[40] or a subset of the latent variables from which the samples
were generated [41]. AC-GAN [10] added auxiliary multi-
class category loss to supervise the discriminator, which was
used to generate multiple object types. Our work is different
in that it focuses on exploring migrating different styles to
content images.
III. PROPOSED ALGORITHM
We first consider the collection style transfer problem. We
have two sets of unpaired training samples: one set of input
images {xi}Ni=1 ∈ X and the target set of collections for artist
or genre {yi}Mi=1 ∈ Y . We aim to train a generative network
that generates images G(x) in the style of a target artist or
genre, and simultaneously we train a discriminative network D
to distinguish the transferred images G(x) from the real style
image y. The generative network implicitly learns the target
style from adversarial loss, aiming to fool the discriminator.
The whole framework has three modules: an encoder, a gated-
transformer and a decoder. The encoder consists of a series
of convolutional layers that transform input image into feature
space Enc(x). After the encoder, a series of residual networks
[42] become the transformer: T (·). The input of residual layer
in gated function T is the feature maps from the last layer
of encoder module Enc(x). The output of the gated function
is the activations T (Enc(x)). Then, a series of fractionally-
strided convolutional networks decode the transformed feature
into output images G(x) = Dec(T (Enc(x))). To stabilize
training, we introduce the auto-encoder reconstruction loss.
We introduce the gated transformer module to integrate mul-
tiple styles within a single generated network. The network
architecture is shown in Figure 2, and the overall architecture
is called the adversarial gated network (Gated-GAN).
A. Adversarial Network for Style Transfer
To learn a style from the target domain Y , we apply
adversarial loss [13], which simultaneously trains G and D
as the two-player minimax game with loss function L(G,D).
The generator G tries to generate an image G(x) that looks
similar in style to target domain Y , while the discriminator
D aims to distinguish between them. Specifically, we train
D to maximize the probability of assigning the correct label
to target image y and transferred image G(x), meanwhile
training G to minimize the probability of the discriminator
assigning the correct label to transferred image G(x). The
original generative adversarial value function is expressed as
follows:
min
G
max
D
V (G,D) =Ey∈Y [logD(y)]
+Ex∈X [log(1−D(G(x)))] .
(1)
We employ the least squares loss (LSGAN) as explored
in [43], which provides a smooth and non-saturating gradient
in the discriminator D. The adversarial loss LGAN (G,D)
becomes:
LGAN (G,D) = Ey∈Y
[
(D(y)− 1)2]+ Ex∈X [D(G(x))2] . (2)
B. Auto-encoder Reconstruction Loss for Training Stabiliza-
tion
The original GAN framework is known to be unstable, as
it must train two neural networks with competing goals. [14]
pointed out that one reason for instability is that there exist
non-unique solutions when the generator learns the mapping
function. Due to unpaired training samples, the same set of
input images can be mapped to any random permutation
of images in the target domain. To reduce the space of
possible mapping functions, we introduce the auto-encoder
reconstruction loss. In our model, the auto-encoder is obtained
by directly connecting the encoder and decoder modules. That
is, the network is encouraged to produce output Dec(Enc(x))
identical to input image x after learning the representation
(encoding: Enc(x)) for the input data. We define the L1
loss between the reconstructed output and input as the auto-
encoder reconstruction loss:
LR = Ex∈X [||Dec(Enc(x))− x||1] . (3)
Mode collapse is a common problem in vanilla GAN [44],
where all input images might be mapped to the same output
image, and the optimization fails to make progress. In col-
lection style transfer, if the networks trained with adversarial
loss alone have sufficient capacity, content images would be
mapped to an arbitrary output as long as it matches the
target style. The proposed encoder-decoder subnetwork aims
to reconstruct input images, so that structures of the output
are expected to be consistent with the input image, which
guarantees diversity of the output along with different inputs.
C. Adversarial Gated Network for Multi-Collection Style
Transfer
1) Gated Generated Network: In multi-collection style
transfer, we have a set of input images {xi}Ni=1 ∈ X and
collections of paintings Y = {Y1, Y2, ..., YK}, where K
denotes number of collections. In each collection, we have
Mc numbers of images {yi}Mci=1 ∈ Yc, where c indicates the
index of collection. The proposed gated generative network
aims to output images G(x, c) by assigning specific style c.
Specifically, the gated-transformer (red blocks in Figure 2)
transforms the input from encoded space into different styles
by switching trigger to different branches:
G (x, c) = Dec (T (Enc(x), c)) . (4)
In each branch, we employ the residual network as the transfer
module. The encoder and decoder are shared by different
styles, so the network only has to save the extra transformer
module parameters for each style.
5Fig. 2. Architecture of the proposed adversarial gated networks: a generative network and a discriminative network. The generative network consists of three
modules: an encoder, a gated transformer, and a decoder. Images are generated to different styles through branches in the gated transformer module. The
discriminative network uses adversarial loss to distinguish between stylized and real images. An auxiliary classifier supervises the discriminative network to
classify the style categories.
2) Auxiliary Classifier for Multiple Styles: If we only use
the adversarial loss, the model tends to confuse and mix
multiples styles together. Therefore, we need a supervision to
separate categories of styles. One solution is to adopt Label-
GAN [40]. [40] generalized binary discriminator to multi-class
case with its associated class label c ∈ {1, · · · ,K}, and the
(K + 1)-th label corresponds to the generated samples. The
objective functions are defined as:
LlabG = Ex∈X [H ([1, 0], [Dr (G(x)) , DK+1 (G(x))])] , (5)
LlabD = E(y,c)∈Y [H(v(c), D(y)] + Ex∈X [H(v(K + 1), D(G(x))] (6)
where denotes the probability of the sample x to have the i-
th style. D(x) = [D1(x), D2(x), · · · , DK+1(x)] and v(c) =
[v1(c), , vK+1(c)] with vi(c) = 0 if i 6= c and vi(c) = 1 if i =
c. H is the cross-entropy, defined as H(p, q) = −∑i pi log qi.
In LabelGAN, the generator gets its gradients from the K
specific real class logits in discriminator and tends to refine
each sample towards being one of the classes. However,
LabelGAN actually suffers from the overlaid-gradient problem
[45]: all real class logits are encouraged at the same time.
Though it tends to make each sample be one of these classes
during the training, the gradient of each sample is a weighted
averaging over multiple label predictors.
In our method, an auxiliary classifier (denoted as C) is
added in the consideration of leveraging the side information
directly:
LGatedG = λCLSEx∈X [H(u(c), C(G(x, c))] + LGAN (7)
where u(·) is the vectorizing operator that is similar to v(·)
but defined with K classes, and C(G(x, c)) is the probability
distribution over K real classes given by the auxiliary classi-
fier. LGAN indicates the adversarial loss (in Equation 2) that
encourages to generate realistic images. In the first term of
Equation 7, we optimize entropy to make each sample have
a high confidence of being one of the classes, so that the
overlaid-gradient problem can be overcome. The loss can be
written in the form of log-likelihood:
min
C
LCLS(C) = −E(y,c)∈Y {logC(Style = c|y)} . (8)
The classifier C is encouraged to correctly predict the log-
likelihood of the correct class given real images. Meanwhile,
the generator aims to generate images that can be correctly
recognized by classifier:
min
G
LCLS(G) = −Ex∈X {logC(Style = c|G(x, c))} . (9)
In practice, the classifier shares low-level convolutional layers
with the discriminator, but they have exclusive fully connected
layers to output the conditional distribution.
IV. IMPLEMENTATION
1) Network Configuration: Our generative network archi-
tecture contains two stride-2 convolutions (encoder), one gated
residual blocks (gated-transfer), five residual blocks, and two
fractionally-convolutions with 12 stride (decoder). Instance nor-
malization [40] is used after the convolutional layers. Details
are provided in Table I.
For the discriminators and classifiers, we adapt the Marko-
vian Patch-GAN architecture [31], [36], [14], [16]. Instead
of operating over the full images, the discriminators and
classifiers distinguish overlapping patches, sampling from the
real and generated images. By doing so, the discriminators and
classifiers focus on local high-frequency features like texture
and style and ignore the global image structure. The patch size
is set to 70×70. In addition, PatchGAN has fewer parameters
and can be applied to any size of input.
2) Training Strategy: To smooth the generated image
G(x, c), we make use of the total variation loss [6], [46],
[47], denoted by LTV :
LTV =
∑
i,j
[
(G(x)i,j+1 −G(x)i,j)2 + (G(x)i+1,j −G(x)i,j)2
] 1
2
(10)
where i ∈ (0, · · · , H − 1) and j ∈ (0, · · · ,W − 1) and G(x)
is the generated image whose dimension is H ×W . The full
objective of the generator is minimizing the loss function:
L(G) = LGAN + λCLSLCLS + λTV LTV (11)
where λCLS and λTV are parameters that control relative
importance of their corresponding loss functions. Alterna-
tively, we train an auto-encoder by minimizing the weighted
reconstruction loss in Equation 3: λRLR. The discriminator
maximizes the prediction of real images and generated images
L(D) = LGAN , while the classifier in Equation 8 maximizes
the prediction of collections from different artists or genres.
6TABLE I
GENRATIVE NETWORK OF GATED-GAN
Operation Kernel size Stride Feature maps Normalization Nonlinearity
Encoder
Convolution 7 1 32 Instance Normalization ReLU
Convolution 3 2 64 Instance Normalization ReLU
Convolution 3 2 128 Instance Normalization ReLU
Gated-transformer Residual block 128 Instance Normalization ReLU
Decoder
Residual block 128 Instance Normalization ReLU
Residual block 128 Instance Normalization ReLU
Residual block 128 Instance Normalization ReLU
Residual block 128 Instance Normalization ReLU
Residual block 128 Instance Normalization ReLU
Fractional-convolution 3 1/2 64 Instance Normalization ReLU
Fractional-convolution 3 1/2 32 Instance Normalization ReLU
Convolution 7 1 3 - tanh
For all experiments, we set λCLS = 1, λR = 10, and
λTV = 10
−6. The networks are trained with a learning rate
of 0.0002, using the Adam solver [48] with batch size of 1.
The input image is 128×128. The training samples are first
scaled to 143 × 143, and then randomly flipped and cropped
to 128 × 128. We train our model with input size of 128
× 128 based on two reasons. First, randomly cropping raw
input could augment the number of training set. Secondly, a
relatively smaller size of image decreases the computational
cost, so that speeds up training procedure. In test phase, We
test images with their original resolution to receive a clearer
exhibition in the paper.
To stabilize training, we update the discriminative networks
using a history of transferred images rather than the ones
produced by the latest generative network [49]. Specifically,
we maintain an image buffer that stores 50 previously gen-
erated images. At each iteration of discriminator training, we
compute the discriminator loss function by sampling images
from the buffer. The training process is shown in Algorithm
1. θEnc denotes the parameter of encoder module and θDec
denotes the parameters of decoder module. In practice, Kg
and Kd are set to 1.
V. EXPERIMENTS
In this section, we evaluate the effectiveness, stability, and
functionality of the proposed model. We first introduce a
quantitative assessment of image quality. Then, we set up a
texture synthesis experiment and visualize the filters in the
gated transformer branches. Lastly, we train the model for
multiple style transfer and compare results with state-of-the-
art algorithms.
A. Assessment of Image Quality
We used FID score [50] to quantitatively evaluate the
quality of results. FID score measures the distance between
the generated distribution and the real distribution. To this
end, the generated samples are first embedded into a feature
space given by (a specific layer) of Inception Net. Then, taking
the embedding layer as a continuous multi-variate Gaussian,
the mean and covariance are estimated for both the generated
data and the real data. The Frchet distance between these two
Algorithm 1 Adversarial training of gated network G.
Require: The set of training sample {xi}Ni=1 ∈ X , The set
of style images with category {yi, ci} ∈ Y , number of
discriminator network updates per step Kd, number of
generative network updates per step Kg .
Ensure: Gated generative newtworks:
G = Dec(T (Enc(·), ·)).
1: for number of training iterations do
2: for Kd steps do
3: Sample minibatch of style images (yi, ci) and
training images xi.
4: Generate stylized image G(xi, ci) in Equation 4.
5: Update discriminator D and classifier C
∆θD ← ∇θDLGAN , ∆θC ← θD∇θCLCLS .
6: end for
7: for Kg steps do
8: Sample training images xi
9: Update generator G :
∆θG ← ∇θG(LGAN +λCLSLCLS +λCLC +λTV LTV ).
10: end for
11: Update encoder and decoder module θEnc, θDec:
∆θEnc,θDec ← ∇θEnc,θDec(λRLR).
12: end for
Gaussians is then used to quantify the quality of the samples,
i.e.,
FID(x, g) = ‖µx−µg‖22 +Tr(Σx + Σg − 2(ΣxΣg)
1
2 ) (12)
where (µx,Σx) and (µg,Σg) are the mean and covariance
of sample embeddings from the real data distribution and
generative model distribution, respectively. In our experiment,
we use paintings of artists as samples of real distribution and
stylized images as samples of generated distribution. That is
to say, we compute the FID between generated images and
authentic work of painting.
B. Texture synthesis
To explicitly understand the gated-transformer module in
the proposed Gated-GAN, we design an experiment to explore
what the gated-transformer learns. We use our Gated-GAN to
achieve synthesize texture, and visualize the gated-transformer
filters. For each style, the training set is a textured image.
7Fig. 3. Four cases of texture synthesis using Gated-GAN. For each case, the first column shows examples of texture, and the other three are synthesized
results given different samples of Gaussian noise as inputs.
Fig. 4. Visualization of learned features in the gated transformer of the generative networks. In each case, the left shows synthesized images and the right
shows the corresponding features.
The training samples are first scaled to 143 × 143, and then
randomly flipped and cropped to 128 × 128. The generative
network input is Gaussian noise. After adversarial training,
the generative network outputs realistic textured images (see
Figure 3).
To explore style representations learned from the gated-
transformer, we visualize the transformer filters in Figure 4.
The features are decoded by 3 × 3 × 128 tensors, where
only one of the 128 channels is activated by Gaussian noise.
They passed through different gated transformer filters but
the same decoder. Since the output of decoder contains three
channels (RGB channels), we are able to observe the colour
of output decoded from the learned feature. This reveals
that the transformer module learns style representations, e.g.,
color, stroke, etc. Another interpretation is that the transformer
module learns the bases or elements of styles. Generated
images can be viewed as linear combinations of these bases,
with coefficients learned from the encoder module.
C. Style Transfer
In this subsection, we present our results for generating
multiple styles of artists or genres using a single network.
Then, we compare our results with state-of-the-art image style
transfer and collection style transfer algorithms. The model
is trained to generate images in style of Monet, Van Gogh,
Cezanne, and Ukiyo-e, whose datasets are from [14]. Each
contains 1073, 400, 526, and 563 paintings, respectively.
1) Multi-Collection Style Transfer: Collection style transfer
mimics the style of artists or genres with respect to their
features, e.g., stroke, impasto, perspective frame usage, etc.
Figure 5 shows the results of collection style transfer using
our method. Original images are presented on the left, and the
generated images are on the right. For comparison, Monets
Fig. 5. Collection style transfer on Photo → Monet. From left to right:
input photos, Monets paintings picked from a similar landscape theme, and
our stylized images. The photo is transferred adaptively based on different
themes.
paintings depicting similar scenes are shown in the middle.
It can be seen that the styles of the generated images and
their corresponding paintings are similar. Although the themes
and colors of the two generated images are different, they
still appear similar to Monets authentic pieces. Our method
can clearly mimic the style of the artist for different scenes.
Figure 6 shows the results of applying the trained network
on evaluation images for Monets, Van Goghs, Cezannes, and
Ukiyo-es styles.
2) Comparison with Image Style Transfer: The image style
transfer algorithm [5] focuses on producing images that com-
bine the content of an arbitrary photograph and style of one or
many well-known artworks. This is achieved by minimizing
8Input Monet Van Gogh Cezanne Ukiyo-e
Fig. 6. A four-style transfer network is trained to capture the styles of Monet,
Van Gogh, Cezanne, and Ukiyo-e.
the mean-squared distance between the entries of the Gram
matrix from the style image and the Gram matrix of the image
to be generated. We note some recent works on multi-style
transfer [28], [8], [9], but these are all based on neural style
transfer [5]. Thus, we compare our results with [5].
For each content image, we use two representative artworks
as the reference style images. To generate images in the
style of the entire collection, the target style representation is
computed by the average Gram matrix of the target domain.
To compare this with our method, we use the collections of
artists artworks or a genre and compute the average style as
the target.
Figure 7 reports the difference of methods. We can see that
Gatys et al. [5] requires manually picking target style images
that closely match the desired output. If the entire collection is
used as target images, the transferred style is the average style
of the collections. In contrast, our algorithm outputs diverse
and reasonable images, each of which can be viewed as a
sample from the distribution of the artist’s style.
3) Comparison with Universal Style Transfer: [30] aims to
apply the style characteristics from a style image to content
images in a style-agnostic manner. By whitening and coloring
transformation, the feature covariance of content images could
exhibit the same style statistical characteristics as the style
images without requiring any style-specific training.
We compare images generated from the proposed algorithm
and those from [30]. The results are shown in Figure 8.
Given a picture with bushes and flowers (see Figure 8 (a)),
our method outputs what Monet might record this scenery
(see Figure 8 (d)), in which the style of painting bushes
and flowers is similar to Monets painting of “Flowers at
Vetheuil”. What if the content image is a cityscape? Our
method outputs images with foggy strokes (see Figure 8
(h)), since Monet produced a lot of cityscapes with fog in
London (e.g. “Charing Cross Bridge”). On the other hand,
[30] transfers images by following a particular style image.
Taking “Flowers at Vetheuil” as the style image, Figure 8 (g)
produced by [30] well inherits the style of Monets “Flowers at
Vetheuil” with green and red spot. However, Monet might not
paint a cityscape with green and red spot as painting flowers.
TABLE II
QUANTITATIVE EVALUATION ON COLLECTION STYLE TRANSFER IN TERMS
OF FID TO MEASURE THE PERFORMANCE. LOWER SCORE INDICATES
BETTER QUALITY.
Style Content Images CycleGAN [14] Ours
Monet 86.50 64.14 55.13
Cezanne 186.73 106.96 107.27
Van Gogh 173.01 107.03 109.59
Ukiyoe 195.25 103.36 115.96
MEAN 160.37 95.37 96.99
In summary, our task focuses on what the artists or genres
might paint given content images, while the task of [30] is to
apply style characteristics from a particular style image to any
content images. Both [30] and our method output interesting
results, and could be used in different scenarios.
4) Comparison with Collection Style Transfer: CycleGAN
[14] previously showed impressive results on collection style
transfer, so in this section we compare our results with
CycleGAN. The generative network of baseline CycleGAN
is composed of three stride-2 convolutional layers, 6 residual
blocks, two fractional-convolutional layers and one last convo-
lutional layer, which shares the same structure with our method
in our experiment. Figure 9 demonstrates multi-collection style
transfer by our method, which shows that the proposed model
produces comparable results to CycleGAN.
Quantitative results are shown in Table II, though the quality
of images generated from the proposed algorithm exhibits
similar performance as those of CycleGAN, it is instructive to
note that our four styles are produced from a single network.
In the second column of Table II, we compute the score of the
corresponding content images of stylized images. We find that
the stylized images achieve better performance than original
content images. It demonstrates that the stylized images are
more similar to the real authentic work of artists, which is
consistent with our intuitive expectation.
Finally, we compare model size with CycleGAN [14]. The
generative network is composed of several convolutional layers
and residual blocks with the same architecture as Gated-
GAN when the transformer module number is set to one. The
parameters of the two models are the same. Given another
N styles, CycleGAN must train another N models. A whole
generative network must be included for a new style. For
Gated-GAN, the transformation operator is encoded in the
gated transformer, which only has one residual block. A new
style will thus only require a new transformer part in the
generative network. As a result, the proposed method saves
storage space as the style number increases. In Figure 10, we
compare the numbers of parameters with those of CycleGAN.
Both models are trained for 128× 128 training images.
5) Comparison with Conditional GAN: Conditional GAN
[10], [38] model is a widely used method to generate class-
conditional image. When the conditional GAN is applied in
multi style transfer, a stylized image G(c, x) is generated from
a content image x and a style class label c. We compare
conditional GAN in experiments. Class label is represented
by a one-hot vector with k bit where each represents a style
type. k noise vectors of the same dimension as the content
9Input Gayts et al. (style I) Gayts et al. (style II) Gatys et al. (collection) Ours
Photo Monet 
Photo Ukiyo-e 
Fig. 7. Comparison of our methods with image style transfer [5] on photo → Monet and photo → Ukiyo-e. From left to right: input photos, Gatys et al.’s
results using different target style images, Gatys et al.’s results using the entire collection of artist and genre, our results for collection style transfer.
(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 8. Comparison of our methods with universal style transfer [30] on photo
→Monet. From left to right: input images, results of [30] with the style image:
Monet Charing Cross Bridge, results of [30] with the style image: Monet
Flowers at Vetheuil, and our results of Monet’s collection style transfer.
image are randomly sampled from a uniform distribution. The
input of generative network is obtained by concatenating the
content image with the outer product of these noise vectors
and the class label.
As we can see in Figure 11 (b), the conditional GAN
fails to output meaningful results.This is because in collection
style transfer, conditional GAN lacks of paired input-output
examples. To stabilize the training of conditional GAN, we
adopt cycle-consistent loss [14]. From the results of condi-
tional GAN with cycle-consistent loss in Figure 11 (c), we
can see that the results of different styles tend to be much
similar, and only colors are changed at first sight. In contrast,
our results (see Figure 11 (d)) are more diverse in different
styles in terms of strokes and textures.
TABLE III
QUANTITATIVE EVALUATION OF PARAMETER λCLS = {0, 0.1, 1, 5, 10} IN
TERMS OF FID SCORE.
Style λCLS = 0 λCLS = 0.1 λCLS = 1 λCLS = 5 λCLS = 10
Monet 204.82 63.35 55.13 62.66 61.48
Cezanne 234.02 136.35 107.27 127.77 143.39
Van Gogh 217.10 112.61 109.59 126.56 138.66
Ukiyoe 206.67 138.13 115.96 132.72 140.53
MEAN 215.65 112.61 96.99 112.42 121.02
D. Analysis of Loss Function
1) Influence of Parameters in Loss Function: In our model,
we proposed an auxiliary classier loss and an auto-encoder re-
construction loss, which are balanced by parameters λCLS and
λR respectively. Now we analyze the influence of parameters.
To explore the influence of parameters, we do experiments by
considering λCLS = {0, 0.1, 1, 5, 10} and λR = {1, 5, 10, 20}.
Figure 13 and Table IV demonstrate the qualitative and
quantitative comparisons of the influence of parameter . We
can see the classifier loss provides a supervision of styles.
Without classifier loss (λCLS = 0), our model will only trans-
fer into one style. If we set too large (λCLS = 10), the model
would produce images with some artifacts. The underlying
reason is that larger suppresses the function of discriminative
network so that the output becomes less realistic. As a result,
we set λCLS = 1 in our model.
Figure 13 and Table IV reveal the qualitative and quanti-
tative comparisons of the influence of parameter λR. We can
see that if we set λR too small (λR = 1), the outputs tend
10
Inputs Monet Van Gogh Cezanne Ukiyo-e
CycleGAN
CycleGAN
Our Result
Our Result
Fig. 9. Comparison with CycleGAN [14]. From left to right: original images, stylized images in Monet’s style, stylized images in Van Gogh’s style, stylized
images in Cezanne’s style, stylized images in Ukiyo-e style. In each case, the first row shows the results produced by CycleGAN, and the second row shows
our results.
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Fig. 10. Model size. We compare the number of parameters between our
model and CycleGAN [14]. The x-axis indicates style number and the y-axis
indicates the model size.
to be blurry and meaningless. It is because λR improve the
stability of training procedure. When λR = {5, 10, 20} the
visual qualities are similar while the FID score shows achieves
a slightly better quantitative performance. It demonstrates that
our method is robust and easy to reproduce satisfying results.
Since λR = 10 achieves the best quality, we set λR = 10 in
our model.
2) Analysis of Auto-encoder Reconstruction Loss: We next
justify our choice of L1-norm. Beyond L1-norm, L2-norm
can also be used in Equation 3. In Table V, we find that
there is no significant difference between results of L1 and L2
loss. In CycleGAN [14], L1-norm is used in cycle-consistent
reconstruction loss. As CycleGAN is an important comparison
Input Condition GAN
Condition GAN + 
cycle-consistent loss Ours
(a) (b) (c) (d)
Fig. 11. Comparison of our methods with Condition GAN and its variant.
From left to right: input, condition GAN and condition GAN + cycle-
consistent loss. Each row indicates different styles, from top to bottom: Monet,
Ukiyo-e, Cezanne.
Inputs !"#$ = 0 !"#$ = 0.1 !"#$ = 1	(Ours) !"#$ = 10
(a) (b) (c) (d) (e)
Fig. 12. Qualitative comparison of the influence of parameter λCLS . The
first column shows the input images. The rest columns demonstrate results
with λCLS = {0, 0.1, 1, 10}. Each row demonstrates images transferred by
different styles. From top to bottom: Monet, Cezanne, Van Gogh.
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Fig. 13. Qualitative comparison of the influence of parameter λR. The first
column shows the input images. The rest columns demonstrate results with
λR = {1, 5, 10, 20}. Each row demonstrates images transferred by different
styles. From top to bottom: Monet, Cezanne, Ukiyo-e.
TABLE IV
QUANTITATIVE EVALUATION OF PARAMETER λR = {1, 5, 10, 20} IN
TERMS OF FID SCORE.
Style λR = 1 λR = 5 λR = 10 λR = 20
Monet 180.30 121.07 55.13 115.09
Cezanne 165.27 148.67 107.27 140.84
Van Gogh 148.43 139.87 109.59 134.13
Ukiyoe 166.69 134.26 115.96 138.54
MEAN 165.17 135.97 96.99 132.15
algorithm in our paper, we adopt L1-norm in our auto-encoder
reconstruction loss as well.
Lastly, we analyze the influence of the auto-encoder recon-
struction loss in stabilizing the adversarial training procedure.
We train a comparative model by ignoring the auto-encoder
reconstruction loss in Equation 3. In Figure 14, the model
without Equation 3 generates images with random texture and
tend to be less diverse after training for several iterations. In
contrast, the full proposed model generates satisfying results.
Without the auto-encoder reconstruction loss, the network
only aims to generate images to fool the discriminative net-
work, which often leads to the well-known problem of mode
collapse [44]. Our encoder-decoder subnetwork is encouraged
to reconstruct input images, and thus semantic structure of
the input is aligned with that of the output, which directly
encourages diversity of output along with different inputs. As
a result, the full proposed model outputs satisfying results.
E. Analysis of network architecture
We explore the influence of neural network structure. We
setup variants of our model in Table VI. Variants of models
have different configurations of gated-transformer module. The
quantitative results in Table VII reveal that the performance
TABLE V
QUANTITATIVE EVALUATION ON L1-NORM AND L2 NORM IN TERMS OF
FID SCORE.
Style CycleGAN Ours (L1-norm) Ours (L2-norm)
Monet 64.14 55.13 56.09
Cezanne 106.96 107.27 101.54
Van Gogh 107.03 109.59 109.33
Ukiyoe 103.36 115.96 112.39
MEAN 95.37 96.99 94.84
TABLE VI
EXPERIMENT SETUP OF NETWORK ARCHITECTURE ANALYSIS
Expt1 Expt2 Expt3
Encoder 3 × Convolution 3 × Convolution 3 × Convolution
Gated-transformer 1 × Residual block 1 × Convolution 2 × Residual block
Decoder
5 × Residual block 5 × Residual block 5 × Residual block
2 ×Fractional-convolution 2 × Fractional-convolution 2 × Fractional-convolution
1 × Convolution 1 × Convolution 1 × Convolution
TABLE VII
QUANTITATIVE EVALUATION ON DIFFERENT NETWORK STRUCTURE IN
TERMS OF FID.
Style Variants 1(Ours) Variants 2 Variants 3
Monet 55.13 67.16 53.08
Cezanne 107.27 128.62 110.13
Van Gogh 109.59 199.71 109.07
Ukiyoe 115.96 195.87 100.32
MEAN 96.99 147.84 93.15
of variant 2 declines compared to that of the variant 1.
From qualitative results in Figure 15, we observe that model
of variant 2 cannot maintains content structure (see Figure
15 (c)). The underlying reason is that the residual block
has a branch that skip the convolutional layer and directly
connects between the encoder and decoder module. Since the
encoder-decoder subnetwork learns the content information of
input from reconstruction loss, residual blocks with skipping
connection shuttle the encoded information to the decoder
module, which helps our model to output results aligned with
the structured of input images.
To analyze the influence of layer size of gated-transformer
module, we set variant 3 whose gated-transformer consists
of 2 residual blocks. In Table VII, we can see the model
of variant 3 achieves a slightly better quantitative evaluation
than variant 1. The reason is that with the number of residual
blocks increasing, the expression capacity of network increases
as well, which means the model could capture more details
for each style. However, the performance rise of variant 3
is limited and the qualitative qualities are similar in Figure
15, which means one residual block of gated-transformer is
sufficient in multi style transfer. As a result, we adopt variant
1 of architecture as our method.
F. Incremental Training
By sharing the same encoding/decoding subnets, our model
is compatible to the new style. For a new style, our model
enables to add the style by learning a new branch in the gated-
transformer while holding the encoding-decoding subnets
fixed. We first jointly train the encoder-decoder subnetwork
and gated-transformer (three collection style: Cezanne, Ukiyo-
e and Van Gogh) with the strategy described in Algorithm 1.
After that, for new the style (Monet), we train a new branch
of residual blocks in the gated-transformer.
Figure 16 shows several results of new style by incremental
training. It obtains very comparable stylized results to the
CycleGAN, which trains the whole network with the style.
We also evaluate the quantitative performance of the new style
in term of FID score. The new style by incremental training
gets score of 57.27. Compared to 55.13 of our Gated-GAN and
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Full objective
(300k iter)
Full objective
(500k iter)
No reconstruction
loss (10k iter)
No reconstruction
loss (100k iter)
No reconstruction
loss (300k iter)
Fig. 14. Comparison with a variant of our method across different training iterations for mapping images to Cezannes style. From left to right: original
images, results after training for 10k, 100k, and 300k iterations with and without auto-encoder reconstruction loss.
Inputs Variant 1 (Ours) Variant	2	 Variant	3
(a) (b) (c) (d)
Fig. 15. Qualitative comparison of the influence of different network
structures. The first row is the results of photo → Cezanne, and the second
row is the results of photo → Van Gogh.
64.14 of baseline CycleGAN, the incremental training achieves
a competitive result.
G. Linear Interpolation of Styles
Since our proposed model achieves multi-collection
style transfer by switching gates c to different branches
T (Enc(x), c), we can blend multiple styles by adjusting the
gate weights to create a new style or generate transitions
between styles of different artists or genres:
G˜(x, c1, c2) = Dec(α·T (Enc(x), c1)+(1−α)·T (Enc(x), c2))
(13)
where c1 and c2 indicate the gates corresponding to different
style branches, and indicates the weight for convex com-
bination of styles. In Figure 17, we show an example of
interpolation from Monet to Van Gogh with the trained model
as we vary α from 0 to 1. The convex combination produces
a smooth transition from one style to the other.
Inputs CycleGAN
Ours
(Simultaneous Training)
Ours
(Incremental Training)
Fig. 16. Comparison of incremental training. From left to right: original
inputs, results of CycleGAN [14], results of our methods that all the styles
are trained simultaneously, results of incremental training.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we study multi-collection style transfer in a
single network using adversarial training. To integrate styles
into a single network, we design a gated network that fil-
ters in different network branches with respect to different
styles. To learn multiple styles simultaneously, a discrimina-
tor and an auxiliary classifier distinguish authentic artworks
and their styles. To stabilize GAN training, we introduce
the auto-encoder reconstruction loss. Furthermore, the gated
transformer module provides the opportunity to explore new
styles by assigning different weights to the gates. Experiments
demonstrate the stability, functionality, and effectiveness of our
model and produce satisfactory results compared with a state-
of-art algorithm, in which one network merely outputs images
in one style. In the future, we will apply our model to train
other conditional image generation tasks (e.g., object transfig-
uration, season transfer, photo enhancement) and explore to
generate diversified style transfer results.
13
Fig. 17. Style interpolation. The leftmost image is generated in Monet’s style, and the rightmost image is generated in Van Gogh’s style. Images in the middle
are convex combinations of the two styles.
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