Abstract-The detection of a target echo in a sonar image is usually a difficult task since the reverberation, consisting of a large number of spurious echoes, generates a lot of false alarms. In this paper, we propose two new detectors derived from image processing algorithms. These detectors are respectively based on a morphological and a statistical contrast. Each detector only requires setting a few parameters. This setting is done using some prior knowledge about the data (shape of the emitted signal and the used antenna, characteristics of the reverberation). Nevertheless, an extensive statistical study of the detection performances proves that the proposed methods are robust and that even an imprecise setting of the parameters leads to satisfactory results. Applied to the real data, these detectors and their sequential combination lead to a significant improvement on the performances: The false alarm rate is drastically reduced while the detection probability is preserved. Based on different contrasts, these detectors have complementary behaviors. Therefore, a further improvement is achieved by a fusion of the different results to classify the remaining echoes as whether spurious or true detection.
I. INTRODUCTION

A. The Problem of Reverberation in an Active Sonar
I
N an active sonar, the target detection is often limited by the presence of reverberation. Reverberation is caused by the reflections, the diffractions, and/or the diffusions of the transmitted signal on the surface or the bottom of ocean interfaces. It results in several problems for target detection. First, the signal-to-reverberation-noise ratio (SRR) is very weak because reverberation is composed of many strong echoes. Another problem is that the reverberation duration is much more important than the transmitted signal duration. But the most disturbing problem comes from the strong correlation between reverberation and the transmitted signal, which makes classical detection methods, such as matched filtering, inefficient.
This problem of reverberation has been studied for a long time in signal processing. For instance, the environment between the sonar and the target can be considered as a timevarying linear random filter. If this filter is known, it is possible to build the inverse filter and to remove reverberation [27] . However, this filter requires the estimation of the reverberation scattering function, which is generally very difficult to obtain. In this case, a simplified reverberation model is often used, considering it as a nonstationary and colored noise. For example, this approach can be used for monochromatic transmitted signals [16] or for wideband signals by using an antireflection model to describe reverberation [4] . In [11] , we improved the method by adding estimation of the target delay. This kind of algorithms does not always lead to satisfactory results because the reverberation model does not take into account the link between reverberation and the transmitted signal. In the previous papers [11] , [12] , we proposed to use another reverberation model that considers reverberation as a sum of echoes resulting from the transmitted signal. Then, we apply the principal component inverse (PCI) algorithm [18] to delete reverberation echoes. Since in most experiments, the active sonar is composed of a linear array providing access to the angular information, we proposed a new extension of the PCI algorithm to spatial-temporal data [12] to improve detection results. The detection performances obtained with this algorithm are good, but many false alarms remain in some cases and therefore do not allow a robust and reliable target detection. Actually, the contrast, like echo power, used in these algorithms is too small to distinguish the target echo from the reverberation echoes. The definition of more selective contrasts can be derived from the observation and the analysis of experimental data.
B. Experimental Data
To introduce and justify the contrasts used in the following by the proposed new detectors, we present in this section an experiment carried out in the Atlantic Ocean. Fig. 1 describes the general framework of this experiment.
A hyperbolic frequency modulated (HFM) signal is emitted and transmitted with a center frequency of 1200 Hz, a bandwidth of 100 Hz, and a duration of 4 s. The linear array has 128 sensors with an intersensors distance of 0.52 m. The received signal is demodulated around the center frequency and sampled at 120 Hz (the baseband signal is between 50 Hz and 50 Hz). Then, the matched filtering [27] is applied on the received signal to seek the copies of the transmitted signal in the sonar image. Another very useful tool in an active sonar is the wideband beamforming [14] . It includes pointing the array in an accurate angular direction by digital processing means. We notice , the signal impinging on the array at time and on sensor , the total number of sensors, and the sound speed in the ocean. The output of the wideband beamforming gives with
(1) where is the total number of angles considered between 0 and .
A real target is located approximately 30 km far away from the sonar.
The signal has been transmitted 15 times in various conditions with a moving target, leading to 15 recurrences (or pings) of the data. Fig. 2 presents one typical recurrence after matched filtering and beam forming: The carrier ship noise is clearly visible on the left of the picture. The floor reverberation is rather strong and some clusters of energetic reverberation echoes are visible. The target echo is also indicated: In this case, it is rather energetic and well separated from the reverberation clusters. However, since the experiments were conducted with a moving target, its position and its energy varied from one recurrence to another. In particular, the target can sometimes get close to the reverberation. We present in Fig. 3 the worst possible case: The target echo is rather weak and is hidden inside a reverberation cluster.
In some recurrences, the target echo can be extremely weak, sometimes even down to less than 40% of the maximum value of the data (reverberation echoes can be very energetic). Therefore, simple thresholdings of the processed data generally do not lead to satisfactory results. In many recurrences, a reliable detection is almost impossible because many false alarms due to energetic reverberation echoes remain. This is especially true when the target echo is located inside the reverberation cluster. As a consequence, some more prior knowledge and more characterization about target and reverberation echoes are required to enable a reliable detection.
For example, to further characterize the target echo, we can derive a simple geometrical model from the knowledge of the transmitted signal. Fig. 4 (a) and (b) presents the received signal in the presence of a unique scatterer in the temporal and spatial dimensions respectively. From these curves, a simple 5 3 energetic rectangle model can be inferred for the target echo. This model, together with some characteristics of the reverberation clusters (the corresponding echoes are close to each other), enables the design of some new detectors presented in the following.
C. Image Processing Algorithms for False Alarm Reduction
Detection performances obtained by classical signal processing techniques are dramatically degraded by the false alarms and are therefore not fully satisfactory. Since the linear array provides a two-dimensional (2-D) signal that can be considered as an image, another possible approach consists of using image processing algorithms based on specific target echo models.
The aim of the methods proposed in this paper is to ensure good detection performances, i.e., a detection that is:
1) robust: Since the cost of a missed target can be very high, the detection probability must be high; 2) reliable: Ensuring a good detection probability usually results in an increased false alarm rate. But of course, a detection with a lot of false alarms is of very little interest. Therefore, we try to reduce this rate to increase the confidence in each detection. Taking into account the formal contrasts between the reverberation and the target echo, we propose in this paper to process the images that are the outputs of the wideband beamforming and the matched filtering. We propose two detectors ensuring a robust detection and aiming at reducing the false alarm rate. With geometrical considerations like a rectangle model for the target echo, a morphological detector (MD) is proposed in Section II. Then, with local statistical considerations, a second detector is proposed in Section III. Both detectors are tested on the same set of real data (described in Section I-B). The tuning of the parameters is discussed for each detector, and the robustness of the method is evaluated. Since they have interesting and complementary behaviors, Section IV presents different ways to combine both results. The fusion of the results provided by each algorithm will aim at separating the target echo from the remaining false alarms, ensuring a reliable detection. This last step can be seen as a preclassification step.
II. MORPHOLOGICAL APPROACH
Mathematical morphology is one of the most powerful classes of nonlinear operators for image processing [8] , [24] - [26] for an application-oriented book. It basically consists of locally comparing the features present in an image with a reference shape, called the structuring element (SE). Based on certain geometrical criteria, these comparisons enable the selection of the features that fit a given geometrical model. This model is defined by the size and shape of the SE. Of course, by duality, these operators also enable the removal of the features that do not fit the model. In Section II-A, we present and discuss the basic morphological operators. In Section II-B, we present the MD derived from these basic operators. Then, the tuning of the parameters as well as the robusteness is discussed in Section II-C, and the results obtained from the real data are presented in Section II-D.
A. Basic Operators
The two most basic morphological operators are the dilation and the erosion. These operators are briefly presented in the following. A theorem by Matheron [20] proves that any morphological filter (i.e., any increasing and idempotent operator) can theoretically be decomposed into combinations of elementary erosions and dilations. Two key operators are obtained by simple compositions: the opening and the closing, as well as the top hat operator.
1) Dilation:
Given an image and a flat SE , the dilation of by is given by (2) For illustrative purpose, a simple simulation is presented in Fig. 5 . Different features, with different sizes and different neighborhoods, are noticeable. Fig. 6 presents the dilation of the initial image with a small square SE. It results in an extension of all the features that are more energetic than their surroundings (in that simple case, it corresponds to an extension of the black features). Eventually, some close features can merge: It happens when the space between them is smaller than the SE. 
2) Erosion:
The erosion can be defined by duality as follows: 
3) Opening:
The morphological opening is defined by the successive application of an erosion, followed by a dilation (4) The corresponding result on the test image is presented in Fig. 8 . The smallest features that disappeared after the erosion step remain removed, whereas the features that have just been reduced by the erosion step are expanded by the dilation up to their initial size again.
As a conclusion, an opening results in removing all the features that are darker (i.e., more energetic) than their immediate surrounding and that are smaller than the SE. The other features are left unchanged.
4) Closing:
The morphological closing is defined by duality as the successive application of a dilation followed by an erosion (5) The corresponding result is illustrated in Fig. 9 . No energetic feature is removed. But all the features that were close enough from each other are merged into one single shape.
As a conclusion, the features that are less energetic than their immediate surrounding and that are smaller than the SE are "filled up" by the closing operation. The other features remain unchanged. 
5) Top Hat:
By computing the residue between the initial image and its opening, another classical morphological operator is obtained: The top hat operator, defined by (6) The corresponding effect is the selection of the features that are removed by the opening. For instance, in Fig. 10 , the result of the top hat operator using an SE smaller than the big rectangle, but bigger than all other features is presented. In particular, this SE is bigger than the SE used for Fig. 8 : This one is bigger than the small dots and bigger than the small rectangles, whereas in Fig. 8 , it is bigger than the small dots but smaller than the small rectangles. The only remaining structures are the features that are smaller than the SE (i.e., the features that are removed by the corresponding opening).
In the next section, we present an MD based on these operators (opening, closing, and top hat operator).
B. The Proposed Morphological Detector
Based on the morphological operators previously presented, we propose a new detector derived from a geometrical (i.e., morphological) model. After the matched filtering, the echo recorded by the receiver is compressed. It results in very small energetic features. In particular, we use the prior information provided by the knowledge of the signal received from a unique scatterer and make the assumption that the target echo can be included in a 5 3 rectangle. Furthermore, the target echo is usually rather isolated, whereas reverberation echoes form quite compact clusters. Since target echoes and reverberation echoes have the same shape, they cannot be dissociated by a simple one-step filter. But this can be solved by taking into account the local neighboring information. Consequently, the detector is decomposed into two successive steps. We present here the principle of the detector. The tuning of the parameters is discussed in the following section.
1) First, the reverberation echoes are merged together using a simple morphological closing with an SE . Each cluster leads to one single big connected shape, which is energetic, but much bigger than the target echo model. 2) Second, a top hat operator is performed on the result of the closing to isolate the remaining small energetic features. In this top hat, the opening operator is performed using an SE . This detector can thus be written as (7) For the purpose of illustration, Fig. 11 presents the result of this detector on the synthetic image. The big rectangle has been removed, as well as all the features that are too close from each other. The only remaining structures are smaller than the used SE, and relatively isolated. The size of the SE sets how far away one echo has to be from the others in order not to be merged with them. The size of the SE sets the upper bound for the admissible size of a potential target echo. We did not want to use a lower bound for the size of the target echo, since it may be reduced to a very few pixels. Therefore, the very small isolated peaks remain on the image. They will be removed afterwards.
It is important to note that the MD does not use the energetical information in an absolute way. On the contrary, it only considers local relative contrasts. As a consequence, if the target echo is included in a reverberation cluster, it may be correctly detected if it is more energetic than its immediate surrounding. Similarly, a very weak echo can also be detected correctly if its neighborhood is less energetic, even if the whole image has a very great range.
C. Parameter Tuning and Robusteness
In the previous section, we presented a detector based on the morphological operators. This detector (MD) has two parameters: the SE used for the closing and the SE used for the opening. Eventually, the threshold value used to binarize the output of the detector and take the final decision can be considered as a third parameter.
1) The choice for the size of is linked to the size of the target echo in the data. As previously stated, it can be determined from the prior information provided by the knowledge of the signal received from a unique scatterer. This information is always available when the characteristics of the experiment (emitted signal, size of the antenna) are known. For the data presented in this paper, we used a 5 3 rectangle.
2) The choice for the size of is linked to the reverberation properties. In particular, it is linked to the characteristic distance separating different reverberation echoes inside a given cluster. To set this parameter, a solution consists of previously recorded and studied reverberation data (with no target) in the region of interest. This method of obtaining some prior knowledge on the reverberation is classically used in signal processing (for instance, see [17] for the design of an adaptive spectral withening of the data in order to remove reverberation or cluster and to keep the target echo). For the data presented in this paper, we used a 15 15 rectangle. However, we can verify the robustness of the method with respect to the choice of this parameter. For this purpose, we computed the false alarm and the detection probabilities for different settings of the parameters.
These probabilities are estimated from the real data set described in Section I-B. It includes 15 images corresponding to various real situations (for the reverberation and the target location). The false alarm probability is defined as a the ratio between the number of pixels above the threshold, but not part of the target echoes, and the total number of pixels. The detection probability is defined as the ratio between the number of pixels above the threshold being part of the target echoes and the total number of pixels constituting the target echoes. The same procedure will be used for all the robustness studies presented in the rest of the paper.
The size of moves from 3 3 to 35 17, using every possible rectangle with odd dimensions, and the threshold applied on the output of the detector ranges from 0% to 100% of the maximum value of the processed image. Figs. 12 and 13 respectively present the corresponding false alarm and detection probabilities curves. The detection threshold is presented in the abscissa. The dashed line corresponds to the performances obtained with no processing (simply thresholding the data after matched filtering and beamforming: this is the classical detection method). The solid lines correspond to the performances obtained by the MD, each solid line corresponding to one configuration of . From these curves, we can make the following conclusions:
1) the use of the MD greatly improves the false alarm rate:
A significant reduction is observed in any case; 2) the use of the MD slightly increases the detection probability. This improvement is not extremely significant, but our main goal was to address the false alarm problem; 3) the results are very robust with respect to the parameter . For the false alarms, all the curves are almost overlapped and for the detection, similar performances are obtained over a wide range of size for the SE. Therefore, the choice for is not very sensitive.
D. Results on Real Sonar Images
In this section, we present two typical results obtained from the real sonar images previously described in the introduction section (cf. Figs. 2 and 3) . The parameters are set using the values given in the previous section (15 15 
for
). No thresholding is performed. These pictures significantly describe the different situations that are encountered: the target echo can be rather isolated or, on the contrary, immersed inside a reverberation cluster. Figs. 14 and 15 respectively present the output of the proposed MD. In both cases, the main part of the noise has been suppressed. In the second case, the target is still hardly visible, but it is still energetic enough to respond positively to the threshold. The detection with a low threshold value is ensured in these cases, there are far less false alarms than in the classical case (direct threshold without the MD), but there is still some noise left, and it leads to some remaining false alarms.
As a conclusion, the MD enables a strong noise reduction while preserving the detection performances. But the contrast based on the shape of the objects is not discriminant enough to provide a perfectly reliable detection. To improve this situation in the next section, we propose another detector that is based on the local statistical properties.
III. STATISTICAL APPROACH
A brief analysis of a sonar image allows to notice that the statistical information is important. Actually, the target echo is usually rather isolated leading to high local statistical contrasts, whereas the reverberation zones are compact and lead to low local statistical contrasts.
In this section, we present more precisely the different properties of local statistics contained in the sonar images. Then, we propose to use the contrast box algorithm to take these differences into account. The algorithm will be described, and we will show that it is well suited to the configuration of detection in the presence of reverberation. After a discussion on the setting of the parameters and an evaluation of the robustness, the results on real sonar images are presented and compared with the results obtained with the MD.
A. Main Idea
We consider the signal of (1) as a deterministic component (the target echo and the reverberation echoes) embedded in an additive white noise. The output from beamforming is a linear combination of the inputs and can be considered as a Gaussian random variable. Thus, the processed sonar image obtained by taking the modulus of the output of the matched filter can be considered as having a Rice probability density function if the target and reverberation echoes are present and a Rayleigh one if not [21] . The computation of this image is formally equivalent to the computation of the spectrogram of a time signal except that the spectrogram is the square of the modulus of Gaussian variables. The analytical expressions of the local empirical moments of the spectrogram coefficients are derived in [15] for a deterministic component extraction purpose. This analysis can be adapted to the sonar case. Distinguishing between Rice and Rayleigh variables leads to separate noise from echoes (target and reverberation). Moreover, as said before, reverberation is composed of many echoes, whereas the target echo is rather isolated. The statistical behavior of these two kinds of features clearly differs. We illustrate this statement by a phenomenological point of view.
Consider a gliding rectangular gate defining local regions of a sonar image, we can compute the means and standard deviations of each gate. Fig. 16 represents the projection of a sonar image to the mean and standard deviation 2-D space called the This representation of the sonar image highlights its local statistical behavior. One can see three main clusters clearly separated. Cluster one is the set of gates that contains neither the target nor the reverberation echoes. In comparison to the spectrogram study, it is situated around the square root of the noise power. When the gate contains reverberation of the target, the mean and the standard deviation increases. Such gates gather in the M-SD in cluster 2. Its center corresponds to higher values of the mean and standard deviation. Finally, as the target is iso- lated in the image, the mean of the gates containing the target is lower than in the case of reverberation, but the standard deviation is rather close. Such gates gather in cluster 3. The other points of the M-SD correspond to transitional gates. This is an artifact of the smoothing due to the application of such gates.
The M-SD representation shows that the local statistical properties of a sonar image are clearly different in the presence or absence of reverberation. This statement has led us to exploit this local information to distinguish the target from reverberation. The structure of the M-SD and thus the capability of the clusters separation depend on the size of the gate [15] . As a consequence, we propose to use an algorithm, called contrast box, involving two gates with different sizes in order to separate the target echo from reverberation echoes.
B. Contrast Box Algorithm
This algorithm has already been used in infrared image processing [2] and also for detection in synthetic aperture radar [3] . These applications are close to the detection in the presence of reverberation because the reverberation in an active sonar has properties similar to the speckle noise. In [2] , the contrast box is shown to have better detection performances than other algorithms to detect hidden target in a cluster. A formal approach of this algorithm is proposed in [5] . Since this algorithm is based on the local contrast between the echo and its surrounding background, it is well suited to our problem of detecting target in the presence of reverberation.
The aim of this algorithm is to obtain the local statistical contrast in every part of the sonar image. This local contrast is computed from the mean and standard deviation of the data contained in two imbricated gates. These gates are presented in Fig. 17 : the target gate, noted as T, and the background gate, noted as B. The target gate is supposed to contain the target echo and the background gate its surrounding environment. The mean and the standard deviation in gates T and B are respectively represented by , , , and . With these parameters, we compute the local statistic contrast [2] (8)
We show in the next part that (8) improves the contrast between an echo and its surrounding background and therefore uses the local statistical properties of reverberation and the target echo described in Section III-A.
C. Analysis
Actually, four different cases can be met over the sonar image when the contrast box algorithm is used for the detection in the presence of reverberation.
1) White noise is in both gates T and B: The means and the standard deviations in both gates are identical and so we have . 2) Target is in T, whereas white noise is in B: The standard deviation of the gate T is very high with regards to because of the presence of a target echo. That leads to . 3) Target is in B, whereas white noise is in T: The standard deviation is higher than because the target echo is located in the gate B. Therefore, we have . 4) Reverberation echo is in T and another or several reverberation echoes are in B: Reverberation echoes are present in both gates, and even if one gate contains more echoes than the other, the statistical parameters are very close. This case is almost identical to the first case and so . This algorithm is then adapted to our problem of detection in the presence of reverberation. The local contrast corresponding to the target echo will be important, whereas, even if the reverberation echoes are very powerful, the corresponding local contrast will be weak. This algorithm is able to take into account the local statistical property of a sonar image as this is shown in Section III-A.
In the following, this algorithm is called the contrast box detector (CBD). In the next section, we present and discuss the setting of the parameters and evaluate the robustness.
D. Parameter Tuning and Robustness
In the previous section, we presented a detector based on statistical contrasts: the CBD. This detector has two parameters: the size of the target gate and the size of the background gate . Eventually, the threshold value used to binarize the output of the CBD and take the final decision can be considered as a third parameter.
1) The choice for the size of the target gate is linked to the size of the target echo in the data. As for the SE in the MD, it is determined from the prior information provided by the knowledge of the signal received from a unique scatterer. This information is always available when the characteristics of the experiment (emitted signal, size of the antenna) are known. For the data presented in this paper, we used a 5 3 rectangle (same size as ).
2) The choice for the size of the background gate is linked to the reverberation properties, as for the SE in the MD. As previously stated, when one reverberation echo is in the target gate, the gate has to be wide enough to contain at least one more reverberation echo (so that the contrast between the two gates remains low). Again, to set this parameter, a solution consists of previously recorded and studied reverberation data in the region of interest (to obtain prior knowledge). For the data presented in this paper, we used an 11 11 rectangle. This size allows that one reverberation echo is always contained in the gate B when another reverberation echo is located inside the gate T. However, we can verify the robustness of the method with respect to the choice of this parameter. For this purpose, in the same way as for the MD, we computed the false alarm and the detection probabilities. The size of is varied from 3 3 to 35 17, using every possible rectangle with odd dimensions and using a threshold value ranging from 0% to 100% of the maximum value of the processed image. Figs. 18 and 19 respectively present the corresponding false alarm and detection curves. The detection threshold is presented in the abscissa. The dashed line corresponds to the performances obtained with no processing (simply thresholding the data after matched filtering and beamforming). The solid lines correspond to the performances obtained by the CBD, each solid line corresponding to one configuration of . From these curves, we can make the following conclusions.
1) The use of the CBD greatly improves the false alarm rate: A significant reduction is observed in any case.
2) The use of the CBD also improves the detection probability.
3) The results are robust with respect to the parameter .
For the false alarms, very little variations are induced by the changes of parameter value. For the detection probability, though wider than with the MD, the dispersion remains bounded and an improvement is ensured in any case. Furthermore, the wider variations are obtained with extreme configurations of (either small or big gates); for intermediate sizes, the performances remain similar. Therefore, the choice for is not very sensitive and many other choices around the optimal choice lead to very similar performances.
E. Results on Real Sonar Images
In this section, we present two typical results obtained from real sonar images. Figs. 20 and 21 , respectively, present the output of the CBD on the two recurrences previously described.
They have to be compared to Figs. 2 and 3 obtained before CB detector. In both cases, the noise has been significantly reduced. Nevertheless, a lot of false alarms remain. Though not very energetic, they are still disturbing, especially on the second case where the contrasts are rather low (the target is detected, but it is hardly visible). Again, the detection with a low threshold value is ensured in these cases, and there are far less false alarms than in the classical case (direct threshold), but there is still some noise left, and it leads to some remaining false alarms. In the next section, we present a comparative study of the MD and the CBD.
F. Comparison and Conclusion on Both Detectors
In the previous sections, we presented two detectors based on contrasts derived from image processing algorithms. These two detectors lead to a reduction of the noise and a strong reduction of the false alarm probability. To quantitatively compare these two detectors, we present the corresponding false alarm and detection probabilities on Figs. 22 and 23, respectively. In terms of the false alarm probability, the best performances are obtained with the MD. Nevertheless, when the detection threshold is rather high (above 40% of the maximum value), the two detectors behave in a very similar way.
In terms of the detection probability, the best performances are obtained with the CB, sometimes even with a significant gap.
As a conclusion, the separate studies of the performances in terms of false alarms and detectability respectively give an interesting characterization of the two detectors. They both have better performances than the classical approach, but none of them performs significantly better than the other. Actually, they have complementary behaviors, the MD being especially good in reducing the false alarm probability while the CBD offers an improved detection probability. As a consequence, it seems particularly interesting to use these two detectors simultaneously and to combine their results to take benefit of their respective advantages and to get rid of their respective drawbacks. This is presented in the next section.
IV. COMBINATION AND FUSION
In the previous sections, we proposed two detectors with interesting properties. To take advantages of both methods, and reduce the remaining false alarm rate, we first propose to apply the two algorithms sequentially (combination of algorithms). This is described and discussed in Sections IV-A-IV-C. To further improve the performances, a (pre)classification can be done by aggregating the results provided by the different detectors (fusion of algorithms). This is described in Section IV-D.
A. Sequential Combinations
First, as described in Fig. 24 , two sequential combinations can be considered a priori. 1) Statistical detector followed by the MD. 2) MD followed by the statistical detector. The first combination (MD followed by CBD) did not lead to improved results: The statistical information is greatly modified by the MD (composed of several nonlinear operators) and the contrast used by the CBD is not pertinent anymore when applied on the output of the MD. As a matter of fact, the false alarms left by the MD tend to be mainly constituted by isolated echoes. Since the CBD results in increasing the local contrast of isolated echoes, the application of this algorithm may only further enhance these spurious detections. As a consequence, the detection performances are not improved and remain at the same level as the MD alone. This combination is therefore not considered in the following.
The second possible combination (CBD followed by MD) is more interesting. After the CBD, the remaining false alarms are mainly located in large reverberation areas. These echoes can be very powerful compared to their environment, and they lead to very important local contrasts at these locations. But they are usually very close from each other. Therefore, it is possible to group the reverberation echoes with a morphological closing. In this case, the MD can delete these echoes and preserve the target echo. This second combination leads to improved detection performances. In the following, it is considered as a new detector, noted as contrast box and morphological detector (CBMD). In the next section, the tuning of the parameters and the robustness of the CBMD are discussed, and it is compared with the CBD.
B. Parameter Tuning and Robustness
The CBMD (the CBD followed by the MD) has four parameters: 1) two parameters for the CBD (sizes of gates and ): This operator is applied on the original image, and naturally the same parameters are used as those described in Section III-D; 2) two parameters for the MD (sizes of SE and ): this operator is not applied on the original image but on the output of the CBD. Therefore, the tuning of the corresponding parameters may be modified. To set them, we proceed in the same way as described in Section II-C.
To set the size of , we apply the CBD on a simulation containing a unique scatterer. The shape of the target echo is slightly modified. Figs. 25 and 26 present the corresponding signals in the temporal and in the spatial dimensions, respectively. Using this prior information (knowledge of the emitted signal and the antenna characteristics, knowledge of the CBD properties), we can set the size of the opening in the MD. Since the CBD has slightly enlarged the echo, we choose a 5 5 square for the SE .
In the same way, the choice of for the closing is fixed using prior data presenting typical reverberation regions, on which the CBD is applied. The size of this SE is then fixed as the char- acteristic distance between the remaining false alarm echoes. For our experiments, was set to a 9 9 rectangle. However, with the usual statistical study, we verify the robustness of the method with respect to this parameter. Figs. 27 and 28 respectively present the false alarm and the detection probabilities computed on the 15 recurrences of the experiment with every possible size for . The corresponding curves (solid) are compared to the performances of the CBD alone (dashed lines).
From these curves, we can make the following conclusions.
1) The false alarm probability is greatly further improved in any case, and very little variations are induced by the changes of parameter value. It is important to note that the application of the morphological operators on the result of the CBD will not generate new false alarms, it just removes some of them, and leaves the remaining ones at the very same location. 2) The detection probability is very close to the performance of the CB alone, sometimes slightly worse, sometimes slightly better, but most of the time equivalent. This combination does not provide any significant improvement in the detection probability. But the point is that the detection performances can be preserved while the false alarm probability decreases. Again, the method is robust with respect to this parameter: No significant variations are observed when the parameter moves from its optimal value (the worse cases correspond to extreme settings of the parameter).
C. Results on Real Sonar Images
The application of the CBMD operator on the real data leads to interesting results. They are presented in Figs. 29 and 30 . The reduction of the noise is clearly noticeable, and even in the worse possible case (Fig. 30) , the target echo becomes more visible due to the attenuation of the false alarms.
D. Fusion of the Results Provided by the Different Detectors
Using simple contrasts derived from image processing operators, we have proposed several detectors. Each proposed detector preserves the target echo while strongly reducing the noise and the corresponding false alarm probability. Nevertheless, none of these operators provides a perfect detection: There are always some false alarms remaining. To further improve these results, we now propose to (pre)classify the remaining energetic features in two classes (spurious echo/target echo). For this purpose, the different detectors are used in parallel and the corresponding results are aggregated. As a matter of fact, since each method is based on a different reverberation model, the remaining false alarms obtained with different detectors are most of the time located at different positions. On the contrary, the target echo is detected, and located at the same position, by each algorithm. A simple conjunctive fusion [1] takes advantage of this property. This is performed pixel by pixel with the minimum operator. The corresponding scheme is summarized in Fig. 31 . This fusion scheme is general and the result of some other detection algorithms could easily be aggregated. This can be done in a very straightforward way by adding one or several normalized inputs to the minimum operator. For instance, other algorithms using various contrasts could be used (PCI ). The only assumption is that the detection is ensured by every algorithm. Any false alarm that is not considered as a detection by all the used algorithms will be classified as spurious detection and will be removed.
Note that the CBD algorithm is not included as a third branch for the fusion on Fig. 31 . This was indeed not necessary since, as stated in the previous section, the set of the CBMD false alarms is included in the CBD set of false alarms.
Figs. 32 and 33 present the result obtained (before thresholding) by this aggregation on the two typical images. The results are interesting: Many more false alarms have disappeared, confirming the idea that the false alarms given by the different detectors were not located at the same position. On the worse case (Fig. 33) , the target echo is now clearly visible even if it still contains many false alarms that are very difficult to remove.
V. CONCLUSION
The general framework of this paper was the problem of target detection in sonar images in the presence of reverberation. Since the reverberation echoes are very similar to the target echo, signal processing techniques proposed in the literature turned out to be inefficient, and the need for more discriminant contrasts arose. Analyzing some real data, we proposed two new detectors based on image processing algorithms.
1) The first detector is based on morphological operators.
It selects energetic features fitting a given geometrical model. The reverberation areas are removed because cor-responding echoes are close to each other. The remaining false alarms are mainly located in the white noise and are disturbing for the final decision. 2) The second detector is based on a statistical study: We showed that in sonar images, the target echo and the reverberation have different local statistical properties. To take this property into account, we used the contrast box algorithm. This detector removes the spurious echoes that have a poor statistical local contrast. For each detector, the choice of the parameter has been discussed and the robustness has been evaluated with statistical studies performed on real data sets. The proposed algorithms turned out to be robust and reliable, providing an improvement of the results in all the cases. Nevertheless, some prior knowledge is required (characteristics of the emitted signal and the antenna). Furthermore, some knowledge about the noise characteristics can be derived from a previous study of some reverberation data with no target. This approach is classically used to design the signal processing algorithms.
The following idea is to combine both algorithms in order to use simultaneously the morphological and the statistical properties. In particular, we applied the MD after the CBD to remove echoes remaining in reverberation areas. Finally, we proposed to aggregate the results of the MD and the CBMD, which provided complementary results (the false alarms given by these two methods are not located at the same places). This is performed using a conjunctive fusion algorithm. This final classification is very satisfactory, a good detection is obtained with very few false alarms remaining. In many recurrences, the detection was even perfect.
The future prospects of this work include several aspects. For instance, new attributes extracted by image processing operators could be used to define more new discriminant contrasts. A key point is the development of fusion techniques [6] , [7] , [9] : Fusion of different detectors or different contrasts, but also fusion of the detection results obtained from several recurrences [13] . In [19] , we have proposed a new method to remove reverberation echoes issued from the sea bottom. The start of another work aiming at improving the detection when the target is lost in the reverberation in some recurrences is presented in [13] . He is Maitre de Conférences at the Groupe d'Electomagnétique Appliqué, Université Paris X, Nanterre, Paris. His research interests include detection and estimation for radar and sonar.
