This paper introduces the acoustic scene classification task of DCASE 2018 Challenge and the TUT Urban Acoustic Scenes 2018 dataset provided for the task, and evaluates the performance of a baseline system in the task. As in previous years of the challenge, the task is defined for classification of short audio samples into one of predefined acoustic scene classes, using a supervised, closedset classification setup. The newly recorded TUT Urban Acoustic Scenes 2018 dataset consists of ten different acoustic scenes and was recorded in six large European cities, therefore it has a higher acoustic variability than the previous datasets used for this task, and in addition to high-quality binaural recordings, it also includes data recorded with mobile devices. We also present the baseline system consisting of a convolutional neural network and its performance in the subtasks using the recommended cross-validation setup.
INTRODUCTION
Acoustic Scene Classification is a regular task in the Detection and Classification of Acoustic Scenes and Events (DCASE) challenge series, being present in each of its editions up until now. The standard setup of the task as a basic multiclass classification problem makes the task easily approachable also for the beginner in this field, resulting in large number of participants in the previous DCASE challenges. In the first three editions of the challenge, the acoustic scene classification task has received the highest number of submissions among the available tasks, with 17 submissions in 2013 [1] , 48 submissions in 2016 [2] , and 97 submissions in 2017 [3] .
Each consecutive edition of the challenge has brought a new and larger dataset than previous edition, facilitating use of recent machine learning techniques using deep neural networks that rely on large amounts of data for training. In 2013, the acoustic scene classification task used a development dataset consisting of 10 acoustic scenes each with 10 examples of 30 s, and an evaluation dataset of the same size [1, 4] . In 2016, 15 scene classes were used, each with 78 examples of of 30 s in the development set, and 26 examples per class in the evaluation set [2] . This dataset offered higher acoustic variability than before through its higher number of classes, recording locations and amount of data, and it was the first suitable for use of deep learning methods.
In DCASE 2017, the acoustic scene classification task was made more difficult by using 10 s audio segments, by re-segmenting the complete data available in 2016 (both development and evaluation sets), having 312 segments of 10 s per scene class. A new evaluation dataset was recorded in similar locations approximately one year later than the development data, containing 108 segments of 10 s per class. The temporal gap between the recordings created an unexpected mismatch in acoustic conditions, causing a significant drop in performance in all systems between development and evaluation sets [3] . Outside of DCASE challenge, there are only few other publicly available datasets for acoustic scene classification, notably the LITIS dataset [5] , containing 19 classes and having approximately 25 hours of audio, recorded using a mobile phone; the Defreville-Aucouturier environmental audio dataset [6] with 4 main classes (11 detailed classes) and approximately 4 hours of audio; and the UEA Environmental noise datasets [7] with 10 classes and approximately 4 hours of audio in 2 series recorded with different devices. Of these, only the LITIS dataset has an adequate size for modern machine learning methods.
DCASE 2018 challenge introduces a new dataset for acoustic scene classification, having a number of ten classes and 24 hours of high-quality audio. It has smaller number of classes than data from previous challenges, but it is much larger in size and acoustic variability, having been recorded in multiple cities across Europe. This is the largest freely available dataset to date, comparable in size to the LITIS dataset, but it is the only one having recordings in multiple countries, while all other publicly available datasets (within and outside of DCASE) are recorded within a single country or city.
At the same time, parallel recordings performed with different devices provide additional variability in the channel properties, allowing an additional subtask for studying the classification problem in mismatched conditions. All previous public evaluations have been done in matched conditions, with a single device used for recording all data, including evaluation data, but in actual usage scenarios of the methods, channel mismatch could be encountered through device mismatch or difference in recording conditions. Other publicly available datasets contain audio recorded with only one type of device, with small exceptions (e.g. [7] ) that do not permit a large-scale study of mismatched devices. A mismatch usually causes a large drop in performance of machine learning based systems, as noticed in DCASE 2017, therefore this new dataset allows development of techniques that can cope with the mismatch. This paper presents the subtasks and dataset used for Task 1 in DCASE 2018. Section 2 presents the data recording procedure. Section 3 introduces the task definition and specific details on the subtasks, while Section 4 gives details on the experimental setup, including database statistics for each subtask. Section 5 presents the baseline system architecture and the results obtained on the provided experimental setup, and Section 6 presents conclusions and future work.
DATA RECORDING PROCEDURE
The TUT Urban Acoustic Scenes 2018 dataset was collected during February-March 2018, containing recordings of ten acoustic scenes, recorded in six large European cities: Barcelona, Helsinki, London, Paris, Stockholm, and Vienna. Acoustic scenes included are: airport, shopping mall (indoor), metro station (platform, underground), pedestrian street, public square, street (medium level of traffic), traveling by tram, bus and metro (underground), and urban park. Each scene class was defined beforehand, and suitable locations were selected based on the description.
For each city and each scene class, multiple different locations were used to record audio, i.e. different streets, different metro stations, etc. For each such location there are 5-6 minutes of audio, recorded in 2-3 sessions of few minutes each, with a small temporal gap between them. The original recordings were split into segments with a length of 10 seconds that are provided in individual files. Recording locations are numbered and used to identify all audio material from the same location when partitioning the dataset for training and testing. The information available in the dataset consists of: acoustic scene class, city, and recording location IDs.
Recordings were made using four devices that captured audio simultaneously. The main recording device consists in a Soundman OKM II Klassik/studio A3, electret binaural in-ear microphone and a Zoom F8 audio recorder using 48 kHz sampling rate and 24 bit resolution. The microphones were worn in the ears, therefore the recorded audio mimics the sound that reaches the human auditory system of the person wearing the equipment. This equipment is further referred to as device A.
At the same time, the audio was captured using three other mobile devices (e.g. smartphones, cameras), resulting in audio recordings of different quality. We further refer to these devices as B, C, and D. All simultaneous recordings are time synchronized using Panako acoustic fingerprinting system [8] . The used mobile devices are the following: device B is a Samsung Galaxy S7, device C is IPhone SE, and device D is a GoPro Hero5 Session. During recording, the Samsung phone was handheld at torso height, the IPhone was worn in a sleeve attached to the strap of a backpack, while the GoPro was mounted on the other strap. The mobile phones recorded single channel audio with a sampling frequency of 44.1 kHz, while the audio recorded by the GoPro is originally stereo, compressed, sampled at 48 kHz.
Two different versions of the dataset were provided for system development, namely TUT Urban Acoustic Scenes 2018, containing only material recorded with device A, and TUT Urban Acoustic Scenes 2018 Mobile, containing material recorded with devices A, B and C. All datasets are freely available. 1 2 
TASK DEFINITION
Acoustic scene classification is defined as labeling one audio sample as belonging to one of predefined classes associated to acoustic scenes. There are labeled example training data available for all the classes, and therefore the task is an example of a supervised classification problem, having a closed set of categories, as illustrated in Fig. 1 . In the DCASE 2018 acoustic scene classification task there are three subtasks, offering more variety and degree of difficulty for the task, and at the same time extending the basic task towards reallife applications where there may be mismatch between training and evaluation data recording devices, or there may be different sources of training data available. Subtask A: Acoustic Scene Classification is the typical acoustic scene classification task as encountered previously, where all data, both development and evaluation, are recorded with a high quality device. In this subtask there is no mismatch in recording conditions besides the natural variation of weather, people at the scene, etc, which are not under control of the recorder, but are natural manifestations of the recorded scenes.
Subtask B: Acoustic Scene Classification with mismatched recording devices illustrates the problem of creating a system that could be used with multiple devices that record audio of varying quality. In this subtask there is mismatch in audio channels between the development and evaluation sets, which must be accounted for in the system: the training data was recorded with a device providing high-quality audio, while the evaluation data was recorded with multiple devices, resulting therefore in mismatched audio channel. Some amount of parallel data, which was recorded simultaneously with three devices, was also available for training.
Subtask C breaks away from the previous challenge rules against external data sources and allows use of external data and transfer learning to solve the problem provided in subtask A. In subtasks A and B all the participants have the same data available for system development, putting all participants to an equal starting point. In subtask C, systems may be relying on various sources of data, in any form, to study the possible improvement provided by using more data. As a rule for the challenge, the participants were required to use only external datasets that are publicly available for free, and they were also required to inform the organizers about the external data sources for maintaining a list of such resources on the challenge website.
EXPERIMENTAL SETUP
The experimental setup is similar for the three subtasks, with the same basic classification problem framed in different ways. In subtask A, only data from device A (high-quality audio) is used, while for subtask B, some data from devices B and C is available as parallel recordings. Subtask C allows the use of external data and transfer learning, but does not provide any additional data, only indicates some sources of data that could be used. For each subtask, a development set was provided, together with a training/test partitioning for system development. Participants were required to report performance of their system using this train/test setup in order to allow comparison of systems on the development set.
The total amount of recorded audio was partitioned into development and evaluation subsets, each containing data from all cities and all acoustic scenes. The development dataset was published when opening the task, provided with full metadata information. The evaluation dataset was published as audio only; the metadata of this part is kept secret, and the evaluation of systems is performed by the task organizers, based on the predicted scene labels that participants have to submit when participating the challenge. In this dataset, the data from device A which is originally binaural, was resampled to 44.1 kHz and averaged into a single channel, to align with the properties of the data recorded with devices B and C. The dataset contains in total 28 hours of audio.
The training/test partitioning was done same as for TUT Urban Acoustic Scenes 2018, with approximately 70% of recording locations for each city and each scene class included to the training subset, considering only device A. The training subset contains 6122 segments from device A, 540 segments from device B, and 540 segments from device C. The test subset contains 2518 segments from device A, 180 segments from device B, and 180 segments from device C. The data partitioning is illustrated in Fig. 2 Challenge, systems will be ranked based on classification accuracy for the evaluation dataset, calculated as class-wise average. The dataset is balanced at class level, having a number of 360 segments per scene, being as balanced as possible at city level too, with 72 segments per scene per city when possible. There are only few exceptions, notably Barcelona airport being available only in the development set.
TUT Urban Acoustic Scenes Mobile 2018 evaluation dataset contains 42 hours of data, recorded with all four devices. The data recorded with device A was resampled and converted to single channel, just as in the development dataset. The dataset contains 3600 segments of parallel data from devices A, B and C, 360 segments of non-parallel data each from devices B and C, and 1440 segments from device D. To create more diversity and prevent guessing of device specific segments, there are an additional 720 non-parallel segments from devices A, B and C, whose sole purpose is to create a non-balanced set, i.e. these segments will not be evaluated.
Ranking of the systems will be done based on classification accuracy only on audio recorded with devices B and C. Data from device A will be used for comparison with subtask A performance, while data from device D, which was not encountered at all in training, will be used to analyze performance on completely unseen devices. No information about device identity was provided with the segments, in order to force generalization and avoid tuning the systems towards the specific devices.
BASELINE SYSTEM RESULTS
The baseline system implements a convolutional neural networkbased approach (CNN). The architecture of the network is based on one top ranked submission from DCASE 2016 [9] , with added batch normalization and changes to layer sizes. This approach aims to implement a popular solution based on previous challenges, and to offer a satisfactory performance for the task.
For each 10-second audio file, log mel-band energies were first extracted in 40 bands using an analysis frame of 40 ms with a 50% hop size. The neural network consists of two CNN layers and one fully connected layer, and uses an input of size 40x500, equivalent to the full length of the segment to be classified. The network was trained using Adam optimizer [10] with a learning rate of 0.001. The system architecture is presented in Fig. 3 , including details of each layer. The model selection was done using a validation set consisting of approximately 30% of the original training data, selected such that training and validation sets do not have segments from the same location, and both sets have data from each city. The model performance was evaluated on the validation set after each epoch, and the best performing model was selected. Table 1 presents the baseline system results for subtasks A and B, both on development set and evaluation sets. In the development stage, the system was trained and tested 10 times using the provided training/test split to account for the effect of random weight initialization in training; the mean and standard deviation of individual performance from these 10 independent trials is presented in the table as development set performance. On subtask A, system performance on the development set is 59.7%, with class-wise results varying from 40.4% to 80.5%. The system generalizes rather well, having a performance of 61% on the evaluation set. By comparing system performance on individual scene classes, we note that most scenes have very similar performance for the two sets -bus, metro station,park street with traffic. The most difficult class to recognize is public square, with the lowest performance in development set and even lower (33.9) in evaluation set, while the best performance of over 80% is obtained for the street with traffic scene. The confusion matrix is presented in Fig. 4 .
For subtask B, the system was trained using only the audio material from device A (6122 segments of high-quality audio) to highlight the problem of mismatched recording devices. No additional techniques for dealing with the mismatch was used, in order to avoid influencing the challenge participants in their choice of method. Test subset results are presented separately for each device (2518 segments from device A, 180 segments from device B, 180 segments from device C); average of devices B and C is highlighted, as this is the official ranking measure in the challenge. Here too the system was trained and tested 10 times using the provided training/test split.
System performance on data from device A, same as its training data, is 58.9%, comparable with the performance in subtask A. On devices B and C, the system performs similarly, with an over 10% gap to device A, clearly showing the device mismatch. The system has a similar behavior on the evaluation set, with a performance of 63.6% for device A and 47.6% average on devices B and C, a sign of good generalization and consistent behavior. Performance on device D is very low, with a very large gap even to devices B and C. The one important characteristic of device D is that it provides audio in compressed format, which may be the cause of such extreme mismatch.
Class-wise performance is mostly similar between development and evaluation sets for all devices, with the performance gap still present between devices even when the development and evaluation performance for same device is significantly different: for example metro with 20% (devices B,C) and 46% (device A) in development, increasing to 45% and 61%, respectively, in evaluation set.
CONCLUSIONS
The acoustic scene classification within DCASE 2018 challenge offers participants three interesting subtasks, each with own research question. In subtask A, the same classification problem is approached for a dataset with a much larger size and acoustic variability than before, subtask B calls for solutions to the device mismatch problem, while subtask C allows use of external resources such as data and transfer learning for increasing classification performance. The datasets are freely available and not limited for use within the challenge, and will be extended in the future to include more cities and possibly other acoustic scene classes, to further increase task complexity through acoustic variability and allow other challenging research questions, such as training with unbalanced data, or open set classification.
