Spherical microphone arrays have been widely used in direction-of-arrival (DOA) estimation in recent years. The conventional multiple signal classification method formulated in spherical harmonic domain (SHMUSIC) is computationally expensive, particularly in the application of joint estimation of the azimuth and elevation. In this paper, one-dimensional MUSIC-type approach (ODMUSIC) is proposed to estimate the elevation and azimuth. We construct a mapping matrix between the spherical harmonic function and Fourier series, then utilize the Vandermonde structure of Fourier series to develop the polynomial rooting method. The mapping matrix only depends on the array configuration and can be calculated prior to DOA estimation. The two-dimensional angle search can be transformed into two one-dimensional angle findings based on the mapping matrix. By using the characteristic of Fourier series, we can construct two root polynomials to estimate the azimuth and elevation, respectively. The proposed method can avoid the two-dimensional spectral search and the angles are automatically paired. Computer simulations validate the effectiveness of the proposed method.
I. INTRODUCTION
Direction-of-arrival (DOA) estimation has been a fundamental problem in signal processing and has wide applications in many fields, such as radar, sonar and wireless communications [1] - [3] . It has been well studied during the past four decades, resulting in many efficient and accurate algorithms. The development of DOA estimation algorithms can be mainly divided into the beamforming methods [4] , subspace based algorithms, maximum likelihood (ML) methods [5] , [6] and sparse recovery methods [7] , [8] . Beamforming algorithms have Rayleigh limit and low resolution. Although ML methods are able to provide high estimation accuracy, they need multidimensional search and global convergence is not guaranteed. The estimation accuracy and complexity of sparse recovery methods depend on the division of the grids. The smaller grids are, the higher complexity and estimation accuracy are. The subspace estimation schemes have attracted considerable attention because of their high resolution, such as multiple signal classification The associate editor coordinating the review of this manuscript and approving it for publication was Wei Liu .
(MUSIC) [9] , Root-MUSIC [10] and estimation of signal parameter via rotational invariance technique (ESPRIT) [11] . MUSIC can get high estimation accuracy, but it requires exhaustive spectral peak search. A numerically efficient search-free modification of MUSIC is commonly referred to as Root-MUSIC. It estimates the DOA by making use of polynomial rooting instead of spectral search, so it can get less computational load than that of MUSIC. But under low signal-to-noise ratios (SNRs), noise roots are closer to the unit circle and make Root-MUSIC fail. Two-step Root-MUSIC algorithm picked the roots under the constraint of the stochastic ML function minimum and thus improved the estimation accuracy at low SNRs [12] . Enhanced principal singular-vector utilization for modal analysis (EPUMA) was presented to apply the linear prediction theory to the signal subspace [13] . It built an equation associated with the elements of the signal subspace and transformed DOA into the roots of the equation. Finally, the roots were selected by minimizing the ML cost function. Reduced-dimensional MUSIC algorithm was proposed for near-field source localization with uniform linear arrays [14] . It split the directional matrix in terms of angles and ranges and constructed a reduced-dimensional spectral function. It obtained angles by one-dimensional (1D) spectral search, which greatly reduced the computational load. The methods mentioned above mainly use uniform linear arrays and can only solve the 1D DOA estimation problems. However, in some scenarios, more and more applications need two-dimensional (2D) DOA estimation.
Spherical microphone arrays are becoming more and more popular, which are able to efficiently represent the sampled sound-field in the spherical harmonic domain (SHD) and have become a research hotspot in the field of acoustics [15] - [17] . The mentioned subspace methods above have been formulated in the SHD [18] . Spherical harmonics ESPRIT (SHESPRIT) was developed by spherical harmonics recursion relationship based on the tangent function. However, it is ill when the tangent function grows to infinity near the equator in spherical coordinate system [19] . Two-stage SHESPRIT (TS-SHESPRIT) exploited two recurrence relations of spherical harmonic functions to estimate the elevation and azimuth separately [20] . Huang et al. developed a unitary two-stage decoupled approach (TSDA) which used unitary SHESPRIT in the first stage and unitary spherical harmonics Root-MUSIC in the second stage [21] . DOA-Vector SHESPRIT (DV-SHESPRIT) was used to extract directional parameters from three independent recurrence relations of spherical harmonic functions. These parameters correspond exactly to the three independent components of a unit directional vector that points to the DOAs [22] , [23] . DV-SHESPRIT has no angular ambiguities and the estimation accuracy does not depend on the source DOAs. Li et al. introduced the spherical harmonics MUSIC (SHMUSIC) method, which demanded huge computational load because of the 2D angle searching [24] . Kumar et al. proposed the spherical harmonics Root-MSUIC (SHRMUSIC) [25] . SHRMUSIC avoided the peak search, but only estimated azimuth by using polynomial rooting.
Some researchers have studied the manifold separation techniques (MST) to extend the conventional Root-MUSIC to estimate azimuths for arbitrary arrays, resulting in various search-free methods [26] - [29] . Joint estimation of the azimuth and elevation for arbitrary arrays have been converted to a problem of bivariate polynomial rooting based on MST [30] . Nevertheless, the larger array aperture is, the quite higher order of the polynomial is, which leads to higher computational complexity for the rooting procedure. Fast Fourier transform based MUSIC (FFT-MUSIC) converted the 2D MUSIC cost function into standard 2D discrete Fourier transform (DFT) form by using MST, then utilized 2D fast Fourier transform to efficiently compute the spatial spectrum, which can alleviate the computational burden of Root-MUSIC or 2D MUSIC. Based on FFT-MUSIC, iterative multidimensionalsubspace-fitting estimator was also proposed to reduce the estimation error of noise subspace iteratively, which can improve the estimation accuracy of FFT-MUSIC [31] .
In this paper, we propose a new one-dimensional MUSICtype (ODMUSIC) algorithm to estimate the elevation and azimuth. The main contributions of this paper are as follows: we first use a new efficient way to calculate the mapping matrix that builds a link between the spherical harmonic functions and Fourier series. Secondly, considering that the Fourier series have characteristics of Vandermonde structure, it is easy to associate the roots of polynomial with the DOA information. We first estimate the elevation by 1D spectral search and take the estimated elevation as the initialization, then two root polynomials are constructed to find the azimuth and elevation, respectively.
The remaining part of this paper is organized as follows. Section II presents the array model and mapping matrix between the spherical harmonic function and Fourier series. Section III describes the proposed localization algorithm to estimate the elevation and azimuth. In Section IV, we analyze the computational complexity of ODMUSIC. Finally, simulation results are used to illustrate the performance of ODMUSIC in Section V. Conclusions are drawn in Section VI. 
II. DATA MODEL
Consider a spherical microphone array with a radius r consisting of L mutually independent and isotropic sensors, assuming no mutual coupling among the sensors. The localization of the l-th sensor is described as r l = r[sin ϑ l cos ϕ l , sin ϑ l sin ϕ l , cos ϑ l ] T in the spherical coordinate system in Fig. 1 , where ϑ l and ϕ l are the elevation and azimuth of the l-th sensor.
[·] T represents the transpose operation. Supposed that D signals impinge on the spherical microphone array from the far-field. Let d = (θ d , φ d ) and d = 1, · · · , D, where θ d and φ d denote the elevation and azimuth of the incident plane wave, respectively. The output of the spherical microphone array can be described in a matrix form as followsx
whereĀ( ) = [ā( 1 ), · · · ,ā( D )] is the steering matrix that represents the transfer function from the source to the array and holds the DOA information. t is the snapshot index.x(t) = [x 1 (t), . · · · ,x L (t)] T is the output vector, s(t) = [s 1 (t), · · · , s D (t)] T is the source signal vector and n(t) = [n 1 (t), · · · ,n L (t)] T is the Gaussian white noise vector whose mean is zero and variance is σ 2 n . The output after spherical harmonic decomposition is expressed as [32] .
where
N is the highest order of the spherical microphone array. kr is omitted in b n for notational simplicity and diag{·} represents a diagonal matrix and b n (kr) is given by
where j n (kr) and h n (kr) are the nth order spherical Bessel and Hankel function of the first kind. j n and h n are their corresponding derivations, respectively. For an open sphere, the sensors are placed in free space where nothing can impact the sensors capturing. For a rigid sphere, the sensors are mounted on a rigid sphere. In this case, the received wavefield is scattered by the rigid sphere interface [16] .
[·] H denotes the Hermitian transpose operation. k = 2πf /c is the wavenumber of the signal, f is the frequency and c is the speed of sound. Y H ( ) is a W × D spherical harmonics matrix whose d-th column is given as
and
is the spherical harmonic function, n and m are the order and degree [33] . l = (ϑ l , ϕ l ) is the spherical angle of the l-th sensor position. Y m n (·) can be defined as follows
where n ∈ [0, N ], m ∈ [−n, n] and P m n (·) is the associated Legendre polynomial.
Next, we apply the spherical Fourier transform (SFT) on the output and consider the orthogonality relation Y H ( )αY( ) = I W [34] and α = diag{α 1 , · · · , α L }, where α l is the sampling weight of the sampling scheme. By multiplying (2) from the left by Y H ( )α, we can obtain the model in the spherical harmonic domain
We multiply (6) from the left by B −1 (kr) to make the steering matrix frequency independent. The data model is expressed as
where x(t) = B −1 (kr)x(t) , A( ) = [y( 1 ), · · · , y( D )] and n(t) is represented as n(t) = B −1 (kr)n(t). The covariance matrix can be described as
. However, the covariance matrix R c is not available in practice, a typical method is to use the sample covariance matrixR c instead of R cR
where T is the snapshot number and X = [x(1), · · · , x(T )] is the data matrix. By taking the eigenvalue decomposition (EVD) ofR c , we can get the signal subspace
are the signal eigenvectors that correspond to the D largest eigenvalues λ 1 , · · · , λ D and {u i } W D+1 are the noise eigenvectors that correspond to the remaining eigenvalues λ D+1 , · · · , λ W .
At present, we have transformed the output of the spherical microphone array from the spatial domain to the spherical harmonic domain. The steering vector just consists of spherical harmonic function. By utilizing the properties of spherical harmonic function. We construct a mapping matrix to build a link between spherical harmonic function and Fourier series. The spherical harmonics matrix can be decomposed into the product of two matrixes, which contain the information of the elevation and azimuth, respectively.
Based on the definition of spherical harmonic function in (5) , spherical harmonics vector y(θ, φ) can be represented in another form as follows
where M ∈ R W ×W is a diagonal matrix that contains the normalization coefficients as
Define the matrix Z e ∈ C W ×(2N +1) and Z a ∈ R W ×(2N +1) . The matrix Z a satisfies the following equation
where f(φ) = [e jN φ , · · · , 1, · · · , e −jN φ ] T and Z e can be represented as
where f(θ ) = [e −jN θ , · · · , 1, · · · , e jN θ ] T [35] . We can get the following relation between spherical harmonic function and Fourier series
The detailed derivation for (17) is shown in Appendix. The matrix G in (17) is given as
it means thatĨ is obtained by extracting from I W 2 by columns and the extraction interval is W . Operator ⊗ represents the Kronecker product. The mapping matrix G establishes a link between the spherical harmonics vector and 2D Fourier basis function.
The key point of calculating G is to get the matrix Z e and Z a , the definition of Z e and Z a is still unknown in (18) . Therefore, another thing is how to represent Z e and Z a . According to the structural characteristics of the vector d(φ) and f(φ). It is easy to find that the matrix Z a has the form as follows
, · · · , N + 1 and W 2 = N − v + 1. 0 p×p denotes a zero matrix with size p × p. The matrix Z e can be computed by means of two independent recurrence relations of the Legendre function, which is complicated and needs to set the initial value of Legendre function [35] . To make the matrix Z e accurate, we use a simpler way to compute Z e . The matrix Z e can be seen as a solution of Least Squares (LS) problem as follows arg min
where || · || F denote the Frobenius norm [36] . The optimization in (20) can be solved by choosing Q directions θ 1 , · · · , θ Q uniformly distributed over (0, π]. We construct a W × Q matrix P = [q(θ 1 ), · · · , q(θ Q )] for the set of angles θ 1 , · · · , θ Q . Similarly, we can form the W 1 × Q matrix F = [f(θ 1 ), · · · , f(θ Q )] and W 1 = (2N + 1). The matrix Z e can be obtained as
The size of angle set needs to meet Q ≥ 2N + 1. In this way, the inverse in (21) always exists. By substituting (21) and (19) into (18), we can obtain the mapping matrix G. It can be obtained off-line prior to DOA estimation. After we have obtained the matrix G, the model in (7) can be represented as
We can decompose the DOA information into two matrixes. Both of them have the Vandermonde structure. This can help us to develop the root polynomial methods to find the elevation and azimuth.
III. LOCALIZATION ALGORITHM
The conventional SHMUSIC algorithm runs on the noise subspace. By exploiting the property that signal subspace and noise subspace are orthogonal, SHMUSIC method searches the continuous array manifold vector over the area of θ and φ to find the D minima of the following cost function
According to (23) , the conventional SHMUSIC algorithm takes the 2D spectral search and requires huge computational burden. The main purpose of our proposed ODMUSIC is to reduce the computational complexity of SHMUSIC. The vector f(θ) and f(φ) have the characteristics of Vandermonde structure, so it is natural to associate the DOA information with the roots of polynomial. But conventional root polynomial methods in the SHD can only estimate the azimuth by utilizing the polynomial rooting. In order to estimate the elevation and azimuth by making use of polynomial rooting, we estimate the elevation at first and take the estimated elevation as initialization, then two root polynomials are constructed to find the azimuth and elevation. Similarly, estimating the azimuth at first and taking the estimated azimuth as initialization is also feasible in ODMUSIC.
A. INITIALIZATION
We define a function h(θ, φ) to denote the cost function in (23) h(θ, φ) = y H (θ, φ)U n U H n y(θ, φ).
By substituting (17) into (24), we can represent h(θ, φ) in another form as follows
It is easy to find that (25) can be regarded as an optimization problem, so (25) can be reconstructed as
where e 1 = [0 1×N 1 0 1×N ] T ∈ R W 1 ×1 . According to [37] , we can get the elevation as follows
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B. AZIMUTH ESTIMATION
We take the estimated elevation as an initialization and use it to find the azimuth. H(θ d ) is known after the elevation is obtained. By considering the Vandermonde structure of f(φ d ), it is easy to construct the root polynomial to associate the DOA information with roots of the polynomial. We define
Therefore, the cost function assumes a polynomial form of degree 4N can be described as
where the coefficient c u is obtained mathematically. The polynomial has 4N roots. If z d is the root of polynomial, then (z * d ) −1 will also be the roots. Hence, 2N roots are within the unit circle, and the other 2N roots are outside the unit circle. The rootẑ d that is within and closest to the unit circle contains the DOA information, so the azimuth can be estimated bŷ
where (·) is the imaginary part of (·). Asφ d is estimated based on H(θ d ), soθ d andφ d are automatically paired.
C. ELEVATION ESTIMATION
After we have obtained the azimuth, we can use the estimated azimuth to further get the elevation by the following way of estimating the azimuth. We represent (25) in another form as follows
is known after we obtain the azimuthφ d . The estimation of the elevation is similar with the azimuth, so the elevation can be estimated byθ
We can estimate the azimuth based on the elevation and vice verse, so it is easy to get the elevation and azimuth iteratively. The procedure of ODMUSIC is listed in Table 1 , our simulation results have shown that the estimation accuracy of ODMUSIC will not change after two iterations.
IV. PERFORMANCE ANALYSIS
In this section, we analyze the computational complexity of ODMUSIC and compare it with that of SHMUSIC and FFT-MUSIC. We mainly consider the multiplication operations that result in major computation in the estimators. Although it is feasible to estimate the azimuth at first and take the estimated azimuth as the initialization. As for 1D spectrum search, the initialization with azimuth will take twice as much time than the initialization with elevation. Therefore, we take the elevation as initialization.
The computational complexity of ODMUSIC mainly concentrates on the initialization of the elevation. By using the fast subspace decomposition technique [38] , the complexity to find D-dimensional noise subspace U n is given by O(W 2 D). Calculating H(θ) and its inverse will cost
, so the 1D spectral 
where N e denotes the number of searched spectral points along the elevation. The proposed method utilizes two root polynomials to obtain the elevation and azimuth after initialization is finished. The complexity for solving the roots of polynomial cannot exceed O(W 3 ), so the total complexity of ODMUSIC is O(
). The complexity of traditional SHMUSIC method is O(N a N e (W + 1)(W − D) + W 2 D), where N a represents the number of searched spectral points along the azimuth. As for FFT-MUSIC, the complexities of coefficient matrix calculation and 2D FFT are O(L 2 D + M 2 t L 2 + N a N e + N a N e log(N a N e )) [31] , [39] , where M t ≈ 2.5kR and R is the largest distance between the array sensors. The computational complexity of ODMUSIC, SHMUSIC, and FFT-MUSIC are compared in Table 2 . We set N a = 4096 and N e is set to be 256, 512, 1024, and 2048. The corresponding search step along the elevation is 0.7 • , 0.35 • , 0.17 • , and 0.08 • . The number of signals is 2. For spherical arrays, M t is 16. The main multiplication operation is shown in TABLE 3. We can conclude that ODMUSIC has lower computational complexity than SHMUSIC and FFT-MUSIC.
V. SIMULATIONS
In this section, we present some simulation results to illustrate the performance of ODMUSIC, SHMUSIC, MUSIC, TSDA and ESPRIT-type algorithms. A spherical microphone array of radius r = 4.2 cm is employed for these simulations. The number of the sensors is 32. These sensors are distributed in a uniform manner on the rigid sphere. The distance between neighboring samples in the uniform sampling scheme is constant. The uniform sampling scheme gives rise to a limited set of platonic solids, and it is only possible for certain numbers of sensors element [34] . The highest order of the spherical microphone array is up to order N = 4. These simulations are performed with 500 independent Monte Carlo trials and using MATLAB 2017b. The search step for SHMUSIC, ODMUSIC and MUSIC is 0.1 • and the number of iterations V = 2 is employed. To avoid the aliasing error, kr should be less than N . The signal in the following examples are far-field narrowband amplitude modulation (AM) signals simulated by MATLAB.
Example 1: In this example, we study the fitting error of (20), we first give the value of Q and use (21) to compute the matrix Z e . Let the elevation range from 0 • to 180 • and check whether (20) is valid. We define the error expression as follows
where θ ∈ (0, π] [36] . (21) can be always solved under the condition that Q ≥ 2N + 1. So we compare the effects of different Q for the error. We divide the value of Q into two categories with 9 as the limit. Therefore, we set Q to be 7, 9,10 and 180. Fig. 2 shows the simulation results. When Q is greater than 9, the error is approximately less than 10 −8 , which indicates that the matrix Z e can be seen as the elevation independent. Under the condition that Q is less than 9, the fitting error is so big that (21) is not valid, because the inverse in (21) do not always exists. The error curve varies slightly with the elevation, this mainly caused by the Legendre function whose input variable is cos θ . We set the value of Q to be 180 to finish the following examples. elevation to finish the initialization. Fig. 3 (a) shows that compared with TS-SHESPRIT, we can get higher estimation accuracy of the elevation based on (27) . SHRMUSIC is used to obtain the azimuth based on the known elevation. Fig. 3 (b) shows that the higher estimation accuracy of the azimuth can be obtained based on the initialization by (27) . Then we use (31) to further get the elevation based on the estimated azimuth, which can be regarded as one iteration for the elevation. We still present the RMSE results of the elevation in Fig. 3 (a) . We can conclude that the estimation accuracy of the elevation can be further improved by one iteration, which demonstrates that our proposed method can run in an iterative way.
Example 3: In this part, we study the effects of the iteration number on the estimation accuracy of the elevation and azimuth. The number of snapshots is 400 and the iteration number is 3. SNR varies from −2 dB to 16 dB and two uncorrelated sources from (45 • , 34 • ) and (74 • , 56 • ). Fig. 4 (b) shows that the estimation accuracy of the azimuth can be improved after two iterations. (The effect of the iteration on the elevation has shown in Fig. 3 (a) ). Because we have taken an initialization for the elevation and use (31) to further estimate the elevation, which can be regarded as one iteration. Then we use the estimated elevation as the initialization and start the second iteration. Fig. 4 (a) shows the RMSEs result after the second iteration, the estimation accuracy of ODMUSIC will not change after two iterations.
Example 4: In this section, we simulate the maximum number of signals. Because the size of H(θ ) in (26) is W 1 × W 1 , the maximum number of signals is W 1 . Fig. 5 shows the results that 9 uncorrelated signals from (100 Example 5: In this example, the SNR is fixed at 10 dB and the number of snapshots varies from 100 to 500, two uncorrelated incident signals impinge on the spherical array from (45 • , 34 • ) and (34 • , 66 • ). Fig. 6 indicates that the RMSEs decrease as the number of snapshots increases. Cramer-Rao bound (CRB) is also shown. This example illustrates the good performance of ODMUSIC.
Example 6: In this example, in order to verify the performance of ODMUSIC, we compare the RMSEs of ODMU-SIC, SHMUSIC, MUSIC, TSDA, ESPRIT-type methods and CRBs. We obtain the RMSEs of the algorithm versus SNRs varying from −2 dB to 16 dB, the number of snapshots is 100. Two uncorrelated signals impinge on the spherical array from (45 • , 34 • ) and (75 • , 66 • ), respectively. Fig. 7 shows the RMSE results of the elevation and azimuth estimations. ODMUSIC is better than DV-SHESPRIT, TSDA, and TS-SHESPRIT.
In addition, the performance of ODMUSIC is close to SHMUSIC and MUSIC, but has the lower computational complexity than SHMUSIC and MUSIC. Because SHMU-SIC and MUSIC need to take 2D angle search, ODMUSIC just needs 1D angle search to obtain the elevation and takes the estimated elevation as initialization. By applying root polynomials to get the azimuth and elevation, which can greatly reduce the computational complexity of SHMUSIC. Compared with FFT-MUSIC, the results in [31] show that the performance of FFT-MUSIC is close to MUSIC, which is similar to us, but our method has lower computational complexity than FFT-MUSIC. We also set a source signal from (75 • , 66 • ) and add the standard deviation bars in Fig. 8 to illustrate the performance of our proposed method. 
Example 7:
In this section, we study the performance of the proposed method on two speech signals. The length of speech signal is 6 seconds and sampled at 48 kHz. We perform short time Fourier transform (STFT) on the outputs of spherical array, the STFT parameter are as follows: Hamming window length of 128 samples, a hopsize of 64 samples and a DFT size of 128. Two speech signals impinge on the spherical array from (45 • , 54 • ) and (65 • , 76 • ) respectively. We transform the speech signals into short-time frequency domain by using STFT. Each frame of the signal in short-time frequency domain is converted to spherical harmonic domain by using the sphere Fourier transform. Then we use ODMUSIC to get the elevation and azimuth for each frame of signal in spherical harmonic domain and average the results of all frames to get the final elevation and azimuth. We just compare the performance of DV-ESPRIT, SHMUSIC and ODMUSIC. The SNR varies from −2 dB to 10 dB. Fig. 9 shows the results. Since the ODMUSIC performs several iterations on the elevation and azimuth, the proposed method can get the higher estimation performance on wideband signal than that of SHMUSIC and DV-ESPRIT.
VI. CONCLUSION
This paper presents a novel algorithm named ODMUSIC for DOA estimation using spherical microphone array. ODMU-SIC estimates the elevation by 1D spectral search and take the estimated elevation as initialization. By exploiting the Vandermonde of Fourier series, we can construct two root polynomials to estimate the elevation and azimuth iteratively, respectively, and no pair matching is required. It can get higher estimation accuracy than DV-ESPRIT and TSDA. Compared with SHMUSIC, the performance of ODMUSIC is close to that of SHMUSIC but ODMUSIC greatly reduces the computational complexity of SHMUSIC, we also simulate the RMSEs to validate the results of ODMUSIC. In the future, we plan to improve the resolution of ODMUSIC. In addition, we also try to combine the ODMUSIC with subspace fitting to further improve the estimation accuracy.
VII. APPENDIX
We give a detailed derivation for (17) . By considering the following expression y(θ, φ) T y(θ, φ) = q(θ ) T D(φ)My(θ, φ), (A.1)
by substituting (12), (15) and (16) where G =Ĩ T (I W ⊗ M)(Z a ⊗ Z e ).
