We obtain a solution of the quasilinear equation
Introduction
Consider the problem
Here Ω is a bounded smooth domain in R N , with N ≥ 3 and 1 < p < N. We assume that f : R + → R + is a locally Lipschitz function satisfying the condition ( f 1 ) lim s→0 + f (s)/s p−1 = 0. It is well known that problems involving the p-Laplacian operator appear in many contexts. Some of these problems come from different areas of applied mathematics and physics. For example, they may be found in the study of non-Newtonian fluids, nonlinear elasticity, and reaction diffusions. For discussions about problems modelled by these boundary value problems, see, for example, [1] .
One of the most widely used results for solving problem (1.1) is the mountain pass theorem. In order to apply this theorem, it is necessary that the Euler-Lagrange functional associated to the problem has the Palais-Smale property. One way to ensure this is to 2 Journal of Inequalities and Applications assume that f satisfies some Ambrosetti-Rabinowitz-type condition (see, e.g., [2] or [3] ). Another technique used for obtaining solutions of problem (1.1) is the blowup method due to Gidas and Spruck [4] . In order to use any of the techniques above, it is necessary that the nonlinearity f has subcritical growth.
The object of this paper is to study problem (1.1) for nonlinearities f which do not necessarily satisfy the classical Ambrosetti-Rabinowitz condition, but are limited by functions that do satisfy that condition. We mention recent work on existence of solutions of problem (1.1) where a combination of blowup arguments and nonexistence results for R N is used. Azizieh and Clément [5] studied the case 1 < p ≤ 2. It is assumed that the domain Ω is strictly convex and that there exist positive constants C 1 , C 2 , and q, where
, such that for all s > 0, the function f satisfies the condition
Topological techniques and blowup methods are used in [5] .
Figueiredo and Yang [6] studied the case p = 2. The nonlinearity f is assumed to be a differentiable subcritical function satisfying condition (1.2) for s large. Variational methods, Morse's index, and blowup methods are used.
Recently, a more general nonlinearity f , which may depend on the gradient, is studied in [7] where convex assumptions are not imposed on the domain. The nonlinearity must be located, however, in a region defined by an inequality like the one which appears in (1.2). Therefore, in [7] there is a stronger restriction on the growth of the nonlinearity than the one we are imposing.
In this paper, we assume that the nonlinearity f satisfies condition ( f 1 ) and that it is bounded from below and from above by functions which are asymptotically homogeneous of index q. Following ideas of [5] [6] [7] , we obtain the existence of a solution of problem (1.1). (See Theorem 4.1. By definition, a function h is asymptotically homogeneous of index q if and only if h :
Observe that our method works if f is a locally Lipschitz function satisfying both condition ( f 1 ) and inequality (1.2) for s large. Thus our result is an improvement because we do not impose either the regularity condition on the function f (as in [6] ) or condition (1.2) for all s ≥ 0 (as in [5, 7] ). Also, we note that we do not assume any convex assumption on Ω.
The paper is organized as follows. Section 2 contains some properties of asymptotically homogeneous functions of index q as well as a result of existence. In Section 3, we state some known estimates and Harnack inequalities. In Section 4, we formulate and prove our main result, Theorem 4.1.
Asymptotically homogeneous nonlinearities
Asymptotically homogeneous nonlinearities are considered in the study of existence of radial solutions of superlinear equations, as well as in probabilities (see [8] , as well as [9, 10] Thus h is not asymptotic to any power at infinity. It does, however, satisfy the following property.
(P) For all ε > 0, there exist positive constants C 1 , C 2 , and s 0 such that
In general, we have the following. 
where H is the primitive of h.
Proof. For the proof of property (P), we refer the reader to [8, page 4, inequality (10)]. Limit (2.3) follows from Karamata's theorem (see [9] ).
We thus have that near infinity, asymptotically homogeneous nonlinearities lie between two different powers. Further, by equality (2.3), they satisfy the classical Ambrosetti-Rabinowitz condition. The following follows from the mountain pass theorem. 
Some previous estimates
Here we first state some lemmas which will be useful to prove our principal result. We note that here and throughout all the paper, C, C 1 , C 2 , and M stand for positive constants which may vary from one expression to another, but are always independent of u.
We will use the following weak Harnack inequality due to Trudinger (see [11] ). 
A slight modification of the proof of [7, Lemma 2.1] allows us to show the following lemma (see also [12] and the references therein).
Lemma 3.2. Let u be a nonnegative weak solution of the inequality
in a domain Ω ⊂ R N , where q > p − 1. Take γ ∈ (0, q) and let B R0 be a ball of radius R such that B 2R0 is included in Ω.
Then, there exists a positive constant
for all R ∈ (0,R 0 ).
An existence result
In this section, we consider two fixed continuous functions h 0 , h 1 : R + → R + which are asymptotically homogeneous of index q, where
It follows from Proposition 2.1 that h 1 and h 2 are superlinear at infinity, that is,
Our existence result is the following. 
Then problem (1.1) has at least one positive solution.
Proof. By (4.2), there exist positive constants K 1 and K 2 such that
By Proposition 2.1, we have that f satisfies property (P). For each n ∈ N, we next define the function
It is not difficult to verify that the function f n satisfies condition ( f 1 ). Observe that the function f n also satisfies inequality (4.3) and property (P), where the constants are taken as independent of n. Now consider the equation
Since the function f n is asymptotically homogeneous of index q, we conclude that a solution u n of this equation exists by Theorem 2.2. To complete the proof of Theorem 4.1, we need to show that there exists an n such that u n ∞ ≤ n. Suppose to the contrary that u n ∞ > n, for all n. Take M n = u n ∞ . Let x n ∈ Ω be such that u n (x n ) = M n . Denote
It is simple to prove that δ n is well defined. Moreover, we have 0 < δ n < δ n . Claim 1. There exists x n ∈ Ω such that d(x n , x n ) = δ n and u n ( x n ) = M n /2.
Assume that u n (x) > M n /2 for all x such that d(x n ,x) = δ n , then by continuity, the existence of ε > 0 can be proved such that u n (x) > M n /2 for all x in B δn+ε (x n ) which is a contradiction with the definition of δ n . 
