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BOUNDEDNESS OF SOLUTIONS TO A CLASS OF COERCIVE
SYSTEMS WITH MORREY DATA
DIAN K. PALAGACHEV AND LUBOMIRA G. SOFTOVA
Abstract. We prove global essential boundedness of the weak solutions u ∈
W
1,p
0
(Ω;RN ) to the quasilinear system
div
(
A(x,u,Du)
)
= b(x,u,Du).
The principal part A(x,u,Du) of the differential operator is componentwise
coercive and supports controlled growths with respect to u and Du, while
the lower order term b(x,u, Du) exhibits componentwise controlled gradient
growth. The x-behaviour of the nonlinearities is governed in terms of Morrey
spaces.
1. Introduction
Solutions to various real world problems realize minimal energy of suitable non-
linear functionals, and the central problem of the Calculus of Variations is to get
existence of such solutions and to study their qualitative properties such as mul-
tiplicity, symmetry, monotonicity, etc. In all these issues, it is the machinery of
the nonlinear functional analysis which plays a crucial role. On the other hand,
each minimizer of a variational functional solves weakly the corresponding Euler–
Lagrange equation/system and this fact allows to employ the powerful theory of
PDEs as an additional tool. The Euler–Lagrange equations are divergence form
PDEs, usually elliptic and nonlinear, and their weak solutions (the minimizers)
possess some basic minimal smoothness. The regularity theory of general (non nec-
essary variational) divergence form elliptic PDEs establishes how the smoothness
of the data reflects on the regularity of the solution, already obtained under very
general circumstances. Once having better smoothness, powerful tools of functional
analysis apply to infer more precise properties of the solution. The importance of
these issues becomes more evident if dealing with variational problems for discon-
tinuous functionals and over domains with non-smooth boundaries when many of
the classical nonlinear analysis techniques fail.
This paper deals with boundedness properties of the weak solutions to diver-
gence form nonlinear systems with data belonging to suitable Morrey spaces. More
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precisely, we consider the Dirichlet problem
(1.1)
{
u ∈W 1,p0 (Ω;R
N ), N > 1
div
(
A(x,u, Du)
)
= b(x,u, Du) weakly in Ω
over a bounded domain Ω ⊂ Rn, n ≥ 2, with generally low regular boundary ∂Ω
and where the nonlinear terms are given by the Carathe´odory maps A : Ω×RN ×
R
N×n → RN×n,A =
{
aαi
}α=1,...,N
i=1,...,n
, b : Ω×RN×RN×n → RN , b = (b1, . . . , bN). Let
us stress the reader attention at the very beginning that, even if (1.1) can be viewed
as the Euler–Lagrange equation for many important functionals from mathematical
physics and differential geometry (such as the nonlinear Schro¨dinger, Gunzburg–
Landau, harmonic maps between Riemannian manifolds, Gross–Pitaevskii, etc.),
the structure of the nonlinear operator here considered in not necessary variational.
Our main goal is to obtain sufficient conditions ensuring that any weak solution
u(x) =
(
u1(x), . . . , uN (x)
)
: Ω → RN of (1.1) is globally essentially bounded in Ω
when 1 < p ≤ N (the boundedness is an immediate consequence of the Sobolev
imbedding theorem when p > N). These conditions require relevant coercivity of
the differential operator in (1.1), suitable growths of the nonlinearities with respect
to the solution u and its gradient Du, while the x-behaviour of A and b will be
controlled in terms of Morrey functional scales (see also [21] for particular systems
of elliptic type).
The boundedness problem for the weak solutions to elliptic equations (N = 1)
is completely solved. The seminal result of De Giorgi [7] and Nash [17] ensures
boundedness and Ho¨lder continuity of the W 1,20 -weak solutions to linear elliptic
equations with Lp-coefficients and it was later extended by Ladyzhenskaya and
Ural’tseva [11] to the case of quasilinear equations. Recently, boundedness and
Ho¨lder continuity of the weak solutions to general quasilinear equations have been
proved ([3, 4] when p = 2 and [5, 6] when p ∈ (1, n]) allowing control in terms of
Morrey spaces for the x-behaviour of the nonlinear terms.
The situation changes drastically when passing to systems (N > 1). The bound-
edness properties of the weak solutions to (1.1) are strongly conditioned by the
De Giorgi example [8] of linear elliptic system with unbounded weak solution where
the lack of boundedness is due to the particular structure of the off-diagonal ele-
ments of the coefficients matrix. For linear systems with “almost” diagonal struc-
ture Ladyzhenskaya and Ural’tseva proved in [11] local boundedness of the weak
solutions (see also [12]), while Necˇas and Stara´ [18] derived a maximum principle
for quasilinear systems which are diagonal for large values of u. Boundedness of the
weak solutions to nondiagonal systems has been obtained by Meier in [16] assuming
that the operator in (1.1) is coercive
N∑
α=1
Aα(x,u, Du) ·Duα ≥ κ|Du|p − lower order terms (x,u)
and that the indicator function
N∑
α,β=1
uαuβ
|u|2
Aα(x,u, Du) ·Duβ
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is nonnegative on the set where |u| is large. Apart from the fact that this last
condition depends on the particular solution, it is very difficult to check it in general.
In [2] Bjo¨rn considered quasilinear systems which are not too far from being
diagonal. Precisely, the author required componentwise coercivity of the differential
operator in (1.1),
Aα(x,u, Du) ·Duα ≥ κ|Duα|p − lower order terms (x,u)
for any α ∈ {1, . . . , N} which means that the α-th equation of the system (1.1) is
coercive with respect to the gradient of the α-th component of the weak solution.
Assuming additionally (p− 1)-growths of the nonlinear terms{∣∣A(x,u, Du)∣∣ = O (ϕ(x) + |u|p−1 + |Du|p−1) ,∣∣b(x,u, Du)∣∣ = O (ψ(x) + |u|p−1 + |Du|p−1)
with ϕ and ψ taken in suitable Lebesgue spaces, Bjo¨rn proved local boundedness
and almost everywhere classical differentiability for the W 1,p-weak solutions when
1 < p ≤ 2. (Actually, the hypotheses in [2] are expressed in a more general form al-
lowing to treat degenerate operators with p-admissible weights and also variational
inequalities.)
Recently maximum principle results have been obtained for componentwise co-
ercive systems with lower-order term b(x,u, Du) satisfying a sort of sign-condition
with respect to u, and ϕ, ψ belonging to suitable Lebesgue ([13]) or Morrey ([22, 23])
spaces.
In the present paper we consider componentwise coercive systems (1.1). The
nonlinear terms are subject of controlled growth assumptions that are the optimal
ones giving sense of the concept of weak solution. Precisely, the principal part of
the differential operator is supposed to satisfy∣∣A(x,u, Du)∣∣ = O (ϕ(x) + |u| p∗(p−1)p + |Du|p−1)
with the Sobolev conjugate p∗ of p, while on the lower order term we require gradient
componentwise controlled growth∣∣bα(x,u, Du)∣∣ = O (ψ(x) + |u|p∗−1 + |Duα| p(p∗−1)p∗ ) ∀α ∈ {1, . . . , N}.
Actually, the last condition means that the right-hand side of the α-th equation
grows as the p(p
∗−1)
p∗ -th power of the gradient of the α-th solution component.
Indeed, this hypothesis is more restrictive than the general controlled growth as-
sumption when
∣∣bα(x,u, Du)∣∣ can grow as |Du| p(p∗−1)p∗ and we do not know whether
this is only a technical restriction or it is intrinsically related to the nature of the
systems studied. The functions ϕ and ψ are taken in the Morrey spaces Lr,λ and
Ls,µ, respectively, with (p−1)r+λ > n and ps+µ > n, and the particular situation
when λ = µ = 0 covers also the case of Lr/Ls data.
The main result of the paper (Theorem 2.1) asserts global boundedness of any
weak solution to the problem (1.1). Our technique is inspired by that already used
in [6] to get Ho¨lder continuity for weak solutions to coercive equations with Morrey
data. It relies on exact decay estimates for the total mass of each component uα of
the weak solution taken over the level sets of uα. However, the presence of Morrey
data ϕ and ψ, and the specificity of the controlled growth assumptions require this
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mass to be taken with respect to a positive Radon measure m, depending on ϕ and
ψ, but also on a suitable power of the weak solution itself. The Morrey integrability
of ϕ and ψ allows to employ precise Sobolev inequalities of trace type proved by
D.R. Adams [1] and V.G. Maz’ya [14, 15] in order to estimate the m-mass of uα
in terms of the p-energy of uα for each α. To manage the nonlinear part of m that
depends on the solution u we rely also on the higher gradient integrability in the
the spirit of Gehring and Giaquinta. This, combined with the controlled growth
conditions, gives an estimate for the p-energy of uα in terms of small multiplier
of the same quantity plus a suitable power of the uα-level set m-measure. It is
at that point that the |Duα|
p(p∗−1)
p∗ -growth of |bα(x,u, Du)
∣∣ plays a crucial role
since, on the level set of uα we can control only Duα but not Duβ for β 6= α.
It is worth noting that, allowing full gradient growth |Du|
p(p∗−1)
p∗ of |b(x,u, Du)
∣∣,
the technique of Bjo¨rn from [2] would give the boundedness result only for very
small values of p in the range
(
1, 2nn+1
)
. Once having a good decay estimate for
the solution total m-mass, the global boundedness follows by a maximum principle
result due to Hartman and Stampacchia.
As consequence of the Morrey control with respect to x of the nonlinear terms
in (1.1) we obtain (Theorem 4.1) also Morrey regularity for the gradient of the
bounded weak solutions.
Acknowledgments. The authors are members of INdAM/GNAMPA.
2. Hypotheses and main results
We will use throughout the paper two types of indices: the subscript i indicates
the i-th component of a point x ∈ Rn and varies from 1 to n, while the superscript
α runs from 1 to N and stands for the α-th component of an N -dimensional vector.
The boldface small roman letters b,u,v, . . . denote N -dimensional vector-valued
functions whereas boldface capital letters A,Ξ stand for N × n matrices. The n-
dimensional ball centered at x and of radius ρ will be denoted by Bρ(x) and |E|
stands for the Lebesgue measure of a measurable set E ⊆ Ω.
Given p ∈ (1,∞), the Sobolev space of once weakly differentiable functions
u : Ω → R belonging to Lp(Ω) together with the gradient Du is denoted as usual
by W 1,p(Ω), the norm in W 1,p(Ω) is given by
‖u‖W 1,p(Ω) := ‖u‖Lp(Ω) + ‖Du‖Lp(Ω),
and W 1,p0 (Ω) stands for the closure of C
∞
0 (Ω) with respect to that norm. Further
on,W 1,p(Ω;RN ) is the collection of all vector-valued functions u : Ω→ RN , u(x) =(
u1(x), . . . , uN(x)
)
, such that uα ∈ W 1,p(Ω) and
‖u‖W 1,p(Ω;RN ) :=
N∑
α=1
‖uα‖W 1,p(Ω).
We will denote by p∗ the Sobolev conjugate of p, that is,
p∗ =


np
n− p
if p < n,
arbitrary large number > n if p ≥ n.
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Let us recall, for reader’s convenience, the definition of the Morrey spaces. Given
a bounded domain Ω ⊂ Rn, r ∈ [1,∞) and λ ∈ [0, n], a function u ∈ Lr(Ω) belongs
to the Morrey class Lr,λ(Ω) if
‖u‖Lr,λ(Ω) := sup
x0∈Ω,
ρ∈(0,diam Ω)
(
1
ρλ
∫
Bρ(x0)∩Ω
|u(x)|r dx
)1/r
<∞.
This quantity defines a norm which makes Lr,λ(Ω) a Banach space. The limit cases
λ = 0 and λ = n give rise, respectively, to Lr(Ω) and L∞(Ω). It is worth noting
(see [20]) that the imbedding
Lr1,λ1(Ω) ⊆ Lr2,λ2(Ω)
holds if and only if
r1 ≥ r2 and
r1
n− λ1
≥
r2
n− λ2
.
Throughout the paper we will consider a bounded domain Ω ⊂ Rn with n ≥
2, and will suppose that the boundary ∂Ω satisfies a measure density condition
which is a two-sided version of the the so-called (A)-property of Ladyzhenskaya
and Ural’tseva (see [11]) which requires that for each x ∈ Ω the Lebesgue measure
of Bρ(x) ∩ Ω is comparable to the measure of the ball Bρ(x) itself. Precisely, we
suppose that there exists a constant AΩ ∈ (0, 1) such that
(2.1) AΩρ
n ≤
∣∣Bρ(x) ∩ Ω∣∣ ≤ (1−AΩ)ρn ∀x ∈ Ω, ∀ρ ∈ (0, diamΩ).
The lower bound above excludes interior cusps at each point of the boundary
and this ensures the validity of the Sobolev imbedding theorem within the spaces
W 1,p(Ω). The upper bound instead excludes exterior cusps at ∂Ω and this serves,
as will be seen in Lemma 3.3 below, to obtain higher gradient integrability for the
weak solutions of (1.1). The (A)-property holds for example when ∂Ω supports the
uniform interior and exterior cone conditions. In particular, (2.1) is always verified
if ∂Ω is C1-smooth, or Lipschitz, or Reifenberg flat (cf. [19] and the references
therein).
It is worth noting that the results here presented remain valid also in less “reg-
ular” domains Ω when the measure density condition (2.1) is replaced by the more
general one expressed in terms of variational p-capacity that requires the comple-
ment Rn \ Ω to be uniformly p-thick (see [6] for more details).
Turning back to (1.1), recall that a function u ∈ W 1,p0 (Ω;R
N ) is called a weak
solution of the problem (1.1) if∫
Ω
N∑
α=1
n∑
i=1
aαi
(
x,u(x), Du(x)
)
Div
α(x) dx(2.2)
+
∫
Ω
N∑
α=1
bα
(
x,u(x), Du(x)
)
vα(x) dx = 0
for each test function v ∈ W 1,p0 (Ω;R
N ).
Indeed, the concept of weak solution to (1.1) makes sense only if the integrals
involved in (2.2) are convergent and this is ensured by imposing suitable growth
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requirements on the nonlinear terms. The optimal conditions of this kind are known
as controlled growth conditions and have the form
(2.3)


∣∣aαi (x, z,Ξ)∣∣ ≤ Λ(ϕ(x) + |z| p∗(p−1)p + |Ξ|p−1),∣∣bα(x, z,Ξ)∣∣ ≤ Λ(ψ(x) + |z|p∗−1 + |Ξ| p(p∗−1)p∗ )
for all i ∈ {1, . . . , n}, all α ∈ {1, . . . , N}, almost all x ∈ Ω, all z ∈ RN and all
Ξ = {ξαi } ∈ R
N×n, where Λ is a positive constant, and ϕ, ψ are nonnegative
functions satisfying
ϕ ∈ Lr(Ω), r ≥
p
p− 1
; ψ ∈ Ls(Ω), s ≥
np
np+ p− n
.
Actually, the conditions (2.3) are away of being sufficient to ensure essential
boundedness of the weak solution to (1.1) when p ≤ n, and we will straighten
these, complementing them by a sort of coercivity assumption of the operator,
together with Morrey integrability of the functions ϕ and ψ :
(2.4)


ϕ ∈ Lr,λ(Ω), r >
p
p− 1
, λ ∈ [0, n), (p− 1)r + λ > n,
ψ ∈ Ls,µ(Ω), s >
np
np+ p− n
, µ ∈ [0, n), ps+ µ > n.
We will suppose that the α-th equation of the system (1.1) is coercive with
respect to the gradient of the α-th component of the solution, that is,
• Componentwise coercivity of the differential operator: There exist positive
constants κ and Λ such that for each α ∈ {1, . . . , N} one has
(2.5)


Aα(x, z,Ξ) ·Ξα :=
n∑
i=1
aαi (x, z,Ξ)ξ
α
i
≥ κ|Ξα|p − Λ|z|p
∗
− Λϕ
p
p−1 (x)
for almost all x ∈ Ω, all z = (z1, . . . , zN ) ∈ RN and all Ξ = (Ξ1, . . . ,ΞN)T ∈ RN×n
with ϕ as in (2.4).
• We assume further controlled growths of the principal part A(x,u, Du) (that
is, (2.3)1) and gradient componentwise controlled growths of the lower order term
b(x,u, Du) :
(2.6)


∣∣aαi (x, z,Ξ)∣∣ ≤ Λ(ϕ(x) + |z| p∗(p−1)p + |Ξ|p−1),∣∣bα(x, z,Ξ)∣∣ ≤ Λ(ψ(x) + |z|p∗−1 + |Ξα| p(p∗−1)p∗ )
for all i ∈ {1, . . . , n}, all α ∈ {1, . . . , N}, almost all x ∈ Ω, all z = (z1, . . . , zN) ∈ RN
and all Ξ = (Ξ1, . . . ,ΞN )T ∈ RN×n with ϕ and ψ as in (2.4).
The meaning of (2.6)2 is that the lower order term of the α-th equation supports
p(p∗−1)
p∗ -growth with respect to the gradient Du
α of the α-th component of the
solution u. Indeed, (2.6)2 is more restrictive than (2.3)2 but it anyway allows to
consider systems with general enough lower order terms. It will be clear from the
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proofs below, that the boundedness result (Theorem 2.1) remains valid if substitute
(2.6) with (2.3) and require additionally the sign condition
(2.7) bα(x, z,Ξ).sign zα ≥ −Λ
(
ψ(x) + |z|p
∗−1 + |Ξα|
p(p∗−1)
p∗
)
.
In this sense, our result generalizes these proved in [13] and [22, 23] where (2.3) are
complemented with the requirement that for each α ∈ {1, . . . , N} one has
bα(x, z,Ξ).sign zα ≥ 0.
Throughout the article the letter C will denote various positive constants de-
pending on known quantities appearing in the above conditions, with the omnibus
term “known quantities” including n, N, p, κ, Λ, r, λ, s, µ, ‖ϕ‖Lr,λ(Ω), ‖ψ‖Ls,µ(Ω),
|Ω| and AΩ.
Our main result asserts essential boundedness of theW 1,p0 (Ω;R
N )-weak solutions
to the Dirichlet problem (1.1). Namely,
Theorem 2.1. Let p ∈ (1, n] and assume (2.1), (2.4) and (2.5). Suppose moreover
that either (2.6) or (2.3) with (2.7) are verified. Then any weak W 1,p0 (Ω;R
N )-
solution of (1.1) is essentially bounded. Precisely, there exists a constant M de-
pending on known quantities, on ‖Du‖Lp(Ω;RN×n) and on the uniform integrability
of |Du|p (cf. Remark 3.4 below) such that
(2.8) ‖u‖L∞(Ω;RN ) ≤M.
It is worth noting that the requirements (2.4), as well as the growth assumptions
(2.6), respectively (2.3), are sharp in order to have essential boundedness of the
weak solutions to (1.1). This follows easily on the base of the examples given in [6,
Section 4.2] applied to a simple non-coupled system of N single equations.
3. Proof of Theorem 2.1
3.1. Auxiliary results. The desired essential boundedness of the weak solutions
to (1.1) will be obtained on the base of suitable decay estimates for the total mass
of its α-th component uα on the super-level set of uα, and these will be derived
with the aid of two auxiliary results.
The first one is a trace inequality for the weighted Lebesgue norms, and we will
use it in a form given by D.R. Adams in [1], referring the reader also to the deep
results of V.G. Maz’ya [14, 15] for more general situations.
Lemma 3.1. Let m be a positive Radon measure with support in Ω ⊂ Rn, such
that
m(Bρ(x)) ≤ Aρ
a ∀ x ∈ Rn, ∀ ρ > 0,
with a constant A, and where
a =
q
t
(n− t), 1 < t < q <∞, t < n.
Then (∫
Ω
|v(x)|q dm
)1/q
≤ C(n, t, q)A1/q
(∫
Ω
|Dv(x)|t dx
)1/t
for each v ∈ W 1,t0 (Ω).
8 DIAN K. PALAGACHEV AND LUBOMIRA G. SOFTOVA
The second tool in obtaining the estimate (2.8) is a sort of maximal principle
which goes back to Ph. Hartman and G. Stampacchia [10] (see also [11, Chapter II,
Lemma 5.1]).
Lemma 3.2. Let τ : R → [0,∞) be a non-increasing function with the property
that there exist constants C > 0, k0 ≥ 0, ν > 0 and σ ∈ [0, 1 + ν] such that∫ ∞
k
τ(t) dt ≤ Ckσ
(
τ(k)
)1+ν
∀ k ≥ k0.
Then τ obeys the finite time extinction property, that is, there exists a number kmax,
depending on C, k0, ν, σ and
∫∞
k0
τ(t) dt, such that
τ(k) = 0 ∀ k ≥ kmax.
3.2. Higher gradient integrability. The regularity theory of nonlinear elliptic
systems is more delicate matter in comparison with that of single equations, and
the unique positive regularity result which holds true also for systems is the bet-
ter integrability of the gradient in the spirit of Gehring–Giaquinta–Modica. The
weak solution of (1.1) obeys that property under fairly general controlled growth
hypotheses (2.3) and general coercivity of the operator considered.
Lemma 3.3. Assume (2.1), (2.3) with ϕ ∈ Lr(Ω), r > pp−1 ; ψ ∈ L
s(Ω), s >
np
np+p−n , together with
(3.1) A(x, z,Ξ) ·Ξ :=
N∑
α=1
n∑
i=1
aαi (x, z,Ξ)ξ
α
i ≥ κ|Ξ|
p − Λ|z|p
∗
− Λϕ
p
p−1 (x)
for almost all x ∈ Ω, all z ∈ RN and all Ξ ∈ RN×n.
Let u ∈ W 1,p0 (Ω;R
N ) be a weak solution of the system (1.1). Then there is a
number ε > 0 such that Du ∈ Lq(Ω;RN×n) for all q ∈ (p, p+ ε).
The proof of Lemma 3.3 relies heavily on the reverse Ho¨lder inequality and
repeats the lines of the proof of [9, Theorem 2.2, Chapter V], where its variant
in the case p = 2 is given (see also the discussion about the boundary higher
integrability on pages 151–154 of [9]).
Remark 3.4. It is to be noted that the number ε and the Lq(Ω;RN×n)-bound for
the gradientDu in Lemma 3.3 depend on known quantities and also on the solution
u itself. More precisely, the dependence on u relies on the uniform integrability of
|Du|p over Ω in case n ≥ 3, and on ‖Du‖Lp(Ω;RN×n) when n = 2.
Moreover, in the particular case p = n, Lemma 3.3 yields u ∈ W 1,n+ε(Ω;RN )
whence u is automatically globally bounded and Ho¨lder continuous in Ω by the
Sobolev imbedding theorem.
It is clear that, because of
|Ξ|p ≤
(
N∑
α=1
|Ξα|
)p
≤ Np−1
N∑
α=1
|Ξα|p,
(2.5) implies (3.1) with new constants κ and Λ depending on N. Similarly, (2.3) are
automatically satisfied if (2.6) hold. This means that Lemma 3.3 applies to (1.1)
under the hypotheses of Theorem 2.1, and combining it with the Sobolev imbedding
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theorem, we get the existence of an exponent p0 > p such that any weak solution
u ∈W 1,p0 (Ω;R
N ) of (1.1) belongs to W 1,p0(Ω;RN ) ∩ Lp
∗
0 (Ω;RN ) and
(3.2) ‖u‖
Lp
∗
0 (Ω;RN )
+ ‖Du‖Lp0(Ω;RN×n) ≤ C
with C depending on the quantities listed above.
3.3. Decay estimates for the total mass of the solution. Without loss of
generality, we suppose that the functions ϕ and ψ are extended as zero outside Ω.
Case 1: p < n. Define the measure
dm =
(
χΩ(x) + ϕ
p
p−1 (x) + ψ(x) + |u(x)|
p2
n−p
)
dx
with χΩ being the characteristic function of Ω and the Lebesgue measure dx.
We have ∫
Bρ
χΩ(x) dx = |Bρ ∩Ω| ≤ (1−AΩ)ρ
n = (1− AΩ)ρ
n−p+p
for any ball Bρ as consequence of (2.1). Later on, using the hypotheses (2.4), it is
easy to check that∫
Bρ
ϕ
p
p−1 (x) dx ≤ ρn−p+(p−
p(n−λ)
r(p−1) )‖ϕ‖
p
p−1
Lr,λ(Ω)
,
∫
Bρ
ψ(x) dx ≤ ρn−p+(p−
n−µ
s )‖ψ‖Ls,µ(Ω)
where p − p(n−λ)r(p−1) > 0 and p −
n−µ
s > 0 as it follows from (p − 1)r + λ > n and
ps+ µ > n. Finally, the Ho¨lder inequality and (3.2) imply
(3.3)
∫
Bρ
|u(x)|
p2
n−p dx ≤ ρ
n−p+
(
p− np
2
(n−p)p∗0
)
‖u‖
Lp
∗
0 (Ω;RN )
≤ Cρ
n−p+
(
p− np
2
(n−p)p∗0
)
with p− np
2
(n−p)p∗0
> 0 since p∗0 > p
∗ = npn−p .
At this point, defining
δ := min
{
p, p−
p(n− λ)
r(p − 1)
, p−
n− µ
s
, p−
np2
(n− p)p∗0
}
> 0,
it turns out that
(3.4) m(Bρ) ≤ Aρ
n−p+δ,
where A is a constant depending on the data of (1.1) and on u in the sense of
Remark 3.4.
We define now, for arbitrary k ≥ 1 and any α ∈ {1, . . . , N}, the functions
W (x) := max
{
|u1(x)|, . . . , |uN(x)|
}
,
w(x) := max
{
W (x) − k, 0
}
,
wα(x) := max
{
|uα(x)| − k, 0
}
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and the corresponding super-level sets
Ωk :=
{
x ∈ Ω: W (x) > k
}
≡
{
x ∈ Ω: w(x) > 0
}
,
Ωαk =
{
x ∈ Ω: |uα(x)| > k
}
≡
{
x ∈ Ω: wα(x) > 0
}
.
We have that uα ∈ W 1,p0 (Ω) ∩W
1,p0(Ω) by (3.2) and therefore, since the Sobolev
spaces are lattices, W,w ∈W 1,p0 (Ω) ∩W
1,p0(Ω) as well.
Further on, w ≡ 0 on Ω \ Ωk, w ∈W
1,p
0 (Ω) and the Ho¨lder inequality leads to
∫
Ω
w(x) dm =
∫
Ωk
w(x) dm ≤
(∫
Ωk
dm
)1−1/q (∫
Ωk
|w(x)|q dm
)1/q
with suitable q > 1. Thanks to (3.4), we can estimate the Lq-norm of w by means
of the trace inequality, Lemma 3.1. In particular, we choose
t = p, q =
p(n− p+ δ)
n− p
, a = n− p+ δ
there, in order to get
(3.5)
∫
Ωk
w(x) dm ≤ C
(
m(Ωk)
)1− n−p
p(n−p+δ)
(∫
Ωk
|Dw(x)|p dx
)1/p
.
We will use the structure hypotheses (2.5), (2.6), (2.7) and (2.4) in order to
estimate the p-energy of w on the right-hand side of (3.5), and the fact that u ∈
W 1,p0 (Ω;R
N ) is a weak solution of (1.1).
For this goal consider the function v =
(
v1, . . . , vN
)
: Ω→ RN with components
vα(x) := wα(x).signuα(x).
It is clear that v ∈ W 1,p0 (Ω;R
N ) and Dvα = Dwα.signuα = Duα for a.a. x ∈ Ωαk .
Using v as a test function in (2.2) and taking into account that vα ≡ 0 on Ω \Ωαk ,
we get
N∑
α=1
∫
Ωα
k
n∑
i=1
aαi
(
x,u(x), Du(x)
)
Div
α(x) dx(3.6)
+
N∑
α=1
∫
Ωα
k
bα
(
x,u(x), Du(x)
)
vα(x) dx = 0.
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The first integral will be estimated from below with the aid of the componentwise
coercivity condition (2.5) and the fact that Dvα(x) = Duα(x) a.e. on Ωαk :
N∑
α=1
∫
Ωα
k
n∑
i=1
aαi
(
x,u(x), Du(x)
)
Div
α(x) dx(3.7)
=
N∑
α=1
∫
Ωα
k
n∑
i=1
aαi
(
x,u(x), Du(x)
)
Diu
α(x) dx
≥ κ
N∑
α=1
∫
Ωα
k
|Duα(x)|p dx
− ΛN
(∫
Ωα
k
|u(x)|p
∗
dx+
∫
Ωα
k
ϕ
p
p−1 (x) dx
)
.
To estimate the second integral in (3.6) from below in case when (2.6) is satisfied,
we will bound first the absolute value of the integrand. Thus, using
(3.8) 0 <
|uα(x)| − k
|uα(x)|
< 1 a.e. in Ωαk ,
(2.6) and the Young inequality, we get
∣∣bα(x,u(x),Du(x))vα(x)∣∣ = ∣∣bα(x,u(x), Du(x))∣∣wα(x)
=
∣∣bα(x,u(x), Du(x))∣∣.|uα(x)| |uα(x)| − k
|uα(x)|
≤ Λ|uα(x)|
(
ψ(x) + |u(x)|p
∗−1 + |Duα(x)|
p(p∗−1)
p∗
)
≤ Λ
(
ψ(x)|uα(x)|+ C(ε)|u(x)|p
∗
+ ε|Duα(x)|p
)
for a.a. x ∈ Ωαk and with arbitrary ε > 0 to be chosen later.
This way,
N∑
α=1
∫
Ωα
k
bα(x,u(x), Du(x))vα(x) dx(3.9)
≥ −Λ
N∑
α=1
∫
Ωα
k
ψ(x)|uα(x)| dx− ΛNC(ε)
∫
Ωα
k
|u(x)|p
∗
dx
− Λε
N∑
α=1
∫
Ωα
k
|Duα(x)|p dx.
Making use of (3.8) and the Young inequality, the same bound follows also if,
instead of (2.6), the controlled growth assumptions (2.3) are verified together with
the sign condition (2.7).
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We employ now (3.7) and (3.9) into (3.6), and a suitable choice of ε > 0 yields
the basic energy estimate
N∑
α=1
∫
Ωα
k
|Duα(x)|p dx ≤ C
(∫
Ωα
k
ϕ
p
p−1 (x) dx+
N∑
α=1
∫
Ωα
k
ψ(x)|uα(x)| dx(3.10)
+
∫
Ωα
k
|u(x)|p
∗
dx
)
.
Our aim now is to estimate the right-hand side of (3.10) in terms of suitable
power of the level k multiplied by the m-measure of the level set Ωk. For, the
definition of the measure m gives immediately
(3.11)
∫
Ωα
k
ϕ
p
p−1 (x) dx ≤
∫
Ωk
ϕ
p
p−1 (x) dx ≤ m(Ωk)
since Ωαk ⊂ Ωk.
We have further∫
Ωα
k
ψ(x)|uα(x)| dx =
∫
Ωα
k
ψ(x)
(
|uα(x)| − k + k
)
dx(3.12)
≤
∫
Ωα
k
ψ(x)|wα(x)| dx+ k
∫
Ωα
k
ψ(x) dx
≤
∫
Ωα
k
ψ(x)|vα(x)| dx+ k
∫
Ωk
ψ(x) dx
≤
∫
Ωα
k
ψ(x)|vα(x)| dx+ km(Ωk).
Setting dm′ := ψ(x) dx, it follows from ψ ∈ Ls,µ(Ω) that
m
′(Bρ) ≤ ‖ψ‖Ls,µ(Ω)ρ
n−n−µ
s
for any ball Bρ. Therefore, Lemma 3.1 applied with t = p and q =
p(n−n−µs )
n−p (recall
ps+ µ > n by (2.4)), Dvα = Duα on Ωαk , and Young’s inequality yield
∫
Ωα
k
ψ(x)|vα(x)| dx =
∫
Ωα
k
|vα(x)| dm′ ≤
(∫
Ωα
k
dm′
)1− 1
q
(∫
Ωα
k
|vα(x)|q dm′
) 1
q
≤ C
(
m
′(Ωαk )
)1− 1
q
(∫
Ωα
k
|Dvα(x)|p dx
) 1
p
≤ C
(
m
′(Ωk)
)1− 1
q
(∫
Ωα
k
|Duα(x)|p dx
) 1
p
≤ ε
∫
Ωα
k
|Duα(x)|p dx+ C(ε)
(
m
′(Ωk)
) q−1
q
p
p−1
with arbitrary ε > 0. Further on,(
m
′(Ωk)
) q−1
q
p
p−1 ≤
(
m(Ωk)
) q−1
q
p
p−1 ≤
(
m(Ω)
) q−1
q
p
p−1−1
m(Ωk),
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while
m(Ω) ≤ |Ω|+ C
(
‖ϕ‖
p
p−1
Lr,λ(Ω)
+ ‖ψ‖Ls,µ(Ω) + ‖u‖
p2
n−p
Lp
∗
0 (Ω;RN )
)
whence m(Ω) is bounded in terms of known quantities and ‖Du‖Lp(Ω;RN×n) as
follows from (3.2) and Remark 3.4. Summarizing, (3.12) becomes
(3.13)
∫
Ωα
k
ψ(x)|uα(x)| dx ≤ ε
∫
Ωα
k
|Duα(x)|p dx+ C(ε)km(Ωk)
with arbitrary ε > 0 to be chosen later.
Regarding the third term in (3.10), we use Ωαk ⊂ Ωk, |u(x)| ≤ N
p/2W (x) and
W (x) = w(x) + k a.e. on Ωk, in order to conclude that
|u(x)|p
∗
= |u(x)|p|u(x)|p
∗−p
≤ C(N, p)|W (x)|p|u(x)|
p2
n−p
= C(N, p)
∣∣W (x) − k + k∣∣p|u(x)| p2n−p
≤ C(N, p)2p−1
(
|w(x)|p|u(x)|
p2
n−p + kp|u(x)|
p2
n−p
)
for a.a. x ∈ Ωk. Therefore∫
Ωα
k
|u(x)|p
∗
dx ≤
∫
Ωk
|u(x)|p
∗
dx
≤ C
(∫
Ωk
|w(x)|p|u(x)|
p2
n−p dx+ kpm(Ωk)
)
and the integral on the right will be estimated once again with the help of Lemma 3.1.
For, remembering (3.3) and having in mind
n− p+
(
p−
np2
(n− p)p∗0
)
> n− p,
we pick a number t < p such that
n− p+
(
p−
np2
(n− p)p∗0
)
>
p
t
(n− t) > n− p,
and then (3.3) yields∫
Bρ
|u(x)|
p2
n−p dx ≤ C
(
n, p, diamΩ, ‖u‖
Lp
∗
0 (Ω;RN )
)
ρ
p
t
(n−t).
Defining the measure dm′′ := |u(x)|
p2
n−p dx and taking q = p in Lemma 3.1, we get∫
Ωk
|w(x)|p|u(x)|
p2
n−p dx =
∫
Ωk
|w(x)|p dm′′ ≤ C
(∫
Ωk
|Dw(x)|t dx
) p
t
since w ∈W 1,p0 (Ωk), and the Ho¨lder inequality gives∫
Ωk
|w(x)|p|u(x)|
p2
n−p dx ≤ C|Ωk|
p
t
−1
∫
Ωk
|Dw(x)|p dx.
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This way, the last term in (3.10) estimates as
(3.14)
∫
Ωα
k
|u(x)|p
∗
dx ≤ C
(
kpm(Ωk) + |Ωk|
p
t
−1
∫
Ωk
|Dw(x)|p dx
)
.
Employing (3.11), (3.13) and (3.14) into (3.10), remembering k ≥ 1, and choosing
ε small enough in (3.13), we obtain
(3.15)
N∑
α=1
∫
Ωα
k
|Duα(x)|p dx ≤ C
(
|Ωk|
p
t
−1
∫
Ωk
|Dw(x)|p dx + kpm(Ωk)
)
.
Before proceed further, we note that the term on the left-hand side can be esti-
mated from below by
∫
Ωk
|Dw(x)|p dx. In fact, W (x) = |uα(x)| for some α implies
|DW (x)| = |Duα(x)|. Moreover, if x ∈ Ωk and W (x) = |u
α(x)| then |uα(x)| > k
whence x ∈ Ωαk . If x ∈ Ω
α
k for some α then |u
α(x)| > k and thus W (x) > k as well,
that means x ∈ Ωk. Therefore Ωk = ∪
N
α=1Ω
α
k and
N∑
α=1
∫
Ωα
k
|Duα(x)|p dx ≥
N∑
α=1
∫
{x∈Ωk : W (x)=|uα(x)|}
|Duα(x)|p dx
≥
∫
Ωk
|DW (x)|p dx.
At this point we use DW (x) = Dw(x) on Ωk since w = W − k there, in order to
rewrite (3.15) as
(3.16)
∫
Ωk
|Dw(x)|p dx ≤ C
(
|Ωk|
p
t
−1
∫
Ωk
|Dw(x)|p dx + kpm(Ωk)
)
.
Our next aim is to move the first term above on the left and this could be done if
|Ωk| is small enough for large k. This is just the case because of
kp
∗
|Ωαk | ≤
∫
Ωα
k
|uα(x)|p
∗
dx ≤
∫
Ω
|u(x)|p
∗
dx ≤ C‖Du‖p
∗
Lp(Ω;RN×n)
and
|Ωk| =
∣∣∣∣∣
N⋃
α=1
Ωαk
∣∣∣∣∣ ≤
N∑
α=1
|Ωαk |,
that means there exists a k0, depending on known quantities and on ‖Du‖Lp(Ω;RN×n),
such that if k ≥ k0 then |Ωk| can be done small enough to ensure C|Ωk|
p
t
−1 in (3.16)
is less than 1/2. Then (3.16) becomes
(3.17)
∫
Ωk
|Dw(x)|p dx ≤ Ckpm(Ωk) ∀ k ≥ k0,
and (3.5) rewrites into
(3.18)
∫
Ωk
w(x) dm ≤ Ck
(
m(Ωk)
)1+ δ
p(n−p+δ) ∀ k ≥ k0, δ > 0.
The Cavalieri principle gives∫
Ωk
w(x) dm =
∫
Ωk
(
W (x)− k
)
dm =
∫ ∞
k
m(Ωt) dt
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with τ(t) := m(Ωt), and (3.18) takes on the form∫ ∞
k
τ(t) dt ≤ Ck
(
τ(k))1+ν ∀ k ≥ k0, ν =
δ
p(n− p+ δ)
> 0.
It follows now by the Hartman–Stampacchia maximum principle (Lemma 3.2)
that there exists a number kmax such that
τ(k) = m
(
{x ∈ Ω: W (x) > k}
)
= 0 ∀ k ≥ kmax,
that is,
W (x) ≤ kmax for a.a. x ∈ Ω
which yields the desired bound (2.8) in case p < n.
Case 2: p = n. The claim (2.8) follows immediately on the base of Lemma 3.3,
(2.1) and the Sobolev imbedding theorem. In fact, Lemma 3.3 yields u ∈ W 1,n+ε(Ω)
for some ε > 0 whence u is even Ho¨lder continuous in Ω as consequence of (2.1)
and the Morrey lemma.
However, the result of Theorem 2.1 holds true also in less regular domains with
p-thick complements (see [6]) when, in general, the measure density condition (2.1)
fails, and for the sake of future references we will sketch the proof of (2.8) also in
the case p = n. We will argue as above, taking into account that p∗ > n could be
any number. Thus, we choose a p′ < n and close enough to n, in a way that
n∗ = p∗ =
n2
(n− p′)(n+ 1)
.
Having in mind that p′
∗
= np
′
n−p′ , it is clear that
n∗ = p∗ < p′
∗
and
n(n∗ − 1)
n∗
=
p′(p′
∗
− 1)
p′∗
.
Since the componentwise conditions (2.5), (2.6) and (2.7) are essential for large
values of |z| and |Ξα|, assuming without loss of generality that ϕ(x) ≥ 1, we have
for each α ∈ {1, . . . , N} and all |z|, |Ξα| ≥ 1 that
|Ξα|n ≥ |Ξα|p
′
,
|Ξα|
n(n∗−1)
n∗ = |Ξα|
p′(p′∗−1)
p′∗ ,
|z|n
∗
≤ |z|p
′∗
,
ϕ
n
n−1 ≤ ϕ
p′
p′−1 .
Therefore, (2.5), (2.6) and (2.7) take one the forms
n∑
i=1
aαi (x, z,Ξ)ξ
α
i ≥ κ|Ξ
α|p
′
− Λ|z|p
′∗
− Λϕ
p′
p′−1 (x),(3.19)
∣∣bα(x, z,Ξ)∣∣ ≤ Λ(ψ(x) + |z|p′∗−1 + |Ξα| p′(p′∗−1)p′∗ ),(3.20)
bα(x, z,Ξ).sign zα ≥ − Λ
(
ψ(x) + |z|p
′∗−1 + |Ξα|
p′(p′∗−1)
p′∗
)
,(3.21)
respectively.
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Define the measure
dm :=
(
χΩ(x) + ϕ
p′
p′−1 (x) + ψ(x) + |u(x)|
p′2
n−p′
)
dx
for which
m(Bρ) ≤ Kρ
n−p′+δ
with a positive δ, after increasing p′ < n, if necessary, to have
r >
p′
p′ − 1
, p′ >
n− λ
r
+ 1, p′ >
n− µ
s
.
With the function w(x) and the set Ωk, defined as in the previous case, it is clear
that ∫
{x∈Ωk : |Dw(x)|<1}
|Dw(x)|p
′
dx ≤ |Ωk| ≤ k
p′
m(Ωk), k ≥ 1,
whereas, using (3.19), (3.20) and (3.21), the energy∫
{x∈Ωk : |Dw(x)|≥1}
|Dw(x)|p
′
dx
is estimated in the same manner as before, yielding finally∫
Ωk
|Dw(x)|p
′
dx ≤ Ckp
′
m(Ωk) ∀ k ≥ k0
(cf. (3.17)).
The desired bound (2.8) follows as in Case 1 through the Hartman–Stampacchia
maximum principle, and this completes the proof of Theorem 2.1. 
4. Morrey regularity of the gradient
As already mentioned before, the weak solution of (1.1) is globally Ho¨lder con-
tinuous in Ω when p = n since Du ∈ Ln+ε(Ω;RN×n) as consequence of the higher
gradient integrability result, Lemma 3.3. Invoking the inclusion properties of the
Morrey spaces ([20]), it is not hard to see that the gradient Du of the weak solution
possesses some Morrey regularity, namely Du ∈ Ln,n−
n2
n+ε (Ω;RN×n).
It turns out that, thanks to the hypotheses (2.4), this property is own by the gra-
dient of the bounded solution also when p < n under the general controlled growth
(2.3) and coercivity (3.1) requirements on the system, without any componentwise
restrictions.
Theorem 4.1. Assume p ∈ (1, n), (2.1), (2.3), (2.4) and (3.1), and let u ∈
L∞(Ω;RN ) ∩W 1,p0 (Ω;R
N ) be a bounded weak solution of (1.1).
Then Du ∈ Ln,n−p(Ω;RN×n). Precisely,
(4.1)
∫
Bρ(x0)∩Ω
|Du(x)|p dx ≤ Cρn−p ∀x0 ∈ Ω, ∀ρ ∈ (0, diamΩ)
with a constant C depending on known quantities and on M = ‖u‖L∞(Ω;RN ).
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Proof. Fix a point x0 ∈ Ω and consider a positive cut-off function ζ ∈ C
∞
0 (B2ρ(x0))
such that ζ ≡ 1 on Bρ(x0) and |Dζ| ≤ 1/ρ.
Suppose B2ρ ⋐ Ω and consider the function v ∈ W
1,p
0 (Ω;R
N ) with components
vα(x) = eu
α(x)ζp(x). Employing v as a test function in (2.2) gives
N∑
α=1
n∑
i=1
∫
Ω
aαi
(
x,u(x), Du(x)
)
eu
α(x)ζp(x)Diu
α(x) dx(4.2)
+ p
N∑
α=1
n∑
i=1
∫
Ω
aαi
(
x,u(x), Du(x)
)
eu
α(x)ζp−1(x)Diζ(x) dx
+
N∑
α=1
∫
Ω
bα
(
x,u(x), Du(x)
)
eu
α(x)ζp(x) dx = 0.
We will estimate the three integrands above, keeping in mind |uα(x)| ≤ M for
a.a. x ∈ Ω. Thus, the coercivity condition (3.1) yields
N∑
α=1
n∑
i=1
aαi
(
x,u(x), Du(x)
)
eu
α(x)ζp(x)Diu
α(x)
≥ e−Mζp(x)
(
κ|Du(x)|p − ΛMp
∗
− Λϕ
p
p−1 (x)
)
≥ Cζp(x)
(
|Du(x)|p − 1− ϕ
p
p−1 (x)
)
for a.a. x ∈ Ω.
Further on, the controlled growth assumptions (2.3) and the Young inequality imply∣∣aαi (x,u(x), Du(x))euα(x)ζp−1(x)Diζ(x)∣∣
≤ eMζp−1(x)|Dζ(x)|
(
ϕ(x) +M
p∗(p−1)
p + |Du(x)|p−1
)
≤ εζp(x)|Du(x)|p + εζp(x)
(
1 + ϕ
p
p−1 (x)
)
+ C(ε)|Dζ(x)|p for a.a. x ∈ Ω
and ∣∣bα(x,u(x), Du(x))euα(x)ζp(x)∣∣
≤ eMζp(x)
(
ψ(x) +Mp
∗−1 + |Du(x)|
p(p∗−1)
p∗
)
≤ εζp(x)|Du(x)|p + C(ε)ζp(x)
(
1 + ψ(x)
)
for a.a. x ∈ Ω.
Employing these bounds in (4.2), choosing appropriately ε > 0 and taking into
account that ζ(x) = 1 on Bρ, we get∫
Bρ
|Du(x)|p dx ≤
(∫
B2ρ
|Dζ(x)|p dx+
∫
B2ρ
(
1 + ϕ
p
p−1 (x) + ψ(x)
)
dx
)
.
It is clear that ∫
B2ρ
|Dζ(x)|p dx ≤ Cρn−p
in view of |Dζ| ≤ 1/ρ, while∫
B2ρ
(
1 + ϕ
p
p−1 (x) + ψ(x)
)
dx ≤ C
(
ρn + ρn−
p(n−λ)
r(p−1) + ρn−
n−µ
s
)
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because of (2.4). Furthermore, the requirements (p− 1)r + λ > n and ps+ µ > n
ensure
n−
p(n− λ)
r(p − 1)
> n− p and n−
n− µ
s
> n− p,
whence ∫
Bρ
|Du(x)|p dx ≤ Cρn−p.
In case B2ρ 6⋐ Ω, we use in (2.2) a test function with components
vα(x) =
(
e|u
α(x)| − 1
)
ζ(x)χΩ(x) signu
α(x),
and the measure density condition (2.1) together with similar arguments as above
lead to the claim (4.1). 
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