In this paper, we propose a new approach to emotion recognition. Prosodic features are currently used in most emotion recognition algorithms. However, emotion recognition algorithms using prosodic features are not sufficiently accurate. Therefore, we focused on the phonetic features of speech for emotion recognition. In particular, we describe the effectiveness of Mel-frequency Cepstral Coefficients (MFCCs) as the feature for emotion recognition. We focus on the precise classification of MFCC feature vectors, rather than their dynamic nature over an utterance. To realize such an approach, the proposed algorithm employs multi-template emotion classification of the analysis frames. Experimental evaluations show that the proposed algorithm produces 66.4% recognition accuracy in speaker-independent emotion recognition experiments for four specific emotions. This recognition accuracy is higher than the accuracy obtained by the conventional prosody-based and MFCC-based emotion recognition algorithms, which confirms the potential of the proposed algorithm.
information is low. In particular, the accuracy falls below 50% in most speaker-independent emotion recognition systems for four (or more) emotions.
Feature extraction and classification are two important modules of emotion recognition. Many classification techniques have been proposed, such as neural network (NN) (Tato et al. 2002; Yacoub et al. 2003; Oudeyer 2003) , decision tree (Oudeyer 2003) , k-nearest neighbor (K-NN) (Oudeyer 2003) , support vector machine (SVM) (Yacoub et al. 2003; Oudeyer 2003; Yu et al. 2001 ), discriminant analysis (Kwon et al. 2003) , and hidden markov model (HMM) (Kwon et al. 2003; Schuller et al. 2003) . However, the difference between the recognition rates of these techniques is rather small, and therefore we conclude that it is more important to find the best feature parameters for emotion recognition.
Prosodic features are currently used in most emotion recognition systems. It is commonly thought that the prosodic features of speech have useful information for discriminating emotions.
Prosodic features are made of fundamental frequency and energy, which means that there are only two independent components in each frame, even though a number of utterance-level variables (minimum, maximum, average, and regression coefficients, etc) can be derived. We think that this is a part of the reason why emotion recognition algorithms that use prosodic features are not sufficiently accurate. However, it is said that phonetic features have less information for discriminating emotions. Actually, there are more independent components in the phonetic features of speech than in the prosodic features of speech. For example, 12-16 dimensional MelFrequency Cepstral Coefficients (MFCCs) have been used as the effective phonetic features for speech recognition. If even a small amount of useful information is kept in the phonetic features, the accuracy of emotion recognition can be improved by increasing the number of independent phonetic features.
We describe the effectiveness of MFCC as the feature for emotion recognitions. Various algorithms of emotion recognition using MFCC have been proposed. The algorithms proposed by Kwon (Kwon et al. 2003) and by Schuller (Schuller, Muller, Lang, and Rigoll 2005) are both based on the utterance-level features such as the maximum, average, variance, etc. Even though these features are made from MFCCs, the detailed structure of the frame-level features is omitted. Contrastingly, Nwe et al. used the frame-level MFCCs without summarizing them over the utterance (Nwe, Foo, and De Silva 2003) . Their algorithm yields an average accuracy of 78% in speaker-dependent emotion recognition for six specific emotions. They use discrete HMMs to deal with the dynamics of the input feature, but the precise information of the MFCCs was lost in the clustering process of each frame. Therefore, we propose an emotion recognition algorithm that focuses more on precise clasInformation and Media Technologies 2(3): 835-848 (2007) reprinted from: Journal of Natural Language Processing 14(4): 83-96 (2007) © The Association for Natural Language Processing 837 sification of the MFCCs. To realize such a precise classification, we give the emotion label to each frame using multi-template MFCC clustering. The proposed algorithm is simple enough to realize immediate response even in a low-end computer, as well as the higher accuracy than the conventional method.
Section 2 describes the emotion recognition algorithm that we propose. In Section 3, the performance evaluation and a comparison between the proposed and conventional prosody-based and MFCC-based algorithms are described. The concluding remarks are presented in Section 4.
Emotion Recognition Algorithm
The proposed algorithm is composed of three modules (Feature extraction, Frame-level classification, and Utterance-level voting) and one database. The processing flow is shown in Figure   1 . First, the voice data is divided into analysis frames. Next, each analysis frame is converted to a feature vector. Then, an appropriate emotion label is attached to each feature vector. Finally, the emotion labels of the entire utterance are collected and the emotion of the utterance is determined.
Feature Extraction
We use Mel-Frequency Cepstral Coefficient (MFCC) (Davis and Mermelstein 1980) as the main feature for emotion recognition. Figure 2 shows a feature extraction flowchart using MFCC.
First, the voice data is divided into frames. Each frame is windowed using a Hamming window. Second, the analysis frame is converted to the frequency domain using a short time Fourier transform. Third, a certain number of sub-band energies are calculated using a mel filterbank, which is a nonlinear-scale filterbank that imitates a human's aural system. Fourth, the logarithm of the sub-band energies is calculated. Finally, the MFCC is computed by an inverse Fourier transform. In the proposed algorithm, we use 28 mel filters and 16 MFCCs.
Frame-level Classification
In this section we will attempt to describe the method for classifying analysis frames. Each emotion is expressed by a codebook, and each codeword is represented as a vector in the feature space. When we have an input feature vector, we calculate the distance between the input and all the codewords. Finally, the emotion label of the nearest codeword becomes the classification result of the analysis frame. To avoid the effect of a different scaling of dimensions, we use a Mahalanobis-generalized distance instead of a Euclidean distance. Figure 3 illustrates how we Next, we will describe the codebook training procedure. This database stores the codebooks for the target emotions. The training procedure is illustrated in Figure 4 . First, the training data is classified by emotion. Next, the training data is divided into analysis frames, and then converted to feature vectors. Then, all the feature vectors are collected. Finally, the codebook is generated by clustering these feature vectors together using the LBG algorithm (Linde, Buzo, and Gray 1980) .
Utterance-level Voting
In this process, emotion of one utterance is decided by voting of frame-level emotion labels.
An emotion with the largest number of votes becomes the emotion label of the utterance. Figure   5 illustrates the voting for the emotions of hot anger and neutral within one utterance. In this example, "hot anger" has 39 votes and "neutral" has 11 votes ( Figure 5 (1)).
A modification was added to reduce the count of incorrect votes. We observed that the labeling result is made of some long queues of a specific label and additional short spots of other labels as shown in Figure 5 (1). We assumed that the reliability of the labeling is high in the long queues and low in the short spots. Therefore, we used only the labels of the frames in the long queues to decide the label of the utterance. In the proposed algorithm, a threshold L was introduced, and the label e i (of the frame i) was included in the vote only if 
Evaluation Experiments
Two sets of experiments were conducted to evaluate the performance of the proposed algorithm. The first experiment was for the recognition of the two emotions (hot anger, and neutral), and the second one was for the recognition of four emotions (hot anger, neutral, sadness, and happiness). The conditions for the experimental analysis are shown in Table 1 .
In our experiments, we used the emotional speech database from the Linguistic Data Consortium (Liberman, Davis, Grossman, Martey, and Bell 2002) . Each utterance corresponds to one emotion. One utterance is composed of 3-4 words, either numbers ("two thousand one"; "four hundred ten") or dates ("September ninth"; "December tenth"). The utterances were spoken by seven actors (three males and four females), mostly in their mid-20's.
The experiments were conducted in a speaker-independent manner to avoid the effect of individuality. The utterances of the six actors were used for training, and the utterances of one actor were used for the evaluation. The sessions were repeated seven times by switching their roles. The average of the seven sessions was calculated to obtain the final recognition accuracy.
Performance Evaluation
The results of the two-and four-emotion experiments are shown in Figure 6 . The vertical axis represents the accuracy, and the horizontal axis represents the codebook size for each emotion. In the two-emotion experiments, a high accuracy was obtained even with very small codebooks. In the four-emotion experiments, the accuracy was low with the small codebooks, but it improved with the increase in the number of codewords up to 64, where the performance became saturated. Table 2 shows the confusion matrices for the experiments with 64 codewords. The column is the emotion included in the utterance. The row is the recognition result by the proposed algorithm. Two-emotion utterances are accurately recognized as shown in Table 2 (A). The Table 4 shows confusion matrices of accuracy of each speaker. We confirmed the difference of the recognition rate was small in the two-emotion experiment (Table 3 (A) ).
However, in the four-emotion experiment, the difference of the recognition rate was rather large (Table 4 (B)). 
Comparison between Proposed and Conventional Prosody-based Algorithm
The proposed algorithm and the conventional algorithm were compared to evaluate the performance of the proposed algorithm. The proposed algorithm was implemented as described in the previous section. That is, the LBG algorithm was used for the training of the emotion clusters, and k-nearest neighbor algorithm was used for the emotion recognition.
We referred to Tato et al. (Tato et al. 2002) to implement the most well-known emotion recognition algorithm. We extracted 43 prosodic features from voiced/unvoiced speech, fundamental frequency, jitter, and energy (Table 5 ). The normalized prosodic features were used for this examination.
The evaluation results are shown in Table 6 . It was confirmed that the accuracy of the proposed algorithm was higher than the prosody-based algorithm. In particular, the accuracy of the four discrete emotions was improved by 16.5 points. From these results, it was confirmed that the feature of this proposed algorithm was more effective than the prosodic feature.
Comparison between Proposed and Conventional MFCC-based Algorithms
We compare the recognition rates of our proposed algorithm and the conventional MFCCbased algorithm. We referred to Nwe et al. (Nwe et al. 2003) to implement the MFCC-based emotion recognition algorithm. In Nwe, et al. (Nwe et al. 2003) , they use MFCC and log frequency power coefficients (LFPCs) to represent the speech signals and a four-state discrete ergodic HMM as the classifier.
We use Hidden Markov Model Toolkit (HTK) (Young 2002) to implement the Nwe's algorithm.
However, HTK does not support discrete ergodic HMM. Instead, we evaluate various topologies of left-to-right HMM. If the variation of the accuracy among various topologies is small and the accuracy of the proposed algorithm is a higher than that of the best topology of the left-to-right HMM, the advantage of the proposed algorithm would be confirmed.
To evaluate the conventional algorithm, we had made two types of HMM as shown in Figure   7 . The first one is the HMM with skips between states (Figure 7 (a) ). In this type of HMM, any forward transition is permitted. The second one is the HMM without skips (Figure 7 (b) ).
Moreover, the number of states of HMM was varied (1, 2, 4, and 8).
The experimental results are shown in Figure 8 with HMM without skips. The recognition accuracy of the proposed algorithm (Proposed) is also shown by the horizontal line for reference.
We confirmed that the accuracy of the proposed algorithm was higher than the conventional MFCC-based algorithm. In particular, the accuracy of the four-emotions was improved by 4
points. The accuracy of the conventional MFCC-based algorithm has not changed much through the experiments with various topologies.
Effective Features of MFCC in Emotion Recognition
We investigated the effect of each feature of the MFCC feature vector. Recognition that used only one feature was evaluated. In this experiment, the codebook was fixed at 64 words. The recognition rate of each feature element is shown in Figure 9 . The vertical axis represents the accuracy, and the horizontal axis represents the features. The accuracy of MFCCs is higher than that of MFCCs. In particular, the accuracy of a low-dimensional MFCC is high. The 1st MFCC exceeds 80% accuracy.
Conclusion
We reported a new approach to emotion recognition. We proposed an emotion recognition algorithm using MFCC. Evaluation experiments showed that the proposed algorithm produces 66.4% recognition accuracy in speaker-independent emotion recognition experiments for four emotions (hot anger, neutral, sadness, and happiness). This recognition accuracy was higher than the accuracy of the conventional prosody-based and MFCC-based emotion recognition algorithms, which confirmed the potential of the proposed algorithm. The accuracy of 66.4% is not high enough for general use, but the improvement would make some existing applications more effective. However, we are far from satisfied with the accuracy of the proposed algorithm. Further study is needed to explore additional features for classifying more emotions, and developing an improved emotion recognition algorithm using these features.
