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Given a cyclically ordered vertex sequence of an unknown simple polygon P of n vertices
and, for each vertex v of P , the sequence of angles deﬁned by all the visible vertices
of v in P , we study the problem of reconstructing the polygon P (up to similarity). An
O (n3 logn) time algorithm has been proposed for this problem (by Disser, Mihalák, and
Widmayer in 2011 [5]). We show in this paper that the running time of the algorithm in
the previous work can be reduced to O (n2) time by new observations on the geometric
structures of the problem.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The problems of reconstructing geometric objects from their measurement data have been studied a lot (e.g., [2,3,6–11]).
In this paper, we consider the problem of reconstructing a simple polygon from its visibility angles, deﬁned below. For an
unknown simple polygon P of n vertices, suppose we are given (1) the vertices ordered counterclockwise (CCW) along the
boundary of P , and (2) for each vertex v of P , the angles between any two adjacent rays emanating from v to the vertices
of P that are visible to v such that these angles are in the CCW order as seen around v , beginning at the CCW neighboring
vertex of v on the boundary of P (e.g., see Fig. 1). The objective is to reconstruct the simple polygon P (up to similarity).
We call this problem the polygon reconstruction problem from angles, or PRA for short.
The PRA problem has been studied by Disser, Mihalák, and Widmayer [5] (and its preliminary version [4]), who showed
that the solution polygon for the input is unique (up to similarity) and gave an O (n3 logn) time algorithm for reconstructing
such a polygon. Using the input, their algorithm ﬁrst constructs the visibility graph G of P and subsequently reconstructs
the polygon P . Once G is known, the polygon P can be obtained easily and eﬃciently (in O (n2) time) [5].
Disser et al. [5] gave a triangle witness algorithm to compute G , based on the following observation: A vertex vi is visible
to another vertex v j if and only if there is a vertex vl on the portion of the boundary of P from vi+1 to v j−1 in the CCW
order such that vl is visible to both vi and v j and the triangle formed by vi , v j , and vl is contained in P (such a vertex vl
is called a triangle witness vertex). To determine whether vi is visible to v j , the triangle witness algorithm [5] checks every
vertex on the boundary portion of P from vi+1 to v j−1 CCW; in contrast, by new geometric observations in this paper, we
show that it is suﬃcient to check one particular vertex. More speciﬁcally, we only need to check the last vertex visible to vi
on that boundary portion of P . In addition, we use a new bookkeeping data structure to implement the operations each in
constant time, and these operations each take O (logn) time in the previous algorithm [5]. All these efforts lead to an O (n2)
time algorithm. Since the input size is Θ(n2) in the worst case (e.g., the number of all visibility angles), our algorithm is
worst-case optimal.
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sequence (α1,α2,α3,α4) is given in the input.
Fig. 2. Illustrating the deﬁnitions of v ′i and v
′
j , and
 ↑
vi (vl, v j) and
 ↑
v j (vi , vl) which are the angles  vi (vl, v ′j) and  v j (v
′
i , vl), respectively.
We remark that our new bookkeeping data structure can also be used in the previous algorithm [5] and thus reduce
its running time from O (n3 logn) to O (n3). Further, this data structure uses Θ(n2) space. In contrast, the space needed in
the previous algorithm [5] is asymptotically the same as the size of the visibility graph of P . Therefore, if the size of the
visibility graph of P is very small (e.g., O (n)), the previous algorithm [5] uses much less space than ours.
In the following paper, in Section 2, we introduce some notation. Our algorithm, which is called the improved triangle
witness algorithm, is presented in Section 3.
2. Preliminaries
Let the vertices of P be v0, v1, . . . , vn−1 in the CCW order along P ’s boundary. The indices of all vi ’s are taken as
congruent modulo n, i.e., if n  i + j  2n − 1, vi+ j is vi+ j−n . For each vi , denote by deg(vi) its degree in the visibility
graph G of P , and denote by vis(vi) = (vis1(vi),vis2(vi), . . . ,visdeg(vi)(vi)) the sequence of vertices in P visible to vi from
vi+1 to vi−1 ordered CCW around vi . We refer to vis(vi) as vi ’s visibility angle sequence. Note that vis1(vi) = vi+1 and
visdeg(vi)(vi) = vi−1. For any two vertices vi, v j in V , let ch(vi, v j) denote the sequence (vi, vi+1, . . . , v j) of the vertices
ordered CCW along the boundary of P from vi to v j . We refer to ch(vi, v j) as a chain. Let |ch(vi, v j)| denote the number
of vertices of P in the chain ch(vi, v j).
For any two distinct vertices vi, v j ∈ P , let ρ(vi, v j) be the ray emanating from vi and going towards v j . For any three
vertices v, vi, v j ∈ P , denote by  v(vi, v j) the CCW angle deﬁned by rotating ρ(v, vi) around v to ρ(v, v j). For any vertex
v ∈ P and 1  i < j  deg(v), let  v(i, j) be  v(visi(v),vis j(v)). Thus, the angles  v (i, i + 1) for each vertex v of P with
1  i < deg(v) are given as input. With O (n2) time preprocessing, for any vertex v and any 1  i < j  deg(v), the angle
 v(i, j) can be obtained in constant time. For ease of exposition, we assume that no three vertices of P are collinear. Our
algorithm can be generalized to handle the general case.
For any two vertices vi, v j ∈ P with |ch(vi, v j)|  3, suppose a vertex vl ∈ ch(vi+1, v j−1) is visible to both vi and v j ;
then we let v ′j be the ﬁrst vertex visible to vi on the chain ch(v j, vi) and let v
′
i be the last vertex visible to v j on the chain
ch(v j, vi) (e.g., see Fig. 2). Note that if vi is visible to v j , then v ′j is v j and v
′
i is vi . We denote by 
↑
vi (vl, v j) the angle
 vi (vl, v ′j) and denote by 
↑
v j (vi, vl) the angle  v j (v ′i, vl). The following lemma is proved in [5].
Lemma 1. (See Disser, Mihalák, and Widmayer [5].) For any two vertices vi, v j ∈ P with |ch(vi, v j)|  3, vi is visible to v j if and
only if there exists a triangle witness vertex vl on ch(vi+1, v j−1), i.e., vl is visible to both vi and v j and  ↑vi (vl, v j) +  ↑v j (vi, vl) + vl (v j, vi) = π .
3. The improved triangle witness algorithm
To construct G , the key is to determine whether vi is visible to v j for each pair of vertices vi and v j . As the triangle
witness algorithm [5], our algorithm has n/2 iterations. In the k-th iteration (1 k n/2), we determine whether vi is
visible to vi+k for each 0 i  n− 1. For every pair of vertices vi and vi+k , let j = i + k. To determine whether vi is visible
to v j , the triangle witness algorithm [5] checks each vertex vl in the chain ch(vi+1, v j−1) to see whether there exists a
triangle witness vertex; in Lemma 2, we show that we actually only need to check one particular vertex.
Lemma 2. For two vertices vi and v j with |ch(vi, v j)| 3, vi is visible to v j if and only if the vertex v ′ is a triangle witness vertex for
vi and v j , where v ′ is the last vertex visible to vi in the chain ch(vi+1, v j−1) in the CCW order (see Fig. 3).
Proof. Recall that v ′ being a triangle witness vertex for vi and v j is equivalent to saying that v ′ is visible to both vi and
v j and  ↑vi (v ′, v j) +  ↑v j (vi, v ′) +  v ′ (v j, vi) = π .
If v ′ is a triangle witness vertex for vi and v j , then by Lemma 1, vi is visible to v j .
If vi is visible to v j , we prove below that v ′ is a triangle witness vertex for vi and v j . Since v ′ is visible to vi , it remains
to show v ′ is visible to v j and  ↑v (v ′, v j) +  ↑v (vi, v ′) +  v ′ (v j, vi) = π .i j
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ch(vi+1, v j−1) in the CCW order.
Fig. 4. Illustrating the visibility polygon P (i) (the grey region) for
the example in Fig. 3.
Fig. 5. Illustrating P ′(i) for the example in Fig. 3: The thick line segments form P ′(i).
Let P (vi) denote the subpolygon of P that is visible to the vertex vi . Usually, P (vi) is called the visibility polygon of vi
and it is well-known that P (vi) is a star-shaped polygon with vi as a kernel point (e.g., see [1]). Fig. 4 illustrates P (vi).
Since v ′ is the last visible vertex to vi in ch(vi+1, v j−1) and v j is visible to vi , we claim that v j is also visible to v ′ . Indeed,
since both v ′ and v j are visible to vi , v ′ and v j are both on the boundary of the visibility polygon P (vi). Let P ′(vi) denote
the portion of the boundary of P (vi) from v ′ to v j counterclockwise (see Fig. 5). We prove below that P ′(vi) does not
contain any vertex of P except v ′ and v j .
First, we claim that P ′(vi) cannot contain any vertex in the chain ch(v j+1, vi−1). Indeed, since vi is visible to v j , the
line segment vi v j connecting vi and v j is contained in P . Due to our assumption that no three vertices of P are collinear,
vi v j does not contain any other vertex of P . Hence, vi v j partitions P into two polygons such that P ′(v) is in one polygon
and the chain ch(v j+1, vi−1) is in the other polygon. Therefore, P ′(vi) cannot contain any vertex in ch(v j+1, vi−1).
Let the index of the vertex v ′ be l, i.e., v ′ = vl . It is not diﬃcult to see that P ′(vi) cannot contain any vertex in the chain
ch(vi+1, vl−1) (otherwise, v ′ would not be visible to vi ). Finally, P ′(vi) cannot contain any vertex in the chain ch(vl+1, v j−1),
since otherwise v ′ would not be the last visible vertex to vi in ch(vi+1, v j−1).
Therefore, P ′(vi) does not contain any vertex of P except v ′ and v j .
Consequently, the region bounded by P ′(vi), the line segment connecting vi and v j , and the line segment connecting
vi and v ′ must be convex (in fact, it is always a triangle) and this region is entirely contained in P . This implies that v j
is visible to v ′ since both vertices are on the boundary of the above region. Hence, the three vertices vi , v j , and v ′ are
mutually visible to each other, and we have  ↑vi (vl, v j)+  ↑v j (vi, vl)+  vl (v j, vi) =  vi (vl, v j)+  v j (vi, vl)+  vl (v j, vi) = π .
The lemma thus follows. 
In what follows, we discuss the implementation of our algorithm.
Our algorithm uses two arrays F and B (which are different from those deﬁned in [5]). We deﬁne F as follows:
F [vi][v j] = t if v j is the t-th visible vertex to vi in the CCW order; if v j is not visible to vi or v j has not yet been
identiﬁed, then F [vi][v j] = 0. For convenience, we let F [vi] = F [vi][vi+1, vi+2, . . . , vi−1]. In addition, for each vi , we main-
tain two variables Li and Ii for F [vi], where Li is the number of non-zero entries in the current F [vi], which is also the
number of visible vertices to vi that have been identiﬁed up to the k-th iteration (i.e., the number of vertices visible to vi
in the chain ch(vi+1, vi+k−1)), and Ii is the index of the last non-zero entry in the current F [vi], i.e., Ii is the last visible
vertex to vi in the chain ch(vi+1, vi+k−1) in the CCW order. Similarly, we redeﬁne B in the same way as F , i.e., for each
vi , B[vi] = B[vi][vi+1, vi+2, . . . , vi−1] and B[vi][v j] = t if v j is the t-th visible vertex to vi in the CCW order. Further, for
each vi , we also maintain two variables L′i and I
′
i for B[vi], where L′i is the number of non-zero entries in the current B[vi],
which is also the number of visible vertices to vi in the chain ch(vi−k+1, vi−1) (up to the k-th iteration), and I ′i is the index
of the ﬁrst non-zero entry in the current B[vi], i.e., I ′i is the ﬁrst visible vertex to vi in the chain ch(vi−k+1, vi−1) in the
CCW order. During the algorithm, the array F [vi] will be ﬁlled in the CCW order, i.e., from the ﬁrst entry F [vi][vi+1] to
the end while the array B[vi] will be ﬁlled in the CW order, i.e., from the last entry B[vi][vi−1] to the beginning. When
the algorithm ﬁnishes, F [vi] will contain all vertices visible to vi in the chain ch(vi+1, vi+n/2), and thus only the entries
of the ﬁrst half of F [vi] are possibly ﬁlled with non-zero values. Similarly, B[vi] will contain all vertices visible to vi in
ch(vi−n/2, vi−1) and only the entries of the second half of B[vi] are possibly ﬁlled with non-zero values. The implementa-
tion details are discussed below.
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B[vi] to zero. Also, set Li = 1, Ii = vi+1 and L′i = 1, I ′i = vi−1. In the k-th iteration (1 < k  n/2), for each vi , we check
whether vi is visible to v j , with j = i + k, as follows.
Denote by v ′ the last visible vertex to vi in the chain ch(vi+1, v j−1) in the CCW order. By Lemma 2, we need to
determine whether v ′ is a triangle witness vertex for vi and v j . Based on our deﬁnition of Ii , v ′ is the vertex Ii . After
identifying v ′ , we determine whether v ′ is visible to v j , which can be done by checking whether B[v j][v ′] is zero, in
constant time. If B[v j][v ′] is zero, then v ′ is not visible to v j and v ′ is not a triangle witness vertex; otherwise, v ′ is visible
to v j . (Note that we can also check whether F [v ′][v j] is zero.) In the following, we assume that v ′ is visible to v j . The
next step is to determine whether  ↑vi (v ′, v j) +  ↑v j (vi, v ′) +  v ′ (v j, vi) = π . To this end, we must know the involved three
angles. According to their deﬁnitions, we have  v ′ (v j, vi) =  v ′ (F [v ′][v j], B[v ′][vi]),  ↑vi (v ′, v j) =  vi (F [vi][v ′], Li + 1), and
 ↑v j (vi, v ′) =  v j (deg(v j) − L′j, B[v j][v ′]) (similar to those in [5]). Thus, all these three angles can be obtained in constant
time. Therefore, the step of determining whether vi is visible to v j can be performed in constant time.
If vi is not visible to v j , we do nothing. Otherwise, set F [vi][v j] = Li +1 and increase Li by one; similarly, set B[v j][vi] =
deg(v j) − L′j and increase L′j by one. Further, set Ii = v j and I ′j = vi .
Clearly, the running time of our new algorithm is bounded by O (n2).
Theorem 1. Given the visibility angles and an ordered vertex sequence of a simple polygon P , the improved triangle witness algorithm
can reconstruct P (up to similarity) in O (n2) time.
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