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Abstract 
We say a function t in a set H of {0, l)-valued functions defined on a set X is specijkd by 
S E X if the only function in H which agrees with t on S is t itself. The specification number oft is 
the least cardinality of such an S. For a general finite class of functions, we show that the 
specification umber of any function in the class is at least equal to a parameter from Romanik 
and Smith (1990) known as the testing dimension of the class. We investigate in some detail the 
specification numbers of functions in the set of linearly separable Boolean functions of 
n variables - those functions f such that f-‘( (0)) and f-‘( (1)) can be separated by 
a hyperplane. We present general methods for finding upper bounds on these specification 
numbers and we characterise those functions which have largest specification number. We 
obtain a general lower bound on the specification number and we show that for all nested 
functions, this lower bound is attained. We give a simple proof of the fact that for any linearly 
separable Boolean function, there is exactly one set of examples of minimal cardinality which 
specifies the function. We discuss those functions which have limited dependence, in the sense 
that some of the variables are redundant (that is, there are irrelevant attributes), giving tight 
upper and lower bounds on the specification numbers of such functions. We then bound the 
average, or expected, number of examples needed to specify a linearly separable Boolean 
function. In the final section of the paper, we address the complexity of computing specification 
numbers and related parameters. 
1. Introduction 
Recent work [ll, 15, 21-241 in computational learning theory has discussed 
learning in situations where the teacher is helpful and can choose to present carefully 
chosen sequences of labelled examples to the learner. In this paper we discuss this 
framework and investigate the number of cleverly-chosen examples needed. Our main 
contribution is a fairly detailed analysis, using combinatorial and geometrical 
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techniques, of the number of examples required for the set of linearly separable 
Boolean functions. 
I. 1, Definitions 
A hypothesis space H on an example space X is a set of (0, 1 }-valued functions 
defined on the set X. The individual members of H are called hypotheses or concepts. 
We use the standard framework of learning from examples, in which there is some 
hypothesis t in H, known as the target, which is used to classify a sequence of examples 
presented to a learner. More formally, a sample of length m is a sequence 
x = (x1,x2, . ..) x,) of examples, and the corresponding training sample x(t) for t is 
this sample, together with the values oft on the examples. We say that x is a positive 
example of t if t(x) = 1 and that it is a negative example if t(x) = 0. The training 
sample may conveniently be regarded as an element of the product space (X x (0, l})“, 
x(t) = ((x,,b,),(x,,b,), . . ..(x.,U), 
where, for each i, bi = t( xi). The learning algorithm 9’ (which may be deterministic or 
randomised) produces an output hypothesis 9(x(t)) E H which is to be taken as an 
approximation, in some sense, to the target. Ideally, we have exact learning of the 
target, in which case the output hypothesis is the same as the target. In general, if 
h E H and if h(xi) = t(xi) for 1 < i < m, then h is said to be consistent with t on the 
sample x. Clearly, if 3’ always outputs a consistent hypothesis and if the only 
hypothesis consistent with a sample n is t itself, then the learning algorithm exactly 
identifies t. If x has this property, we say that x specifies t (in H), and that it is 
a specifying samplefor t. We also say that the set of examples in x specifies t. In this 
case, no hypothesis in H distinct from the target agrees with the target on these 
examples. (Goldman and Kearns [l l] have used the terminology teaching sequence 
for what we call a specifying sample, while Shinohara and Miyano [24] have used the 
term key.) The following parameter quantifies the difficulty of specifying a given 
hypothesis. 
Definition 1.1. Let H be a finite hypothesis space. Then for t E H, the specification 
number of t (in H) is the least length of a specifying sample for t in H. 
The specification umber oft is denoted by oH( t), or simply by a(t) when H is clear. 
1.2. Overview 
We start by proving that the specification umber of any hypothesis is at least equal 
to the testing dimension of Romanik and Smith [22]. 
We study in some depth the specification of the space H, of linearly separable 
Boolean functions of n variables. These functions are those for which the positive 
examples can be separated from the negative examples by a hyperplane. We present 
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two methods for obtaining upper bounds on the specification umbers. We show that 
hypotheses with small numbers of positive or negative examples are easily specified 
and we give a characterisation of those t with largest possible value of cr( t) (that is, the 
most difficult hypotheses to teach). We give a tight upper bound on o(t) when 
t depends on all n co-ordinates (that is, there are no irrelevant variables). We prove 
that a(t) > n + 1 for all t, and that equality holds if t is nested. We then give a simple 
proof that for any t there is a unique set of c( t) examples which specifies t (a fact noted 
by Cover [9]; see also [14]). Next, by a projection method, we determine an expres- 
sion for c(t) when t depends only on a certain number of the n co-ordinates. For every 
k < n, we give a tight lower bound and a tight upper bound on c(t) for hypotheses 
depending on k co-ordinates. We then prove that, on average, only at most n2 
examples are needed to specify a hypothesis in H,; that is, the expected specification 
number is at most n2. 
Finally, we discuss the complexity of computing specification umbers and teach- 
ing dimensions. We show that these problems are NP-hard, and remain so when 
restricted to trivalent hypothesis spaces. 
1.3. Related work 
A recent paper by Goldman and Kearns [1 l] provides some calculations of 
specification numbers, for various types of hypotheses. In that paper, they define the 
teaching dimension of a hypothesis pace H. In our terminology, this is the maximum, 
over all hypotheses of H, of the specification number, TD(H) = max{ a( t): t E H}. 
Goldman et al. [12] discuss a related idea: a universal teaching sequence for H is 
a sample x such that x specifies each hypothesis in H. That is to say, if t, h E H and 
t and h agree on x then t = h. 
Shinohara and Miyano [24] have studied what we call specification and have 
described algorithms for producing small specifying samples for the space of Boolean 
threshold functions (and for monomials). They have also studied the complexity of 
finding small specifying samples (or keys, as they call them). In their paper, they relate 
models of teaching and models of learning. 
Salzberg et al. [23] have considered “learning with a helpful teacher” when the 
learner uses a particular algorithm, which is known to the teacher. Specifically, they 
consider a learner using the nearest-neighbour classification algorithm and a teacher 
trying to teach various types of geometric oncepts. In our model, the teacher knows 
nothing of the algorithm the learner is applying; it is for this reason that we use the 
term specification rather than teaching. 
Romanik and Smith [22] and Romanik [21], in studying not exact specification, 
but approximate testing of geometric hypotheses, have introduced the testing dimen- 
sion, T(H), of a hypothesis pace H. This is the maximum integer k such that all subsets 
of X of cardinality k are shattered by H, that is, if K c X has cardinality k, then all 2k 
possible classifications of K into positive and negative examples can be achieved by 
hypotheses of H. (The testing dimension will in general be far less than the 
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Vapnik-Chervonenkis dimension [26], a parameter which has proven to be of great 
importance in learning theory [S]. The VC dimension of H is defined as the maximum 
integer k such that there is a set of k examples hattered by H.) We have the following 
relation. 
Proposition 1.2. For any hypothesis space H and any t E H, a*(t) 2 z(H). 
Proof. Let x be any sample of length less than T(H), and let y be any example not 
contained in x. Then, since H shatters the set consisting of y and the examples in x, 
there is h E H such that h and t agree on X, but such that h(y) # t(y). Hence x does not 
specify t, and the result follows. q 
2. Specifying linearly separable functions 
2.1. Introduction 
In this section, we discuss the class of linearly separable Boolean functions on 
n variables. A Boolean function t defined on (0,l)” is linearly separable if there are 
o! E R” and 0 E R such that 
t(x) = 
i 
1 if (a,~) 2 8, 
0 if (a,~) < 8, 
where (a, x) is the standard inner product of CI and x. Given such ct and 8, we say that 
t is represented by [a, 01 and we write t t [a, 01. The vector 01 is known as the 
weight-vector, and 8 is known as the threshold. This class of functions is the set of 
functions computable by the Boolean perceptron, and we shall denote it by H,. Of 
course, each t E H, will satisfy t +- [ ~1, O] for ranges of CI and 8. A technical point, which 
will prove useful in some of the following analysis, is that, since the examples are 
discrete, for any t E H,, there are M. E R”, 8 E R and a positive constant c such that 
t(x)= 1 + (ff,~)>e+~, t(x)=0 + (u,x)Q~-~. 
Henceforth, for ease of notation, we denote the specification umber oft E H, in H, by 
u,(r). 
2.2. Upper bounds 
Clearly, the teaching dimension of H, is at most 2”, the total number of examples. In 
fact, it is easy to see that it is this bad. 
Proposition 2.1. The teaching dimension of H, is 2”. 
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Proof. Observe that the identically-O function < is in H,. But so also are the 
hypotheses with precisely one positive example. If an example x is not presented, then 
the hypothesis which has just x as a positive example has not been ruled out. Hence to 
specify t, all 2” examples must be presented, and o,(t) = 2”. q 
We may be more specific and ask what the specification numbers of other, more 
interesting, linearly separable Boolean functions are. First, we present some genera1 
techniques for bounding these specification numbers. 
For our first approach, we regard the points in {O,l}” as the vertices of the 
n-dimensional Boolean hypercube. For any t E H,, pas(t), the set of positive examples 
of r and neg(t), the set of negative examples of t, are connected subets (in the 
graph-theoretic sense) of the hypercube. Let A(t) be the set of examples x such that 
there is y adjacent o x with t(x) # t(y). Thus, A(t) may be thought of as the examples 
on the boundary between pas(t) and neg(t). Let us denote the cardinality of A(t) by 
a(t). Then we have the following bound. 
Proposition 2.2 (Boundary result). For t E H,, not the identically-0 hypothesis or the 
identically-l hypothesis, a,(t) < a(t), where a(t) is the number of boundary examples 
of t. 
Proof. If t is non-constant, then it has boundary examples. Any sample which 
contains the examples in A (t) is a specifying sample for t, since such a sample certainly 
delineates the boundary between positive and negative examples. 17 
The following consequence of this result is useful for hypotheses with small 
numbers of positive examples or negative examples. 
Proposition 2.3. For t E H,, not the identically-O or the identically-l hypothesis, let 
m = min(Ipos(t)l, Ineg(t)l). 
Then o,(t) < m(n - 1) + 2. 
Proof. Suppose, without loss, that m = 1 pos( t) I. Let P be the subgraph of the Boolean 
hypercube vertex-induced by pas(t). Then P is connected, and so has at least m - 1 
edges. It follows, since each positive example has n neighbours, that the number of 
boundary vertices satisfies a(t) < m + mn - 2(m - 1) = m(n - 1) + 2. 0 
We have seen that the identically-O function < has specification umber 2”. Consider 
the hypotheses of the form t(al,a2, . . . . a,) = 1 o a; = b, where i is an integer 
between 1 and n and b is 0 or 1. We call such hypotheses hyperface hypotheses. It is 
easily seen that any hyperface hypothesis has specification umber 2”. As an applica- 
tion of the Boundary result, we can characterise the hypotheses of H, which have 
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largest possible specification numbers - that is, those which may be regarded as the 
most difficult to teach. 
Proposition 2.4. If t E H, has a,(t) = 2” then t is either the identically-O function, the 
identically-l function, or a hyperface hypothesis. 
Proof. Suppose t is neither the identically-O function nor the identically-l function 
and that a,(t) = 2”. Then, by Proposition 2.2, d(t) = 2”, and all 2” examples are 
boundary examples of t t [a, 01. Without loss, assume ai > 0 for 1 < i < n and that 
B > 0. (This is an assumption we can make without loss since it is not important which 
point we define to be the origin; thus, we may take as the origin the negative xample 
furthest from the defining hyperplane.) The negative xample (0 0 . . . 0 0) is a boundary 
example of t, and so for some i the example (00. . . 0 10. . . 0) with a 1 in the ith 
co-ordinate, is a positive example, whence Cli > 8. Also, since the positive example 
(1 1 . . . 1 1) is a boundary example, for some j, the example (1 1 . . . 10 1 . . . 1) with a 0 in 
the jth co-ordinate, is a negative example of t. Since ai > 9, we must have i = j. Then 
Cci > 8 and Cj + i C(i < 0, SO that t is the hyperface hypothesis ai = 1. I7 
For our second approach to bounding specification umbers, we regard the vertices 
of the hypercube as corresponding to all subsets of an n-set (so that the origin 
corresponds to the empty set and the examples with k entries equal to 1 correspond to 
the k-subsets.) Then the examples in (0, 11” have a partial order < on them, induced 
by inclusion in the power set lattice of the n-set. In this partial order on (0, l}“, x<y if 
(x)i = 1 implies (y)i = 1. This is quite different from the partial order used by Hu [14]. 
We say that t depends on co-ordinate i if there are x(O), x(r) differing only in their ith 
entries, such that t(x”‘) = 0, t(x”‘) = 1. In this case, the sign of ai can be determined 
from x(O) and x(l) since (cl,x”)) 3 8 > (a,~(‘)). Suppose that t depends on all the 
co-ordinates. Then we may, without loss, suppose that t is increasing, by which we 
mean that t(x) = 1 and x<y imply t(y) = 1. (We can assume without any loss that the 
hypothesis is increasing because the origin can be taken to be any point and we can 
determine from t which point is acting as the origin.) Then neg(t) forms a down-set 
and pas(t) an up-set with respect o <. Let D(t) be the set of maximal elements in 
neg( t) and U(t) the set of minimal elements in pos( t). 
Theorem 2.5. Suppose t E H, is increasing and depends on all the co-ordinates. Then the 
set D(t) u U(t) specijies t. 
Proof. Suppose t + [a, 01. We claim that the signs of al, ct2, . . . , a, can be deduced 
solely from the classification of D(t) u U(t) and the fact that t E H,. Suppose without 
loss of generality that 0 < al Q a2 6 ... G a,. We prove, by induction on m, that the 
signs of fxl,tlz, . . . . u, can be deduced solely from the classification of the examples in 
D(t) u U(t) and the knowledge that t E H,. The statement is trivial for m = 0, so we 
move on to the induction step. Suppose that al, . . . , a, _ 1 are given to be positive; we 
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show that it can be deduced that a, is positive. Since t depends on co-ordinate m, there 
are y, y’, differing only in that (y), = 0 and (y’), = 1, such that (cY,~) < 0 and 
(c(, y’) 3 8. Then y<x for some x E D(t) and (x), = 0 since otherwise y’<x. Let x’ be 
the example equal to x except that (x’), = 1; then x’ is a positive example, since x$x’ 
and x E D(t). Take z’ E U(t) with z’<x’ and let z be equal to z’ except that (z), = 0. 
Then, 
(4~7 2 e > 04~) = (c(,xy - c1,. 
so (cY,x’ - z’) < cc,, and hence x’ and z’ do not differ in co-ordinates m + 1, 
m + 2, . ..) n. Let C be the set of co-ordinates i such that (x’)~ # (z’)~. Now we have 
0 < (Cr,Z') - (U,X) = a, - 1 Uie 
icC 
The above inequality can be deduced solely from the facts that z’ E U(t) and x E D(t). 
Thus, given additionally the information that C(i > 0 for i E C E { 1, . . . , m - 11, it can 
be deduced that 01, > 0 also. Therefore, given only the classification of D(t) u U(t), 
one can deduce that t is increasing. Furthermore, t is specified by D(t) u U(t): for any 
example y, there will be a point x in D(t) with y<x or there will be z E U(t) with z$y. 
In the first case, t(y) = 0 and in the second t(y) = 1. 0 
As an immediate corollary of this result, we have the following bound. 
Corollary 2.6. If t E H, depends on all the co-ordinates then 
Proof. We may, without loss, suppose that t is increasing. (Clearly if t depends on all 
the co-ordinates but is not increasing, one may simply shift the origin to yield an 
analogous specifying set. The teacher knows where the origin should be shifted to, so 
can effect this transformation. Equivalently, the teacher transforms the order < and 
produces as a specifying sample the minimal positive examples and maximal negative 
examples with respect to the transformed ordering.) Then a,(t) < ID(t)1 + 1 U( t)l. 
Now form a set A consisting of all points xl for x E D(t) and all points y0, for y E U(t). 
We now show that A is an antichain in the poset ((0, 1 }“+I, 4). It is clear that, since 
the elements of D(t) are incomparable, so are the elements of the form xl where 
x E D(t). Similarly, the points y0 for y e U(t) are incomparable. Also, for any x E D(t) 
and y E U(r), xl and y0 are incomparable since it cannot be true that y$x (since t 
is increasing). Sperner’s Theorem [l, 6, 251 shows that the maximal size of an 
antichain in ( { 0, 1 }“+ ’ , <) is the quantity stated, and the result follows since IA I 
= lD(t)u U(t)l. 0 
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Let gi be the hypothesis which has as positive examples the examples with at least 
k ones. Then gk+ [(l,l, . . . . I), k] E H,, and we shall call it the weight-at-least-k 
hypothesis. 
Proposition 2.7. The weight-at-least-k hypothesis gk has specification number (” : ’ ). 
Proof. If x,y are adjacent vertices of the hypercube then their weights (number of 
ones) differ by 1. Hence x,y are adjacent and g:(x) = 1, g:(y) = 0 if and only if x has 
weight k and y has weight k - 1. It follows that the set A(gk,) consists of all examples 
with weight k and all examples of weight k - 1, so that 
We now show all examples of weight k and of weight k - 1 must be presented to 
specify gk. (Then every specifying sample must contain all such examples, yielding the 
lower bound.) Let x be an example of weight k - 1, which we may suppose is 
x = (1 1 . . . lO...O).Leta=(ll... 1 l), and let 8 = k. Then gf: t [a, f3]. Now let 
,8 = (1 + l/k, 1 + l/k, . . . , 1 + l/k, 1, 1, . . . , 1) 
\ I Y 
k-l 
and note that gi c [/I, k]. Now, h c [/?, k - l/k] misclassifies x as a positive example 
and correctly classifies all other examples. Hence x must be presented if gf: is to be 
specified. The treatment for examples of weight k is similar. 0 
This shows that we can have equality in Corollary 2.6, achieved by the weight-at- 
least-l_(n + 1)/2] hypothesis. In fact, we can characterise precisely those linearly 
separable functions which depend on all the variables and have highest specification 
number. 
Proposition 2.8. Suppose t E H, depends on all the co-ordinates. Then t has maximum 
possible specification number for such a hypothesis if and only if one of the following 
holds: 
(0 
(ii) 
(iii) 
n is odd and there is v E (0, 11” such that t(x) = 1 if and only ifx and v agree on at 
least (n + 1)/2 entries; 
n is even and there is v E (0, 11” such that t(x) = 1 if and only if x and v agree on at 
least n/2 entries; 
n is even and there is v E (0,l)” such that t(x) = 1 if and only if x and v agree on at 
least (n/2 + 1) entries. 
Proof. Consider the lattice of subsets of an n-set. It is known (see [l, 61) that if n is 
even then there is exactly one antichain of the maximum possible size ( L,$,k namely, 
M. Anthony et al. / Discrete Applied Mathematics 61 (1995) l-25 9 
the collection of all subsets of cardinality n/2. For n odd, the only antichains of size 
(L&1) are the co11 ec ion t of all (n - 1)/2-subsets and the collection of all (n + 1)/2- 
subsets. Consider the proof of Corollary 2.6 in the case n odd. Then we have equality 
in the bound if and only if the antichain A is the set of all examples of weight (n + 1)/2, 
from which it follows that the maximal negative examples oft are all the examples of 
weight (n - 1)/2 and the minimal positive examples are all the examples of weight 
(n + 1)/2. But this means that if n is odd, if r is increasing and depends on all the 
co-ordinates and we have equality in Corollary 2.6 then t must be the weight-at-least- 
(n + 1)/2 hypothesis. Conversely, such a hypothesis meets the upper bound. If t is not 
increasing then we may take some other point y as the origin to transform t to an 
increasing function. Then t is as described in the statement of this result, with 
u = (l,l, . ..) 1) - y. The proof for n even is similar. 0 
Theorem 2.5 shows that for increasing t depending on all the co-ordinates, the 
specification number is at most /D(t) u U(t)J. It is worth remarking that, in general, 
one does not have equality here. That is, the specification number can be strictly 
smaller. It is easy to see also that the specification umber can easily be less than the 
number of boundary examples. 
2.3. A lower bound and its attainment 
We have characterised the hypotheses in H, with largest specification numbers. 
Now we turn our attention to those hypotheses with the lowest possible specification 
numbers. The testing dimension of H, is just 3, so we cannot obtain any useful lower 
bound using this approach. However, a straightforward lower bound can easily be 
obtained. We say that a set of n + 1 points in IF!” is in general position if the points do 
not all lie on a hyperplane. 
Theorem 2.9. For any t E H,, any specifying sample for t contains n + 1 examples in 
general position, and possibly some others. In particular, a,(t) 2 n + 1. Furthermore, 
equality can hold in this bound. 
Proof. Suppose that T is a set of examples not containing (n + 1) points in general 
position. Then all the points of T lie in some hyperplane with equation ( p, x ) = c, for 
some /? E R” and c E R. Let t c [a, O] be any hypothesis in H, and let q be any real 
number. Then if h, + [cl + q/I, 8 + qc], h, agrees with t on T; for, if x E T then 
(p,x) = c and 
(a + 5$,x> = (4x> + rl<P,x> = (a,x> + w 
whence, for x E T, 
t(x)=1 0 (a,x)20 0 (a+qp,x)>O+qc. 
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Now, choose y E (0, 1 }” which does not lie on the flat determined by T, so that 
(B, y ) # c. Then for some values of q, y is a negative xample of h, and for some other 
values, y is a positive example of h,. In other words, the sample T does not specify t, 
since there are at least two distinct hypotheses consistent with t on the sample. To see 
that the lower bound can be attained, note that if t has just one positive example, then 
the sample consisting of this positive example and its n neighbours is a sample of 
length n + 1 which specifies t. 0 
The fact that at least n + 1 examples are required has been shown in [14], but the 
proof presented here is more direct. We have seen that the hypotheses having exactly 
one positive example or one negative example have the least possible specification 
number n + 1. But these are not the only such hypotheses, as we now show. 
Using the standard formula notation in terms of the literals ul, u2, . . . , u, (and their 
negations), let us recursively define a Boolean function to be nested by: both functions 
of 1 variable are nested, and t,, a function of n variables, is nested if t, = u, * t,_ 1 or 
t, = U, * t,_ 1 where * is v (the OR connective) or A (the AND connective) and t,_ 1 
is a nested function of n - 1 variables. (Here, we mean that t,_ 1 acts on the first n - 1 
entries of its argument.) Any nested Boolean function is linearly separable. For, if 
t, _ 1 t [cr, tl] is nested and in H, _ 1, then 
u, A t,-1 + C(a,M),e + Ml, 4 v t,-I + [(a,W,Ql, 
% * t,-l+ [(a, -W,4, iin v t,_l 4- [(a, -iqe - Ml, 
for a suitably large M. Examples of nested hypotheses include the hypotheses with 
formulae u1 A u2 A ... A u, and u1 v u2 v ... v u,, with only one positive example, 
and one negative example (respectively), and the hypothesis 
f. = u, A (U,_l v (l&-2 A (U.-j v (**, Ul)...), 
which is of interest in the context of the perceptron learning algorithm [4,13,18]. The 
next result shows that all nested hypotheses are easily specified. 
Theorem 2.10. The specijication number of any nested hypothesis in H, is n + 1. 
Proof. It suffices to prove that for any increasing nested hypothesis in H,, 
ID(t) u U(t)( < n + 1. This is clearly true when n = 1, for in this case the total 
number of examples is 2. Suppose the statement is true for (n - 1) 3 0, and consider n. 
Let t, be nested in H,. If t, = u, v t, _ 1, then D( t,) consists of all examples x0 where 
x E D( t, _ 1 ). and V( t,) consists of all examples y0 where y E U( t, _ , ) together with the 
single example (0 0 . . . 0 I)_ If t, = u, A t,_ 1 then D(tn) consists of all examples xl 
where x E D( t,_ 1), together with the example (1 1 . . . lo), and U ( tn) consists of the 
examples yl where ye U(t,-,). In either case, c,,(t,)< ID(t,,)l + IU(t,)l 
< 1 + lD(t,-l)l + lU(t,-l)l = 1 + n, as required. q 
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We may extend the definition of nested hypothesis by allowing the variables to be 
permuted (or re-labelled), so that we would say for example that the function 
u2 A (u3 v ui) is nested. Clearly the above result is true for this more general 
definition of a nested hypothesis. 
One may relate nested hypotheses to particular types of decision lists, introduced by 
Rivest [20]. It is straightforward to show (inductively) that any nested hypothesis can 
be realised as a l-decision list of length n. Conversely, with the more general definition 
of nested hypothesis in which we allow the variables to be re-labelled, any l-decision 
list of length n computes a nested hypothesis. 
We conjecture that the only hypotheses in H, which have specification number 
n + 1 are the nested hypotheses. 
2.4. Signatures 
In calculating the specification umber of the weight-at-least-k hypothesis, we used 
the fact that if x has the property that there is h E H, with h(y) = t(y) for all y # x and 
h(x) # t(x) then x must belong to any specifying sample for t. We shall say that an 
example with this property is essential for t. (Cover [9] describes uch examples as 
ambiguous.) Clearly any specifying sample for t must contain all examples which are 
essential for t. We now give a simple proof of the fact, first observed by Cover [9], that 
the essential examples alone are sufficient o specify. (Cover did not present a proof of 
the result in the paper cited, but refers to work of Mays [19] on boundary matrices. 
Hu [14] presents a proof based on the work of Mays [19].) 
Theorem 2.11. Let t E H, and let S(t) be the set of examples essential for t. Then S(t) 
specijies t. 
Proof. Suppose not. Then there is h agreeing with t on S(t) but disagreeing on some 
other examples. Let us say t c [a, 81 and h + [j3,q5], where no example lies on the 
defining hyperplanes. For 0 < A < 1, consider the hypothesis 
At + (1 - A)ht [la + (1 - A)fi,Ae + (1 - n)$]. 
The hypothesis It + (1 - I)h correctly classifies any example in S(t) since each of h, t 
correctly classifies uch examples. Suppose y is misclassified by h. Then (a, y ) > d and 
(/I, y ) < 4, or (a, y ) c 0 and (/I, y) > 4. The function 
f(A) = A(a,y> + (1 - 4(p,y) - A.0 - (1 - 44 
is continuous and strictly increasing or strictly decreasing and f(O), f(1) are of 
opposite signs, so there is a unique 0 < AY < 1 such that 
4(a,y) + (1 - 4J</.%y) = V + (1 - 4J4. 
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Furthermore, it is easy to see that cc,B could have been chosen in such a way that if 
y # z then 2, # 1,. Observe that if 2, > A, then the hypothesis I,t + (1 - 1,)h cor- 
rectly classifies z. Now, since the A, are distinct, there is some example u such that 
I, > /2, for all y # u misclassified by h. Thus (by taking a value of 1 very close to A,), 
there is a hypothesis It + (1 - A)h which classifies all examples but z, correctly. 
Therefore v E S(t). But this is a contradiction, since we assumed hto be consistent with 
t on S(t) (in which case, any such convex combination of t and h would classify 
v correctly). 0 
Corollary 2.12. Let t E H,. Then there is precisely one set of o,(t) examples which 
speciJes t. This set is S(t). 
We shall call the set S(t) of all examples essential for t the signature of t. Any 
specifying sample contains these examples, and so the signature is the unique minimal 
specifying set for t. 
2.5. Projections 
From any t E H,, we can form two hypotheses t t , t _1 of H,_ 1, as follows: 
t t (al,az, . . . . an-l) = Hal,a2, . . . . a,-l, 11, 
t 1 (al,az, . . . . 6-l) = t(al,a2, ...,a,-l,O). 
Thus, t t is the restriction oft to the hyperface x, = 1 of the Boolean hypercube and 
t 1 is its restriction to the hyperface x, = 0. We call t t the up-projection and t _1 the 
down-projection oft. Note that if t t [cl, @] where CI = (/?, d), fl E R”- ’ and d E R, then 
tT +[B,e-d] and tJ -[B,KJ. 
Theorem 2.13 (Projection result). For t E H,, 
5(t) d 0°F,(t t ) + o,-,(t 1 ), 
and equality holds when t t = t 1. 
Proof. It is easy to see that the inequality holds. Let S( t 1 ) be the signature of t 1 and 
S(tf)thesignatureoftf.Foreachs=(a,,az,...,a,_,)inS(tl),formtheexample 
SO = (al,a2, . . . . a,_,,O)andforeachs=(a,,a,,...,a,_,)ES(tf),formtheexample 
sl =(al,a2 ,..., a,_,, 1). Then it is clear that these examples pecify t, so that 
a,(t) d IS(r 1 )I + IS(t t )I = a,-,(t 1) + O,-I(f t 1. 
In order to prove equality when t t = t 1, we first prove that if z is any point in the 
signature S(t) oft and t(z) = 1 (resp., t(z) = 0) then there are GI, 8 such that t t [CC, e] 
and for any other positive (resp., negative) example x of t, (u, x) > (a,~) (resp., 
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(~1, x) < ( CI, 2)). Suppose z E S(t) is a positive example of t. Then there is h t [p, 41 
such that h agrees with t on all examples except z, and such that no example x satisfies 
(/?, x) = 4. We may assume (by the comment at the end of Section 2.1) that there is 
c>O such that (cr,z)Z8+c, (~,z)<c$-c and such that for xEneg(t), 
(a,x)<8-c and (/I?,x)<~-c, and for z#xEpos(t), (a,x)ae+c and 
(8, x ) 2 C#I + c. Let il be such that 
~(4~) + (1 - ;l)~p,~) = ;1e + (1 - ~14. 
Let ?/ = IJX + (1 - ,I)p and + = M + (1 - I$$. Then, as can easily be checked, 
[y, $1 represents t. Further, for z # x E pos( t), 
(Y,x) = (2~ + (1 - n)p,x) 2 Ae + (I - n)+ + c > le + (1 - n)4 = (Y,~). 
The argument when z is a negative example is similar. 
Now we show that the set S consisting of all examples zl and z0, for z E S( t 1) is the 
signature of t. As mentioned above, the points of S specify t. We prove that all are 
essential for t, from which it follows that S = S(t). Without loss of generality, suppose 
s = zl where z is a positive example of t 1. We wish to find h c [p, 41 where /? E R”, 
C$ E R such that h(z0) = 1, h(z1) = 0, h(x1) = h(x0) = 1 for all z # x E pos(t 1 ), and 
h(x1) = h(x0) = 0 for all x E neg( t I). By the above, we may assume that t 1 c [cc,@], 
where for some c > 0, 
z # x E pos(t 1_ ) =+ (cL,x) B (c&z) + c. 
Let fl=(c(,-cc) and let c#I=(c(,z). Then (/?,zl)=(cl,z)-C<C#J and 
(/‘~,z0) = ( CCZ), so that h(z1) = 0 and h(z0) = 1. For x E pos(t J ), x # z, we have 
(B,xO) 2 (/%x1> = (4x) -c 3 (c(,z) = (#I, 
whence h(x0) = h(x1) = 1. Also, for x E neg(t _1), 
(P,x~ G (B,XO) = (4~) < 8, 
which is less than C$ since (a,~) > 0 and so h(x1) = h(x0) = 0. The result fol- 
lows. n 
We now turn our attention to hypotheses in H, which depend on a particular 
number, k, of the co-ordinates. Such a hypothesis has n - k “irrelevant attributes” (as 
defined in [18]). Suppose that t depends on co-ordinates 1 to k only and denote by t, 
the function in Hk defined by tk((al,az, . . . . ak)) = t((al,az, . . . . ak,O,O, . . . . 0)), ob- 
tained by projecting t down n - k times. Then we have the following result, an 
immediate consequence of the Projection result. 
Proposition 2.14. If t E H, and t depends only on co-ordinates 1,2, . . . , k, then the 
specljication number oft equals 2”-k ck(tk). 
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As an example of this, consider the hypothesis g E H, defined by g(x) = 1 if and 
only if, of the first k entries of x, at least r are equal to 1. Then g is the r-out-of-k 
hypothesis and is easily seen to be linearly separable. Clearly, g depends only on 
the first k co-ordinates and gk E H,, is the weight-at-least-r hypothesis, so that 
on(g) = 2”-kok(gk) = 2=-k(k;‘). 
We have the following tight bound, from Corollary 2.6, Theorem 2.8, and the 
Projection result. 
Theorem 2.15. Suppose t E H, depends on exactly k co-ordinates. Then 
2”-k(k + 1) < a,(t) 6 2”-k I$, , 
( ) 
and equality is possible in both cases. 
From Proposition 2.8, it is easy to obtain a characterisation of those t meeting the 
upper bound above. Furthermore, our work on nested functions enables us to 
generate a class of hypotheses meeting the lower bound. Note that, since (as we 
mentioned earlier) any l-decision list of length n ([20]) is a nested linearly separable 
Boolean function, any hypothesis realisable as a l-decision list of length k has 
specification umber 2”-k(k + 1) in the space H,. 
A consequence of Theorem 2.15 is that if a linearly separable Boolean function has 
few relevant attributes then the number of examples needed to specify it is exponential 
in n. 
2.6. The expected spec@cation number 
We have now seen the extreme values that specification numbers in H, can take. 
A natural problem is to determine the average or expected specification number, by 
which we mean the quantity 
1 
a,(t) = IH,l,&%(f). 
A set of N points in !R” is said to be in general position if no n + 1 of the points lie on 
a hyperplane. Given any such set X of points, we may define a set of { 0,l }-valued 
functions on X by the same method we used to define the class of linearly separable 
Boolean functions; that is, for each hyperplane in R”, assign 1 to the points of X on 
and on one side of this hyperplane, and 0 to the others. Cover [9] has investigated 
such sets of functions. He proves that, asymptotically, the expected number of 
examples needed to specify one of these functions is 2(n + 1). But Cover’s analysis 
cannot be carried over to H,, for here the set X is (0, I}“, a set of points certainly not in 
general position. (Indeed, it is easy to see that no set of 2n + 1 examples is in general 
position, for either n + 1 of these lie on the hyperplane x1 = 0 or n + 1 lie on the 
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hyperplane x1 = 1.) Therefore we must take an approach very different from that of 
Cover [9]. 
For the purposes of this section we will adapt the previous notation by incorporat- 
ing the threshold as a weight. Hence a function t c [a, Q] will be represented by the 
extended weight vector a’ = ((3, ~1~) . . . , a,,), while the examples will be augmented by 
a co-ordinate with value - 1. Hence example x E (0, l}” is represented by 
x’ = (- 1,x1, . ..) x,). In this way we can write 
t(x) = t(x’) = He((x’,a’)), 
where He(z) is the Heauisidefunction given by 
He(z) = 
1 if z > 0, 
0 otherwise. 
LetXE{-ll)x{O,l}” and consider a set of points 
Y= {YI, **a, Yk) E ({ - 1) q4qn)\x. 
Let H = H(X, Y) be the set of functions f on X such that there exist linearly 
separable functions fi, . . . ,f$ which shatter y,, . . . , yk with the restriction filx of fi to 
X equal to ffor all i. (Recall that to say a set of functions F shatters a set of examples 
Y means that all possible classifications of Y into positive and negative xamples can 
be realised by functions in F.) We say that H(X, Y) is the set of linearly separable 
functions restricted to X while shattering Y. Note that if the examples in Y are not in 
general position then H(X, Y) = 8, since they cannot be shattered at all. For the case 
when Y is in general position, if 1 Y\ > n + 1 = VCdim(H,), the Vapnik-chervonen- 
kis dimension of H,, then 1 H(X, Y)l = 0 since Y cannot be shattered, while if 
I YI = n + 1 = VCdim(H,), then IH(X, Y)l < 1. To see this consider two distinct 
functions fr ,fz E H( X, Y) and choose an example x E X for which fr(x) #fz(x). The 
extensions of fi, fi together form a shattering set for Y u 1x1, a contradiction. 
Lemma 2.16. If for some x E X and for some real numbers Ay, x = CyeYLyy, then 
H(X, Y) = 0. 
Proof. Let f~ H(X, Y) and consider the two extensions of f to linearly separable 
functions jr, f_ 1, such that for y E Y, fi (y) = 1 if and only if I, > 0, and f_ i(y) = 1 if 
and only if Av < 0. Suppose that fi, f_ 1 are represented by (extended) weight vectors 
w 1, w _ 1 (respectively). Then 
(Wl?X) = c Iy(Wl,Y) 
YEY 
and 
<w-1,x> = 1 Ay<w-1,Y) 
Yey 
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have different signs, so that jr(x) #f_ r(x). This is a contradiction, since both these 
functions are extensions of f: We conclude that H(X, Y) = 8. 0 
Consider the relation - on X defined as follows: x1 - x2 if and only if there are 
real numbers p and A,, for each y E Y, such that 
Lemma 2.17. If H(X, Y) # 0, the relation - is an equivalence relation. 
Proof. Since H(X, Y) # 0, we conclude from the previous lemma that for any 
xi, x1 E X, with x1 - x2, we have p # 0 in the equation 
x1 = /Gz + 1 J&Y. 
YEY 
Hence the relation is symmetric. It is also clearly reflexive: for x1 - x2 and x2 - x3, we 
combine the two equations to eliminate x2 and obtain xi - x3. 0 
For sets X, Y, let X/Y be a set of representatives of the equivalence classes of 
X under the relation - . Note that if 1 YI = n and H(X, Y) # 0, we have only one 
equivalence class since Y u {x} forms a basis of II’“+ ’ for any x E X by Lemma 2.16. 
Lemma 2.18. Suppose H( X, Y) # 0. There exists w such that (w, y ) = 0 for all y E Y, 
(w,x) #Ofor xEX, and 
f(x) = He((w,x)), 
for all x E X, if and only if f belongs to H( X, Y). 
Proof. (=s) Suppose we are given w satisfying the above conditions. Let Y+ be any 
subset of Y. Choose 6, such that 
(6,,y) = 1 for yE Y+ 
and 
(&,,y) = - 1 for yE Y\Y+. 
This can be done since this represents at most n + 1 linearly independent linear 
equations in n + 1 unknowns. Now consider 
k(n) = w + 116, 
andx~X.Since(w,x)#O,thereexists~,~Osuchthat(~(l),x)#Ofor~1~d~,. 
Let E = min x.X(~,) > 0. Taking 4~ = +3(s) determines a linearly separable function 
which agrees with w on X and which computes 1 on Y+ and 0 on Y\ Y+. Since Y+ was 
arbitrary, the function defined by w on X is in H(X, Y). 
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(c= ) Suppose f E H(X, Y). Note first that any linearly separable function on 
a finite set X can be realised with a weight vector w such that 
(w,x) #O, for xEX, 
by slightly reducing the threshold if equality holds for some positively classified 
inputs. We prove the result by induction on 1 Yl. For 1 Yl = 0, by the above, there is 
nothing to prove. Assume now that the result holds in the case 1 YI = k - 1 and let 
Y= {Yl, . ..> yk}. Let J have weight vector Wi and assume that for i < 2k- ‘, fi(yk) = 0, 
while for i > Zkel, fi(yk) = 1. Consider applying induction to the set 
H(X ” {yk), Y\{yk)). w e h ave two functions f”, f’ in this set agreeing with fon 
X and such that f’(yk) = 0 and f’(yk) = 1. By induction we can find w. for f” such 
that (wo,yi) = 0 for i= I,..., k- 1, and for XEXU {yk}, (wo,x) #O with 
He(( wo,x)) =f(x). So (wO,yk) < 0. Likewise we find w1 for f’. Taking 
w(t) = two + (1 - t)wi we can choose t such that (w(t),yk) = 0 with (w(t),x) #O 
and He((w(t),x)) =f(x). 0 
In view of this lemma, we introduce the following notation. For a weight vector 
w satisfying the conditions of the lemma, we denote the corresponding function in 
H(X, Y) by fw, while a weight vector obtained from a function f E H(X, Y) is denoted 
by wf. 
Lemma 2.19. Consider sets X, Y c { - l} x (0, l}” and functions H(X, Y) as above. 
Any specifying sample for t E H(X, Y) in H(X, Y) can be replaced by a sample of the 
same length using only examples in XJY. Hence 
cH(X.Y)(t) = orf(X,Y.Y)(t). 
Proof. We simply replace any example x in the sample which is not in X/Y by the 
representative of its equivalence class. It will be sufficient o show that the value of any 
function in H(X, Y) on x determines its value on x’ when x N x’. This will also imply 
that the minimum specifying samples have the same length. Let 
x = /Lx’ + 1 1, y. 
YEY 
Consider any function f E H(X, Y) and let ws be a weight vector guaranteed by 
Lemma 2.18. Since (w,-, y) = 0 for all y E Y, we have ( wI, x) = p( wf, x’). Hence if 
,U > 0, f(x) = f(x’), while if p < 0, f(x) #f(x’). In either case the value of fon one of 
the two examples determines its value on the other, as required. 0 
For a set of functions H and t E H, the error set of a function h E H (with respect o t) 
is the set of examples on which t and h disagree. For a fixed target t E H, we order the 
functions of H according to inclusion of their error sets. We will refer to the least 
non-empty sets in the inclusion ordering of the error sets as minimal error sets and to 
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the corresponding functions as minimal error functions. In order to specify a target 
function t we must give a set of examples uch that each minimal error set contains at 
least one of the examples. A special case occurs when the minimal error sets are 
singletons. In this case, as earlier, we call the examples in these sets essential and the 
list of essential examples is called the signature oft in H (denoted s,(t)). In this case 
the signature is clearly the unique minimal specifying sample for t in H. 
Using the machinery developed above, we are now ready to tackle our main task of 
describing specifying samples for linearly separable functions. 
Proposition 2.20. For any jixed t E H, the corresponding minimal error functions in 
H(X/Y, Y) have singleton error sets. 
Proof. We may assume that 1 Yl < n, since for 1 Yl > n, we have 1 H(X, Y)l < 1, while 
for 1 Yl = n, 1 X/ Yl = 1. Suppose that t is the target and fis a minimal error function 
with error set containing x1, x2, . . . , x,, m > 1. Let wf be the weight vector guaranteed 
by Lemma 2.18 for f, and let w, be the corresponding weight vector for t. Consider 
w(n) = (1 - n)w, + Iw,. 
For all examples not in the error set, the function fw(n) will agree with both t and $ 
Since each xi is differently classified by t and f, there exists Ji such that 
(W(Ai)yXi) = 0. Let 
Amin = min{&: 1 < i < m}. 
Suppose li > &in. Taking 
A = (min{ ljl lj # Amin} + &J/2, 
the function j& lies strictly between t and fin the error sets ordering, contradic- 
ting the minimality of f: Hence li = /&n for all i. Now consider il # i2. Since 
Xi1 + xi27 we can find 6, such that 
(6,,y) = 0, for all YE Y, 
(dw7xi,) = (wt7xil)3 (6w3xi2) = <wj,xi*)7 
as the k + 2 linear equations (k = 1 Yl < n) are independent in n + 1 unknowns. Now 
consider the weight vectors 
G(n) = w(n) + &,. 
By choosing p > 0 sufficiently small we ensure that f&i, = f&i) and f&, = f&,, . Now 
consider xi such that 
(ti(n^i), Xi) = 0. 
But (G(&“),Xi,) = p(wt,Xil) SO that Xi, >&in, while (A(&,),X~,) = p(Wf,Xi*) 
implying Xi, < &n. Hence we can choose a value of 1 between &, and li, to obtain 
a function f&, which is strictly between t and f; contradicting the minimality of fi 0 
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Proposition 2.21. For any sets X, Y c { - l} x {O,l}” with X n Y = 8, let H(X, Y) be 
the set of linearly separable functions restricted to X while shattering Y. We can bound 
the sum of the spec$cation numbers of elements of H(X, Y) as follows. 
c OH&t) G 1W-T VI loglH(X, Y)l- 
teH(X,Y) 
Proof. We prove the result by induction on the number of hypotheses in the set 
H(X, Y). For I H(X, Y) I = 0,l or 2 the result clearly holds. We first move to the input 
space X/ Y. By Lemma 2.19 this will not affect the length of the specifying samples of 
elements of H(X, Y) and will leave all functions distinct. Let H denote the set of 
functions H(X/Y, Y) and choose x E X/Y such that there are two functions in 
H disagreeing on x. Let H’ be the set of functions H(X/Y\{x}, Y) and H” the set of 
functions H(X/Y\(x}, Y u {x}). Then 1 < IH”I < IH’(. For a function f E H denote 
by f’ its restriction to X/Y\{ x}, which lies in H’. For j = 0, 1 let 
HJ={f’lf EHand f(x)=j}, 
so that H” = HO n Hi and H’ = Hb u H; . Note that ) H I = I H” I + IH’I, since each 
function in H’\H” corresponds to exactly one function in H and each function in H” 
corresponds to two (which can be distinguished only by the example x). A specifying 
sample for hi in H can be constructed from the example x and a specifying sample for 
h’ in H[i, where j = hi(x). For hypotheses h such that h’ E H’\H” a specifying sample 
for h’ in H’ is also a specifying sample for h in H. Using these results we now bound the 
sum of the specification numbers for h E H. 
h&dh) G C (aH;(t) + OH;(t) + 2) + c a&t). (1) 
rerf” tEH’\H” 
Below we will prove that for t E H” 
a&(t) + bq(t) 6 c&t) + o&t). 
Assuming for the moment that this is true we obtain from (1) using the induction 
hypothesis, 
$Mh) d 2lH”I + c aH-(t) + 1 aH,(t) 
ten” [Elf’ 
< 2lH”I + (H”IlogIH”l + IH’(logIH’I. 
Let y = JH” I and z = IH’I. It will be sufficient to prove that 2y + ylog y + zlog z 
< (y + z)log(y + z), as this will imply the required inequality 
c OH(h) G IHlhslHl. 
heH 
Letting 0 < p = y/(z + y) < l/2 after rearranging terms we obtain that the above 
inequality holds if and only if 
f(p) = 2p + plogp + (1 - p)log(l - p) < 0. 
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Since f(0) =f(1/2) = 0 and f”(p) = l/(p(l - p)) > 0 for p E [O, l/2], the result 
follows. 
It remains only to prove the result assumed above for t E H”, namely that 
b&(t) + OH;(r) < (T&t) + CH’(L). 
We first show that the minimal error sets of a target t E H” in Hi are singletons for 
i = 0,l. This is true for H and H’ by Proposition 2.20. Let J E Hj be a minimal error 
function for t in Hi and let fbe the extension of h to X with f(x) = i. Extend t to ti E H 
with ti(x) = i (this can be done since t E H”). Take g E H to be a minimal error 
function for ti in H, with the error set of g (with respect o ti) a subset of the error set of 
fi The error set of g is a singleton subset and since fagrees with ti on x, so must g. 
Hence the error set of g consists of some example not equal to x. It follows that the 
restriction g’ of g to X\{ x} has a singleton error set with respect o t, this error set 
being a subset of the error set off;:. Sincef;: is presumed minimal,fi = g and sofi has 
a singleton error set. Hence to specify the target in Hj we need only the essential 
examples in s,;(t). Clearly 
S,(t) u s,;(t) c S,(t). 
We will therefore complete the proof if we show that 
implies that y must appear in a specifying sample for t E H”. But for such an example y, 
there exist fi E H, i = 0, 1, such that z # x,y implies A(z) = t(z), J;(x) = i, and 
1;:(y) # t(y). But then fd = f; determines a minimal error function in H” with single- 
ton error set { y }. Hence y is essential for the specification of t in H” as required. 0 
Corollary 2.22. For the set H, of linearly separable Boolean functions on (0, l}“, we can 
bound the sum of the specijication numbers offunctions in H, as follows. 
,z o,(t) G IHA 1% lH,l for all n. 
n 
Proof. We can write the set of functions H, as H(X,@) where X = (0, l}” and apply 
the proposition. 0 
Since, for all n, I H, I is at most 2”“, we have the following bound on the average, or 
expected, specification umber of a linearly separable Boolean function. 
Corollary 2.23. For the set H, of linearly separable Boolean functions on (0, l}“, the 
average speci$cation number a,,(t) satisfies 
1 
on(t) = m&a,(t) < n2 for all n. 
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Given that specification umbers can be exponential in n, this bound is surprisingly 
close to the absolute lower bound of n + 1. However, we cannot rule out the 
possibility that a,(t) d cn for some constant c, and it would be of interest o determine 
the true rate of growth of a,(t). 
3. Computational issues 
Goldman and Kearns [ 1 l] raised the question of the complexity of computing the 
teaching dimension of a hypothesis pace. We can show this is a difficult problem for 
a fairly simple class of hypothesis spaces. First we consider the related decision 
problem for specification numbers: 
SPECIFICATION NUMBER 
Instance: A triple (H, t, k), where H is a hypothesis pace containing t and k < (H 1 is 
an integer. 
Question: Is crH(t) d k? 
Shinohara and Miyano [24] have shown that this problem is NP-hard by reduction 
to SET HITTING (see also Cherniavsky et al. [8]). We give here a proof of the 
NP-hardness, reducing from the well-known minimum set covering problem (see 
ClOl). 
An instance of MINIMUM COVER is a collection Y = { Si, Sz, . . . , S,} of finite 
sets and an integer k < m. We denote by U the set U = UE 1 Si = { ul, u2, . . . , u,}. The 
size of such an instance may be taken to be mn. From 9’ we create an instance of 
SPECIFICATION NUMBER as follows. We take X, the example space, to be a set 
X = {X1,X2, . . . . x,} of m elements, and we define H = {hl,h2, . . . . h,} u {c} where 
l is the identically-O function on X and, for 1 < i d n, hi is the (0, 1}-valued function 
on X given by hi(Xj) = 1 o ni E Sj (1 < j < m). This instance can be constructed in 
polynomial time and has size m( n + 1). This reduction was also used in [24], where it 
was noted that the well-known set-covering heuristic [16] could be used to give an 
approximation algorithm for SPECIFICATION NUMBER. 
Proposition 3.1. For an integer k, 9’ has a subcovering by k of the sets $aand only if 
a~(0 Q k. 
Proof. We claim that the sample x = (xil,xil, . . . , X&) is a specifying sample for t in 
H if and only if the sets Si,, Si2y . . . , Si, form a subcovering of the original cover - that 
is, if and only if their union is the whole of U = { ul, u2, . . . , u,}. The result follows 
immediately from this claim. The claim is straightforward once we recall that the 
positive examples of hi are precisely the examples xj for j such that Sj contains Ui. 
Any specifying sample for 5 must contain examples to rule out any other hypothesis 
in H and so it must contain a positive example of each of hl , h2, . . . , h,. Thus, for each 
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i there is 4(i)~{&,i~,..., ik} such that x+(i) is a positive example of hi, whence ui 
belongs to the set S+(i). This shows that the collection Si, 9 Si2y . . . , Si, covers U. The 
converse is similar. If this collection covers U then for each i there is 
Il/(i)E (&,i2, . . . . ik} such that Ui belongs to S,,,. Then the hypothesis hi is ruled out by 
the example X*(i) in the sample. This holds for each i, so the sample specifies <. 0 
Since MINIMUM COVER is NP-complete [lo, 171, we have the following 
corollary. 
Corollary 3.2. SPECIFICATION NUMBER is NP-hard. 
Let us now turn our attention to the problem of computing the teaching dimension 
of a hypothesis pace: 
TEACHING DIMENSION 
Instance: Hypothesis space H and integer k < IHI. 
Question: Is the teaching dimension of H at most k? 
It is known (see [lo]) that MINIMUM COVER remains NP-complete when the 
sets Si each have cardinality exactly 3. Let us denote this restricted covering problem 
by X3C. Using this result, we can prove that computing the teaching dimension is 
difficult for some fairly simple hypothesis spaces. 
We shall say that a hypothesis pace T defined on an example space X is trivalent if 
any example in X is a positive example of exactly three hypotheses in T. (Note that 
this is not the same as saying that each hypothesis has three positive examples, but is, 
in a sense, dual to this.) 
Theorem 3.3. SPECIFICATION NUMBER remains NP-hard when restricted to 
instances (T u { 0, r, k) where T is trivalent. 
Proof. This follows directly from the reduction given above, and from the fact that 
X3C is NP-complete. Under the reduction described above, the resulting SPECI- 
FICATION NUMBER problem asks whether the specification number of 5 is at 
most k in a hypothesis space H = T u {r} where T is trivalent. 0 
Theorem 3.4. TEACHING DIMENSION is NP-hard, and remains NP-hard when we 
consider only spaces of the form H = T u {l} w h ere T is a trivalent hypothesis space. 
Proof. Suppose that Y is an instance of X3C in which the union of the sets in Y has 
cardinality at least 9. Since each set in Y has cardinality 3 and the union of these sets 
has cardinality 9, it is clear that any subcovering consists of at least 3 sets. If H is the 
hypothesis pace resulting from the reduction described above, then this means that 
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cr”(<) > 3. On the other hand, for any t E H with t # <, a,(f) < 3. For, if we present 
a positive example oft then, by the trivalent property, there are 3 hypotheses t, h, g in 
H which agree with t on this example. Now present a positive example of h which is 
a negative example oft. This rules out h (and possibly also g). If g remains, rule it out 
in the same way by presenting anegative xample oft which is a positive example of g. 
Since a( 5) > 3 and rr( t) Q 3 for t # 5, it follows that TD( H) = crH( 0. Thus the answer 
to the instance of TEACHING DIMENSION is the same as the answer to the 
instance (H, r) of SPECIFICATION NUMBER, and hence answering the TEACH- 
ING DIMENSION problem also answers the MINIMUM COVER question. The 
result follows immediately from the above result. 0 
In summary, computing specification numbers and teaching dimensions is com- 
putationally intractable for many hypothesis spaces with some degree of structure. 
We finish our discussion of complexity issues by remarking that the problem 
MINIMUM UNIVERSAL SEQUENCE ( or its associated decision problem) of 
determining the length of a minimal universal sequence is NP-hard. This follows from 
the NP-completeness of the following problem (see [lo]). 
MINIMUM TEST SET 
Instance: A collection 9’ of subsets of a finite set U, and an integer k < JYI. 
Question: Is there a subset 9” of 9’ of cardinality at most k with the property that 
for each u, v E U there is S E 9” which contains precisely one of u, v? 
Proposition 3.5. MINIMUM UNIVERSAL SEQUENCE is NP-hard. 
Proof. Apply the same reduction as before, reducing from MINIMUM TEST 
SET. 0 
4. Conclusions and further work 
The main contribution of this paper is a fairly detailed study of the number of 
examples needed to specify exactly a linearly separable Boolean function; that is, to 
teach it to any consistent learner. There is an easily stated open problem directly 
related to the work presented here. We showed that nested hypotheses have lowest 
possible specification number, but the converse of this remains open: if t E H, has 
specification number n + 1, is t necessarily a nested hypothesis? 
The class of linearly separable Boolean functions is but one class of Boolean 
functions and it may be of interest to carry out similar analyses for other simple 
classes. Goldman and Kearns [l l] have done this for some classes. In addition, 
Shinohara and Miyano [24] have obtained a simple (polynomial) upper bound on the 
specification umbers for the class of linearly separable Boolean functions (a subclass 
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of H,, in which the vector M defining the hyperplane must be a (0, 1}-vector and the 
threshold 9 must be a non-negative integer). 
Specification is difficult because all false hypotheses must be ruled out by the 
sample. It would be interesting to quantify the number of examples needed to teach 
a hypothesis when a particular learning algorithm is being used; in this case, not all 
the hypotheses need to be ruled out because the algorithm may not produce them. 
Salzberg et al. [23] have discussed this in the context of learning geometric oncepts 
by the nearest-neighbour algorithm. Another interesting line of research is to pursue 
an idea of approximate specification, such as that developed by Romanik [21] and 
Ramanik and Smith [22], and to investigate the number of examples needed for 
approximate specification in various hypothesis spaces. Of course, both these ideas 
may be combined and we may ask for approximate specification by a teacher who 
knows the learning algorithm the learner is using. Salzberg et al. have results along 
this line when the learning algorithm is the nearest-neighbour algorithm. 
There are many questions on the complexity of computing specification umbers. 
For example, is it NP-hard to determine the specification umber of a hypothesis in 
H,, the set of linearly separable Boolean functions? Shinohara and Miyano [24] have 
produced a polynomial-time algorithm for yielding small specifying samples in the 
class of Boolean threshold functions (a strict subclass of the linearly separable 
Boolean functions), Boros et al. [7] have devised a polynomial-time algorithm which 
uses membership queries (see [2]) to learn the class of 2-monotonic positive Boolean 
functions (a class which includes the increasing linearly separable functions). This 
yields an algorithm enabling a teacher to produce small specifying samples for linearly 
separable Boolean functions. Are there other hypothesis paces in which specification 
numbers or small specifying samples can easily be generated? These questions require 
further work. 
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