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The research activity I have performed during my PhD was centred on the study of several aspects of
the interaction of graphene with surfaces and adsorbates including atoms and molecules. In particular, I
have investigated how the latter is modiﬁed by a metal substrate supporting graphene. The unique elec-
tronic and mechanical properties of graphene make it an ideal candidate for applications in high eﬃciency
nanoelectronic devices. However, these properties are modiﬁed when it interacts with such species, and
this represents one of the major issues still preventing its wide-spread adoption.
For this reason, in the ﬁrst phase of my research I have investigated the factors which govern the inten-
sity of the graphene-substrate interaction. In particular, by characterising and comparing the properties
of several graphene/metal interfaces, I have shown that the interaction occurring between them is due to
the coupling of the 푑-band of the substrate with the 휋 band of graphene.
Following this, I have investigated the interaction between small inorganic molecules (such as CO) and
atoms (Ar) with metal-supported graphene. My results show that these interactions, which are based on
van der Waals forces, increase when graphene is supported on a strongly interacting surface. In collabora-
tion with computational scientists, I have shown that the main factor inﬂuencing the adsorption energy of
CO on graphene is the chemical composition of the substrate’s topmost layer, while the distance between
graphene and the substrate plays a negligible role. This proves that this increased adsorption energy is
due to the modiﬁcations induced by the substrate on the bands of graphene by their coupling with the sub-
strate’s 푑-band. A contribution due to the transparency of graphene to van der Waals interaction, which
had been proposed by some works in literature, could instead be refuted.
Another issue related to the wide-scale application of graphene which I have addressed here is the
cost-eﬀectiveness of its synthesis. In particular, part of my research work was dedicated to the identiﬁ-
cation of the factors which can be address to improve the existing synthesis techniques. More in detail, I
have demonstrated the important role of the adsorption energy of atoms and small clusters of carbon on
graphene on the dynamics of its growth, and therefore on the quality of the ﬁnal product.
Finally, I have studied some possible applications which exploit the modiﬁcations induced by the inter-
action of graphene with its substrate and with species adsorbed on it on the properties of the latter, in ﬁelds
such as magnetism and catalysis. More in detail, I have studied the dynamics leading to a magnetic super-
exchange between graphene supported on a magnetic material and molecular adsorbates. Furthermore, I
have characterised the geometric and electronic structure of titania nanoparticles supported on diﬀerent
graphene/substrate interfaces, which have shown a 20-fold increase in their photocatalytic activity with
respect to a graphene-less control system.
In parallel to these activities, I have worked on the development of a mass-selected nanocluster source,
whose ﬁnal aim is to allow the characterisation of the properties of nanoclusters as a function of their mass
with space-averaging experimental techniques. To improvemy knowledge on this kind of apparatus, I have
made a 3-month traineeship (within the Erasmus + project) at the Chemistry Department of Technische
Universität München, where I have worked on the commissioning of an analogous device.

vSommario
L’attività di ricerca del mio dottorato è stata dedicata allo studio di diversi aspetti dell’interazione del
grafene con superﬁci e con adsorbati quali atomi e molecole e di come quest’ultima sia modiﬁcata da un
substrato metallico sotto il grafene. Le proprietà elettroniche e meccaniche uniche del grafene lo rendono
un candidato ideale per lo sviluppo di dispositivi nanoelettronici ad alta eﬃcienza. Tuttavia, le modiﬁche
indotte alle proprietà del grafene dalla sua interazione con tali specie sono uno dei principali problemi che
impediscono un suo utilizzo su scala industriale.
Pertanto, la prima fase della mia ricerca ha riguardato l’identiﬁcazione dei fattori che governano l’in-
tensità dell’interazione grafene-substrato. In particolare, studiando e confrontando le proprietà di diverse
interfacce grafene/metallo, ho dimostrato che l’interazione fra di essi dipende dall’accoppiamento fra la
banda 푑 della superﬁcie metallica e la banda 휋 del grafene.
La fase successiva della mia ricerca è stata dedicata allo studio dell’interazione di piccole molecole
inorganiche (principalmente CO) ed atomi (Ar) con grafene supportato su diverse superﬁci metalliche. I
miei risultati dimostrano che le interazioni di van der Waals tra il grafene ed i suoi adsorbati sono au-
mentate in presenza di un substrato fortemente interagente. Grazie ad una collaborazione con ricercatori
del campo della ﬁsica computazionale, ho dimostrato che il fattore che inﬂuenza maggiormente l’ener-
gia di adsorbimento del CO sul grafene è la composizione chimica dello strato superﬁciale del substrato
metallico, mentre la distanza tra grafene e substrato ha un eﬀetto molto più ridotto. Questo dimostra che
l’aumento dell’energia di adsorbimento è originata dalle alterazioni indotte nelle bande del grafene dal loro
accoppiamento con la banda d del substrato e non, come sostenuto da diverse fonti in letteratura, da una
trasparenza del grafene alle interazioni di van der Waals.
Un altro limite alla possibilità di utilizzare il grafene su scala industriale dipende dai suoi elevati costi di
produzione, rispetto alla qualità ottenuta. Ho pertanto dedicato una parte del mio lavoro di tesi anche allo
studio delle tecniche di crescita del grafene su superﬁci metalliche, con lo scopo di identiﬁcare i possibili
margini di miglioramento. Nello speciﬁco, ho dimostrato che l’energia di adsorbimento di atomi e piccoli
cluster di carbonio riveste un ruolo importante già nel determinare le dinamiche di crescita del grafene, e
conseguentemente la qualità e le proprietà del prodotto.
Inﬁne, ho studiato alcune possibili applicazioni delle modiﬁche indotte dall’interazione del grafene con
il substrato e con specie adsorbite su di esso in alcuni campi quali il magnetismo e la catalisi. In particolare,
ho studiato le dinamiche del superscambio magnetico che si instaura quando il grafene è supportato su un
materiale magnetico fra quest’ultimo e le specie adsorbite sul grafene. Inoltre, ho caratterizzato la struttura
geometrica ed elettronica di nanoparticelle di titania supportate sul grafene, per le quali il grafene porta
ad un aumento dell’attività fotocatalitica di un ordine di grandezza.
In parallelo a queste attività, mi sono dedicato anche allo sviluppo di una sorgente di nanocluster
selezionati in massa, il cui ﬁne è di permetterne lo studio con tecniche sperimentali mediate nello spazio.
Per ampliare le mie conoscenze su questo tipo di strumenti, ho svolto un tirocinio di tre mesi (nell’ambito
del programma Erasmus + Traineeship) presso il Dipartimento di Chimica della Technische Universität
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Introduction
Graphene (Gr), the two-dimensional allotrope of carbon, has attracted a great deal of in-
terest among the scientiﬁc community in the last ten years, even though theoretical and
experimental studies on this material had already been carried out for decades before.
Figure 1: Crystal lattice of Gr. The
unit cell is indicated in red.
In fact, the ﬁrst calculations of the electronic structure of single layers of
graphite date back to 19471, and Gr had been experimentally realized pos-
sibly as early as 19622,3. Moreover, it had been observed on several metal
surfaces already in the late 1960s, when it was identiﬁed as “single layer
graphite”4,5. However, it was only reproducibly synthesized and character-
ized in its free-standing state and its outstanding properties discovered at
the beginning of the 21st century6.
Gr is composed of 푠푝2-bonded carbon atoms, arranged on a hexagonal
Bravais lattice whose lattice parameter is 2.46Å; the unit cell contains two
non-equivalent atoms, forming a honeycomb lattice whose side is 1.42Å in
length, shown in Figure 1.
The unique electronic structure of Gr (see Figure 2) is a consequence
of the symmetries of its lattice, and is characterized by a zero-width direct
band-gap at the K and K’ points of the Brillouin zone1. Furthermore, for an
ideal free-standing Gr layer, both the valence and conduction bands, which
correspond to the 휋 and 휋 ∗ bands, display a linear dispersion around this point. This relation leads to a
structure known as Dirac cones (see Figure 2), whose crossing point (known as Dirac point) is located at
the K and K’ points of the Brillouin zone and corresponds to the Fermi Energy. A consequence of this
peculiar linear band dispersion is that charge carriers display the relativistic behaviour of massless Dirac
fermions7,8.
Thanks to its unique electronic structure, Gr displays several peculiar phenomena, such as the anoma-
lous quantum Hall eﬀect, the ballistic charge transport, an extremely high electron mobility, and the elec-
tric ﬁeld eﬀect6,9,10. Beside these outstanding electronic properties, Gr has also remarkable mechanical
properties – having the highest Young modulus among the known materials11 –, is almost transparent
to visible light12, and is characterised by a high thermal13 and chemical14 stability. Its unique electrical
transport properties and the possibility to accurately tune its doping – not only by using substitutional
Figure 2: Band structure of Gr 8. A zoom of the band structure around one of the Dirac points is shown in inset.
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impurities but also through adsorbates15 – can be exploited for innovative nanoscale devices, including
high-frequency transistors and transparent and ﬂexible electronics16,17, as well as single-molecule gas sen-
sors18.
Thanks to these properties, it is widely believed that Gr might replace silicon as the main material for
electronic devices16. However, there are several open questions and ongoing issues which still prevent
its widespread adoption. In particular, for such a new technology to be adopted by industry, it must
overtake the current industrial standard in eﬃciency and performance by at least an order of magnitude,
while remaining cost eﬀective19. Currently, very high-quality Gr can indeed be produced, which is able
to signiﬁcantly outperform silicon-based electronics, yet its production costs are not yet competitive nor
suitable for mass production. For this reason, there is ongoing research on the techniques by which Gr is
produced, in order to improve the quality and cost-eﬀectiveness of the product20: this is therefore one of
the issues which I have addressed during my PhD research work, by characterising the growth of Gr by
diﬀerent approaches to shed light on their main advantages and drawbacks.
Figure 3: Schematic comparison of the main advan-
tages and drawbacks of diﬀerent Gr growthmethods 16.
There are, in fact, several known methods which allow
the synthesis of Gr layers having diﬀerent characteristics
and properties, as shown in Figure 3. They are typically
divided into three main groups16:
• exfoliation from graphite;
• catalytic growth on metallic surfaces;
• graphitization of silicon carbide.
Each of these can be further divided into several individ-
ual techniques: for example, the exfoliation procedure can
be achieved using either mechanical or chemical methods,
either dry or in solution6,21,22; the catalytic growth can be
performed using precursors in diﬀerent states and can ei-
ther include chemical reactions in the precursors (Chemi-
cal Vapour Deposition techniques, CVD) or not (Molecular
Beam Epitaxy, MBE). Gr has been even grown from the dif-
fusion across a piece of metal of carbon atoms from organic
waste placed in contact with it23.
The yield and applicability of each technique are very diﬀerent, as well as their cost per surface area
of Gr16,19. In particular, the density and the type of defects found in the product – such as mono- and
di-vacancies, disclinations, dislocations, translational and rotational domain boundaries – is strongly de-
termined by themethod employed for Gr synthesis, and these defects can have signiﬁcant eﬀects on several
properties of Gr, for example by reducing the electron mobility, weakening the mechanical resistance, and
enhancing the chemical reactivity of Gr. In this respect, no technique has yet been found, which will per-
form better regardless of the target application; a compromise must always be chosen between cost and
quality depending on the intended application.
Among the synthesis techniques, mechanical graphite exfoliation has long been known to produce
very high quality Gr, yet is not easily scalable3,17. The ability to grow Gr at near-ambient pressure using
CVD on polycristalline copper surfaces24, on the other hand, has introduced a very promising method
to obtain large Gr layers (with surfaces larger than a squared metre), with a relatively high quality and
at a cost accessible by hi-tech industries. However, the main limitation of this method is the fact that
CVD Gr growth can only be directly performed on a small number of metallic surfaces: therefore, if Gr is
required to be supported on a diﬀerent surface (for example a semiconductor or insulator), it is necessary
to detach the as-grown Gr layer from its substrate and transfer it25, a process which can negatively impact
on its quality26. A further drawback of the combined CVD-transfer method is that impurities including
small amounts of the original copper substrate are transferred together with Gr: this makes this process
unusable in those ﬁelds where extremely low concentrations of contaminants are required, such as in
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the ﬁelds of micro- and nanoelectronics industry27,28. In this respect, the ability to grow high-quality
Gr directly supported on a wider variety of surfaces, including semiconductors and insulators, would
represent a decisive step towards the use of Gr for advanced electronic applications; a possible approach
to achieve this aim is the development of new growth techniques such as Molecular Beam Epitaxy from
solid state carbon sources29–31.
Finally, a very important feature of some of these methods is the possibility to precisely control the
number of layers in the product. For example, chemical exfoliation procedures are known to produce a
distribution of single-, bi- and multi-layer Gr, whereas for most applications Gr with a precise number of
layers is required. On the other hand, CVD growth of Gr is usually a self-terminating technique which can
produce pure single-layer Gr, however, it cannot produce extended areas of bi- or multi-layer24,32,33.
Another problem for the application of Gr in electronic devices which I have addressed in this work
arises from its interaction with the underlying supporting substrates, such as metals or semiconductors. In
fact, due to the low density of states of Gr close to the Fermi level, even a relatively small charge transfer
can introduce a signiﬁcant degree of doping, which moves the Dirac point away from the Fermi level3.
Moreover, the lattice parameter of Gr will be in general diﬀerent from that of the supporting substrate:
this can lead to a deformation of Gr’s lattice to become commensurate to that of the substrate – which
in any case is at most of the order of 1%, due to the stiﬀness of C-C bonds – and to the tendency of Gr
to grow along particular crystallographic directions with respect to those of the substrate34,35. In these
cases, the superposition of the two crystal lattices, of Gr and its substrate, can form moiré structures,
characterised by a periodicity which is several times (typically around 10 times, in each direction) larger
than each of the unit cells3,34. These carbon layers often show a corrugation, where some portions of
the moiré cell can be closer to the surface than the furthest almost by a factor 2. The corrugation of these
structures can negatively aﬀect Gr applications in ﬁelds such as nanoelectronics, since it leads to Gr having
very diﬀerent properties on the local scale. On the other hand, corrugated Gr can be exploited as highly
ordered, nanoscale patterns over which nanostructures can be synthesized with high reproducibility. For
example, Gr has proved eﬀective for the synthesis of ordered layers of nanoclusters of controlled size36
and molecules37. Buckled, metal-supported Gr is therefore a particularly promising substrate for catalytic
active phases, since it reduces the mobility of supported nanoparticles and clusters (therefore reducing
their sintering)38,39, allowing to maintain a high surface-to-bulk ratio even at high temperatures.
Besides the substrate, also the interaction of Gr with adsorbates can aﬀect its properties, even though
this interaction depends signiﬁcantly, if not exclusively, on van der Waals (vdW) forces14,40–42. In particu-
lar, these interactions can introduce doping into Gr, and in some cases disrupt the Dirac cones15,43. These
modiﬁcations can negatively aﬀect the performance of its electronic applications15,44. This is particularly
important since most Gr applications require it to be used in the atmosphere, therefore exposed to mois-
ture, which is known to reduce carrier mobility in Gr44. Moreover, in order to integrate Gr within common
electronics, metallic contacts need to be employed: their eﬀects on Gr also have to be correctly taken into
account to ensure Gr-based devices behave as expected45,46.
Some approaches have been investigated to be able to preserve the properties of Gr for everyday ap-
plications. For example, a possible solution to prevent the adsorption of contaminants is to encapsulate it
inside an insulating material (such as hBN)10, however, the interaction with this envelope can aﬀect the
properties of Gr as well47–49. A decoupling of Gr from metallic substrates can be achieved by intercalating
oxygen at the Gr-metal interface, and thereby passivating the substrate50–52. In addition, the develop-
ment of an oxide ﬁlm at the Gr-metal interface can also electrically insulate Gr from its substrate53,54. For
all these purposes, understanding and correctly taking into account the interaction of Gr with whatever
substance can come in contact with it are key steps to be able to use this material reliably in common
applications3,44, and this understanding has been the main focus of my research work.
All these eﬀects are not yet fully understood and are therefore being investigated both from an experi-
mental and theoretical approach. In fact, several properties of of Gr-based systems can be reliably predicted
by ab initio calculations, such as the degree of interaction of Gr with diﬀerent metal surfaces55. However,
calculations of Gr supported on solid surfaces are often computationally demanding due to the large moirè
supercells, which can contain several hundreds of atoms. Density Functional Theory (DFT) is often used
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to determine the minimum energy conﬁguration of such systems, and is often employed in combination
with experimental data to fully investigate moirè structures and correctly interpret the measurements34,56.
Diﬀerent approximations are often employed to reduce the computational weight of DFT calculations, for
example by using an approximated moiré supercell of smaller size57; moreover, diﬀerent implementations
of the interaction potentials are available within DFT (such as General Gradient Approximation, Linear
Density Approximation), each oﬀering a diﬀerent balance between performance and accuracy40,58. In this
respect, it is important to always take in mind the limits and scopes of applicability for these approxima-
tions, while ensuring that the computational cost is reasonable42,59. This is particularly important for the
case of the adsorption of atoms and molecules on Gr, where vdW interaction play a key role. In fact, even
though several models have been developed within the DFT framework to describe this kind of forces,
their application does not always lead to consistent results40,60.
It is important therefore to understand which of the properties of Gr-based systems can signiﬁcantly
aﬀect its reactivity towards adsorbates and which can instead be neglected, in order to determine the
smallest system and the simulation parameters which are required to obtain reliable results from DFT on
vdW – based systems. For example, there is still debate whether Gr is totally or partially transparent to
vdW forces between the substrate and adsorbates, which would require the substrate below Gr to always
be included in calculations, or whether this contribution can be neglected61.
It should be noted, ﬁnally, that the development of accurate methods for describing vdW forces for DFT
not only aﬀects the study of weakly interacting systems: these forces can produce signiﬁcant eﬀects even
in some catalytic processes. For example, an appropriate treatment of vdW interactions is fundamental
to correctly determine the CO adsorption site on some platinum surfaces62, and therefore to correctly
describe the individual steps of the CO oxidation reaction on platinum, which is a key process in the ﬁeld
of environmental catalysis. In this respect, owing to the absence of stronger kinds of interactions, Gr-
adsorbate interactions can represent an ideal testing ground to benchmark and compare the performance
and accuracy of diﬀerent DFT implementations of vdW forces.
The research work described in this thesis intends to identify and unravel the factors which aﬀect and
govern the interaction of Gr with diﬀerent substances, and to investigate the consequences and possible
applications of this interaction for the development of Gr-based nanostructures. To this aim, I have exper-
imentally studied and compared diﬀerent model systems using state of the art techniques widely used in
the ﬁeld of surface science. My experimental results have been also complemented by theoretical calcula-
tions by collaborating research group from University College London, Instituto de Ciencia de Materiales
de Madrid and King’s College London.
The experimental techniques which I have employed in my work are described in Chapter 1.
The following chapters are dedicated to the investigation of the eﬀects of the interaction of Gr with
diﬀerent types of substances. In order to properly distinguish these eﬀects, I worked in steps, every time
adding a further component into the picture.
The ﬁrst topic I have investigated in my research is therefore the origin of the Gr-substrate interaction
occurring when Gr is supported on transition metal surfaces. In Chapter 2, I show which properties of
the metallic surface play the dominant role in determining the strength of this interaction; in particular,
whether the key factor is the geometric structure, which leads to a diﬀerent degree of lattice mismatch
between the Gr and its support, or the chemical composition – and therefore the electronic structure – of
the substrate. In this research, I have shown that the Gr-metal interaction is well described in terms of a
hybridization between the 휋푧 orbitals of Gr with the d band of the metal, and therefore by the same model
which was developed to describe molecular chemisorption on transition metal surfaces63.
Following this ﬁrst step, I have proceeded to the study of the interaction of Gr with diﬀerent types of
adsorbates. In particular, in Chapter 3, I discuss the case of the adsorption of noble gasses atoms, small
inorganic molecules, as well as larger, organic molecules. In particular, I have employed the knowledge
acquired during the previous research step to modify the interaction of Gr with its substrate, and inves-
tigated the eﬀect of the substrate below Gr on the adsorption properties of Gr. These experiments have
shown that the substrate below Gr signiﬁcantly contributes to the adsorption energy of adsorbates on Gr.
Moreover, I have also shown that the Gr-metal interaction can aﬀect (and even completely reverse) the
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ferromagnetic coupling between magnetic adsorbates and substrates, as reported in Chapter 4.
During my PhD research, besides the mechanisms, I have also investigated some of the consequences
of the interactions of Gr with other adsorbed species. In particular, Chapter 5 describes the results of
my research on the diﬀerences between two methods which can be used to grow Gr on metal surfaces,
namely CVD andMBE. In particular, I have investigated the adsorption of diﬀerent species of C precursors,
namely monomers (C1) and dimers (C2), on both the metallic substrate and Gr, to understand the role of
this interaction on the nucleation and accretion of the Gr islands.
The ﬁnal part of my research project was dedicated to the study of nanoclusters and nanoparticles,
and to the way in which depositing them on Gr can not only aﬀect their size distribution and thermal
stability, but also their electronic properties. Chapter 6 describes my studies of metal-oxide clusters (TiO2)
grown on corrugated metal-supported Gr, as well as the eﬀects of modifying the Gr-substrate interface
on the properties of the nanoclusters. In parallel to this work, I have worked on the development of a
mass-selected nanocluster source which allows to deposit clusters having a precise number of atoms on a
surface: the principles and characterisation of this cluster source are described in Chapter 7.
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Chapter 1
Experimental techniques and setup
The experiments described in this thesis are generally focussed on the electronic and structural charac-
terisation of diﬀerent species, such asmolecules and nanostructuredmaterials, supported on solid surfaces.
The study of solid surfaces and processes occurring on them is however a challenging task, for several rea-
sons, and has therefore required the development of a speciﬁc set of experimental techniques to overcome
the problems. In particular, one of the main issues is related to the fact that a surface constitutes a minute
part of bulk materials: for example, for a bulk sample whose volume is of the order of a square centimetre,
the number of bulk atoms is of the order of 1023, while the surface atoms are just about 1015. For this
reason, techniques probing bulk and surface at the same time are often aﬀected by the issue that the signal
from the bulk has an intensity larger by several orders of magnitude than the one from the surface, leading
to a very low signal-to-background ratio.
Another very important issue in the study of surfaces is that of contamination. In fact, the surface
of any body is always exposed to the environment, which contains gas molecules which can stick on the
surface, covering it with a thick layer of adsorbates. For example, surfaces exposed to the atmosphere
are always covered by a layer of moisture. Several metals react with the oxygen creating a thin layer of
surface oxide, which dramatically changes its properties. Even inert atmospheres are often not suitable,
as for a pressure of the order of the atmosphere, a balance between sticking and desorption allows an
equilibrium to persist, where a certain amount of gas molecules are adsorbed on the surface at any time.
For this reason, surface science experiments are usually performed in vacuum conditions.
The level of vacuum required for surface science experiments is calculated by taking into consideration
the average time required for an experiment, which is often of the order of hours, and calculating the max-
imum pressure that allows the surface to remain clean for long enough time. For example, by calculating
the average number of gas particles impinging each surface atom per unit of time from the Hertz-Knudsen
formula, and assuming – as worst case scenario – that the their sticking probability is 1, it can be shown
that a background pressure of 1 × 10−6 mbarwould get the surface completely covered by contaminants in
few seconds, thus preventing any accurate measurement of the actual surface1. For this reason, a pressure
range of the order of 1 × 10−10 mbar is desirable for most experiments, to ensure that the surface remains
clean of contaminants for at least a few hours. This pressure belongs to the so-called Ultra-High Vacuum
(UHV) range.
These needs of working in UHV conditions, preventing contaminations and achieving surface sensi-
tivity, greatly limit the number of possible approaches for preparing and characterising the samples. In
the following sections, therefore, I will describe the methods employed in our experiments to prepare our
systems, as well as the experimental techniques I have used most extensively to characterise them: Low
Energy Electron Diﬀraction, X-ray Absorption Spectroscopy and, to a greater extent, X-ray Photoelectron
Spectroscopy. Furthermore, I will brieﬂy describe the experimental setup I have used for most experiments.
Finally, in order to improve the interpretation of our data and to acquire further understanding on our
systems, we often collaborated with several groups who performed theoretical simulations of our systems.
I will therefore also very brieﬂy introduce the methods used by these research groups to this aim.
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1.1 Sample cleaning and preparation
To ensure a high degree of homogeneity, for the beneﬁt of the space-averaging techniques we have
employed, the samples used for our experiments were single-crystal surfaces cleaved along high symmetry
planes, close-packed surfaces of transition metals. The surface ﬂatness was further improved by polishing
the surfaces; however, as these samples have been originally exposed to the atmosphere, a speciﬁc cleaning
in UHV environment is required to remove the contaminants originally present and further reduce the
surface roughness.
The cleaning of samples in UHV is usually performed in several steps, even though the details depend
on the surface composition and termination. In particular, the ﬁrst step for the surface cleaning is usually
its sputtering by noble gas ions of suﬃciently high mass (such as Ar+), in order to remove a suﬃcient
number of atomic layers from the surface. While this method is very eﬀective in removing whatever
adsorbate or thin ﬁlm may be on the surface, it also induces a certain degree of roughening of the surface,
which must be reduced afterwards. To this aim, the mobility of the atoms is then increased by annealing
it, so that they can migrate and form large terraces with a low density of defects. This procedure is very
eﬀective in removing impurities present on the surface, and is usually suﬃcient to clean the most inert
surfaces, such as those of noble metals.
However, on reactive surfaces such as those of transition metals, some contaminants can dissolve into
the crystal bulk: in this case, they are not completely removed by sputtering: this is for example often the
case of carbon. In addition, these impurities can subsequently segregate back to the surface during the
annealing, making the preparation of a clean surface more challenging. In this case, a further chemical
treatment is employed afterwards, by annealing the sample in an oxidising environment, for example by
dosing oxygen at low pressures (i.e., still in the UHV range). In this way, the residual carbon on the surface
can react with the oxygen, forming gaseous species such as CO and CO2 which can desorb from the surface
by thermal annealing. Finally, a similar treatment in a reducing atmosphere (such as a low H2 pressure) is
performed to remove any oxygen left on the surface by the previous treatment.
While this is a general picture of the treatments required to clean a sample, some or all of them might
be necessary depending on the surface, and the parameters (including sputtering energy, annealing tem-
perature and gas pressures) have to be optimised for each case. This procedure of sample cleaning in UHV
was used before each experiment, to ensure high surface crystalline quality and low levels of contami-
nants, well below the detection limit of our techniques, which is usually of the order of 1%, or even better
when using synchrotron radiation.
1.1.1 Graphene growth on Ir (1 1 1) and other metal surfaces
The main topic of this thesis is the characterisation of several graphene-based systems: I will therefore
brieﬂy describe the methods we used for its synthesis. This material was always prepared in situ after
cleaning the metal surfaces. This has several advantages as it avoids the possible contaminations which
occur during the sample transfer in air and ensures a low rate of outgassing by the crystal and sample
holder during subsequent thermal treatments. Moreover, it allows to follow the growth of Gr in real time,
an opportunity which has been exploited extensively in the experiments described in Chapter 5.
As already mentioned in the Introduction, CVD is a method which is able to almost completely cover a
metal surface with Gr, yielding a single layer of this material characterised by a high crystalline quality2.
This technique consists of exposing the metal surface to a precursor gas containing carbon, and is based
on a chemical reaction where the precursor is decomposed and thus produces carbon species adsorbed
on the surface. These species, provided they have suﬃcient mobility, can then migrate on the surface and
either form nucleation centres for Gr islands or attach to already nucleated ones leading to their accretion3.
In this process, a parameter which plays a key role is temperature, as it must be suﬃcient to both allow
the precursor decomposition reaction and provide a mobility to the carbon precursors suﬃcient for them
to coalesce. Finally, it must allow the precursors to overcome the energy barriers of the nucleation and
attachment processes.
More in detail, the single steps of this process have been studied with several experimental and the-
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oretical approaches on diﬀerent substrates for the most commonly used precursors, which are hydrocar-
bons4–8. In our speciﬁc case, in most of our experiments, we have grown Gr from the decomposition
of ethylene (C2H4) on Ir (1 1 1) at high temperature (well above 1000 K). For this particular case, the sin-
gle steps by which the C feedstock is provided to the surface are the following: C2H4 ﬁrst adsorbs on
the metal surface, then it undergoes a dehydrogenation reaction catalysed by the metallic substrate which
progressively removes its H atoms, ﬁnally producing atomic C and H on the surface7,8. While the H atoms,
because of their high mobility, combine and desorb as H2 species, atomic carbon remains on the surface.
In most cases, the carbon feedstock initially forms an adatom gas on the surface, whose density increases
as further carbon feedstock is provided. However, several processes can occur when this density increases.
One, which is the only one occurring on surfaces such as Ir and Pt, is the nucleation of Gr islands, which
usually occurs at defective sites, after which an equilibrium between the attachment and detachment of C
atoms at the islands’ edges leads to their progressive growth4,9. The other, which can occur in the case of
strongly interacting metals such as Ni, is the diﬀusion of the C adatoms into the bulk3. For the case of Ni
surfaces such as Ni (1 1 1), these atoms can then segregate back to the surface during cooling, forming a
Gr layer10–12.
1.2 Low Energy Electron Diﬀraction
Low Energy Electron Diﬀraction (LEED) is an experimental technique widely used in surface science to
investigate the geometry of surfaces characterised by long-range ordering. First demonstrated by Davisson
and Germer in the late 1920s13, LEED was not only one of the ﬁrst applications of the de Broglie hypothe-
sis14, but also one of its ﬁrst proofs. Its widespread adoption as a surface investigation technique however
did not come before the 1960s, when advancements in the instrumentation – in particular those introduced
by Farnsworth15 – allowed it to become one of the most diﬀused techniques for the characterisation of
solid surfaces.
Diﬀraction-based techniques are widely employed in the study of crystalline materials. In fact, they
are based on the principle by which any wave, when interacting with an array having a periodicity of
the same magnitude as the wavelength, undergoes diﬀraction. According to the de Broglie hypothesis of
quantum mechanics, any particle can be employed as a probe in diﬀraction experiments, and examples
which are widely used include photons, neutrons and electrons. The main requirement on the probes is
that their de Broglie wavelength 휆, which is related to their momentum 푝 by the relation 휆 = Ă푝 , is close to
the lattice parameter of the system being investigated. For the particular case of electron diﬀraction from
typical inorganic crystals, this requirement is satisﬁed for electrons having a kinetic energy of the order
of tens or few hundreds of eV – usually referred to as low-energy electrons.
The choice of electrons as probes, and in particular the energy at which they are used, has very impor-
tant consequences on the depth at which the system is probed. In fact, electrons, being charged particles,
have a relatively high degree of interaction with matter, in particular when compared to photons and neu-
trons. At energies of tens or few hundreds of eV, in particular, there is a minimum in their penetration
depth inside solids, which has been veriﬁed to be to a ﬁrst approximation independent on the latter’s
chemical species, as shown in Figure 1.116.
Instrument description
A typical LEED instrument is illustrated in the scheme in Figure 1.2. A monochromatic electron beam
is produced by thermionic emission by a hot ﬁlament, and subsequently accelerated to the set energy and
focussed on the sample by electrostatic lenses. This system is also known as electron gun. The electrons
scattered by the sample are accelerated onto a hemispherical phosphorous screen surrounding the gun,
where they induce a ﬂuorescent emission having an intensity to a ﬁrst approximation proportional to their
density. The position where they impinge on the screen depends on the scattering angle, and therefore on
⃖푘표푢푡 − ⃖푘푖푛.
However, besides undergoing diﬀraction (an elastic scattering process), the electrons impinging the
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Figure 1.1: Universal curve of the electron inelastic mean free path in solids, expressed in monolayers, as a function of their
kinetic energy 16.
sample can also be involved in inelastic scattering processes. These electrons, which are scattered with an
energy lower than the one at which they were accelerated, must be separated and prevented from reaching
the screen, in order to ensure a high signal-to-noise ratio on the diﬀraction image. This is achieved by
Figure 1.2: Scheme of a typical LEED instrument.
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a set of three meshes positioned in front of the screen, set alternatively at ground potential and at the
accelerating potential of the electrons. This conﬁguration prevents those electrons having lost energy in
the scattering process from crossing these meshes and thereby from reaching the screen.
It is important to note that due to the high degree of interaction of electrons with matter, LEED can
only be performed in an UHV environment. In fact, at pressures of about 10−4mbar, the mean free path
of electrons in the gas would become comparable to the distance between electron source, sample and
detector, leading to a dramatic decrease in the signal. While these requirement are usually less stringent
than those imposed by the necessity to prevent surface contamination, they nevertheless apply also for
the most inert surfaces, in cases where other restrictions would not apply.
Kinematic analysis
The analysis of the directions in which the electrons are scattered provides an immediate tool to probe
the long-range order of the surface. In fact, this information can be achieved already by a ﬁrst level of
analysis, limited to the treatment of ﬁrst-order scattering processes (also known as kinematic analysis).
This analysis is based on the fact that the scattered electron beams has an intensitymodulation as a function
of the diﬀerence between the wavevector of the impinging ( ⃖푘푖푛) and diﬀracted ( ⃖푘표푢푡 ) wave, and therefore
to the scattering angle. According to the Laue condition, maxima are found for ⃖푘표푢푡 − ⃖푘푖푛 = ⃖퐺, where ⃖퐺 is
a reciprocal lattice vector of the crystal lattice.
Diﬀraction experiments, therefore, provide a mapping of the reciprocal lattice of any long-range or-
dered material. This can be easily visualised from the geometric construction of the Ewald sphere, repre-
sented in Figure 1.3. For the speciﬁc case of a 2D surface in 3D space, since the momentum component
perpendicular to the surface is not a good quantum number, reciprocal lattice points are actually rods per-
pendicular to the crystal surface, crossing it in correspondence to the points of the 2D reciprocal lattice.
Figure 1.3: Ewald sphere for a 2D crystal. 푘푖푛 is the wavevector of the impinging electrons, 푘표푢푡 of the scattered electrons; their
diﬀerence is also plotted.
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The points of intersection between these lines and the Ewald sphere, the radius of whom depends on the
modulus of the k-vector of the incident electrons, correspond to maxima in the scattering intensity.
Finally, the broadening of the angular distribution of the modulation function around the maxima
provides information about the average size of coherent domains on the surface. In fact, while for ideal,
inﬁnite surfaces the scattering intensity would be non-zero only for points satisfying the Laue condition,
this is not the case when the number of scatterers are ﬁnite. In the presence of surface defects such as
steps and grain boundaries, for example, the phase is not preserved on both sides, and therefore only
atoms belonging to the same domain are able to scatter the electrons coherently. For the case of a ﬁnite
number of in-phase scatterers, the angular distribution of the scattering intensity is broadened, showing a
Lorentzian lineshape17 whose full width at half-maximum (FWHM) 퐿 is related to the number of scatterers,
and therefore to the average domain lateral extension 푑 , by the relation 퐿푏 = 푎푑 , where 푎 is the modulus of
a real space lattice vector and 푏 that of its corresponding reciprocal vector18.
Further information about the system, and in particular on the exact position of each atom within the
unit cell (including the basis of the crystal), can be obtained by a dynamic analysis of the LEED IV curves,
which are obtained by measuring the intensity of the diﬀraction spots as a function of the electron beam
energy. This level of analysis, however, requires a demanding theoretical treatment of multiple-scattering
processes, and has not been employed in the experiments reported in this thesis.
Following these theoretical aspects about the kinematic analysis, I will describe some practical as-
pects related to LEED measurements, and in particular address the main sources of errors. In the typical
LEED conﬁguration, the electron beam impinges the sample perpendicularly to the surface. Therefore, the
reﬂected beam is not observed as it is reﬂected into the electron gun.
Provided the sample is located in the exact centre of the hemisphere described by the screen, the
distance of each spot from the centre of the screen is linearly proportional to the scattering angle. However,
an improper alignment of the sample introduces a deformation into the pattern. Furthermore, being the
screen curved, parallax errors are common when measuring the spot positions with an external tool, such
as by registering the pattern with a camera. For these reasons, an error of the order of few percent usually
aﬀects the determination of the scattering angle for the spots closest to the screen edges, while it becomes
negligible only close to the screen centre.
Furthermore, the main factors aﬀecting the resolution of the instrument are given by the energy spread
of the electron beam ̀퐸 and its angular divergence ̀ 푘. This can be taken into account by including
a Gaussian contribution to the lineshape broadening, which is therefore described by a Voigt function.
Finally, an additional limitation of the instrument is given by the spatial coherency of the electron beam.
In fact, while the size of the beam is macroscopic (about 1mm diameter), the phase of the waves describing
the electrons is not at all coherent across the whole beam. This limits the area of the surface whose atoms
can scatter the electrons coherently and generate a diﬀraction pattern, even when the domain size is on
average larger, leading to a residual minimum broadness of the spots regardless of the quality of the sample.
The length describing the region of the surface over which the electron beam is coherent is called transfer
width of the instrument. For a typical LEED instrument, it is of the order of about 100Å, meaning that the
size of larger domains on the surface cannot be evaluated: in those cases, only a lower boundary can be
given to the domain size, corresponding to the transfer width of the instrument.
1.2.1 Spot Proﬁle Analysis-LEED
Several modiﬁcations to the LEED instrument have been developed during the years, in order to over-
come some of the main limitations of the traditional LEED setup. One example of this is given by Spot
Proﬁle Analysis LEED (SPA-LEED), which was speciﬁcally designed in order to improve the transfer width
and reduce the experimental broadening with respect to a conventional LEED19.
In this instrument, whose scheme is shown in Figure 1.4, the scattered electrons are not collected by a
2D screen, but by a single channeltron detector. For this reason, the image is not obtained as a single image
as for LEED, but by scanning the solid angle. Furthermore, the incidence angle is not ﬁxed. Instead, several
sets of electrostatic octupole lenses allow to modify the angle at which the beam impinges the sample.
Being the detector close to the gun, to a ﬁrst approximation, the electrons detected by the channeltron are
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Figure 1.4: Scheme of a SPALEED instrument. a: channeltron detector. b: electron gun. c-f: electrostatic lenses. g: sample. The
trajectory of the electrons corresponding to a generic reciprocal space point is shown, starting at b, impinging on g and travelling
back to a.
those for which ⃖푘푖푛 = − ⃖푘표푢푡 , and the reciprocal space is therefore scanned by varying the incidence angle.
In this geometry, the maxima in the scattering modulation are found when ⃖푘푖푛 = − ⃖푘표푢푡 = ⃖퐺2 .
Thanks to this geometrical conﬁguration, the source of error due to the parallax of the curved screen
is removed. However, the electrostatic lenses introduce some aberration eﬀect, which can be removed
by carefully calibrating the instrument. In addition, this setup allows to probe the reciprocal space close
to the zero-order diﬀraction spot, corresponding to the reﬂected beam. Finally, the transfer width of this
instrument is larger than that of a LEED by about an order of magnitude.
1.3 Near Edge X-ray Absorption Fine Structure
X-ray absorption spectroscopy (XAS) is a very versatile technique to investigate the electronic struc-
ture of materials. The principle behind this technique is that when electromagnetic radiation travels
through a material, it is partly absorbed due to the radiation-matter interaction, and the attenuation de-
pends, besides the thickness 푧 of the material, on the absorption coeﬃcient 휇, which is a function of the
photon energy:
퐼 = 퐼0푒−휇(휈)푧
where 퐼0 is the intensity of the impinging radiation and 퐼 the intensity after crossing the material20. This
dependence of the cross section on the photon energy is determined by the diﬀerent excitation channels
available in the system: for this reason, the analysis of this dependence provides information on the elec-
tronic levels of the material. In particular, this technique allows to probe excitations involving electrons in
the core level of the atoms, as the photon energies employed are of the same order of magnitude as their
binding energies (BEs), which is of the order of 102 - 104 eV.
More in detail, this technique is based on an excitation of a system by means of monochromatic X-ray
radiation: the absorption of the impinging radiation is measured as a function of the photon energy. The
absorption coeﬃcient 휇 of a generic material is proportional, via its density, to its cross section 휎 , which,
according to the Fermi golden rule, is given by
휎 ∝ ∑푖 ∑푓 |⟨휓푓 ||퐻퐼푁 푇 (Ă휈) |휓푖܂|
2휌(Ă휈)
where 휓푖 is the wavefunction of the initial state, 휓푓 that of the ﬁnal state, 퐻퐼푁 푇 is the interaction Hamilto-
nian, 휌 is the density of ﬁnal states, including the energy conservation condition, and the sum is performed
on all initial and ﬁnal states. In other words, the absorption coeﬃcient will be given by the sum on the
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initial and ﬁnal states of the cross sections of each allowed transition from an occupied initial state to an
unoccupied state, as shown in Figure 1.5. In a solid, the initial states will correspond to each occupied elec-
tron shell in the sample, which is usually designated with a letter such as퐾 (corresponding to 1푠 orbitals), 퐿
(2푠 – 퐿1 – and 2푝 – 퐿2, corresponding to the 2푝3/2 spin-orbit component, and 퐿3, corresponding to the 2푝1/2 –)
and so on. The ﬁnal states can be of diﬀerent type: either bound states, such as unoccupied ones between
the Fermi and vacuum level of the system, or unbound states. Due to the energy conservation condition,
each transition to a bound state leads to an increase in the absorption coeﬃcient for a speciﬁc value of the
energy, corresponding to the diﬀerence between the initial and ﬁnal states; on the other hand, transitions
to the continuum give rise to a step-like increase in the absorption coeﬃcient for photon energies larger






Figure 1.5: Typical appearance of an absorption edge. a: Distinction between the NEXAFS and EXAFS regions. b: Subdivision
of the NEXAFS region into pre-edge, edge and post-edge.
Usually, the BE separation between diﬀerent initial states is signiﬁcantly larger than the one existing
between ﬁnal states, and therefore the cross section dependence on the photon energy is characterised by
well-deﬁned regions a few tens of eV wide, consisting of a step-like increase of the cross section, known
as edge, sometimes preceded by one or more peaks (pre-edge features), as shown in Figure 1.5b21. The
former corresponds to the onset of the transition from a bound state to the continuum, while the latter are
due to transitions from the same core level to unoccupied states, as shown in Figure 1.6. As these regions,
where all features originate from transitions having the same initial state, are usually well separated, each
edge takes the name from the shell corresponding to the initial state. The measurement of the region of the
absorption spectrum containing this onset and all features at lower energy associated to a certain shell, to-
gether with the ﬁrst few tens of eV above the energy of the edge (post-edge), is known as X-ray Absorption
Figure 1.6: Schematic representation of some possible excitations activated by XAS (left), originating diﬀerent features in a
NEXAFS spectrum (right). The Ionisation Potential (IP) is indicated, corresponding to the edge (the onset of the transition to the
continuum of unbound states); the pre-edge features are due to excitations to unoccupied bound states (휋 ∗ in this example) 22,23.
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Near Edge Spectroscopy (XANES) or Near-Edge X-ray Absorption Fine Structure (NEXAFS), as shown in
Figure 1.5a. At even higher excitation energies, the cross section displays characteristic oscillations orig-
inated by the scattering of the electrons excited to the continuum: the technique studying these features,
which provides information on the local geometry of the atoms where the absorption process takes place,
is known as Extended X-ray Absorption Fine Structure (EXAFS).
In my work, I have mostly concentrated on the pre-edge region, which reﬂects the BEs and density of
states (DOS) of the unoccupied conduction band states. In addition, the use of linearly polarized radiation
also the characterisation of the orientation of the unoccupied orbitals in molecules. In fact, for a given ini-
tial and ﬁnal state, the absorption cross section, in ﬁrst order perturbation theory and by only considering
the terms linearly dependent on the vector potential 퐴, is
휎 ∝ ⟨휓푓 || 퐴 ⋅ 푝 |휓푖܂
where 푝 is the momentum operator. This expression can be further expanded, in dipole approximation, to
yield a dependence on a term
휎 ∝ 휖 ⋅ ⟨휓푓 || 푟 |휓푖܂
where 휖 is the polarization of the radiation and 푟 is the position operator. In order for this factor to be
non-zero, the initial and ﬁnal states must satisfy some constraints related to their symmetry, known as
selection rules. In particular, the matrix element ⟨휓푓 || 푟 |휓푖܂ is zero unless the angular momentum 푙 of
the initial and ﬁnal state diﬀer by exactly one unit, and the magnetic quantum number 푚 is unchanged.
Figure 1.7: Schematic representation of the eﬀect of the selec-
tion rules on the absorption cross section: depending on the
polarization (denoted as 퐸 here), only the transitions to the or-
bitals shown here, pointing in a direction 푂, are allowed 24.
Also the dot product of this matrix element with the
polarization vector introduces a further limitation
on the allowed transitions, depending on the orien-
tation of the states with respect to the polarization
vector24–26. This dependence of the absorption cross
section on the orientation of the polarization with
respect to the molecule is known as linear dichro-
ism. In particular, for the particular case of a K-edge,
where |휓푖܂ has a spherical symmetry, this term is
only dependent on the symmetry of the ﬁnal state,
and therefore the cross section is proportional to the
component of the polarization vector parallel to the
direction in which the orbital is oriented, as shown
schematically in Figure 1.7.
Finally, diﬀerent selection rules have to be considered when the radiation used is circularly polarized.
In this case, in fact, the selection rules on the matrix element ⟨휓푓 || 푟 |휓푖܂ require that the magnetic quantum
number of the ﬁnal and initial state diﬀer, for right and left circularly polarized light, by +1 or -1 respec-
tively. If we also consider the spin-orbit coupling, this selection rule ensures that, when using each of the
circularly polarized radiation, only electrons in one of the two spin states (depending on the spin-orbit
momentum of the initial state) are excited. This selection rule allows to probe the unoccupied states of
the conduction band with spin sensitivity: for this reason, NEXAFS performed with circularly polarized
radiation is particularly eﬀective to study the magnetic properties of materials.
The XAS technique is very versatile thanks to the fact that the absorption coeﬃcient can be measured
not only directly. In fact, there are also a number of indirect eﬀects of the X-ray absorption process, and
in particular of the subsequent relaxation of the system, which can provide a quantitative measurement
of the absorption. More speciﬁcally, after the excitation, the system is found in a highly excited state,
from which it can decay, releasing the energy diﬀerence between the excited and relaxed state through
various processes. In particular, the system either returns directly to the ground state, or can relax to a
state at an intermediate energy, less excited than the one generated by the X-ray absorption. A common
de-excitation channel is by emission of photons, a process known as ﬂuorescence. Another common de-
excitation process is by Auger, also known as auto-ionisation, which is schematically depicted in Figure 1.8.
In this process, the energy obtained by ﬁlling the core-hole with an electron from a less bound shell is
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Figure 1.8: Schematic representation of the NEXAFS excitation (left) and Auger decay process (centre and right). The core-hole
can either be ﬁlled by the same electron which had previously been excited (participant decay), or by an electron from another
occupied state (spectator decay). The latter process leaves the resulting ion in a higher excited state 27.
transferred to yet another electron, which acquires suﬃcient energy to reach the continuum and leave the
material (in a process similar to the one which will be described below for Photoelectron Spectroscopy).
All by-products of the de-excitation (including ﬂuorescence photons and Auger electrons) are propor-
tional to the number of excitation processes occurring in the material, and therefore to the absorption cross
section: for this reason, they can be used as probes in the measurement of XAS spectra instead of the direct
measurement of the transmitted radiation. Depending on the probe employed, this method of measuring
XAS is known as Fluorescence or Auger yield for the examples indicated above. Finally, Auger processes
lead in turn to a charging of the sample as the Auger electrons are emitted from it: the current required to
neutralise this charge, known as drain current, is again proportional to the number of excitations and can
be also used as a probe in XAS measurements.
There can be several advantages of using diﬀerent probes to measure NEXAFS spectra. For example,
the use of photons as probe (direct transmission or ﬂuorescence) is ideal for the case of insulating samples,
as the emission of electrons is modiﬁed if the sample cannot eﬃciently replace its lost charges. Moreover,
the choice of the probe can be used to tune the surface sensitivity of the measurement. In particular, the
use of Auger electrons as probes allows to collect only the signal from the ﬁrst few layers of the material,
due to their reduced inelastic mean free path (see Chapter 1.2); on the other hand, ﬂuorescence photons
have an escape depth typically of the order of microns, while directly measuring the photon transmission
ensures maximum bulk sensitivity28.
1.4 Core-level Photoelectron Spectroscopy
The experimental technique I have employed most extensively in the characterisation of the systems
described in this thesis is Core-level Photoelectron Spectroscopy. This technique is strongly related to
NEXAFS, as it is also based on the excitation of core electrons by X-rays; in this case, however, only
the excitations to the unbound states of the continuum are considered. In particular, when the electrons
acquire suﬃcient energy from the excitation to overcome their binding energy and the work function of
the sample, they are able to escape it and be emitted by photoelectric eﬀect.
Depending on the excitation energy Ă휈 , electrons from diﬀerent shells can be excited to the continuum
and be emitted as photoelectrons. The use of vacuum ultraviolet radiation, of few tens of eV photon
energy, only allows the valence electrons to be photoemitted. This kind of measurement is usually known
as valence band or Ultraviolet Photoemission Spectroscopy (UPS). The use of X-ray radiation provides
suﬃcient energy also for some core level electrons to reach the continuum: this technique is known as
core-level or X-ray Photoelectron Spectroscopy (XPS).
In particular, XPS measurements provide information on the BE of the electrons in the atoms of the
sample. This technique allows ﬁrstly to quantitatively analyse the chemical composition of a material,
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Figure 1.9: Schematic representation of the XPS process. The initial state is on the left; the corresponding distribution of the
photoelectron kinetic energy is shown on the right.
since the BE of core levels is characteristic of each element. In addition, when atoms form chemical bonds,
their electronic conﬁguration is modiﬁed, leading to shifts in the core-level binding energies29,30. The eﬀect
by which the formation of chemical bonds, which only directly involves valence electrons, also aﬀects the
BE of core levels, is known as screening. Basically, chemical bonds modify the electron density of the
valence states around the atom either by lowering it (when the element is oxidised) or by increasing it
(when the element is reduced). The core electrons, then, see a diﬀerent charge around the nucleus and are
more or less attracted to it, respectively31. Therefore, positive shifts are observed for oxidised elements
and vice versa. These core level shifts (CLS), which are usually of the order of few eV, allow to identify
atoms or molecules in diﬀerent chemical environments. For example, they allow to discriminate between
non equivalent atoms inside a molecule. Besides chemical shifts, diﬀerences in the core-level BEs also arise
between atoms which have the same oxidation state, yet a diﬀerent coordination, i.e. a diﬀerent number
of nearest neighbours. This is the case, for example, of surface and bulk atoms in solids, which show a
diﬀerence in their core level BE which is typically of the order of hundreds of meV, which are referred
to as surface core level shifts (SCLS)32. In a similar way, molecules and atoms adsorbed in diﬀerent sites
of a surface can be often distinguished as both their atoms and the ones of the underlying surface show
diﬀerent core level BEs31,33.
Theoretical background
The photoemission process, schematically shown in Figure 1.9, can be usually described as a three-step
process31 consisting of:
1. optical excitation of an electron from a bound state to the continuum;
2. travel of the electron through the material, to the surface;
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3. exit of the electron from the material.
The theoretical treatment of the optical excitation is analogous to the one already described for XAS.
Due to the energy conservation, in a ﬁrst approximation, the initial state is that of the bound electron,
while the ﬁnal state corresponds to an electron in a plane wave, characterised by a kinetic energy inside
the sample 퐸퐾,푠 related to its original BE 퐸퐵 by the formula
퐸퐾,푠 = Ă휈 − 퐸퐵 − Φ푆
where 퐸퐵 is deﬁned as a positive quantity and Φ푆 is the work function of the sample, corresponding to the
diﬀerence between its vacuum level 퐸푉 and its Fermi level 퐸퐹 .
During the travel of the electron through thematerial, due to the strong interaction of the electronwith
matter, a signiﬁcant probability exists that the electron undergoes inelastic scattering processes, losing part
of its energy. As already described in Chapter 1.2, the probability of inelastic scattering is a function of the
thickness of the material to be crossed and of the kinetic energy of the electrons, while it is independent,
to a ﬁrst approximation, on the chemical composition of the material. This eﬀect leads to an exponential
attenuation of the photoemission signal as a function of the depth where the electron was photoemitted
퐼 = 퐼0푒−푧/휆(퐸퐾,푠 )
where 휆 is the electrons’ inelastic mean free path (IMFP), whose dependence on 퐸퐾 has been shown above
in Figure 1.1. Thanks to this fact, XPS, like LEED is an extremely surface-sensitive technique, especially if
the photon energy can be tuned in such a way that the photoelectrons have a kinetic energy below 100 eV.
This can be achieved by using a tunable X-ray source, such as synchrotron radiation, as will be shown
later on in this chapter.
Finally, when the electron exits from the material, it travels through the vacuum and is subsequently
collected by a detection apparatus – the electron energy analyser, which will be described below –. This
instrument is also characterised by its own work function Φ퐴. As the electron exits the sample and enters
the vacuum ﬁrst, and the analyser then, its kinetic energy is modiﬁed by the diﬀerence between the work
functions, Φ퐴 − Φ푆 , and therefore, in general, depends on both. However, as can be seen in Figure 1.9,
as long as the Fermi level of the sample and analyser are well aligned (which is achieved by connecting
both to a common ground), the kinetic energy in the analyser 퐸퐾 – which is the quantity which can be
measured – is related to 퐸퐵 via the formula
퐸퐾 = Ă휈 − 퐸퐵 − Φ퐴
in other words, no dependence onΦ푆 is found, and the knowledge of Ă휈 andΦ퐴 (or to be even less stringent,
of Ă휈 − Φ퐴) is suﬃcient to calculate 퐸퐵 from the measurement of 퐸퐾 .
Instrument description
An XPS measurement requires two main components: a monochromatic X-ray source and an elec-
tron energy analyser31. Conventional photon sources exploit the ﬂuorescence following the excitation of
gasses or solids to produce monochromatic radiation which is used to excite the electrons. Alternatively,
synchrotron radiation can be employed as a light source for Photoemission Spectroscopy. This kind of
source has several advantages with respect to conventional sources, among which two have been exten-
sively exploited throughout my research work:
• high brilliance of the photon beam;
• tunability of the photon energy.
The brilliance of the photon beam is a quantity which depends on the photon ﬂux per sur-
face area, and is also a function of the angular spreading of the beam. The high pho-
ton ﬂux is important ﬁrstly to achieve a high signal-to-noise ratio in the measurement,
and therefore to reduce the data acquisition times. In addition, it allows the beam to
be monochromatised to achieve a very high photon resolving power 퐸/̀ 퐸, of about 104.
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Figure 1.10: Schematic representation of a Con-
centric Hemispherical Analyser (above), together
with the retarding lenses (left) and detector (right).
The trajectory of the electrons having the selected
kinetic energy is also shown, going from the bot-
tom left to the right.
The electron energy analyser is the instrument which is in
charge of the detection of the electrons and of the measure-
ment of their kinetic energy. The type of analyser I have em-
ployed in my research is the Concentric Hemispherical Anal-
yser (CHA), which is composed of two concentric metallic
hemispheres, of radius 푅1 and 푅2, separated by a vacuum re-
gion, which is shown in the top part of Figure 1.10. Two
slits are located at an intermediate distance between the hemi-
spheres, at opposite sides of the analyser, for the entrance and
exit of the electrons respectively. By applying a diﬀerent po-
tential (푉2 and 푉1) to the two hemispheres, an electric ﬁeld
is generated between them, which deﬂects charged particles
passing between the two hemispheres. Due to the electric
ﬁeld, a condition exists by which only those electrons having
a kinetic energy given by




– where 푒 is the electron charge – follow a concentric trajec-
tory around the geometric centre of the analyser and are able
to reach the exit slit, while the others hit the hemispheres or
the slit instead. Therefore, the CHA ensures that only the elec-
trons having a speciﬁc kinetic energy reach the exit slit, and
this energy (pass energy, PE) can be set by modifying the po-
tentials 푉1 and 푉2. An electro-multiplier and a detector are
placed after the exit slit of the analyser to count the number of electrons crossing it per unit of time.
The energy resolution of the analyser is in ﬁrst approximation proportional to the PE of the electrons.
For this reason, the CHA is operated in constant pass energy mode: this means that before entering the
analyser, all electrons are retarded by an electrostatic potential in such away that those electrons originally
at the energy to be measured, 퐸퐾 , enter the hemispheres with an energy corresponding to the PE. This
ensures that the energy resolution of the analyser is constant throughout the measurement. In addition,
as the PE is usually at least one order of magnitude lower than 퐸퐾 , it improves the experimental resolution
by the same factor.
Data analysis
The photoemission spectrum corresponds to a curve describing the number of photoelectrons emitted
per unit of time as a function of their BE in the material. As already mentioned, to calibrate the BE scale,
both Ă휈 and Φ퐴 must be precisely known, to correctly calculate 퐸퐵. Since the BE value of bound electrons
is referred (by deﬁnition) to the Fermi level, the BE scale can be calibrated by measuring the kinetic energy
of those electrons having 퐸퐵 = 0, which corresponds to those at the Fermi level. Figure 1.9 schematically
shows the typical appearance of a photoemission spectrum (right), and the electronic structure of the
system originating it (left). The photoemission spectrum of core levels, in particular, is composed of peaks
centred around the value 퐸퐵, which to a zero-order approximation corresponds to their BE in the solid.
Actually, the value measured by photoemission spectroscopy overestimates 퐸퐵, as it neglects the eﬀect of
the relaxation of the atom after the photoemission process: this is known as Koopmans’ approximation.
The lineshape of the photoemission peaks depends on the contribution of several factors, including:
• intrinsic broadening due to the ﬁnite core-hole lifetime;
• experimental resolution;
• inhomogeneous broadening;
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• inelastic contribution.
In particular, the ﬁnite life-time 휏 of the core-holes leads to an uncertainty on 퐸퐵 of quantum ori-
gin, which introduces a broadening having a Lorentzian lineshape whose FWHM (퐿 = 2훾 ) is inversely
proportional to 휏 :
퐼퐿(퐸) = 퐼0
훾/2휋
(퐸 − 퐸퐵)2 + (훾/2)2
The experimental resolution depends both on the energy resolution of the radiation and of the analyser.
The inhomogeneous contribution is due to atoms in defective conﬁguration, which have a local environ-
ment slightly diﬀerent from the one of the other atoms. This diﬀerent environment causes small diﬀerences
in the core level shifts, which appear in the spectrum as a broadening of the lineshape. Finally, the inelastic
contribution is due to the scattering with phonons in solids. Due to the energy dispersion in phonons, this
scattering leads to the inelastic loss or acquisition of small amounts of energy by the photoelectrons, which
results in small shifts in the measured kinetic energy. These latter three contributions can be accounted
for by introducing a Gaussian broadening, which is convoluted to the intrinsic lineshape.
In addition, an important contribution to the lineshape is given by the excitation by photoelectrons of
electron-hole pairs close to the Fermi level. This process has a probability which depends on the density of
states close to the Fermi level, and is therefore particularly evident in metals. This process leads to a loss
of energy of the photoelectrons, and therefore appears as an asymmetric broadening towards higher BE in
photoemission spectra. This contribution is usually modelled by modifying the Lorentzian lineshape into
the function commonly referred to as Donjach-Šunjić lineshape34:
퐷푆훾 ,훼 (퐸) =
Γ(1 − 훼)




+ (1 − 훼) atan(
퐸
훾))
where Γ(푥) is the Euler gamma function. 훼 is the asymmetry parameter, which increases for larger proba-
bilities of electron-hole pair excitation (as is the case in transition metals), while the function reverts to a
perfectly symmetric Lorentzian lineshape when this values becomes zero.
Another important feature of XPS is that it is a quantitative technique, as the number of photoelectrons
is proportional to the density of the atoms originating it. In order to compare the signal of diﬀerent core
levels, however, several considerations have to be taken into account. Firstly, to properly evaluate the
photoemission intensity, the signal must be integrated on the BE range of each component. Secondly, the
photoemission intensity is proportional to the cross section of the optical excitation: this factor can be
calculated theoretically and is found tabulated35. Finally, when investigating a 3D structure with several
layers, the signal of each layer must be separately corrected to take into account the attenuation due to
the electron IMFP.
Besides the photoemission peaks, all spectra also contain a continuous background, which is originated
by photoelectrons which have undergone inelastic scattering processes and therefore exit the sample with
a reduced kinetic energy. This background is increasing towards lower values of photoelectron kinetic
energy, and therefore appears as a crescent function of 퐸퐵. Provided the spectral region being analysed is
small enough (few eV), this background can be approximated by a polynomial: in particular, it can often
be approximated with a linear dependence on 퐸퐵.
1.5 Experimental setup
Most of my experimental work has been performed at two facilities: the Surface Science Laboratory,
jointly established by the Physics Department of the University of Trieste and by the Elettra Sincrotrone
Trieste research facility, and the SuperESCA beamline, which uses the synchrotron radiation source of
the latter facility. In the following paragraphs, I will brieﬂy introduce the equipment available at both
laboratories.
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1.5.1 Surface Science Laboratory
The experimental setup of the Surface Science Laboratory (SSL), shown in Figure 1.11, consists of a
large vacuum chamber with several instruments mounted on its wall, including a sputter gun for sample
preparation, an electron energy analyser (CHA) with two conventional X-ray sources (an Mg source and
a monochromatised Al source) for XPS, one LEED, one SPA-LEED and one quadrupole mass spectrometer
for residual gas analysis and Temperature Programmed Desorption experiments.
The sample is mounted on a manipulator with ﬁve degrees of freedom (three translations, polar and
azimuthal angle). This manipulator is mounted eccentrically on the cover of the chamber, which is ro-
tatable: this allows the manipulator (an therefore the sample) to be moved in front of each instrument
depending on the measurement to be performed. All degrees of freedom, of both the sample and chamber,
are motorised and controlled by LabVIEW software. The same software is also used to control the data
acquisition of the instrumentation.
In particular, the sample is mounted on a sample-holder which can be removed by a transfer and load-
lock system without venting the vacuum chamber. It is usually spot-welded to a Ta rod, which provides
electrical and thermal contact, and its temperature is read by a K-type thermocouple. Three ﬁlaments,
mounted just behind the sample, are used to heat it. The heating can be performed either exclusively by
radiative transmission from the ﬁlaments (when the sample is grounded) or, in addition to this method, by
simultaneous electron bombardment: this is achieved by applying a positive potential of a few hundred
volts to the sample, which accelerates the electrons emitted by the ﬁlament by thermionic eﬀect against
the back of the sample. Cooling of the sample is possible by means of a cryostat ﬁlled with liquid nitrogen.
For the preparation of the sample, gasses can be admitted into the chamber at a controlled pressure
through leak valves mounted on a separate gas line, while evaporators can be mounted on the wall of the
chamber to deposit metals or other elements from a solid. Finally, to be able to locally reach high pressures
(of the order of 10−3 mbar) on the surface of the sample, a doser can be used. This is a tube which can be
Figure 1.11: Surface Science Laboratory experimental chamber. The electron energy analyser is visible to the right, adjacent to
the X-ray tube. The load-lock is visible on the left, beside the SPA-LEED.
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brought at distances very close to the sample (below 1mm), through which gas can be dosed in a controlled
ﬂux by the use of a leak valve; the reduced space between the sample and the tube ensures that the gas
is partially trapped between the tube and the sample and therefore its pressure within that region is by at
least one order of magnitude higher than in the rest of the chamber.
1.5.2 SuperESCA beamline
The SuperESCA beamline is optimised for spectroscopymeasurements using soft X-rays with a photon
energy of few hundreds eV36. The synchrotron radiation is produced by an insertion device, in particu-
lar by two consecutive 46-period undulators. The radiation thus produced has a distribution consisting of
several harmonics of a fundamental frequency, with a FWHM of a few eV. The frequency at which the har-
monics are centred can be shifted by changing the magnetic ﬁeld inside the undulator, which is achieved
by modifying the distance between the two arrays at the opposite sides of the electron beam. This photon
energy distribution is further monochromatised by a grating (blaze proﬁle), to achieve a maximum resolv-
ing power of 1 × 104 at a typical photon energy of the order of few hundreds of eV. Besides the advantages
of beneﬁting from this very high photon energy resolution, a high photon ﬂux up to 1 × 1012 photons/s is
available at the sample, depending on the photon energy.
The experimental setup is divided into a preparation chamber, provided with a sputter gun and other
Figure 1.12: Technical drawing of the SuperESCA end-station at Elettra. The synchrotron radiation beam enters from the left
and reaches the experimental chamber on the right side, where the electron energy analyser is also visible. Recognizable elements
include the two-chamber structure, with the preparation chamber above the experimental chamber, the manipulator, and the gas
line.
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instrumentation, analogous to the one available at SSL, for sample preparation, and an experimental cham-
ber with a LEED and the electron energy analyser (with a 150mm radius). This analyser is coupled to a
delay-line detector, which allows to measure spectra in snap-shot mode, rather than by counting the elec-
trons for one kinetic energy value at a time. The snap-shot mode is based on the fact that the position
where the electrons with an energy slightly diﬀerent than the PE exit a CHA is to a ﬁrst approximation
linear with their energy. Therefore, by measuring the position where electrons impinge on the detector,
it is possible to determine the kinetic energy of all electrons within a certain interval from the selected
energy.
The high ﬂux available at the sample, by allowing fast acquisition times (below 1 s for snap-shot mode,
few seconds in scanning mode), make the SuperESCA beamline ideal to follow processes in real time,
including chemical reactions on surfaces and the epitaxial growth of thin ﬁlms and 2D materials37.
The sample is usually mounted on a manipulator with 4 degrees of freedom (three translations and
polar angle). The sample heating, cooling and temperature measurement are performed in an analogous
way as at SSL.
1.6 Density Functional Theory calculations
To acquire more in-depth knowledge on the systems we have studied, our experimental data were
often complemented with Density Functional Theory calculations38,39 performed by collaborating groups.
The aim of these calculations was mainly two-fold: ﬁrstly, to obtain a structural characterisation of the
systems, and secondly, to correlate each component we observed in the photoemission spectrum with the
atoms originating it. In the following paragraphs, for the sake of completeness, I will brieﬂy report some
details about these calculations.
For the ﬁrst of these aims, our collaborators calculated the spatial coordinates of each atom in the
structure which minimise the energy of the system. This was obtained by using DFT with exchange-
correlation eﬀects included at the level of the PBE-GGA40 functional. The Projector Augmented Wave41
(PAW) method was used, as implemented in VASP42,43.
In order to describe metal-supported Gr layers, the metal surfaces were modelled using a slab with a
thickness of 5 layers, with the atoms of the 2 bottom layers kept ﬁxed at their bulk positions, while all the
other atoms were allowed to relax, overlayed by a Gr sheet. A vacuum interspace of at least 15Å between
metal layers was used to minimize the interaction between periodic images of the slab along the direction
perpendicular to the surface, resulting in a super-cell typically of 24Å along the z axis. The lateral size of
the cell was chosen depending on the substrate, in order to match the moirè supercell formed by Gr on
that metallic surface. Typically, this size is of the order of (10 × 10) unit cells of the substrate, resulting in
a slab containing well above 500 atoms.
To address the second aim of our calculations, ﬁnal state core level BE can be accurately computed in
the pseudopotential formalism by describing the excited atom by a pseudopotential generated in the core-
excited conﬁguration44. In this formulation, the core-level BE is given by the pseudopotential total energy
diﬀerence between the initial and ﬁnal state system, supplemented by an additive constant. Diﬀerences of
core level energies are accurately reproduced, as this constant cancels out when calculating BE shifts45.
This kind of calculations have been extensively used in the experiments described in the following
chapters, as they allowed us to interpret the photoemission spectra by indicating the atoms giving rise to
each diﬀerent component we could observe.
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Chapter 2
Factors controlling the Gr-metal
interaction
In the ﬁrst part of my research, I investigated the origin of the interaction of Gr with metallic sub-
strates. This topic is of particular interest for the use of Gr in electronics, as Gr needs to be supported for
most of those applications; however, when it is supported on a surface, its properties can be signiﬁcantly
altered with respect to the free-standing conﬁguration. For example, Gr must be provided with conductive
contacts for its use in nanoelectronic applications, or in sensoristics, and the resistance at these contacts
must be low enough, as the performance of the device would be negatively aﬀected. From this point of
view, a strong interaction with the substrate would be beneﬁcial, at least locally1,2. This issue, moreover,
should be addressed already in the early stages of the Gr synthesis, as it is not trivial to establish a good
contact at a later stage3: despite recent progress in Gr transfer techniques, the performance of contacts still
remains a crucial issue for Gr applications in electronics4. The interaction of Gr with metal surfaces, on
the other hand, induces charge transfer processes, re-hybridization and changes to its band structure2,5,6.
A good understanding of the interactions occurring at the interfaces between Gr and its substrate is there-
fore required to create high-performance Gr-based devices5, by developing interfaces which balance the
need for high-quality contacts with a limited repercussion on the band structure of Gr.
The issue of providing good Gr-metal contacts can be eﬀectively addressed by synthesizing Gr directly
on a metal surface by means of Chemical Vapour Deposition (CVD): this technique, in fact, allows to ob-
tain high quality Gr monolayers with a low density of defects7 and in direct contact with a conducting
surface. The eﬀects induced on Gr by a metallic substrate, on the other hand, require an extensive treat-
ment, as metallic surfaces where Gr can be grown or transferred are very diﬀerent from each other and
therefore characterised by a variable degree of interaction with it8,9. In fact, some surfaces show a weak
coupling based on vdW interactions: in these systems, the Gr-surface separation is close to the interlayer
distance of graphite (around 3Å), such as Ir (1 1 1)10, Pt (1 1 1)11 and copper surfaces12. Other surfaces,
instead, display a much stronger interaction, such as Ru (0 0 0 1)13–15 and Re (0 0 0 1)16,17: in these cases,
the Gr-surface distance is reduced, the nearest carbon atoms lying at approximately 2Å from the metallic
surface. Buckling of the Gr layer is present on these kinds of substrates when the lattice parameter of Gr is
signiﬁcantly diﬀerent from that of the substrate, leading to a non-uniform degree of Gr-metal interaction
on the local scale9. In addition, the band structure of Gr is strongly modiﬁed, with the disappearance of the
Dirac cones and the opening of a band gap at the Fermi level18. The alterations to the electronic structure
in the former case can be explained in terms of the diﬀerence between the work functions of Gr and of the
metal substrate, which induces a charge transfer at the interface and a shift of the Fermi level, resulting in
the formation of a surface dipole moment5. For strongly interacting systems, however, the mechanisms
determining the interaction strength between Gr and its metal substrate are much more complex9,18.
One factor possibly leading to this variable interaction is the mismatch between the lattice parameter
of Gr and that of the underlying surface, which induces a strain into the Gr layer and a moiré structure
leading to a diﬀerent degree of re-hybridization on diﬀerent C atoms19,20. The geometry of the metallic
surface not only causes strain on Gr as its lattice parameter adapts to that of the substrate, but could also
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inﬂuence its electronic properties. It has been demonstrated, in fact, that Gr on Cu has a diﬀerent degree of
doping depending on the symmetry of the surface over which it has been grown: (1 1 1), (1 1 0) or (1 0 0)21.
It is also interesting to notice that two metals whose lattice parameter is closest to that of Gr, i.e. nickel
and cobalt, are also among those which exhibit a strongest interaction with Gr9.
On the other hand, the chemical bonding between molecules and surfaces can be attributed to a cou-
pling between the valence orbitals of the adsorbates and the metal d-bands. In this case, it would be
possible to quantify the interaction by extending the Hammer and Nørskov model for the chemisorption
of molecules on transition and noble metal surfaces22 also to Gr/metal systems13,23. According to this
model, the coupling is maximum when the orbitals of the molecule lie close in energy to the metal d-band
centre: in fact, it has been shown that all surfaces which exhibit the strongest interaction with Gr have a
d-band centre lying around 1 eV below the Fermi level, whereas the interaction weakens as the barycentre
moves further away from it9.
The aim of the combined experimental and theoretical investigation described in this chapter was
therefore to decouple the contributions arising from the geometrical (lattice mismatch) and chemical (ele-
mental composition of the substrate) properties of the surface on the interaction between Gr and metals.
Furthermore, we investigated how C 1푠 core level shifts are linked to the surface chemical reactivity of the
supporting metal substrates. In fact, high energy-resolution photoelectron spectroscopy of the C 1푠 core
level allows to study the electronic structure of metal-supported Gr layers in great detail8: for example,
this technique has proved particularly eﬀective in determining the doping of weakly interacting Gr and
in demonstrating its relationship with the work function of surfaces, as the energy shift of the core lev-
els reﬂects that of the valence band24. In the case of strongly interacting Gr, however, chemical bonding
between the substrate and Gr introduces a chemical shift in the core levels and the BE does not depend
exclusively on doping any more.
Figure 2.1: Schematic outline of the experimental procedure followed in the present work. a: Pristine monocrystalline Ir(1 1 1)
(top row) and Ru (0 0 0 1) (bottom row) surfaces. b: Gr growth. c-e: Intercalation of diﬀerent metallic species at the Gr/metal
interface.
We have achieved this by a systematic work where diﬀerent metallic species have been intercalated at
Gr-metal interfaces, following the scheme reported in Figure 2.1. Intercalation is in fact a method which
has proven eﬀective in decoupling Gr from the strongly interacting Ni(1 1 1) surface25. The intercalation
process, in fact, modiﬁes the chemical composition of the ﬁrst surface layer while preserving the symme-
try and the lattice constant of the substrate, provided the intercalated layer is of monoatomic thickness.
In order to make an extensive comparison in controlled and reproducible conditions on model systems,
diﬀerent single-crystal close-packed metallic surfaces were used, one which interacts strongly with Gr
(Ru (0 0 0 1), which has a lattice parameter 푙푅푢 = 2.70Å) and one which interacts weakly with it (Ir(1 1 1),
푙퐼 푟 = 2.72Å). Both substrates have a lattice parameter which is larger than that of Gr (푙퐺푅 = 2.46Å), and
the lattice mismatch is larger for the latter surface by about 10%. The intercalated species were also chosen
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in such a way that each of them possesses a diﬀerent degree of interaction with Gr: besides Ru and Ir, we
employed Rh (which exhibits an intermediate interaction strength with Gr) and Co (which is is even more
strongly interacting than Ru).
2.1 Graphene growth on Ir (1 1 1)
The synthesis of Gr on Ir (1 1 1) was performed using a Temperature Programmed CVD Growth tech-
nique, as described in Section 1.1.1, consisting of repeated cycles of annealing up to 1400 K in 5 × 10−8 mbar
of C2H4. This procedure was developed in order to maximize coverage and minimise the formation of rota-
tional domains: it is known, in fact, that Gr can grow on Ir (1 1 1) both aligned or not to the crystallographic
directions of the substrate26.
Figure 2.2: SPA-LEED pattern of Gr grown on Ir (1 1 1) (퐸 = 110 eV).
The long-range ordering of the Gr layer thus obtained was initially characterised by LEED. However,
the width of the spots was comparable to the instrumental broadening due to the ﬁnite transfer width of
the instrument, indicating that the size of the domains of Gr was at least as large as the transfer width. For
this reason, we then reverted to SPA-LEED to acquire the diﬀraction pattern with a reduced instrumental
broadening. The SPA-LEED pattern is shown in Figure 2.2 and shows the superposition of two sharp
hexagonal patterns arising from the substrate and from Gr, as well as a hexagonal pattern surrounding
the (0,0) spot generated by the moiré supercell, all having the same orientation. This indicates that both
the Gr layer and the moiré structure are aligned to the crystallographic axes of Ir (1 1 1). Additional spots,
surrounding the {1,0} spots of Ir (1 1 1) and Gr, are generated by multiple scattering processes. The FWHM
of the diﬀraction spots indicates that Gr forms translational domains having an average diameter of at
least 270Å. The angular separation from the zero-order diﬀraction spot of those generated by the moiré
indicates a periodicity of the latter of about 9 Ir (1 1 1) unit cells, in agreement with the value reported in
literature27.
In order to assess the quality of Gr we also considered the C 1푠 photoemission spectrum of Gr, which
is shown in Figure 2.3a and is described by a single, sharp component (W) centred at a BE of 284.12 eV.
The FWHM of this peak is around 300meV, which indicates that the quality of Gr is good; in fact, a larger
value would be associated to an increased degree of inhomogeneities and to a larger density of defects28,29.
It is also interesting to compare the photoemission spectrum of the Ir 4푓7/2 core level, shown on the left
of Figure 2.5, before (b) and after (c) Gr growth. The spectrum of the clean Ir (1 1 1) surface, in particular,
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Figure 2.3: a: C 1푠 spectrum of Gr grown on Ir (1 1 1) (Ă휈 = 385 eV). b-c: Ir 4푓7/2 photoemission spectra of Ir (1 1 1) (Ă휈 = 200 eV)
with deconvoluted bulk (B) and surface (S) components, measured before (b) and after (c) Gr growth.
can be ﬁtted with two components30. The ﬁrst one (B), at a BE of 60.84 eV, can be attributed to the bulk of
the crystal, i.e. all layers except the surface one. This component has a lineshape described by 퐿 = 220meV,
훼 = 0.15 and 퐺 = 180meV. A second component (S), shifted by 550meV towards lower BE, is originated by
the surface atoms; this component has a lineshape described by 퐿 = 280meV, 훼 = 0.17 and 퐺 = 180meV.
After Gr growth, the intensity of both components is reduced by about 40%. This attenuation is due to
the inelastic scattering aﬀecting the photoelectrons from iridium as they cross the Gr layer. However, no
signiﬁcant changes are observed either in the lineshape or in the core level shifts: this indicates that the
Gr layer does not noticeably aﬀect the electronic structure of the underlying Ir (1 1 1).
2.2 Graphene growth on Ru (0 0 0 1)
Unlike the case of Ir (1 1 1), the growth of Gr on Ru (0 0 0 1) was performed by means of constant tem-
perature (1100 K) CVD, with an increasing C2H4 pressure up to 5 × 10−7 mbar15. This strategy was tuned
in order to allow carbon atoms to migrate on the surface to form Gr nucleation islands, but not to diﬀuse
into the bulk. In fact, carbon bulk dissolution can lead, upon cooling of the sample, to the formation of a
second layer of Gr31.
As for the case of the Ir (1 1 1), the SPA-LEED pattern (Figure 2.4) indicates that the orientation of
Gr coincides with that of the substrate. The FWHM of the diﬀraction spots indicates an average domain
diameter of at least 150Å. The periodicity of the moiré is compatible with the superposition of a (25 × 25)
superstructure of Gr above (23 × 23) unit cells of Ru (0 0 0 1)32.
2.2.1 Details on the Ru 3푑 and C 1푠 spectra analysis
A particular care was required in the data acquisition and analysis to correctly deconvolute the C 1푠
and Ru 3푑3/2 core levels, due to the fact that their BE regions overlap. Moreover, the cross section of
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Figure 2.4: SPA-LEED pattern of Gr grown on Ru (0 0 0 1) (퐸 = 250 eV).
the latter for the photoemission process is signiﬁcantly higher than that of the former, which makes the
analysis of the C 1푠 spectrum particularly challenging: in order to mitigate this issue, all C 1푠 spectra were
measured using a photon energy of 385 eV, which was found to signiﬁcantly enhance the photoemission
cross section of the C 1푠 core level with respect to the Ru 3푑3/2 one33. The improved energy resolution
and the tunability of the photon energy were therefore fundamental in allowing a proper deconvolution
of these two photoemission components, as can be appreciated in Figure 2.5.
Nevertheless, the ﬁtting the C 1푠 and Ru 3푑 spectra required a careful use of constraints to ensure
that the components arising from the two diﬀerent elements were properly deconvoluted. The strategy
we have adopted was based on the fact that while the C 1푠 and Ru 3푑3/2 core levels overlap, this is not the
case of the Ru 3푑5/2 core level, whose BE is lower by about 4 eV. Therefore, it is possible to analyse the
photoemission spectrum of the latter core level independently. The results of this analysis can then be
used to predict the lineshape and intensity of the components of Ru 3푑5/2.
















Figure 2.5: C 1푠 and Ru 3푑 photoemission spectrum of Gr grown on Ru (0 0 0 1). a: Spectrum measured at Ă휈 = 385 eV at
SuperESCA. b: Spectrum acquired using a conventional X-ray source 13.
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toemission spectrum of the clean Ru (0 0 0 1), in order to understand the relations between the lineshapes
of the two peaks. The photoemission spectrum of the Ru 3푑 core level of clean Ru (0 0 0 1) is shown in
Figure 2.6a. The spectrum shows two distinct peaks due to the spin-orbit splitting of the 3푑 core level.
The 3푑5/2 component is found at about 280 eV and clearly shows a ﬁne structure formed by at least two
components, while the 3푑3/2 component is signiﬁcantly broader and less intense and centred around a BE
of about 284 eV. We started our analysis from the 3푑5/2 component, as it has a smaller broadening, in order
to identify the line-shapes and core-level shifts of the diﬀerent components. As previously observed34,
three diﬀerent photoemission components could be resolved, due to the non-equivalent Ru geometrical
conﬁguration of the ﬁrst (S) and second layer (S2) with respect to the bulk (B). From the analysis of this
spectrum, we obtained the following information:
• the asymmetry parameter 훼 and Gaussian FWHM 퐺 was equal for all components;
• the lineshape of the component generated by second layer atoms was the same as the one of bulk
atoms.
In particular, the lineshape best describing the components generated by second layer and bulk atoms is
characterized by 퐿퐵 = 155meV, 훼 = 0.08 and 퐺 = 130meV, while the surface-originated component has
a Lorentzian FWHM 퐿푆 = 270meV. The core-level shifts for the surface and second layer components
are ̀퐸푆 = −337 ± 10meV and ̀퐸2 = 124 ± 10meV, respectively, where a negative value indicates a shift
towards lower BE values.
We then proceeded to analyse the 3푑3/2 peak, and found that the following procedure allows to ob-
tain the 3푑3/2 level parameters from those of the 3푑5/2 level and guarantees the best agreement with the
experimental results:
• the Gaussian FWHM parameter G of each component is equal to the one obtained for the corre-
sponding component of the 3푑5/2 level;
• the asymmetry parameter 훼 was the same for all components;
• the surface and second layer core level shifts were the same as for the 3푑5/2 core level;
• according to the diﬀerent degeneracy of the 3푑5/2 and 3푑3/2 core levels, the sum of the areas of all its


























Figure 2.6: a: Ru 3푑 photoemission spectrum of the clean Ru (0 0 0 1) surface (Ă휈 = 385 eV). b: Evolution of Ru 3푑5/2 photoemission
spectrum after Gr growth, showing a largely modiﬁed lineshape.
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While this procedure is clearly based on a few approximations and over-simpliﬁcations, nevertheless it
was eﬀective in reconstructing the global line-shape of the 3푑3/2 peak. In the data analysis, therefore,
only the lineshape and photoemission intensities of the Ru 3푑5/2 component were used to characterise the
properties of the metal, while the calculation of the 3푑3/2 level was only performed in order to subtract it
from the measured spectrum and thereby reconstruct the lineshape of the C 1푠 core level. The result of

















Figure 2.7: Reconstructed C 1푠 core level spec-
trum of Gr/Ru (0 0 0 1) (Ă휈 = 385 eV), obtained
by subtracting the calculated Ru 3푑3/2 compo-
nent from the experimental data. The decon-
voluted C 1푠 spectral components are superim-
posed.
The Ru 3푑 and C 1푠 spectral region measured after Gr growth
is shown in Figure 2.5a. Beside the new features observed above284.5 eV, originated by the C 1푠 core level of Gr, the Ru 3푑5/2 com-
ponent (highlighted in Figure 2.6b) is clearly very diﬀerent from
that of clean Ru (0 0 0 1). This indicates that the presence of Gr
signiﬁcantly modiﬁes the electronic structure of the surface, un-
like the Gr/Ir (1 1 1) case. To ﬁt this spectrum, we started from the
lineshape obtained for the clean surface, however, we allowed the
surface and second layer core-level shifts to vary. Furthermore,
we allowed the Gaussian FWHM of the surface component to
relax, to account for a higher degree of disorder on the surface.
The parameters we obtained from the ﬁt were 퐺푆 = 190meV,̀퐸푆 = −220 ± 10meV and ̀퐸2 = 150 ± 20meV. The appreciably
diﬀerent core level shifts observed indicate that Gr signiﬁcantly
alters the electronic structure of the Ru surface, which indicates
that the Gr-metal interaction is strong in this system. Further-
more, the increase in the value of 퐺푆 can be explained by the
large size of the moiré supercell formed by Gr on Ru (0 0 0 1) and
the signiﬁcant corrugation of Gr (as will be described in Sec-
tion 2.3.3), which causes diﬀerent atoms in the supercell to have
a very diﬀerent coupling to the Gr, thus resulting in a broad dis-
tribution of core-level shifts.
Finally, the C 1푠 spectrum of epitaxial Gr on Ru (0 0 0 1) (Fig-
ure 2.7) shows two distinct components, a weaker one (S3) at284.47 eV and a more intense and narrower one (S1) at 285.13 eV.
The presence of two components is widely recognized as a sign
of the corrugation of Gr on Ru (0 0 0 1)8,13–15. They arise from a
continuous distribution of non-equivalent atomic conﬁgurations
where the component at lower BE is mainly generated by the atoms in the higher portion of the cor-
rugation, and the one at higher BE is generated by atoms closer to the substrate, thus showing a more
pronounced interaction with the metal underneath8,15,35, as will be shown in Section 2.3.3.
2.3 Eﬀects of the intercalation of metallic monolayers below graphene
on the graphene/metal interaction
2.3.1 Intercalation procedure
The intercalation of each metal was performed by evaporation from high-purity ﬁlaments, while keep-
ing the sample surface at 700 K. This temperature was chosen because it generally allows metal atoms to
have enough mobility to diﬀuse above Gr, reach a suitable site for intercalation (mainly grain boundaries)
and diﬀuse below the surface, while it has been demonstrated that metallic species deposited at ambient
temperature usually tend to form clusters on top of Gr, rather than intercalate36–39.
About 1 monolayer (ML) of metal was deposited for each system, in steps of approximately 0.1ML
each. The evolution of the chemical, structural and electronic properties was followed by acquiring the
C 1푠 core-level spectra of Gr. The photoemission spectra of the metallic substrate (either Ir 4푓7/2 or Ru 3푑5/2)
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and of the intercalated species (Ir 4푓7/2, Ru 3푑5/2, Co 3푝3/2 and Rh 3푑5/2) were also measured: the analysis of
these latter peak intensities was used to determine the coverage of the intercalated metals. After each
deposition step, in fact, we veriﬁed that the deposited metals had indeed intercalated by monitoring the
Ir 4푓7/2 or Ru 3푑5/2 core levels’ line-shape and we evaluated the amount of metal intercalated below Gr, in
order to ensure that a full layer was intercalated during each experiment and that no signiﬁcant dose of
metal was adsorbed above Gr.
In order to understand whether or not the deposited metal had completely intercalated below Gr,
we compared the C 1푠 spectra before and after the metal deposition. In fact, a completely intercalated
metal layer causes attenuation in the photoemission signal generated by the substrate only, whereas the
photoemission intensity of Gr remains more or less constant. On the contrary, when part of the metal



































































Figure 2.8: Ir 4푓7/2 photoemission spectrum during cobalt intercalation (Ă휈 = 200 eV). a: Series of selected spectra; the BE of the
bulk (B) and surface (S) components (see Figure 2.3c) are indicated. b: Evolution of the area of the de-convoluted components,
normalised to their initial value for Gr/Ir (1 1 1), as a function of the amount of Co deposited.
On the other hand, in order to quantify the amount of metal intercalated, we exploited the fact that
the high energy resolution of our experimental setup employed allows to resolve the signal generated
by surface atoms from that of the underlying layers of each metal, as described in Sections 2.1 and 2.2.
In particular, during the experiments described in this article, the atoms that were intercalated onto the
substrate atomsmodiﬁed their coordination: therefore, the BE of their core levels changes to a value similar
to that of bulk atoms. This results in a progressive decrease in the intensity of the surface component,
which completely vanishes after a full layer has been intercalated, as can be appreciated for example in
Figure 2.8a for the selected case of cobalt intercalation on Ir (1 1 1). The intensity of the photoemission
component generated by the under-coordinated surface atoms of the substrate 퐼푆 can be thus related to
the coverage θ. Our calculation is based on the fact that in our systems the intercalation leads to the
epitaxial growth of a pseudomorphic (1 × 1) structure, as veriﬁed by LEED. Therefore, if we neglect border
eﬀects (which are only relevant at low coverages), the ratio between the area of this component after and
before the intercalation is equal to the amount of surface not yet covered: 1 − θ = 퐼푆 (θ)/퐼푆 (0). The evolution
of the relative intensity of the surface component, 퐼푆 (θ)/퐼푆 (0), and of the bulk component, during the cobalt
intercalation on Ir (1 1 1), is shown as an example in Figure 2.8b. A linear decrease of 퐼푆 with the Co coverage
can be clearly observed, while the intensity of the bulk component 퐼퐵 does not change signiﬁcantly, due to
the fact that the number of subsurface layers accessible by XPS measurements is only determined by the
IMFP of the photoelectrons, which is not signiﬁcantly aﬀected by the chemical composition of the surface
layer.
A more accurate estimation of coverage is based on the intensity of the photoelectron signal of the
intercalated species 퐼퐼 , which is proportional to the number of its atoms and therefore linearly increases
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Figure 2.9: LEED pattern of Gr epitaxially grown on Ir (1 1 1) (퐸 = 151 eV), a: before and b: after cobalt intercalation.
with coverage, as long as a single layer is forming – as was the case for our experiment. This method
however does not allow to obtain an absolute value for the coverage, since the proportionality constant
between photoemission signal and coverage depends on far too many factors to be estimated a priori, and
must be therefore obtained by combining the two aforementioned methods. Therefore, we ﬁrst analysed
the behaviour of 퐼푆 as a function of 퐼퐼 . We then extrapolated the proportionality constant through a linear
ﬁt of this function (ignoring points at low coverage, in order to reduce border eﬀects), and ﬁnally obtained
the coverage by dividing 퐼퐼 by the proportionality constant thus obtained.
The combined analysis of the XPS spectra of Gr, the substrate and the intercalated metals showed that
in most cases the intercalation of metals was complete. A small reduction of the Gr photoelectron intensity
was however observed after the deposition of Rh, indicating that a small amount of the deposited rhodium
remained above Gr. In this case, in order to calculate the coverage θ, all spectra were normalized by the
total C 1푠 signal, since the screening eﬀect was the same for all measured levels (being the kinetic energy
of photoelectrons the same in all our measurements).
Finally, LEED measurements conﬁrmed that the lattice parameters were not modiﬁed by the interca-
lation, i.e. the intercalated layer was pseudomorphic. A selected example is reported in Figure 2.9, which
shows the LEED pattern of Gr on an intercalated cobalt monolayer on Ir (1 1 1).
2.3.2 Experimental results
In order to investigate the eﬀects of the intercalation on the electronic properties of Gr, during each
intercalation experiment we monitored the evolution of the C 1푠 spectrum after each deposition. The
results of these measurements are shown in Figures 2.10 and 2.11.
In particular, the top graph in Figures 2.10a, b and c show the sequence of time-resolved spectra for the
intercalation respectively of iridium, rhodium and cobalt below Gr/Ru(0 0 0 1). Already from a qualitative
inspection of these sequences, it is clear that the C 1푠 spectrum changes dramatically as the substrate is
covered by the intercalated species. A similar behaviour is observed during the intercalation of rhodium
(Figure 2.11a), ruthenium (Figure 2.11b) and cobalt (Figure 2.11c) below Gr on Ir (1 1 1).
In order to accurately ﬁt the data, we ﬁrst analysed the spectra acquired at the highest coverage of the
intercalated species (which are reported in the middle of Figures 2.10 and 2.11). In particular, to analyse
these spectra, we used the same components used to describe the spectrum of pristine Gr, with the same



































































Figure 2.10: Background subtracted C 1푠 core level spectra of Gr/Ru (0 0 0 1) (Ă휈 = 385 eV) during intercalation of: a: Ir; b: Rh
and c: Co. The top graph shows the evolution of the C 1푠 spectrum after each deposition step; the spectrum corresponding to a
full monolayer intercalation is shown in the middle panel with the deconvoluted components. The area of all C 1푠 photoemission
components corresponding to non-equivalent C populations as a function of the intercalating metal coverage is shown below,
normalized to the initial area of the Gr C 1푠 spectrum.
lineshape – a part from the Gaussian FWHM 퐺, which was allowed to change in order to describe possible
contributions due to structural inhomogeneities – and C 1푠 BE, and added further components, one at a
time, until the spectrum was well reproduced. All photoemission components of the C 1푠 core level which
appear in any of the systems we analysed are reported in Table 2.1, together with their BEs. All spectra
could be ﬁtted using at most three components, whose BEs, as well as those of the pristine systems, are
quite well grouped in four BE regions, which we have indicated as S1, S2, S3 and W, in order from higher
to lower BE.
We then ﬁtted all the other spectra in the sequence, by assuming that the lineshape and BE of each
component (퐿, 훼) was constant throughout all the experiment, whereas only the Gaussian parameter퐺 was


























































































































Figure 2.11: C 1푠 core level spectra of Gr/Ir (1 1 1) (Ă휈 = 385 eV) during intercalation of: a: Rh; b: Ru and c: Co. The top graph
shows the evolution of the C 1푠 spectrum after each deposition step; the spectrum corresponding to a full monolayer intercalation
is shown in the middle panel with the deconvoluted components. The area of all C 1푠 photoemission components corresponding
to non-equivalent C populations as a function of the intercalating metal coverage is shown below, normalized to the initial area
of the Gr C 1푠 spectrum.
allowed to relax, to account for a diﬀerent degree of structural disorder. From this analysis, we calculated
the fraction of Gr originating each component by evaluating the area of each photoemission component
and normalizing it to the total C 1푠 area of the pristine Gr. The evolution of this value as a function of the
intercalated metal dose is reported in the bottom of Figures 2.10 and 2.11.
For all of the Gr/metal/Ir (1 1 1) systems (Figure 2.11), we observe that theW component loses intensity
upon intercalation, almost completely vanishing for the highest coverage. On the other hand, several com-
ponents appear at a higher BE, indicating a stronger degree of interaction between Gr and the substrate.
The BE of these components does not depend on the coverage, only the relative intensities being modiﬁed
throughout the experiment.
Speciﬁcally, after Rh intercalation (Figure 2.11a) we see a main component at 284.42 eV (S3) and two ad-
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System S1 (eV) S2(eV) S3(eV) W(eV)
GR/Ru (0 0 0 1) ퟐퟖퟓ.ퟏퟑ 퐞퐕 - 284.47 eV -
GR/Ir/Ru (0 0 0 1) - 284.89 eV - ퟐퟖퟒ.ퟐퟑ 퐞퐕
GR/Rh/Ru (0 0 0 1) 285.13 eV 284.91 eV ퟐퟖퟒ.ퟒퟕ 퐞퐕 -
GR/Co/Ru (0 0 0 1) - ퟐퟖퟒ.ퟗퟕ 퐞퐕 284.47 eV -
GR/Ir (1 1 1) - - - ퟐퟖퟒ.ퟏퟐ 퐞퐕
GR/Rh/Ir (1 1 1) 285.05 eV 284.83 eV ퟐퟖퟒ.ퟒퟐ 퐞퐕 -
GR/Ru/Ir (1 1 1) ퟐퟖퟓ.ퟏퟎ 퐞퐕 284.75 eV 284.41 eV -
GR/Co/Ir (1 1 1) - ퟐퟖퟒ.ퟗퟑ 퐞퐕 284.40 eV -
Table 2.1: BE of each component of the C 1푠 core level photoemission spectrum in all systems studied in this work. The main
component in the spectrum of each system is indicated in bold.
ditional components, with lower intensities, at higher BEs (S1-2) (Table 2.1). It can be noticed that the BE
of the S3 peak is quite similar for this system and for the low BE component of Gr grown on Rh (1 1 1),
thus suggesting that this component could arise from buckled areas of the Gr sheet. Component S1, on the
other hand, is close in BE to the high BE component of Gr on Rh (1 1 1), and is most likely related to carbon
atoms strongly interacting with the substrate40–42. Component S2, lying in between, most probably arises
from atoms in an intermediate conﬁguration between the two.
A similar behaviour is observed for the intercalation of Ru on Ir (1 1 1) (Figure 2.11b): also in this case,
three components (S1-3) are detected (Table 2.1), lying between 284.41 and 285.10 eV. These components
have BEs close to those found for the Rh intercalation. Their relative intensities, however, are diﬀerent
from the previous case, as the component at higher BE (S1) has a larger (almost double) spectral weight
than the low BE one (S3): this could indicate, on average, a stronger interaction with the Ru layer than for
the Rh layer. Besides the presence of the S2 component, the spectral distribution is quite similar to the one
of Gr directly grown on Ru (0 0 0 1) (Fig 2.6b).
Finally, for the Co evaporation on Ir (1 1 1), we obtained a large component (S2) at 284.93 eV, and a weaker
one (S3) at lower BE (Table 2.1), indicating a generally strong interaction with the Co layer.
By comparing the intercalation experiments on Ir (1 1 1), we notice that the C 1푠 core electrons of
Gr shows signiﬁcant changes depending on the chemical composition of the substrate. In particular, the
interaction increases when passing from Ir to Rh, Ru and ﬁnally Co, which has, on average, the strongest
interaction with Gr among the systems studied.
Also for the experiments performed on Ru (0 0 0 1), we observe a very diﬀerent behaviour depending
on the element being intercalated. In the case of Ir intercalation (Figure 2.10a) we notice a weakening of
component S1, which almost completely disappears, while another weak component is present at lower
BE (S2). For this system, however, the data analysis was performed with a diﬀerent strategy from the one
used for the other systems. In fact, the evolution of the photoemission spectrum was better reproduced
by allowing the S3 component to progressively move towards lower BE values, until it reaches values
close to those of component W of Gr/Ir (1 1 1). The intensity of component S3, therefore, increases until
it becomes dominant, while its BE moves linearly towards lower values, reaching 284.23 eV at a coverage
of 0.8ML (Table 2.1). At this point, the spectrum strongly resembles that of Gr grown on Ir (1 1 1) and the
dominant component is similar to component W of the latter system. This change in BE can be attributed
to a smooth modiﬁcation of the properties of Gr, from few-atom buckling above Ru (0 0 0 1) towards a
completely raised, weakly interacting Gr above the Ir layer. The presence of the weak component S2 could
be attributed to the formation of local defects and to inhomogeneities in the distribution of the Ir atoms.
Also the intercalation of Rh on Ru (0 0 0 1) (Figure 2.10b) leads to an increase in the low BE component (S3).
In addition, there are two weaker components (S1-2) at higher BE (Table 2.1). In this case, though, there
are no changes in the BE of any component, indicating that the modiﬁcations are limited to a change in
populations of weakly and strongly interacting atoms.
Finally, after the intercalation of Co on Ru (0 0 0 1) (Figure 2.10c) the high BE component (S1) is replaced by
a new one (S2), at a slightly lower BE (Table 2.1). These two components are always distinct and their BEs
remain constant with increasing Co coverage. On the other hand, the low-BE component (S3) decreases:
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in general the spectral weight moves towards higher BE, indicating a slightly stronger interaction of Gr
with Co than with Ru.
In conclusion, we observe a very similar trend to the experiments on Ir (1 1 1), in which the spectrum
greatly varies depending on the chemical composition of the topmost layer of the substrate, with which
Gr interacts. Also in this case, we found that the interaction with Ir is the weakest, followed by Rh and
Ru. Only Co has an interaction with Gr stronger than Ru.
2.3.3 Theoretical calculations
Our measurements were complemented by DFT calculations performed by our collaborators from the
group of Prof. Alfè, at University College London, in which the structure and core-level BE of Gr on
all the substrate we investigated was calculated, as indicated in Section 1.6. The supercells used for the
calculations were obtained by overlaying a (13× 13) Gr sheet over (12× 12) cells of Ru (0 0 0 1) and (10× 10)
Gr cells over (9 × 9) Ir (1 1 1) ones, respectively, which are good approximations of the experimentally
measured supercells formed by Gr on these two systems10,43. The metal surfaces were modelled using a
slab with a thickness of 5 layers: by modifying the chemical species of the topmost metallic layer, it was
also possible to model the systems obtained from the intercalation of metals below Gr.
Theoretical results: graphene – substrate separation
The minimum-energy conﬁguration for the systems studied in this experiment is reported in Fig-
ures 2.12 and 2.13. The colour scale indicates the vertical distance (Z) of each carbon atom from the
surface plane of the metallic substrate. It must be noted that the metallic substrate itself is actually corru-
gated when it strongly interacts with Gr; however, this corrugation is an order of magnitude lower than
that of Gr. For this reason, the vertical distance has been referred to the mean vertical position of all atoms
composing the metallic surface.
By comparing these systems, it is evident that the geometry of Gr strongly depends on the chemical
composition of the topmost layer of the substrate. In particular, where the topmost layer consists of Ir
(Figures 2.12a and 2.13a), the distance between Gr and the substrate is larger than 4Å and the former
has a very small corrugation. This is in contrast with all other systems, where the distribution is much
wider, with the nearest atoms closer than 2Å to the surface and the farthest between 3.4 and 3.9Å. For
all systems, the unit cells of Gr whose atoms are farthest from the surface are those where the centre of
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Figure 2.12: Theoretical results for diﬀerent Gr/metal/Ru (0 0 0 1) interfaces. Top panels: geometric conﬁguration of the topmost
metallic atoms (large, grey circles) and of the carbon atoms (smaller, coloured circles) inside the (13 × 13) moiré unit cell. The C
atom colour scale indicates the C to substrate distance Z. Bottom panels: distribution of all C-metal substrate distance Z in the
moiré unit cell.
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Figure 2.13: Theoretical results for diﬀerent Gr/metal/Ir (1 1 1) interfaces. Top panels: geometric conﬁguration of the topmost
metallic atoms (large, grey circles) and of the Gr atoms (smaller, coloured circles) inside the (9 × 9) moiré unit cell. The C atom
colour scale indicates the C to substrate distance Z. Bottom panels: distribution of all C-metal substrate distance Z in the moiré
unit cell.
the honeycomb lies in an on-top site of the substrate, and therefore both atoms lie in hollow sites. On the
other hand, the cells closest to the substrate are those where the centre of the honeycomb lies in bridge
sites, and both C atoms lie above a metallic atom.
In particular, the distribution along Z of the atoms of Gr above a Co-terminated surface (Figures 2.12d
and 2.13d) has a very narrow distribution centered at low Z values (between 1.9 and 2.1Å), with only a
small number of atoms located at more than 2.1Å from the surface (and up to 3.5Å), 25% of all C atoms
on Ir (1 1 1) and 13% on Ru (0 0 0 1).
In the case of Gr on Ru, most of the C atoms lie at a small distance from the substrate (between 2.1 and2.3Å). The others, which aremore than 25% in the case of Gr/Ru (0 0 0 1) and almost 50% for Gr/Ru/Ir (1 1 1),
lie at a larger distance, reaching up to 3.7Å on the former substrate (Figure 2.12c) and up to 3.9Å above
the latter (Figure 2.13c). The number of weakly interacting C atoms and the range of C atoms Z values for
Ru are larger than for Co, indicating a slightly weaker average interaction.
Finally, the distance of Gr from the Rh layer has a quite broad distribution which ranges from 2.1 to 3.7Å
for Ru (0 0 0 1) (Figure 2.12b), and from 2.1 to 3.9Å for Ir (1 1 1) (Figure 2.13b), thus suggesting a smoother
corrugation and a weaker interaction of Gr with Rh than with Co or Ru, but still stronger than with Ir.
The calculated distance between Gr and Ru (0 0 0 1) is in good agreement with the experimental value
found in literature44. This is also the case of the separation between Gr and intercalated Co on Ir (1 1 1),
which is in very good agreement with previous experiments on the same system45. Moreover, the Z value
of about 2Å found for the majority of atoms in both systems can be compared to the case of Gr above
Co (0 0 0 1), where Gr matches the lattice of the surface forming a (1 × 1) commensurate structure9,46 and
therefore all atoms lie at about 2Å from the underlying surface. Finally, the two interfaces where Gr
lies above an intercalated Rh layer have the same corrugation of Gr on Rh (1 1 1)9,47. The separation of
Gr from Ir (1 1 1) appears instead to be overestimated, being by more than 1Å larger than the reported
value10. This can be attributed to the presence of dispersive forces which are not included in the present
calculations23,48 and which are necessary to obtain a better quantitative prediction of the Gr/substrate
distance. Nevertheless, we can conclude that the trend reported in literature, with the average Gr-metal
distance increasing from the case of the close-packed surfaces of cobalt, to ruthenium, rhodium and ﬁnally
iridium9, is clearly observed also for our interfaces.
Theoretical results: C 1s Binding Energy calculation
DFT was also employed to calculate the core level BEs of all C atoms, however, such theoretical meth-
ods only provide the diﬀerences between the C 1푠 BEs for non equivalent atoms. Therefore, we ﬁrst had
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Figure 2.14: Theoretical results for Gr/metal/Ru (0 0 0 1) system. Top panels: the C 1푠 core level BE is represented for each C
atom (small dots) in the moiré cell using a colour scale. The larger, grey circles represent the underlying metallic atoms. Middle
panels: Distribution of C 1푠 BEs for all C atoms. Bottom panels: correlation between C 1푠 BE and separation of each atom from
the topmost metallic layer.













































Figure 2.15: Theoretical results for Gr/metal/Ir (1 1 1) system. Top panels: the C 1푠 core level BE is represented for each C atom
(small dots) in the moiré cell using a colour scale. The larger, grey circles represent the underlying metallic atoms. Middle panels:
Distribution of C 1푠 BEs for all C atoms. Bottom panels: correlation between C 1푠 BE and separation of each atom from the
topmost metallic layer.
to rigidly shift the energy scale to align its reference to that of the measured data. To this purpose, we
ﬁrst aligned the centre of the calculated BE distribution for the Ir (1 1 1) system to the actual experimental
data, and then shifted the BE scale for all systems by the same oﬀset. The Gr/Ir (1 1 1) interface was cho-
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sen because it displayed both the narrowest experimental spectrum and theoretical BE distribution, thus
minimizing the error in the calibration.
The distributions of the C 1푠 BE of each atom in each Gr supercell are reported in Figures 2.14 and 2.15.
A diﬀerent behaviour of the C 1푠 BEs distribution can be observed for diﬀerent chemical compositions of
the substrate’s topmost layer, regardless of its geometry. Gr lying above Ir has a very narrow distribution
of C 1푠 BEs, centred around 284.20 eV for the Gr/Ir (1 1 1) interface (Figure 2.15a), and between 284.25 and284.28 eV for Gr on Ir-terminated Ru (0 0 0 1) (Figure 2.14a). On the other hand, the distribution is much
wider for Gr sitting on Rh, Ru and Co (Figure 2.14b-d and 2.15b-d). Most of the computed C 1푠 BEs, in fact,
fall in the range between 284.50 and 285.35 eV and in some systems — such as Ru on Ir (1 1 1) (Figure 2.15c)
— can reach up to 285.5 eV. What diﬀers among these corrugated systems, however, is the shape of the
distribution, which is diﬀerent depending on the topmost metallic layer. Around 50% of the C atoms lying
above Rh have closely spaced C 1푠 BEs ranging between 284.5 and 284.7 eV, while the others are evenly
distributed at higher BEs. On the other hand, most atoms of Gr above Ru have a C 1푠 BE between 285.1
and 285.3 eV, while only around 13% of the atoms above Ru (0 0 0 1) and 25% of those above Ru-terminated
Ir (1 1 1) are concentrated at low BE. Finally, C atoms belonging to Gr lying above Co have a sharp peak
C 1푠 BE distribution centred at around 285.20 eV, with only around 15% of the C atoms having a 1s BE
lower than 284.7 eV.
As can be observed in the bottom graphs in Figure 2.14 and 2.15, there is usually a correlation between
the distance of each carbon atom from the underlying surface and its C 1푠 BE, with the latter decreasing
as the former increases. The situation is more complicated for the case of Gr on Rh (Figure 2.14b), where
some adjacent atoms, despite being at the same distance from the substrate (about 2.5Å), show a large
diﬀerence (up to 500meV) in the C 1푠 BE. In this case, in fact, the C 1푠 BE of each atom is related to the site
it occupies on the surface: in particular, the BE is maximum for atoms occupying on-top or bridge sites and
minimum for three-fold hollow sites. This particular behaviour has already been observed for epitaxial Gr
on Rh (1 1 1) and has been explained in terms of the hybridization of the 휋 states of Gr not only with the
d푧2 but also with the 푑푧푥 and 푑푧푦 bands of Rh49. This dependence of the BE on the site is not observed for
atoms either too close to the surface (around 2Å) or too far (above 3Å).
The similarity between the histograms representing the C 1푠 BE distribution and the measured XPS
spectra for each of the interfaces studied in this work underlines the accuracy and validity of the calcu-
lations. In order to further conﬁrm their agreement, we have compared the barycentre of each calculated
distribution with that of the corresponding experimental spectrum. To do this with the best possible accu-
racy, we calculated it for all the coverages up to a monolayer, and then used the value obtained through a
linear ﬁt. In most systems, the experimental values agree with the calculated ones, within an uncertainty
of 40 meV. The only cases where we found a slightly worse agreement were both interfaces obtained from
Rh intercalation and the one obtained by intercalating Ru at the Gr/Ir (1 1 1) interface. All these systems
were characterized by a higher disorder, suggesting that these experimental interfaces were in part diﬀer-
ent from those simulated in the calculations. In particular, in the ﬁrst two cases, the reason can be ascribed
to the fact that a small portion of Rh atoms were not completely intercalated but also formed clusters
above Gr, a behaviour previously observed for the low temperature Rh deposition on Gr/Ir (1 1 1)37 (see
supporting information).
Theoretical results: carbon – carbon separation
Figures 2.16 and 2.17 show the distribution of the averaged distance of each carbon atom from its three
nearest neighbours, as obtained by our DFT calculations. In the case of Gr supported on Ir, the nearest-
neighbour distance is the same for all carbon atoms: 1.45Å for the Gr/Ir/Ru (0 0 0 1) system (ﬁg. 2.16a) and1.42Å for Gr grown on bare Ir (1 1 1) (ﬁg. 2.17a). The latter value corresponds to the nearest-neighbour
distance of free-standing Gr, while the former is larger. This can be related to the fact that, when Gr is
grown on Ru (0 0 0 1), the interaction with the substrate stretches it until it forms a commensurate moiré
lattice, while in the case of Gr on Ir (1 1 1) the interaction with the substrate is not strong enough to
modify the geometry of Gr. This average interatomic distance of the carbon atoms is preserved upon
intercalation: were this not the case, it would require the breaking or a strong rippling of the Gr layer.
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Figure 2.16: Theoretical results for Gr/Ru (0 0 0 1) before and after intercalation. Above: geometric conﬁguration of the topmost
metallic atoms (large, grey dots) and of the Gr atoms (smaller, coloured dots) inside the moiré cell: the colour scale of the latter
indicates the average distance of each C atom from its three nearest neighbours. Middle: Distribution of C-C distances of all C
atoms. Below: correlation between C-C distance and separation of each atom from the topmost metallic layer.
















































Figure 2.17: Theoretical results for Gr/Ir (1 1 1) before and after intercalation. Above: geometric conﬁguration of the topmost
metallic atoms (large, grey dots) and of the Gr atoms (smaller, coloured dots) inside the moiré cell: the colour scale of the latter
indicates the average distance of each C atom from its three nearest neighbours. Middle: Distribution of C-C distances of all C
atoms. Below: correlation between C-C distance and separation of each atom from the topmost metallic layer.
For this reason, in all systems modelled on the geometry of Ru (0 0 0 1) the distribution of C-C distances
is shifted towards higher values with respect to that of the systems modelled on Ir (1 1 1). For systems
modelled on the geometry of Rh-terminated Ru (0 0 0 1) (ﬁg. 2.16b), the values of interatomic distance are
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uniformly distributed between 1.43 and 1.48Å; whereas for the Ru-terminated surface (ﬁg. 2.16c) this
distribution covers the range between 1.42 and 1.47Å, with a peak towards higher values; ﬁnally for Gr
above a Co-terminated Ru (0 0 0 1) (ﬁg. 2.16d) the distribution has a sharp peak around 1.46Å and a tail
stretching towards lower values reaching 1.41Å. For the systems modelled on the geometry of Ir (1 1 1),
instead, the interatomic distances of Gr on Rh have a uniform distribution ranging between 1.41 and 1.45Å
(ﬁg. 2.17b); their distribution above Ru ranges from 1.39 to 1.45Å with a small peak towards higher values
(ﬁg. 2.17c); ﬁnally, the distribution of interatomic distances of Gr above Co (ﬁg. 2.17d) has a sharp peak
around 1.43Å and a tail reaching 1.38Å. The shape of the distributions, therefore, mostly depends on the
chemical composition of the topmost layer, whereas the diﬀerent geometry of the two systems causes a
roughly rigid shift of the ranges.
By studying the behaviour of the C-C separation with respect to the position inside the moiré cell
(Figure 2.16 and 2.17, above) and to the separation between Gr and the substrate (ﬁg. 2.16 and 2.17, below),
it can be noticed that the distance is usually minimum on the edges of the hills, whereas it is larger in the
ﬂat areas both on top of them and at the bottom of the valleys. This is one of the parameters inﬂuenced
by geometry: since the moiré unit cell is preserved in the intercalation process, the average separation
between C atoms is larger (by around 0.02Å) in systems having the moiré unit cell of Gr/Ru (0 0 0 1) than
in systems having the moiré unit cell of Gr/Ir (1 1 1).
2.3.4 Discussion
It is clear from the comparison of the data obtained in the diﬀerent intercalation experiments that there
are major diﬀerences in the geometric and electronic properties of the Gr layer between systems with a
diﬀerent chemical species at the interface. For example, the intercalation of Ir on Gr/Ru (0 0 0 1) leads to
a very weakly interacting Gr layer, similar to the case of Gr/Ir (1 1 1), while the intercalation of the other
species on Gr/Ir (1 1 1) leads to stronger interaction with the substrate, resulting in a signiﬁcant buckling
of the Gr layer. On the other hand, substrates having the same chemical termination show very similar
properties regardless of the diﬀerence in the lattice parameter of the supporting substrate.
These results suggest that the key role in determining the strength of interaction is played by the
chemical composition of the substrate. Geometry, on the other hand, mainly determines the periodicity of
the moiré, which is preserved after intercalation. This is particularly obvious if we consider the case of Gr
interacting with Co: it is ﬂat and commensurate on Co (0 0 0 1)9, while it is buckled in the case of the Co
intercalation.
A further proof of the important eﬀects of the electronic structure and of the composition of the sub-
strate on its interaction with Gr comes from the correlation between the position of C atoms with respect
to the surface sites and their C 1푠 BE. As has been already mentioned, the BE — and therefore the inter-
action — is maximum for C atoms in on-top conﬁguration and minimum for those in hollow sites, even
among atoms located at the same distance from the substrate. This eﬀect demonstrates that the interaction
between Gr and metal surfaces depends on the hybridization between the 휋z orbitals of Gr and the d-band
of the substrate22.
In order to ﬁnd the relationship between the C 1푠 core levels and the chemical properties of the sup-
porting substrates we plotted (in Figure 2.18) the experimental and theoretical C 1푠 spectral barycentre
versus the calculated d-band centre of the topmost metallic layers. The positions of the d-band centre 퐸푑
with respect to the Fermi energy EF for the diﬀerent Gr-free metal surfaces has been calculated as
퐸푑 = ∫
퐸0
−∞ 푑퐸(퐸 − 퐸퐹 )pd(퐸)
Where pd(E) is the electronic density of states obtained by projecting the Kohn-Sham orbitals onto spher-
ical harmonics of type d centred on the metal atoms, and 퐸0 is a cut-oﬀ energy that was chosen to be 7 eV
above the Fermi energy.
Indeed, as ﬁrstly pointed out by Wang et al.14, and more recently extensively described by Toyoda et
al.23, d-band metals greatly inﬂuence the potential-energy surface of Gr on transition-metal surfaces and
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Figure 2.18: Theoretical (black squares) and experimental (red circles) values of the C 1푠 core-level BE distribution barycentre
of all C atoms in the moiré unit cell for each system studied in this work versus calculated d-band centre of the underlying clean
metal surface.
Besides the very good agreement between experimental (red markers) and theoretical (black markers)
values, we found a strong linear relationship between the C 1푠 spectral centre of mass and the calculated d-
band centres. This result can be interpreted as well in terms of Hammer and Nørskov’s model for molecular
chemisorption, which predicts a linear dependence of the molecular adsorption energy on transition metal
surfaces on their d-band centre22. According to this model, the linear relationship we found suggests that
the C 1푠 core level BE of Gr provides a quantitative estimate of its degree of interaction with the underlying
substrate. This oﬀers a further proof that core level spectroscopy can be considered a useful experimental
descriptor of the interaction strength of Gr with transition metal surfaces.
Conclusions
In this chapter, I have described a combined experimental and theoretical study on systems in which
Gr is supported on monocrystalline transition metal surfaces constrained to the periodicity of Ir (1 1 1) and
Ru (0 0 0 1), yet with a diﬀerent metallic species present at the interface below Gr. By measuring the core-
level shifts of the C 1푠 level of carbon atoms, we have shown that the main factor determining the strength
of interaction between Gr and its substrate is the chemical species of the topmost layer of the substrate.
In addition, these experiments have allowed us to shed light on themechanisms driving this interaction.
In fact, we have veriﬁed that the C 1푠 spectral barycentre has a linear relationship with the d-band centre
position. This relationship indicates that the coupling between Gr and the metal surface can be attributed
to the hybridization between those states and the bands of Gr.
This provides a powerful degree of freedom to tune the Gr-metal interaction, by choosing as a support
for Gr a metal surface having the optimal electronic structure. Furthermore, the intercalation procedure
allows to choose even metals where Gr cannot be grown directly using CVD, as we have shown that Gr
can be grown on any other surface and subsequently its interaction be modiﬁed by the intercalation of the
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chosen metal.
Finally, our measurements have allowed us to identify a reliable descriptor of the Gr-substrate inter-
action strength: in fact, we have shown that C 1푠 core-level spectroscopy can be employed as a reliable
tool to investigate the interaction of Gr with its substrate.
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Chapter 3
Adsorption of atoms and molecules on Gr
In the previous chapter, I have shown that the interaction of Gr with metal substrates can signiﬁcantly
modify its properties, which can potentially aﬀect most applications of Gr and must therefore be addressed
before it can be successfully adopted. However, there are several other species, beside metal surfaces, to
whom Gr could be exposed in its everyday use, and which are able to modify its properties when they
interact with it. In fact, as I have already pointed out in the Introduction, also the adsorption of gas
molecules on Gr can alter its band structure: for example, this is the case of gasses commonly found
in the atmosphere such as water, and the eﬀects of this interaction can have a negative impact on Gr-
based devices when operated in atmosphere1–3. An in-depth understanding of the mechanisms of the
adsorption of gasses on Gr is therefore needed in order to evaluate and address this issue. Furthermore,
this knowledge can be beneﬁcial to amuchwider public, as it is at the base of several promising applications
of Gr ranging from catalysis, where Gr could act either as a metal-free active phase4–6 or as a co-catalyst
in photocatalysis7,8, to gas sensing9. However, the understanding on the interactions between Gr and its
adsorbates is not yet complete, as there is still on-going debate on some key aspects10.
In particular, one of the main issues which are still open is the way in which the substrate below Gr
aﬀects its interactions with adsorbates. In fact, it has been shown by several experimental techniques that
the interaction of adsorbed molecules with Gr can vary signiﬁcantly when Gr is supported on diﬀerent
substrates, such as metals having a higher or lower reactivity, semiconductors or metal-oxides. For exam-
ple, temperature-programmed desorption experiments have shown that the adsorption energy of carbon
monoxide on Gr strongly interacting with a Ni (1 1 1) surface is remarkably larger than in the case of CO
on free-standing Gr11. Likewise, contact-angle measurements have shown a signiﬁcant diﬀerence in the
Gr-water interaction between oxide- (SiO2) and metal- (Cu) supported Gr leading to qualitative diﬀerences
in the wettability of Gr, which is hydrophilic in the former case, yet hydrophobic in the latter12. These
very remarkable results have lead to speculation that Gr might be even transparent to vdW forces, due to
the combined eﬀects of its extreme thinness and of the long range which characterizes this kind of inter-
action13. This has prompted a long-lasting debate which is still on-going10,14. On one hand, Raﬁee et al.15
from a study combining contact angle measurements with molecular dynamics simulations suggested that
Gr could be fully transparent to vdW interactions. On the other hand, Shih et al., on the basis of classical
theory of vdW interactions, reported that the transparency is only partial – i.e. a layer of Gr does reduce
the interaction with the underlying substrate, yet only to about 30% of its original value, and would then be
more appropriately described as translucent.16 Other studies have denied any eﬀect of the substrate on the
Gr-water interaction17. Up to now, no general consensus is found on this topic10, as further studies have
even recently lead to incompatible results, either upholding12,18,19 or rejecting20 this transparency. This
debate is of particular interest as chemically inert materials such as Gr, if proven transparent to electronic
transfer and interaction, could be very promising for the development of passivating ﬁlms allowing to em-
ploy electrocatalytically active materials in harsh environments while protecting them from corrosion21.
Another issue which is still hindering a full understanding on the interaction of Gr with atoms and
molecules is related to the accuracy of the theoretical calculations of the adsorption energy and conﬁg-
urations of the molecules. In fact, as already mentioned in the Introduction, an accurate calculation of
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the molecular adsorption energy on Gr requires a proper description of vdW interactions, and in par-
ticular dispersive forces22,23. Theoretical simulation methods such as Diﬀusion Monte Carlo (DMC) can
provide reliable estimations of the vdW interactions between molecules and Gr, yet they are not suitable
for large systems such as the moiré cells of Gr supported on metals due to their large computational cost24.
On the other hand, diﬀerent approaches have been developed to implement the description of dispersive
forces into DFT, which is more aﬀordable from the point of view of its computational cost. For example,
a reasonable agreement with experimental data can be obtained by a semi-empirical method25,26, while a
more recent implementation is based on a non-local correlation functional that approximately accounts for
dispersion interactions27–29. However, these diﬀerent implementations do not always lead to consistent
results, and in some cases the choice between them can be essential to obtain accurate results from theo-
retical calculations. For example, this can be observed by studying the interaction of water molecules with
Gr, as the use of potentials not implementing vdW interactions correctly can even predict that molecular
adsorption is thermodynamically hindered, in contrast to experimental results24,30. For this reason, an
extended set of experimental data is needed, to be able to perform a systematic benchmark of the diﬀerent
theoretical implementations of vdW forces and thereby identify the main issues aﬀecting those methods
and allow computational scientists to address them31,32.
In the research work I am describing in this Chapter, therefore, we have addressed these issues by char-
acterising the adsorption conﬁguration and energy of diﬀerent atomic or molecular adsorbates on Gr and
comparing the data to theoretical calculations. These experiments, moreover, represent a further step with
respect to the previous Chapter towards a more comprehensive description of the properties of Gr in a real
life environment. In order to deconvolute the diﬀerent aspects of molecular adsorption, these experiments
have been performed in a controlled manner, by studying the adsorption of a single substance at a time in
UHV environment. There are, in fact, many eﬀects which can contribute to make a correct experimental
determination of the molecular adsorption energy challenging. For example, the density and the type of
surface defects, such as mono- and di-vacancies, dislocations, disclinations and grain domain boundaries
can locally aﬀect the interaction strength33. Furthermore, on many Gr-substrate systems, multiple phases,
characterized by diﬀerent translational or rotational symmetry, can coexist, leading to a changeable degree
of interaction with the substrate in diﬀerent regions34. Finally, the superposition of the Gr unit cell to that
of the substrate can induce a moirè-driven buckling of Gr, leading to a variable Gr-substrate distance on
the nanometre scale35. This variable distance, besides aﬀecting the electronic structure of Gr, could signif-
icantly inﬂuence the vdW interaction, due to its long-range dependence on the distance of the adsorbates
from the substrate16: for example, it has been shown that hydrogen preferentially adsorbs on the convex
regions of buckled Gr/SiC (0 0 0 1)36.
All these factors can aﬀect the molecular adsorption properties on Gr on the local scale. This makes
their experimental study challenging as the adsorption energy is typically probed using space-averaging
experimental techniques such as Temperature Programmed Desorption (TPD). A powerful tool to address
this issue is to use the Temperature Programmed XPS (TP-XPS) experimental technique available at the
SuperESCA beamline, where photoemission spectra are acquired in real timewhile the sample temperature
is increased with a linear rate. The technique, which is an improvement of TPD, exploits the core-level
shifts induced by diﬀerent adsorption conﬁgurations to provide the ability to distinguish the desorption
rate and thereby the adsorption energy of non-equivalent adsorbates37. This technique was therefore
fundamental in our measurements to be able to appreciate the eﬀects of the Gr moirè and corrugation on
the adsorption energy of molecules, as will be shown later in this chapter.
Another important aspect aﬀecting the adsorption of molecules and atoms on Gr is the lateral inter-
action occurring between adsorbed molecules. The templating eﬀect of Gr, due to the nature of the moirè
structures, can even enhance the role of these intermolecular interactions, as the adsorption is preferred
in some regions of the corrugated unit cell, where the density of adsorbates can locally increase38.
To reduce and control the degrees of freedom aﬀecting the adsorption dynamics of molecules on Gr,
in order to understand and quantify their diﬀerent eﬀects on the adsorption of molecules on epitaxial Gr,
we have employed a strategy based on the comparison of the adsorption energy of molecules deposited in
diﬀerent concentrations on two diﬀerent interfaces, namely Gr/Ir (1 1 1) – where Gr is considered almost
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fully decoupled from this substrate, as shown in Chapter 2 – and Gr/Co/Ir (1 1 1). The great advantage
of our approach is that the intercalation of cobalt atoms below an extended Gr monolayer results in the
formation of a corrugated structure with regions of the carbon network close to (about 2.1Å) and far from
(about 3.2Å) the metal substrate, while preserving the orientation and the lattice mismatch of Gr with
respect to the substrate underneath and the resulting moirè, without signiﬁcantly aﬀecting the defects
density, as described in Chapter 2.3.
3.1 Carbon monoxide adsorption on supported Gr: substrate-induced
enhancement of the adsorption energy
The ﬁrst species we have chosen for our studies is carbon monoxide. In fact, thanks to its polar nature
and low reactivity, it is expected to interact with Gr exclusively through vdW forces, while the inter-
molecular interactions are expected to be weak as well, considering its very low sublimation point.
In addition, a few studies exist on a system similar to CO adsorption on Gr, namely on the adsorption
of this gas on the (0 0 0 1) surface of graphite. In particular, X-ray39 and low energy electron40 diﬀraction
studies and IR absorption experiments41 on this system indicate that CO can form diﬀerent commensurate
structures depending both on temperature and coverage, characterized by relatively large unit cells and
complex geometries. Theoretical calculations explain this complicated behaviour with the fact that the in-
teraction between CO molecules not only depends on dipole-dipole interactions, but also higher moments
(quadrupoles, octupoles) play an important role in this system40. Desorption of CO from graphite (0 0 0 1)
starts above 40 K, indicating that the molecules are physisorbed on this surface40.
Finally, the study of the role of the substrate on the adsorption energy of CO on Gr is of particular
interest following experimental11 and theoretical42 results showing that the adsorption energy of CO on
Gr strongly interacting with a Ni (1 1 1) surface is remarkably larger than in the case of CO on free-standing
Gr, which have suggested the application of this system as a promising metal-free catalyst43. However,
the reason for this behaviour is still not clear. For example, it has been proposed that carbon monoxide
forms dimers when adsorbed on Gr/Ni (1 1 1)42, but this has not yet been observed experimentally.
The aim of our experiment was therefore to understand and decouple the factors governing the ad-
sorption energy and conﬁguration of CO molecules on metal-supported Gr, by characterizing diﬀerent
coverages of CO adsorbed on Gr layers having a diﬀerent interaction with the underlying substrate.
3.1.1 Experimental details
As described above, we investigated and compared carbon monoxide adsorption on two diﬀerent sub-
strates. The ﬁrst system was Gr directly grown on Ir (1 1 1), prepared and characterized as indicated in
Chapter 2.1. The other was Gr on a cobalt-terminated Ir (1 1 1) surface, obtained by intercalation of a
single Co layer below Gr, following the procedure described in Chapter 2.3.1.
The sample was cooled using a liquid-helium ﬁlled cryostat: the temperature was measured using two
K-type thermocouples directly spot-welded to the crystal. We calibrated the temperature reading using
two methods: by ﬁtting the shape of the Fermi edge photoemission spectrum to the Fermi-Dirac function
– convoluted with a Gaussian taking into account the experimental contribution – and by measuring the
temperature of the desorption onset of Ar gas multilayers, which is known to start at 25 K44. The overall
temperature calibration is aﬀected by an error of ± 1K. Carbon monoxide gas was dosed onto the sample
from a leak valve at a constant pressure of 5 × 10−9 mbar, as obtained after correction for the base pressure
and gauge-speciﬁc sensitivity factor.
In order to measure the CO desorption energy, a TP-XPS experiment was then performed for each
CO exposure, by measuring in real time the C 1푠 photoemission spectrum during a linear temperature
ramp (2.5 K/min). This technique allows to probe variations in the adsorption sites, conﬁgurations and
adsorbate electronic properties as a function of the temperature and residual molecular coverage37. The
desorption energy was obtained from the coverage curves thus obtained, by ﬁtting the coverage curves
to the Arrhenius equation. Due to the strong correlation between the parameters of this ﬁt, the analysis
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required a particular care to correctly evaluate the uncertainty on the ﬁt parameters: the details of the
ﬁtting procedure are described below. It is important to underline that since there is no adsorption barrier
in physisorbed systems, the measured desorption energy can be directly compared with the calculated
adsorption energy45.
We investigated possible photon-beam induced desorption eﬀects bymoving the Ir crystal by a distance
larger than the photon beam size at the sample (vertical dimension 5  m) after dosing a full CO layer:
even though such an eﬀect could be detected (0.5 percent of ML undergoes photon-induced desorption
after 1000 s x-ray exposure), it was only relevant on a time scale which was much larger than our data
acquisition time per spectrum, which was about 20 seconds. Therefore, all photoemission spectra of CO
were measured while moving the crystal in steps of 30  m perpendicularly to the beam every 30 s.
Analysis of CO desorption curves
In order to obtain the desorption energy of CO from Gr, we performed a ﬁt of our desorption curves
based on the Arrhenius equation:
−푑휃푑푡 = 휈휃푁 푒−퐸퐷퐸푆/푘퐵푇
where 휃 is the coverage, t is the time, 휈 is the pre-exponential factor or desorption attempt frequency, N
is the order of the desorption process, 퐸퐷퐸푆 is the desorption energy and 푘퐵 is the Boltzmann constant.













푑푇 ′ is the reciprocal of the heating rate, which in our case was
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The ﬁt was performed with 휈 and 퐸퐷퐸푆 as free ﬁt parameters. Being these two parameters strongly
correlated, in order to obtain a good estimate of their error bar we evaluated the presence of well-localized
conﬁdence regions for the ﬁt in the space of these two parameters. In particular, we evaluated the normal-
ized value of the ﬁt’s χ2 in the space spanned by the parameters 휈 and 퐸퐷퐸푆 , while relaxing the other ﬁt
parameters one at a time. The conﬁdence region was chosen as the one where the normalized chi square
value is within 5% from its minimum value: χ2/χ2푀퐼푁 ≤ 1.05.
3.1.2 Experimental results
Characterisation of carbon monoxide adsorption on Gr/Ir (1 1 1)
Figure 3.1a shows the time evolution of C 1푠 core level spectra during the uptake of CO on Gr/Ir (1 1 1)
at 38 K. We chose this deposition temperature as it is the highest at which CO can adsorb, in order to
ensure that the molecules have some mobility to diﬀuse to their equilibrium adsorption conﬁguration, and
high enough to avoid a multilayer formation, which takes place below 30 K.
At the beginning of the uptake, the spectrum (shown in Figure 3.1c, below) shows a single component
with a FWHM of 850meV, centred at a BE value of 289.9 eV.
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Figure 3.1: CO uptake on Gr/Ir (1 1 1) (Ă휈 = 325 eV). a: Time resolved sequence of C 1푠 spectra acquired during exposure to
푝 = 10−9 mbar CO at T=38 K. The C 1푠 Binding Energy evolution of the diﬀerent components is plotted as a function of the CO
exposure. b: Evolution of CO coverage as a function of CO exposure (the photoemission intensity is in grey scale). c: Selected
spectra of the uptake corresponding to a coverage of 0.08 ML (bottom) and to saturation, 0.3 ML (top). d: C 1푠 spectrum of GR as
synthesized (below) and after adsorption of CO, for diﬀerent coverages.
The C 1푠 photoemission intensity increases linearly with CO exposure, and then stops suddenly, show-
ing that a saturation coverage has been reached for a coverage of about 0.3ML (Fig. 3.1b). Throughout
the uptake, the C 1푠 BE progressively shifts towards lower values by about 200meV, reaching a value of
289.7 eV at saturation (Figure 3.1c, above).
The C 1푠 photoemission peak of about 0.3ML CO/Gr/Ir (1 1 1) is shown in Figure 3.2a: it has a slightly
asymmetric lineshape, which does not change appreciably with coverage. The reason for this asymmetry
can be found in ﬁnal-state vibrational excitation eﬀects46,47. Indeed, vibrational splitting has been observed
for CO in gas-phase48–50 and adsorbed on metal surfaces47,51–53. If we consider the harmonic approxima-
tion of the molecular potential, the vibrational spectrum can be described by discrete levels separated by
integer multiples of a vibrational quantum ~휔푉 퐼퐵. This corresponds to the vibrational quantum of the
excited molecular ion CO+∗ – i.e. characterized by a core hole in the C 1푠 level –, which in gas phase
CO has been determined to be about 300meV48–50. As happens for the vibrational modes of the neutral
molecules, the quantum of these vibrations is reduced when CO is adsorbed on transition metal surfaces,
with a C 1푠 vibrational splitting ranging from 210meV in the case of Co (0 0 0 1)52 to 235 meV in the case
of Rh (1 1 1) (for CO sitting in on-top sites, on both surfaces)53. This reﬂects a weakening of the molecular
bond strength due to the molecular orbitals being hybridized with the substrate and is a ﬁngerprint of
chemisorption47,51–53.
In order to describe the vibrationally resolved lineshape, a set of DS peaks was used (as shown in
Figure 3.2a), each having the same lineshape, separated from the next one by an energy diﬀerence Ă휈푉 퐼퐵
and having a relative intensity with respect to the adiabatic component equal to the Frank-Condon factor
퐹퐶푁 . Beside the adiabatic peak, two vibrational replicas could be resolved and were included in the de-
scription. The ﬁt was performed in subsequent iterations, by relaxing the parameters one at a time until
















































































Figure 3.2: Vibrationally resolved high-resolution C 1푠 on Gr/Ir (1 1 1) (Ă휈 = 325 eV). a: Deconvoluted vibrational components
in the photoemission spectrum: component 0 corresponds to the adiabatic peak; the higher vibrational ﬁnal states are progres-
sively numbered. b: The dependence of the ﬁt χ2 value on two ﬁt parameters – vibrational frequency of the ﬁnal state of the
photoemission process and Franck-Condon factor of the ﬁrst excited state – is shown in color scale.
they converged. During the ﬁt, a correlation was observed between the Ă휈푉 퐼퐵 and 퐹퐶푁 parameters: in
order to accurately estimate the uncertainty on these parameters, we evaluated the normalized value of
the ﬁt’s χ2 in the space spanned by the parameters Ă휈푉 퐼퐵 and 퐹퐶1, using an analogous procedure to the
one described in Section 3.1.1 The conﬁdence region obtained from this ﬁt is shown in ﬁgure 3.2b. The χ2
displays a single, well deﬁned minimum. The Franck-Condon coeﬃcients found for the ﬁrst two replicas
were 0.55± 0.5 and 0.13± 0.05, respectively. The vibrational frequency of the core-excited molecular state
is 320 ± 25meV. This value, which is close to the values reported for CO in gas phase, i.e. 300meV,49 is a
ﬁrst indication of the weak interaction between CO and Gr.
The lineshape parameters which best ﬁt the data correspond to a Lorentzian FWHM 퐿 of 285meV, an
asymmetry parameter 훼 of 0, and a Gaussian FWHM 퐺 of 340meV
To investigate the orientation of the CO adsorbates, we evaluated the linear dichroism in the NEXAFS
absorption spectrum at the O K-edge. Fig. 3.3a shows the NEXAFS spectrum of CO/Gr/Ir (1 1 1). The ab-
sorption spectrum shows a sharp feature at 533.5 ± 0.1 eV. This feature is attributed to the O 1푠 → CO 휋 ∗
transition54; this is a dipole transition which is only allowed when the polarization of the impinging radia-
tion has a component perpendicular to themolecular axis55. It is clear already from a qualitative inspection
of the spectra that this feature is not suppressed for either incidence angle; this indicates that the molecule
is not standing upright on the surface. It is interesting to observe that the ﬂat adsorption geometry was
found also in the case of CO on graphite (0 0 0 1).39–41
At saturation coverage, we observed that the adsorbed CO generates a LEED pattern, which is shown
in Figure 3.3b. This LEED pattern corresponds to a (
√3×√3)R30° structure, analogous to the one reported in
literature for CO/graphite (0 0 0 1)40. However, the background in this pattern is stronger when compared
to that of clean Gr, suggesting that the adsorbed layer is characterized by a higher degree of disorder.
These extra diﬀraction spots also show additional second order spots, due to the superposition of the
lattice formed by the CO molecules to the moiré supercell of Gr.
Actually, the theoretically predicted structure (see Theoretical Results) is more complex, as the calcu-
lated structure has the molecules’ positions ﬁxed on a (
√3 × √3)R30° lattice, yet their orientation does not
show long-range ordering. This can actually explain the fact that even though the diﬀraction spots from















Figure 3.3: a: NEXAFS of 0.08 ML CO/Gr/Ir (1 1 1) measured in Auger yield at the O K-edge at normal incidence (i.e. incidence
angle 0°) and at 70° incidence angle (grazing incidence). b: LEED pattern of a saturated layer of CO/Gr/Ir (1 1 1) (퐸 = 76 eV).
this structure are visible in LEED, they are faint while the background is relatively strong, indicating a
high degree of disorder inside the system. This is a similar case to what occurs for CO/graphite (0 0 0 1),
where an orientational disorder of the adsorbed molecules was observed in several studies40,41.
Finally, another interesting result comes from the analysis of the C 1푠 binding energy of Gr before and
after CO adsorption. In fact, the lineshape and BE of the C 1푠 core level peak of Gr are not modiﬁed by the
CO adsorption within our experimental accuracy (20meV, as shown in Figure 3.1d). This indicates that the
interaction with CO does not induce a signiﬁcant charge transfer into Gr, whose doping remains instead
entirely determined by the interaction with the Ir (1 1 1) substrate.
Carbon monoxide desorption from Gr/Ir (1 1 1)
TP-XPS measurements were taken for diﬀerent exposures of CO on Gr/Ir (1 1 1). Fig. 3.4a shows a
selected TP-XPS experiment, corresponding to an initial CO coverage of 휃푖 = 0.14ML: the C 1푠 photoe-
mission intensity is plotted in grey scale, as a function of the annealing temperature. The evolution of
coverage as a function of temperature during this experiment is shown in Fig. 3.4b.
As reported in Section 3.1.1, the free parameters in the ﬁt were the desorption attempt frequency 휈
and the desorption energy 퐸푑푒푠 . To evaluate the correlation between them, the analysis was performed by
using the procedure described in Section 3.1.1. The results of this analysis of the parameter space, for a
selected system (corresponding to 0.11ML CO/Gr/Ir (1 1 1)), are shown as an example in Figure 3.5a. In
this system, the parameters 휈 and 퐸퐷퐸푆 show a very strong anti-correlation: this is clearly visible from
the shape of the conﬁdence region, which has a highly eccentric elliptic shape, whose width is almost
negligible with respect to its length. This demonstrates the need for a precise evaluation of the correlation
between the parameters, to properly estimate the error bar associated to our ﬁt results.
During our analysis, we veriﬁed that the order of the process is 푁 = 1: this means that the desorption
probability depends linearly from the coverage, and indicates that the desorption process does not involve
any reaction between adsorbates45. However, if we compare the desorption curves measured for diﬀerent
exposure of CO (Fig. 3.4c), it is evident that the temperature at which desorption takes place is not the
same, but clearly moves towards higher temperatures for increasing coverage. This cannot be described
by a simple ﬁrst order process, unless we assume that the desorption energy is dependent on coverage.
The analysis of all curves starting from diﬀerent initial coverages yielded a 휈 parameter of 1017±3 s−1;






































Figure 3.4: TP-XPSC 1푠 core level spectrameasured during thermal desorption of CO fromGr/Ir (1 1 1) (Ă휈 = 325 eV). a: Evolution
of CO C 1푠 spectra acquired during a linear temperature ramp, and b: CO coverage curve evolution as a function of temperature
(initial CO coverage is 0.14ML). c: Comparison of CO desorption curves for diﬀerent CO initial coverages.
휃퐢(퐌퐋) 퐄퐝퐞퐬 (meV)
0.03 146 ± 25
0.05 149 ± 25
0.11 157 ± 20
0.23 162 ± 25
Table 3.1: Desorption energy 퐸푑푒푠 obtained from the ﬁt of the desorption curves of CO from Gr/Ir (1 1 1) for diﬀerent initial CO
coverage 휃푖 .
however, the desorption energies were diﬀerent depending on coverage and are reported in Table 3.1.
While the uncertainty associated to each of the parameters is relatively large, about 25meV for the des-
orption energy and more than 2 orders of magnitude for 휈 , this error is over-estimated since it encloses a
much wider area of the parameter space than the conﬁdence region alone. In fact, as shown in Figure 3.5b,
the conﬁdence regions (i.e. those where χ2/χ2푀퐼푁 ≤ 1.05) clearly don’t overlap, even though the error bars of
the single parameters do. Moreover, it can be noted that the shape and sizes of the diﬀerent regions are
very similar, yet they appear to be shifted along the 퐸퐷퐸푆 coordinate. This allows us to calculate diﬀerences
in the parameters’ values between diﬀerent desorption experiments with a signiﬁcantly higher accuracy
than we have for their absolute values, down to about 5meV: this value has been calculated from the
distance between the conﬁdence regions along the 퐸퐷퐸푆 axis of the graph, for diﬀerent values of 휈 within
its error bar. This allows us to conclude that the desorption energy displays a signiﬁcant dependence on
coverage.
The value obtained for 휈 is relatively high, as values typically used to ﬁt the desorption curves are
usually centred around 1013 s−1. However, it has been shown that this value can vary by several orders of
magnitude depending on the system, especially when the surface is not a metal - as is the case of Gr56.



















































































































Figure 3.5: Conﬁdence regions of the ﬁt of the desorption curves. a: Dependence of the ﬁt normalized χ2 value of the desorption
curve of 0.11ML CO/Gr/Ir from two ﬁt parameters: desorption energy 퐸퐷퐸푆 and attempt frequency 휈 . b: Conﬁdence regions
χ
2/χ2푀퐼푁 ≤ 1.05 for CO desorption from Gr/Ir, for diﬀerent initial coverage. c: Conﬁdence regions χ2/χ2푀퐼푁 ≤ 1.05 for the desorption
curve of 0.14ML CO from Gr/Ir and Gr/1ML Co/Ir.
CO, besides, is characterized by a relatively high 휈 (around 1014 to 1016 s−1) when adsorbed on diﬀerent
metal surfaces57.
The value found for the adsorption energy, which is about 150meV, is a clear indication that CO is
very weekly interacting with the substrate. The adsorption energy increases with coverage by at least
20meV, from the lowest coverage investigated (corresponding to 0.03ML) to saturation (0.3ML). This is
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a ﬁngerprint of the existence of an attractive interaction between the molecules, its average intensity per
molecule being at least 20meV at saturation, which corresponds to more than 10% of the adsorption energy
of isolated molecules.























































Figure 3.6: C 1푠 photoemission spectra during the uptake of CO on Gr/Co/Ir (1 1 1) (Ă휈 = 325 eV). a: Time-lapsed sequence
acquired during exposure to p=5 × 10−9 mbar CO at T=41 K. The C 1푠 Binding Energy evolution is plotted as a function of the
CO exposure. b: Evolution of CO coverage as a function of CO exposure. c: Selected spectra of the uptake corresponding to a
coverage of 0.08ML (below) and to saturation (0.25ML, above).
The sequence of C 1푠 spectra acquired during the uptake of CO at T=38 K on Gr/Co/Ir (1 1 1) is shown in
Figure 3.6a. Selected spectra are shown in Fig. 3.6c. At low coverage (Fig. 3.6c, below), a single component
(V – red) is visible, which has an asymmetric shape due to the vibrational ﬁnal state eﬀects, as was the
case for CO/Gr/Ir. Also in this case, the asymmetry can be described by taking into account vibrational
ﬁnal-state eﬀects, using the vibrational frequency already found for CO/Gr/Ir (1 1 1) (320 ± 25meV). The
lineshape which best ﬁts the low coverage data has a Lorentzian FWHM 퐿 = 310 ± 20meV and a Gaussian
FWHM 퐺 = 240 ± 20meV, not signiﬁcantly diﬀerent from the Gr/Ir case; the Franck-Condon factors for
the higher energy ﬁnal states are 0.55 and 0.13, respectively.
As shown in Figure 3.6b, the coverage increases linearly with exposure. However, when the coverage
becomes higher than 0.15 ML, the photoemission spectra can no longer be ﬁtted with just a single com-
ponent, but a second one (H – green) has to be included at lower BE. At this point, component V remains
constant in intensity, while component H increases, so that the total coverage always increases with the
same rate. The adsorption process ended at saturation for a coverage corresponding to slightly less than
0.3 ML, as was the case for CO/Gr/Ir (1 1 1).
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The C 1푠 spectrum of a saturated CO monolayer is shown in Figure 3.6c (above). Component V has
the same lineshape as in the low coverage spectrum. Component H can be ﬁtted with the same vibrational
quantum and Franck-Condon factor as component V, however the lineshape is characterized by a larger
Gaussian broadening 퐺 = 0.76 ± 0.12meV, indicating a higher degree of disorder in the system. The BE
of the V component in the C 1푠 spectrum of CO at saturation coverage is 290.47 eV, which is signiﬁcantly
larger than for CO/Gr/Ir (1 1 1) (289.74 eV), by about 730meV. The BE of component H is 290.12 eV, lower
than V by about 350meV. Still, both components V and H lie at a higher BE than those of CO/Gr/Ir (1 1 1).
This C 1푠 BE shift is actually similar to that of the C 1푠 core level of Gr, which displays two photoemission
components when it is supported on Co/Ir (1 1 1), both at higher BE with respect to Gr/Ir (1 1 1). At satu-
ration, the photoemission intensity of component V is about 1.56 times that of component H, with the H















Figure 3.7: a: NEXAFS of 0.3 ML CO/Gr/Co/Ir (1 1 1) measured in Auger yield at the O K-edge at normal and grazing incidence.
b: LEED pattern of a saturated layer of CO/Gr/Co/Ir (1 1 1) (퐸 = 76 eV).
The NEXAFS spectrum of CO/Gr/Co/Ir (1 1 1) at the O K-edge (Fig. 3.7a) shows a sharp feature at533.5 ± 0.1 eV, the same energy as for CO/Gr/Ir (1 1 1). This indicates that the diﬀerence in the C 1푠 core
level BE is due to a diﬀerent degree of charge transfer between the molecule and the substrate, while
the electronic structure of the molecule is not perturbed, as is expected for physisorbed molecules. The
dichroism in the O K-edge NEXAFS of CO/Gr/Co/Ir (1 1 1) shows a similar intensity at normal and grazing
incidence, which shows that, also in this system, the molecules are not perpendicular to the surface.
The LEED pattern of a saturated monolayer (Fig. 3.7b) shows the same (
√3 × √3)R30° structure as
CO/Gr/Ir (1 1 1), thus indicating that the formation of long-range ordered structure is not inﬂuenced by
the modiﬁed chemical composition of the interface. In this case, however, the additional spots of CO have
a larger FWHM than for CO/Gr/Ir (1 1 1) and do not display any 2nd order spots around them; this could
indicate that in this system the ordering of the CO molecules only occurs on a relatively short range, not
larger than a few moiré cells of Gr.
Carbon monoxide desorption from Gr/Cobalt/Ir (1 1 1)
Also for the Gr/Co/Ir (1 1 1) interface, TP-XPS measurements were taken for diﬀerent initial coverages
of CO. Fig. 3.8a shows a selected TP-XPS experiment, corresponding to a dose of 0.23ML CO: the pho-
toemission intensity is plotted in grey scale, as a function of the sample temperature. In this case, at the
beginning of the temperature ramp, both the V and H photoemission components are present. The evo-




























































Figure 3.8: TP-XPS C 1푠 core level spectra measured during thermal desorption of CO from Gr/Co/Ir (1 1 1) (Ă휈 = 325 eV). a:
Evolution of CO C 1푠 spectra acquired during a linear temperature ramp (the photoemission intensity is in colour scale), and b:
temperature behaviour of both photoemission components for a saturated CO layer as a function of temperature. c: Evolution
of the V component for diﬀerent CO initial coverages. d: Comparison of coverage curves for desorption from Gr/Ir (1 1 1) and
Gr/Co/Ir (1 1 1)
lution of coverage of both components as a function of temperature during this experiment is shown in
Fig. 3.8b. It is evident that the desorption dynamics as a function of temperature for the V and H com-
ponents are quite diﬀerent. The desorption of component H starts ﬁrst, just above 40 K; however, this
process is slow and this component only vanishes completely just below 50 K. The very wide temperature
range over which component H desorbs cannot be described by parameters similar to those of component
V. A factor that can account for the broad temperature range of the desorption process is a signiﬁcant,
decreasing dependence of the adsorption energy on coverage, which is the opposite behavior as observed
for component V.
On the other hand, the V component follows a ﬁrst order desorption process, starting at 48 K, when
component H has almost completely disappeared. Also in this case, the desorption onset moves towards
higher temperature for higher CO coverage (see Fig. 3.8c). Compared to the desorption from Gr/Ir, the
temperature at which the desorption process occurs for component V is signiﬁcantly higher, by about 8 K,
as can be seen in Fig. 3.8d.
The ﬁt of the desorption curves of component V yields a pre-exponential factor 휈 = 1017±2 s−1, the same
which was found for CO/Gr/Ir, yet the adsorption energy in this system is higher, as reported in Table 3.2.
The comparison of the conﬁdence regions in the parameter space between the CO/Gr/Ir and CO/Gr/Co
systems, calculated with the procedure described in Section 3.1.1, is reported in Figure 3.5c.
This comparison shows that the adsorption energy of CO on Gr, at least up to a coverage of 0.15ML,
is increased by about 35meV for the case of Gr on the Co-terminated Ir (1 1 1) surface. This substrate-
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휃퐢(퐌퐋) 퐄퐃퐄퐒 (meV) ̀퐄퐃퐄퐒 (meV)
CO/Gr/Ir CO/Gr/Co CO/Gr/Co - CO/Gr/Ir0.04 ± 0.01 146 ± 25 180 ± 20 34 ± 50.13 ± 0.02 157 ± 20 190 ± 20 33 ± 5
Table 3.2: CO desorption energy 퐸푑푒푠 , as obtained from the ﬁt of the desorption curves of CO fromGr/Ir (1 1 1) and Gr/Co/Ir (1 1 1),
for selected initial CO coverage 휃푖 (for the case of CO on Gr/Co/Ir (1 1 1), only component V was present at these coverage values).
The absolute values and the diﬀerences between the two systems are reported.
induced increase in adsorption energy accounts for 20% of the total adsorption energy of CO in this system,
therefore demonstrating that the substrate belowGr plays an important role in determining the interaction
strength of Gr with CO molecules. The diﬀerent behaviour which is observed at higher coverages in this
system could be instead attributed to the very diﬀerent geometry (diﬀerent Gr corrugation) between Gr
on Co/Ir (1 1 1) and on Ir (1 1 1), as will be discussed in the next sections.
3.1.3 Theoretical results
In order to shed light on the experimental results, we have collaborated with the group headed by
Eduardo Hernandez from CSIC, in Madrid, to perform theoretical calculations on a series of structural
models of CO adsorbed on Gr/Ir(111) and Gr/Co/Ir(111).
The aim of these calculations was ﬁrst of all to identify the most stable adsorption conﬁgurations for
CO molecules on Gr, and to compare them with our experimental results (mainly LEED and NEXAFS).
In addition, we wanted to fully decouple the diﬀerent contributions to the adsorption energy of CO on
Gr, namely the eﬀect of vdW interactions with free-standing Gr, the role of the substrate, and the lateral
interactions between molecules.
As explained above, particularly important for these calculations was the implementation of vdW
forces. To this aim, exchange-correlation eﬀects were incorporated with the revPBE generalized-gradient
functional58,59 and the vdW-DF functional developed by Langreth et al. was used.27–29
Gr on Ir(111) and on Co/Ir(111)
As the calculations described in Chapter 2.3.3 did not implement vdW forces, the ﬁrst step in our theo-
retical calculations was to relax the Gr/Ir (1 1 1) and Gr/Co/Ir (1 1 1) to also include these interactions. The
relaxation of the structure in the absence of any adsorbate results in a conﬁguration that is characterized
by an average separation between the Gr layer and the Ir top-most layer of 3.8Å, somewhat larger than the
interlayer separation in graphite (3.35Å), and the reported average height determined by X-ray standing
wave experiments reported by Busse et al.26 of 3.38 ± 0.04Å. The Gr layer is observed to have a corruga-
tion that ranges from a minimum separation of 3.7Å to a maximum of 4.0Å. As can be seen in Figure 3.9b,
the highest separation occurs around a Gr hexagonal ring centered on top of a substrate Ir atom; in what
follows we will refer to this region as the “hill” region. In contrast, the minimum separation occurs for a
C atom located directly above an Ir one, in a region denoted as the “valley” region. Within the (10 × 10) Gr
supercell there is one hill and one valley region (Figure 3.9a). Our relaxed structure is in good agreement
with the observed moirè pattern characteristic of this system.
From our calculations we can obtain an average interaction between the Gr layer and the Ir substrate of48meV/C atom; this is in good agreement with the result obtained by Busse et al. using the semi-empirical
vdW-DF method26.
We also studied the Gr structure when a layer of Co atoms is added on top of the Ir slab, to simulate
the experimentally produced Gr/Co/Ir(111) interface, which is shown in Figure 3.12. In agreement with
the ﬁndings described in Chapter 2.3, our new calculations (which also include vdW forces) show that
the the moiré-driven corrugation is largely increased with respect to the Gr/Ir(111) case. The C to sub-
strate distance amounts to 3.68Å and 2.03Å in the hills (H) and valley (V) conﬁgurations, respectively (see
Fig. 3.12b). The Gr monolayer is more strongly bound to the substrate when Co is present; we calculate
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an average Gr-substrate interaction of 73meV/C atom, which is signiﬁcantly larger than the one found for
the pure Ir(111) substrate.






Figure 3.9: a: Top and b: side views of the of the most stable CO adsorption conﬁguration as found in our DFT calculations. Grey
atoms represent the Ir(111) substrate; carbon atoms are displayed in red, and the oxygen atom is shown in blue. Valley (V) and
hill (H) regions are indicated. c: Local conﬁguration of the molecule with the O atom sitting above the centre of a Gr hexagon
and the C atom located in a bridge site.
We then proceeded to calculate the adsorption conﬁguration of isolated COmolecules on the substrate:
in particular, in order to ﬁnd the most stable adsorption conﬁguration, we have considered and relaxed
more than twenty initial conﬁgurations of the adsorbate, distributed over the (10 × 10) Gr supercell. Due
to the corrugation of the Gr layer on the Ir substrate, there are small variations of the adsorption energy
of CO in the hill and valley regions. In fact, we ﬁnd that adsorption tends to be slightly stronger in the
valley region, with an average adsorption energy of 190 meV, while in the hill region this reduces to 185
meV; even if small, this diﬀerence is systematic. Consequently, the most stable conﬁguration occurs in the
valley region, and is illustrated in Figure 3.9: the CO molecule lies approximately ﬂat on the surface, with
the oxygen atom located above the centre of a Gr hexagon, while the carbon atom is located over a bridge
site of the Gr honeycomb. The center of the CO molecule is at a distance of 3.3Å above the Gr layer. The
adsorption energy we obtain for this conﬁguration is 194meV.
We also studied initial conﬁgurations in which the adsorbate was placed with its axis perpendicular to
the surface, with either the oxygen or carbon atom pointing towards the surface: these initial conﬁgura-
tions also resulted in stable relaxed structures retaining the verticality of the adsorbate, but they were less
strongly bound to the substrate, typically by 40meV.
In all the absorbed conﬁgurations, the CO bond distance is 1.145Å, essentially unchanged from the gas-
phase value, obtained by performing a calculation for the isolated COmolecule in the same simulation box,
without the substrate. This is in agreement with the fact that the vibrational levels, as observed in the C 1푠
photoemission spectra described above, are not signiﬁcantly diﬀerent from the gas phase case.
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Carbon monoxide on Gr/Ir(111): high coverage conﬁgurations
Up to this point, we have considered the adsorption of single CO molecules, but as our experimental
measurements show a signiﬁcant dependence of the adsorption energy from the CO coverage, we have
also investigated higher CO coverages.
Figure 3.10: CO clusters adsorbed on Gr/Ir(111). Adsorption geometries and energetics of the CO clusters have been probed at
diﬀerent vaues of CO coverage θ.
To explore this issue, we have performed relaxation calculations on clusters of COmolecules of various
sizes adsorbed on Gr/Ir (1 1 1). Speciﬁcally, we have considered clusters of 2, 5, 7 and 19 CO molecules.
We ﬁnd that indeed the adsorption energy increases with coverage. In Figure 3.10 we show the relaxed
conﬁguration for diﬀerent clusters, corresponding to CO coverages ranging from 0.02 to 0.19ML. The




3)R30° periodicity with respect to the Gr
unit cell, by respecting the periodicity observed in LEED.
In Figure 3.11, we plot the adsorption energy as a function of coverage, as obtained from our calcu-
lations. As can be seen, the adsorption energy increases with coverage from the single adsorbate limit
(194 meV) to 240 meV at the highest coverage considered here. The increase with coverage is initially
rapid, although it shows a tendency towards reaching a limiting value in the range of highest coverage
we were able to consider here. Our calculated adsorption energies are higher than those obtained from
the ﬁtting of experimental data, and also their predicted coverage dependence is more pronounced than
observed in the experiments, but nevertheless the trends are correctly reproduced.
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Figure 3.12: a: Top and b: side view of the minimum energy CO adsorption conﬁgurations on the hill (H) and valley (V) of the
Gr moirè unit cell on Co/Ir (1 1 1). c: Histrogram of the C-surface distance for the Gr/Co/Ir (1 1 1) interface.
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Carbon monoxide on Gr/Co/Ir(111)
Also for the Gr/Co/Ir(111) substrate, DFT was used to calculate the adsorption conﬁguration and en-
ergy of COmolecules. As shown in Figure 3.12a, the preferred adsorption conﬁguration is almost unaltered
compared to the adsorption on Gr/Ir (1 1 1), with the CO molecular axis parallel to the surface, in a valley
region, with a CO adsorption energy of 203meV. This value is higher by about 10meV with respect to
that on Gr/Ir(111). On the other hand, the adsorption energy in the hills region is 169meV, about 35meV
lower. This diﬀerence is clearly larger than the one between the hills and valleys of Gr/Ir(111), which was
only about 5meV. However it is interesting to note that the CO to Gr distance for the isolated molecules
best adsorption conﬁgurations in the hills and in the valleys is almost the same and similar to the case of
adsorption on Gr/Ir(111), being 3.46Å (H) and 3.35Å (V), as shown in Figure 3.12b.
3.1.4 Discussion
The theoretically calculated models show that the preferred adsorption site for single CO molecules is
in the valleys of the Gr supercell, while the hills are only populated at high coverage. In this respect, the
presence of two C 1푠 photoemission components which have been observed during CO uptake on Gr/Co/Ir
(Figure 3.6) can be attributed to molecules adsorbed in the valley (V component) and hills (H component)
of the corrugation: the V component increases ﬁrst, until it saturates, and only then the H component is
populated. Furthermore, the higher C 1푠 BE of the V component with respect to the H component reﬂects
the higher C 1푠 BE of the Gr atoms closest to the surface in Gr/Co/Ir(111), as described in Chapter 2. The
presence of two distinct photoemission components, in fact, has been observed also for the case of noble
gas atoms adsorbed on corrugated Gr60,61, as will be shown also in Section 3.2, and has been explained as
due to the diﬀerence between the work function of Gr in the hills and valleys60. This similarly explains
the overall higher C 1푠 BE of CO in the former system, where the C 1푠 BE of Gr is higher by more than500meV than in Gr/Ir(111). This diﬀerence is comparable to the one observed between the 2p3/2 core level
BE of Ar adsorbed on weakly interacting Gr/Pt and on corrugated Gr/Ru, as reported in literature61 and
as will be discussed later on, in Chapter 3.2.
It is also interesting to note that if we take as a threshold the value of 2.2Å (maximum height of the C
atoms in the ﬂat region of the Gr layer on Co/Ir(111) interface), 61% of the Gr unit cell is in the ﬂat region
(the threshold is indicated in Figure 3.12c). This nicely compares with the populations of the COmolecules
in the valleys as found by quantitative analysis for the CO saturated layer on Gr/Co/Ir(111) (see Fig. 3.6b).
Although theGr layer displays valley and hill regionswhen deposited on both the Ir(111) andCo/Ir(111)
substrates, it is obvious from Figures 3.9 and 3.12 that the level of Gr-corrugation is signiﬁcantly larger
in the latter case. This fact is reﬂected in the diﬀerence in adsorption energy values between valley and
hill regions on both substrates: while the adsorption energy diﬀerence between the most stable valley and
hill CO adsorption conﬁgurations on Gr/Ir(111) is only 5meV, the same diﬀerence on the Gr/Co/Ir(111)
substrate is 35meV, i.e. seven times larger. This is consistent with the fact that only one component is
observed in the C 1푠 core level spectra during uptake and desorption of CO on Gr/Ir(111) (Figure 3.1), even
at high coverage, while two are observed in the case of CO on Gr/Co/Ir(111), once coverage is suﬃciently
high to ﬁll the valley region (Figure 3.6b).
Following these considerations, the broad desorption edge of the H component can be well explained
by the enhanced corrugation of Gr after Co intercalation, which leads to a wide distribution of adsorption
sites on the hill regions, at variable distances from the substrate. This leads to the broad distribution in
the adsorption energy of molecules in these non-equivalent sites observed in the desorption curve of the
H component. This diﬀerence in the desorption energy between the hill and valley region is not limited
to the case of molecular adsorption, and has also been observed for the case of noble gas atoms, such as
for Xe adsorption on corrugated Gr60.
If we then compare our experimental and theoretical results, both show that the adsorption energy
of CO/Gr is larger for Gr/Co/Ir (1 1 1), even though DFT overestimates the experimental results by about50meV. Moreover, DFT does correctly predict an increase in the adsorption energy by tens of meV due
to the inter-molecular interactions, with an accuracy within 10meV. This substrate-induced diﬀerence in
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adsorption energy could be explained either by a direct interaction of CO with the metal below Gr (direct
interaction), which would imply that Gr is translucent or transparent to vdW forces15,16, or to an indirect
mechanism12. This, in turn, could be related either to the altered geometry and bond length of Gr when
it is corrugated, or to the charge transfer and redistribution induced by the interaction with the substrate,
as discussed in Chapter 2.
To decouple these diﬀerent contributions and identify the mechanisms by which the substrate inﬂu-
ences molecular adsorption of Gr, we have performed further theoretical calculations, as shown in Fig-
ure 3.13, in addition to the ones performed on the systems experimentally investigated (i.e. 1A, B and C).
In particular, we investigated CO both on ﬂat (A) and corrugated Gr (both in hill – B – and valley – C
– conﬁgurations), both in absence of the metallic substrate (2) and with the metallic substrates swapped
(3), i.e. with the corrugated Gr on Ir(111) and the ﬂat Gr on Co/Ir(111). To further reduce the number of
degrees of freedom, these calculations were performed by keeping all distances (CO-Gr and Gr-substrate)
ﬁxed to the value found for the corresponding real systems, i.e. the distance of ﬂat Gr was ﬁxed to the one
it has from Ir(111) and that of corrugated Gr to the one it has from Co/Ir(111). For all these systems, we
Figure 3.13: Calculated adsorption energy of carbon monoxide on diﬀerent Gr and Gr/metal interfaces. 1: systems characterized
experimentally, corresponding to CO adsorption on Gr/Ir(111) (A) and on the valleys (B) and hills (C) of Gr/Co/Ir(111). 2-3:
systems obtained by removing (2) or inverting (3) the substrate below Gr while keeping the Gr and CO positions ﬁxed.
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calculated the CO adsorption energy, which is reported in Figure 3.13.
From the comparison of the results, it is clear that the eﬀect of the geometry of the system, i.e. of
the Gr corrugation, cannot explain the observed behaviour. In fact, with the substrate removed, there is
no appreciable diﬀerence between adsorption on the hills and valleys of the corrugated layer (2B and 2C),
which is instead clearly observed when any substrate is present. Furthermore, with the substrate removed,
the adsorption energy is higher for ﬂat Gr (2A), in contrast to what was observed and calculated for the
two real systems (1 A, B and C). The most signiﬁcant result from these calculations, however, is the fact
that the adsorption energy of CO on ﬂat Gr or in the valleys of the corrugation is the same when Gr is
supported on the same substrate, i.e. the adsorption energy of 1A is the same as in 3C, and the one in 1C
is the same as 3A. This means that the adsorption energy is not aﬀected by the fact that the molecule lies
at a diﬀerent distance from the substrate on ﬂat Gr with respect to the valleys of corrugated Gr, whereas
it is signiﬁcantly aﬀected by the chemical identity of the topmost layer of the substrate.
Following these calculations, we can conclude that the eﬀect of the substrate on the adsorption energy
cannot be explained by direct vdW coupling, as such a coupling would have an inverse cubic dependence
on the molecule-to-substrate distance and therefore lead to a lower adsorption energy on ﬂat Gr with re-
spect to the valley regions of corrugated Gr, which is not observed in our calculations62. The mechanism
we propose is instead based on the charge transfer and redistribution which occurs on Gr due to the sub-
strate, which is stronger by about one order of magnitude for the Gr/Co interface than for the Gr/Ir one,
as shown in Chapter 2. Furthermore, in the case of corrugated Gr, this charge transfer is strongest in the
valleys, while it is negligible in the hills: this very well explains why the adsorption energy of H and V re-
gions, while almost degenerate for free-standing Gr, is instead very diﬀerent when the substrate is present.
In fact, the adsorption energy on the hills is not modiﬁed by the presence of a substrate, where the charge
transfer obtained from our calculations is negligible. The mechanism which increases the adsorption en-
ergy of CO on Gr could therefore be explained by this increase in charge density leading to the presence of
dipoles on the surface, interacting with that of the molecules: in particular, an additional positive charge
accumulates in the bridge sites of Gr, which can couple to the negative charge at the C atom in the dipolar
CO molecule. A further proof that the CO molecules are aﬀected by the charge transfer between Gr and
its substrates is the very diﬀerent C 1푠 BE of the C 1푠 core level of CO, which moves to higher energies
for increasing Gr/substrate interaction following the shift in the C 1푠 BE of Gr. This reﬂects an increased
negative charge in the C atom, which is also observed by the DFT calculations and also contributes to an
increased interaction with Gr.
Our results, highlighting the fundamental role of the interaction between the substrate and Gr on the
molecular adsorption energy, can be linked to those reported in the study of charge transfer processes at
the Gr surface61. Indeed, in the case of Ar atoms adsorbed on Gr, it was shown that the interaction strength
between Gr and its substrate strongly aﬀects the dynamics of the charge transfer of the adsorbed Ar.
3.2 Noble gas atomic adsorption on graphene: the case of argon
In our experiments on CO adsorption on Gr, we have seen that the eﬀect of the substrate below Gr was
not the only factor aﬀecting the adsorption energy. In fact, we found that a comparable contribution was
due to the lateral interactions between adsorbed CO molecules. Moreover, this eﬀect was relevant already
at low coverage, therefore making the unravelling of these two contributions and hence the determination
of the single-molecule adsorption energy particularly challenging.
One possible way to address this issue is to study the adsorption behaviour of a less polar and more
inert substance: in this respect, a good choice could be the adsorption of noble gasses of Gr. For this reason,
we have performed an analogous experiment to the one described in the previous section, by studying the
adsorption energy of argon on both the Gr/Ir (1 1 1) and Gr/Co/Ir (1 1 1) substrates.
3.2.1 Argon adsorption on Gr/Ir (1 1 1)
We characterized this system by adopting an approach similar to the one we used for CO. In particular,
we started by analysing the uptake of Ar on Gr/Ir (1 1 1) by time-resolved XPS on the Ar 2푝3/2 core level:
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Figure 3.14: Ar 2푝3/2 photoemission spectra during uptake of Ar on Gr/Ir (1 1 1) (Ă휈 = 400 eV). a: Time-lapsed sequence acquired
during exposure to p=5 × 10−9 mbar Ar at T=25 K. The Ar 2푝3/2 Binding Energy of the two main components is indicated by
dashed lines. b: Evolution of the total Ar coverage (circles) and of that of each component (triangles) as a function of Ar dose. c:
Selected spectra of the uptake corresponding to a coverage of 0.31 ML (1, below) and to saturation (2, above) with deconvoluted
components.
the results of this experiment are reported in Figure 3.14. In particular, Figure 3.14a shows the evolution
of the photoemission spectrum (plotted in greyscale) as a function of Ar exposure (vertical axis), during
the sample exposure to Ar gas at T=25 K. This temperature was chosen to avoid the formation of bi- and
multi-layers. At low coverage (a selected spectrum is shown in Figure 3.14c, below), two components must
be included to correctly ﬁt the data: a main component (V), at a BE of 242.32 eV, with a FWHM smaller
than 300meV, and a broader one (D), centred at about 242 eV, with a FWHM of about 500meV. The latter
component remains constant throughout the whole experiment and its spectral weight is signiﬁcantly
lower than that of V. Both components are characterised by a symmetric lineshape, as is expected for the
case of non-metals such as noble gasses.
The behaviour of component V as a function of the Ar exposure is shown in Figure 3.14b. At the
beginning of the uptake, it increases linearly with Ar exposure. When the Ar dose is larger than about
1.3 L, however, these two components are no longer suﬃcient to describe the photoemission spectrum,
which clearly shows a broadening on the low BE side, as can be appreciated in Figure 3.14c, above. It is
therefore necessary to add a further component to the spectrum (H), which has a BE of 242.25 eV, therefore
shifted by 70meV towards lower BE with respect to component V. This component has a FWHM of about
250meV. After component H appears, it increases linearly with the Ar dose, while component V saturates,
in such a way that the total Ar coverage continues to increase with the same rate up to an Ar exposure of
about 2 L, after which it does no longer increase (see Figure 3.14b).
To calculate the factor relating the photoemission signal to the actual Ar coverage, we have studied the
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Gr {1 0}
Ar {1 0}Gr (Ö3×Ö3)R30°
Figure 3.15: LEED pattern of Ar/Gr/Ir (1 1 1) (퐸 = 83 eV). The reciprocal lattice vector corresponding to a (√3 ×√3)R30° supercell
is indicated by the dashed arrow.
long-range ordering of Ar on Gr by acquiring the LEED pattern of a saturated Ar layer, which is reported in
Figure 3.15. The pattern shows additional spots besides those of Gr, which are arranged to form a smaller
hexagonal lattice inside that of Gr, rotated by 30° with respect to it. As for the case of CO/Gr, these spots
are surrounded by satellites originated by multiple scattering processes.
While this pattern qualitatively resembles that of CO/Gr (see Section 3.1.2), which corresponded to a
(
√3×√3)R30° superlattice, the spots of the Ar supercell are actually farther away from the centre, indicating
that the actual periodicity of the structure is slightly smaller. In addition, the spots of the Ar supercell
are characterised by a larger broadness in the tangential direction than in the radial one, indicating a
certain degree of misalignment with respect to the R30° direction. These results are in agreement with
those reported for Ar adsorption on the graphite (0 0 0 1) surface, where a variable misalignment of the
Ar diﬀraction spots with respect to the R30° direction is observed as a function of temperature63. This
misalignment has been attributed to the mismatch between the lattice parameter of Ar layers and that of
the R30° supercell of graphite, which leads to a rotation of the Ar lattice in order to form a commensurate
structure64. The ratio between the radial distances of the Gr and Ar spots observed in our pattern amounts
to 1.5 ± 0.1, where the error is mostly due to the deformation of the image arising from the curvature of the
LEED screen. From this, we obtain a lattice parameter of the Ar lattice of 3.7 ± 0.2Å, in good agreement
with the values reported in literature for a similar temperature range63.
From the geometry of the adsorbed layer, we were able to calculate the argon density per Gr unit cell.
We thus estimated that the coverage reached by Ar at saturation is 0.44 ± 0.05ML: this value has been used
to calibrate the uptake curves reported in Figure 3.14b and throughout all this experiment.
Our next step in the characterisation of this systemwas to understand the origin of the various compo-
nents observed in the Ar 2푝3/2 spectrum. In particular, the twomain components (V andH) have a behaviour
which reminds of our results for CO adsorption on Gr/Co/Ir (1 1 1) (Section 3.1.2), as well as the behaviour
reported in literature for Ar adsorption on Gr/Ru (0 0 0 1)61, and therefore we attribute them to atoms ad-
sorbed in the valleys (component V) and on the hills (H) of the moiré formed by Gr on Ir (1 1 1). Actually,
for the case of CO/Gr/Ir (1 1 1), we did not observe separate photoemission components for adsorption in
the hills and valleys. However, as already mentioned there, the corrugation of Ir-supported Gr is signif-
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icantly smaller than for Co and Ru-supported Gr; for this reason, the BE shift is much reduced, and we
can only appreciate it in the case of Ar adsorption due to the smaller FWHM of the spectral components,
which is only 2meV for this system. At saturation, the H/V coverage ratio is about 50%.
Finally, the small spectral weight of component D (few percent of the saturated layer) and the fact
that it remains constant throughout the uptake suggests that it could be originated by Ar adsorbed on Gr
defect sites. For example, it could be attributed to an incomplete coverage of Ir by the Gr layer: as will be
discussed in Chapter 5.3.3, single atoms can adsorb on small defects in the Gr lattice, which are instead
left uncovered by the CVD growth process as these sites are not reachable by the gas precursors due to
their larger stearic encumbrance. Likewise, the larger encumbrance of the CO molecules could explain the
reason why such a component was not observed, instead, during CO adsorption on Gr.
The last step in our characterisation of the Ar/Gr/Ir (1 1 1) system was the determination of the ad-
sorption energy of Ar on this surface by measuring desorption curves for several initial coverages, using
the TP-XPS technique. Figure 3.16a shows the desorption curves for the V and H component of a satu-
rated Ar layer. The H component starts desorbing already at about 30 K, yet the desorption edge is quite
broad, and this component completely vanishes only above 35 K. This broad desorption edge is similar to
the one observed for the H component of CO/Gr/Co/Ir (1 1 1), and can be attributed to atoms adsorbed in
non-equivalent sites on the slopes of the hill region. On the other hand, the desorption of component V
starts just below 40 K and proceeds with a higher rate, and vanishes completely below 43 K.
The desorption curve of the V component can be described by a ﬁrst order process, and its analysis
yields a desorption energy 퐸DES = 134 ± 4meV for Ar adsorbed in the valleys of Gr/Ir (1 1 1). The pre-
exponential factor obtained from the ﬁt is 휈 = 1014.8±0.5s−1. On the other hand, due to the more complex
desorption dynamics of the H component, it was not possible to obtain a quantitative estimate for its
desorption energy; however, from a qualitative analysis based on the temperature at which desorption
occurs, it is clear that it is signiﬁcantly lower than for the V component.





















Figure 3.16: Coverage curves of Ar during thermal desorption from Gr/Ir (1 1 1), measured by TP-XPS. a: Evolution of the H and
V components of a saturated Ar layer. b: Thermal evolution of the V component for diﬀerent initial Ar coverage.
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ferent initial Ar doses, namely 0.15 and 0.05ML, which are shown in Figure 3.16b. The analysis yields
the same value for both the pre-exponential factor, 휈 = 1014.8±0.5s−1, and for the desorption energy퐸DES = 136 ± 4meV, indicating that the lateral inter-atomic interactions are negligible, unlike the case of
CO. This also explains why the ﬁt provides a signiﬁcantly better description of the experimental data,
which is also the reason why the errors associated to the parameters are signiﬁcantly lower than for the
case of CO adsorption.
3.2.2 Argon adsorption on Gr/Co/Ir (1 1 1)
The uptake of Ar on Gr supported on Co-terminated Ir (1 1 1) is shown in Figure3.17a. Also in this
case, two components are found at low coverage (Figure 3.17c, below), one behaving like the D component
described above, at about 242.8 eV, the other behaving like the V component, increasing linearly with the
Ar dose (Figure 3.17b). However, in this system, the BE of the V component is not constant, but decreases
by about 100meV for increasing coverage. At saturation, its core level BE is 243.14 eV. A third component
(H) is present also in this system at high coverage (Figure 3.17c, above), with a BE of about 242.98 eV, shifted
from the V component by 160meV. This shift is larger than the one observed on the Gr/Ir substrate, which
can be attributed to the larger corrugation of Gr on this system. This larger corrugation can also explain
the coverage-dependent shift observed in the core-levels BEs as, for increasing coverage, regions of the
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Figure 3.17: Ar 2푝3/2 photoemission spectra during uptake of Ar on Gr/Co/Ir (1 1 1) (Ă휈 = 400 eV). a: Time-lapsed sequence
acquired during exposure to p=5 × 10−9 mbar Ar at T=35 K. The Ar 2푝3/2 Binding Energy evolution of the two main components is
plotted as a function of the Ar exposure. b: Evolution of the total Ar coverage (circles) and of that of each component (triangles)
as a function of Ar dose. c: Selected spectra of the uptake corresponding to a coverage of 0.21 ML (1, below) and to saturation (2,
above) with deconvoluted components.




















Figure 3.18: Coverage curves of Ar during thermal desorption from Gr/Co/Ir (1 1 1), measured by TP-XPS. a: Evolution of the H
and V components of a saturated Ar layer. b: Thermal evolution of the V component for diﬀerent initial Ar coverage.
It is interesting to compare these results to the adsorption of Ar on the Gr/Ru (0 0 0 1) surface61. In
that case, the BE reported for the V and H components is 243.16 and 282.86 eV respectively. These values
and the shift between them are very close to the ones obtained in our experiment, which shows that the
eﬀects of the interaction of Ru and Co on Gr are quite similar, in very good agreement to the results of the
experiment described in Chapter 2.
Finally, desorption curves were measured for diﬀerent initial coverages of Ar. The desorption curves
of the H and V components for a saturated Ar layer are shown in Figure 3.18a. The H component desorbs
ﬁrst, with a broad edge starting at about 43 K, and completely desorbs at about 49 K; as for the case of Ar
desorption from Gr/Ir, this curve cannot be analysed quantitatively. The desorption of the V component,
on the other hand, starts just below 50 K and is complete just above 52 K. The ﬁt yields a pre-exponential
factor of 휈 = 1014.8±0.5s−1 and a desorption energy 퐸DES = 167 ± 10meV.
As for the case of Ar/Gr/Ir, the temperature of the desorption process is independent of coverage,
and also the low-coverage desorption curves (Figure 3.18b) yield an adsorption energy of 164 ± 5meV,
comparable to the high-coverage case within our error bar.
3.2.3 Discussion
It is clear already from a qualitative comparison of the desorption curves for the Ar/Gr/Ir and Ar/Gr/Co
systems (shown in Figure 3.19a) that the desorption temperature, and therefore the adsorption energy, is
very diﬀerent in the two systems, as was the case also for CO. In particular, the adsorption energy of Ar
is larger by about 30meV for Gr supported on the Co-terminated Ir (1 1 1) substrate. This diﬀerence is
slightly lower than the one we measured between the adsorption energies of CO on the same two systems,
barely appreciable with respect to our estimated error. This indicates that the substrate-induced increase
in the interaction of Gr with adsorbates is not limited to the case of polar molecules such as CO, but is
far more universal and also inﬂuences the even weaker, London-type interactions between Gr and apolar
noble gasses to the same degree.






























Figure 3.19: Comparison of the desorption curves (a) and Ar 2푝3/2 photoemission spectra (b) of Ar on Gr/Ir (1 1 1) and
Gr/Co/Ir (1 1 1) (Ă휈 = 400 eV).
Moreover, also in the case of Ar adsorption, as for the case of CO, we observe a shift in the adsorbates’
core level BEs towards higher values for the case of the Gr/Co interface (Figure 3.19b). In particular, for the
case of Ar, the diﬀerence between the Ar 2푝3/2 BE of the V components is about 800meV, slightly higher
than for the case of CO (about 500meV).
In conclusion, we have shown that the Ar/Gr system is an ideal system to decouple the eﬀects of the
interactions between adsorbates and of their interaction with Gr. This experiment, therefore, shows that
the substrate lying below Gr aﬀects the adsorption energies of very diﬀerent types of adsorbates, to a
signiﬁcant degree. Moreover, our results show that this eﬀect is not appreciably inﬂuenced by the nature
of the adsorbates, but is mainly determined by the degree of interaction between Gr and its substrate. This
is a further proof that the increase of the adsorption energy is due to the modiﬁcations induced on Gr by
the metallic substrate, and not on a direct interaction between the adsorbates and metal surface, which we
would instead expect to be very diﬀerent for two very diﬀerent substrates.
3.3 Water adsorption on graphene: the role of inter-molecular forces
The experiments described up to now in this chapter have proven very eﬀective in demonstrating the
signiﬁcant role played by the substrate on the adsorption of diﬀerent molecules on Gr. However, from the
point of view of the applications of Gr, another system which is very important to study is the adsorption
of water on Gr. In fact, as already mentioned, Gr-based devices are likely to be exposed to water during
their use, which can potentially impair their performance3.
In addition, the interaction of water with Gr controls its wettability, which plays a key role in many
processes and applications involving Gr. For example, the hydrophobicity of Gr is a major drawback in
several methods used for the synthesis of Gr, such as in its chemical exfoliation, as it requires the use of
complex solvents to obtain a Gr suspension, which can contaminate and negatively aﬀect the quality of
the ﬁnal product. Moreover, interfaces between Gr and water are a key element for biological applications
of Gr. For these reasons, as already mentioned, the eﬀect of diﬀerent substrates on the Gr-water inter-
faces and on the wettability of Gr has been investigated with a variety of techniques such as contact angle
measurements15, TPD12, NEXAFS65, as well as by theoretical calculations16. However, these experiments
have often lead to contradictory results, either upholding or rejecting the transparency of Gr12,15, or even
suggesting that water can form a chemical bond when adsorbed on metal-supported Gr65. For these rea-
sons, we adopted once again the approach described in the previous Sections, to measure and compare the



































Figure 3.20: a: O 1푠 photoemission spectra of 1.2ML water on Gr/Ir (1 1 1) (above) and Gr/Co/Ir (1 1 1) (below) (Ă휈 = 650 eV). b:
desorption curves of water from Ir- (above) and Co-supported (below) Gr.
adsorption energy of water on Ir- and Co- supported Gr.
The photoemission spectrum of the O 1푠 core-level of water supported on Gr/Ir (1 1 1) and
Gr/Co/Ir (1 1 1) is shown in Figure 3.20a. In both cases, the spectrum displays a single, broad feature,
with a FWHM of about 1.5 eV, about double as much as for the C 1푠 core level of CO. As is the case for
CO, the shape is asymmetric, which can be attributed to the vibrational ﬁnal state eﬀects in the H2O+∗
ion. However, due to the larger broadening, it is not possible to resolve the vibrational levels for this case.
Therefore, the core level has been described by a single, asymmetric peak: it is important to stress, how-
ever, that this asymmetry does not have the usual physical meaning of the DS lineshape, as water does
not have a metallic character, yet it is used to model the asymmetric lineshape of the peak arising from its
vibrational ﬁne structure. The O 1푠 BE of this peak is about 533.0 eV for water on Gr/Ir and 533.5 eV on
Gr/Co: this increased core-level BE for the latter system is in good agreement with the behaviour already
observed for CO and Ar adsorption.
Unlike the case of CO and Ar, saturation was never reached in our experiments during water uptake,
for a dose comparable to those used for CO and Ar: this can be attributed to the growth occurring by
islands, resulting in the formation of 2D water clusters and nanodroplets rather than a full water layer,
as has been observed in STM studies66. Moreover, due to the large FWHM of the O 1푠 photoemission
component observed in this system, it was not possible to distinguish the adsorption in diﬀerent regions
of the moiré, as no appreciable shifts could be observed in the core level BE, nor was it possible to verify
the presence of multiple photoemission components.
Anyway, we were able to measure the desorption energy of water on the two systems by analysing
the desorption curves obtained by TP-XPS on diﬀerent initial doses of water, which are reported in Fig-
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ure 3.20b. It is evident that also for the case of water, the desorption process occurs at higher temperature
on the Gr/Co surface (below) than on Gr/Ir (above). Moreover, it is interesting to observe that on both sub-
strates, the temperature at which desorption starts is independent on coverage, yet the process ﬁnishes at
higher temperatures for increasing coverage. This is a ﬁngerprint that this system undergoes a zero-order
desorption process (as described in Section 3.1.1). This means that the desorption rate does not depend on
coverage, and is usually found in the desorption of multi-layers. This behaviour has been already observed
in TPD studies of water on Gr66,67, and has been attributed to the formation of a lattice of nanoclusters
driven by the templating eﬀect of the moiré66. As explained in Section 3.1.1, the Arrhenius equation for
this system becomes therefore:







where 퐼 is the photoemission intensity and 훼 is the normalization factor relating it to the coverage.
Due to the zero order of the desorption process, the coverage calibration of water could be carried out
using a combination of two methods, to improve the accuracy of the results. One was by comparing the
photoemission signal with that of a saturated layer of oxygen dosed on the Ir (1 1 1) surface at room tem-
perature, which corresponds to a coverage of 0.5 oxygen atoms per Ir unit cell68 – which, due to the lattice
mismatch, corresponds to the same oxygen density as 0.4ML water on our Gr layer. The other method
used, which yielded comparable results, was obtained from the ﬁt: in fact, as shown in the equation above,
for a desorption order 푁 ≠ 1, the functional dependence on coverage is decoupled from the dependence
on 휃0, and therefore both can be obtained separately from the ﬁt.
The ﬁt was performed for all spectra at the same time, by constraining some of the ﬁt parameters to be
equal for all spectra (the multiplicative constant 훼 and the pre-exponential factor 휈), while the desorption
energy 퐸DES was let free for each curve. The pre-exponential factor obtained from the ﬁtwas 휈 = 1012.5±1s−1,
slightly lower than the one obtained by Standop et al. for the same system66. The desorption energy for the
case of Gr/Ir was 퐸DES = 390 ± 5meV, slightly lower than the values reported in the same work (420meV),
while for comparison an even larger value (490meV) was found by Smith et al. for water on Pt-supported
Gr67. The discrepancy with respect to the results by Standop et al. can be attributed to the diﬃculty
of estimating the error due to the strong anti-correlation between the 휈 and 퐸DES ﬁt parameters, as was
discussed in Section 3.1.1. For this reason, this comparison with the literature data for the Gr/Pt system is
aﬀected by a large uncertainty.
On the other hand, our results for the Gr/Co system yield 퐸DES = 420 ± 5meV, while the value of 휈 is
the same. This corresponds to an increase in the adsorption energy of about 30meV with respect to the
Gr/Ir system, again very similar to our results for CO and Ar adsorption.
We can observe that this system behaves very diﬀerently with respect to those studied before, namely
CO and Ar adsorption on Gr. First of all, the tendency to form islands instead of a full layer, and therefore
the zero order of the desorption process, indicate that the inter-molecular forces play a major role in
this system. This can partially explain also the fat that the adsorption energy is signiﬁcantly higher, being
almost three times as much as for CO. Besides enhancing the inter-molecular interactions, another eﬀect of
the strong polar nature of the water molecule is by adding a strong polar component to the vdW interaction
with Gr, which in this case can becomes comparable to or exceeds the dispersion-type interactions. On the
other hand, the relatively high adsorption energy, of about 0.5 eV, could be also attributed to the formation
of a chemical bonding between water and Gr, as has been recently suggested by NEXAFS experiments65.
Conclusion
To conclude, this chapter describes a systematic investigation of the adsorption energy of diﬀerent
species on two Gr-metal interfaces, characterised by a diﬀerent degree of interaction with its substrate. In
particular, the adsorbates studied have been chosen as they are characterised by a very diﬀerent chemical
reactivity and electronic structure, ranging from a noble gas (Ar) to the molecule of H2O, characterised
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by a high dipole moment. Due to this variability, we measured diﬀerences up to a factor of three between
the adsorption energy of each species; moreover, depending on the systems, other factors such as the
lateral interactions between adsorbates had a very diﬀerent magnitude. However, in all systems there was
a common behaviour, i.e. a clear indication that the adsorbates had a higher adsorption energy on Gr
strongly interacting with a cobalt layer beneath it than on the quasi free-standing Gr/Ir (1 1 1). This clearly
demonstrates the importance of taking into account the role of the substrate supporting Gr to properly
describe the interactions of graphene with other species in calculations.
By employing a combined experimental and theoretical investigation for the particular case of CO ad-
sorption, we have investigated the mechanisms leading to this enhancement, by decoupling the diﬀerent
eﬀects of the substrate. We have shown that there is no signiﬁcant direct interaction between the adsor-
bates and the metallic substrate, in contrast with literature aﬃrming that graphene might be partially or
totally transparent to vdW forces due to its thinness15,16.
Finally, from a quantitative analysis, it is remarkable that despite the very diﬀerent nature of the adsor-
bates studied in these experiments, the diﬀerence between the adsorption energy on Ir- and Co-supported
Gr is almost the same for all three adsorbates, i.e. about 30meV. This is a clear indication that this mech-
anism is not related to the polar interactions, which would lead for example to a completely diﬀerent
behaviour for water and Ar, but rather to the London dispersive interactions, which are independent on
the reactivity and polarity of molecules.
We can think of a possible explanation for this behaviour by considering that the expression for the
London forces contains a dependence on the polarizability of the species involved13. As alreadymentioned,
the strong interaction of Grwith the cobalt substrate leads to a charge redistribution between them, due to a
hybridization of its valence orbitals with those of the metal, as described in Chapter 2.3. This redistribution
of the charge leads to strong perturbation to its band structure, which may in turn aﬀect the polarizability
of Gr, and therefore lead to an increase in the London forces without signiﬁcantly aﬀecting the other
contributions to the vdW interactions. While this is a quite speculative conclusion, which will require
further theoretical calculations to be veriﬁed, it could nevertheless justify at least qualitatively the fact
that the similar modiﬁcations to the adsorption energy are observed for such diﬀerent systems.
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graphene-supported molecules and the
substrate: the case of
metal-phthalocyanines.
The experiments I have described in Chapter 3 are centred on the measurement of the interaction
energy between Gr and diﬀerent adsorbates. However, the interest in Gr-adsorbates interactions is not
limited to a fundamental level, as the eﬀects of this interaction on the electronic properties of Gr can be
exploited for various applications.
One example is the possibility to employ Gr as a sensor for several species. For example, changes in the
conductivity can be employed for the realization of gas sensors with unprecedented sensitivity1–4, while
the covalent bonding which occurs between Gr and large, organic molecules makes it suitable as a sensor
in biological applications2,5,6.
Another very interesting aspect of the interactions between Gr and adsorbates is the coupling which
is introduced with magnetic adsorbates. In fact, the planar 휋푧 band of Gr can couple with the d orbitals
of nearby transition metal atoms, whose occupation is responsible for their magnetic properties, leading
to a hybridisation between these states. This coupling is for example at the base of the strong interaction
between Gr and some transition metal surfaces, as seen in Chapter 2. Likewise, the band structure of Gr
can be perturbed when metal atoms or clusters are adsorbed on it7.
This coupling of the states of Gr with the partially ﬁlled d orbitals of transition metals has been shown
to introduce magnetic properties into Gr8–11. On the other hand, also the properties of magnetic mate-
rials in contact with Gr can be altered. In fact, Gr has been shown to enhance the magnetic response of
magnetic thin ﬁlms over which it is supported: for example, it has been shown that thin cobalt ﬁlms ex-
hibit a signiﬁcantly higher switching ﬁeld on their out-of-plane easy axis when intercalated below Gr12.
Moreover, cobalt ﬁlms exhibit a perpendicular magnetic anisotropy characterised by a signiﬁcantly higher
critical thickness when intercalated at the Gr-support interface9,13.
These results make it an ideal support for low-dimensional magnetic systems composed of ordered spin
networks of magnetic molecules or atomic clusters14,15. In fact, spin architectures composed by equally
sized and evenly spaced molecular units are particularly promising for the engineering of materials with
possible applications in spintronic devices, for information processing and information storage at the ul-
timate length-scale16,17.
However, a major issue to be solved before such systems can be successfully employed is their thermal
stability. Beside the Curie temperature, a factor to take into account is the mobility of single molecules
when adsorbed on surfaces, which allows them to diﬀuse close to each other and behave like a single mag-
netic material, rather than like single-molecule magnets18. A further issue of these networks arises when
they are supported on a strongly interacting substrate: for example, the magnetic state of such molecules
can be dramatically aﬀected bymolecule-substrate interaction upon adsorption onmetal surfaces19. In this
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Figure 4.1: a: Ball and stick model 25, and b: structure formula of a metal-phthalocyanine 22.
context, metal-supported Gr can be considered an ideal substrate for spin networks, as it acts as a buﬀer
layer decoupling the molecules from the metal surface20. In addition, it provides an ordering template for
the self assembly of an extended layer of magnetic units thanks to the rippled moiré superstructure15,21.
Beside the substrate, also the choice of the units making up the network is fundamental to achieve
adequate magnetic properties. In this respect, very promising candidates can be found among metal-
phthalocyanines (MPcs), which are organic molecules composed of four outer benzene rings, bonded to
an aza-porphyrine macrocycle, and with a metallic atom bonded to its pyrrole groups in the centre (tetra-
benzotetraazaporphyrin)22. Amodel of thesemolecules is shown in Figure 4.1. Their outstandingmagnetic
properties, which can be easily tuned by the choice of the central metal ion, make them ideal for use as
building blocks of 2D magnetic architectures23,24.
Following these considerations, the self-assembly of MPcs on a corrugated Gr layer has attracted con-
siderable interest for the formation of magnetic spin networks characterised by a signiﬁcant zero-ﬁeld
remanent magnetization stable up to and above room temperature, as required to be integrated in spin-
tronic devices. In fact, it has been proved that FePc molecules adsorbed on Gr/Ir (1 1 1) lay ﬂat on the
surface, do not alter the periodicity of the superstructure and are electronically decoupled from the metal
substrate20,26. Thanks to this decoupling and templating, they exhibit an enhanced magnetic anisotropy
with easy axis parallel to the G layer, due to the adsorption-induced reduction of the molecular symme-
try27.
The aim of the experiment described in this section was to introduce a further improvement to the
magnetic properties of MPcs, by introducing a magnetic substrate below Gr. The Gr layer is a key compo-
nent in this architecture, as it canmediate themagnetic interaction between themolecules and its substrate
while preventing a direct electronic coupling. However, its precise role is still not clearly understood, as
the mechanisms by which it mediates the magnetic coupling are still under debate. In fact, as the Gr pre-
vents a direct coupling between the magnetic substrate below it and the metallic atom inside the molecule,
a super-exchange interaction has been proposed, by which the magnetic coupling is mediated by non-
magnetic atoms28,29. However, the details of this mechanism are not yet understood in detail, and the
atoms which are responsible for mediating this interactions are yet to be identiﬁed.
In the experiment described in this Section, which has been performed in collaboration with the re-
search group of Prof. M.-G. Betti from La Sapienza University of Rome, we have investigated the role
of the nitrogen and carbon atoms on the super-exchange interaction between Gr on cobalt-terminated
Ir (1 1 1) and diﬀerent MPcs. In fact, the super-exchange interaction is strongly dependent on the symme-
try of the orbitals involved, as it requires an overlap between the orbitals of the mediating and magnetic
atoms. We exploited this fact to identify the orbitals involved in the super-exchange by comparing MPcs
characterized by a diﬀerent occupation of the d orbitals of the metallic atom. In fact, when MPCs are ad-
sorbed on a surface, the degeneracy between the d orbitals of the metal atom having a diﬀerent symmetry
and orientation is removed, and therefore the symmetry of the partially occupied states responsible of the
magnetic behaviour strongly depends on the d-band occupation. For example, copper has a 푑9 occupation,
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and therefore copper-PCs (CuPcs) have a partially occupied 푑푥2−푦2 orbital, which is parallel to the plane of
the molecule, while iron- and manganese-PCs (FePcs and MnPcs) also have unpaired, magnetic states in
an out-of-plane direction18.
Our experiment was therefore based on the comparison of the magnetic properties of two MPcs char-
acterised by a diﬀerent symmetry of the unpaired orbitals of the metallic atom, namely FePcs and CuPcs, to
identify the symmetry of the orbitals involved in the super-exchange mechanism in the MPcs and in the Gr
layer. To this aim, we employed a combined approach based on complementary experimental techniques,
namely XPS and XMCD, in order to investigate the role of the molecule-substrate electronic interaction.
4.1 Experimental details
Two samples were prepared for this experiment by depositing two diﬀerent MPcs (CuPcs and FePcs,
respectively) on a Gr/Co/Ir (1 1 1) interface, which was obtained by using the procedure described in Chap-
ter 2.3.1. The amount of MPcs deposited was relatively small, i.e. less than one molecule per Gr moiré cell,
in order to beneﬁt from the templating eﬀect of Gr and ensure that only the valleys of the corrugated Gr
layer were populated.
A combination of complementary experimental techniques was used to investigate our systems. In
particular, the structural and electronic characterisation of the molecules was performed at the SuperESCA
beamline: the NEXAFS linear dichroism was employed to probe the orientation of the molecules on Gr,
while the electronic structure of the molecule, and the coupling of its states with those of Gr, were instead
investigated by XPS.
Finally, themagnetic properties of themolecules weremeasured by XMCD, at the BOREAS beamline of
the Alba synchrotron radiation facility in Barcelona. NEXAFS spectra were measured using alternatively
right and left circularly polarized radiation, in total electron yield – by measuring the sample drain current
– and normalized by the photon ﬂux measured with a gold mesh placed in front of the sample. The

























Figure 4.2: XMCD spectrum of a few-ML layer of cobalt intercalated below Gr, measured at 4 K under a magnetic ﬁeld of 6T.
Below: NEXAFS spectrum measured with circularly polarized radiation, together with their average. Above: XMCD spectrum.
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originated features. These spectra were acquired at a sample temperature of 4 K.
In order to investigate the magnetic properties of our system, we ﬁrst measured the XMCD spectrum
at ﬁxed magnetic ﬁeld, at the L23 edge of Fe and Cu, respectively, together with the L23 edge of the Co
substrate. A sample XMCD spectrum, measured at the Co L23 edge, is shown in Figure 4.2. In particular, the
NEXAFS spectrum for the two opposite polarizations is shown below, together with their average (which
would correspond to the unpolarized absorption spectrum). The XMCD spectrum, which is plotted above
in Figure 4.2, is deﬁned as
푋푀퐶퐷 = 퐼퐴 − 퐼푃퐼퐴+퐼푃2
where 퐼퐴 is the absorption spectrum for the antiparallel circular polarization (with respect to the X-ray
photons’ wavevector) and 퐼푃 for the parallel polarization.
This technique provides information on the density of states of the unbound states having opposite
spin polarization, and therefore on the diﬀerences in the occupancy of the metal d-band states of opposite
spin30. As this quantity is the source of the magnetisation of the atoms, this technique allows to quantita-
tively measure the magnetisation of a system, which is proportional to the integral of the XMCD spectrum
on the energy range. A very important application of XMCD is the measurement of the magnetic hystere-
sis loop, which is obtained by measuring this integral of the XMCD spectrum as a function of the magnetic
ﬁeld applied to the sample as the ﬁeld is linearly ramped up to a maximum value, then back to zero, to an
opposite value and ﬁnally back to zero.
4.2 Experimental results
Core-level photoemission spectra
The photoemission spectra acquired on the FePc layer are shown in Figure 4.3. In particular, the N 1푠
core level region (Figure 4.3a) shows a broad feature with a FWHM of about 1 eV, which is originated
by the two non-equivalent species of nitrogen which are present in equal number in the molecule, as
can be seen in Figure 4.1b. In particular, the four nitrogen atoms adjacent to the metal atoms are in a
pyrrhole conﬁguration, while four others, located on the outside in bridge positions, form an azomethine
conﬁguration. Due to the non-equivalence of these two species, the N 1푠 spectrum can be ﬁtted with two
components, separated by about 300meV20: the core level of the pyrrhole species lies at a BE of 398.2 eV,
while the one of the azomethine species lies at a higher BE of 398.5 eV. It is interesting to compare these
values to those found for the adsorption of the same molecules on Ir-supported Gr. In fact, in that system,
the N 1푠 BE of the two non-equivalent nitrogen species is 398.8 and 399.1 eV, respectively. This corresponds
to a shift of about 600meV towards lower core-level BEs for FePcs adsorbed on Co-supported Gr.
Figure 4.3b shows the C 1푠 core level of the same system. The deconvolution of this spectrum is
complicated by the overlap of the signal from the carbon atoms in the FePcs with those of the Gr below. In
fact, the twomost prominent features, indicated in the ﬁgure by the letters V and H, are those originated by
Gr, in good agreement with the results discussed in Chapter 2. The additional components which appear
in the spectrum can be attributed to the non-equivalent carbon atoms in the molecule, characterised by
a diﬀerent number (or chemical identity) of nearest neighbours. Due to the overlap of these components,
it is not possible to perform a reliable deconvolution of the spectrum: for this reason, the results of this
ﬁt are only meant to provide a generic description of the spectrum, while an accurate attribution of these
components to speciﬁc C atoms in the molecule is beyond the scope of this work.
Finally, the Fe 2푝3/2 core level has a very broad line-shape which requires several components to be
properly described. This structured lineshape, which has been observed in the Fe 2푝3/2 core level of several
iron-core organic molecules, has been attributed to ﬁnal state eﬀects related to the spin degeneracy31–33.
The diﬀerence observed in the N 1푠 BE with respect to the FePcs adsorbed on Ir-supported Gr indicates
a diﬀerent degree of charge transfer between Gr and the adsorbed molecules. However, this behaviour is
opposite to the one observed for the case of small molecules such as CO on Gr, described in Chapter 3: in
that case, in fact, the core level BE was higher for the case of Co-supported Gr. The reason for this diﬀerent
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Figure 4.3: Photoemission spectra measured on Gr/Co/Ir (1 1 1) partially covered by FePc. a: N 1푠 spectrum (Ă휈 = 500 eV) with
deconvoluted components. b: C 1푠 spectrum (Ă휈 = 400 eV) with deconvoluted components. The components originating from
Gr are denoted with the letters V (atoms in the valleys of the corrugation) and H (atoms in the hills), according to the results
discussed in Chapter 2. c: Fe 2푝3/2 spectrum (Ă휈 = 800 eV) with deconvoluted components.
behaviour can be attributed to the fact that the interaction of MPcs with Gr is based on a hybridisation of
the molecular orbitals with the 휋 states of Gr, leading to a signiﬁcant disruption in the molecular orbitals.
Figure 4.4 shows the photoemission spectra acquired on the CuPc layer. The N 1푠 spectrum, shown
in Figure 4.4a, has an analogous lineshape to that of FePcs (Figure 4.3a), originated by two components
separated from each other by about 300meV, yet both are shifted towards higher BE by about 700meV,
being found respectively at 398.9 and 399.2 eV. The reason for this shift can be attributed to the higher
electronegativity of the Cu central atom with respect to Fe, leading to a diﬀerent chemical state and con-
sequently a diﬀerent degree of core-hole screening in each atom of the molecule.
The same trend is observed in the C 1푠 spectrum, where a qualitative analysis shows a shift towards
higher BEs in those components originated by the C atoms of the MPc. However, due to the overlap with
the Gr spectrum, the single components are not easily resolved form each other, nor from those of Gr, as
was also the case for the FePcs.
Finally, the Cu 2푝3/2 spectrum shows a single component centred at about 935.5 eV, which is signiﬁcantly
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Figure 4.4: Photoemission spectra measured on Gr/Co/Ir (1 1 1) partially covered by CuPc. a: N 1푠 spectrum (Ă휈 = 500 eV) with
deconvoluted components. b: C 1푠 spectrum (Ă휈 = 400 eV) with deconvoluted components. The components originating from
Gr are denoted with the letters V (atoms in the valleys of the corrugation) and H (atoms in the hills), according to the results
reported in Chapter 2. c: Cu 2푝3/2 spectrum (Ă휈 = 1050 eV) with deconvoluted components.
higher than that of metallic Cu (about 932.6 eV) and compatible with an oxidation state of +234. The FWHM
of this component is just above 1 eV, due to the large intrinsic lineshape and lower experimental resolution
at the high photon energies required to measure this spectrum.
X-ray absorption spectra and dichroism
NEXAFSmeasurements were performed with linearly polarized radiation at diﬀerent incidence angles,
to investigate the orientation of the adsorbed molecules, using the same approach shown in Chapter 3.1.2.
In particular, we performed these measurements at the N K-edge, in order to avoid features originated by
the overlap of other species (such as the adsorption edge of Gr, which contributes to the C K-edge spectral
region). These spectra are shown in Figure 4.5.
In particular, the N K-edge of the FePc layer (Figure 4.5a) shows a strong dichroism between normal-
and grazing-incidence measurements. In fact, at grazing incidence, a sharp absorption feature is found
























Figure 4.5: NEXAFS of Gr/Co/Ir (1 1 1) partially covered by FePc (a) and CuPc (b), at the N K-edge, measured with linearly
polarized radiation at normal and grazing incidence.
at about 398 eV, which is orginated by two unresolved pre-edge features associated to a transition to the
LUMO, which has a 휋 ∗ symmetry20. Further features at higher energies are due to transitions to higher-
lying unoccupied states. The fact that these features are only visible at grazing incidence indicates that
the molecules lie ﬂat on the surface, as the 휋 ∗ orbitals are oriented perpendicularly to the plane of the
molecules.
A similar behaviour is observed for the case of the CuPc layer (Figure 4.5a), where however both the
feature due to the transition to the LUMO and the edge are moved towards higher energies: this, together
with the observed shift in the N 1푠 core level BE, is an indication that the higher electronegativity of the
Cu atom leads to a higher oxidation state of all other atoms in the molecule. Furthermore, in the case of
the CuPc layer, the feature due to the transition to the LUMO is also observed at normal incidence, even
though strongly suppressed in intensity with respect to the one at grazing incidence, indicating a small
tilting of some molecules.
To evaluate the magnetic properties of the molecules, the XMCD of their metal atom was measured
during a hysteresis loop and compared to that of the underlyingCo layer, following the procedure described
in Section 4.1. The loops thus obtained are shown in Figure 4.6.
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Figure 4.6: Hysteresis loop of Gr/Co/Ir (1 1 1) partially covered by MPcs, measured at 4 K. a: hysteresis loop of FePcs, measured
from XMCD at the Fe and Co L2,3-edge. b: hysteresis loop of the CuPc layer, investigated by XMCD at the Cu and Co L2,3-edge.
The curves are not to scale.
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In particular, the XMCD hysteresis loop was measured on the L2,3-edge of Co for the substrate, and
of Fe and Cu for the FePc and CuPc respectively. As can be seen in Figure 4.6b, the CuPc layer shows a
hysteresis for ﬁelds ranging between −1 and +1T, which is similar to that of the underlying Co layer. This
is what is expected for the case of a direct magnetic coupling of the molecules with the substrate, leading
to them showing a similar magnetic behaviour.
For the case of FePcs (Figure 4.5a), instead, the situation is very diﬀerent. In fact, the magnetisation of
the molecules (as obtained from the XMCD at the Fe L2,3-edge) is oriented in the opposite direction with
respect to the magnetic ﬁeld. This is a clear indication that in this system the behaviour of the Co layer is
ferromagnetic, yet that of the molecules is antiferromagnetic.
4.3 Discussion
The antiferromagnetic character of the FePcs when adsorbed onGr on amagnetic substrate is a striking
result, as it sheds light on the role of Gr in mediating the interaction between this magnetic adsorbate and
the magnetic substrate. In particular, an antiferromagnetic behaviour cannot be explained in terms of a
direct magnetic coupling between the molecules and the substrate. On the contrary, it is a clear ﬁngerprint
that the coupling occurs through a super-exchange process: in fact, antiferromagnetism has been long
associated with super-exchange processes35. In this particular case, therefore, these results pinpoint the
role played by Gr on the magnetism of the molecules. As already mentioned, this super-exchange is based
on the fact that the electronic states of Gr, which are non-magnetic when isolated, couple with those of
both the magnetic substrate and adsorbates, and this hybridisation introduces a magnetic character into
them, by breaking the degeneracy of opposite spin bands.
The comparison between the behaviour of the FePcs and CuPcs allows to further expand our knowl-
edge on this process. In fact, the ferromagnetic character observed in the FePcs is not found instead in the
CuPcs, which suggests that the super-exchange is not present in this latter system. As pointed out before,
this comparison allows us to identify the orbitals involved in the super-exchange, by exploiting the fact
that the occupancy of the in-plane and out-of-plane molecular orbitals at the base of the magnetism of the
molecules depend on the identity of the metal atom. In particular, in CuPcs the unoccupied states deter-
mining the magnetic properties are all oriented parallel to the plane of the molecule, and therefore they
cannot couple with the 휋 band of Gr. FePcs, instead, also have unoccupied magnetic states perpendicular
to the plane: these states are able to couple with those of cobalt, and this coupling is what transmits the
magnetic super-exchange with the Co substrate. These results, therefore, prove that the super-exchange
is based on the hybridisation between the 휋 band of Gr, which is further hybridised with the d-band of
the cobalt layer below, and the 푑 orbitals of the metal atom in the MPc molecule having a component
along z i.e., the 푑푧2 , 푑푥푧 and 푑푦푧 states. This is therefore at the base of the antiferromagnetic behaviour
which is observed only in those molecules where these orbitals are partially occupied, when adsorbed on
Co-supported Gr.
Conclusion
In this chapter, I have described one example of the eﬀect of the interaction of Gr with the substrate on
the properties of adsorbed molecules. In particular, I have studied a magnetic system based on magnetic
organic molecules, adsorbed on a Gr layer supported on a magnetic interface.
By employing a combination of experimental techniques, and in particular using XMCD, we have
shown that Gr can mediate the magnetic coupling between the molecules and the substrate by a super-
exchange mechanism.
This super-exchange process is very promising for several applications, as it allows a very eﬃcient
coupling between two magnetic systems, thereby enhancing their magnetic properties, while preventing
a direct electronic coupling, which would instead negatively aﬀect them, as pointed out earlier in this
chapter.
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This system represents therefore a very meaningful example of how the reciprocal interaction between
Gr, its substrate and its adsorbates can dramatically aﬀect the properties of the systemwith respect to those
of the single components, and can be exploited for the development of stable and eﬃcientmagnetic systems
at the nanometre scale.
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Chapter 5
Dynamics of single- and multi-layer
graphene growth on Ir (1 1 1) using
Molecular Beam Epitaxy
The next step inmy research has been oriented towards another issue which is still open in the research
on Gr, i.e. the direct growth of Gr on arbitrary surfaces. In fact, while it is possible to synthesize Gr on a
metallic surface ﬁrst and transfer it onto its ﬁnal one afterwards1, this technique has several drawbacks:
mainly, the transfer process introduces defects and contaminants into the honeycomb carbon network,
leading to a degradation of its performance and to diﬃculties in its integration with the technologies used
in semiconductors industry2,3.
For industrial-scale production of Gr, the technique which currently yields the best compromise be-
tween cost and quality is CVD. For example, it is possible to directly grow monolayer Gr via CVD on some
transition or noble metal surfaces, such as Ni (1 1 1)4, Co (0 0 0 1)5, Ru (0 0 0 1)6, Rh (1 1 1)7, Re (0 0 0 1)8,
Cu (1 1 1)9, Ir (1 1 1)10 and Ir (1 0 0)11, and even on some polycristalline surfaces, such as nickel12 or cop-
per13, with a very high crystalline quality14. However, the number of surfaces where this process is suc-
cessful is quite limited, and not suﬃcient to cover the requirements of Gr-based nanoelectronics. In fact,
Gr-based devices often need to be electrically insulated from their substrate, for example Gr-based Field
Eﬀect Transistors, where Gr is used for the channel connecting source and drain and therefore has to be
insulated from the gate and from its support15. Moreover, in order to integrate Gr-based and traditional
electronics, Gr-semiconductor interfaces must be provided16.
There are, in particular, several metals or metal surfaces over which CVD growth of Gr has not been
successful up to now, such as aluminium14. Moreover, CVD growth is possible only at high temperature
and with poor yield on noble metals such as Cu and Au, due to the low eﬃciency these metals have in
the catalytic decomposition of the molecular precursors17. For this reason, even worse is the situation for
semiconductors or insulators: few attempts to grow Gr on such surfaces via CVD have been successful,
for example on Ge (1 0 0), yet even there the product has a poor yield and quality and the process requires
very high temperature and a long time, which negatively aﬀects the production costs18,19. In fact, in order
to obtain the decomposition of the gas precursor, the temperature must be high enough to activate the
non-catalytic, thermal cracking of the precursor20.
On the other hand, an eﬀective technique to grow Gr on such surfaces where CVD cannot be used
eﬀectively is Molecular Beam Epitaxy (MBE) from solid carbon sources21,22. This process is similar to CVD,
yet the origin of the carbon feedstock is diﬀerent, as carbon is evaporated from an annealed high-purity
graphite rod and deposited on the substrate. The two methods are schematically compared in Figure 5.1.
The eﬀectiveness of this technique on surfaces where CVD is not possible can be attributed to sev-
eral factors within the atomic mechanism of the Gr ﬂakes’ nucleation and accretion process: for example,
to the fact that it does not involve any hydrocarbon decomposition reaction, or to the diﬀerent carbon
species which are deposited on the surface and which feed the nucleation and growth of Gr. This tech-
nique, therefore, has been successfully used to directly grow Gr on several semiconductor or insulator
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a b
Figure 5.1: Schematic comparison of the CVD (a) and MBE (b) Gr growth process 23.
surfaces3,24, allowing it to be used in nanoelectronic applications, where transferred CVD Gr cannot yet
be used eﬀectively25,26. However, this technique is not yet able to produce very high quality Gr. For
example, MBE-grown Gr on Ge(001) is characterized by translational and rotational domains at most as
wide as 1  m, which is not suﬃcient for high-tech applications19. Furthermore, unlike CVD, MBE is not
self-terminating and therefore regions of bi- and multi-layer Gr can be found27.
As part of my PhD research project, I investigated the dynamics of MBE Gr growth, in order to iden-
tify the degrees of freedom which could be most eﬀectively exploited to improve the MBE growth of Gr.
Therefore, my work has been divided in diﬀerent phases: in the ﬁrst one, I have identiﬁed the elemen-
tary building blocks feeding the growth of Gr, following which I have studied the dynamics of the ﬂakes’
nucleation and growth. In fact, these are both key factors inﬂuencing the growth process and their under-
standing is a key step towards the optimization of the growth conditions for Gr on diﬀerent substrates28,29.
In order to highlight the most relevant diﬀerences between this technique and CVD, I have chosen as a
substrate for my experiments the Ir (1 1 1) surface, where the individual phases of the CVD growth process
are already well known30.
5.1 Characterisation of the feedstock delivered by the solid state carbon
source
The ﬁrst step in my investigation of the MBE growth of Gr has been the identiﬁcation of the building
blocks which participate in the nucleation and accretion of the Gr ﬂakes. In fact, diﬀerent species of car-
bon clusters formed by a small number of atoms are known to play an important role in determining the
atomistic mechanisms for the CVD growth of Gr on diﬀerent surfaces29. In particular, theoretical calcula-
tions have identiﬁed three main groups of metal surfaces, characterized by a diﬀerent degree of reactivity
towards carbon, where the most stable species formed by deposited C atoms can be either monomers (C1)
or dimers (C2) adsorbed on the surface, or subsurface species31. For example, C monomers are predicted
to be essential for the growth of the Gr islands on Ir (1 1 1) both through direct attachment to the Gr edges
and through the formation and attachment of larger C clusters32. Indeed, C monomers have been iden-
tiﬁed as the ﬁnal product of the dehydrogenation of gas precursors such as ethylene, commonly used in
the CVD growth of Gr on Ir (1 1 1)30. On the other hand, dimers can also play an important role in the
synthesis of Gr monolayers characterized by high crystalline quality, i.e. by a low density of defects33.
While calculations have shown that the concentration and diﬀusion of dimers control the growth of Gr
ﬂakes on noble metals such as Cu34,35, it has been predicted that the formation of dimers is thermodynam-
ically hindered on ﬂat surfaces of transition metals characterized by a large C-metal bond strength, such
as Ir and Ru32. Nevertheless, an important role played by dimers has been experimentally observed also in
the case of Gr growth on stepped Ru (0 0 0 1)36,37, Ni (1 1 1)38,39, Co (0 0 0 1)40,41 and even for CuNi surface
alloys42, despite their formation being thermodynamically unfavourable on ﬂat terraces.
Whilemost of these studies on the role of Cmonomers and dimerswere performed duringCVDgrowth,
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for the case of MBE the fundamental processes leading to the formation of Gr from carbon monomers and
dimers does not signiﬁcantly diﬀer from the former case: however, being the origin of the carbon feedstock
diﬀerent, its composition may signiﬁcantly vary from that observed during CVD. In particular, the species
deposited on the surface depend on the characteristics of the molecular beam, such as the conditions used
for the evaporation of carbon from the solid state target. Moreover, in addition to the species which are
directly deposited on the surface by the molecular beam, diﬀerent types of clusters can be generated on
the surface by associative or dissociative reactions between those, which are known to occur in particular
in defective sites such as step edges32,36.
One of the main issues when studying the composition of the adsorbed precursors of Gr is that the
detection of carbon monomers using spectroscopy techniques is rather challenging due to their low con-
centration, while their direct observation with microscopy-based techniques is complicated by their high
mobility: for this reason, their concentration has often been indirectly studied by low energy electron mi-
croscopy, by evaluating changes in the electron reﬂectivity of the substrate28. Moreover, as their diﬀusion
barrier is quite low36, they can rapidly diﬀuse and attach to step edges at the temperatures typically em-
ployed for high-quality Gr growth. For the same reason, their concentration is typically of the order of few
percent of monolayer, so a high sensitivity towards carbon is needed. In order to overcome these problems
and produce a high density of C monomers and dimers in a stable conﬁguration on the Ir (1 1 1) surface, we
made the ﬁrst carbon depositions at low temperature (T = 80 K). As discussed below, this method allowed
us to characterize the carbon source by producing several C species that we could reveal and character-
ize by means of high energy-resolution core level photoelectron spectroscopy. The identiﬁcation of these
species based on their C 1푠 core level BE was assisted by DFT calculations, performed by the group of Prof.
Kantorovich at King’s College London.
5.1.1 Experimental details and data analysis procedure
The experiment was performed by evaporating diﬀerent amounts of carbon on the Ir (1 1 1) surface at
T = 80 K, by employing electron-beam bombardment on a high-purity graphite rod placed 80 mm from the
sample surface. The carbon ﬂux at the sample was estimated to be about 0.007ML/s. The sample was kept
at this temperature during all measurements, in order to reduce the vibrational broadening, enhancing the
possibility of distinguishing diﬀerent components, as well as to ensure that the C species were immobile
during the whole experiment due to their thermal energy being low with respect to their diﬀusion and
reaction barriers.
In order to reduce as much as possible the lateral interaction between nearby C clusters, we chose to
deposit an amount of carbonwell below themonolayer, therefore the deposition times ranged between tens
of seconds and a few minutes. The carbon coverage was calculated by comparing the C 1푠 photoemission
intensity with the one measured for a single layer of Gr on Ir (1 1 1) (3.87 × 1015 atoms/cm2 = 2.47ML).
C 1푠 and Ir 4푓7/2 core level spectra were acquired after each C deposition at a photon energy Ă휈 = 400 eV
and 200 eV, respectively, and at normal emission.
Due to the complex structure of the measured C 1푠 spectra, which require several photoemission com-
ponents for ﬁtting (a representative example is shown in Figure 5.6), the data analysis was performed in
several steps, by releasing the ﬁt parameters one at a time after an initial guess. As some of the ﬁt pa-
rameters are correlated (such as the parameters describing the line-shape of each component), in order to
estimate the conﬁdence region for each parameter, the ﬁt was repeated several times, each by releasing a
diﬀerent parameter, by sampling an area in the parameter space, and evaluating the presence of localized
minima of the ﬁt’s χ2 parameter, following the approach described in Chapter 3.1.1.
The number and C 1푠 core level BEs of the diﬀerent components were initially obtained from DFT
calculations, where the preferred adsorption conﬁgurations and formation energies of carbon clusters
of diﬀerent sizes were calculated. In particular, we analysed clusters ranging from monomers (C1) to
pentamers (C5) (Figure 5.3): for all the stable structures thus identiﬁed, also the C 1푠 core level BEs were
calculated (as reported in Table 5.1). It is important to point out that these calculations, which include
ﬁnal state eﬀects, do not provide an absolute value for the core level BEs, but only relative shifts. For this
reason, the ﬁt was initially performed by keeping the BE shifts between the diﬀerent components ﬁxed,





















































Figure 5.2: Data analysis of the M region of the C 1푠 spectrum corresponding to 0.11 ML carbon on Ir (1 1 1), shown in Figure 5.6b.
a-b: Conﬁdence region (a) and best ﬁt of the asymmetry parameter 훼 (b) sampled in the space of parameters spanned by 퐺 and
the shift ̀퐸퐶1 between the C 1푠 BEs of 퐶1,퐵 and 퐶1,퐴, for parameter 퐿 ﬁxed. c-d: Conﬁdence region (c) and best ﬁt of the Lorentzian
FWHM parameter 퐿 (d) sampled in the space of parameters spanned by the C1 Gaussian FWHM 퐺1 and ̀퐸퐶1 , for ﬁxed 훼 .
while the energy scale was allowed to rigidly translate. In particular, we expressed the C 1푠 BEs of all other
components in terms of their shift from that of the conﬁguration which was predicted to be most stable
in our system, i.e. monomers in an HCP adsorption site (denoted in Figure 5.3 as 퐶1,퐴).
Furthermore, due to the number of components used in the ﬁt, it was not possible to reliably obtain
the line-shape for each component from the ﬁt. Therefore, we made some assumptions on the parameters,
based on their physical meaning. In particular, we imposed the 퐿 parameter controlling the Lorentzian
broadening of the line-shape to be the same for all components, as it depends on the relaxation time of the
core-hole of the photoemission process, which is not expected to be signiﬁcantly diﬀerent for the various
carbon species. Likewise, we do not expect the Gaussian broadening to be signiﬁcantly aﬀected by the
adsorption site, so we kept 퐺1 equal for monomers adsorbed in diﬀerent sites. However, the Gaussian
broadening does depend on low-energy excitations such as vibrational modes43, therefore the larger C
clusters can have a larger Gaussian broadening than monomers. For this reason, we allowed the compo-
nents assigned by theory to C2 and larger clusters to have a 퐺 parameter diﬀerent from monomers. Due
to the wider line-shape and smaller BE diﬀerences aﬀecting the components originated by dimers and
trimers, these were constrained to all have the same 퐺 parameter, even though diﬀerent from the compo-
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Figure 5.3: Theoretically calculated stable adsorption conﬁgurations for carbon monomers and clusters, up to 5 atoms in size.
The formation energy, relative to the most stable conﬁguration, i.e. 퐶1,퐴, is reported for each species.
C1 C2 C3 C4 C5
A 0 +0.650 +0.920 +0.727 +0.745
B -0.120 +0.510 +0.370 +0.152 +0.351
C +0.110 +0.920 +1.022 +1.486
D +0.780 +0.543 +0.310
E +0.190 +0.609 +0.559











Table 5.1: Theoretically calculated C 1푠 core level shifts for the C monomers (C1) and small clusters (C2-5) shown in Figure 5.3
nents associated to C1 species. Finally, the asymmetry parameter was kept equal for all parameters, as the
correlation between the asymmetry parameter of the diﬀerent components did not allow to reliably obtain
one individual value for each species.
The next step in our data analysis was to verify the compatibility of the core level BE shifts provided
by theory with the experimental results. To this aim, we started our analysis on the data acquired for
the lowest coverage (see Figure 5.6b), where we expected to ﬁnd only a few C species on the surface,
namely single C1 adatoms or very small clusters, such as C2 dimers and C3 trimers. In the ﬁrst step of our
analysis, we determined the line-shape of the components within the M double peak and therefore the BE






































Figure 5.4: Data analysis of the C 1푠 spectrum corresponding to 0.11 ML carbon on Ir (1 1 1), shown in Figure 5.6b: conﬁdence
region sampled in the space of parameters spanned by the Gaussian of the C2 and C3 species, 퐺2,3, and the core level shift ̀퐸퐶2,3 ,퐶1
between 퐶2,퐵 and 퐶1,퐴.
shift between monomers adsorbed in FCC and HCP sites ̀퐸퐶1 . This was done by analysing the region of
minimum χ2 of the ﬁt while ranging step by step the Gaussian parameter 퐺1 around an initial guess and
the CLS around the theoretically calculated value. We repeated this procedure twice, allowing ﬁrst the
asymmetry parameter 훼 (Figures 5.2a and b) and then the Lorentzian FWHM 퐿 (Figures 5.2c and d), one
at a time, to relax for each point in the parameter space explored.
Following this, we repeated this procedure to determine the line-shape and CLS for the D region of
the spectrum where, according to the theoretical results (Table 5.1), the spectral intensity is originated
by the dimers and trimers. A further constraint was used by ﬁxing the intensity of those components
arising from diﬀerent atoms belonging to the same structure to be the same, such as the two components
generated by each atom in the dimer. Moreover, since the deconvolution of these components cannot
be easily performed due to their small CLSs (as pointed out in the calculations), we decided to ﬁx their
relative shifts to the theoretically calculated values, only reﬁning the BE shift between all of them and our
reference (the monomers in HCP sites), ̀퐸퐶2,3,퐶1 . The deconvoluted components originated by each atom
in each structure are shown in Figure 5.6b. We then monitored the evolution of the χ2 as a function of this
Gaussian FWHM 퐺2,3 and of ̀퐸퐶2,3,퐶1 . The image plot of the χ2 minimum is reported in Figure 5.4.
Finally, for the spectra acquired at higher C coverage, it was necessary to take into account also larger
clusters, namely tetramers and pentamers, to correctly describe the experimental data. The ﬁrst step in
the analysis of these spectra was to introduce only one type of tetramer or pentamer, with a free Gaussian
component 퐺4,5, still keeping 퐿 and 훼 at the value found for the lower coverage spectrum. Only then we
added new species in order to minimize the χ2, one at a time, until the ﬁt residual was no longer showing
an appreciable modulation.
5.1.2 Theoretical results
The stable structures formed by C on Ir (1 1 1) are reported in Figure 5.3. In particular, carbon adatoms
(C1) can adsorb in three conﬁgurations: top and three-fold hollow, which can be either FCC or HCP;
the bridge site, instead, is energetically unstable and relaxes to the hollow sites. The most favourable
adsorption site is HCP, with an energy gain of 0.15 eV with respect to the FCC, while the top site is
considerably less stable. Carbon dimers (C2) are only stable when their two C atoms (which have a C-C
bond length of 1.38Å) are placed in FCC and HCP adsorption sites respectively (퐶2,퐴 and 퐶2,퐵). Finally,
the most stable adsorption sites for C trimers (C3) are those with an almost linear atomic arrangement,
whose central atoms are placed close to either FCC (퐶3,퐵) or HCP (퐶3,퐸) sites, but slightly out of axis, being
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displaced toward the nearest-neighbour ﬁrst layer Ir atom. The two C atoms placed at the edges in each
trimer are instead both in HCP (퐶3,퐴 and 퐶3,퐶 ) or FCC sites (퐶3,퐷 and 퐶3,퐹 ), respectively.
5.1.3 Experimental results
Analysis of the Ir ퟒ퐟7/ퟐ spectra
In order to obtain a preliminary information of the local carbon atom conﬁguration on the Ir (1 1 1)
surface, we decided to start our data analysis from the Ir 4푓7/2 spectra, by examining the variations of the
electronic structure of substrate Ir atoms induced by adsorbed C atoms. The Ir 4푓7/2 spectra of the sample
as cleaned (a) and after deposition of diﬀerent doses of carbon at 80 K (b-d) are displayed in Figure 5.5.
The spectrum corresponding to the clean Ir (1 1 1) surface (Figure 5.5a) can be ﬁtted with two components,
as reported in literature44: the higher BE component, at 60.85 eV, originates from subsurface and deeper
layers, while the lower BE peak S0, shifted by −550 ± 10meVwith respect to the bulk peak, originates from




























Figure 5.5: Ir 4푓7/2 photoemission spectra (Ă휈 = 200 eV) of clean Ir (1 1 1) (a) and after deposition of 0.11ML (b), 0.32ML (c) and
0.74ML (d) of carbon at 80 K.
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of 0.25 eV, 0.10, and 0.10 eV for the bulk, and 0.25 eV, 0.17, and 0.12 eV for the surface component.
To describe the eﬀect of the adsorbates on the surface Ir atoms, we employed a model which has proved
eﬀective in several works studying atomic adsorbates on transition metal surfaces with photoemission
spectroscopy. In this model, additional components are used each to describe surface atoms bonded to a
diﬀerent number of adsorbate atoms: so there will be one component originated by surface atoms bonded
to a single adsorbate, one for atoms bonded to two adsorbate atoms, and so on45–48. These components will
be shifted from the one generated by the clean surface by a shift increasing with the number of adsorbates,
and this increase often shows an approximately linear behaviour45,46. Clearly, this is a naïve model and for
our system it is oversimpliﬁed, as it only considers the number of C atoms coordinated with Ir atoms, while
possible diﬀerences in the local geometry are not taken into account. For example, within this approach,
the adsorption of two C monomers next to each other would result in the same surface CLS as a single
carbon dimer. Besides coordination, C atoms can occupy a large variety of slightly diﬀerent positions
relative to the Ir surface, resulting in a broader distribution of BEs. For these reasons, it is not possible to
identify in an unambiguous way a relationship between surface core level shifted components and non-
equivalent Ir atoms. Nevertheless, we believe that this approach can provide, at least qualitatively, a good
starting point to understand the types of carbon structures present on the surface, which will be better
understood by the subsequent analysis of the C 1푠 core level.
The low carbon coverage of 0.11ML (Figure 5.5b) leads to the appearance of two additional core level
shifted components, S1 and S2, shifted by −430 ± 20meV and −220 ± 20meV with respect to the bulk com-
ponent, while the original S0 surface peak intensity decreases. Upon increasing the C coverage (0.32ML
spectrum, Figure 5.5c), we observe a further decrease of S0, accompanied by the growth of a third carbon-
induced surface component, S3, at a BE close to that of the bulk component (−120 ± 20meV). Finally, in
order to properly ﬁt the 0.74ML spectrum (Figure 5.5d), a new component, with a positive surface CLSs
(180 ± 20meV), needs to be included. Although the diﬀerent components cannot be unambiguously as-
signed to speciﬁc cluster conﬁgurations, the trend observed, according to our model, shows a progressive
increase in the coordination of the ﬁrst-layer Ir atoms with C atoms. This indicates that at the highest
coverage the system is formed by a large number of diﬀerent and contiguous C clusters placed in non-
equivalent conﬁgurations. On the basis of these results we decided to focus the C 1푠 core level analysis
only on the two low coverage systems we have prepared, namely 0.11 and 0.32ML.
Analysis of the C 1s spectra
Figure 5.6b shows the C 1푠 data acquired for the lowest coverage, where we expected to ﬁnd only a
few C species on the surface, namely single C1 adatoms or very small clusters, such as C2 dimers and C3
trimers. The calculated C 1푠 CLSs suggest that the C monomers are the surface species with the lowest
C 1푠 BEs, and therefore could originate the narrow spectral components in the range between 283.5 and
283 eV, as indicated in Figure 5.6a. Using the procedure described in section 5.1.1, we found a CLS of
−170 ± 20meV between monomers adsorbed in HCP and FCC (see Figure 5.2d), which is in quite good
agreement with the theoretically calculated value of −120meV. Likewise, the analysis of the conﬁdence
region for the BE shift of the larger clusters (see Figure 5.4) reveals that the CLS experimental results are
consistent with the theoretically calculated values to within 50meV. The best line-shape parameters we
found are 퐿 = 120meV, 훼 = 0.117, while the Gaussian values were 퐺1 = 120meV and 퐺2,3 = 316meV for
monomers and dimers/trimers, respectively.
The ﬁtting residual, which shows no appreciable modulations, suggests that this system is composed
by clusters formed by at most three atoms. The intensity of the diﬀerent components provides the coverage
of monomers (in HCP and FCC adsorption sites), dimers and trimers (see Table 5.2).
The same procedure was applied to the C 1푠 spectrum acquired at higher coverage (0.32ML), shown in
Figure 5.6c. However, in this spectrum, a high BE shoulder can be seen at about 284.7 eV: according to the
DFT calculations, this can only be justiﬁed by assuming that C4 and C5 species are present on the surface.
Following the procedure previously described, the best agreement was achieved by including tetramers
formed by 퐶4,퐼 , 퐶4,퐿, 퐶4,푀 and 퐶4,푁 (as labelled in Figure 5.3). The further addition of pentamers with C
atoms arranged in a linear fashion allowed to properly reproduce the experimental data. While it is not
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Figure 5.6: Deconvoluted C 1푠 spectra of b: 0.11 ML and c: 0.32 ML carbon deposited at 80 K on Ir (1 1 1) (Ă휈 = 400 eV). a:
Theoretically calculated C 1푠 core level BEs of diﬀerent CN species (as labelled in Figure 5.3).
possible to draw a clear-cut picture about the concentration of the diﬀerent C4 and C5 species, our results
unambiguously show that the 0.32ML coverage structure cannot be described by including just monomers,
dimers and trimers, as was the case for the lowest coverage spectrum. Owing to this behaviour and to the
results of the Ir 4푓7/2 analysis described above, we did not make any ﬁtting of the 0.74ML spectrum, shown
in Figure 5.8c. Nevertheless, this spectrum is consistent with our ﬁndings, as it displays an increased
spectral intensity toward higher BEs, were we expect to have, besides the C dimers at 284.8 eV, also larger
C clusters.
5.1.4 Discussion
The analysis of the coverage of the diﬀerent species obtained after low temperature deposition provides
an interesting information about the building blocks of Gr in MBE. As reported in Table 5.2 the deposition
of 0.11 ML at 푇 = 80K results in the formation of 0.037ML, 0.021ML, and 0.040ML of monomers HCP,
monomers FCC and dimers, respectively, and with 0.016ML of trimers.
We compared these results with those obtained using a random deposition model, in which C atoms
are randomly distributed on the (1 1 1) surface, with the possibility of occupying with equal probability
HCP and FCC three-fold sites and with the assumption that, when sitting in neighbouring three-fold sites,
they form a dimer. Besides the experimentally observed strong preference for the occupation of HCP
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Table 5.2: Coverage (ML) of carbon monomers and clusters measured on the surface and obtained from a random deposition
model. The relative amount of each species with respect to the total C coverage is also reported.
sites in comparison with that for FCC sites, which is in agreement with our theoretical ﬁndings, the main
diﬀerence between experimental and theoretical results is found in the relative populations of dimers and
monomers. In fact, the experimental occupation of C atoms in the dimer conﬁguration (35%) is much larger
than the value obtained with the random deposition model calculation (13.5%).
Figure 5.7: Initial (left) and ﬁnal (right) geometri-
cal conﬁgurations in NEB calculations for the sub-
limation of carbon monomers (dark arrow) and
dimers (white arrow) from zigzag (a) and armchair
(b) graphite edges. Corresponding energy barriers
are also reported.
This discrepancy could be explained as due to:
1. thermal diﬀusion of C adatoms on the surface (that ef-
fect was not included in our random deposition model)
with subsequent formation of dimers already at low
temperature, or
2. deposition of C dimers on the surface originating di-
rectly from the graphite rod in the sublimation process.
However, the ﬁrst hypothesis can be disregarded since C
dimers are energetically unfavourable with respect to C
monomers by 0.68 eV (Figure 5.3 and ref30).
In order to support the second hypothesis about the forma-
tion of diﬀerent C species, we have performed Nudged Elas-
tic Band (NEB) monomer and dimer detachment calculations
on graphite with diﬀerent initial state geometries. In partic-
ular, we considered a graphite surface showing zigzag (Fig-
ure 5.7a) or armchair monoatomic step edges (Figure 5.7b),
both of which have been experimentally found in Scanning
Tunnelling Microscopy measurements on highly oriented py-
rolytic graphite49. In these defective sites the C atoms have
to break a smaller number of bonds with respect to the
푠푝2 inner C atoms conﬁguration. For both edge conﬁgura-
tions we calculated the energy barrier of the processes in
which either a monomer or dimer was removed. It is clear
that the detachment mechanism showing the lowest barrier
(퐸푏푎푟푟 푖푒푟 = 8.36 eV) is the removal of a dimer from a zigzag
edge.
These results are in agreement with what was observed experimentally, for instance in high tem-
perature transmission electron microscopy measurements50. While we believe that several others local
defective conﬁgurations can be present on the graphite rod surface, our results suggest that the sublima-
tion process in our carbon source produces dimers which are directly deposited on the surface and, at low
temperature, do not decompose to the most stable conﬁguration, i.e. monomers.
The presence of this metastable species on the surface is a diﬀerence with respect to what is observed
in the CVD growth of Gr30. My next step in the investigation of the MBE growth of Gr was therefore to
verify the evolution of the species obtained from the low temperature deposition, in order to understand
whether the dimers play an active role in the nucleation and growth of Gr orwhether at higher temperature
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they are decomposed to monomers, leading to the same situation found in CVD after the precursor’s
dehydrogenation.
5.2 Dynamics of temperature-programmed MBE graphene growth
Following the characterisation of the carbon species deposited on the Ir (1 1 1) surface at low temper-
ature, which indicated that both monomers and small C clusters (in particular, dimers) were produced by
the C source, our next step in the investigation of the mechanisms leading to Gr growth by MBE was to
study the eﬀect of temperature on the species adsorbed on the surface. To this purpose, after each C de-
position, we annealed the sample to increasing temperatures. The spectra measured after each annealing
step are reported in Figure 5.8.
For the analysis of these data, a quantitative analysis like the one performed for the low temperature
spectra was not possible, due to the presence of a large number of overlapping components. However,
a qualitative analysis can still provide valuable information about the type of processes involved and the
temperature range at which they are occurring.
In the two low-coverage systems (Figures 5.8a and b), the ﬁrst phase of the evolution of the system
occurs after annealing to about 300 K, and is characterized by an increase in the spectral weight of the M
component with respect of the D component. According to the results obtained in Section 5.1, this indicates
an increase in the density of C monomers with respect to that of small CN clusters, which is in agreement
with the fact that on Ir (1 1 1) monomers are thermodynamically more stable than small clusters.
However, the situation changes again when the temperature is increased to about 370 K: at this point,
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Figure 5.8: C1s spectra (Ă휈 = 400 eV) acquired after deposition of: c – 0.74ML, b – 0.32ML and a – 0.11ML carbon at 80 K on
Ir (1 1 1) and subsequent annealing to higher temperatures. For the highest coverage deposition (c), the spectrum obtained after
an annealing to 1400 K, leading to Gr formation, is also shown.
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the intensity of the M component in the spectrum begins instead to decrease, while new components
appear close to the D component. For increasing temperature, the D component moves towards lower BE,
while the M component progressively vanishes, a process which is completed around 600 K.
Slightly diﬀerent is the case of the high-coverage deposition (Figure 5.8c), where the initial increase
in the monomer’s density is not observed. This can be attributed to the fact that at such a high coverage,
at least in some regions, most surface sites are occupied, in such a way that the adsorption dynamics are
no longer those of isolated adsorbates, but must also take into account the lateral interactions and the
formation of larger clusters.
These results show that, for all the coverages investigated, a full conversion of dimers to monomers,
even though thermodynamically favoured, is never achieved. Therefore, both monomers and carbon clus-
ters such as dimers compose the carbon feedstock from which Gr grows, and the growth dynamics will be
in general diﬀerent from those of CVD growth, where the feedstock only consists of monomers30.
5.3 Dynamics of high-temperature MBE graphene growth
The experiments performed up to now correspond to a Temperature Programmed Growth approach
for Gr synthesis, where the precursor is ﬁrst deposited at lower temperature, and then annealed at higher
temperature to promote Gr growth (this process often consists of repeated cycles, as described in Sec-
tion 2.1). However, another option for both the CVD and MBE process is High Temperature Growth,
where the surface is exposed to the precursor at a temperature which is already suﬃcient for Gr growth.
Depending on the substrate, either of these techniques can lead to the highest quality product51–54. CVD
growth of Gr on Ir (1 1 1) is commonly carried out with both techniques, with the former usually leading
to a single crystalline orientation, yet with a higher density of defects, while the latter leads to domains
larger on average, yet leads to rotational domains not aligned to the substrate unless very high growth
temperatures are employed52,55.
We have therefore extended our study on the MBE growth of Gr to the Constant Temperature Growth:
this approach also has the advantage that it allows to study the dynamics of the ﬂakes’ accretion process
in real time, in particular at the high-coverage limit. This is a very important step in the growth process,
because at the end the metal surface directly exposed to the precursor is very limited, often consisting of
0D or 1D defects, which might not provide suﬃcient suitable adsorption sites for the precursor to adsorb.
This issue can lead to an incomplete Gr coverage, and the resulting uncovered areas and vacancies, besides
lowering the electronmobility, represent a weak point fromwhich Gr can be attacked by reactive species56.
On the other hand, on several substrate including Ir (1 1 1), a second layer may form in some regions,
especially at high precursor ﬂux27,57. For these reasons, a good understanding of the dynamics of the last
phases of the growth process is needed to ensure that the growth conditions lead to Gr with a controlled
number of layers and a low density of defects.
To improve our understanding on the growth dynamics of MBE, I have compared the growth rate of
Gr during an MBE and constant temperature CVD growth performed on Ir (1 1 1) at the same temperature,
as a function of the carbon coverage. My experiments show that while CVD growth is self-terminating as
its growth rate is proportional to the uncovered metal surface, the MBE growth rate has a more complex
dependence on coverage which is controlled by the interaction between the carbon feedstock and the
growing Gr ﬂakes. This more complex kind of interaction can be exploited to obtain a multilayer growth
of Gr on this surface. These results show that the interaction of Gr with atomic and molecular adsorbates,
which I have described in Chapter 3, plays an important role already in determining the growth process
of Gr on metallic surfaces.
5.3.1 Experimental details and data analysis procedure
Both the CVD and MBE growth were performed at a temperature of 1200 K, which is known to result
in the formation of a high-quality Gr layer29. For the CVD growth, we performed several experiments by
exposing the sample to diﬀerent pressures of C2H4, ranging from 1 × 10−9 mbar to 1 × 10−7 mbar. The MBE
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growth was carried out with the same graphite rod evaporation conditions used for the low-temperature
characterisation previously described. In order to be able to compare the two diﬀerent methods, it was
necessary to correctly align the reaction coordinate for the two experiments, namely the atomic C ﬂux on
the sample and the exposure of the surface to the gas precursor, respectively. This was achieved by cal-
culating an eﬀective exposure coordinate for the carbon deposition experiment, obtained by multiplying
the deposition time of the MBE experiment by a factor such as to obtain an overlap of the C 1푠 photoe-
mission signal at the early stage of the Gr growth with that of the CVD growth. In particular, this factor
was calculated by imposing a matching of the ﬁrst derivatives of the photoemission intensity curves with
respect to the exposure coordinate. This strategy is based on the approximation that at the early stage of
Gr nucleation (i.e. in the very low coverage regime, below 0.1ML) the change in the coverage depends
mainly on the C supply rate (either from C2H4 molecules or from monomers/dimers originated by the
source) and not by the speciﬁc structures present on the surface28,29.
The growth process was followed by real-time C 1푠 core level spectroscopy; this was performed in
sweep mode with a sampling rate of about 25 s/spectrum. After each growth, both the Ir 4푓7/2 and C 1푠 core
levels were acquired at both 1200 K and room temperature. These high resolution spectra were used for
calculating the total coverage of Gr.
In order to quantitatively determine the evolution of the diﬀerent species at diﬀerent C coverages we





















Figure 5.9: Ir 4푓7/2 (left; Ă휈 = 200 eV) and C 1푠 (right; Ă휈 = 400 eV) spectra acquired a: on clean Ir (1 1 1), and after b: CVD growth
of a full monolayer Gr, c: MBE growth of a single monolayer Gr, and d: growth of multilayer Gr.
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have ﬁtted the C 1푠 spectra in two steps. The low-coverage spectra (Figure 5.9c) were analysed ﬁrst, using
a single component (A – orange peak) at a BE of 284.15 eV: a good ﬁt was obtained using a DS line-shape
similar to that of a complete Gr layer on Ir (1 1 1), described in Section 2.1 (퐿 = 201meV, 퐺 = 182meV,
훼 = 0.156). A new component B (red peak) was included at a higher BE of 284.35 eV, in order to prop-
erly ﬁt the high-coverage spectra (Figure 5.9d). This peak has a line-shape characterised by 퐿 = 213meV,
퐺 = 150meV and 훼 = 0.046.
To achieve a quantitative assessment of the total carbon coverage of multilayer Gr, we evaluated the
attenuation of the photoemission signal of both the Ir 4푓7/2 and C 1푠 levels due to the limited mean free
path of photoelectrons at the kinetic energies employed (115 eV). In particular, for the case of the C 1푠 (see
Figure 5.9d), it is important to consider that not only the A component (which is attributed to the bottom
layer of Gr, i.e. the one directly in contact with the Ir (1 1 1) substrate, as will be described later) will be
screened by the 2nd and further layers, but also the total intensity of component B will be given by the
sum of the contribution by each layer, each screened by all the layers lying above it. This contribution,
however, cannot be simply modelled since it requires the knowledge of the growth method of the extra
layers (layer-by-layer or by islands) and the average size of these islands. For this reason, an average
number푚 of the further layers was calculated by evaluating their attenuation on the ﬁrst layer, which can
be modelled as: 퐼퐴퐼퐴,푀퐴푋 = 푎푚
where a is the attenuation by a single C layer and푚 is the number of layers not in contact with the metallic
surface (2nd and further). As a full layer of Gr has 2.47 carbon atoms/unit cell of Ir (1 1 1) (as described in
Section 2.1), 푚 can be calculated by the relation
푚 = 휃퐵2.47
In order to quantify a, we measured the attenuation by a full monolayer of Gr (as obtained by CVD)
on the Ir 4푓7/2 core level, by tuning the photon energy in such a way that the photoelectron kinetic energy
was the same as in the excitation of the C 1푠 core electrons. In fact, as described in Section 1.4, the mean
free path of electrons through a solid depends strongly on its kinetic energy58. The total number of Gr
layers 푛 = 푚 + 1 was then obtained from the formula above. In particular, we evaluated the attenuation of
the Ir 4푓7/2 signal by single and multi-layer Gr, as shown on the left of Figure 5.9. We obtained that, in our
experimental conditions, the signal after the growth of a full ML of Gr via CVD (Figure 5.9b) is attenuated
with respect to the signal of the clean surface (Figure 5.9a) by a factor 0.43, which, for this speciﬁc case
where 푛 = 1, corresponds to the value of a:
퐼퐼 푟퐼퐼 푟 ,0 = 푎푛
It is interesting to notice that this is the same attenuation which is obtained from the growth using the C
source, at the moment when the second component starts to appear (Figure 5.9c). Finally, the attenuation
of the Ir 4푓7/2 signal at the end of the experiment is 0.16: by applying the same formula, this yields a total
number of layers 푛 = 2.23, corresponding to a C coverage of 5.50ML.
The right part of Figure 5.9 shows instead the photoemission intensities of C 1푠 components A and
B in the same systems. In Figure 5.9c, component A has the same intensity as the one obtained in the
CVD experiment (Figure 5.9b), whereas component B is just 0.01 times as intense. On the other hand, in
Figure 5.9d, corresponding to multilayer Gr, component A has decreased to 0.35 times its original intensity,
while the intensity of B is 0.86 times that of the full monolayer Gr in Figure 5.9b.
An important observation is that the ratio between the A and B components of C 1푠 in the spectra
taken at high temperature (as will be shown in Figure 5.11) does not correspond to the one obtained from
measurements at room temperature (Figure 5.9). This can be explained in terms of a reduced mean free
path which could be originated for instance by an increased scattering by Gr phonons. Therefore, in order
to calculate the real C coverage for the uptake experiment described in the next Section, the following
procedure has been applied: as long as a single component was present, the coverage was considered pro-
portional to the photoemission intensity. For the part of the experiment where the second component was
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present, the coverage of the ﬁrst component was ﬁxed to the maximum value it had reached. We calculated
a new attenuation parameter 푎1200 K, i.e. the value of the attenuation by one layer Gr at 푇 = 1200K, which
was obtained from the intensity ratio of the A component of the C 1푠 spectrum between the last points and
its maximum value, by employing the coverage value obtained from the room temperature measurements.
Finally, the ratio of the intensity of A with respect to its real coverage was used to quantify the number푚
of C layers covering the interface layer.
5.3.2 Experimental results
Figure 5.10a shows the sequence of high resolution C 1푠 core level spectra measured in situ during
C deposition from the carbon source. As mentioned in the previous Section, at the beginning of the up-
take a single component, A, is detected at 284.15 eV BE. With increasing C coverage, we observe a second
component appearing at higher BE (284.35 eV), while the spectral weight of the low BE component de-
creases. This spectral series can be compared with the one measured during Gr CVD growth at the same
temperature, which is shown in Figure 5.10b. In the latter case, only a single component can be detected
throughout the whole experiment, having the same BE of the A peak observed at the beginning of the MBE
growth (a). This trend suggests that, while in the ﬁrst stages of the growth the two methods produce the
same C species, another non-equivalent C species appears at higher coverages only when depositing car-
bon from a solid target. The modiﬁcation in the spectral line-shape can be also appreciated in Figure 5.11a,
where the the time-lapsed C 1푠 spectra is reported as a two-dimensional plot in which the photoemission
intensity is represented in colour scale, ranging from low (white) to high (dark).
Representative spectra are shown in Figure 5.11b with their deconvoluted spectral components A and
B (as described above). A single component A was suﬃcient to properly describe the spectrum up to a


















Figure 5.10: Time-resolved C 1푠 spectra (Ă휈 = 400 eV) acquired during Gr growth on Ir (1 1 1) at 1200 K using MBE (a) and CVD
at 1 × 10−8 mbar C2H4 (b) technique. The two graphs are not to scale.
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Figure 5.11: a: Time-resolved C 1푠 spectrum (Ă휈 = 400 eV) acquired during MBE growth at 1200 K. Selected spectra are plotted
in b, with their deconvoluted components. c: Evolution of the photoemission intensity of each component.
coverage of 2.4ML, corresponding to the coverage of a full ML of Gr on Ir (1 1 1), as demonstrated by low
ﬁtting residuals without an appreciable modulation. For higher coverage, instead, component B also had
to be included.
It is clear from Figure 5.11c, where the intensities of the A and B components are plotted as a func-
tion of exposure to the C source, that the intensity of component A decreases as component B increases.
The evolution of the two components suggests that the new B species could originate from a second and
further layers of Gr located above the ﬁrst monolayer Gr: the photoemission intensity decrease of the A
components is indeed explained as due to the increasing attenuation of the photoemission signal of the
interface carbon layer – the one directly above the surface – exerted by the layers of carbon atoms lying
above it.
The growth was further characterised by acquiring low energy diﬀraction images corresponding to
the diﬀerent systems, as reported in Figure 5.12. The Gr monolayer prepared by CVD shows the typical
diﬀraction pattern described in Section 2.3.2, with the presence of several spots due to the formation of the
Figure 5.12: LEED of single-layer Gr grown on Ir (1 1 1) at 1200 K via CVD (a) and MBE (b) and after multi-layer Gr growth by
MBE (c).
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long-range order periodicity of the moiré superlattice, which are aligned with those of the Ir (1 1 1) surface
(Figure 5.12a). This spots, however, are much broader along a tangential than along a radial direction:
this indicates that Gr is not completely aligned with the substrate’s crystallograﬁc directions, but has
several rotational domains narrowly distributed around this direction. The presence of rotational domains
in High-Temperature CVD-grown Gr on Ir (1 1 1) is indeed one of the main drawbacks when using this
growth method on this surface55. On the other hand, the MBE growth leads to signiﬁcantly narrower
spots, which do not display any angular broadening; moreover, a higher number of diﬀraction orders can
be seen. This indicates that for similar growth conditions at constant temperature, MBE Gr growth of
single-layer Gr on Ir (1 1 1) leads to a higher crystallographic quality of the product. Finally, the image
corresponding to the multilayer formation (Figure 5.12c) still shows the same moiré spots, even though
the background intensity has increased, indicating an overall poorer ordering in the multilayer Gr.
Another interesting result obtained in the carbon MBE experiment can be appreciated in Figure 5.13a,
where the C 1푠 spectra of the A and B components measured at the end of the uptake at high temper-
ature (T=1200 K) and at room temperature (T=300 K) are reported. At the end of the uptake, when 2.23
layers (i.e. 5.50ML) are present, the BE diﬀerence results to be about 150meV, as shown in the top spec-
trum of Figure 5.13a. However, if we cool the Ir (1 1 1) crystal to room temperature, the two components,
while keeping a similar spectral weight ratio, are characterized by a quite diﬀerent core level shift, which
amounts to 210meV (Figure 5.13a, below). We explain this change as due to the diﬀerent thermal expan-
sion of monolayer and free-standing Gr. Because of the weak vdW coupling between the C layers, we can
consider the topmost Gr layers as free-standing, while the ﬁrst C layer is directly interacting with the Gr
substrate. Therefore, its thermal expansion is driven by the positive thermal expansion of the Ir substrate
underneath, while for the upper and decoupled layers the thermal expansion is expected to be negative,
as for free-standing Gr. For a quantitative evaluation we compared our experimental ﬁndings with the ex-
pected C 1푠 core level shift for epitaxial and free-standing Gr, calculated by means of DFT and molecular
dynamics simulations59. By increasing the temperature from 300 K to 1000 K, the diﬀerences between the
calculated C 1푠 core level shifts of free-standing and supported Gr decreases by 90meV, which is in quite
good agreement with the decrease we observe in our data (150meV). Small discrepancies can be explained



































Figure 5.13: a: Comparison of C 1푠 core-level spectra of multilayer Gr at growth temperature (above) and room temperature
(below) (Ă휈 = 400 eV). b: C 1푠 core-level Binding Energy evolution during MBE Gr growth at 1200 K.
118 CHAPTER 5. MBE GRAPHENE GROWTH ON Ir (1 1 1)
Furthermore, as shown in Figure 5.13b, the C 1푠 BE of both components A and B shifts during the
whole growth. In particular, before a full monolayer is formed, the BE of the only component (A) de-
creases progressively. The minimum BE of the interface Gr layer, corresponding to the minimum degree
of n-doping, is achieved when a full monolayer Gr present. The C 1푠 BE of both components, instead,
increases when the multilayers start forming, with a roughly linear dependence from coverage. In partic-
ular, for increasing number of layers, the C 1s BE moves closer to the value found in bulk graphite, which
is 284.0 eV60.
5.3.3 Discussion
The comparison between the evolution of the C coverage in the uptakes performed at the same tem-
perature, using either the carbon source or ethylene CVD, is shown in Figure 5.14. The two curves cor-
responding respectively to the A peak in MBE (red) and the corresponding single component in CVD
(green) reach approximately the same maximum intensity, which corresponds to about 2.47ML. However,
the rate at which this maximum is reached is very diﬀerent: while the speed of the CVD process gradually
decreases and the approach to the 2.47ML limit is asymptotic with coverage, the growth rate for MBE
is still close to its initial value when the coverage reaches that value. This diﬀerence can be appreciated
in particular starting from a coverage of 1ML, where the slope of the curve corresponding to the CVD
growth experiment is clearly decreasing with respect to the C-source experiment, as highlighted in the
zoom shown in Figure 5.14b.
The asymptotic behaviour is a clear ﬁngerprint that in the CVD process, the growth rate depends on
the portion of the surface which is still free from Gr. This can be attributed to the very weak interaction
between the regions already covered by Gr and the precursor C2H4 molecules, which causes the molecules
adsorbing there to immediately desorb, without generating carbon feedstock. This fact can be attributed
to two main reasons: Gr cannot catalyse the hydrocarbon breaking, and at the temperature used for Gr
growth the precursor cannot adsorb on the Gr ﬂakes for suﬃcient time to undergo thermal decomposition
anyway. This is at the basis of the well-known self-terminating behaviour of CVD-grown Gr on Ir (1 1 1),
which allows to obtain single-layer Gr with 100% selectivity on this surface.
In addition, it is interesting to notice that the maximum intensity reached in the CVD growth is smaller
by a few percent than the one obtained by MBE for the ﬁrst Gr layer. A possible explanation for this
fact is that in order to dissociate, the gas precursor molecules must be able to reach the metal surface
to dissociate, yet their stearic encumbrance does not allow them to adsorb on the bare Ir which is still


























Figure 5.14: Comparison of the growth rate of Gr during MBE and CVD rate. In a, the total coverage of CVD- andMBE-grown Gr
are shown, together with the individual coverage of the ﬁrst and upper layers. b: zoom on the initial growth rate and comparison
with linear behaviour (dashed).
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smaller encumbrance, are more eﬀective in attaching to the edges and close even the defects with smallest
dimensionalities, allowing to obtain a larger coverage.
On the other hand, the Gr growth rate with MBE does not vanish at a coverage of a full layer Gr, and
the total coverage increases further, as the new photoemission component B grows. It is interesting to
point out that the growth of the B peak starts exactly after the A component has reached its maximum.
This indicates that while the MBE growth is not self-terminating and causes multi-layer growth, it is still
possible to employ this technique to reproducibly achieve either a full single-layer Gr coverage or Gr of
diﬀerent thickness, by carefully monitoring the deposition.
However, there is a limit to this, as the total C coverage during the growth of the further layers, shown
in Figure 5.14, eventually does eventually reach saturation, for an exposure of about 6 times the one needed
to complete the ﬁrst layer. The saturation was observed to occur for a total carbon coverage corresponding
to 푛 = 2.23 layers of Gr. We can exclude that this saturation is only apparent, i.e. that what we are observing
is just a plateau reached in the photoemission signal due to the limited mean free path of photoelectrons,
thanks to the possibility to distinguish the signal of the bottom (A) and top layers (B): as not only their
total intensity, but also their spectral weight does not vary any longer (as can be seen in Figure 5.11c), we
can conclude that the growth has really stopped. This is quite surprising, as one would expect the sticking
probability not to vary signiﬁcantly any more once the whole surface is covered by Gr.
Another remarkable fact can be observed in the LEED pattern generated by the Gr multilayer, shown
in Figure 5.12c, which still shows that the Gr layer is well aligned to the Ir (1 1 1) substrate. A high degree of
orientational ordering between CVD- or MBE-grown Gr and its substrate is usually only observed when
there is a high degree of interaction between the C feedstock and the substrate. For example, Gr has
very few preferential orientations on strongly interacting surfaces such as Re (0 0 0 1)53 and Ru (0 0 0 1)61,
can display several rotational domains on surfaces such as Ir (1 1 1)55 and Rh (1 1 1)62, and often shows no
preferred orientation on very weakly interacting ones such as Pt (1 1 1)63,64 and Au (1 1 1)22. According to
this, Gr is expected to show very poor rotational alignment when growing on top of another Gr layer57,
and therefore the appearance of ring-like diﬀraction features in the LEED pattern would be likely, as in
the case of highly oriented pyrolytic graphite65,66.
These two issues can both be explained if the growth of the new C layers takes place not on top of
the already grown layers, but on the buried Ir (1 1 1) surface, by intercalation of C monomers/dimers at
the interface between the monolayer Gr and the Ir substrate. This behaviour has been already observed in
previous LEEM experiments on the Ir (1 1 1) surface27 and on other surfaces such as Cu (1 1 1)57. In partic-
ular, according to this model, the progressive reduction in the rate of multilayer growth can be attributed
to the fact that as further layers grow, it becomes increasingly diﬃcult for the C atoms to intercalate and
reach the surface, which is required to continue the growth. Moreover, the growth of the new layers, since
it occurs on the Ir (1 1 1) surface, is still driven in its crystallographic direction by the interaction of the
precursors with it.
Finally, it is evident from Figure 5.14b that the growth rate of the ﬁrst Gr layer by MBE is still inﬂu-
enced by the amount of free metal surface, even though not as dramatically as in CVD. In fact, while the
growth rate remains relatively large, it is nevertheless decreasing at high coverage (starting slightly below1ML), reaching about 80% of its initial value when the coverage approaches that of a full Gr layer. As the
evaporation rate of the C source was veriﬁed to be constant, this decrease must be related to some process
occurring on the surface, similar to the self-terminating behaviour occurring in the CVD growth yet less
dramatic. For the case of CVD, in fact, the reduction in growth rate is due to the very low residence time
of the gaseous precursors on the Gr ﬂakes, which causes them to desorb before they can participate to
the growth. The MBE behaviour, instead, can be explained if the carbon monomers and dimers have an
adsorption energy on Gr which is large enough to allow them to adsorb on the surface and diﬀuse for a
certain distance across the Gr ﬂakes, yet the desorption probability is still not negligible. This leads to an
interplay between the two processes of diﬀusion and desorption: more speciﬁcally, the carbon species ad-
sorbed close enough to the ﬂakes’ edges can diﬀuse and reach the edge in a time smaller that their average
residence time on the surface, while those farthest from the edges will desorb with high probability before
they reach it. Once the carbon precursor has reached the edge, it can either attach directly there or dif-
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Figure 5.15: Preferred adsorption conﬁgurations for a: C1 and b: C2 species on Gr supported on Ir (1 1 1). For the case of the
monomers (a), the adsorption energy in non-equivalent regions of the Gr moirè supercell is shown.
fuse on the Ir surface, but then its adsorption energy becomes high enough that its desorption probability
becomes negligible. A proof of this behaviour is that, up to a coverage of 1ML, the growth rate is linear,
since the islands are so small that wherever the C species are deposited, the time they take to reach an
edge is not suﬃcient to allow them to desorb; whereas only at high coverages, when extended regions of
the surface are covered by Gr, a decrease in the growth rate is observed.
To verify this hypothesis, we have once again resorted to DFT calculations performed by our collab-
orators, where the adsorption energy of C monomers and dimers on graphene has been calculated. The
results are shown in Table 5.3.
C1 C2퐸DES (eV) 2.48 2.60퐸DIFF (eV) 0.60 0.28
Table 5.3: Adsorption (퐸DES) and diﬀusion (퐸DIFF) energies for carbon monomers and dimers adsorbed on Ir (1 1 1).
In particular, the Cmonomer is found to be unstable in the hollow and atop positions in the Gr unit cell,
and will tend to relax to the bridge position. We calculated the adsorption energy for C monomers sitting
in this site in diﬀerent regions (TOP, HCP and FCC) of the Gr (10 × 10) unit cell, as shown in Figure 5.15a.
While the HCP-bridge and FCC-bridge conﬁgurations show quite similar adsorption energy values, the
TOP-bridge site is slightly preferred, with and adsorption energy of 2.48 eV. Also C dimers preferentially
adsorb in TOP-bridge sites (Figure 5.15b), with an adsorption energy slightly larger than 2.60 eV. It is
interesting to note that the dimer axis is vertical with respect to the Ir surface and induces a considerable
local deformation in the Gr lattice, by lifting up the nearest- and next-nearest-neighbour C atoms.
By comparing the two systems, it is clear that the adsorption energy of a C monomer or dimer is quite
similar. Moreover, it is higher by an order of magnitude than the values found for the systems studied in
Chapter 3, indicating that in this case the C species are chemisorbed.
In addition, our collaborators calculated the diﬀusion barrier (퐸DIFF) of C monomer and dimers. The
pathway and energetics of the diﬀusion process are shown for both species, in Figure 5.16. The most
interesting ﬁnding is the much larger barrier for the diﬀusion of C1 monomers from TOP-bridge to TOP-
bridge sites with respect to the case of C2 dimers, as reported in Table 5.3.
As discussed in Chapter 3, since the adsorption process is non-dissociative and therefore has no activa-
tion barrier, the desorption energy corresponds to the adsorption energy 퐸DES. Being the diﬀusion barriers
smaller than the desorption ones by one order of magnitude, the time required for the adsorbed carbon to
desorb from Gr will be signiﬁcantly larger than the one required to move to an adjacent cell.
In particular, the probability for an individual diﬀusion event per unit of time will be:
푃1(푇 ) = 휈푒−퐸DIFF/푘퐵푇
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Figure 5.16: Calculated pathway for a: C1 and b: C2 species diﬀusion between adjacent unit cells on Gr supported on Ir (1 1 1).
The energy variation of each system is plotted as a function of the reaction coordinate; the intermediate steps of the process are
shown below.
where 휈 is the pre-exponential factor, which can be assumed in a ﬁrst approximation equal for diﬀusion
and desorption; 푘퐵 is the Boltzmann constant and T is the temperature. We can therefore express the
average time it takes for one adsorbed species to diﬀuse to a nearby cell as:
휏1 ∝ 1푃1(푇 ) ∝ 푒
퐸DIFF/푘퐵푇
and the time required to cross several (푁 ) unit cells will be:
휏푁 ∝ 푁푒퐸DIFF/푘퐵푇
Likewise, the desorption process will have an associated lifetime, corresponding to the average time the
adsorbate remains on Gr before desorbing:
휏DES ∝ 푒퐸DES/푘퐵푇
The number 푁MAX of Gr unit cells the adsorbate crosses before desorbing is the value for which 휏푁MAX =휏DES: 푁MAX 푒퐸DIFF/푘퐵푇 = 푒퐸DES/푘퐵푇
Finally, as the adsorbates move in random directions, the unit cells they cross will typically be diﬀused over
an approximately circular region centred on their landing site, rather than aligned; the average radius of
this region can be estimated as:
푟MAX = 푎Gr √푁MAX
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where 푎Gr is the lattice parameter of Gr.
Using these formulas, I calculated 푟MAX for both monomers and dimers adsorbed on Gr/Ir (1 1 1), which
yields respectively 푟MAX,푀 = 2.4  m and 푟MAX,퐷 = 18.3  m.
For each carbon species, this value deﬁnes two zones inside the Gr islands growing on the Ir (1 1 1)
surface. In particular, for the case of monomers, those ﬂakes whose radius is larger than the 푟MAX,푀 have
an inner and an outer region, separated by a boundary located at a distance 푟MAX,푀 from the edge, such
that carbon monomers deposited in the outside region participate to the ﬂakes’ growth, as they manage
to diﬀuse until the edge of the ﬂake, while those deposited in the inside region desorb before they can
reach an edge. Likewise, a diﬀerent boundary, at a distance of 푟MAX,퐷 from the islands’ edge, separates
the region where deposited dimers can participate to growth or not. Due to the diﬀerent values of 푟MAX,푀
and 푟MAX,퐷 , the islands of intermediate size (between 2 and 20  m only have two regions: the outer, where
both monomers and dimers can reach the edge, and the inner region, where only dimers can migrate to
the edges. For even larger islands, a third, innermost region is present, where no deposited species is able
to participate in the growth.
This mechanism very well explains the observed curve of the growth rate. In fact, for low carbon
coverage, the islands size is smaller than the diﬀusion limit of both carbon species, and the growth rate
is constant as all adsorbed C species participate to the growth, regardless whether they are deposited on
an already nucleated Gr ﬂake or on a bare region of the surface. As the coverage increases, some islands
reach the size for which desorption starts to occur, and only then is a decrease in the growth rate observed.
For example, in an island characterized by a radius twice 푟MAX,푀 , 25% of the area will not allow monomers
deposited there to contribute to the growth; while in an island 10 times larger than 푟MAX,푀 only 20% of
the adsorbed monomers will contribute to the growth. It is interesting to notice that in the latter case, a
region where even deposited dimers cannot diﬀuse to the edge is present, yet still represents a negligible
part of the total area.
As we know, from the experiments described in the previous sections, that in our system the growth
is fed by monomers and dimers in a fairly similar ratio and as the reduction we observe in the growth rate
is about 20%, we can conclude that this decrease is almost exclusively due to the monomers and that the
average size of the Gr islands, at a coverage approaching that of a full Gr layer, is between 5 and 10  m.
Indeed, the LEED pattern of the single layer MBE-grown Gr, which is reported in Figure 5.12b, shows very
sharp spots, compatible with a large domain size. However, the transfer width of the instrument only
allows us to conclude that the coherent domains in Gr are at least as large as 100Å. It is important to
observe, ﬁnally, that the size of the islands obtained from these considerations might be larger than that
of the coherent domains of graphene, as a single island could be formed by several domains separated by
grain boundaries, as long as there is no free iridium surface in between.
Conclusion
In this chapter, I have described an investigation of the individual steps in the MBE growth of Gr by
means of carbon deposition from a solid evaporator. In particular, in the ﬁrst part of this experiment I
have shown how high energy-resolution core-level photoemission spectroscopy can be employed to iden-
tify carbon species, such as monomers and small clusters, having diﬀerent number of atoms or in diﬀerent
adsorption sites. Using this technique, I have shown that the carbon feedstock in MBE Gr growth from
a solid carbon evaporator is composed of both carbon monomers and dimers, unlike the case of CVD
where only dimers are present. Following this study, I have shown that high quality Gr can be formed by
deposition of carbon monomers and dimers on the Ir (1 1 1) surface at high temperature (1200 K). Further-
more, this technique allows to obtain both single- and multi-layer Gr; however, a careful monitoring of
the growth rate is needed to precisely control this parameter. Moreover, by analysing the growth rate, I
have shown how the growth kinetics are controlled by a complex interplay between the diﬀusion of the
C precursors on the growing Gr islands and their desorption. This interplay is controlled by the size of
the islands and diﬀers among the chemical species composing the carbon feedstock: this fact provides an
additional degree of freedom, besides temperature, to tune both the quality of the Gr and the number of
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layers grown, by modifying the composition of the carbon feedstock delivered. This could be achieved
for instance by tuning the evaporation conditions of the carbon evaporator, or by using a diﬀerent type
of carbon source; for example, the Mass Selected Nanoclusters Source described in Chapter 7 could be
employed to this aim.
I have therefore shown that even during the growth process, when Gr is only covering part of the
surface, its interaction with the adsorbed precursor atoms and molecules can aﬀect the islands’ accretion
process and thereby the quality of the ﬁnal product. This is a further indication of the importance of a
correct understanding of the interactions occurring on supported Gr, as the interplay between diﬀusion
and desorption, which inﬂuences the size of the Gr islands, will be in general diﬀerent depending on the
substrate over which Gr is being grown. For this reason, a careful evaluation of the energy barriers ruling
these two processes can provide a tool to signiﬁcantly improve the growth of Gr on new substrates using
Molecular Beam Epitaxy.
Finally, this technique is not limited to Gr growth, as it can be also employed for the growth of other
2D materials. For example, MBE from a solid evaporator is up to now the only successful technique in the
synthesis of diﬀerent phases of 2D allotropes of boron, known as borophenes67,68.
The simple working principles of this technique, which unlike CVD does not require any catalytic




[1] X. Li, Y. Zhu, W. Cai, M. Borysiak, B. Han, D. Chen, R. D. Piner, L. Colombo, R. S. Ruoﬀ. Transfer of
large-area graphene ﬁlms for high-performance transparent conductive electrodes. Nano Lett. (2009)
9: 4359–4363. doi:10.1021/nl902623y.
[2] J. Kang, D. Shin, S. Bae, B. H. Hong. Graphene transfer: key for applications. Nanoscale (2012) 4:
5527. doi:10.1039/c2nr31317k.
[3] G. Lupina, J. Kitzmann, I. Costina, M. Lukosius, C.Wenger, A.Wolﬀ, S. Vaziri, M. Östling, I. Pasternak,
A. Krajewska, W. Strupinski, S. Kataria, A. Gahoi, M. C. Lemme, G. Ruhl, G. Zoth, O. Luxenhofer,
W. Mehr. Residual metallic contamination of transferred Chemical Vapor Deposited graphene. ACS
Nano (2015) 9: 4776–4785. doi:10.1021/acsnano.5b01261.
[4] R. Addou, A. Dahal, P. Sutter, M. Batzill. Monolayer graphene growth on Ni (1 1 1) by low temperature
chemical vapor deposition. Appl. Phys. Lett. (2012) 100: 021601. doi:10.1063/1.3675481.
[5] A. Varykhalov, O. Rader. Graphene grown on Co (0 0 0 1) ﬁlms and islands: Electronic structure and its
precise magnetization dependence. Phys. Rev. B (2009) 80: 035437. doi:10.1103/PhysRevB.80.035437.
[6] A. L. Vázquez de Parga, F. Calleja, B. Borca, M. C. G. Passeggi, J. J. Hinarejos, F. Guinea, R. Miranda.
Periodically rippled graphene: Growth and spatially resolved electronic structure. Phys. Rev. Lett.
(2008) 100: 056807. doi:10.1103/physrevlett.100.056807.
[7] A. B. Preobrajenski, M. L. Ng, A. S. Vinogradov, N. Mårtensson. Controlling graphene corrugation
on lattice-mismatched substrates. Phys. Rev. B (2008) 78: 073401. doi:10.1103/PhysRevB.78.073401.
[8] E. Miniussi, M. Pozzo, A. Baraldi, E. Vesselli, R. R. Zhan, G. Comelli, T. O. Menteş, M. A. Niño,
A. Locatelli, S. Lizzit, D. Alfè. Thermal stability of corrugated epitaxial graphene grown on Re (0 0 0 1).
Phys. Rev. Lett. (2011) 106: 216101. doi:10.1103/PhysRevLett.106.216101.
[9] L. Gao, J. R. Guest, N. P. Guisinger. Epitaxial graphene on Cu (1 1 1). Nano Lett. (2010) 10: 3512–3516.
doi:10.1021/nl1016706.
[10] C. Busse, P. Lazić, R. Djemour, J. Coraux, T. Gerber, N. Atodiresei, V. Caciuc, R. Brako, A. T. N’Diaye,
S. Blügel, J. Zegenhagen, T. Michely. Graphene on Ir (1 1 1): Physisorption with chemical modulation.
Phys. Rev. Lett. (2011) 107: 036101. doi:10.1103/PhysRevLett.107.036101.
[11] A. Locatelli, G. Zamborlini, T. O. Menteş. Growth of single and multi-layer graphene on Ir (1 0 0).
Carbon (2014) 74: 237–248. doi:10.1016/j.carbon.2014.03.028.
[12] A. Reina, S. Thiele, X. Jia, S. Bhaviripudi, M. S. Dresselhaus, J. A. Schaefer, J. Kong. Growth of large-
area single- and bi-layer graphene by controlled carbon precipitation on polycrystalline Ni surfaces.
Nano Res. (2009) 2: 509–516. doi:10.1007/s12274-009-9059-y.
[13] X. Li, W. Cai, J. An, S. Kim, J. Nah, D. Yang, R. Piner, A. Velamakanni, I. Jung, E. Tutuc, S. K. Banerjee,
L. Colombo, R. S. Ruoﬀ. Large-area synthesis of high-quality and uniform graphene ﬁlms on copper
foils. Science (2009) 324: 1312–1314. doi:10.1126/science.1171245.
[14] M. Batzill. The surface science of graphene: Metal interfaces, CVD synthesis, nanoribbons, chemical
modiﬁcations, and defects. Surf. Sci. Rep. (2012) 67: 83–115. doi:10.1016/j.surfrep.2011.12.001.
[15] F. Xia, D. B. Farmer, Y.-M. Lin, P. Avouris. Graphene ﬁeld-eﬀect transistors with high on/oﬀ
current ratio and large transport band gap at room temperature. Nano Lett. (2010) 10: 715–718.
doi:10.1021/nl9039636.
REFERENCES 125
[16] S. Hertel, D.Waldmann, J. Jobst, A. Albert, M. Albrecht, S. Reshanov, A. Schöner, M. Krieger, H.Weber.
Tailoring the graphene/silicon carbide interface for monolithic wafer-scale electronics. Nat. Commun.
(2012) 3: 957. doi:10.1038/ncomms1955.
[17] X. Wang, Q. Yuan, J. Li, F. Ding. The transition metal surface dependent methane
decomposition in graphene chemical vapor deposition growth. Nanoscale (2017) 9: 11584–11589.
doi:10.1039/c7nr02743e.
[18] G. Wang, M. Zhang, Y. Zhu, G. Ding, D. Jiang, Q. Guo, S. Liu, X. Xie, P. K. Chu, Z. Di, X. Wang. Direct
growth of graphene ﬁlm on germanium substrate. Sci. Rep. (2013) 3: 2465. doi:10.1038/srep02465.
[19] J. Dabrowski, G. Lippert, J. Avila, J. Baringhaus, I. Colambo, Y. S. Dedkov, F. Herziger, G. Lupina,
J. Maultzsch, T. Schaﬀus, T. Schroeder, M. Kot, C. Tegenkamp, D. Vignaud, M.-C. Asensio.
Understanding the growth mechanism of graphene on Ge/Si (0 0 1) surfaces. Sci. Rep. (2016) 6: 31639.
doi:10.1038/srep31639.
[20] J. Villacampa, C. Royo, E. Romeo, J. A. Montoya, P. Del Angel, A. Monzón. Catalytic decomposition
of methane over Ni-Al2O3 coprecipitated catalysts. Appl. Catal., A (2003) 252: 363–383.
doi:10.1016/s0926-860x(03)00492-7.
[21] G. Lippert, J. Dąbrowski, T. Schroeder, M. A. Schubert, Y. Yamamoto, F. Herziger, J. Maultzsch,
J. Baringhaus, C. Tegenkamp, M. C. Asensio, J. Avila, G. Lupina. Graphene grown on Ge (0 0 1) from
atomic source. Carbon (2014) 75: 104–112. doi:10.1016/j.carbon.2014.03.042.
[22] I. Hernández-Rodríguez, J. M. García, J. A. Martín-Gago, P. L. de Andrés, J. Méndez. Graphene growth
on Pt (1 1 1) and Au (1 1 1) using a MBE carbon solid-source. Diamond Relat. Mater. (2015) 57: 58–62.
doi:10.1016/j.diamond.2015.03.004.
[23] http://minotlab.physics.oregonstate.edu/content/image-gallery. Web Site. Minot Group, Oregon
State University.
[24] J. M. Garcia, U. Wurstbauer, A. Levy, L. N. Pfeiﬀer, A. Pinczuk, A. S. Plaut, L. Wang, C. R. Dean,
R. Buizza, A. M. van der Zande, J. Hone, K. Watanabe, T. Taniguchi. Graphene growth on h-BN by
molecular beam epitaxy. Solid State Commun. (2012) 152: 975–978. doi:10.1016/j.ssc.2012.04.005.
[25] M. Peplow. Graphene booms in factories but lacks a killer app. Nature (2015) 522: 268–269.
doi:10.1038/522268a.
[26] F. Bonaccorso, A. Lombardo, T. Hasan, Z. Sun, L. Colombo, A. C. Ferrari. Production and processing
of graphene and 2D crystals. Mater. Today (2012) 15: 564–589. doi:10.1016/s1369-7021(13)70014-2.
[27] S. Nie, A. L. Walter, N. C. Bartelt, E. Starodub, A. Bostwick, E. Rotenberg, K. F. McCarty. Growth from
below: Graphene bilayers on Ir (1 1 1). ACS Nano (2011) 5: 2298–2306. doi:10.1021/nn103582g.
[28] E. Loginova, N. C. Bartelt, P. J. Feibelman, K. F. McCarty. Evidence for graphene growth by C cluster
attachment. New J. Phys. (2008) 10: 093026. doi:10.1088/1367-2630/10/9/093026.
[29] E. Loginova, N. C. Bartelt, P. J. Feibelman, K. F. McCarty. Factors inﬂuencing graphene growth on
metal surfaces. New J. Phys. (2009) 11: 063046. doi:10.1088/1367-2630/11/6/063046.
[30] H. Tetlow, J. Posthuma de Boer, I. J. Ford, D. D. Vvedensky, D. Curcio, L. Omiciuolo, S. Lizzit, A. Baraldi,
L. Kantorovich. Ethylene decomposition on Ir (1 1 1): initial path to graphene formation. Phys. Chem.
Chem. Phys. (2016) 18: 27897–27909. doi:10.1039/c6cp03638d.
[31] L. Zhong, J. Li, Y. Li, H. Lu, H. Du, L. Gan, C. Xu, S. W. Chiang, F. Kang. Unraveling the inﬂuence
of metal substrates on graphene nucleation from ﬁrst-principles study. J. Phys. Chem. C (2016) 120:
23239–23245. doi:10.1021/acs.jpcc.6b06750.
126 REFERENCES
[32] P. Wu, H. Jiang, W. Zhang, Z. Li, Z. Hou, J. Yang. Lattice mismatch induced nonlinear growth of
graphene. J. Am. Chem. Soc. (2012) 134: 6045–6051. doi:10.1021/ja301791x.
[33] O. V. Yazyev, Y. P. Chen. Polycrystalline graphene and other two-dimensional materials. Nat.
Nanotechnol. (2014) 9: 755–767. doi:10.1038/nnano.2014.166.
[34] S. Riikonen, A. V. Krasheninnikov, L. Halonen, R. M. Nieminen. The role of stable and mobile
carbon adspecies in copper-promoted graphene growth. J. Phys. Chem. C (2012) 116: 5802–5809.
doi:10.1021/jp211818s.
[35] T. Niu, M. Zhou, J. Zhang, Y. Feng, W. Chen. Growth intermediates for CVD graphene on
Cu (1 1 1): Carbon clusters and defective graphene. J. Am. Chem. Soc. (2013) 135: 8409–8414.
doi:10.1021/ja403583s.
[36] H. Chen, W. Zhu, Z. Zhang. Contrasting behavior of carbon nucleation in the initial stages
of graphene epitaxial growth on stepped metal surfaces. Phys. Rev. Lett. (2010) 104: 186101.
doi:10.1103/physrevlett.104.186101.
[37] M. Gao, Y.-F. Zhang, L. Huang, Y. Pan, Y. Wang, F. Ding, Y. Lin, S.-X. Du, H.-J. Gao. Unveiling carbon
dimers and their chains as precursor of graphene growth on Ru (0 0 0 1). Appl. Phys. Lett. (2016) 109:
131604. doi:10.1063/1.4963283.
[38] J. Gao, Q. Yuan, H. Hu, J. Zhao, F. Ding. Formation of carbon clusters in the initial stage of chemical
vapor deposition graphene growth on Ni (1 1 1) surface. J. Phys. Chem. C (2011) 115: 17695–17703.
doi:10.1021/jp2051454.
[39] J. Li, E. Croiset, L. Ricardez-Sandoval. Carbon clusters on the Ni (1 1 1) surface: a density functional
theory study. Phys. Chem. Chem. Phys. (2014) 16: 2954. doi:10.1039/c3cp54376e.
[40] L. Xu, Y. Ma, Z. Wu, B. Chen, Q. Yuan, W. Huang. A photoemission study of ethylene decomposition
on a Co (0 0 0 1) surface: Formation of diﬀerent types of carbon species. J. Phys. Chem. C (2012) 116:
4167–4174. doi:10.1021/jp210500p.
[41] L. Xu, Y. Jin, Z. Wu, Q. Yuan, Z. Jiang, Y. Ma, W. Huang. Transformation of carbon monomers and
dimers to graphene islands on Co (0 0 0 1): Thermodynamics and kinetics. J. Phys. Chem. C (2013)
117: 2952–2958. doi:10.1021/jp400111s.
[42] Z. Fu, Y. Zhang, Z. Yang. Growth mechanism and controllable synthesis of graphene on
Cu–Ni alloy surface in the initial growth stages. Phys. Lett. A (2015) 379: 1361–1365.
doi:10.1016/j.physleta.2015.03.009.
[43] A. Föhlisch, N. Wassdahl, J. Hasselström, O. Karis, D. Menzel, N. Mårtensson, A. Nilsson. Beyond the
chemical shift: Vibrationally resolved core-level photoelectron spectra of adsorbed CO. Phys. Rev.
Lett. (1998) 81: 1730–1733. doi:10.1103/physrevlett.81.1730.
[44] M. Bianchi, D. Cassese, A. Cavallin, R. Comin, F. Orlando, L. Postregna, E. Golfetto, S. Lizzit,
A. Baraldi. Surface core level shifts of clean and oxygen covered Ir (1 1 1). New J. Phys. (2009) 11:
063002. doi:10.1088/1367-2630/11/6/063002.
[45] S. Lizzit, A. Baraldi, A. Groso, K. Reuter, M. V. Ganduglia-Pirovano, C. Stampﬂ, M. Scheﬄer,
M. Stichler, C. Keller, W. Wurth, D. Menzel. Surface core-level shifts of clean and oxygen-covered
Ru (0 0 0 1). Phys. Rev. B (2001) 63: 205419. doi:10.1103/physrevb.63.205419.
[46] M. V. Ganduglia-Pirovano, M. Scheﬄer, A. Baraldi, S. Lizzit, G. Comelli, G. Paolucci, R. Rosei.
Oxygen-induced Rh 3푑5/2 surface core-level shifts on Rh (1 1 1). Phys. Rev. B (2001) 63: 205415.
doi:10.1103/physrevb.63.205415.
REFERENCES 127
[47] L. Bianchettin, A. Baraldi, E. Vesselli, S. de Gironcoli, S. Lizzit, L. Petaccia, G. Comelli, R. Rosei.
Experimental and theoretical surface core level shift study of the S-Rh (1 0 0) local environment. J.
Phys. Chem. C (2007) 111: 4003–4013. doi:10.1021/jp0677593.
[48] A. Baraldi. Structure and chemical reactivity of transition metal surfaces as probed by synchrotron
radiation core level photoelectron spectroscopy. J. Phys.: Condens. Matter (2008) 20: 093001.
doi:10.1088/0953-8984/20/9/093001.
[49] Y. Niimi, T. Matsui, H. Kambara, K. Tagami, M. Tsukada, H. Fukuyama. Scanning tunneling
microscopy and spectroscopy of the electronic local density of states of graphite surfaces near
monoatomic step edges. Phys. Rev. B (2006) 73: 085421. doi:10.1103/physrevb.73.085421.
[50] J. Y. Huang, F. Ding, B. I. Yakobson, P. Lu, L. Qi, J. Li. In situ observation of graphene
sublimation and multi-layer edge reconstructions. Proc. Natl. Acad. Sci. (2009) 106: 10103–10108.
doi:10.1073/pnas.0905193106.
[51] B. Borca, S. Barja, M. Garnica, M.Minniti, A. Politano, J. M. Rodriguez-García, J. J. Hinarejos, D. Farías,
A. L. Vázquez de Parga, R. Miranda. Electronic and geometric corrugation of periodically rippled,
self-nanostructured graphene epitaxially grown on Ru (0 0 0 1). New J. Phys. (2010) 12: 093018.
doi:10.1088/1367-2630/12/9/093018.
[52] A. T. N’Diaye, M. Engler, C. Busse, D. Wall, N. Buckanie, F.-J. M. zu Heringdorf, R. van Gastel,
B. Poelsema, T. Michely. Growth of graphene on Ir (1 1 1). New J. Phys. (2009) 11: 023006.
doi:10.1088/1367-2630/11/2/023006.
[53] E. Miniussi, M. Pozzo, T. O. Menteş, M. A. Niño, A. Locatelli, E. Vesselli, G. Comelli, S. Lizzit,
D. Alfè, A. Baraldi. The competition for graphene formation on Re (0 0 0 1): A complex
interplay between carbon segregation, dissolution and carburisation. Carbon (2014) 73: 389–402.
doi:10.1016/j.carbon.2014.02.081.
[54] J. Wintterlin, M.-L. Bocquet. Graphene on metal surfaces. Surf. Sci. (2009) 603: 1841–1852.
doi:10.1016/j.susc.2008.08.037.
[55] H. Hattab, A. N’Diaye, D. Wall, G. Jnawali, J. Coraux, C. Busse, R. van Gastel, B. Poelsema, T. Michely,
F.-J. Meyer zuHeringdorf, M. Horn-vonHoegen. Growth temperature dependent graphene alignment
on Ir (1 1 1). Appl. Phys. Lett. (2011) 98: 141903. doi:10.1063/1.3548546.
[56] X. Feng, S. Maier, M. Salmeron. Water splits epitaxial graphene and intercalates. J. Am. Chem. Soc.
(2012) 134: 5662–5668. doi:10.1021/ja3003809.
[57] S. Nie, W. Wu, S. Xing, Q. Yu, J. Bao, S.-s. Pei, K. F. McCarty. Growth from below: bilayer
graphene on copper by chemical vapor deposition. New J. Phys. (2012) 14: 093028. doi:10.1088/1367-
2630/14/9/093028.
[58] M. P. Seah, W. A. Dench. Quantitative electron spectroscopy of surfaces: A standard data
base for electron inelastic mean free paths in solids. Surf. Interface Anal. (1979) 1: 2–11.
doi:10.1002/sia.740010103.
[59] M. Pozzo, D. Alfè, P. Lacovig, P. Hofmann, S. Lizzit, A. Baraldi. Thermal expansion of supported
and freestanding graphene: Lattice constant versus interatomic distance. Phys. Rev. Lett. (2011) 106:
135501. doi:10.1103/physrevlett.106.135501.
[60] P. A. Brühwiler, A. J. Maxwell, C. Puglia, A. Nilsson, S. Andersson, N. Mårtensson. 휋 ∗ and 휎 ∗ excitons
in C 1푠 absorption of graphite. Phys. Rev. Lett. (1995) 74: 614–617. doi:10.1103/physrevlett.74.614.
128 REFERENCES
[61] B. Wang, S. Günther, J. Wintterlin, M.-L. Bocquet. Periodicity, work function and reactivity of
graphene on Ru (0 0 0 1) from ﬁrst principles. New J. Phys. (2010) 12: 043041. doi:10.1088/1367-
2630/12/4/043041.
[62] A. Martín-Recio, C. Romero-Muñiz, A. J. Martínez-Galera, P. Pou, R. Pérez, J. M. Gómez-Rodríguez.
Tug-of-war between corrugation and binding energy: revealing the formation of multiple moiré
patterns on a strongly interacting graphene–metal system. Nanoscale (2015) 7: 11300–11309.
doi:10.1039/c5nr00825e.
[63] J. W. May. Platinum surface LEED rings. Surf. Sci. (1969) 17: 267 – 270.
doi:http://dx.doi.org/10.1016/0039-6028(69)90227-1.
[64] P. Merino, M. Švec, A. L. Pinardi, G. Otero, J. A. Martín-Gago. Strain-driven moiré
superstructures of epitaxial graphene on transition metal surfaces. ACS Nano (2011) 5: 5627–5634.
doi:10.1021/nn201200j.
[65] N. Ferralis, K. Pussi, S. E. Finberg, J. Smerdon, M. Lindroos, R. McGrath, R. D. Diehl. Low-energy
electron diﬀraction study of potassium adsorbed on single-crystal graphite and highly oriented
pyrolytic graphite. Phys. Rev. B (2004) 70: 245407. doi:10.1103/physrevb.70.245407.
[66] H. Kazi, Y. Cao, I. Tanabe, M. S. Driver, P. A. Dowben, J. A. Kelber. Multi-layer graphene on Co (0 0 0 1)
by ethanol chemical vapor deposition. Mater. Res. Express (2014) 1: 035601. doi:10.1088/2053-
1591/1/3/035601.
[67] A. J. Mannix, X.-F. Zhou, B. Kiraly, J. D.Wood, D. Alducin, B. D. Myers, X. Liu, B. L. Fisher, U. Santiago,
J. R. Guest, M. J. Yacaman, A. Ponce, A. R. Oganov, M. C. Hersam, N. P. Guisinger. Synthesis
of borophenes: Anisotropic, two-dimensional boron polymorphs. Science (2015) 350: 1513–1516.
doi:10.1126/science.aad1080.
[68] B. Feng, J. Zhang, Q. Zhong, W. Li, S. Li, H. Li, P. Cheng, S. Meng, L. Chen, K. Wu. Experimental
realization of two-dimensional boron sheets. Nat. Chem. (2016) 8: 563–568. doi:10.1038/nchem.2491.
Chapter 6
Graphene-supported nanoclusters and
nanoparticles: the role of the substrate
In the previous chapters, I have treated the interaction of Gr with atoms and molecules, with a speciﬁc
focus on how the substrate supporting this 2D material aﬀects it. In addition, I have shown the con-
sequences of this interaction and its eﬀects on some possible applications of Gr. In this chapter, I will
move to the study of a diﬀerent category of adsorbates on Gr, namely nanoclusters and nanoparticles. In
particular, I will describe an example of a system where their properties are strongly inﬂuenced by the
composition of the substrate below Gr: TiO2 nanoparticles on Gr.
Nanoclusters are aggregates composed of a small number of atoms, i.e. from a few to few hundreds;
their size is therefore in the nanometre (or sub-nanometre) range. Their peculiarity arises from their scale
being intermediate between that of molecules and solids. For this reason, their electronic structure still
exhibits discrete levels, rather than the continuous bands which characterize solids, yet for increasing size
the energy distribution of their levels becomes more and more dense and their behaviour becomes increas-
ingly similar to that of their bulk counterparts1,2. Many properties in nanoclusters, therefore, diﬀer from
those of the bulk form: in particular, these properties depend on the exact number of atoms constituting
them, as will be discussed in the next chapter. This is due to the fact that as long as the electronic levels
can be considered discrete, their number and separation depends on the linear combination of each orbital
of each atom belonging to the cluster.
On the other hand, in aggregates of larger size, composed of several hundreds or even thousands of
atoms, the electronic structure is already characterised by bands. These structures, whose size is between a
few nanometres and 1  m, are known as nanoparticles. The properties of nanoparticles are not as dramati-
cally dependent on size as those of nanoclusters, as the addition of a single atom is not able to signiﬁcantly
modify the band structure, unlike was the case for discrete levels. Nevertheless, their properties are sig-
niﬁcantly diﬀerent from those of bulk materials, and gradually converge to those for increasing size.
Nanoclusters and nanoparticles can be produced with a wide variety in their chemical composition,
as they can be composed of materials which are metals, semiconductors or insulators in their bulk phase.
Moreover, they can either have elemental composition or contain compound species, such as in the case
of metal-oxide or metal-alloy clusters2.
A very important consequence of the reduced size of nanoclusters and nanoparticles is their enhanced
surface-to-bulk ratio. This is due to a purely geometrical consideration, as the former scales with 푁 2 and
the latter with 푁 3. For example, in a macroscopic solid with a volume of the order of the cubic centimetre,
the bulk atoms are of the order of the Avogadro number (1023), while the surface atoms are only about 1015,
or a fraction of 10−8 of the total mass. Instead, in a nanoparticle of slightly less than 1000 atoms, almost
half of the atoms are on the surface. This is particularly important for applications in heterogeneous
catalysis, as only atoms exposed on the surface are accessible to the reactants and therefore contribute
to the catalytic activity. Maximising the surface to bulk ratio is therefore a powerful tool to reduce the
amount (and therefore the cost) of the catalyst required.
However, the high surface-to-bulk ratio alone is not suﬃcient to explain the extraordinary catalytic ac-
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Figure 6.1: Calculated geometry of gold nanoparticles as a function of their size. a: Au3871 nanoparticle, having an icosahedral
geometry. b: Au2815 nanoparticle with dodecahedral geometry. c: Au2894 nanoparticle, with octahedral geometry 6.
tivity of nanoparticles. A very important example, in this respect, is the case of gold. In fact, while extended
Au surfaces are known to be chemically inert (for example, it is the only metal where the chemisorption of
oxygen is thermodynamically unfavoured), Au nanoparticles have shown a signiﬁcant reactivity and a very
high activity for the CO oxidation reaction, even at room temperature, which is dramatically dependent on
size3,4. This surprisingly diﬀerent behaviour with respect to the bulk material has been attributed to the
high density of undercoordinated atoms, such as those found in the edges and corners of the nanoparticles,
which can have as little as four nearest neighbours (whereas the atoms of an ideal surface have a coordi-
nation of 9). In fact, the increased reactivity of atoms depending on their coordination is well explained
by the d-band model, described in Chapter 24,5.
The coordination of the atoms in nanoparticles is intimately related to their geometric structure, which
can also be dramatically dependent on their size. In fact, being their size ﬁnite, nanoclusters are not limited
to the symmetries allowed by Bravais lattices, but can also organise into geometrical forms which are not
able to form inﬁnite periodic structures, such as dodecahedra or icosahedra, as shown in Figure 6.12,7.
Besides these aspects related to their geometry, also the electronic structure of nanoparticles can be
strongly inﬂuenced by their size. As the number of atoms in nanoparticles (unlike nanoclusters) is such
that they have a band structure, the main mechanism by which the size aﬀects it is quantum conﬁnement.
Basically, when the size of a system reaches the nanometre scale, the potential determining the electronic
levels can not be approximated to a periodic potential as in extended solids, but must also take into account
the boundary conditions given by the edges of the particles8,9. The generic eﬀect of this diﬀerent potential
on their electronic structure is a shift in the bands with respect to those of the bulk counterpart, which, for
the case of semiconductors, can lead to a modiﬁcation in the band gap, as well as in the absolute HOMO
and LUMO energies8,10,11. This has in turn consequences on the optical response of the system, with the
optical absorption spectrum dramatically depending on the particle size8. An example of the outstanding
optical properties of nanoparticles can be seen in the Lycurgus cup, a Roman itemmade of a dichroic glass,
which is shown in Figure 6.212. Due to the presence of gold nanoparticles in the glass, this cup, which is
normally seen as green, changes to a bright red colour when illuminated in transmission rather than in
reﬂection. Another consequence of the unique electronic structure of nanoclusters and nanoparticles are
their remarkable magnetic properties, such as the giant magnetoresistance which is often observed in
metal clusters13.
Thanks to these outstanding physical and chemical properties, nanoclusters and nanoparticles are
widely used in many ﬁelds of materials science. For example, the chemical industry makes use of nanopar-
ticles because of their enhanced chemical reactivity, as discussed above14–16. Other ﬁelds which could
greatly beneﬁt from the unique characteristics of nanoclusters and nanoparticles include biology17, op-
tics9, and applications as light sources8 or for nanoscale magnetic devices18.
The use of nanoclusters and nanoparticles, however, presents several diﬃculties. One important issue,
related to their production, is the diﬃculty to precisely control their size, a key ingredient to fully exploit
their potential by tuning this degree of freedom to achieve maximum performance. Another of the major
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Figure 6.2: The Lycurgus cup, a 4th-century Roman cup made of glass, illuminated from the front (left) and from the back, in
transmission (right). This dichroic eﬀect is due to the presence of gold nanoparticles in its glass.
drawbacks in the use of these nanostructures on supporting surfaces is their thermal stability. Nanoclusters
are in fact characterised by a very high mobility, which allows them to migrate on the substrates where
they are deposited and sinter. This leads to an increase in their size and therefore to a degradation of their
properties. Sintering is a thermodynamically favoured process: the only method to prevent it, therefore, is
by addressing the kinematic factors of this process. The most obvious route to achieve this is by reducing
the temperature, which is however not feasible for some applications. In alternative, reducing the density
of nanoclusters increases their average separation, therefore reducing the probability that two particles
diﬀuse towards each other. A much more viable and eﬀective route to modify the mobility of nanoparticles
and nanoclusters is by selecting an appropriate substrate, capable to ﬁx their position or to reduce their
mobility.
In this respect, the use of Gr as a substrate has proven a powerful tool to address both these issues.
In particular, the moiré superstructure and moiré-induced corrugation formed by Gr on some metallic
surfaces has been shown to induce a templating eﬀect on nanoclusters supported on it19,20. In fact, due
to the non-equivalence of the Gr atoms in the hills and valleys of the corrugation, adsorption on Gr is
favoured in speciﬁc sites of this corrugation, while the mobility across diﬀerent supercells is often reduced,
as already discussed in Chapter 3.
In this chapter, I will describe a researchwork on a prototypical systemwhere Grwas used as a template
for the growth of titanium dioxide nanoarchitectures, which were speciﬁcally devised for an application
in the ﬁeld of catalysis – in particular, for the photocatalytic water splitting reaction –. The main focus of
this work was to understand to which extent the interactions between the nanoclusters, the Gr layer and
its substrate aﬀect the properties of nanoclusters, and therefore to identify the main factors which can be
tuned to improve the performance of such systems.
6.1 Graphene-titania nanoarchitectures for enhanced photocatalitic ap-
plications
Among the possible applications of nanoclusters, the one I have most extensively focussed on during
my PhD research work is photocatalysis. Photocatalysis is a process by which a material is able to harvest
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energy from electromagnetic radiation and employ it to activate a chemical reaction, thereby storing it
as chemical energy. This process has been playing a major role on our whole ecosystem for billions of
years: in fact, the most wide-spread photocatalytic process taking place on Earth is photosynthesis, where
the excitation of chlorophyll organic molecule by light is converted into chemical energy through the
splitting of a water molecule. Photocatalysis by inorganic materials was ﬁrst demonstrated in 1972 by
Fujishima and Honda, who observed the production of hydrogen and oxygen gas from an electrolytic cell
when one electrode, composed of titanium dioxide (TiO2, also known as titania), was exposed to ultraviolet
radiation21.
Photocatalytic processes are usually found to occur on semiconductors, and depend on their band
structure, which is characterised by a gap of the order of a few eV22. A schematical representation of the
process is shown in Figure 6.3. Following the absorption of a photon having at least such an energy, an
electron-hole pair can form following an electronic transition from the valence to the conduction band.
The electron and hole thus created can separately participate to a redox reaction: in particular, the electron
can participate to the reduction half-reaction, while the hole can participate to the oxidation. The redox
potentials of the electrons and holes are respectively given by the absolute potentials of the valence band
minimum (VBM) and conduction band maximum (CBM).
Figure 6.3: Schematic representation of the photo-
catalytic process 23. The continuous violet and red
lines represent the conduction band minimum and
valence band maximum, respectively, separated by
a band gap 퐸푔 . A photon (pink), of energy Ă휈 , gen-
erates an electron-hole pair. These, in turn, are in-
volved in a reduction and oxidation reaction, re-
spectively, provided their oxidation and reduction
potentials (dashed lines) are both within the band
gap.
Titania, in particular, has a band gap of about 3 eV; the
exact value depends on its crystal structure, with diﬀerences
between them of the order of a few hundredmeV. It has a rel-
atively high oxidation potential, yet its reduction potential is
modest when compared to the one required for several com-
mon reactions, including water splitting23. For this reason, its
photocatalytic activity has been successfully employed for the
oxidation of some species of pollutants22. However, the main
objective of photocatalysis nowadays is the development of
clean energy sources and of a hydrogen-based economy. In
fact, photocatalysis represents a method for hydrogen produc-
tion which uses exclusively renewable energy sources, and is
therefore a powerful tool to address the problem of greenhouse
emissions. However, no photocatalyst discovered up to now
has a suﬃcient activity to make its application at industrial
scale feasible22.
Among the main factors limiting the activity and applica-
bility of photocatalysts, one of the most important is their low
eﬃciency. This not only depends on the photon absorption
probability, but is also signiﬁcantly limited by the process of
electron-hole recombination, which is in competition with the
photocatalytic reaction. Other issues limiting the applicability
of titania at the industrial scale include its wide band gap, which requires the use of ultraviolet radiation to
generate electron-hole pairs, and the low reduction potential of its electrons, which impacts the eﬃciency
of the reduction half-reaction.
Several approaches have been developed to improve the photocatalytic activity of titania and other
photocatalytically active materials22,23. Firstly, generic approaches, commonly employed for any kind
of catalyst, are based on increasing their surface to bulk ratio by reducing their size or increasing their
porosity. For the speciﬁc case of photocatalysts, the use of a co-catalyst (which is usually an electrocatalyst)
allows to address ineﬃciencies due to a lower activity for one of the two half-reactions. For example,
connecting titania to a platinum electrode improves its activity towards water splitting, as the electrons can
travel to this electrode and perform the hydrogen half-reaction on its surface, which is more active for that
half-reaction21. The use of sensitizing dyes or of doping impurities provides a tool to allow the electron-
hole excitation to occur even under exposure to radiation with a lower photon energy than the band gap,
by providing intermediate states to which the electron can be promoted by low-energy photons, and from
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Figure 6.4: Crystal structure of the most common allotropes of titania 22. a: anatase. b: rutile.
there reach the conduction band. Another route for modifying the photocatalytic activity of materials is
by tuning their band structure in such a way to align the CBM and VBM to the redox potentials required
by a speciﬁc reaction. This band structure engineering can be achieved by several approaches including
nanoscale conﬁnement and the formation of Schottky barriers by using a suitable substrate23. Moreover,
for the particular case of titania – and other metal-oxide photocatalysts –, another important factor is the
density of oxygen vacancies, as these defective sites introduce additional energetic levels into the band-gap
region22,24,25. Finally, a very important property which is known to aﬀect the photocatalytic activity of
titania is its crystal structure. In fact, several allotropes of titania are stable in ambient conditions, the most
commonly found being rutile (the thermodynamically stable one) and anatase (which is metastable), whose
crystal structure is shown in Figure 6.4. Due to the diﬀerent crystal structure, also the band structure is
diﬀerent in the two systems. Among the crystal structures formed by titania, the one which shows the
highest photocatalitic activity is anatase22.
In this respect, carbon-based nanomaterials including Gr have proved very eﬀective substrates for
nanoclusters. For example, Gr oxide based titania nanocomposites have an outstanding photocat-
alytic performance, whose reason is still not fully understood yet, as the reduced size of these ma-
terials alone is not suﬃcient to account for it26. It has been proposed that the high mobility of
charge carriers inside Gr acts by ensuring that the electron-hole pairs generated by photon absorp-
tion in titania are promptly separated, therefore reducing the probability of their recombination27.
Ir(111)





Figure 6.5: Schematic representation of the
systems investigated in this experiment.
a: TiO2/Ir (1 1 1). b: TiO2/Gr/Ir (1 1 1).
c: TiO2/Gr/TiOx/Ir (1 1 1).
On the other hand, the charge transfer between titania and Gr
could also contribute to a decrease in the catalyst’s band gap,
therefore lowering the absorption threshold28,29, or to a shift in
the CBM and VBM23. Another possible route by which titania
nanostructures stabilised by carbon-based nanomaterials acquire
a higher activity is an increase in the density of oxygen vacan-
cies25.
The aim of our experiment was therefore to evaluate the op-
portunities provided by the use of Gr as a substrate for titania
nanoarchitectures, and explore the space of parameters which can
be tuned to improve their photocatalytic eﬃciency. The choice of
titania was due to the fact that it is a prototypical and well known
system for photocatalysis: the aim of this experiment, however,
was to derive some more generic conclusions on the eﬀects of
Gr on photocatalysts. In particular, we investigated the way in
which modifying the electronic structure of Gr, by an approach
based on a modiﬁcation of the Gr-substrate interface similar to
that described in Chapter 2, aﬀects the photocatalytic activity of
supported nanoparticles. This experiment was based on the syn-
thesis of two diﬀerent titania/Gr nanoarchitectures, shown in Fig-
ure 6.5b and c, where nanoclusters were supported respectively
on metal- and metal-oxide-supported Gr, and their comparison
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with a control system composed of a titania thin ﬁlm directly deposited on a metal substrate (Figure 6.5a).
To investigate which of the mechanisms described above take place in these systems, and which of them
play a major role on the photocatalytic activity of Gr, a systematic structural and electronic characterisa-
tion was performed by using a combination of several experimental techniques: these measurements were
accompanied by photocatalytic measurements of hydrogen production from photocatalytic water split-
ting, performed by the research group of Prof. Fornasiero, at the Chemistry Department of the University
of Trieste, to correlate the electronic and structural properties of the nanoparticles and their substrate with
their eﬀect on the formers’ activity.
6.1.1 Experimental methods
The three diﬀerent nanoarchitectures were obtained by Ti deposition from a high purity ﬁlament, fol-
lowed by oxidation by exposure to oxygen pressures up to 5 × 10−6 mbar. The dose of Ti deposited was
monitored by using a quartz microbalance; the same quantity of Ti was deposited in all three systems.
The substrates which were chosen for the Gr-based systems were Gr/Ir (1 1 1) and Gr/1ML TiOx/Ir (1 1 1).
The reason for this choice is that while Gr/Ir (1 1 1) still exhibits small perturbations to its band structure
due to the (albeit weak) Gr-metal interaction, metal-oxide layers below Gr have proven eﬀective in com-
pletely decoupling the carbon honeycomb from the substrate, as well as in modifying its doping level30–33.
A control system was also synthesised, where titanium was deposited and oxidised on a clean Ir (1 1 1)
surface. A schematic view of the three systems is shown in Figure 6.5. The Gr/TiOx interface was obtained
in two steps. Firstly, 1ML metallic Ti was intercalated below Gr, following the same procedure described
in Chapter 2.3. The titanium was subsequently oxidised by exposing the sample to about 5 × 10−3mbar O2
(local pressure on the surface) introduced through a doser, while the sample was kept at a temperature of
573 K, following a procedure similar to the one adopted in previous experiments31,32.
Each samplewas characterised by high energy resolutionXPS andNEXAFSmeasurements. In addition,
the work function of the samples was measured by Photoemission Spectroscopy, by measuring the kinetic
energy of the onset of the secondary electrons: in fact, the lowest-energy electrons to be emitted from
a surface are those whose total energy is just above its work function. To ensure that these electrons
had suﬃcient energy to cross the vacuum and overcome the barrier represented by the analyser work
functions, they were accelerated by applying a potential of −10V to the sample34.
Finally, a particular focus was dedicated to the characterisation of the valence band of the sample. In
fact, the VBM (together with the CBM, which can be instead found by probing the unoccupied states with
NEXAFS) represents one of the main factors determining the photocatalytic activity of a material23,35.
In addition, the presence and density of the defect states in the valence band was investigated by valence
band photoemission. In fact, previous studies on bulk and nanostructured TiO2 25,36 have identiﬁed speciﬁc
features associated with the presence of oxygen vacancies.
However, the electronic structure of our interfaces is quite complex and does not allow to distinguish
most of its features, which prevents us from accurately calculating the density of oxygen vacancies which
are present in the diﬀerent systems. In order to overcome this issue, we have employed RESonant PhotoE-
mission Spectroscopy (RESPES) to improve chemical sensitivity in valence band photoemission spectra.
This is a technique based on a combination of valence band photoemission and NEXAFS, which is per-
formed by measuring the valence band photoemission spectrum while scanning the photon energy across
an absorption edge37. A resonance condition occurs when the kinetic energy of a photoelectron from a
speciﬁc valence state corresponds to that of an Auger electron from a participant decay process, described
in Chapter 1.3. This leads to an increase in the photoemission signal from the valence states of an element
when the photon energy corresponds to its absorption edge. Therefore, it allows to correlate a speciﬁc
feature in the valence band to a speciﬁc NEXAFS edge and thus to a speciﬁc element and oxidation state35.
RESPES, therefore, provides increased chemical sensitivity for valence band features and has proved par-
ticularly eﬀective for investigating the electronic structure of transition metal oxides38,39.
Being a combination of photoemission and NEXAFS measurements, RESPES is also a powerful method
to investigate both the occupied and unoccupied states, with elemental selectivity. For this reason, we also
used it to calculate the band gap of our titania nanoparticles while preventing the electronic structure
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Figure 6.6: Setup employed for the photocatalytic activity measurements. a: Sample positioned and sealed in a vial, in a water-
methanol solution. b: Sample exposed to visible radiation equivalent to 1 sun.
of the substrate from aﬀecting the measurement. More in detail, the valence band spectrum allows to
measure the VBM of the system, which corresponds to the BE onset of the resonant features, excluding
those originated by defect-induced states. Likewise, the CBM can be obtained from the photon energy
onset of the resonances of the features associated to the transitions to the lowest-lying unoccupied band,
again excluding the defect-induced states. In fact, such photon energy corresponds to the BE diﬀerence of
the initial and ﬁnal state, and therefore allows to calculate the BE of the latter by subtracting the BE of the
former from the photon energy. The band-gap is then equal to the sum of the absolute values of the VBM
and CBM, referred to the Fermi level35.
In addition to the electronic characterisation of the titania nanostructures, their morphology and ge-
ometry was characterised by Scanning Tunnelling Microscopy, performed with a SPECS instrument. In
addition, NEXAFS was also employed to determine the local crystalline conﬁgurations of the Ti atoms in
the system, by comparing themodulation observed in the post-edge region with those of the most common
allotropes of bulk titania40.
Finally, the photocatalytic activity measurements were performed by immersing the sample in a12.5mL solution with water and methanol in a 1:1 ratio and exposing it to visible radiation, using sen-
sitizers in visible range. The setup is shown in Figure 6.6. In particular, the vial was ﬁrst sealed using
appropriate rubber septa and air was removed by bubbling Ar for 30 minutes. After this equilibrium pe-
riod, the sealed vial was irradiated under radiation equivalent to 1 Sun for 20 hours. The analysis of the
reaction products was performed by injecting 50  L of the gas phase into a gas chromatograph (Agilent
7890). A Thermal Conductivity Detector was used for the quantiﬁcation of H2, using a MoISIEVE 5A
column with Ar as carrier gas.
6.1.2 Experimental results
Structural characterisation
Figure 6.7 shows selected STM images of the TiO2/Gr/TiOx/Ir (1 1 1) system. This image shows that
the surface is homogeneously covered by particles with a diameter of the order of a few tens of nm;
they are separated by narrow regions of bare Gr. In particular, the statistical distribution of the sizes of
these aggregates is reported in Figure 6.8: this distribution is centred around an average value of 15 nm,
indicating that titania forms nanoparticles when grown on Gr, with a size ranging from 10 to 30 nm.
The fact that the deposition of metallic Ti on Gr at room temperature results in the formation
of nanoparticles has been observed before41. In addition, the size distribution of the TiO2 nanopar-
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Figure 6.7: STM images of TiO2 nanoparticles grown on Gr/TiOx/Ir (1 1 1), acquired on regions of diﬀerent lateral size.
ticles observed in our experiment is similar to the one reported for metallic Ti, even though the av-




















Figure 6.8: Size distribution of the TiO2 nanoparticles grown
on Gr/TiOx/Ir (1 1 1), obtained from the STM image in Fig-
ure 6.7, left.
at room temperature did not induce coalescence phe-
nomena.
Finally, also for the TiO2/Gr/Ir (1 1 1) system a
similar distribution in the nanoparticle sizes was
found, indicating that the presence of the TiOx layer
below Gr does not aﬀect the size of the nanoparticles
supported on it.
The local crystal structure in these particles was
investigated by the analysis of the NEXAFS spectra
measured at the Ti L2,3- and O K-edge, which are re-
ported in Figure 6.9. In particular, the Ti L2,3-edge
spectra of the three systems investigated in this ex-
periment are shown in Figure 6.9a. These spectra
show two groups of features: one, found between
about 455 and 461 eV, corresponds to the Ti L3-edge,
the other, between 461 and 468 eV, corresponds to
the Ti L2-edge. The features found in the latter re-
gion are generally broader than those of the former:
this can be attributed to the larger intrinsic broad-
ness of the initial state, i.e. the Ti 2푝1/2 core level. Each of these regions are characterised by a strong
pre-edge feature, which are clearly structured, as it shows two distinct absorption maxima, which for the
L3 edge are found at about 458.2 and 459.8 eV respectively. Their position on the energy scale, as well as
their relative intensities, do not signiﬁcantly change between the three diﬀerent systems. These features
can be both attributed to a transition from the Ti L2,3 shells, i.e. the 2푝1/2 and 2푝3/2 core levels respectively, to
the unoccupied 3푑 ∗ bound states38,40. The reason for the splitting can be ascribed to the crystal geometry,
characterised by a distorted octahedron of O atoms around each Ti atom: this distortion in the geometry
leads to a breaking of the degeneracy of the 3푑 ∗ bands into two distinct bands, commonly denoted as 푡2푔 ,
at lower energy, and 푒푔 , at higher energy. However, the distortion in the octahedra is diﬀerent depending
on the crystal structure of TiO2: for this reason, the energy position of these features can be used as a ﬁn-
gerprint to determine the local crystal symmetry around the Ti atoms40. While the energy of the feature
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Figure 6.9: NEXAFS of the three titania-based nanoarchitectures. The energies at which the most prominent features are usually
found in the spectra of bulk titania samples are indicated with dotted lines 40. a: Ti L3 (feature at lower energy) and L2 (feature at
higher energy) absorption edges. b: O K-edge.
originated by the 푡2푔 ﬁnal state, denoted as 1 in Figure 6.9a, is not signiﬁcantly aﬀected by the geometry,
that of the 푒푔 state increases by about 1.1 eV between anatase and rutile: in particular, it is found at an
energy of 459.8 eV (indicated as 2 in the ﬁgure) in anatase, while it shifts to 460.9 eV in rutile (indicated as
3)38,40. While our spectrum is signiﬁcantly broader than that of an extended titania surface, which can be
attributed to a lower degree of order, it is clear from the spectra that all three systems show a maximum
in their absorption spectra at 2 and a relative minimum at 3. This is a ﬁngerprint that the local geometric
structure around the Ti atoms is more similar to that of bulk anatase than rutile.
The absorption spectrum close to the O K-edge is reported in Figure 6.9b. As for the case of the
Ti L2,3-edge, the three spectra do not show signiﬁcant diﬀerences from each other. Two distinct features
(indicated as 1 and 2) are clearly visible at 531 and 533.9 eV, which, as for the case of the Ti L-edge, are due
to a transition to the 3푑 ∗ orbitals of 푡2푔 and 푒푔 symmetry. This transition is allowed even though in this
case the initial state corresponds to an s orbital, as the these 3푑 ∗ bands are originated by the hybridisation
of O 2푝 and Ti 3푑 states40. For the case of the O K-edge, no evident diﬀerence is reported in these two most
prominent features allowing to distinguish between diﬀerent crystal structures40. While some diﬀerences
in the features indicated as 3, 4 and 5 are reported in literature, the broadness they show in our spectra
does not allow to further reﬁne the results obtained from the Ti L2,3-edge, indicating an anatase-like local
crystal structure.
Electronic characterisation
The identiﬁcation of the oxidation states of titanium in each system was performed by a quantitative
analysis of the photoemission spectra of the Ti 2푝3/2 and O 1푠 core levels. During the analysis of the Ti 2푝
spectra, particular care was taken to the buried TiOx/Ir (1 1 1) interface. In fact, those atoms at the interface
with Ir can have signiﬁcantly diﬀerent properties, for various reasons. Firstly, as explained in Chapter 2, the
ﬁrst layers in contact with the interface may growwith a strained lattice parameter matching the one of the
surface below42,43. Moreover, the diﬀerent chemical environment of these atoms can lead to the formation
of an oxide layer having a diﬀerent composition from that found on either side of the interface44,45. This
has been observed for example after the growth of titanium oxide ﬁlms of few-layer thickness on the
Pt (1 1 1) surface, which has properties very similar to those of Ir (1 1 1)44,46. In fact, in this system, the
ﬁrst layer Ti atoms are found in a much lower oxidation state, with a stoichiometry that depending on the
growth conditions varies between TiO and TiO1.5.

























Figure 6.10: Ti 2푝 photoemission spectra (Ă휈 = 550 eV) of an oxidised single layer of Ti on Ir (1 1 1), with the de-convoluted
components. a: oxidised titanium on bare Ir (1 1 1). The spectrum of the as deposited metallic titanium is shown in the background
for comparison (grey curve). b: oxidised titanium intercalated below Gr/Ir (1 1 1).
For the case of our experiment, the study of the TiOx/Ir interface was particularly important as it in-
ﬂuences the properties of our oxide-supported Gr sample. In addition, this interface is also found buried
below the TiO2/Ir ﬁlm in our control sample. To properly characterise these interfaces, the Ti 2푝 spectra
of a single layer of oxidised titanium on Ir (1 1 1), both covered by Gr or not, were studied. These spectra
are reported in Figure 6.10. The Ti 2푝 spectra are characterised by two main features, originated by the2푝3/2 and 2푝1/2 spin-orbit splitting. The latter is signiﬁcantly broader, due to the larger FWHM of the intrin-
sic lineshape: consequently, a quantitative analysis of the spectrum was only performed on the former.
However, due to the fact that the separation between the core levels is very close to the chemical shifts
observed in the spectrum, the ﬁt had to be performed by including both spin components anyway, in or-
der to properly deconvolute them; in any case, the components of the 2푝1/2 core level could not be reliably
deconvoluted from each other.
The Ti 2푝3/2 spectrum of 1ML TiOx/Ir (1 1 1) is shown in Figure 6.10a. This spectrum is characterised
by an intense feature at about 456 eV, with a FWHM of almost 2 eV, and some additional features at higher
BE: one is found at about 458 eV, the other at about 459 eV. These three components can be associated
to diﬀerent oxidation states of Ti, in particular to Ti2+, Ti3+ and Ti4+ respectively47. The lineshape of the
Ti2+ component shows a signiﬁcant asymmetry (훼 = 0.2), which reﬂects its metallic character48. On the
contrary, the lineshape of the components associated to higher oxidation states is symmetric, indicating
the presence of a band gap. A quantitative analysis reveals that the Ti2+ component constitutes about
(80 ± 5)% of the total spectral weight, while the remaining is in a higher oxidation state. The large FWHM
of the components suggests that the system is actually more complex, as the oxidation state of the Ti atoms
is better described by a distribution centred around a value slightly higher than +1 than by three discrete
states, as was reported for the case of Pt (1 1 1)49.
Figure 6.10b shows the Ti 2푝 spectrum of the intercalated layer of oxidised titanium below Gr. The
Ti 2푝3/2 core level is clearly shifted towards higher BE with respect to the previous system. In particular,
in this system, the component with the highest spectral weight ((67 ± 5)%) is the one originated by Ti3+;
additionally, a Ti4+ component is also visible, with a spectral weight of about (33 ± 5)%. This corresponds
to an average oxidation state of Ti slightly higher than +3. The diﬀerent oxidation state in this system
could depend either on the presence of the Gr layer, which modiﬁes the thermodynamics of the system, or
to the higher temperature used for oxidation. Indeed, a stoichiometry of Ti2O3 was observed for oxidised
titanium ﬁlms grown on Pt (1 1 1) at about 600 K, the same temperature we have employed for the oxidation
of this system49.









































Figure 6.11: Ti 2푝 (Ă휈 = 550 eV; left) and O 1푠 (Ă휈 = 650 eV; right) photoemission spectra of the three titania/Gr and titania/Ir
nanoarchitectures, together with the deconvoluted components. a: TiO2/Ir (1 1 1). b: TiO2/Gr/Ir (1 1 1). c: TiO2/Gr/TiOx/Ir (1 1 1).
Following this characterisation of the buried TiOx/Ir interface, we proceeded to the evaluation of the
oxidation state of the surfaces of the three TiO2 samples. The spectra of the Ti 2푝 region are shown on the
left side of Figure 6.11. In all three systems, the main spectral feature is the one attributed to Ti4+, at about459 eV. Additional components are present at lower BE, and are a ﬁngerprint of the presence of oxygen
vacancies on the exposed surface. For the case of the titania nanoparticles on the oxide-supported Gr,
also the components originating from the buried interface below Gr were included in the ﬁt (see above).
However, due to the attenuation of the photoemission signal from this layer, the spectral weight of these
components is small (few percent) with respect to those originating from the exposed surface and therefore
their presence does not signiﬁcantly aﬀect our results. In all three systems, the relative spectral weight
of the Ti4+ is between (75 ± 5)% and (82 ± 5)%, indicating the presence of a signiﬁcant density of oxygen
vacancies in all systems. Based on the crystal structure of anatase, shown in Figure 6.4, where each O atom
is coordinated to three Ti atoms, the number of O vacancies is one every three Ti atoms in +3 oxidation
state. Therefore, the density of O vacancies on the surface in our nanoparticles is between (6 ± 2)% and(8 ± 2)%, not signiﬁcantly diﬀerent between the three systems.
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To further characterise the oxidation state of these systems, we also analysed the O 1푠 core level,
shown in Figure 6.11 on the right. All spectra can be ﬁtted by a single component, centred at 530.49 eV.
The lineshape of this component has a relatively large FWHM, namely 1.26 eV, while the asymmetry is 0.12.
A component at this BE has been reported in studies of extended titania surfaces such as TiO2 (1 1 0)50,51
and TiO2 (0 0 1)52. The large FWHM and asymmetric shape of the O 1푠 component can be attributed to
several factors. For example, it could reﬂect a distribution of non-equivalent conﬁgurations of the O atoms
found in the bulk, on surfaces with diﬀerent termination or on the steps and edges of the nanoparticles,
leading to small shifts in their core-levels which cannot be resolved individually. A further contribution
to the broadening and asymmetry can originate from ﬁnal state eﬀects related to vibrational excitations.
Finally, the tail at higher BE can also be originated by small traces of adsorbates such as OH groups, which
are known to originate features at higher BE in the O 1푠 spectrum52,53.
Beside the characterisation of the oxidation state of titania, XPS was also employed to investigate the
charge transfer occurring between Gr, its substrate and the clusters. In fact, as already mentioned, the
doping of Gr is inﬂuenced by both these factors. On the other hand, a shift in the bands of the semicon-
ductors, due to the junction which is formed between them and Gr due to a diﬀerent degree of doping, is
one of the mechanisms by which Gr can enhance the photocatalitic activity of the former23.
The C 1푠 level was therefore studied to analyse the eﬀect of the titania deposited above or below Gr
on its doping. In fact, for Gr weakly interacting with its substrate, the C 1푠 core level BE has been found
to be in a linear relation with its doping54. Figure 6.12 shows the C 1푠 core level of Ir- and TiOx-supported
Gr, before and after the deposition of the titania nanoparticles. In particular, the C 1푠 spectrum of Gr/Ir is
centred at 284.12 eV, indicating a weak p doping31. The intercalation of a layer of titanium oxide below Gr
causes a shift of the C 1푠 core level to an even lower binding energy by about 0.50 eV, indicating that, in this
conﬁguration, Gr has a stronger degree of p doping. The deposition of titania on the two systems, instead,
introduces a certain degree of n doping into Gr. In fact, when deposited on Gr/Ir, the nanoparticles induce
a shift in the C 1푠 of Gr towards higher BE by 0.18 eV; while on the oxide-supported Gr they partially
compensate the p doping eﬀect of the substrate, reducing the shift with respect to Gr/Ir to only 0.18 eV
towards lower BE.
We have also investigated the role of Gr and its substrate on the work function of the three systems.
Figure 6.13 displays the work function of the three substrates, before (circles) and after (squares) the de-
position of the nanoparticles. The work function of titania is of about 5 eV in all three systems. However,
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Figure 6.12: C 1푠 core level photoemission spectra (Ă휈 = 400 eV) measured on the Gr/Ir (1 1 1) and Gr/TiOx/Ir (1 1 1) systems,
before and after the growth of the TiO2 nanoparticles.











































Figure 6.13: Work function of the three titania nanoarchitectures (blue squares), compared to that of their substrates (black
circles).
and titania-supported Gr reﬂects the shift observed also in the C 1푠 core level. In fact, the work function
of the former is lower than that of the latter by about 400meV. On the other hand, the diﬀerence in the
work function of these two Gr substrates also aﬀects that of the nanoparticles supported on them, to a
lesser degree, as those grown on the oxide-supported Gr have a lower work function by about 200meV.
However, a similar consideration does not apply to the TiO2/Ir system, which shows a work function
which is intermediate between these two vaules, even though that of Ir (1 1 1) is signiﬁcantly higher than
that of both Gr systems. This could be due to the fact that as, according to literature, titania forms larger
islands in this system, their behaviour is less aﬀected by the substrate than that of nanoparticles49.
Finally, RESPES has been used to identify and characterise the states originated by titania in the valence
band of our three systems. The plot of the photoemission intensity is shown in a colour scale in Figure 6.14,
as a function of the photon energy, which was scanned across the Ti L3 absorption edge. In all three
systems, three features are clearly visible which show a resonant enhancement in their photoemission
intensity for photon energies between 458 and 460 eV. These photon energies correspond to the maxima
in the absorption spectrum (Figure 6.9a). In particular, these resonating features are found at BEs between
the Fermi level and 1 eV, between 4 and 9 eV and at about 23 eV. The latter two features are attributed
respectively to hybridised O 2푝-Ti 3푑 states and to the O 2푠 level25. The feature close to the Fermi level,
on the other hand, is widely recognised as a ﬁngerprint of the defect states which are introduced into the
band gap by the self-doping of titania by Ti atoms in a lower oxidation state due to an adjacent oxygen
vacancy22,38,39,55. A quantitative comparison does not show signiﬁcant diﬀerences between the two Gr-
supported titania nanoarchitectures (Figures 6.14b and c); also the TiO2/Ir structure, despite showing on
average a stronger photoemission intensity, does not show appreciable diﬀerences in the relative spectral
weight nor in the BE and photon energy position of these features.
From the RESPES measurements, we also calculated the band gap of titania in all three systems, as
well as the potentials of the VBM and CBM with respect to the Fermi level, using the procedure described
in Chapter 6.1.1. In particular, in all our systems, a VBM of −3.3 eV and a CBM of 1.0 eV were found. This,
in turn, corresponds to a band-gap of 4.3 eV: these values are in agreement with the one measured for
bulk anatase using the same method35. This value is actually overestimated, when compared to the one
obtained from other methods, mainly due to the errors introduced by Koopmans’ approximation and to
ﬁnal state eﬀects. Nevertheless, diﬀerences between values calculated with this method can be calculated
with high accuracy. Therefore, based on the values reported in literature for bulk anatase, we can estimate
that the optical band-gap value would be the same of anatase, i.e. 3.2 eV22.
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Figure 6.14: Resonant photoemission spectra of the three titania/Gr and titania/Ir nanoarchitectures, measured across the
Ti L3-edge. The photoemission intensity is plotted in colour scale: dark colours represent higher photoemission intensity.a:
TiO2/Ir (1 1 1). b: TiO2/Gr/Ir (1 1 1). c: TiO2/Gr/TiOx/Ir (1 1 1).
Photocatalytic activity
The results of the measurement of the photocatalytic activity of the three systems are reported in
Table 6.1, which shows the hydrogen produced by the three diﬀerent systems, normalised to the total
moles of titania.
In particular, this dose was the same in all three systems, as veriﬁed with the quartz microbalance. Its
precise value was calculated from the attenuation of the photoemission signal of the Ir 4푓7/2 core level due to
inelastic scattering by the TiO2 layer, as described in Chapter 1.4. However, this calculation assumes that
the thickness of the TiO2 layer is uniform on the surface: for this reason, it is not accurate in calculating
the dose on the systems where TiO2 forms nanoparticles, where there are some uncovered Gr regions at
the boundary where the attenuation is much lower. For this reason, the measurement of the TiO2 dose
by this method was only performed on the TiO2/Ir (1 1 1) system, as the oxide layer has a more uniform
thickness and higher ﬂatness there44; minimal diﬀerences in the exact amounts were accounted for by
correcting this value by the quartz microbalance readings.
By comparing the ﬁrst two systems, it is clear that the use of Gr as support has a signiﬁcant eﬀect
on the activity of titania: for example, its activity shows an almost four-fold increase when the titania is
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System H2 production (mol/mol(TiO2))
TiO2/Ir (1 1 1) 3
TiO2/Gr/Ir (1 1 1) 11
TiO2/Gr/TiOx/Ir (1 1 1) 67
Table 6.1: Photocatalytic hydrogen production from a water/methanol 1:1 solution by the three diﬀerent titania/Gr and titania/Ir
interfaces, normalised by the quantity of titania.
supported on Gr/Ir rather than on Ir.
However, a muchmore dramatic eﬀect is observed when comparing the activity of the Ti nanoparticles
supported on metal- and oxide-supported Gr. In fact, the latter system has an activity which is larger
by almost one order of magnitude than the former. In other words, the improvement obtained by the
intercalation of an oxide layer below Gr is even larger than the one which is obtained by the use of metal-
supported Gr as a support for the titania.
6.1.3 Discussion
The measurements performed in the reactor (Table 6.1) have shown that the use of Gr as a substrate
can lead to a substantial improvement of the photocatalytic activity of titania. For example, titania on
Ir-supported Gr shows a four-fold increase in the H2 production with respect to Ir-supported titania. The
reason for this improvement can depend on the fact that titania forms nanoparticles on Gr with a diameter
of few tens of nm, as shown in our STM measurements, while it forms extended islands of larger size on
metallic surfaces, as previously reported for example for the similar Pt (1 1 1) surface44.
However, a much more dramatic eﬀect can be appreciated by comparing the activity of the TiO2
nanoparticles supported on Gr/Ir (1 1 1) and Gr/TiOx/Ir (1 1 1). In fact, the latter system shows an activity
towards hydrogen production higher by a factor 6, and therefore represents an improvement of a factor 20
with respect to the control system. Such an improvement, if replicated on a systemwhich is already cutting
edge – rather than on a prototypical photocatalyst as is TiO2 –, would represent a major breakthrough in
the development of photocatalysts for wide-scale application.
For this reason, our data analysis was dedicated primarily to unravel the possible contributions of the
two diﬀerent substrates, to understand which are those responsible for this increased activity. In fact, the
understanding of these mechanisms is a key step towards the design of speciﬁcally tuned materials for
highly eﬃcient applications. In particular, as already mentioned, some of the properties of the nanoparti-
cles which might be aﬀected by the substrate and which might in turn inﬂuence their activity include the
size of the clusters, their crystal structure, the density of oxygen vacancies, their band-gap and absolute
values of the CBM and VBM, the recombination times of the charges generated by electron-pair excitations
as well as their charge transfer time towards the substrate.
The characterisation of the sample allowed us to rule out most of these possible factors. For example,
our structural characterisation indicated that the size and crystal structure of the nanoparticles was the
same in the two systems. Likewise, no evidence was found of diﬀerences in the oxidation state of Ti, or in
the density of oxygen vacancies. The band-gap was found to be the same in the two systems, as well as
the energy of the VBM and CBM with respect to the Fermi level. On the other hand, we have observed a
diﬀerence of 200meV in the work function of the two systems, as well as in the doping level of Gr.
The doping observed in Gr can indeed improve the charge transfer from the nanoparticles, as strongly
doped Gr is more eﬃcient in accepting the charges, thereby separating them and preventing their re-
combination23,56. While our current measurements are not able to conﬁrm whether this path might be
responsible for the dramatic diﬀerence in photocatalytic activity observed between the two titania/Gr sys-
tems, we intend to perform theoretical calculations to determine the charge transfer dynamics between
Gr and the nanoparticles, in order to shed further light on this system.
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Conclusion
In this chapter, I have shown another example of how the interaction betweenGr and species supported
on it can be used to improve the performance of the latter. In particular, we have characterised by a
multidisciplinary approach a system in which Gr was used as a substrate to improve the photocatalytic
performance of titania nanostructures. By direct measurements of the photocatalytic activity of diﬀerent
Gr- and Ir-supported titania nanoarchitectures performed in a reactor, we have shown that the Gr substrate
leads to a substantial improvement in this process.
Most remarkably, we have proved that a dramatic role in this enhancement of the photocatalytic ac-
tivity of a Gr-supported semiconductor is played by the substrate supporting Gr. In fact, we have shown
that by tuning the properties of Gr by a diﬀerent chemical composition of the substrate supporting it, the
photocatalytic activity of our nanoarchitectures was increased by more than an order of magnitude with
respect to the Gr-free control system.
By employing a combination of surface science experimental techniques, we were also able to attribute
this result to an electronic eﬀect, while showing that no diﬀerences are induced to the structural and mor-
phological properties or to the oxidation state and density of oxygen vacancies of the nanoparticles by
the chemical composition of the substrate below Gr. On the other hand, we have shown that some diﬀer-
ences are found in the electronic structure of nanoparticles supported on metal- and oxide-supported Gr.
In particular, while the absolute potentials of the CBM and VBM, and therefore the band-gap and reduc-
tion and oxidation potentials of the nanoparticles, do not signiﬁcantly change, a signiﬁcant dependence
on the chemical species supporting Gr was found in the work function of both the nanoparticles and the
Gr substrate. Based on this results, we believe that the enhanced photocatalitic activity of our systems
is due to the eﬃcient separation of the electron-hole pairs by Gr, which is inﬂuenced by its doping level
aﬀecting its eﬃciency as an electron acceptor. In fact, doping can thus improve the ability of Gr to promote
electron-hole separation, thereby reducing their recombination rate which represent a major imitation to
the eﬃciency of the system. To verify this hypothesis, theoretical calculations will be performed to shed
further light on this process.
In conclusion, our experiments highlight how the interplay between the Gr-substrate and Gr-adsorbate
interaction can be exploited for the development of Gr-based substrates to improve the eﬃciency of nanos-
tructured photocatalysts. Our successful characterisation of a prototypical photocatalyst, namely titania
nanoparticles, provides a tool to improve the performance of other nanoarchitectures based onmetal-oxide
or metal-free materials, towards the development of novel cost-eﬀective photocatalysts.
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Chapter 7
Development and characterization of a
mass-selected nanocluster source
In the previous chapter, I have described some of the reasons why nanoclusters are very promising
for applications in many ﬁelds. In particular, I have shown an example of an application of nanoclusters
or nanoparticles in catalysis, which is one of the ﬁelds which has most widely taken advantage of the
outstanding properties of these systems.
As alreadymentioned, one of themost intriguing properties of nanoclusters is the strong dependence of
their physical and chemical properties from their size. In fact, the number of atoms composing the clusters
aﬀects their geometry (as shown for example in Figure 7.1a), as well as their electronic structure1–4. This,
in turn, aﬀects their macroscopic properties, including the chemical reactivity, optical absorption, and
magnetic moment3,5–7. For example, it has been shown that the catalytic activity of nanoclusters, as well
as their selectivity towards particular reaction products (Figure 7.1b), can be tuned by varying their size6,8,9.
In some cases, this dependence can be relatively smooth, with properties changing with continuity from
those of the single atom case to those of the bulk material. However, in other systems this dependence
can be so dramatic that nanoclusters diﬀering in size by just one atom can exhibit a completely diﬀerent
behaviour. This is mainly due to quantum eﬀects related to the completion of shells in systems with
a b
Figure 7.1: Examples of size-dependent properties in nanoclusters. a: Theoretically calculated most stable geometries for Ni
nanoclusters, as a function of their sizes 4. For some sizes, more than one stable geometry can exist. b: Selectivity of size-selected
PdN (N = 1 - 30) nanoclusters for the C2H2 polymerization reaction 9.
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delocalized electrons3.
For this reason, the ability to isolate nanoclusters with a precise number of atoms (monodispersed
clusters) is required ﬁrstly for performing research on them, especially for characterising the dependence
of their properties on their size. This issue could be partially circumvented by characterising the proper-
ties of nanoclusters by means of microscopy techniques, thereby investigating the clusters one at a time
and correlating the properties of each with its mass2. However, some properties of nanoclusters, such as
their electronic properties, are not easily accessible to microscopy techniques; for this reason, they are
usually studied by space-averaging techniques such as photoelectron spectroscopy. Such techniques, on
the other hand, require to work on a homogeneous sample with monodispersed clusters2,5. Working on
a monodispersed sample, moreover, presents further advantages, as it allows to correlate the macroscopic
properties of the system (such as the chemical reactivity, which can be measured in realistic conditions
in a device such as a reactor) with the geometric and electronic structure of the nanoclusters. This un-
derstanding, together with the methods allowing to mass-select nanoclusters, could then be employed to
improve the eﬃciency in the applications of nanoclusters, by tailoring their size and properties depending
on the requirements9.
The main issues which hinder the large scale investigation and utilisation of mass-selected nanoclus-
ters are related to their production and their stability. The latter issue is due to the high mobility of
nanoclusters, especially those having small sizes, and to their tendency to sinter already at moderate tem-
peratures9. As a consequence of this, even when working with single-size nanoclusters, the formation of
larger particles can occur, having completely diﬀerent properties from the ones originally selected. This
issue can be further exacerbated by exposure to chemicals, for example to the reactants of a catalytic re-
action, which can modify the shape and mobility of nanoclusters9,10. A possible method to address this
issue, which has been already discussed in the previous chapter, is the deposition of the nanoclusters onto
a suitable substrate being able to reduce their mobility and improve their thermal stability, such as Gr10,11.
In this chapter, instead, I will focus on the issues related to the production of mass-selected nanoclus-
ters. In particular, I will describe the construction and commissioning of a mass-selected nanocluster
source at Surface Science Laboratory, which has been speciﬁcally designed to be interfaced with the Su-
perESCA beamline at Elettra. We intend to use it to produce nanoclusters with a precise number of atoms
and deposit them onto a substrate such as Gr to be able to employ the techniques available there, which I
have described and shown in the previous chapters, to study their properties as a function of their mass.
The need to directly interface the source to the beamline arises from the requirement to produce and
characterise them in situ to prevent contaminations, which would be unavoidable during transfer in at-
mosphere due to their high chemical reactivity. Furthermore, the possibility to deposit the nanoclusters
directly on the liquid-nitrogen cooled manipulator of the experimental chamber allows to reduce their
mobility as soon as they land on the surface, and therefore to study their thermal stability and evolution
in a controlled way.
By using this approach, we intend to investigate, besides the fundamental role of the size on the char-
acteristics of nanoclusters, also the interplay between the properties of the nanoclusters and of their sub-
strate, with the ﬁnal aim of ﬁnding reproducible conditions to synthesize thermally stable supported size-
controlled nanoclusters. Such systems can be of interest for a wide range of applications in ﬁelds including
catalysis, to further improve the performance of systems such as those studied in Chapter 6 by enhanc-
ing the surface-to-bulk ratio and tuning their electronic structure. Another ﬁeld where nanoclusters have
proven very promising is magnetism: for example, nanoclusters have been widely studied for applications
in high density data storage, with similar perspectives as the ones of single-molecule magnets such as
those described in Chapter 4.
The production of clusters with a homogeneous size can be achieved by several methods2,9. For ex-
ample, wet methods can be used to synthesise monodispersed clusters of speciﬁc sizes from metal salts
in solution or from colloids. However, this kind of techniques only work for selected elements: there-
fore, by using this approach, it is not always possible to obtain clusters of any material, nor of arbitrary
size2. Besides the direct production of monodispersed clusters, another possible approach is to employ
a less selective production technique, yielding clusters of diﬀerent sizes, yet subsequently separate them
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depending on their mass. This latter approach has the disadvantage of being in general less eﬃcient, as a
large part of the clusters produced are discarded, yet it is usually more versatile, as it can be applied to a
wide variety of materials.
The main requirement when using this approach is therefore to be able to create a suﬃcient concen-
tration of the desired species in the initial product, to still have an adequate density in the mass-ﬁltered
output9. In fact, a low ﬂux would lead to an unacceptably long deposition time, as even in UHV conditions
clusters can be contaminated by residual impurities. A high yield can be achieved if the mass distribution
of the clusters originally produced is already relatively narrow, i.e. with a dispersion of their size of tens
of atoms at most. Vaporisation or ion sputtering methods are often employed to provide the feedstock for
the nanocluster generation, as they are eﬀective on a wide variety of materials. A very eﬃcient method
to ensure a proper transport of the clusters from the place where they are generated to the mass ﬁlter is
by employing the technology developed for ion beams. Also for the mass selection process, several well-
established techniques can be used, such as time-of-ﬂight or quadrupole mass spectrometry. The choice
of the techniques for cluster generation and mass selection depends on the intended applications of the
cluster source, more speciﬁcally, on the elements which will commonly be used and on the intended mass
range. For example, time-of-ﬂight mass spectrometers can be used to produce very large clusters, while
quadrupole mass spectrometers (QMSs) are usually limited in the maximummass they can select, yet more
eﬃcient in the low-mass region.
The approach employed in our source is based on separating the production and mass-selection stages,
and it has been designed in order to allow the generation of clusters from a wide variety of elements, as
well as to ensure compatibility with the UHV environment of the beamline. In addition, particular care has
been taken to ensure that the procedure for switching to clusters with a diﬀerent elemental composition
can be performed in a relatively short time and does not require a major reoptimisation process.
7.1 Cluster source operating principles
The cluster source which we are building is based on the original design12 developed by the group of
Prof. Heiz at the Chemistry Department of the Technische Universität München, and has been developed
as part of a collaboration with them. In addition, as part of the same collaboration, I have spent a period of
traineeship there, where I have worked on a cluster source based on the same design, in order to acquire
knowledge on its operation.
This cluster source is made up of separate stages, each consisting of a vacuum chamber with its own
pumping system, as shown in Figure 7.2. There, the components of the cluster source are progressively
labelled according to the order by which they are encountered by the nanoclusters. The most important
stages are the cluster production (denoted as a in Figure 7.2) and mass selection (denoted as d) sections.
In particular, the cluster production employs the laser vaporisation technique, while the mass selection is
performed by a QMS. These two components will be described in detail in the sections below. In addition,
a section with an electrostatic bender is present, to separate the clusters based on their charge before they
enter the QMS (c). Finally, several stages of diﬀerential pumping are needed due to the diﬀerent pressure
requirements in diﬀerent parts of the system (b).
7.1.1 Nanocluster production
As already mentioned, our cluster source relies on the laser vaporisation method for nanocluster pro-
duction. In fact, the clusters are obtained from the rapid cooling of a plasma generated by evaporation from
a solid target (an example is shown in the inset in Figure 7.3), in a vacuum environment. In particular, a
focussed high power laser is used to heat a very small area of the target, while the rest is not signiﬁcantly
heated. This is possible thanks to the use of a pulsed laser with very low duty cycle (7 ns pulse duration,120Hz repetition rate) and high peak power (up to 140mJ/pulse), which causes an immediate ionisation
of the atoms hit by the pulse. This results in the formation of a plasma expanding out of the surface, while
only a negligible amount of power is transmitted to the remaining solid body. The laser pulse has a wave-
length of 532 nm, obtained from the second harmonic generation from a Nd-YAG laser. The choice of the
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Figure 7.2: Scheme of the mass-selected nanocluster source. a: Nanocluster generation chamber, including the target assembly
with its motor, piezo valve for the carrier gas, and nozzle. b: First stage of diﬀerential pumping, with octupole wave guide. c:
Electrostatic bender chamber. d: QMS ﬁlter chamber. The path of the laser beam across the chamber is shown in green (from left
to right), while the cluster path (right to left) is indicated in red.
Figure 7.3: Schematic drawing of the gear assembly used to move the sample on a hypocycloidal curve during ablation. A stepper
motor (blue; visible in the right part of the image) makes the sample rotate around the axis of the outer gear (seen on the left),
while the coupling between two eccentric gears, the inner one being coaxial to the target and the outer one to the motor, allows
the simultaneous rotation of the target around its own axis. The combination of the two movements is a cycloid drawn on the
target by the laser, coaxial to the motor. The inset shows a typical target, composed of a metal disc glued to the iner gear assembly.
wavelength (and in particular of a harmonic in the visible range) is due to practical considerations, as the
laser has to enter the vacuum chamber of the cluster source through a window. The chosen wavelength,
when crossing a fused silica window, grants the maximum possible transmission of the laser beam and
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therefore also minimal thermal stress to the window.
Another important point to address in the laser ablation of the target is that due to the high power
density which is required to provide suﬃcient energy to ablate the target (which requires focussing the
laser beam to a spot below 1mm in diameter), only a minute fraction of the surface is ablated by each pulse.
This, if the target were ﬁxed, would rapidly lead to the complete ablation of the target in one point, while
not using the remainder of the available material. To this aim, the target is constantly moved, to ensure
that all the surface is subsequently exposed to the laser, so that the wear on the target is uniform, at least to
a ﬁrst approximation. This movement is achieved by letting the sample rotate simultaneously around two
eccentric circles: the laser, therefore, draws a cycloidal path on the target, which, after a suﬃciently long
time, covers the whole target surface. The mechanism allowing this movement is illustrated in Figure 7.3.
In order to obtain nanoclusters from this plasma, the latter has to be cooled down. This is achieved
by means of a carrier gas, which accelerates the plasma, carrying it away from the target surface, into a
ﬁrst expansion chamber where the atoms can cool and collide, forming some small, hot clusters. These
clusters are further cooled down and allowed to aggregated by expanding supersonically through a nozzle,
into the vacuum chamber constituting the ﬁrst stage of the cluster source (Figure 7.2a). This cooling and
condensation process is very complex from a theoretical perspective, as it is in a strongly non-equilibrium
thermodynamic state. This supersonic expansion leads to the formation of nanoclusters, either neutral or
charged; the charge is usually unitary, and can be either positive or negative. As will be shown later on,
single atoms are always produced by this process, as well as small clusters. In addition, depending on the
cluster generation conditions, a distribution of clusters of higher mass can also originate, whose broadness
and average mass depend on the conditions used for their generation. Among the factors aﬀecting the
distribution and yield of the cluster generation, some of the most inﬂuential are the power of the laser
pulse, the composition of the target, the timing of the carrier gas pulse (with respect to the laser pulse),
the characteristics of the gas pulse (pressure and duration), the shape of the expansion region and nozzle,
the species of the carrier gas. In our source, the carrier gas employed is helium: the use of an inert gas is
necessary to ensure that it does not react with the nanoclusters, contaminating them. In fact, the use of
reactive gasses, either added or replacing the carrier gas, can lead to the formation of compound clusters.
This can be actually employed for altering the composition of the nanoclusters: for example, this can be
used to generate oxide nanoclusters by adding oxygen to the carrier gas, as will be shown later.
The gas pulse is obtained and controlled by the use of a piezoelectrically-actuated needle valve. This
valve consists of a metallic disk constrained to a piezoelectric disk, whose centre has a needle which
normally seals an aperture by means of an elastic O-ring. The application of a potential to the piezoelectric
disk leads to its deformation, and therefore also to that of the attached metal disk, which pulls the needle
away from the aperture, allowing the gas to ﬂow out of it.
To achieve supersonic expansion, the carrier gas pressure before and after the nozzle must be signiﬁ-
cantly diﬀerent: the pressure of the in-coming gas is therefore of the order of a few bar. For this reason,
even though the aperture through which it ﬂows is relatively narrow (sub-millimiter diameter), the gas
inﬂow in the ﬁrst stage of the cluster source, i.e. just after the supersonic expansion area, is rather high,
and requires a high pumping speed to be readily removed. In fact, the pressure must remain low enough
in the chamber to ensure that the pressure gradient is high enough to achieve supersonic expansion. In
reality, the supersonic expansion process is much more complicated, leading to a strongly non-uniform
distribution of the pressure in the chamber. Anyway, a level of vacuum well below 1mbar is required both
to ensure that the supersonic expansion is not perturbed by the gas already in the ﬁrst chamber, as well
as to reduce the gas ﬂow towards the following sections of the cluster source.
7.1.2 Mass-selection of nanoclusters
The second fundamental component in our cluster source is the one which is in charge of ﬁltering the
produced clusters, in order to allow only those with a speciﬁc number of atoms to reach the deposition
target (Figure 7.2d). Our mass ﬁlter is a QMS designed for operation in a mass range between about 10 and
16 000AMU, shown in Figure 7.4. This range allows us to select either single atoms of all elements except
for the lightest, and of nanoclusters of any size up to hundreds of atoms for the case of light elements, and
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Figure 7.4: Picture of the QMS (by Extrel) in use in our nanocluster source, mounted on its support, which we have speciﬁcally
designed for our cluster source.
several tens for the heaviest elements. For example, gold nanoclusters with up to 88 atoms can be selected.
The QMS is usually conﬁgured to act as a band-pass mass ﬁlter, enabling only particles with a speciﬁc
charge-to-mass ratio to pass. In particular, in a typical QMS, the potential applied to the rods is given by
the sum of a DC bias 푈 with an RF potential 푉푐표푠(휔푡). The equations of motion for a charged particle
inside such a ﬁeld are described by Mathieu’s equations13. In summary, if we deﬁne the z-axis as the one
parallel to the QMS axis, it can be shown that a QMS acts like a high pass mass ﬁlter in the x-z plane and as
a low pass mass ﬁlter in the y-z plane14. By properly selecting 푈 and 푉 , it is therefore possible to operate
the QMS as a narrow band pass ﬁlter.
Besides working as a band-pass ﬁlter, the QMS can also be operated in such a way that only the high-
pass ﬁltering action is present: this can be used, in our application, to be able to collect nanoclusters of any
size, without mass selection, while ﬁltering out ions originating from the carrier gas or common vacuum
contaminants (such as CO and water), which are generally characterised by a lower mass.
From a qualitative point of view, the mass ﬁltering by the ﬁeld in the QMS is due to the fact that,
given a certain 푈 and 푉 potentials, only the particles having a certain charge-to-mass-ratio will follow
a non-diverging trajectory inside the QMS: particles with a diﬀerent ratio will instead crash against the
QMS rods.
7.1.3 Diﬀerential pumping and nanocluster transport
One of the main issues related to the operation of this cluster source is related to the very diﬀerent
pressure regimes found in the diﬀerent stages. In fact, while the pressure in the ﬁrst chamber (where the
clusters are generated) can reach more than 10−1mbar due to the high gas ﬂux required for the supersonic
expansion, the maximum pressure allowed for a safe operation of the QMS is in the low 10−5mbar range,
and an even lower pressure is required in the last stage of the source, where the clusters are deposited, in
order to ensure that no signiﬁcant amounts of contaminants are deposited. This is especially true if the
deposition has to be performed at low temperature, due to the high sticking coeﬃcients of most gasses at
temperature below 100 K.
The task of allowing such a large diﬀerence in pressure, which almost amounts to 10 orders of mag-
nitude, to exist between the ﬁrst and last stages, while allowing the clusters to travel between them, is
7.1. CLUSTER SOURCE OPERATING PRINCIPLES 155
Figure 7.5: Picture of the octupole in use in the cluster source, mounted on its assembly.
achieved by a system of diﬀerential pumping stages. These consist of several consecutive vacuum cham-
bers, communicating with each other only through a hole with a diameter of about 4mm, slightly larger
than the average diameter of the cluster beam. This approach represents a particularly eﬀective obstacle
against gas diﬀusion between nearby chambers, allowing diﬀerences in pressure of about one order of
magnitude between each two.
Each stage is pumped by turbomolecular pump, whose pumping speedmust be particularly high (about1000m3/s at 1 × 10−3 mbar) in the second and third stage, where the residual carrier gas ﬂux is still high. On
the other hand, the later stages are exposed to a lower carrier gas ﬂux, yet in this case the level of vacuum
achievable is limited by another factor, i.e. the compression ratio of the pumps. In fact, momentum transfer
pumps such as turbomolecular pumps are not particularly eﬃcient in pumping light gasses such as He,
with maximum compression ratios rarely as high as 108: in order to reach the UHV regime, such pumps
would require a forevacuum pressure well below thembar range, which is diﬃcult to achieve, in particular
when using dry pumps to generate it. A possible workaround is to use a couple of turbomolecular pumps
in series, where one creates the forevacuum for the other, thereby increasing the total compression ratio
of the system.
The use of several stages of diﬀerential pumping leads to long distances between the components of
the cluster source, which the clusters must be able to cross without dispersing far away from the axis of
the chamber. In particular, the passage through the narrow apertures placed between each diﬀerential
pumping stage requires the beam to be precisely refocussed in these points.
Such a guiding and focussing of the cluster beam can be easily achieved for charged clusters, by the
use of electrostatic or radio-frequency potentials. In particular, two types of elements have been employed
in our cluster source. The ﬁrst is an octupole wave guide (found in the position indicated in Figure 7.2b)15.
This device (shown in Figure 7.5) is composed of 8 cylindrical and parallel rods, of which every consec-
utive two have opposite polarity, and so on with alternating polarity, thereby dividing the rods in two
subgroups, composed of non-adjacent rods, which are connected to each other. Each of these two sub-
groups, is connected to the opposite pole of an AC potential, while a DC oﬀset is then added to both16.
This device works as a wave guide for charged particles beams, which, as long as their trajectory remains
close to the octupole centre, are eﬃciently transported even across large distances. In fact, by a principle
similar to that of the QMS, the DC and AC voltages, as well as the AC frequency, determine a relatively
wide interval of charge-to-mass ratio values which are eﬃciently transported across the ﬁeld.
The second type of element which has been diﬀusely employed in our cluster source to guide the
charged nanocluster beam inside our system are electrostatic lenses. These are based on the typical Einzel
lenses, which are systems composed of three coaxial conductive elements with cylindrical symmetry17. In
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Figure 7.6: Picture of an electrostatic lens in use in the cluster source, with its assembly.
their original design, the ﬁrst and last elements are placed at the same potential, while the central element
is at a diﬀerent one: this generates an electrostatic ﬁeld, which is ideally fully contained between the ﬁrst
and last element, which acts to refocus a beam of charged particles crossing this area. The relative potential
of the second lenswith respect to the ﬁrst and last ones determines the focal distance. More complex lenses,
allowing for an asymmetric position of the two focal points and a higher degree of manipulation on the
beam size and divergence, can be obtained by introducing a further potential diﬀerence between the ﬁrst
and last element, and by adding couples of additional elements to the lens. For example, in the electron
optics of our system, electrostatic lenses with 5 and 7 elements are found (Figure 7.6).
In particular, the ﬁrst lens in our system is positioned just before the octupole (the skimmer), with the
aim to collect and collimate the clusters entering it. Further lenses are located between each stage of the
diﬀerential pumping, where the metallic plates constituting them are shaped and mounted in order to also
act as the aperture for the diﬀerential pumping. In fact, this double function allows the nanoclusters to
be eﬃciently guided through the aperture, by properly adjusting the lens potentials. A set of electrostatic
lenses is also present at the entrance and exit of the QMS, the former to ensure that the nanoclusters cross
it close to its axis, which is necessary to ensure that it can eﬃciently ﬁlter them, the latter to refocus the
ﬁltered clusters onto the deposition substrate.
From a qualitative point of view, both the elements described above can be viewed as the electronic
counterparts of some optical elements typically used for light: in fact, as also suggested by their names, the
octupole wave guide works in a similar way as an optical ﬁbre, and electrostatic lenses have a behaviour
similar to refractive lenses for visible light. An important distinction for the latter case, however, is that
the unitary element in an electrostatic lens system, which would correspond to a single optical lens, is
not given by a single electrostatic plate, but by a full set of them, as the deﬂection of the beam by the
lenses depends on the electrostatic potential diﬀerence between consecutive plates, rather than from their
absolute values.
Finally, another important component in the cluster source is the electrostatic bender (Figure 7.2c),
whose task is the separation of positively and negatively charged ions from each other and from neutral
ones. This device consists of a quadrupole whose axis is oriented perpendicularly to the plane over which
the cluster beam moves. The clusters enter laterally, passing between two bars and with their direction
towards the axis. Two diﬀerent electrostatic potentials are applied to each couple of bars opposite to each
other. The potential diﬀerence between them generates constant-potential surfaces, which are symmetrical
with respect to the plane connecting opposite rods (i.e. those at the same polarity). The average between
the two potentials, instead, determines the value of the potentials of these surfaces. Ions entering the
bender will proceed along diﬀerent ones depending on their charge, and are therefore deﬂected in opposite
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directions, while the neutral particles are not aﬀected by the ﬁeld and proceed straight through it. The
interplay between the rod potentials modiﬁes the position and curvature of the potential energy surfaces.
By properly tuning them, therefore, a condition can be found such that ions with a speciﬁc charge-to-
mass ratio are deﬂected at a right angle, in opposite directions depending on the sign of their charge18.
The cluster will then exit the bender by passing in the middle between an adjacent couple of rods.
The principal aim of this bender, in our cluster source, is to ﬁlter out the neutral nanoclusters, which
would not be ﬁltered by the QMS, leading to an unselected contribution to the cluster beam. For this
reason, the chamber with the QMS, and all subsequent stages of the cluster source, are mounted on one
side of the bender, with respect to the axis of the octupole and of the target, so that only the charged
particles, being actively deﬂected by the bender, can reach it. On the opposite side of the bender with
respect to the octupole, moreover, the laser entrance window is found: the laser beam, in fact, enters the
machine passing through the bender and along the octupole, basically following the ﬁrst part of the path
made by the clusters in opposite direction, as can be better understood in Figure 7.2.
7.2 Design of the nanocluster source
The design of our cluster source at SSL required some speciﬁc adaptations with respect to its original
design, originating in particular from our intention to interface it to the SuperESCA beamline – in partic-
ular, to its preparation chamber. This ﬁrstly imposes stringent constraints on the geometry of this source,
due to the presence of the optics of the beamline and the pre-existing equipment of its experimental cham-
bers. Moreover, the cluster source is required to be moveable: in fact, for optimum cluster transport, its
optics must be able to get within few centimetres from the sample, during its operation, yet they must also
be easily removable from the beamline, in order not to interfere with other experiments.
Due to these requirements, a distance larger than 0.5m is needed between the exit lens of the QMS
and the sample position (as can be seen from the CAD drawing of the system, in Figure 7.7), through
which the clusters have to be guided using methods similar to those already described. In particular, due
to the distance involved, we have chosen to use a second octupole wave guide, followed by an Einzel lens
Figure 7.7: CAD drawing of the cluster source together with the SuperESCA experimental chamber, in the position which we
have selected for their future interfacing. The position of the QMS, on the side of the bender (red cylinder) and pointing towards
the experimental chamber, is shown. In the space between the QMS and the sample, further elements for guiding the ion beam
will be introduced.
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for the ﬁnal focussing of the ions on the sample. Moreover, due to the need to keep the ﬁnal lens within
centimetres from the sample, its elements have to penetrate inside the SuperESCA preparation chamber.
On the other hand, as mentioned before, it must be possible to extract it from there when the cluster source
is not in use. For this reason, the whole cluster source will be mounted on a moveable stage, in order to be
able to enter and exit the experimental chamber on need. The movement required to this aim will be of the
order of about 150mm. To allow for this movement, the octupole will be contained within a metal bellows
which compresses when the source is inserted into the chamber, exposing the ﬁnal part of the octupole
and the lenses, and completely contains them when the source is fully retracted. A gate valve between the
bellows and the preparation chamber will allow the two systems to be vented independently.
A further limitation for the interfacing of our cluster source is due to the pressure requirements in the
SuperESCA experimental chamber, which must be in the UHV range. Furthermore, the high requirements
of cleanliness of the beamline vacuum require that wet pumps, which are prone to introduce oil contam-
inations into the experimental chamber, have to be used with extreme care. For this reason, dry pumps
are used for the vacuum generation of all stages of the cluster source, with the exception of the ﬁrst stage
where the high gas throughput required (about 1000m3/s) requires the use of a rotary vane pump backing
a dry (roots) booster pump. Even there, a zeolite trap is used to further reduce oil backstreaming from
the rotary vane pump, which is also employing a mineral oil characterised by a vapour pressure below1 × 10−7 mbar at room temperature. While its pressure increases when the pump is hot, the high gas ﬂux
during the cluster source operation prevents backstreaming during most of the system operation, while
isolating the rotary pump from the vacuum chamber as soon as the cluster source is turned oﬀ is a further
way to improve the quality of the vacuum in the cluster source.
7.3 Characterisation of the nanocluster source
The commissioning of the cluster source in construction at SSL is being currently performed in a grad-
ual way. To be able to better pinpoint any issue, each element was ﬁrstly tested and optimised separately.
With respect to the ﬁrst part of the testing, this is a demanding process, as the parameters of each
stage aﬀect the characteristics of the cluster beam in the next ones. For this reason, the optimisation of the
parameters of the cluster source has to be performed in an iterative procedure, to ensure the maximum
eﬃciency in the cluster production and transport depending on the desired mass.
In addition to the work performed at SSL, I will describe my work on the cluster source at TUM, to
brieﬂy explain its routine operation and provide some data on the actual performance of this type of cluster
sources, which we expect to be able to achieve after installing our new cluster source at the SuperESCA
beamline.
7.3.1 Commissioning of the Surface Science Laboratory cluster source
To separately test the individual components of the cluster source, the ﬁrst step was to decouple the
clusters’ generation from their transport through the diﬀerent stages of the machine. To this aim, the
cluster current was initially measured on the ﬁrst element of the electrostatic transport system, which is
the skimmer. By setting it to a negative potential, we were able to attract all positive charges produced
by the ablation process, and by measuring the drain current on this element we could tune the degrees
of freedom to maximise the cluster production rate. In particular, the parameters which we were able to
modify were the laser power, the delay between the laser and He pulse, and the characteristics of the He
pulse, which further depend on the pressure of the He gas behind the piezo valve and on the amplitude
and duration of the electric pulse triggering the piezo valve.
After successfully obtaining a stable and reproducible current on this ﬁrst element, the clusters were
allowed to enter the transport system, whose parameters were optimised by adopting a similar strategy:
one element at a time, while keeping the values already found for the previous elements ﬁxed. Again, the
parameters required to cross each element (octupole or electrostatic plate) were found by attracting the
clusters towards the following element by applying a negative potential, and maximising the drain current
on that element.
7.3. CHARACTERISATION OF THE NANOCLUSTER SOURCE 159
Figure 7.8: Panoramic photo of the mass selected nanocluster source at SSL. The laser is visible on the right, with the optics
enclosed in the black box. The motor of the target is visible on the left. The cluster generation and ﬁrst diﬀerential pumping
stages are behind the He gas line, while the bender chamber is visible to their right, close to the laser optics box.
Figure 7.9: Mass sectrum of an oxygen plasma produced by a Tectra plasma source, measured by the QMS.
160 CHAPTER 7. MASS-SELECTED NANOCLUSTER SOURCE
This techniquewas employed to ﬁnd adequate values of the parameters for each element, until wewere
able to successfully carry the ions to a target placed in front of the entrance lens of the QMS. In particular,
the drain current read on that element was 10 nA, which, supposing that all the particles impinging are
positively charged by 1e (as is expected in a ﬁrst approximation from this kind of machine, after neutral
and negative clusters have been ﬁltered out by the bender), corresponds to 6 × 10−10 particles per second.
Due to the more complex operating principles and higher number of degrees of freedom of the QMS
with respect to the other components, and to the fact that the composition of the cluster beam was not
yet known, this latter element was instead tested separately, in order to characterise its behaviour and
calibrate it on an ion beam of known composition. In particular, the calibration of the QMS was performed
by exposing it to a high-purity oxygen plasma, produced by a commercial source which had been placed in
front of it for this purpose. The mass spectrum obtained by the QMS of the plasma is reported in Figure 7.9.
This mass spectrum clearly shows distinct peaks at about 16, 32 and 48AMU, which can be attributed to
O1+, O2+ and O3+ species. The FWHM of the components observed in the spectrum is of the order of few
AMU, which indicates that the resolution of this instrument will be suﬃcient to resolve clusters with a
diﬀerent number of atoms, even if composed of light elements, at least as long as the clusters have a small
size.
This test, therefore, allowed us to verify the eﬃciency of the transport of the ions through the whole
QMS assembly, as well as to characterise its resolution capabilities for the low end of its mass range.
7.3.2 Set-up and commissioning of the cluster source at Technische Universität
München
During my traineeship at TUM, I have worked on the commissioning of the cluster source at the
Spectroscopy Lab at the Chair of Physical Chemistry, Chemistry Department, in the group of prof. Heiz.
This procedure was necessary after the machine had been moved to a new laboratory, and involved the
re-alignment and re-optimisation of the cluster generation conditions and potentials used for the cluster’s
transport. More speciﬁcally, the parameters were optimised for silver nanoclusters of few tens of atoms.
This re-optimisation procedure was performed in two steps. Firstly, a starting value for each tunable
parameter was found by an approach similar to the one described in the previous paragraph. In this ﬁrst
step, the QMS was operated in high-pass mode, as the cluster synthesis stage produces a mass distribution
which cannot be predicted a priori, and can only be characterised once the clusters can be guided to the
QMS.
The transport eﬃciency was then optimised for a speciﬁc mass value by an iterative procedure, con-
sisting of the following three steps:
• characterisation of the mass distribution of the unselected nanoclusters, by measuring the mass
spectrum with the QMS.
• choice of a mass on which the current optimisation cycle will be performed.
• optimisation of the cluster generation and transport parameters to maximise the yield of the selected
mass.
The mass spectrum is measured by landing the clusters on a conducting surface located just after the
QMS exit lens, which must be only connected to ground through a picoamperometer. The clusters exiting
the QMS impinge on this surface, where they are neutralised: the drain current measured on this surface,
corresponding to the ﬂux of the charges neutralising the clusters, is then proportional to the number of
clusters impinging the surface per unit of time.
Once the mass distribution of the unselected nanocluster beam is known, optimisation can be per-
formed for a speciﬁc value of the cluster mass, in order to ﬁnd the cluster source parameters allowing
to obtain the highest possible ﬂux of size-selected nanoclusters of the desired mass. The aim of this pro-
cess is to align the maximum of the mass distribution of the unﬁltered clusters to the selected mass. This
distribution is mainly determined by two factors: the distribution of the clusters as produced by the ﬁrst
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stage of the source, and the mass-dependence of the transport eﬃciency. Both can be maximised by tuning
one parameter at the time, in order to maximise the current of mass-selected clusters. However, since the
parameters of the cluster source are correlated, this process requires multiple iterations.
This optimisation procedure is performed by observing gradients in the cluster source yield as a func-
tion of its parameters: thus, a cluster current must be present and be maintained throughout this process.
For this reason, once the mass distribution of the nanoclusters is known, only masses which are already
observed in the cluster beam mass distribution spectrum can be optimised. If, instead, the signal of the
desired mass is not suﬃciently discernible from the noise, the optimisation must be performed gradually.
Firstly, a mass has to be chosen, having a value in between the desired mass and the centre of the measured
distribution and being produced in appreciable concentrations in the current conditions. The source must
then be optimised for this new mass value. This process must be iterated in order to progressively shift
the mass distribution to include the required cluster species.
An example of a mass spectrum, acquired during the optimisation of the cluster source at TUM for
silver nanoclusters, is shown in Figure 7.10a. This spectrum is clearly composed of several, distinct com-
ponents, equispaced by about 108AMU. This separation corresponds to the mass of a single Ag atom:
therefore, each component is originated by clusters having one atom more (or less) than their neighbours.
In particular, a very intense peak can be observed, in a position compatible with the mass of single Ag
atoms at 108AMU. Further components, originated by ionized Ag2 and Ag3 species, can be seen. At
higher masses, a wide distribution is found, centred between 3000 and 4000AMU, originated by larger
clusters.
However, the shape of these peaks is quite broad, as can be observed in Figure 7.10b, which shows
the lineshape of a selected component. This component can be ﬁtted to the sum of three Gaussian peaks,
separated from each other by about 30AMU. This particular shape can be attributed to the fact that con-
taminants are present on some nanoclusters, thereby increasing their mass. A possible source of contami-
nation is molecular oxygen which, if present in the ﬁrst stages of the source, can oxidise the clusters: this
hypothesis is veriﬁed by the fact that the data can be very well ﬁtted by three components with a 32AMU
separation, as shown in Figure 7.10b. According to these results, only clusters with an even number of
oxygen atoms exist. This might be explained by the fact that the oxygen molecules adsorb on the clusters
without having been previously dissociated either by the laser beam or by collisions with other ions in the
cluster production region.



























Figure 7.10: Mass spectrum of silver nanoclusters produced by the cluster source at TUM after the ﬁrst iteration of the opti-
misation procedure. a: Mass spectrum of an extended mass region. The signal of Ag monomers, dimers and small clusters is
visible, together with a wide distribution centred at about 3500AMU, corresponding to clusters of about 30 Ag atoms. b: Zoom of
a narrow region, corresponding to clusters all having 22 Ag atoms. Components due to oxidised nanoclusters are also observed
and resolved: the de-convoluted components are superimposed in diﬀerent colours.



















Figure 7.11: Mass spectrum of silver nanoclusters produced by the cluster source at TUM after further optimisation. Each
component in the mass spectrum now shows a single, sharp component, indicating that no oxidised species are present.
in the gas line (which was identiﬁed as the most probable source of the contamination), is shown in Fig-
ure 7.11. The shape of the peaks is clearly narrower, as is particularly evident at high masses, where
nearby components no longer overlap, and can now be well described by a single Gaussian component,
characterised by a FWHM of the order of 50AMU for masses of about 3000AMU.
While this resolution is clearly suﬃcient to resolve clusters with diﬀerent number of atoms, a much
more important quantity to consider in this case is the overlap between the mass distributions of nan-
oclusters diﬀering by a single atom. More speciﬁcally, this overlap corresponds to the contribution – due
to the tails of the distributions centred on nearby masses – to the cluster signal measured at the selected
mass value. For our case, this value is well below 0.5%, which means that the concentration of clusters
with a number of atoms diﬀerent from the selected value is negligible.
The characterisation of a cluster source similar to the one under commissioning in SSL provides a
demonstration of its expected behaviour. In particular, I have shown that a cluster source based on this
design is able to produce monodispersed clusters with very high reproducibility and selectivity. Thanks to
the very low density of diﬀerently-sized nanoclusters, this machine will allow a very accurate characteri-
sation of mass-selected nanoclusters with the use of space-averaging techniques. Finally, the description of
my work performed at TUM provides a picture of the procedures which will be at the base of the operation
of our source during its its everyday use.
Conclusions
In this chapter, I have described my work on the development of a new experimental setup for the
production of nanoclusters with a precise number of atoms. While this machine is still under commission-
ing, the separate testing of its components, as well as my work on a machine based on the same design,
suggest that it will have the suitable characteristics to allow the production of mass-selected nanoclusters
and their deposition on a suitable substrate.
This machine, when fully operational, will represent an important step forward for the understanding
on the properties of nanoclusters, by enabling full control on one of the most important degrees of freedom
in nanoclusters: the number of atoms. The capability to measure in situ the electronic properties of mass
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selected nanoclusters, as well as to investigate their reactivity and the sites involved in their catalytic
activity, using the techniques already described in this thesis, will be provided by the unique characteristics
of the SuperESCA beamline.
This machine will be particularly appropriate to improve our knowledge on some of the systems which
I have addressed in this thesis. Firstly, as already mentioned, it will allow to study the role of the clusters’
size on their catalytic activity. By coupling a careful optimisation of the cluster size with an investigation
of the role of the substrate on the catalytic properties of nanoclusters – as shown in Chapter 6 – and of their
stability, we can employ this machine to explore new paths for improving the eﬃciency of nanoclusters
for applications in catalysis.
In addition, by being able to selectively produce monomers, dimers and larger clusters from any solid
source, it would allow to further improve our understanding on the role of diﬀerent carbon species during
Gr nucleation, which has been addressed in Chapter 5. Moreover, it would allow to select a single species
to provide the carbon feedstock, which can be a further degree of freedom to improve the quality of the
ﬁnal product.
Finally, by further upgrading this system and collaborating with other beamlines, it could be possible
to also perform measurements of the magnetic properties of nanoclusters as a function of their size, and
of their magnetic interaction to the substrate, to compare the performance of mass-selected nanoclusters
with those of single molecule magnets like the ones described in Chapter 4, in view of applications such
as for high density data storage.
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Conclusion
In conclusion, the results presented in this work provide wide evidence on the fundamental role played
by the substrate supporting Gr on its interaction with adsorbed species and on the properties of those.
More speciﬁcally, we have ﬁrstly proven that the interaction between Gr and metal substrates is orig-
inated by the coupling between the d-band of the latter and the 휋 bands of the former. We have then
shown how the alterations induced by this process to the band structure and charge distribution of Gr
causes signiﬁcant modiﬁcations in its interaction with adsorbed species, for the case of physisorbed atoms
and molecules.
Following these results, we have investigated a variety of Gr-based systems where this interplay be-
tween the interaction of Gr with the substrate and with its adsorbates plays an important role. In partic-
ular, we have shown how this interplay has a remarkable eﬀect on the response of magnetic molecules
deposited on Gr supported on a cobalt interface, thanks to a super-exchange process involving the mixing
of the bands of Gr with both the d-band of the substrate and the d orbitals of the molecules. Another
example of the role of the substrate supporting Gr was demonstrated for the case of nanostructured pho-
tocatalysts deposited on this material. In fact, we have shown that decoupling Gr from its substrate by
intercalation of an oxide layer leads to a remarkable enhancement of their reactivity. Our results suggest
that this phenomenon can be again explained by the charge transfer and redistribution induced into Gr by
its substrate.
Finally, we have shown that the interaction of Gr with its adsorbates plays an important role even
during its synthesis. In fact, we have proven that the growth dynamics of Gr are strongly inﬂuenced by
the interaction of the precursors used for its growth with the still-expanding islands.
In summary, the work presented here demonstrates that the interaction of Gr with its substrate is
deeply interconnected with that of Gr with its adsorbates, and that this interplay plays an important role
in many processes occurring on Gr. This understanding provides a tool for predicting and tuning the
properties of Gr-based systems, for a wide range of applications.
The most intriguing future development of my research work is the study of the properties of nan-
oclusters deposited on Gr, which has proven a very promising substrate for nanostructured materials. In
fact, these nanostructuredmaterials display evenmore remarkable properties than the nanoparticles I have
investigated in this work, as they can be signiﬁcantly modiﬁed and tuned by selecting the number of atoms
composing them. In order to be able to synthesise and characterise these very intriguing systems, as well as
their interaction with their Gr substrate, and to investigate the dependence of their properties on their size,
we have recently commissioned a mass-selected nanocluster source, as described in this work. In the near
future, we intend to combine this instrument with the SuperESCA beamline at Elettra-Sincrotrone Trieste,
in order to proceed to a new phase of this project: the characterisation of mass-selected nanoclusters by





Published on peer-reviewed journals
1. F. Presel, N. Jabeen, M. Pozzo, D. Curcio, L. Omiciuolo, P. Lacovig, S. Lizzit, D. Alfè, A. Baraldi.
Unravelling the roles of surface chemical composition and geometry for the graphene–metal
interaction through C 1푠 core-level spectroscopy. Carbon (2015) 93: 187-198.
2. F. Presel, C. A. Tache, H. Tetlow, D. Curcio, P. Lacovig, L. Kantorovich, S. Lizzit, A. Baraldi.
Spectroscopic Fingerprints of Carbon Monomers and Dimers on Ir (1 1 1): Experiment and Theory.
J. Phys. Chem. C (2017) 121: 11335-11345.
In preparation
1. F. Presel, E. R. Hernandez, D. Alfè, P. Lacovig, S. Lizzit, A. Baraldi. Not a real transparency: indirect
mechanism for substrate-induced increase in the adsorption energy of molecules on graphene.
Submitted.
2. H. Bana, E. Travaglia, L. Bignardi, P. Lacovig, C. E. Sanders, M. Dendzik, M. Michiardi, M. Bianchi,
N. Apostol, D. De Angelis, F. Presel, P. K. Das, J. Fujii, I. Vobornik, R. Larciprete, A. Baraldi, P.
Hofmann, S. Lizzit. Synthesis of Single-Orientation High-Quality MoS2 Monolayers with Complete
Spin Polarization. Submitted.
3. F. Presel, H. Tetlow, C. A. Tache, L. Bignardi, P. Lacovig, L. Kantorovich, S. Lizzit, A. Baraldi. Factors
governing single- and multi-layer graphene growth on Ir (1 1 1) from a solid state carbon source. In
preparation.
4. D. De Angelis, F. Presel, N. Jabeen, L. Bignardi, D. Lizzit, P. Lacovig, S. Lizzit, T. Montini, P.





This thesis represents the conclusion of an experience which has taken up a signiﬁcant part of the past
three years of my life. In this last page, I would like to thank all the people who have supported me during
this period and have contributed to make this experience so positive.
Firstly, I would like to express my most heartfelt gratitude to my Supervisor Alessandro Baraldi, not
only for giving me the opportunity to work on this stimulating project and always providing guidance and
motivation to my work: I would also like to thank him as a person, for always being available and ready to
help when needed, even in diﬃcult times, and for his friendship and earnestness. I am also truly grateful
for his fundamental role in my growth as a scientist. Thank you for all!
I would also like to sincerely thankmy former and present colleagues at the Surface Science Laboratory,
in particular Luca, Davide and Dario, for their friendship, helpfulness and stimulating discussions, but also
Naila, Cristian, Gian and Luca, as well as the SuperESCA staﬀ, Silvano, Paolo, Luca, Daniel, Harsh and
Betta, for their invaluable assistance during our beamtimes and fruitful discussions. I am very grateful to
our technician Eugenio for his invaluable help in the development of the cluster source.
My sincere thanks to Dr. Aras Kartouzian and Prof. Ueli Heiz, for providing me the opportunity to
work on their cluster source at TUM, for teaching me about its operating principles, and for their precious
hints and fruitful discussions during the whole design and commissioning phases of our cluster source.
Many thanks to their whole research group for warmly welcoming me in Garching. I would like to also
thank Prof. Betti for allowing me to take part in the intriguing research activity of her group and for
introducing me to the magnetic properties of matter, and to Giulia for her precious help and stimulat-
ing discussions. Further thanks to all our national and international collaborators who have provided a
fundamental contribution to my research work, including the research groups of Prof. Alfè at UCL, Prof.
Kantorovich at KCL, Eduardo Hernández at CSIC and Prof. Fornasiero at the University of Trieste.
Thanks to my oﬃce mates with whom I have spent much of my time at Elettra, for your patience and
for always keeping the atmosphere so nice – Betta and Harsh in primis, Clara, Vero, Matteo –, and thanks
to all the other people who have made my work at Elettra more pleasant.
A special thanks goes to my friends, and in particular to the “Physicists Worth Knowing” friends from
the University, with whom I have spent a good part of my time in the past few years.
Last but not least, I would like to express my most heartfelt gratitude to my family, for their constant
love and support. I would never have arrived here without your constant help and backing.
The contribution of all of you has been fundamental in shaping diﬀerent aspects of my past three years.
169
