Key Points: 7 • Piecewise linear quantile regression is used to quantify the transition from CC scal-8 ing to super-CC scaling.
cluding uncertainty estimation, model selection with information criteria, and predic-108 tor selection with goodness-of-fit measures. In the present study, non-zero precipitation is denoted by P and, unless mentioned 
where β 1 is supposed to correspond with the CC scaling rate, and β 2 may correspond 121 to the scaling rate of super-CC (> 7%/ • C), sub-CC (< 7%/ • C and > 0%/ • C), or even 122 negative scaling (< 0%/ • C), but the latter case is rather exceptional (Ali et al., 2018) . 123 Note that, given the continuity of the quantile regression lines at the change point T c , 124 the CC + model has effectively four unknown parameters. We choose the free parame-125 ters: α 1 , β 1 , β 2 , and T c , and use the relation: α 2 = α 1 + (β 1 − β 2 ) T c .
126
Although the change-point model, Eq.
(2), might be a valuable tool for quantify- 127 ing changes in the extremes, other quantile regression functions may fit the data as well. 128 Obvious other choices, including a quadratic model, a piecewise linear-quadratic model, 129 and a piecewise linear-(powered) exponential model, were studied but none of them was 130 found to be systematically superior to the linear or piecewise linear function (see Text 131 S1).
132
The extrapolation to higher τ -quantiles (τ > 0.99) is possible by applying the peak- 
with p, the number of estimated parameters, and n, the number of data points (for the 149 CC model, p = 2, while p = 4 for the CC + model). 
τ , of the climatological distribution. These are obtained by minimizing:
Koenker and Machado (1999) defined the goodness-of-fit criterion for a particular quan-157 tile as:
whereŜ stands for eitherŜ CC orŜ CC + . R obtains values between 0 and 1 and, the closer 159 R is to 1, the better the quantile regression model (CC or CC + ) for a certain τ -quantile. We have drawn bivariate pairs (T i , log (P i )) from the following random process,
with independent and identically distributed errors ε i . We assumed that ε i follows the 169 Laplace distribution,
where we put σ = 0.014. To mimic the different types of scaling behavior, we assumed 171 that the function g(T ) is either linear (CC), or continuous piecewise linear (CC + ) with 172 change point T c :
with β = β 1 = 0.07, the well-known CC-scaling rate, and for simplicity, we took α = 174 α 1 = 0. In the CC + simulation, two free parameters, β 2 and T c remain and they should 175 be chosen in accordance with the observations. As we have found by fitting on observed (see Fig. 2a ). However, the success rate strongly decreases for higher values of τ . This manuscript submitted to Earth and Space Science fectively 100% for β 2 /β 1 = 1.5. Another commonly used information criterion, the Akaike
193
Information Criterion (AIC), was outperformed by BIC (not shown).
194
Finally, other random processes, including different σ-values, or assuming a nor-195 mal distribution for ε i , were found to yield similar results.
196
In sum, BIC-based model selection was seen to have reasonable success rates for 197 τ ≤ 0.9. For the observations, therefore, we further base our model selection on the use 198 of BIC at the 0.9-quantile, but one may rightfully question whether this is representa-199 tive for more extreme precipitation. We will return to this in Sec. 5. Scandinavia (see Table S1 ). treated as one single dataset (see Table S1 ), as is commonly done to improve the esti- Note that the maximum hourly precipitation depth underestimates the peak 1-hour 234 precipitation because the latter likely occurs across hourly measurements.
235 5 Results
236
The application of the quantile regression models to the observational time series 237 is demonstrated in Table S2 . The corresponding quantile lines, for different τ -values, are 238 plotted in Fig. 3 . Based on the BIC values for the 0.9-quantile ( especially when the underlying model is linear (see Fig. 2a ). For Northern Sweden, the 250 change in the scaling rates is too low to be considered as significant, as the BIC-values Fig. S2 shows the parameter estimates for Uccle, together with the 95%-confidence 255 intervals, obtained by the bootstrap method. As expected, the uncertainty in β 2 is much 256 higher than that of β 1 . The confidence intervals of the change in the slope, β 2 /β 1 , range 257 approximately between 2 and 4 (for τ = 0.90, 0.95), and between 2 and 5 (for τ = 0.99).
258
The confidence intervals of T c are large, and extend up to about 7 • C. The lower bounds 259 of the confidence intervals of β 2 /β 1 are larger than 1, indicating that the CC + model is 260 significant, even for the 0.99-quantile. Although, we had less confidence in the BIC-analysis 261 for higher τ -values, the foregoing lends additional support to the CC + model selection.
262
In the same way, Fig. 4 shows the inference results for all the locations where the 263 CC + model is significant, for the particular choice τ = 0.99. The confidence intervals 264 of β 1 (Fig. 4a) by a factor of more than two (Fig. 4c) although, due to the large estimation uncertain-269 ties, assessing potential regional differences in the scaling rates is difficult. Confidence 270 intervals for Lille and Marseille are particularly large, but the estimation was based on 271 less than 10000 data pairs. As in Fig. S2c , the lower bounds of the confidence intervals 272 of β 2 /β 1 are larger than 1. 
280
A BIC-based model selection was done between the CC and CC + models and a few 281 alternative models, as described in Text S1. For the 0.9-quantile, the CC + model is the Finally, the scaling was tested for different predictors by means of the goodness-290 of-fit criterion, Eq. (6). As potential candidate predictors, the temperature and the dew 291 point temperature were compared (Fig. 5) . The predictive skill of the dew point tem-292 perature is slightly, but systematically higher than that of the temperature, which is phys-293 ically plausible. Note also that, irrespective of the predictor, the predictive skill at lo- 1. Simulations with simple stochastic models showed that, for a realistic sample size 309 of n = 10 4 , the estimator is fairly unbiased and has a reasonable uncertainty, un- i) j) k) l) � = 0 . 9 9 � = 0 . 9 5 � = 0 . 9 0 � = 0 . 9 9 � = 0 . 9 5 � = 0 . 9 0 � = 0 . 9 9 � = 0 . 9 5 � = 0 . 9 0 � = 0 . 9 9 � = 0 . 9 5 � = 0 . 9 0 i) j) k) l) = 0 . 9 9 � = 0 . 9 5 � = 0 . 9 0 = 0 . 9 9 � = 0 . 9 5 � = 0 . 9 0 = 0 . 9 9 � = 0 . 9 5 � = 0 . 9 0 = 0 . 9 9 � = 0 . 9 5 � = 0 . 9 0 CC + CC + CC + CC + CC + CC + CC + CC CC + CC CC CC
