Different pictures of Marilyn Monroe can evoke the same percept, even if greatly modified as in Andy Warhol's famous portraits. But how does the brain recognize highly variable pictures as the same percept? Various studies have provided insights into how visual information is processed along the ''ventral pathway,'' via both single-cell recordings in monkeys [1, 2] and functional imaging in humans [3, 4] . Interestingly, in humans, the same ''concept'' of Marilyn Monroe can be evoked with other stimulus modalities, for instance by hearing or reading her name. Brain imaging studies have identified cortical areas selective to voices [5, 6] and visual word forms [7, 8] . However, how visual, text, and sound information can elicit a unique percept is still largely unknown. By using presentations of pictures and of spoken and written names, we show that (1) single neurons in the human medial temporal lobe (MTL) respond selectively to representations of the same individual across different sensory modalities; (2) the degree of multimodal invariance increases along the hierarchical structure within the MTL; and (3) such neuronal representations can be generated within less than a day or two. These results demonstrate that single neurons can encode percepts in an explicit, selective, and invariant manner, even if evoked by different sensory modalities.
Different pictures of Marilyn Monroe can evoke the same percept, even if greatly modified as in Andy Warhol's famous portraits. But how does the brain recognize highly variable pictures as the same percept? Various studies have provided insights into how visual information is processed along the ''ventral pathway,'' via both single-cell recordings in monkeys [1, 2] and functional imaging in humans [3, 4] . Interestingly, in humans, the same ''concept'' of Marilyn Monroe can be evoked with other stimulus modalities, for instance by hearing or reading her name. Brain imaging studies have identified cortical areas selective to voices [5, 6] and visual word forms [7, 8] . However, how visual, text, and sound information can elicit a unique percept is still largely unknown. By using presentations of pictures and of spoken and written names, we show that (1) single neurons in the human medial temporal lobe (MTL) respond selectively to representations of the same individual across different sensory modalities; (2) the degree of multimodal invariance increases along the hierarchical structure within the MTL; and (3) such neuronal representations can be generated within less than a day or two. These results demonstrate that single neurons can encode percepts in an explicit, selective, and invariant manner, even if evoked by different sensory modalities.
Results
We previously reported the presence of single neurons in the human MTL that fire in a highly selective and invariant manner to different pictures of the same familiar person or object [9] . Given the convergence of unimodal and multimodal cortical areas into the MTL [10, 11] , we here consider the extent to which single MTL neurons possess an invariant representation of percepts across sensory modalities.
In 16 experimental sessions with 7 subjects implanted with depth electrodes for clinical reasons, we recorded from 750 MTL units (335 single units and 415 multiunits; 46.9 units per session; SD, 21.0; range, . Of the 750 recorded units, 79 had a significant response to at least one stimulus (see Table S1 available online). For these neurons, we evaluated whether they fired in an invariant manner to the three different pictures of the particular individual or object eliciting a response, and to their written and spoken names (see Experimental Procedures). Two of the responsive units fired exclusively to a text stimulus (and not to pictures or sound) and none of them fired to sound only. Figure 1 shows a neuron in the left anterior hippocampus that fired selectively to three pictures of the television host Oprah Winfrey and to her written (stimulus 56) and spoken (stimulus 73) name. From a nearly silent baseline (mean, 0.06 Hz; SD, 0.21 Hz), it responded with up to 50 Hz almost exclusively to the presentations of Oprah Winfrey, a nearly 1000-fold increase in its firing rate. To a lesser degree, the neuron also fired to the actress Whoopi Goldberg. None of the other responses were significant, including other text and sound presentations. Figure 2 displays the firing of a neuron in the entorhinal cortex responding selectively to pictures of Saddam Hussein as well as to the text ''Saddam Hussein'' and his name pronounced by the computer. As in the previous case, this neuron had a relatively low baseline activity (mean, 0.44 Hz; SD, 0.56) and responded with up to 40 Hz to presentations of Hussein. There were no responses to other pictures, texts, or sounds. Figure 3 shows a neuron in the amygdala selectively activated by photos, text, and sound presentations of one of the researchers performing recordings with the patient at UCLA. The neuron fired with up to 40 Hz from a mean baseline activity of 0.12 Hz (SD, 0.29), a more than a 300-fold increase. Altogether, we found five units responding to one or more researchers performing experiments at UCLA (see Supplemental Data). None of these researchers were previously known to the patient, thus indicating that MTL neurons can form invariant responses and dynamic associations-linking different individuals into the same category ''the researchers at UCLA''-within a day or so.
Single-Cell Examples of Multimodal Invariance
Additional selective responses to pictures, sound, and text presentations are shown in the Supplemental Data. Figure 4A shows the relative number of responsive units, responsive units with visual invariance, and responsive units with responses to sound and text presentations (see also  Table S1 ). There were no significant differences in the relative number of responses among the different MTL areas. Although the degree of visual invariance was not significantly different for the different areas, we found an interesting trend of increasing invariance along the MTL hierarchical structure, with neurons in hippocampus and entorhinal cortex having the largest degree of visual invariance, followed by neurons in amygdala and finally by neurons in parahippocampal cortex. In agreement with this hierarchical structure, responses to picture presentations in the parahippocampal cortex were *Correspondence: rqqg1@le.ac.uk significantly earlier than the ones in the other MTL areas (see Supplemental Data and [12] ).
Population Results
The most striking anatomic dissociation occurred for the sound and text responses (p < 0.01 and p < 10 24 , respectively). No neuron in the parahippocampal cortex was activated by any of the sound or text presentations, whereas about a quarter of the responsive neurons in the amygdala and about half of the responsive neurons in the hippocampus and entorhinal cortex responded to sound and text.
Multimodal Invariance
We defined neurons with multimodal ''triple invariance'' as those having visual invariance together with significant responses to the spoken and written names of the same person or object. Of the 79 responsive units, 17 showed triple invariance according to this definition. In line with the hierarchical organization shown in Figure 4A , between 35% and 40% of the responsive neurons in the hippocampus and entorhinal cortex had multimodal triple invariance. This was the case for only 14% of the neurons in amygdala and for no neuron in the parahippocampal cortex (see Table S1 ). Ten units (2 in hippocampus, 4 in entorhinal cortex, and 4 in amygdala) had invariant responses involving 2 of the 3 modalities tested: 5 of these responded invariantly to pictures and sound (but not to text), 4 responded invariantly to pictures and text (but not sound), and 1 responded to a picture, the text, and sound presentations of a spider but without visual invariance.
For the 17 units with triple invariance, in Figure 4B we display the average normalized instantaneous firing rate curves for the picture (for each neuron the average over the 3 pictures was used), text, and sound presentations. The instantaneous firing rates were calculated by convolving the spike trains with a Gaussian kernel of 60 ms width and normalizing, for each neuron, to the maximum response (to either picture, text, or sound). Eleven of the neurons showing triple invariance responded to only one person and the remaining six responded to more than one person or object. To avoid overemphasizing the firing pattern of neurons with more than one response, for each neuron we considered only the person/object eliciting the largest activation. Responses to picture presentations had the earliest responses, followed by those to text and then the ones to sound presentations (see Supplemental Data).
To statistically compare the magnitude of the picture, text, and sound responses, we used the total number of spikes fired in each condition (between 0 and 1000 ms after stimulus onset for the picture and text responses, and between 500 and 1500 ms for the sound responses; see Supplemental Data). A one-way ANOVA test showed that the number of spikes elicited in these three conditions were not significantly different (p = 0.33).
Discussion
How the brain integrates information from different sensory modalities has been a topic of extensive research, for example, for the study of orienting behavior-that is, localizing an event perceived by more than one sense (for a recent review see [13] )-or the congruence between sight and sound information, as in the ''ventriloquist effect'' [14] . In particular, singlecell recordings have revealed multisensory neurons in the superior colliculus of cats [15, 16] and in the posterior parietal cortex [17] [18] [19] , the superior temporal sulcus [20] [21] [22] , and the prefrontal cortex [23, 24] of monkeys. Neuronal correlates of multisensory processing in cortex have also been reported with EEG and fMRI studies [14, [25] [26] [27] , but in this case one cannot exclude the possibility that EEG or fMRI responses simply reflect the presence of different populations of unimodal neurons [28] . Our results extend these findings by showing how information from different sensory modalities converges onto neurons in the human MTL. In fact, in the cat (for example), superior colliculus neurons respond to either a visual or an auditory cue signaling a location, and neurons in the human MTL responded to high-level percepts-such as the identity of a given person-triggered by different pictures of the person or by his or her written or spoken name. This convergence of information across different sensory modalities followed the hierarchical structure of the MTL, as indicated by the fact that it was not present at the level of parahippocampal cortex and reached its maximum in the entorhinal cortex and hippocampus. In particular, in the parahippocampal cortex, half of the responsive neurons showed visual invariance while none fired to the spoken or written names, whereas in hippocampus and entorhinal cortex, three-quarters of the responsive neurons showed visual invariance and half of them responded to sound and text.
Given the previous finding that human MTL neurons can be activated by visual imagery [29] , it might be in principle possible that the text and sound activations reported here are just responses to visual imagery. However, this possibility is unlikely for two reasons. (1) It seems more difficult to elicit spontaneous imagery responses with eyes open, as in our experiments, than when subjects are specifically asked to imagine a picture with eyes closed, as in [29] . (2) The responses to the text and sound stimuli were as strong as the ones to the pictures and there was a relatively small delay of less than 100 ms between the responses to the picture and text presentations, likely resulting from the different times required to understand a text and recognize a face. The responses to sound stimuli were much later because in this case the presentation onset is not as clearly defined as with pictures. In contrast to these findings, imagery responses have been reported to be weaker than those to picture presentations and with a more variable and larger delay (the latency of imagery responses was more than 200 ms longer than the one to the picture responses) [29, 30] .
Although it is not possible with the current data to provide a conclusive mechanistic explanation of how such abstract single-cell multimodal responses may arise, some insights can be gained by comparing our findings to those described with single-cell recordings in monkeys. Concerning visual invariance, several studies have shown that IT neurons have some-rather limited-degree of invariance, mainly to the size and position of the stimuli [1, 2, 31] . Given the direct inputs from IT to the MTL [10, 11] , the distributed representation in IT cortex-in the sense that IT neurons fire to several faces [32] could generate the much sparser and abstract visual representation of the MTL neurons described here. Extending this to multimodal invariance, it seems plausible that the MTL links information from different sensory modalities given the anatomical convergence of multiple sensory modalities to this area [10, 11, 33] . In this respect, evidence points toward a role of the MTL in forming associations [34, 35] and therefore, it seems reasonable to postulate that the multimodal responses described here can be created through associations, by linking faces with the written and spoken names. Further support to the view that these cells may be encoding associations is given by the fact that some of the units were activated by concepts that were clearly related at an abstract level, such as a neuron firing to two Star Wars characters or a neuron firing to four landmark buildings or a neuron firing to four researchers that performed experiments with the patient (Figures S12, S14, and S8, respectively).
It has been argued that the sparse representation of MTL neurons is particularly suited to allow very fast learning without catastrophic interference [36] . In this respect, it is indeed remarkable that the MTL neurons we recorded from could create invariant responses and associations in less than a day or two, because five of our MTL units (Figure 3 ; Figures  S7-S10 ) fired selectively to the pictures as well as written and spoken names of researchers performing experiments at UCLA, which were previously unknown to the patients.
Each concept must activate a population of MTL cells, because if out of perhaps a billion MTL cells we do find a neuron firing to Oprah Winfrey (for example), there should be more [9, 37, 38] . Some neurons of this network may have direct visual inputs, some others direct inputs from auditory cortex, and others direct inputs from text-recognition areas. Then, learning the name of a person could be achieved by linking the activity of these neurons, so that a visual, text, or auditory input will activate the whole network encoding the percept. This simple scenario would explain how MTL neurons could quickly encode percepts and respond to different sensory modalities in an explicit, selective, and multimodal invariant manner, as found in our data.
Experimental Procedures Subjects and Recordings
The data come from 16 sessions in 7 patients with pharmacologically intractable epilepsy, implanted with intracranial electrodes for clinical reasons. Here we report data from sites in the hippocampus, amygdala, entorhinal cortex, and parahippocampal cortex. Each electrode probe had a total of nine microwires at its end, eight active recording channels, and one reference. The differential signal from the microwires was amplified, filtered between 1 and 9000 Hz, and sampled at 28 kHz.
In the recording sessions, an average of 16.7 (SD, 3.1; range, [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] individuals or objects were presented. For each of them, three different pictures as well as their names written in the laptop screen and spoken by a computer-synthesized voice were presented in pseudorandom order, six times each (see Supplemental Data).
Data Analysis
From the continuous wide-band data, spike detection and sorting was carried out with Wave_Clus, an adaptive and stochastic algorithm [39] (see Supplemental Data). Significant responses were defined with a heuristic criteria based on the deviation from baseline firing, as in previous studies [9, 40] (see Supplemental Data). For the responsive units, i.e., those firing to at least one stimulus, we evaluated whether they also responded in an invariant manner to three different pictures of the same individual or object and to the text and sound presentations. Visual invariance, i.e., a preferred firing to the pictures of a given person or object, was quantified with a receiver operator characteristic (ROC) test [9] (see Supplemental Data). Statistical differences in the response characteristics for the different MTL areas were evaluated by a Fisher Exact Test (see Supplemental Data).
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