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Abstract
Let Zn = ([0,1]n × (0,1]) ∪ (∂([0,1]n) × {0}). De Groot asked: Is cmpZn  n for every n? It is
known that the answer is yes for n = 1 and 2. V.A. Chatyrko and Y. Hattori [Fund. Math. 172 (2002)
107–115] showed that the answer is no for n  5. It is shown that the answer is also no for n = 4.
The question is unresolved for n = 3.
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1. Introduction
This article is the essence of a lecture given at the Delft University of Technology Con-
ference in honor of Johannes M. Aarts.
Let us begin with a brief history of the dimension theoretic question in the title. As
we shall deal only with separable metrizable spaces, the three standard definitions of di-
mension agree. In the early 1940s, J. de Groot [3] investigated compactifications of rim
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T. Nishiura / Topology and its Applications 152 (2005) 310–316 311compact spaces, those spaces for which each point has arbitrarily small neighborhoods
with compact boundaries. He proved that separable metrizable spaces are rim compact if
and only if they have compactifications formed by the adjunction of a 0-dimensional set.
Such spaces were studied also by H. Freudenthal who initiated the study of what is called
now the Freudenthal compactification; more will be said on this latter.
De Groot suggested that there is, in the spirit of inductive dimension, a natural induc-
tive extension of rim compactness, which he named the inductive compactness degree
of a space X (denoted by cmpX). That is, cmpX = −1 if and only if X is compact,
and cmpX  n is defined in a manner analogous to the definition of indX  n for the
small inductive dimension. He proposed a tempting conjecture that connects dimension
theory to the inductive compactness degree. The dimension theoretic invariant in his con-
jecture is the minimum dimension of the adjoined set of compactifications of the space X
which he called the compactness deficiency of X and denoted by defX. That is, defX =
min{dimA:X ∪ A is compact}. It was known very early on that cmpX  defX  dimX.
De Groot conjectured that cmpX = defX. In his 1960 seminar at Purdue University, de
Groot investigated this conjecture. (The seminar results were published in [4].) Every pro-
posed counterexample failed except for one, which remained difficult to settle. In his book
Uniform Spaces [6] John Isbell, a participant in the seminar, included in the chapter on
the Freudenthal compactification the conjecture by de Groot as Research Problem D and
specifically cited the above mentioned exception in the description of this research prob-
lem.
The conjecture was shown to fail by R. Pol in 1982 when he constructed a space X for
which cmpX = 1 and defX = 2 [12]. Other counterexamples for de Groot’s conjecture as
well as related conjectures were constructed by K.P. Hart (see [5] and [1, p. 63]), T. Kimura
[7–9], and M. Levin and J. Segal [10]. Of the many questions that still remained open was
that of whether the specific possible counterexamples proposed by de Groot and singled
out in Isbell’s Research Problem D are indeed counterexamples; this question is the one in
the title of the present paper. It was almost completely resolved in a very recent paper by
V.A. Chatyrko and Y. Hattori [2]. The de Groot example and question will be detailed next.
2. The example and question
De Groot’s example Zn is a subset of Rn+1. It is the unit interval [0,1]n+1 with one
open n-dimensional face removed. That is,
Zn =
([0,1]n × (0,1])∪ (∂([0,1]n)× {0}),
where ∂([0,1]n) is the algebraic boundary of [0,1]n.
The question proposed by de Groot was the following.
Question. Is n cmpZn for every n?
It was proved very early that defZn = n. So, de Groot observed that a negative answer
would result in a counterexample to the conjecture. To find a counterexample, if one ex-
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discussed next.
It is well-known that there are 3 distinct ways to define a dimension for topologi-
cal spaces X, namely, the small inductive dimension, the large inductive dimension, and
the covering dimension. For separable metrizable spaces, these three coincide. Of course,
CMPX follows the small inductive approach. A large inductive analogue for compactness
degree was also proposed by de Groot and was denoted by cmpX. (The definition will not
be given here, the reader is referred to the book [1] by J.M. Aarts and the author.) There
is the general inequality cmpX  cmpX  defX for every separable metrizable space X.
So the above question was split into 2 others.
Question 1. Is n CmpZn for every n?
Question 2. Is CmpZn  cmpZn for every n?
Question 1 was resolved rather early. Aarts introduced the invariant CompX which
provided a lower bound for CmpX (that is, CompX  CmpX), and he proved that
CompZn = n. Hence CompZn = CmpZn = defZn = n. See [1, p. 22] for a discussion
of CompX.
It was shown in the Purdue University seminar that the answer to the original question
is in the positive whenever n  2. In passing let us show that CmpZn = n for every n
yields a rather straightforward proof of cmpZ2 = 2. Indeed, suppose that every point x
of Z2 has arbitrarily small neighborhoods U with cmp(Bd(U))  0, where Bd(U) is the
boundary of U in the space Z2. As cmpX = k if and only if CmpX = k whenever k  0, it
follows that Cmp(Bd(U)) 0. Let x be a point in ∂([0,1]2) × {0}. There is an arbitrarily
small neighborhood V of x such that cmp(Bd(V ))  0. It is easy to see that there is a
homeomorphism h of Z2 onto itself so that h[Bd(V )] is a partition between two opposite
faces of [0,1]3 that are contained in Z2. From the discussion on p. 22 of [1] we have
Cmp(h[Bd(V )])  1 and thereby arriving at the contradiction 0  1. See [2, Corollary
3.1(a)] for another proof.
The original de Groot question and question 2 for n 3 remained unresolved for a long
time. Recently, in their 2002 paper, Chatyrko and Hattori [2] resolved question 2 in the
negative for n  5. Their proof is quite novel. We assert that with a little more care the
proof can be made to include the case n = 4. Let us give an outline of the preparatory
results used in their proof. With these results, we shall give in the final section a proof of a
negative resolution of question 2 for n 4. The only property of cmp that will be used is
the following.
Lemma 1. If F is a closed subset of X, then cmpF  cmpX.
3. Chatyrko–Hattori results
Let us begin with a well-known definition.
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there are disjoint open sets U and V such that A ⊂ U , B ⊂ V and P = X \ (U ∪ V ).
Partition Theorem (Chatyrko–Hattori). Suppose that X is a normal space. Let X1, X2,
A and B be closed sets such that X = X1 ∪X2 and A∩B = ∅. Then there exist closed sets
P0, P1 and P2 such that
(1) P0 partitions A ∩ X1 ∩ X2 and B ∩ X1 ∩ X2 in the space X1 ∩ X2,
(2) P1 partitions A ∩ X1 and B ∩ X1 in the space X1,
(3) P2 partitions A ∩ X2 and B ∩ X2 in the space X2,
(4) P1 ∩ P2 = ∅,
and P = P0 ∪ P1 ∪ P2 partitions A and B in the space X.
We give a simple proof.
Proof. As X is normal there is a continuous function f :X → [0,1] with A ⊂ f −1[0]
and B ⊂ f −1[1]. Then P0 = X1 ∩ X2 ∩ f −1[[1/4,3/4]], P1 = X1 ∩ f −1[1/4] and P2 =
X2 ∩ f −1[3/4] satisfy the conditions 1, 2, 3, and 4. The sets
U = (f −1[[0,3/4)] \ X2
)∪ f −1[[0,1/4)] and
V = (f −1[(1/4,1]] \ X1
)∪ f −1[(3/4,1]]
are disjoint and open. That A ⊂ U , B ⊂ V , and P = P0 ∪ P1 ∪ P2 partitions A and B in
the space X are easily verified. 
Remark 1. Let q  0. Suppose for i = 1,2 that cmpXi  q in the above partition theorem.
Then cmp(P0 ∪Pi) q for each i because P0 ∪Pi is a closed subset of Xi . As P1 ∩P2 = ∅
we have either x /∈ P1 or x /∈ P2. Hence x has arbitrarily small neighborhoods U in the
space P such that cmp(BdP (U)) q − 1. Consequently cmpP  q .
An easy consequence of the partition theorem and the above remark is the following
closed sum theorem.
Sum Theorem (Chatyrko–Hattori). Let X be a separable metrizable space and let q be
a nonnegative integer. If X = X1 ∪ X2 is a union of closed sets with cmpX1  q and
cmpX2  q , then cmpX  q + 1.
This leads to the following simple corollary.
Corollary (Chatyrko–Hattori). Let q  0. If X =⋃nk=1 Xk is a union of closed sets with
cmpXk  q for each k, then cmpX  q + m whenever n 2m.
As cmp∅ = −1 < 0  q , the proof will follow by induction on m for the union X =⋃2m
k=1 Xk and the formula cmpX  q +m, m = 0,1,2, . . . . (m = 0 is trivial; the inductive
step is the Sum Theorem of Chatyrko and Hattori.)
314 T. Nishiura / Topology and its Applications 152 (2005) 310–316Finally we consider upper semicontinuous decompositions of metric spaces.
Proposition (Chatyrko–Hattori). Let X be a separable metric space. Suppose X = F ∪⋃∞
i=1 Ei is a union of closed sets that are pairwise disjoint and each Ei is also open. For
each x in F and for each positive number ε suppose that there is a positive number δ such
that the collection {i: diam(Ei)  ε and dist(x,Ei) < δ} is finite. If n is an integer such
that n 0, n cmpF and n cmpEi for each i, then cmpX  n.
Proof. The decomposition of X formed by the collection
D = {Ei : i = 1,2, . . .} ∪
{{x}: x ∈ F}
is upper semicontinuous. (See the usual general topology references for the notion of
upper semicontinuous decompositions.) Hence the resulting quotient space X′ is a sepa-
rable metrizable space and there is a natural closed (and, of course, continuous) map f
of X onto X′. (The proof of [13, Theorem 2.2, p. 123] is easily modified since the
noncompact members of D are closed and open.) We have E′ = f [X \ F ] is count-
able. Note also that f |F is a homeomorphism of F onto F ′ because F is closed.
Let us show that each point x of F has arbitrarily small neighborhoods U such that
cmp(BdX(U))  n − 1. It is known that there are arbitrarily small neighborhoods V in
X with cmp(F ∩ BdX(V )) n − 1. Then V ′ = X′ \ f [X \ V ] is a neighborhood in X′ of
the point f (x). The hereditary normality of X′ yields an open set U ′ such that U ′ ⊂ V ′,
E′ ∩ BdX′(U ′) = ∅, and F ′ ∩ BdX′(U ′) ⊂ f [F ∩ BdX(V )]. Thereby U = f −1[U ′] ⊂ V
and BdX(U) ⊂ F ∩ BdX(V ). Hence cmp(BdX(U)) n − 1. 
The next theorem was essentially proved by Chatyrko and Hattori. Indeed, the proof of
our theorem is a modification of their proof of the Main Theorem of [2].
Theorem 1. For a compact metric space K let K1 and K2 be disjoint sets such that
K = K1 ∪ K2 and K2 is compact. If E1 ⊂ K1 and E2 ⊂ K2, then cmp(E1 ∪ E2) 
max{cmpE1, cmpE2} + m whenever 2(1 + dimE1) 2m and m 0.
Remark 2. Let K , K1, and K2 be as in the above theorem and let n = dimE1. For each
nonnegative integer i let Mi = {x ∈ K1: 2−(i+1)  dist(x,K2) 2−i}. (There is no loss in
assuming diamK  1.) Observe that Mi is compact and dim(E1 ∩ Mi) n for each i. Let
Ui be a finite open cover of E1 ∩Mi such that the diameter of each member of Ui does not
exceed 1/i and such that the order of Ui does not exceed n + 1. With the aid of the nerve
of the finite cover Ui we select n + 1 disjointed collections Bi,j of relatively closed sets
of E1 ∩ Mi whose diameters are less than 1/i and satisfy E1 ∩ Mi = ⋃n+1j=1
⋃Bi,j . For
each j let
E0,j =
∞⋃
k=0
B(2k),j and E1,j =
∞⋃
k=0
B(2k+1),j .
There are at most 2(n + 1) collections E formed by this method. Each of these collec-
tions E together with the collection of singleton sets of E2 form an upper semicontinuous
decomposition of E2 ∪⋃E .
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Main Theorem (Chatyrko–Hattori). cmpZn < n = defZn whenever n 5.
Proof. Let K = [0,1]n+1, K1 = [0,1]n × (0,1] = E1, K2 = [0,1]n × {0}, and E2 =
∂([0,1]n) × {0}. As dimE1 = n + 1 we have that 2(1 + (n + 1)) 2n−1 holds whenever
5 n (only n = 5 requires checking). 
4. Solution for N  4
Let us turn to the proof of our assertion. We shall begin with a sharpening of Theorem 1.
Theorem 2. Suppose that X is a separable metrizable space and let X = E ∪ F be such
that E ∩ F = ∅, and F is closed. Let
n = min{dim(U \ F): U is an open neighborhood of F}.
Then cmpX max{cmpE, cmpF } + m whenever (1 + n) 2m and m 0.
Proof. First, we may assume that dimE = n and that X is a subset of a compact metric
space K , F is contained in a compact subset K2 of K , and E is contained in K1 = K \K2.
The proof will follow from the Chatyrko–Hattori proposition and the added fact that lo-
cally finite open covers of the space E with dimension n have refinements U of order n + 1
(see, [1, Lemma 6.8, p. 163]).
As in Remark 2 above, there is an open cover V of K1 such that V is locally finite in
the space K1 and the open set Vε =⋃{V ∈ V: diam(V )  ε} satisfies dist(K2,Vε) > 0.
Let U be the above mentioned refinement of V of order n+ 1. We shall use the barycentric
coordinate map ϕ of E into the nerve N of the cover U . (For a discussion of the nerve of a
cover with infinitely many members see K. Nagami [11, pp. 2–5].) The nerve of the cover U
is an n-dimensional triangulable space N contained in the Hilbert cube [0,1]N whose
vertices are the points vi , where vi , i = 1,2, . . . , are the usual unit vectors of [0,1]N. Of
course, the triangulation of N has infinitely many n-simplexes; and, the k-simplex σk with
vertices vij , j = 0,1, . . . , k, is the set σk = {x =
∑k
j=0 tj vj :
∑k
j=0 tj = 1}. Indeed, let Ui ,
i = 1,2, . . . , be an indexing of U . For each i, let fi :E → [0,1] be a continuous function
such that fi−1[(0,1]] = Ui . Then f =∑∞i=1 12i fi is continuous and everywhere positive.
The functions ϕi = fi2if are the required barycentric coordinate maps of ϕ :E → N . For
each k, denote the collection of all k-simplexes of N by Ck . Clearly C0 is a discrete
collection in the space N . Also, Fk = {σk \ Wk: σk ∈ Ck } is a discrete collection in N
whenever Wk is an open neighborhood of
⋃
j<k
⋃
Cj . Hence, for each k, there is a discrete
collection Ak of closed subsets of N such that
⋃
C0 ⊂ ⋃A0, ⋃Fk ⊂ ⋃Ak whenever
0 < k  n, and
⋃n
i=0
⋃Ai =N . The collection Bk = ϕ−1[Ak] is closed and discrete in
the space E, and refines U .
Let Xk = F ∪⋃Bk . Clearly Xk is closed in X and, as is easily seen, cmpXk  0 holds.
The remainder of the proof is left to the reader. 
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q  0 and if cmpE  q and cmpF  q , then cmp(E ∪F) q +m whenever n+ 2 2m.
As n + 2 < 2n−1 whenever n 4, we have the promised
Theorem 3. If n 4, then cmpZn  n − 1 < n = defZn.
There still is the problem of determining the value of cmpZn, in particular, the value of
cmpZ3. Useful lower estimates for cmpZn would be of help. We pose the following rather
extreme questions.
Questions. (1) Is cmpZn  2 for every n? (2) Is cmpZn  3 for every n?
We close with a simple computation. From Theorem 2 we infer the inequalities
cmpZn < 1 + log2(n+ 2) n+ 3 for every n. As defZn = n we have limn→∞ cmpZndefZn = 0
and
defZn − cmpZn > (n − 1) − log2(n + 2) log2
n − 1
3
whenever n 4.
Along this line, Kimura constructed in his paper [7] a sequence of spaces Kn with
the property cmpKn  n < 2n  defKn  2n + 1, where the proof of the inequalities
2n defKn  2n + 1 does not need the full construction made by Kimura. The space
Kn is the union of a compact set F and a locally compact set E with dimE = 2n + 1.
Hence we also infer limn→∞ cmpKn/defKn = 0 from Theorem 2. So, the property
cmpKn  n < 2n  defKn  2n + 1 holds for all n sufficiently large. Of course, the
difficult part of the Kimura construction is still needed to verify that the property holds for
the smaller values of n.
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