























































The Marie  curie  research  training project  aims  training  to  the  researcher,  and  to  apply  the  learnt  knowledge. 
During the initial phase computer vision methods are learnt, and in the later part this knowledge was applied to 
solve  problems  in  neuroscience.  The work  is  primarily  divided  into  3  parts.  The major  part  of  thesis was  to 
implement a general segmentation algorithm which can be used to extract the object in a bottom‐up approach. An 
attempt was made  to  introduce new  texture  feature. Finally  the gained knowledge was applied  to creating an 
application  for  neuronal  growth  cone  analysis  by  combining  multi‐modal  information  from  Atomic  force 
microscopy and confocal imaging.  
 Image  segmentation has been  a  classical  and  still unsolved problem  in Computer vision,  Image  containing 
texture makes the problem more difficult. Segmentation is also one of the first steps in many image analysis tasks 
and many visual cues, such as color,  texture and  illumination help  in achieving segmentation. Segmentation  is 










are  first  filtered  using  these  filters,  then  thresholded  and  averaged  over  two  small  neighborhoods. Universal 
textons  are  generated  without  learning  from  the  training  sets.  80  universal  textons  are  used  for  each 




is  combined  in  a  form of  texton map  and  is used as  texture  information  in  the  above proposed  segmentation 
method  
In the third part we present a simple method to combine Atomic force microscopy (AFM) and confocal images 
to  study differentiating  embryonic  stem  (ES)  cells‐derived  and dorsal  root  ganglia  (DRG)  neurons  in  culture. 
AFM provides  the possibility  to map  the  3D  structure of viewed objects with  a nanometric  resolution, which 
cannot be achieved with other  imaging methods  such as  conventional video  imaging and  confocal  fluorescent 
microscopy. Confocal  imaging allows  the simultaneous acquisition of  immunofluorescence  images.  In order  to 
reduce changes of the image surface caused by the pressure of the AFM tip, we have developed a procedure to 
obtain 0 pN scanning force images. We also observed topographical structures with nanoscale dimensions which 













methodologies and analyze results, but also gave advice  to me regarding  the need  for searching  the answer  to 
why  things were  not working  instead  of  choosing  another  solution which was  a  great  piece  of  advice  I will 
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Ever  since  computer vision  and machine vision  field  evolved,  there was  a parallel  field  trying  to  solve  the 
vision problem  through psychophysical point of view. Many  recent algorithms are motivated by how humans 
might be solving it. The most famous example is the work done by Nobel laureates Hubel and Wiesel; their work 
established a  foundation  for visual neurophysiology, describing how signals from  the eye are processed by  the 
brain  to  generate  edge detectors, motion detectors,  stereoscopic depth detectors  and  color detectors,  building 















very  difficult.  Consider  the  wide  variety  of  cats  shown  in,  for  example.  How  can  we  recognize  almost 
immediately that they are all cats? Do cats have some unique set of properties that enable us to perceive them as 










The  thesis  targets  three  main  problems.  First  it  addresses  the  issue  of  image  segmentation  in  particular 
segmentation of natural images and how a shape can be extracted in an unsupervised way without the previous 
knowledge of object category. Second goal was to introduce new texture representation to improve segmentation, 






The main  target of  the  thesis  is  to understand how humans perform  segmentation and  implement a  robust 
















areas of current  texture research, other major areas being segmentation, synthesis and shape  from  texture. The 
general texture classification problem can be defined as follows; a texture model of some description is generated 
from  a  set  of  training  images  of  which  the  texture  classes  are  known.  We  use  a  filter  based  approach,  by 
generating  textons  and  representing  image with  texton maps  and  then  constructing  a  2d histogram  from  this 















he  observed  under  the  microscope. Neuronal  growth  cones  are  situated  on  the  very  tips  of  nerve  cells  on 
structures called axons and dendrites. The sensory, motor, integrative, and adaptive functions of growing axons 
and dendrites are all contained within this specialized structure.  




microns beyond  the edge of  the growth cone. The  filopodia are bound by membrane which contains receptors 
and cell adhesion molecules that are important for axon growth and guidance. 
In between  filopodia‐‐much  like  the webbing of  the hands‐‐are  the  ʺlamellipodiaʺ. These  are  flat  regions of 
dense actin meshwork instead of bundled F‐actin as in filopodia. They often appear adjacent to the leading edge 








and  the  central  (C) domain as  shown  in Figure 1.5. The yellow ellipse marked  is  the  entire growth  cone. The 
peripheral domain is the thin region surrounding the outer edge of the growth cone. It is composed primarily of 
an  actin‐based  cytoskeleton,  and  contains  the  lamellipodia  and  filopodia  which  are  highly  dynamic. 
Microtubules,  however,  are  known  to  transiently  enter  the  peripheral  region  via  a  process  called  dynamic 


















with  a  brief  background  on  texture  classification  and  outlined  our  approach  to  the  problem.  Next  it  also 
introduced the problems of biological application which has been addressed in this thesis.  
Chapter  2 describes  our  new  segmentation method.  It  starts  by mentioning  some  of  the  recent  state  of  art 
methods  explaining,  the  block  diagram  of  the  proposed  segmentation  scheme.  It  briefly  describes  the  edge 
detection method used. Scale edges have been  introduced  in this chapter which  is combined with gradient and 
color edges. An  initial segmentation  is obtained using these edges. A Link method for merging the segments  is 
explained. The chapter ends with the results obtained using our segmentation method.  
Chapter 3 compares our segmentation with other state of art methods  for which  the  results on  the Berkeley 
datasets have already been published.  It mentions  the benchmark strategy and  the Berkeley dataset  for human 
segmentations in brief.   
Chapter  4 mentions  about  the mammal dataset we  collected. We describe how we  extracted  the  shapes by 
using our segmentation method. Using a shape‐based recognition scheme we do the classification on this dataset. 
Comparison of our results with the widely used “bag of feature” method is described at the end. 
Chapter  5  introduces  our new  feature  for  texture  classification using  only  three  circular  filters.  It mentions 
about  our  new  concept  of  universal  textons.  Further  a  comparison  of  our method  is  done with  state  of  art 
methods on four challenging texture datasets.   
Chapter 6 describes how we combined multi‐modal  information viz. Atomic  force microscopy and Confocal 
imaging  to  study  neuronal  growth  cones.  Two  registration methods  are  implemented  and  discussed. A  new 
concept of zero pN scanning force  is  introduced. The chapter ends by describing the morphological analysis of 
growth cones.   
Chapter  7  summarizes  the  thesis  and  the  key  contributions.  It  further  the mention  the  limitations  of  the 
segmentation and texture feature used and proposes a probable alternative solution and some advances done in 


































and  grouping  play  a  powerful  role  in  human  visual  perception,  it  has  proven  difficult  to  specify  precise 
segmentation  criteria  and  to develop  efficient  algorithms  for  computing  segmentations  that  capture  non‐local 
properties of  an  image. A wide  range of  computational vision problems  could  in principle make good use of 
segmented  images, were such segmentations are reliably and efficiently computable. For  instance  intermediate‐
level  vision  problems  such  as  stereo  and  motion  estimation  require  an  appropriate  region  of  support  for 
correspondence  operations.  Spatially  non‐uniform  regions  of  support  can  be  identified  using  segmentation 
techniques. Higher‐level problems such as  recognition and  image  indexing can also make use of segmentation 














There are many papers dealing with automatic  segmentation. A universal algorithm  for  segmenting  images 
does not  exist  and, most  techniques  are  tailored on particular  applications  and may work only under  certain 
hypotheses. A  classification  of  segmentation  algorithms  is  not  always  straight‐forward  since  some  techniques 
resort  to more  than  one  strategy  to  achieve  segmentation  and  thus  cannot  be  sharply  categorized.  The most 












color and  texture) were used by  [11]  to obtain an automatic  segmentation which was  fed  to an eigensolver  to 
cluster  the  image. Our  approach  is  close  to  [11] with  respect  of  combining  gradient  and  histogram  features 




is  another  direction  in  image  segmentation  by  using  Level  Set  Methods  [12].  The  boundary  of  a  textured 
foreground object  is obtained by minimization  (through  the evolution of  the region contour) of energies  inside 
and  outside  the  region.  A  versatile  segmentation  procedure  combining  edges,  scale  map  and  watershed 
segmentation  has  been  proposed  by  [13].  Original  images  are  first  regularized  by  using  a  self‐adaptive 
implementation of the Mumford‐Shah functional so that the two parameters and controlling the smoothness and 
fidelity,  automatically  adapt  to  the  local  scale and  contrast of  the original  image. From  the  regularized  image 






subsegmentations helps  to  assign  each pixel  to  just one most probable  region  and produce  the  final pyramid 
representing various detailed segmentations at each level. Each sub‐segmentation is obtained as the min‐cut/max‐
flow  in  the  graph  built  from  the  image  and  the  seed. Our  approach  uses  the  illumination  invariant merging 
procedure from their approach.  
We would  like  to mention a method  [15] which was published  recently,  they  formulate  single‐image multi‐
label segmentation into regions coherent in texture and color as a MAX‐SUM problem for which efficient linear 
programming based solvers have recently appeared. There exists another approach for image segmentation using 
local  variation  [16]. An  important  characteristic  of  their  approach  is  that  it  is  able  to  preserve  detail  in  low‐
variability regions while ignoring detail in high‐variability regions. The algorithm proposed by them is very fast 
and  also gives  excellent  results but  is vulnerable  to parameter  settings which  can vary  from  image  to  image. 
Another approach  [17] determines all salient regions of an  image and builds  them  into a hierarchical structure 
and  the  segmentation  is  done  by  weighted  aggregation  and  consists  of  fine‐to‐coarse  pixel  aggregation. 
Aggregates of various sizes, which may or may not overlap, are revealed as salient, without predetermining their 
number or scale. Our method is close to this approach in the sense that we also use an aggregation based merging 













corresponding  to  surfaces  and objects,  it  is  clearly desirable  to make global use of both boundary  and  region 
information.  
The block diagram of our segmentation scheme is shown in Figure 2.1. Edge detection is another wide area of 
research; Even state‐of‐art edge detectors are not able  to define closed boundaries, while some of  them are  too 
slow for real world applications. We use an efficient biologically motivated edge detection method [Pellegrino et 
al] which  combines multi‐scale  and multi‐directional  filtering. Watershed  algorithm  is  used  on  the  distance 
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λ = +     eq. 1 
Where  Lx  and  Ly  are  the  x  and  y  derivatives  of  the  original  image  convolved  with  the  Gaussian  filter 






max( )G t  for  maxt t= indicated the presence of feature having the  max2scale tπ=  provided that 
1
2
max( )G t  is larger than 1.85 and larger than 1 percent of the maximum of the other values of 1
2
( )G t . In this thesis 
we modify eq. 1 mention above  to  include all  the derivatives  in 8 directions. We analyze  the  image with  four 
small scales [3, 5, 7, 9] as texture  is nothing but fine details. In similar  line to extract the rotational  information 
from the image we use Laplacian of Gaussian filters at 6 different scales. The modified scale map and rotational 
map are shown in Figure 2.3. As can be noted, the cheetah pops out of the background in the scale map. We use 
this  information  to  extract  scale  edges  as  described  in  [27]  In  brief  a  gradient‐based  paradigm  is  used. At  a 
location (x,y) in the image, a circle is drawn of radius r, and is divided along the diameter at orientation θ . The 
gradient function  ( , , , )G x y rθ compares the contents of the two resulting disc halves. A large difference between 
the  disc  halves  indicates  a  discontinuity  in  the  image  along  the  disc’s  diameter.    The  half‐disc  regions  are 
















The  problem with  edge  detection  approach  used was  that  if  a  low  threshold was  applied  to  the  gradient 
function  it detected  fine  texture  edges which  resulted  in an over  segmentation  in  the  range greater  than 1000 
segments.   If high threshold was used not all edges are detected. To overcome this approach we make efficient 
use of the scale map detected in the previous section. The idea is to morphologically segment the fine scale region 
and suppress  the edge  information  in one of  the  levels  (scales) used  for edge detection. Figure 2.6.I shows  the 






























We use  the  implementation of watershed  segmentation algorithm approach  represented by a  seminal paper 
[28]. The algorithm is applied on the negative of the distance transform on the detected edges and is described as 
resulting  from  a  flooding  simulation. Given  the  edge map,  the map  of distances  from  edges  is modeled  as  a 
plastic surface where holes are created on valleys. Each minimum in the distance map represents one catchment 
basin, and the strategy is to start at the altitude minima. Imagine that there is a hole in each local minimum, and 
that  the  topographic  surface  is  immersed  in water. As  a  result,  the water  starts  filling  all  catchment  basins, 





















of  the  two can be used. For another alternative,  the size of  the objects being compared could be used  to select 
which contrast method is employed. Global contrast can be computed when small objects are being considered, 
and  local contrast can be used  for  large objects. A second method would be  to select  the contrast computation 
method based on the variance of the object intensities. Where large intensity variance exists, local contrast might 
be more appropriate, whereas global contrast could be used for objects that have low intensity variance.  














scale. This  fact we use  to  find  false segment boundaries, which are generally  formed due  to noisy edge pixels 












The  result  of  region  merging  usually  depends  on  the  order  in  which  regions  are  merged,  meaning  that 
segmentation  results will probably differ  if  segmentation begins,  for  instance,  in  the upper  left or  lower  right 




method”  as  shown  in Figure  2.12.   Our  algorithm  stresses on aggregation.  Instead of merging  two  regions  as 
above, we construct a node graph in the first step. We assume every segment as one node.  Segments which are 
adjacent  to each node and which are similar,  (the similarity criteria are mentioned  later) are connected  to  that 
node  (Comparison step). A node can be empty  if  there are no similar segments or may contain more  than  two 
segments.  In  the aggregation step,  the  first node  is  taken and  the segments connected  to  this are added  to  this 
node, once a node  is added  to another node  its connection  is made empty. Subsequent nodes are added  till all 
nodes connected  to  first node become empty  in  the node graph. Now  the algorithm moves  to next non‐empty 
node and above procedure  is  repeated. This  step  stops  till  it  reaches  the  last  empty node.  In  the  last  step  the 




















The histograms are compared with  2χ  histogram difference operator.  
2.11 Final Merging 
The  final merging uses a new  illumination  invariant  similarity measure between histograms as described  in 
[14]. Input image is converted into the c1c2c3 illumination invariant color space. Color histograms hi[c1,c2,c3] are 
computed  with  64  bins.  Cross‐correlation  between  histograms  of  segments  for  each  color  channels  is  done 
separately and the maximum values of cross‐correlation in some range (t1, t2).  
s = (s1, s2, s3) such that s1 ≤ s2 ≤ s3 are sorted maximum values of the cross‐correlations. The squared distance 


































to  segment  camouflage properties  such as distance  from  the  centre of  focus,  should be used, along with  scale 
information. A  typical example  is shown  in Figure 2.15 where  the chicks of penguin are merged  into  the stony 
textured ground. 
































It  is  considerably  easier  to  quantify  the  performance  of  computer  vision  algorithms  at  recognition  than  at 
segmentation. Recognition  is classification, and one can empirically estimate the probability of misclassification 
by simply counting classification errors on a  test set.  It  is well accepted  that one cannot evaluate a recognition 
algorithm  by  showing  a  few  images  of  correct  classification.  In  contrast,  image  segmentation  performance 







variety of natural scenes  is presented.  It was noted  that  the segmentations produced by different humans  for a 
given  image  are  not  identical,  but, were  consistent. One  can  think  of  a  human’s  perceptual  organization  as 
imposing  a  hierarchical  tree  structure  on  the  image. Even  if  two  observers  have  exactly  the  same  perceptual 
organization of an  image,  they may  choose  to  segment at varying  levels of granularity. This  implies  to define 
segmentation  consistency  measures  that  do  not  penalize  such  differences.    Two  measures  of  the  difference 
between two segmentations S1 and S2 are introduced in this paper, the Global and Local Consistency Errors (GCE 
and LCE). As  the GCE  is a more demanding measure, we make use of only  this measure. They demonstrated 
empirically  that  human  segmentations  for  the  wide  variety  of  images  in  the  database  are  quite  consistent 
according  to  these  criteria,  suggesting a  reliable  standard  to evaluate different  computer algorithms  for  image 
segmentation.   
It  should  be  also  noted  that  in  a  later  study  a methodology  for  evaluating  the  performance  of  boundary 
detection techniques with this database was developed in [27].  It is based in the comparison of machine detected 
boundaries  with  respect  to  human‐marked  boundaries  using  the  Precision‐Recall  framework,  a  standard 
information  retrieval  technique.  Precisely,  two  quality measures  are  considered,  Precision  (P),  defined  as  the 









segmentations S1 and S2 as input, and produces a real valued output in the range [0::1] where zero signifies no 
error. For a given pixel pi consider  the segments  in S1 and S2 that contain  that pixel. The segments are sets of 
pixels. If one segment  is a proper subset of the other, then the pixel  lies  in an area of refinement, and the  local 
error should be zero. If there is no subset relationship, then the two regions overlap in an inconsistent manner. In 
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=         eq. 2 
  
Note that this local error measure is not symmetric. It encodes a measure of refinement in one direction only: 
E(S1, S2, pi) is  zero  precisely when  S1 is  a  refinement  of  S2 at  pixel  pi,  but  not  vice  versa. Given  this  local 
refinement error  in each direction at each pixel, there are two natural ways to combine the values into an error 
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As LCE < GCE for any two segmentations, it is clear that GCE is a tougher measure than LCE. Note that since 
both measures are tolerant of refinement, they are meaningful only when comparing two segmentations with an 
approximately equal number of segments. This  is because there are two trivial segmentations that achieve zero 




of  200  images  and  a  test  set  of  100  images. We  used  the  200  color  images  in  the  test  group  of  the  Berkeley 
Segmentation Dataset  as well  as  the  corresponding  human  segmentations.  For  each  of  the  images,  at  least  5 












For each  image,  the GCE of  the  segmentation produced by  the  tested algorithm with  respect  to each of  the 
available human segmentations for that image was calculated. The mean of these values gives the mean GCE per 
image, which was plotted in a histogram, see Fig. 8. The global GCE was calculated as the mean of these 200 mean 
































Shape  recognition has been used  in  the community starting  from  the silhouettes. Mammal classification  is a 








perfect segmentations  for  them, only a rectangle  is drawn around  the animal. Also we don’t want  to make  the 
task  more  difficult.  We  collected  a  limited  class  because  first  we  wanted  to  check  whether  bottom‐up 
segmentation method can extract the shape of the object reliably and to see  if shape  is  indeed a key feature for 
classification of inter‐class object category. Figure 4.1 shows some examples of each class. We manually selected 
the contour of the mammals to obtain perfect segmentation; this will allow us to see the best classification result 
that  can  be  obtained using  shape.    Figure  4.2  shows  one  example  of  each  class  and marked  silhouettes.   We 
further marked manually  the best segments  from our  final segmentations on all  the  images  in  this dataset. We 






















and presence of more structures around  like sky, water etc.   We assume  that distance  from  the centre of  focus 
plays a key  role  in segmentation. We use distance  transform applied  from  the centre of  the  image. First order 
moments  are  calculated  for  each  segment,  i.e.  the  sum  of  the  distance  from  the  centre  for  each  pixel  in  that 
























pair‐wise  similarity and  find  the 5 most  similar  shapes  for each extracted  shape,  thus  in  this  case we have 15 
matches. We then find the class which is retrieved the maximum number of times and classify the given image 




sets  is obtained. Dynamic programming not only recovers  the best matching, but also  identifies occlusions,  i.e. 
points  in  the  two shapes which cannot be properly matched. Given  the correspondence between  the  two point 
sets, the two contours are aligned using Procrustes analysis. After alignment, each contour is transformed into a 

























online  code  (http://vision.ucla.edu/~vedaldi/code/bag/bag.html)  which  uses  SIFT  features.  Also  shown  is  the 
classification by chance, obtained after a random class is assigned to the image. The classification is repeated for 


























improvement  if  the  shape  extraction  algorithm  is  modified  taking  into  some  global  characteristic  of  shape. 



































contain  a  significant  amount  of  textural  information.  Texture  Research  is  divided  into  four  areas  [36]:  (1) 




filter  response  distributions  were  learned  from  training  images  and  represented  by  clusters  [1;38;41;42]  or 
histograms [39;43]. These distributions are then used for classification, segmentation or synthesis.  





used  single‐image histograms  of  2D  textons. Varma  and Zisserman  [41;44] have  further  improved  2D  texton‐
based  representations,  achieving  very  high  levels  of  accuracy  on  the Columbia‐Utrecht  reactance  and  texture 
(CUReT) database [45]. The descriptors used in their work are filter bank outputs [41] and raw pixel values [44]. 
Hayman et al.  [46] extend  this method by using  support vector machine  classifiers with a kernel based on  χ2 
histogram distance. Even though these methods have been successful in the complex task of classifying images of 
materials despite significant appearance changes, a major shortcoming of  these methods  is  that  the underlying 
representation is not geometrically invariant. No adaptation is performed to compensate for changes in scale or 
surface orientation with respect to the camera. Our approach is close to [41] as we also use filter bank and texton 
representation,  the  main  difference  is  the  generation  of  texton  dictionary  which  in  our  case  is  unique  and 
independent of dataset or training set used. We have used only rotational invariant filters.  
Lazebnik  et  al.  [47] proposed  an  intrinsically  invariant  representation  based on distributions  of  appearance 


















classes  with  92  images  for  each  class.  These  images  are  captured  under  different  illuminations  with  seven 
different  viewing  directions.  The  changes  of  viewpoint  and  the  illumination  direction,  can  affect  the  texture 
appearance. Sample images are shown in Figure 5.2 
The UIUCTex dataset contains 25 texture classes with 40 images for each class, viewed under significant scale 
and  viewpoint  changes.  The  dataset  includes  non  rigid  deformations,  illumination  changes  and  viewpoint‐
dependent  appearance  variations.  Figure  5.3  presents  two  sample  images  per  class,  each  showing  a  textured 
surface viewed under different poses. 
The KTH‐TIPS dataset  contains 10  texture  classes.  Images are  captured at nine  scales  spanning  two octaves 






























invariance  to changes  in  light  intensity  [41]. The algorithm  is divided  into a  learning stage and a classification 
























⎛ ⎞= ⎜ ⎟⎝ ⎠  
In our case σ and τ are equal to 2. Filters are shown in Figure 5.5. Image is first convolved with the filters and 
their response is thresholded so to keep only the positive response. The obtained binary image is referred as the 




Images are converted  into a grey scale and  intensity  is normalized  so  to have zero mean and unit  standard 










using  the  K‐Means  algorithm  [54].  Textons  from  different  texture  classes  are  combined  to  form  the  texton 
dictionary [41], as shown in Figure 5.7 
Our  method  for  generating  the  universal  textons  e  is  different  from  the  traditional  procedure.  We  take 
advantage that we have only 3 filter responses. The response for the averaging filter on the binary image for a 3x3 
neighborhood varies from 0 to 9. Therefore textons can take value from [0 0 0], [0 0 1], [0 0 2] ….[0 0 9]….. to [9 9 9] 














































kernel  given  by ( )i jexp( D S ,  S )γ− ∗ , where  ( )i jD S ,  S   is  the  χ2  value  between  Si  and  Sj  histograms.  γ   is  a 




We  tuned  the  parameters  on  a  smaller  subset  of  the  Brodatz  dataset with  20  random  texture  classes.  The 
training set size per class is 3 and the test set size per class is 6. The first experiment aimed at selecting the number 





































































Training  20  40  3  43 




Database  UIUCTex  KTH‐TIPS  Brodatz  CUReT 
Ours  92.9 ± 1.2  97.7 ± 0.8  92.3 ± 1.0  97.0 ± 0.4 
Zhang   98.3 ± 0.5  95.5 ± 1.3   95.4 ± 0.3  95.3 ± 0.4 
Hayman  92.0 ± 1.3  94.8 ± 1.2  95.0 ± 0.8  98.6 ± 0.2 
VZ‐joint  78.4 ± 0.9  92.4 ± 1.4  92.9 ± 1.0  96.0 ± 0.7 
Lazebnik  96.4 ± 2.0  91.3 ± 2.1  89.8 ± 0.8  72.5 ± 0.4 





































neuron  and  to obtain  a high‐resolution map of  their  localization. Confocal  laser  scanning microscopy  (CLSM) 
utilizes  the optical pathway of a regular optical microscope and  is capable of collecting  three‐dimensional  (3D) 
images. [61] and [62] have emphasized that difference in image collection modes between AFM and CLSM make 
any  image comparison a very difficult  task and have pointed out  the need  for an effective  integration of  these 
techniques. 
We provide a simple and efficient way  to  integrate confocal and AFM  imaging of  fixed neurons. Due  to  the 
different format of the images acquired by different imaging devices, it is not obvious how to superimpose them. 
This problem has been  extensively addressed  in Computer Vision particularly  in medical  imaging where  it  is 
referred  to  as  “Registration”,  and  solved  at  some  extent  [63‐66]. We  show how  to  register AFM  and  confocal 
images in a coherent and friendly way. 
 The  cellular  membrane  separates  and  isolates  internal  organelles  and  the  nucleus  from  the  external 
environment, while allowing specific ions and compounds to permeate through it [67]. Its mechanical properties 
determine the way in which the membrane wraps the cell interior: when the cellular membrane is rigid the cell 
interior will  be wrapped  as  an  inflated  balloon  and  the  external  surface will  be minimal.  In  contrast,  if  the 
membrane  is  flexible  then  the  cellular membrane will have  several  invaginations  and  its  total  surface will be 
larger  than when  it  is rigid. Mechanical properties of cells and neurons depend on  the elastic properties of  the 
membrane, usually characterized by  its Young modulus  [68] and by  its  interactions with  the cytoskeleton  [69], 
primarily composed of actin  filaments and microtubules. Measurements of  the Young’ modulus obtained with 
the cantilever tip of Atomic Force Microscope in cells provide values ranging from 0.1 up to 400 kPa, i.e. values 
varying  by  3  orders  of magnitude  [70].  This  large  variability  can  be  ascribed  ‐  to  some  extent  ‐  to  different 
experimental procedures and also to an intrinsic variability of mechanical properties of cells and neurons, which 
could  change  significantly  in different phases  of  their  cycle  and  according  to  the  functions which  have  to  be 
performed. For  instance,  it  is expected  that cellular mechanical properties change when cells or neurons move 
and migrate  and when  they  retract  or  undergo  pruning  or  other  endocytotic  processes.  Indeed,  it  has  been 
reported  that migrating cells  can  leave  tracks of a  small  size  in  the order of 50‐100 nm  [71]. Similarly, growth 
cones of axons entering the “decision zone” can pause and holes can appear in their lamellipodium [72;73].  
We have  investigated  the shape and degree of  invagination of  the external surface of differentiating neurons 
from  dorsal  root  ganglia  (DRG)  after  20‐30  hours  of  culture.  We  have  combined  Laser  Scanning  Confocal 












‐  size,  height  and  degree  of  invagination  ‐  of  cellular membranes  and  in  particular  of  growth  cones  and  its 
constituents, i.e. lamellipodia and filopodia. The advantages of using AFM lie in the nanometer resolution that it 
offers. Using  this  technique, we  can  obtain  precise  information  of  the  shape,  size,  and  height  of  a  biological 
sample. The process by which AFM obtains the topographical  information of the sample under  investigation  is 
via the interaction i.e., the repulsion or attraction between the probe and the sample. The probe is typically a tip at 
the free end of a silicon cantilever and scans the region of interest. A small laser, focused on the cantilever, detects 










coverslips  were  mounted  on  the  AFM  liquid  cell,  filled  with  PBS  solution  and  mounted  onto  the  AFM 
microscope. After laser alignment and tip calibration, the system was left to settle for 30 minutes with laser and 
microscope  condenser  switched  on  to minimize  thermal  and  force  drift  during  image  acquisition. AFM was 












Dorsal  root ganglia  (DRG) were prepared  from P10–12 Wistar  rats as previously described  [78]. Wistar  rats 
(P10–12)  were  anesthetized  with  CO2  and  sacrificed  by  decapitation  in  accordance  with  the  European 
Communities  Council Directive  of  24 November  1986  (86/609/EEC)  and  the  Italian Animal Welfare Act  and 
approved  by  the  Local Authority Veterinary  Service. DRGs were  incubated with  0.5 mg/ml  trypsin,  1 mg/ml 
collagenase, and 0.1 mg/ml DNase (all from Sigma) in 5 ml Neurobasal medium (Invitrogen) in a shaking bath at 
37 °C  for  35–40 min.  They  were  mechanically  dissociated,  centrifuged  at  300 rpm,  resuspended  in  culture 
medium, and plated on 0.5 μg/ml poly‐l‐lysine (Sigma) and Matrigel (BD Biosciences, Bedford, MA, USA)‐coated 


















originating  from  the  interior  of  a  biological  sample  and  therefore  CLSM  has  been  widely  used  to  map 
intracellular mechanisms. When antibodies are used  to  stain  specific biological  structures,  fluorescent  confocal 
microscopy provides  a powerful way  to  simultaneously map  the distribution of different  cellular  components 
[61;79]. The 200 nm resolution limit of the CLSM is restricted by the diffraction limit of the microscope objective 

























and  can  be  solved using methods used  in  computer vision  [5],  in which  the  final  information  is  obtained  by 
integrating various data sources like in image fusion [80]. Images taken from different modalities may undergo a 
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                       eq. 9 
At least four pairs of corresponding points are needed to solve for the eight unknown coefficients. 
 
The  word  registration  is  used  with  two  different  meanings  [63].  The  first  meaning  is  to  determine  a 
transformation of one  image so that features  in the sensed  image can be put  in a one‐to‐one correspondence to 
features  in  the  reference  image.  The  symbol  T  is  used  to  represent  this  type  of  transformation.  The  second 
meaning of registration enables also the comparison of the intensity at corresponding positions. The symbol Ti is 
used  to  describe  this  second  meaning  of  registration,  which  incorporates  the  concepts  of  re‐sampling  and 
interpolation. Using  the  language of geometry,  the registration  transformation  is referred  to as  the mapping T, 
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transforming  a  position  (x,y)A    in  the  system  of  reference  of  image A  to  the  position  (x,y)B  in  the  system  of 
reference of  image B. 
 




intensity value  from  image A  to  image B. Therefore Ti maps an  image  to an  image, whereas T maps between 
coordinates  of  image A  into  coordinates  of  image B. To  overlay  two  images  that  have  been  registered,  or  to 





distorted by  some  combination of  translation,  rotation,  and  scaling  (Figure  6.3). Rectangles  remain  rectangles. 
This is the case of the same biological sample viewed by two microscopes using different objectives and imaging 
systems, such as an AFM  (Figure 6.4  left panel) and a CLSM  (Figure 6.4 right panel). Registration using affine 
transformation  is  necessary  when  shapes  in  the  sensed  image  are  distorted  also  by  shearing  or  a  linear 
deformation  (Figure  6.3).  In  this  case,  straight  lines  remain  straight,  and  parallel  lines  remain  parallel,  but 
rectangles become parallelograms. Projective  transformation  is used when  the scene appears  tilted  (Figure 6.3). 









the  images  is affine so  that  the  transformation between  the  two systems of coordinates  (x,y) and  (x’,y’) can be 











To  apply  these  methods  to  the  images  derived  from  different  microscopes  we  have  implemented  our 



















To make  the  selection of points more user  friendly,  ICLSM(x,y) was  rotated  in  a  sequence of  90 degrees  and/or 
flipped  to make a approximate alignment with  IAFM(x’,y’). Control Point Selection Tool  in Matlab was used  to 
mark the control point pairs in the image to be registered, the input image Figure 6.5B, and the image to which 
you are comparing it, the base image (Figure 6.5A) corresponding points were initially specified by pointing and 























The number of  landmarks available depends on  the structure of  the  image, and  there may be differences  in 















































T                                                                                eq. 12 
If the two shapes have the same center of gravity located in the origin, the optimal transformation is: 























Where  ),(1 ii yxS = and ),(2 ′′= ii yxS .   1S  is the Euclidean norm. 
 
Scale  =  22 ba +                                        eq. 14 
),(),( yixitt yx =                       eq. 15         
                  

































fluorescence with  topographical  information  from AFM. This way  one  can get  a quick,  accurate  and detailed 

















The operation of an AFM  requires  the application of a  force  to  its cantilever. The minimal  force  required  to 
acquire a stable height map of a sample is of the order of 100 pN. In order to verify whether properties of growth 
cones measured with AFM are affected by the force applied by the AFM cantilever on the sample, we obtained a 
series of AFM  images of  the  same growth  cone  at  increasing  scanning  forces,  from  100  to  2000 pN,  and  then 
repeated with the lowest scanning force to confirm that the growth cone has not been destroyed by the multiple 
















another  at  390  pN  (force used  for  scanning  another  growth  cone B  see  (Figure  6.9B)) using  interp3 





















































































































Image‐1  599  14  132  4.2  55  200  2.1 
Image‐2  136  7  33  4.1  16  140  3 
Image‐3  603  51  143  4.2  29  160  2.6 
Image‐4  765  108  187  4.1  20  160  2.6 
Image‐5  520  46  127  4.1  19  150  2.7 
Image‐6  245  10  55  4.5  60  250  1.8 
PFA 
Average  478±239  39.3±23  112.8±57  4.2±0.16       
Image‐11  1137  30  270  4.2  59  400  1.1 
Image‐12  965  144  232  4.2  37  250  1.7 
Image‐13  280  17  62  4.5  9  500  0.9 
Image‐14  187  9  41  4.6  10  500  0.9 
Image‐15  395  62  93  4.3  9  450  1 
Image‐16  161  19  37  4.4  70  400  1.1 
Image‐17  670  43  159  4.2  16  800  0.5 
Image‐18  95  0  19  5  No holes  650  0.8 
Image‐19  144  0  32  4.5  No holes  650  0.7 
GLU 













surrounding  the  hole  and  the  threshold  used  to  find  the  holes  and  other  parameters  such  as  their  area.  The 
distributions of height and area of detected holes are shown in Figure 6.11G, H respectively and are very similar 
for both fixation procedures. Properties of holes varied significantly among individual growth cones, as shown in  








Parameters  PFA (n = 6)  GLU (n = 7)  Both fixation  protocols (n = 13) 
Height Range  2 to 128 nm  2 to 178 nm  2 to 178 nm 
Average Height  57 ± 23 nm  45 ± 21 nm  51 ± 23 nm 
Base Area of Holes Range  0.04 to 2.3 μm2  0.01 to 3.5 μm2  0.01 to 3.5 μm2 
Average Base Area  0.35 ± 0.49 μm2  0.28 ± 0.45 μm2  0.32 ± 0.47 μm2 
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These  results  show  that growth cones  fixed with either GLU or PFA do not always have a  smooth external 
surface  but  often  have  holes  with  nanometric  dimensions,  which  cannot  be  seen  by  conventional  optical 
microscopes 
 
As  AFM  provides  a  rather  accurate  3D  representation  of  imaged  growth  cones,  we  characterized  several 
geometrical  properties  of  its  surface.  Three  quantities were  computed,  i.e.  total  area,  base  area  and  hole  area), 
providing a characterization of  the outer surface of growth cones. Collected data  from  the 15 analyzed growth 
cones are reproduced in Table 8. All measurements are based on the extrapolated 0 pN AFM images. In order to 





















topography of  the growth  cone  to  the presence  (or  absence) of  actin  and  tubulin  through AFM  scanning  and 
subsequent confocal imaging.  
 




Tubulin inside holes (%)  18  2  6  3  7 ± 7 
Actin inside holes (%)  13  18  19  15  16 ± 3 
Actin + Tubulin outside holes (%)  55  60  64  62  60 ± 4 
Tubulin/Actin ratio of entire growth 
cone 
1.47  0.57  1.05  0.67   
Tubulin Height (nm)  146  162  109  127  136 ± 22 
Actin Height (nm)  115  112  79  94  101 ± 16 

















length, mean diameter, base  area  and height of  the  filopodia. As  can be  seen  in Figure  6.13,  the base  area of 





















Previous  reports  using  AFM  and  confocal  microscopy  [61;62]  have  emphasized  the  need  for  an  effective 
integration of  the  information provided by  these  techniques.  In  the present manuscript we provided a suitable 
method  for  solving  this  requirement.  Taking  advantage  of  tools  used  in  Computer  Vision we were  able  to 
superimpose  images with different  format and  resolution. To our knowledge  this  is  the  first  report where  the 

















these  two different analyses will  increase  the possibility  to associate structure with  the presence of sub‐cellular 
components. Moreover the possibility to monitor cell behavior by time‐laps confocal  laser scanning microscopy 
will  allow  to  link  movement  with  structural  changes  (AFM)  and  the  expression  of  specific  sub‐cellular 
components (confocal microscope). 
The  registration method here described  is versatile and not  limited  to  just AFM and CLSM  images.  Images 
taken from other modalities like CCD or SEM could be registered in a similar manner to get more understanding 
of  the specimen under consideration.  In  future we plan  to  register  the confocal  layers  taken at different depth 
with the 3D AFM topography to do in‐depth analysis of the structure. 
The present investigation of the shape and morphology of growth cones of differentiating DRG neurons reveals 
topographical  structures  with  nanoscale  dimensions  which  we  refer  as  “invaginations”  or  “holes”.  These 
nanometric structures cannot be seen by conventional optical microscopes and are revealed by AFM. 







[57;58;89;90;92;93],  we  found  novel  structures  with  nanometric  dimensions,  which  could  not  be  seen  with 
conventional  optical microscopes  and were  not  described  in  previous  investigations with AFM.  These  novel 
















This  thesis has described a complete  framework for  the problem of extracting shape from segmentation. The 
proposed approach builds upon ideas in image processing, computer vision and machine learning to provide a 
general, easy  to use and  fast method  for Segmentation and  texture classification. Our main contribution  is  the 






the  presence  of  the  holes  and  the  exploratory  state  of  the  growth  cone. Growth  cones  of  immobile  isolated 




are one of  the hallmarks of neurodegenerative diseases  [94;95] and  it  is possible  that  the kind of  fragmentation 
described here for DRG growth cones also occurs during neurodegeneration or spinal cord  injury [96]. Thus,  it 





shapes  for  shape  based  object  recognition.  It  further  proposes  a  simple  texture  classification method.  It  also 
addresses  the  issues  involved  to  register  images  taken  from different modalities.  It makes  the  following major 
contributions to these goals: 
• The most important contribution is the introduction of scale edges. Normal gradient based edges, fails 
to  detect  texture  edges  and  to  compensate  for  this  a  very  low  threshold was  needed  to  obtain  a 



















field  of  Segmentation  (Berkeley  dataset),  texture  recognition  (Brodatz  database),  object  recognition 




• A new method for generating universal textons  is  implemented, which  is generated only once and  is 
database  and  texture‐class  independent.    This  also  reduces  the  time  during  benchmarking  as  the 
traditional approach needed that the texton dictionary be built every time the training set was changed. 
• A  set  of  graphical  user  interfaces  are  implemented  for  image  registration,  for  finding  holes  in  the 
growth cones and for filopodia extraction.  






The  proposed  framework  for  segmentation  has  a  number  of  limitations.  A  few  of  these  are  intrinsic 
shortcomings of  the approach, while others relate  to extensions  that are worth  investigating  in  the near  future, 
and  still others  are open  issues. This  section presents  the  intrinsic  limitations  and  the next  section provides  a 
discussion of the future work and open issues. 






















object  from  the  image background  [97]. A  set of novel  features  including multi‐scale contrast, center‐surround 
histogram, and color spatial distribution are used to describe a salient object locally, regionally, and globally. The 
work of  them can be easily extended  to determine saliency of segments  instead of pixels. Figure 7.2 shows  the 







The  texture  classification method  should  be made  robust  by  adding  some  geometric  invariant property,  or 


























microelectrode  bundle  for  deep  brain  recordings.  In  Neural  Engineering,  2007.  CNE  ’07.  3rd  International 
IEEE/EMBS Conference on, pages 114–117, 2007. 
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