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Abstract
In the same class, after the same lesson, the amount of learned material often differs drastically, by a factor of ten. Does this mean that people
have that different learning abilities? Not really: experiments show that
among different students, learning abilities differ by no more than a factor of two. This fact have been successfully used in designing innovative
teaching techniques, techniques that help students realize their full learning potential. In this paper, we deal with a different question: how to
explain the above experimental result. It turns out that this result about
learning abilities – which are, due to genetics, randomly distributed among
the human population – can be naturally explained by a recent mathematical result about random metrics.
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Formulation of the Problem

Learning results differ a lot. In the same class – whether it is an elementary
school, a high school, or a university – some students learn a lot right way, and
some stay behind and require a lot of time to learn the same concepts.
How can we explain this disparity? There are several possible explanations
of the above phenomenon. Crudely speaking, these explanations can be divided
into two major categories:
• elitist explanations claim that people are different, some are born geniuses,
some have low IQ; nasty elitists claim that the IQ is correlated with gender,
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race, etc., others believe that geniuses are evenly distributed among people
of different gender and different races, but they all believe that some people
are much much more capable than others, and this difference explains the
observed different in learning results;
• liberal explanations assume that everyone is equal, that every person has
approximately the same learning potential, so even the slowest-to-learn
students can learn very fast, we just need to find an appropriate teaching
approach; see, e.g., [2, 3].
Which explanation is correct: an experiment. To answer this question,
Russian specialists in pedagogy made the following experiment – cited in [1, 4, 6,
7]. After a regular class, with the usual widely varying results, the researchers
asked the students to write down everything that the students remembered
during this class period – what material was taught, what dress the teacher had
on, etc., literally everything.
Not surprisingly, straight-A students remembered practically all the material
that was being taught, but students whose average grade is on the edge of failing
remembered, in the worst case, about 10% of what was taught in the class. This
was expected. What was completely unexpected is that when the researchers
counted the overall amount of information that a student remembered, the
overall number of remembered bits differed by no more than a factor of two.
The only difference was that:
• the bits remembered by straight-A students included all the material
taught in the class, while
• the bits remembered by not so successful students included how the teacher
was dressed, which birds flew outside the window during the class, etc.
This experiment – and other similar experiments (see, e.g., [2] and references
therein) – clearly supports what we called a liberal viewpoint.
This experimental result is used in teaching. This observation underlies successful teaching methods – e.g., a method tested and promoted by the
Russian researcher Anatoly Zimichev and his group [1, 4, 6, 7] – that we can
make everyone learn well if we block all the other sources of outside information
(no teacher, online learning, empty room, no other students etc. Other related
teaching methods are described in [2, 3].
But why? This experimental results is helpful, but a natural question is: why?
How can we explain this results? Why a factor of two and not, e.g., a factor of
three or of 1.5?
As we all know, genes are randomly combined, so why don’t we have a bigger
variety of leaning abilities?
What we do in this paper. In this paper, we provide a possible theoretical
explanation for this empirically observed almost-equality.
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Our Explanation

Let us formulate this problem in precise terms. We are interested in
differences between students. A natural way to gauge this difference is to have
a numerical value d(a, b) > 0 that describes how different students a and b are.
Intuitively, the difference between students a and b is exactly the same as
the difference between students b and a, so we should have d(a, b) = d(b, a). It
is also reasonable to require that the difference d(a, c) between students a and
c should not exceed the sum of the differences d(a, b) between a and some other
student b and d(b, c) between this auxiliary student b and the original student
c: d(a, c) ≤ d(a, b) + d(b, c). In mathematics, a symmetric (d(a, b) = d(b, a))
function satisfying this inequality is known as a metric.
We know that genes act randomly, so we expect the metric to also be random
– in some reasonable sense. So, we are interested in the properties of a random
metric.
Analysis of the problem. We have a large population of people on Earth,
the overall number n of people is in billions. So, for all practical purposes,
we can assume that this n is close to infinity – in the sense that if there is
an asymptotic property of a random metric, then this property is – with high
confidence – satisfied for this n.
This assumption makes perfect sense. For example, we know that 1/n tends
to 0 as n tends to infinity. And indeed, if we divide one slice of pizza into several
billion pieces – the favorite elementary school example of division – we will get
practically nothing left for each person.
So, we are interested in asymptotic properties of random metrics.
Given students a and b, how can we determine the corresponding distance
d(a, b)? The only way to do that is by measurement, whether it is counting bits
in stories (as in the above example) or in any other way. But measurements
are never absolutely accurate: whatever we measure, if we repeat the same
procedure one more time, we will get a slightly different result.
• Anyone who had physics labs knows that this is true when we measure
any physical quantity, be it weight or current.
• Anyone who had their blood pressure measured at the doctor’s office knows
that two consequent measurements lead to slightly different results.
• And every psychology student knows that repeating the same test – be it
IQ test or any other test – leads to slightly different results.
In other words, as a result of the measurement, we only know the measured
quantity with some accuracy.
Let ε > 0 denote the accuracy with which we can measure the value d(a, b).
This means that, instead of the exact value d(a, b), we, in effect, come up with
one of the values 0, ε, 2ε, etc., i.e., the values of the type k · ε for an integer k.
There are finitely many people on Earth, so there are finitely many such differences, so there is the largest of the corresponding values k; let us denote this
largest number by r.
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The value ε is also not precise defined. If we slightly increase or decrease ε,
the value r – which is equal to the ratio between the largest possible distance D
and the accuracy ε – correspondingly, slightly decreases or slightly increases. If
the original value r was odd, let us slightly decrease ε and get an even number
r + 1 instead. This does not change anything of substance, but helps in the
analysis of the problem, since more is known about random metrics for even
values r.
Now, we are ready to cite the corresponding mathematical result – that leads
to the desired explanation.
Our explanation. A recent result [5] shows that in almost all randomly selected metric spaces, all the distances are between the largest value D = r · ε
and its half D/2 = (r/2) · ε. Here, “almost all” means that as n increases, the
probability of this property tends to 1. In view of our comment about asymptotic properties, this means that for humanity as a whole, this property should
be true.
Thus, different distances differ by no more than a factor of two – exactly as
we observe in the above experiment.
Comment. Strictly speaking, the result from [5] refers to integer-valued metrics,
but it can be easily extended to metrics whose values are k · ε > 0 for some
number ε > 0.
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