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The natural world is full of systems in which
the rate of a rare dynamical event is enhanced
through coupling to a dissipative process.1,2 In
vivo, molecular chaperones accelerate protein
folding and assembly so that otherwise slow tran-
sitions occur on biologically relevant timescales,
at the energetic cost of maintaining chemical
potential gradients.3 Shear forces drive colloidal
assemblies and polymer films to order rapidly
enough for viable synthesis, at the expense of ap-
plying external forces.4 Such behavior is lever-
aged across physical and biological systems, but
there are few known principles available to act
as guides or constrain possibilities. Here we
use nonequilibrium stochastic thermodynamics
to demonstrate that dissipation bounds the en-
hancement of the rate of a transition away from
equilibrium. The bound is sharp near equilibrium
and for large barriers, holds arbitrarily far from
equilibrium, and can be tightened with additional
knowledge of kinetic factors. Our work thus eluci-
dates a fundamental trade-off between speed and
energy consumption.
In equilibrium, the rate of a transition between two
long lived states is determined by the likelihood that a
thermal fluctuation provides sufficient energy to the sys-
tem to overcome a free energy barrier. Away from equi-
librium, external forces and nonthermal fluctuations can
mitigate this constraint, modulating the rate relative to
its equilibrium value. Departures from thermal equilib-
rium make it difficult to predict the extent to which a
dissipative process can influence a transition, as tradi-
tional rate theories are grounded in equilibrium statis-
tical mechanics. For instance, both classical transition
state theory5 and Kramer’s theory 6 require information
on the probability to reach a rare dividing surface, or
transition state. In equilibrium the Boltzmann distribu-
tion supplies that probability, but within a nonequilib-
rium steady-state that information is generally unavail-
able. Freidlin-Wentzell theory,7 and transition path the-
ory8 supply formal means of estimating rates away from
equilibrium through the consideration of path ensembles.
However, rate calculations within these formalisms re-
quire complex optimizations or partition function evalu-
ations, and do not encode simple relationships between
rates and other measurable quantities.
Using principles of stochastic thermodynamics, we de-
velop a general theory of nonequilibrium rate enhance-
ment, deriving exact relations and fundamental bounds.9
Stochastic thermodynamics has supplied a number of re-
lationships that constrain fluctuations away from equilib-
rium in terms of measurable energetic observables.10 The
fluctuation theorems illustrate fundamental time-reversal
symmetries,11 and thermodynamic uncertainty relations
bound response.12 In this work, we show that the rate en-
hancement achievable away from equilibrium is bounded
by the heat dissipated over the course of the transition,
kneq
keq
≤ eβQ¯/2 , (1)
where kneq/keq is the ratio of the nonequilibrium to equi-
librium transition rates, and deviation from equilibrium
due to broken detailed balance is codified by Q¯, the av-
erage heat released over the transition, in units of kBT ,
where kB is Boltzmann’s constant and T the temper-
ature of the bath. Our theory demonstrates that the
rate enhancement achievable by coupling a system to a
dissipative process, an essential dynamical quantity, is
limited by general thermodynamic constraints. To test
the theory, we study paradigmatic two-state continuous
force systems, driving them from equilibrium with both
deterministic and autonomous forces (See Sec. S1).
To derive Eq. 1, we consider systems driven by a time-
dependent force, λ(t), either externally controlled or cou-
pled to an additional nonthermal system. In the presence
of the time-dependent force, the rate, kλ, of transition
between two long-lived states, is the probability that a
transition occurs per unit time. For a system described
by a configuration, x(t), at time t, we will consider initial
and final states, A and B, that are collections of config-
urations defined by the indicator functions,
hi(t) =
{
1 if x(t) ∈ i
0 else
(2)
where i ∈ {A,B}, and we assume A and B are not in-
tersecting. For times longer than the characteristic local
relaxation time and much shorter than the inverse rate,
kλ derives from a ratio of path partition functions,
kλ(A→ B) = d
dt
ZAB(λ)
ZA(λ)
. (3)
Here,
ZAB(λ) =
∫
D[X(t)]hA(0)hB(t)Pλ[X(t)] (4)
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2is the number of transition paths, X(t) = {x(0), ...,x(t)},
starting in A and ending in B at time t, weighted with
probability Pλ[X(t)], and
ZA(λ) =
∫
D[X(t)]hA(0)Pλ[X(t)] (5)
is the corresponding number of paths starting in A.8
The ratio in Eq. 3 is simply the conditional probabil-
ity of the system being in state B given it started in
A. Provided the transition is rare, consistent with A
and B representing metastable states, there is a range
of time over which ZAB(λ) increases linearly, and kλ
is constant. The probability of a path is the prod-
uct of a distribution of initial conditions, ρλ[x(0)], and
the conditional transition probability Pλ[X(t)|x(0)], such
that Pλ[X(t)] = Pλ[X(t)|x(0)]ρλ[x(0)]. While in gen-
eral away from thermal equilibrium, ρλ[x(0)] is unknown,
Pλ[X(t)|x(0)] can be inferred, provided an equation of
motion. For the specific model calculations discussed be-
low, Pλ[X(t)|x(0)] will take an Onsager-Machlup form.13
Stochastic thermodynamics gives structure to path en-
sembles and relations to thermodynamic quantities. In
an equilibrium system, the principle of microscopic re-
versibility implies that the probability of a trajectory is
equal to its time-reverse. Specifically, let P˜λ[X˜(t)] de-
note the probability of observing a time-reversed trajec-
tory X˜(t) = {x˜(t), ..., x˜(0)}, where x˜(t) is a time-reversed
configuration of the system at t, labeled in the forward
time direction. In the absence of the dissipative proto-
col, λ = 0, P0[X(t)] = P˜0[X˜(t)]. The Crooks fluctuation
theorem extends this notion to systems driven away from
equilibrium by an arbitrary time dependent force λ(t).11
For a nonequilibrium system, microscopic reversibility is
manifested by Pλ[X(t)] = P˜λ[X˜(t)] exp[βQ[X(t)]], where
Q[X(t)] is the heat lost to the bath.
Coupling the system to a dissipative process will gen-
erally change its dynamics. Using trajectory reweighting,
we relate the transition rate in the presence and absence
of the nonequilibrium force λ(t). We consider two path
probability distributions with support on the same X(t),
so that the relative action
β∆Uλ[X(t)] = ln
Pλ[X(t)]
P0[X(t)]
, (6)
relating one to the other, is well-defined. Performing a
change of measure, we express ratios of path partition
functions in either ensemble as
ZAB(λ)
ZAB(0)
=
〈
eβ∆Uλ
〉
0
=
〈
e−β∆Uλ
〉−1
λ
, (7)
where the brackets denote a conditional average in a tran-
sition path ensemble connecting states A and B in time
t, with path probability P0[X(t)] in the first equality, or
Pλ[X(t)] in the second equality.
When transitions in both path ensembles are rare, kλt
and k0t  1, the overwhelming majority of paths origi-
nating from A will remain there on the timescales where
the rate is time independent, so that ZA(λ) = ZA(0).
Generalizations away from this limit are discussed in the
Sec. S2. However, when this normalization holds, com-
bining Eq. 3 with Eq. 7, we find
kλ
k0
=
〈
eβ∆Uλ
〉
0
=
〈
e−β∆Uλ
〉−1
λ
(8)
which is an exact relation between transition rates in the
presence or absence of the dissipative process. Lower
and upper bounds can be read off by applying Jensen’s
inequality to each of these expressions,
β 〈∆Uλ〉0 ≤ ln
kλ
k0
≤ β 〈∆Uλ〉λ (9)
constituting a fundamental envelope for the rate enhance-
ment. In a suitably defined linear response regime, the
ensembles are approximately equal, 〈∆Uλ〉λ ≈ 〈∆Uλ〉0,
so the bounds are saturated. This corresponds to a near-
equilibrium regime where driving is small.
Generally, ∆Uλ contains thermodynamic and and ki-
netic factors. To separate them, we decompose ∆Uλ into
time-reversal-symmetric and asymmetric quantities,
∆Uλ =
Q+ Γ
2
, (10)
where the heat Q = ∆Uλ[X(t)] − ∆Uλ[X˜(t)] is odd
under time-reversal, and the dynamical activity Γ =
∆Uλ[X(t)] + ∆Uλ[X˜(t)] is even. On the whole, both the
heat and the activity play important roles in response
and stability of nonequilibrium systems.14,15 While the
heat has a simple mechanical definition and is largely in-
dependent of the system’s dynamics, the activity depends
on details of the equation of motion, making it hard to
generalize.
However, we find that for rare transitions across a host
of physically relevant conditions, the activity can be ne-
glected. Near equilibrium, the average activity in the
conditioned transition ensemble vanishes due to time-
reversal symmetry. In cases of instantonic transitions,
where the driving force varies slowly relative to the char-
acteristic transition path time the activity is small. Fur-
ther, in sojourns over broad, diffusive regions, the ac-
tivity is strictly negative, so by neglecting it a bound is
satisfied though weakened. Each case is considered ex-
plicitly in Sec. S3. Remarkably, this implies that the dis-
sipation accumulated over a transition bounds the rate
enhancement,
ln
kλ
k0
≤ β
2
〈Q〉λ , (11)
which is our main result. Identifying the system under
finite λ as a nonequilibrium system, and its absence as
an equilibrium one, we identify Eq. 11 as a more precise
statement of Eq. 1. We note, however that the rate en-
hancement relation is general for any two transition path
ensembles.
3To illustrate the robustness of our dissipative bound,
we first consider the overdamped dynamics of a par-
ticle in a one-dimensional asymmetric potential sub-
ject to both external time dependent and nonther-
mal forces. Specifically, the equation of motion for
the position of the particle, x, is taken as γx˙ =
−∂xV (x) + λ(t) +
√
2kBTγηx where γ is the friction due
to the surrounding medium, imposing a diffusion con-
stant Dx = kBT/γ, and ηx is a Gaussian random vari-
able with 〈ηx(t)〉 = 0 and 〈ηx(t)ηx(t′)〉 = δ(t − t′). The
static external potential consists of two quartic states,
V (x) = VA(x)Θ(−x) + VB(x)Θ(x). Each basin Vi(x) =
(∆Vix
2/(2l2i ))(x
2/(2l2i )− 1), i ∈ {A,B}, is characterized
by the distance of its minimum (|x|, |y|) = (li,∆Vi) to the
origin, where the states are joined by Θ(x), the Heaviside
function. V (x) supports two metastable states with a
barrier between them if β∆Vi > 1 for both i = A and B.
Fig. 1a), where x(t) exhibits fluctuations concentrated
around two regions of the potential, with few, fleeting
transitions between them, manifests this metastability.
We drive the system out of equilibrium according to
a time-dependent protocol λ(t) = f [p cos(ωt) + (1 −
p) cos(θ(t))] with maximum amplitude f partitioned, p ∈
[0, 1], into deterministic and autonomous components.
The deterministic portion of the driving is periodic with
frequency ω, whereas the autonomous piece is determined
by an additional nonthermal process, θ˙(t) =
√
2Dθηθ,
with diffusion constant Dθ, and delta-correlated white
noise, 〈ηθ(t)〉 = 0 and 〈ηθ(t)ηθ(t′)〉 = δ(t− t′).
Considering transitions that take the particle from one
side of the potential to the other, we define hA = Θ(x+
lA/
√
3) and hB = Θ(x−lB/
√
3), which correspond to the
locations of the maximum force opposing the transition
in the absence of λ(t). The heat can be computed from
Q(t) =
∫ t
0
dt′λ(t)x˙(t′), (12)
and its mean estimated within the nonequilibrium
steady-state by integrating the dissipation rate over re-
active trajectories of length t, given by the typical transi-
tion path time discussed in the Sec. S4. Given a suitable
separation between inverse rate and relaxation time, Q
is often insensitive to the precise value of t.
Figure 1b) shows the results of 3000 randomly con-
structed models, where ∆Vi, li, p, f , and Dθ, were cho-
sen uniformly over a wide range of parameters (Sec. S1).
For each model, kλ, k0 and 〈Q〉λ have been indepen-
dently evaluated, and Fig. 1b) demonstrates that the
bound holds across the broad parameter-space. Points
are colored blue to red in increasing magnitude of the
driving force f , showing that the protocol most efficiently
amplifies the equilibrium rate when β〈Q〉λ < 10. Push-
ing past this regime, the bound becomes progressively
weaker, as dissipation increases, but rate enhancement
reaches a plateau. This corresponds to a limit where
driving is large enough to degrade the assumption that
basin A is metastable.
FIG. 1. Nonequilibrium driving enhances transition rates. a,
Trajectories of a two-state system in equilibrium (left) and the
same process driven away from equilibrium (right) by a time-
dependent external force. b, Rate enhancement for different
asymmetric two-state systems as a function of dissipated heat,
each driven by a randomly chosen combination of determin-
istic and stochastic external forces. The bound in Eq. 11 is
shown as a black line and points are colored according to the
magnitude of the force, low (blue) to high (red).
In order to understand the physical processes that de-
termine whether or not the bound is saturated, we focus
on two cases of the model presented above. First, we set
p = 0, which corresponds to an active Brownian particle
in an external potential. Active Brownian particles pro-
vide a canonical realization of how autonomous athermal
noise can drive novel steady-states without simply im-
parting an effective temperature.16 These self-propelled
agents exhibit dynamical symmetry breaking and collec-
tive motion,17,18 and previous studies have shown that
the escape of active particles from a metastable poten-
tial exhibits interesting behavior arising from an inter-
play between the driving force, persistence time statis-
tics, and the shape of the potential.19 For simplicity
we take a symmetric potential, with lA = lB = 1 and
β∆VA = β∆VB = 10, setting γ = 1 and kBT = 1/2.
Figure 2a) shows the dependence of the rate enhance-
ment on the rotational diffusivity, Dθ at fixed f = 1.
Increasing the rotational diffusivity decreases the per-
sistence of the driving, and as a consequence 〈Q〉λ and
kλ/k0 fall off in this limit. In the large Dθ limit, the sys-
tem is effectively in equilibrium at an elevated temper-
ature, as λ averages to 0. Lower rate enhancement and
little dissipation are observed across this range of Dθ,
and our bound is uniformly close. These results are con-
sistent with a recent study in which an effective potential
approach was used to derive kλ/k0 for an active Ornstein-
4FIG. 2. Rate enhancement for an active Brownian particle.
a, Rate enhancement as a function of rotational diffusivity
constant Dθl
2
A/Dx for f = 1. b, Rate enhancement as a func-
tion of the magnitude of active driving relative to the max-
imum force opposing the transition in equilibrium f/Fm for
Dθ = 1/2. In both, the rate enhancement (black diamonds)
is bounded by the dissipated heat (red circles).
Uhlenbeck process in a cubic well.20 As shown in Fig. 2b),
our bound is closest to the true rate enhancement when
driving is small compared to the maximum force needed
to surmount the barrier in equilibrium, f < Fm where
Fm = 8∆VA/3
√
3lA. In that regime, the heat and rate
enhancement both scale with f2, as predicted by linear
response theory. When the protocol and gradient forces
are comparable, the transition ceases being a rare event
and further increasing f has little effect on the rate, but
increases the heat.
As a second test case, we consider underdamped dy-
namics with time-periodic driving, p = 1. This model,
known as the Duffing oscillator,21 is the simplest model
of a stochastic pump and one whose nonequilibrium be-
havior is marked by significant nonlinearity. As an un-
derdamped equation, its barrier crossing behavior is de-
termined both by spatial as well as energy diffusion, in
which both position and velocity correlations play a role.
The equation of motion is given by mx¨ = −γx˙−∂xV (x)+
λ(t) +
√
2kBTηx, where the mass m reflects the change
to underdamped dynamics. Again we take a symmetric
potential, lA = lB = 1, now with β∆VA = β∆VB = 14
and m = β = γ = Dx = 1.
Figure 3a) shows that for a moderate force, f/Fm ≈
0.13, there is an optimal driving frequency, denoted here
as ω∗, which greatly enhances the transition rate. This
phenomenon is known as stochastic resonance.21 For slow
driving, ω  ω∗, the particle typically makes a tran-
sition before the external force reaches its maximum.
For ω  ω∗ driving is inefficient, and on average re-
quires multiple forcing cycles before presenting a chance
to cross the barrier with the help of a positive force
within the time of a typical transition. The approximate
shape of the rate enhancement profile is Lorentzian, a
trait inherited from the absorption lineshape of an un-
derdamped harmonic oscillator. In this case, the reso-
nant frequency coincides with the curvature of the equi-
librium double-well potential driven with a quasi-static
force, ω∗ ≈√8(∆V − f)− γ2/4.22 We find near satura-
tion of the bound throughout a wide range of frequencies
and across even such nonlinear behavior as stochastic
resonance. In Fig. 3b), we plot kneq/keq and β〈Q〉λ/2
against the driving amplitude relative to Fm. As in the
other examples, the bound on rate enhancement is tight
so long as the metastability of state A is preserved.
Thus far, we have characterized rates with transition
paths, which lend themselves to a natural response the-
ory for ln kλ, and therefore the ratio of rates. How-
ever, the survival probability pλ(t) = exp(−kλt) = 1 −
ZAB(λ)/ZA(λ) contains similar information in the case
of two metastable states. Falasco and Esposito recently23
worked with this quantity and time-reversal symmetry to
prove a speed limit on escape processes. Extending these
results, we derive analogous bounds on absolute reaction
rates (Sec. S5). Assuming rare rates, we bound the ratio
of survival probabilities pλ(t)/p0(t), and thus the differ-
ence of rates kneq − keq, from above and below using the
relative action and Jensen’s inequality. The final result
reads
β
〈
∆U˙λ
〉
λ
≤ kλ − k0 ≤ β
〈
∆U˙λ
〉
0
(13)
where the rate of change of the relative action forms an
envelope around the change in the transition rate. If
k0  kλ then Eq. 13 acts as a speed limit on the forced
process. On the other hand, if kλ  k0, Eq. 13 reports
on the minimum dissipation required to slow down a fast
equilibrium process.
The variational relationship in Eq. 11 between the
transition rate and a thermodynamic quantity is remi-
niscent of equilibrium transition state theory, where the
rate is bounded by the thermal flux times the probabil-
ity that a thermal fluctuation brings the system from an
initial reactant state to a rare transition state. From the
Kawasaki distribution,11 the nonequilibrium configura-
tional distribution is related to the equilibrium one by
a cumulant generating function of the excess dissipation
conditioned on ending at a specific configuration. As ex-
plained in the Sec. S6, neglecting changes to the flux
5FIG. 3. Rate enhancement in the Duffing oscillator. a,
Rate enhancement as a function of the magnitude of driving
frequency relative to the natural frequency of the equilibrium
system, ω/ω∗, for f = 1.4. b, Rate enhancement as a function
of the magnitude of function of the periodic driving relative
to the maximum force opposing the transition in equilibrium
f/Fm for ω/ω
∗ = 1 at f = 1.4. In both, the rate enhance-
ment (black diamonds) is bounded by the dissipated heat (red
circles).
generated by coupling to a nonequilibrium process, the
transition state theory estimate of the rate is bounded by
the average heat conditioned on ending at the transition
state. Eq. 11 thus has the interpretation of a nonequilib-
rium extension to standard transition state theory, and
is expected to be a good approximation to the rate en-
hancement in cases where the system spends little time
at the top of the barrier.
While our examples have focused on simple one di-
mensional models, our formalism is general and can be
straightforwardly applied to many-body interacting sys-
tems. One immediate consequence of higher dimension-
ality is that unlike in the examples explored here, ap-
plied forces need not be aligned with the direction of the
most likely transition path. In such cases, we expect
the efficiency with which an arbitrarily applied force en-
hances the rate to be suppressed relative to the largely
saturated bounds we have found here, as energy may be
transduced into modes not correlated with overcoming
the barrier. In light of our results, a natural optimal
control problem arises in which nonequilibrium protocols
can be constructed that minimize the dissipation for a
given desired rate enhancement. Methods to perform
such optimizations employing molecular simulation and
importance sampling have been recently developed and
show promise in complex systems24–26 . Similarly, the
protocols uncovered by such an optimization have the
potential to lend mechanistic insight into reactions far
from equilibrium, as basic concepts like free energy bar-
riers and gradient flows cease being well defined. The
effect of dissipation on rate enhancement under counter-
diabatic27 constraints, as well as in discrete-state net-
works and reaction-diffusion settings, remains to be seen.
Overall, our investigations build a general framework
for the systematic and computationally efficient charac-
terization of rate enhancement. Predicting how structure
and external influence conspire to alter reaction rates
far from equilibrium is of immediate importance in de-
signing proteins, enzymes, small-molecule drugs, and the
complex environments in which they operate. We fore-
see future studies in interacting colloidal and polymeric
systems, both in shear and confining geometries that
change dynamically in time.28 Applications to heteroge-
neous growth, nucleation and jamming will also be in-
teresting avenues to explore.29 Time-dependent chemical
potential gradients in gated release and receptor binding
contexts, as well as designing interaction protocols30 for
quick and robust self-assembly31 and pattern-formation32
are another set of pressing examples to which our theory
can apply. Local heating in ATP hydrolysis and facil-
itated diffusion on DNA,33 where electric fields play a
pivotal role, are all more complex problems that may
prove fruitful to study in this manner.
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S1. DETAILS FOR THE NUMERICAL EXAMPLES
In our first main text example, we consider a double-well potential V (x) pieced together continuously at x = 0, and
the parameters dictating its shape and the form of the driving are drawn uniformly. This is done n times to create a
parameter database (each entry labeled by integer i from 0 to n − 1) before any simulations are run. Each point in
Fig. 1, corresponds to a unique set of system parameters chosen as follows. Fixing β = Dx = 1, we uniformly draw
β∆VA, β∆VB ∈ (3, 7), l2i ∈ 8∆Vi(ω−2max, ω−2min), p ∈ [0, 1], log f ∈ [−1, log fmax], and Dθ ∈ [0.1, 10], where we constrain
the natural frequencies of the wells to lie between ωmin = 3.5 and ωmin = 7.5.
Simulations for the overdamped systems studied, including the mixed driving system and the active barrier crossing,
are propagated with a first order stochastic Euler integrator using a timestep of ∆t = 10−2 in units of the A-
state relaxation time τA = lA/
√
8∆VA. For the underdamped Duffing oscillator calculations, we used a OVRVO
S1
integrator, employing a symplectic 5-step Strang splitting of the time-evolution operator with the same time-step.
Before turning λ on at time zero, the dynamics are first evolved in equilibrium, λ(t) = 0, for t = 1.5 × 103∆t, to
equilibrate. We calculate kλ and k0 by counting the number of transitions from A to B and dividing by simulation
time, 1.25−5×107∆t. Transitions are counted when x(t) passes from A to B and stays there at least order 2.75∆t steps
without recrossing, which we find to yield consistent results rates extracted from the side-side correlation function.
We perform 24 simulations, each of which yields a noisy estimate of the rate, and we record the mean and standard
error bars.
We compute the time-dependent average 〈Q〉λ(t), independently of the rates, as follows. Using the same criteria
for a transition as defined in the proceeding paragraph, we perform as many simulations as is needed to get sufficient
statistics, which, depending on the specific system parameters, corresponds to 103−4 transitions. At each point in
time, we record the instantaneous rate of heat dissipation as well as an indicator function to coarse-grain x(t) into
either state A, state B, or the transition state, which in this example we define as x ∈ A ∪ B, the intersection
between states. Immediately after each simulation, we collect and save a list of times when transitions started, t1,
and ended, t2. Once all simulations are complete, we histogram transition path times, t2− t1. In order to account for
all transitions when integrating over the heat flux to get
Q(t = n∆t) =
∫ t
0
dt′λ(t)x˙ ≈
n−1∑
i=0
λi(xi+1 − xi), (S.1)
we choose an initial observation time t equal to that required for 99% of transition paths to proceed start to finish.
For each transition, we position a window of length t so that it ends immediately after t1, and integrate over it. We
slide this window to the right by O(∆t) window moves passed the end of the transition t1 + t. The coarse-grained
time ≈ ∆t controls how highly correlated reactive trajectories are. Choosing it is thus some what of an art in the
sense that when very small, one must integrate over many more paths, but if it is too large, 〈Q〉λ will have greater
statistical error. If, at any point, a window passes through a transition region without seeing a transition, do to
coarse-graining, the observation time is increased by a small factor of t 7→ t(1 + 1/4) and the integration is restarted
from the beginning.
The rates are small quantities, prone to high statistical uncertainty which is amplified when the log of their ratio is
taken. Because of this, we rerun all points that have greater standard error, in either enhancement or dissipation, than
the mean. The majority or these points correspond to lightly forced systems where the maximum protocol amplitude
is usually much smaller than the thermal energy scale, β|λ| ∼ 10−1. In this regime, ln kλ/k0  1, is well within
linear response. Since we are focused on the case where the equilibrium rate changes appreciably, and know that
by time-reversal symmetry arguments, the only contribution in this near-equilibrium case comes from dissipation,
throughout the main text we only show points with ln kλ/k0 larger than a small number, which we choose to be 10
−2.
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2S2. GENERALIZED BOUND ON RATE ENHANCEMENT
Our main results were obtained under the assumption that the probability of starting in A does not change much
under the influence of driving ZA(λ) ≈ ZA(0). In this section, we derive a more general bound that relaxes this
assumption, and discuss in what cases we expect initial conditions to play a significant role. The factor ZA(0)/ZA(λ)
in question is the ratio of single-time probabilities and has played an important role in the development of Monte-
Carlo sampling on the space of driving protocols.S2 As with the transition path partition function, it is still possible
to express such a ratio in terms of the moment generating function of the relative action
ZA(0)
ZA(λ)
=
〈
e−β∆Uλ
〉
A,λ
=
〈
eβ∆Uλ
〉−1
A,0
=⇒ −β〈∆Uλ〉A,λ ≤ ln ZA(0)
ZA(λ)
≤ −β〈∆Uλ〉A,0 (S.2)
where the paths of any length are conditioned to start at in state A. Eq. 9 of the main text then implies
β(〈∆Uλ〉0 − 〈∆Uλ〉A,λ) ≤ ln kλ
k0
≤ β(〈∆Uλ〉λ − 〈∆Uλ〉A,0), (S.3)
a more general result. Even when its most likely state changes, if A remains metastable, the system will start in an
effective stationary state with zero action, so that 〈∆Uλ〉A,0 contributes little to the upper bound. Initial distributions
ρλ(x0) and ρ0(x0) will be similar in this case, so the symmetric sum of Kullback-Leibler divergence,
DKL(ρλ||ρ0) +DKL(ρ0||ρλ) =
∫
dx0(ρλ − ρ0) ln ρλ
ρ0
≥ 0, (S.4)
implicitly present in Eq. S.3, will vanish through lowest order. This suggests that our main dissipative bound should
remain valid in all but the most extreme cases, wherein one can turn to Eq. S.3.
S3. CONDITIONS FOR NEGLECTING THE DYNAMICAL ACTIVITY
In order to understand when the contribution to the dynamical activity to the rate enhancement bound can be
neglected, we consider both simplified limiting cases that are analytically tractable, as well as additional numerical
experiments on the systems considered in the main text. In general, the dissipative bound is valid in cases where the
activity can be neglected due to its size or if it can be shown to be strictly negative. The former case can be argued
to occur near-equilibrium or when specific spatial symmetries exist that result in its average being small. The latter
case occurs when a particle traverses both large, narrow barriers as well as broad diffusive barriers.
A. Limiting cases of high symmetric and broad diffusive barriers
For simplicity and concreteness, we consider an overdamped particle in a 1d symmetric double well potential. The
equation of motion is analogous to that considered in the first two examples in the main text,
γx˙(t) = Fλ(x) +
√
2kBTγη, 〈η(t)〉 = 0 〈η(t)η(t′)〉 = δ(t− t′), (S.5)
where Fλ(x) = −V ′(x) + λ(t) is the total force, including the gradient and non-gradient contributions. From
the equation of motion, it is straight-forward to show that the conditioned transition probability takes the form
lnPλ[x(t)|x(0)] = βUλ[x(t)] + C, where C is a constant and the Onsager-Machlup path-action is
Uλ = − 1
4γ
∫ t
0
dt′ {γx˙(t′)− Fλ[x(t′)]}2 (S.6)
for an ensemble with finite nonequilibrium driving and path of length t.
In the limit that the barrier separating two metastable states is large, such that transitions between them are rare,
the rate can be computed by extremizing the path action, δUλ/δx = 0. Preforming the functional differentiation, the
instantonic trajectory satisfies the second order differential equation
γ2x¨− F˙λ[x(t′)]− Fλ[x(t)]∂xFλ[x(t)] = 0, (S.7)
which can, in principle, be solved subject to the boundary conditions of starting in state A and ending in state B.
Here we will consider both states being defined at specific points x = xA and x = xB for states A and B, respectfully.
3However, solving this equation is difficult for nonconservative potentials and time dependent driving forces. We
consider the case of a large, sharply peaked barrier, such that the maximum force due to the potential, Fm, is much
larger than the magnitude of the applied driving force, f = max |λ(t)|  Fm. In this limit, the instanton equation
simplifies to
γ2x¨ ≈ V ′(x)V ′′(x) (S.8)
which results in the trajectory traced out by the particle in equilibrium. Its first integral is a constant of motion,
yielding
γ2x˙2 = [V ′(x)]2, (S.9)
that provides both branches of the instanton, or extremal path.S3 The positive root yields the trajectory beginning
at xA and ending at the maximum of the potential separating the two metastable states, x = xm, and results in a
positive contribution to the action. The negative root yields the trajectory beginning at xm and ending at xB , with
zero action. The resultant total action is approximated in this limit as
Uλ ≈ −
∫ t/2
0
dt′ x˙(t′)Fλ[x(t′)] =
∫ x‡
xA
dxV ′(x) +
∫ t/2
0
dt′ x˙(t′)λ(t′) (S.10)
where consistent with the assumption of an equilibrium trajectory minimizing action, we have neglected terms of
order O(λ2) that are strictly negative and invoked time reversal symmetry to set the domain of the integrals. The
first term is the equilibrium change in energy, while the second is the heat. Using this result, we can compute the
averaged relative action between equilibrium and nonequilibrium path ensembles
〈∆Uλ〉λ ≈ 〈Q〉λ/2 (S.11)
which has no contributions from the activity and coincides with our main result. This calculation clarifies a relevant
linear response limit in which the dissipative bound is tight. It is one in which the typical reactive trajectory in
and out of equilibrium are similar, following a gradient path, which occurs in cases where the conservative forces
experienced during a transition are large relative to the nonequilibrium driving forces, f  Fm.
For a second example, we consider a barrier that is locally parabolic in the vicinity of its maximum,
V (x) ≈ −kx2/2 + V0
where k denotes its local curvature and V0 is the offset from the minimum in the A state. In the limit that βV0  1,
we can assume that the majority of the action required to overcome the barrier is localized to the region around the
maximum. In such a case, the stochastic action in the presence of the external force is extremized by the solution of
γ2x¨(t) = k2x(t) + kλ(t) + γλ˙(t) , (S.12)
for the instantonic trajectory subject to boundary conditions which we take to be symmetric about the maximum,
x(0) = −x0 and x(t∗) = x0. It is convienent to introduce the charactoristic relaxation time, τ = γ/k. This linear
ordinary differential equation can be solved by the method of Laplace transforms, yielding
x(t) = −x0 cosh(t/τ) + x0 + x0 cosh(t
∗/τ)
sinh(t∗/τ)
sinh(t/τ) + f(t)/γ − f(t
∗)/γ
sinh(t∗/τ)
sinh(t/τ) (S.13)
where f(t) is the convolution of the external force with the Green’s function,
f(t) =
∫ t
0
dt′λ(t′)e(t−t
′)/τ (S.14)
and acts as an inhomogenious source. From the definitions in the main text, the heat and activity are given by
Q =
∫ t∗
0
dt x˙(t)λ(t) Γ = − 1
2γ
∫ t∗
0
dt λ(t) [2kx(t) + λ(t)] (S.15)
whose averages are computed within the instantonic trajectory. The heat has a familiar form. The activity includes a
contributions due to the product of the gradient force and the external force, and a contribution due to the external
4force squared. While the latter is strictly negative, path independent, and can be dropped while still satisfying the
bound, the former may be positive or negative.
In the limit of small λ(t), it can be verified that the first contribution to the activity vanishes, as the instanton
trajectory spends equal time on the left and right side of the barrier with corresponding equal and opposite forces
from the external potential. The second term enters proportional to −λ2(t) which can also be neglected if λ(t) is
small. This is identical to the near equilibrium case considered above. Analogously, in the limit that λ˙ ≈ 0, such that
over the transition the external force is well approximated by a constant, by symmetry the activity will be strictly
negative. Consider for concreteness a periodic force λ(t) = f cos(ωt) with characteristic amplitude f and frequency
ω. In the limit that ωτ  1, the heat will be 〈Q〉λ = 2fx0 and the activity 〈Γ〉λ = −f2t∗/2γ < 0. In the opposite
limit that ωτ  1, many cycles of the driving force will elapse during the instantonic trajectory and its influence
on breaking the symmetry around the barrier will vanish. In the case of a monochromatic driving force, the heat
is 〈Q〉λ = f2t∗/2γ and the activity 〈Γ〉λ = −f2t∗/4γ < 0 can be neglected in the bound. Away from these cases,
the trajectory need not be symmetrically distributed around the barrier, and the activity maybe finite. However,
this occurs when the driving is large, in which case the second term in the activity will dominate leading to it being
negative.
Finally, in the case where the barrier is broad and flat, we can approximate the motion at the top as free diffusion
conditioned a set of starting and ending points, xA and xB . Specifically, when V (x) = 0, for an arbitrary external
force, the average heat and activity simplify to
〈Q〉λ = (xB − xA)
t∗
∫ t∗
0
dt λ(t) + γ−1
∫ t∗
0
dt
[
λ(t)− λ¯(t∗)]2 〈Γ〉λ = − 1
2γ
∫ t∗
0
dt λ2(t)
where λ¯(t∗) denotes the external force averaged over the transition time t∗. The activity is manifestly negative and can
be dropped from the dissipative bound. As above, it is negligible when the scale of λ is small as it scales quadratically.
Taking |xB − xA| and t∗ large, the heat becomes the displacement times the average force, 〈Q〉λ ≈ (xB − xA) λ¯ and
the activity 〈Γ〉λ ≈ −t∗λ¯2/2γ where λ¯2 is the average squared size of the external driving.
B. Relative magnitudes of the heat and activity in the transition path ensemble
Here, we discuss the results of additional simulations on systems featured in the main text Figs. 2 and 3. Shown
in Fig. S1 and S2 are the heat (top row), and also the activity (bottom row) throughout the course of the transition.
Each column represents a driving speed : low, medium and, high, from left to right, and we fix all other parameters as
in the main text. The active Brownian particle in Fig. S1 is driven at a speed Dθ equal to its inverse auto-correlation
time, and ω is the analogous variable in the Duffing Oscillator depicted in The quantities plotted in these figures as
a function of time, in units of the reactant (A) relaxation time, are averages of
∫ τ−t/2
−t/2 Q˙ and
∫ τ−t/2
−t/2 Γ˙, which are not
part of the transition path ensemble until crossing occurs at time zero. For the overdamped active Brownian particle,
Γ˙ = −γ−1λ(t)Fλ[x(t)] and in the underdamped Duffing oscillator Γ˙ = γ−1λ(t)(γx˙(t)−Fλ[x(t)]), which can be derived
by constructing the symmetric part of the corresponding path action.
As the reaction proceeds from beginning to end, heat and activity are computed in the path ensemble defined by
the additional constraint that the particle position coincides with the transition state, x‡ at time zero. That is, we
average over all trajectories starting at time −t/2 in A before crossing at time 0 and ending up in B a time t/2 after
that. Since both the underlying system and the driving are symmetric in time in the long-time limit, it is reasonable
to believe the instanton connecting A to B is also, so this scheme should sample the AB ensemble as the number of
trajectories becomes large. We collect long trajectories of Q˙ and A˙, integrating from −t/2 to τ − t/2 for τ ∈ (0, t).
Specifically, we run simulations of ∼ 108−9∆t until ∼ 103−4 reactions are observed. The majority of paths lie above
〈Q〉λ but there are a number of outlying negative heat trajectories, wherein the particle crosses the barrier while also
opposes the driving force, which is a consequence of the integral fluctuation theorem.
In Heat (top, red) rises past the rate enhancement (black) in the immediate vicinity of this time, an observation
consistent with the non-equilibrium transition-state theory we develop below. On the other hand, the activity need
not serve as an upper bound, as is the case for particles driven at the half-maximum speed and resonance frequency in
in the center column of Fig. S1 and S2, respectively. Like we discussed in the section prior, the activity accumulated
over a symmetric barrier should vanish by symmetry in the adiabatic limit, a signature which is approximately realized
in Fig. S1 (bottom left). Finally, when driving varies so quickly that it couples effectively as a second bath, Fig. S1,
the activity is negative, as would be expected for free diffusion.
5FIG. S1. Additional examples of active barrier crossing. Rate amplification ln kλ/k0 (black, from counting transitions),
dissipation (red, top row), and dynamical activity (red, bottom row) along the typical reaction trajectory, in units of the
reactant (state A) relaxation time τA. All parameters except for active diffusivity Dθ relative to that at which the enhancement
is half its maximum D∗θ are set according to Fig. 3 a). Left: slow driving with a long persistence time Dθ/D
∗
θ ≈ 2 × 10−3.
Center: close half-maximum persistence Dθ/D
∗
θ ≈ 1. Right: low-persistence forcing Dθ/D∗θ ≈ 7.
FIG. S2. Revisiting stochastic resonance. Rate amplification ln kλ/k0 (black, from counting transitions), dissipation (red,
top row), and dynamical activity (red, bottom row) along the typical reaction trajectory, in units of the reactant (state A)
relaxation time τA. Parameters apart from driving frequency ω are set according to FIG. 3 a) in the main text. Left: slow,
quasi-adiabatic driving ω/ω∗ ≈ 0.42. Center: close to resonance ω/ω∗ ≈ 1.04. Right: very fast forcing ω/ω∗ ≈ 1.55.
6S4. SEPARATION OF TIMESCALES IN THE DRIVEN AND EQUILIBRIUM ENSEMBLES
The existence of a time-independent transition rate between two metastable states requires a separation of timescales
between local relaxation within a metastable state and the characteristic time to transition between the two states.S4
The rate enhancement relation in the main text additionally requires that separation exists for both the driven and
equilibrium ensembles, and further that these two intervals defined by the local relaxation and typical transition
waiting times have some amount of overlap, starting at tmin.
Crucially, the observation time t past which our bounds are defined and valid in the conditioned path ensemble
must be chosen at least as large as the minimum overlap time t > tmin. Before tmin, heat will increase approximately
linearly. An observed transition to different behavior, typically occurring around the reactant relaxation time τA, can
be employed as a signature of when our bound is tightest in situations wherein the true rate enhancement is unknown.
Heat does not accumulate in a quasi-equilibrium state, so if both A and B remain deeply metastable, one can
expect there to exist an interval of time starting around tmin when the particle commits to state B and 〈Q〉λ varies
relatively slowly. To test these predictions, we consider the mixed driving system studied in Fig. 1. Specifically,
Fig. S3 shows the log ratio of the rates in and out of equilibrium as a function of time for that system, together with
the accumulated heat, where τ is an intermediate time between 0 and the observation time t. In all cases where there
are is large barrier separating states A and B, and the applied force f is smaller than the maximum force Fm due to
the potential, the ratio of rates plateaus within a time of O(1). Further, over the time window when the rate ratio
is time independent, heat gains support at a much smaller rate than prior to this window, plateauing in the case of
dual metastability in Fig. S3 a. Therefore, under these conditions, we find path ensemble averages in question to be
somewhat insensitive to precise time at which they are taken.
FIG. S3. Rate amplification kλ/k0 (black) and dissipation (red) for three examples of heterogeneously driven two-state
systems. The shape of the equilibrium potential for each system is inset (blue) in the upper-left hand corner, and time is
taken in units of the relaxation time for state A (the state on the left side of each inset). a, transitions in an approximately
symmetric double-well driven by equal parts deterministic and active forces, amplitudes summing to around half the equilibrium
well-depth. b Escape from a basin of attraction to a less-stable state driven by mostly active forces with total max-amplitude
around 0.35∆VA. c Excursions to a state with greater stability, forces mainly by a time-periodic protocol with maximum
amplitude about 0.75∆VA.
S5. BOUNDS ON SURVIVAL PROBABILITIES
The recently proposed dissipation-time uncertainty relationS5 claimed that the rate of steady state entropy pro-
duction bounds the difference of forward to backward, denoted here with a tilde, transition rates, out of and into a
metastable state A, from above
kλ − k˜λ ≤ β〈Q˙〉λ. (S.16)
In this section, we follow the same line of thinking, but use the definition of ∆U in place of the traditional fluctuation
theorem. For a two-state system, the indicator functions (Main: Eq. 2) defining states A and B are simply related by
hA(t) + hB(t) = 1. In this case, the cumulative probability p(t) that no transitions occur up to time t, the survival
probability, is related to the probability that at least one occurs in the same way:
pλ(t) =
ZAA(λ, t)
ZA
= 1− ZAB(λ, t)
ZA
. (S.17)
7From Eq. 1. in the main text, this relation implies that the transition rate is given by kλ = −d ln pλ(t)/dt. Bounding
pλ(t)/p0(t) from above and below in the AA path ensemble, and subsequently using the fact that hA(t) = 1− hB(t)
to convert to the AB ensemble yields the envelope presented in Eq. 13. For example,
p0
pλ
=
ZAA(0, t)
ZAA(λ, t)
= 〈e−β∆U 〉AA,λ ≥ e−β〈∆U〉AA,λ = e−β(1−〈∆U〉AB,λ) =⇒ kλ − k0 ≥ β〈∆U˙λ〉AB,λ (S.18)
yields an upper bound, where, to be explicit, we label averages by which path ensemble they belong to (AA and AB).
Again, bounds in Eq. 13 assume the meta-stability of the A state is sufficiently preserved, though this can be relaxed
by following the procedure laid out in SM section 3. We leave it to future work to delve into the utility of bounding
the change of the rate kλ − k0 in this fashion.
S6. CONNECTION TO TRANSITION-STATE THEORY
Our main focus is on rates calculated within the transition path ensemble, obtained by approximating the sum over
time-dependent trajectories. The benefit of this approach is that all that one needs is a definition of two states, A
and B. Detailed mechanistic knowledge of the kinetic bottlenecks through which the transitions pass is unnecessary,
alleviating the potentially hard problem of finding a good reaction coordinate, q, and relevant transition state, q‡,
dividing metastable states A and B. However, if a pertinent reaction coordinate is known, the rate can be estimated
by much simpler means using transition-state theory, which trades in the path partition function ZAB(λ) for the
average flux through a transition state times the probability of being at q‡.S6 Generalizing the traditional result, for
a nonequilibrium system,
kλ ≤
〈|q˙|〉λ,q‡
2
ρλ(q
‡)
ρλ(A)
. (S.19)
where 〈|q˙|〉λ,q‡ is the average flux through the transition state, and ρλ(q‡)/ρλ(A) is the relative probability of finding
the system at the transition state relative to the total probability of finding the system in state A. In equilibrium,
the equipartition theorem dictates that the average flux is independent of q, but that is not necessarily true away
from equilibrium. The transition-state theory approximation is an underestimate of the true rate, as it neglects those
trajectories that switch direction after already passing q‡, and can be made exact by computing a correction termed
the transmission coefficient.
For rare, instantonic transitions, the relative probability to reach the transition state, ρλ(q
‡)/ρλ(A), is by far the
dominant contribution to the transition-state theory rate. In equilibrium, this term gives rise to the Arrhenius law
k0 ∝ ρ0(q
‡)
ρ0(qA)
= e−β∆F (S.20)
where ∆F = F (q‡)−F (qA) is the height of the free energy barrier separating q‡ from the most probable state qA ∈ A.
Out of equilibrium, rate estimation via transition state theory becomes a much more difficult problem, because while
a time averaged stationary distribution ρλ(q) still exists, one cannot in general express it in a simple close form.
However, using the Kawasaki distribution equation, we can approximate the nonequilibrium steady-state distribu-
tion in terms of a product of the equilibrium distribution and a correction dependent on the mean dissipation. As
formulated by CrooksS7 for stochastic dynamics and similar to that derived by Evans and Searles,S8 the Kawasaki
distribution provides a relation for the probability of being in state q having started in an equilibrium distribution,
and cumulant generating function of the accumulated dissipated heat. Specifically,
ρ0(q) = ρλ(q)
〈
e−βQ
〉
λ,q
(S.21)
where Q is the heat dissipated to the environment, ρ0(q) is the initial equilibrium probability of state q, ρλ(q) is the
nonequilibrium probability of state q, and the brackets 〈. . . 〉λ,q denote an average under the driving force λ conditioned
on ending at state q. Taking the saddle point, and applying Jensen’s inequality,
ρλ(q)
ρ0(q)
≤ eβ〈Q〉λ,q (S.22)
we arrive at a bound for the ratio of the nonequilibrium to equilibrium distributions.
The bound of the steady state distribution cannot be applied directly to the estimation of rates, but under mild
assumptions it can provide an estimate similar to the result in the main text. To proceed, we first assume that the
8probability of being in state A is unchanged between the equilibrium and nonequilibrium ensemble, ρλ(A) = ρ0(A).
From the Jarzynski equalityS9 and integral fluctuation theorems,S10 this is exactly true if the protocol is cyclic, since
in that case 〈exp(βQ)〉λ = 1 and is approximately valid in the limit that A is deeply metastable. Next, we assume that
we can ignore the change to the flux over the transition state due to coupling to λ. Moreover, the fluctuation-responce
inequalityS11 implies the first order change to the flux is expected to scale as ∼ √β〈Q〉λ, which is subdominant to
the exponential dependence from the change in the probability distribution. Finally, we assume that the transmission
coefficient in and out of equilibrium are the same. This is likely a good assumption in the limit that the original
transition state theory estimate in equilibrium is tight, and the transition is instantonic such that the protocol is
slowly varying relative to the typical transition path time. Under those assumptions, we find
kλ
k0
. eβ〈Q〉λ,q‡ (S.23)
where we have applied Eq. S.22 to the probability of reaching the transition state. Note here, as previously, the activity
does not enter the approximate bound, and we have a purely mechanical relationship between the enhancement speed
of a process and the energy required. Further, the dissipated heat is that accumulated in going from state A to the
transition state, q‡. In an instantonic limit, and near equilibrium, we expect the heat accumulated in reaching the
top of the barrier to be half that to reach state B, which would result in an analogous expression as the main text.
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