We consider a general class of ordinary differential systems which describes input-output relations of hysteresis types, for instance, play or stop operators. The system consists of two first-order nonlinear ODEs and one of them includes a subdifferential operator depending on the unknowns. Our main objective of this paper is to give an existence-uniqueness result for the system as well as to give various numerical simulations of input-output relations which the system describes as typical cases.
Introduction
Consider a nonlinear system of ODEs of the following form:
(t),w(t) u (t) + a 2 u(t),w(t) w (t)
= g u(t),w(t) , 0 < t < T, (1.1) (1.2) subject to the initial conditions Now we give the definition of a solution of (1.1), (1.2). 
(t),w(t) u (t) + b 2 u(t),w(t) w (t) + ∂I u(t) w(t) h u(t),w(t) , 0 < t < T,
(2.11)
In the rest of this paper, we always assume such extended conditions for functions a i , b i , i = 1,2, g, and h. The key for the proofs of our theorems is found in the following lemma. 
Proof. In order to eliminate the term u from (1.2), compute ((
whereh is the same as given by (2.13). Here we note the invariance of ∂I u (w) under multiplication by positive numbers, namely ∂I u (w) = k∂I u (w) for every positive k. In fact, this property is immediately seen from (1.4). Therefore, by (2.4), we have (
This lemma shows that it is enough to prove Theorems 2.3 and 2.4 to the system {(1.1), (2.12)} instead of {(1.1), (1.2)}.
A priori bounds of solutions
In this section, we give a priori bounds of the form (2.8) for solutions under the same assumptions as Theorem 2.3. For the sake of simplicity of notation we denote by L 0 , chosen so that L 0 > 1, a common Lipschitz constant of functions a i , b i , i = 1,2, g, h on R 2 ; note the extended condition (2.11).
Let {u, w} be any solution of (1.1), (1.2) with given initial data u 0 ,w 0 ; of course, the relation f * (u 0 ) ≤ w 0 ≤ f * (u 0 ) is satisfied. Then we prove the following lemma. 
Proof. We multiply (1.1) by (u − N 0 ) + to get
Since w = f * (u) for u ≥ N 0 by (2.1), it follows from the above equality that
Also, we note that
By (3.3) and (3.4) with assumption (2.7) we have 5) and the second inequality of (3.1) is obtained. The first inequality is similarly obtained, too.
There is a positive constant K
0 , depending only on the quantities in (2.1), (2.2) , (2.3) , (2.4) , (2.5) , (2.6) , and (2.7), such that
Proof. We note that |w| is bounded by a linear function of |u| and hence so are |g(N 0 , f * (N 0 ))| and |g(−N 0 , f * (−N 0 ))|. Therefore, from (3.1) together with this fact we immediately derive (3.6) for a certain positive constant K 
Proof. We have a 1 |u | 2 + a 2 w u = gu by multiplying (1.1) by u . Here, since u, w satisfy (2.12), we observe that
(3.9) Accordingly, using our assumptions (2.4) and (2.7), we see from the above equality that
a.e. on t;w = f * (u) or f * (u) .
(3.10)
Moreover, note that |h| ≤ const(1 + |u| 2 ) and hence |a 2h | ≤ const(1 + |u| 3 ). Therefore, it follows from (3.10) with (3.6) and (3.8) that an estimate of the form (2.8) holds for a certain positive constant K
0 .
Now, putting K 0 := max{K
0 }, we see the estimate (2.8) for all solutions {u, w} with initial data u 0 , w 0 .
Proof of uniqueness
In this section, we prove (2.10) for two solutions {u k ,w k }, k = 1,2, of system (1.1), (1.2), and (1.3) for given initial data u 0k , w 0k , assuming always that conditions (2.1), (2.2), (2.3), (2.4), (2.5), and (2.9) are satisfied.
For simplicity we put With these notations, by taking the difference of two solutions, we have
Now, take any measurable function sū in time so that We arrange this inequality in the following form: 
Taking f * (u 1 ) as z in (4.8) yields thath (1) ≤ w 1 on E 1 and similarlyh (2) ≥ w 2 on E 1 . Consequently, it follows that
Since sw = −1 ≤ sū on E 1 , we derive by multiplying the above inequality by sū − sw (≥ 0) that
This is easily arranged to the form (4.6). Just as (a), we see that inequality (4.6) holds a.e. on E 2 , too. Thus (4.6) holds a.e. on [0,T]. Moreover, multiply (4.6) by a
We then obtain from (4.5) with the above inequality that 
(4.14)
Now, noting that a
1 (0) and a
2 (0) are dominated by a number of the form const(1 + |u 01 |), from (4.14) we infer the required inequality (2.10) for a positive number M 0 of the form e K1(1+T) , where K 1 is a positive constant depending only on the quantities in (2.1), (2.2), (2.3), (2.4), (2.5), and (2.9).
Proof of existence
Throughout this section assume that the extended assumptions (2.1), (2.2), (2.3), (2.4), (2.5), (2.6), and (2.7) hold and (2.12) as well. Let u 0 , w 0 be a pair of initial data such that (u 0 ,w 0 ) ∈ Ᏺ. According to the a priori estimates (2.8) for solutions, we may assume, without loss of generality, that the functions a i , b i , i = 1,2, g andh are bounded on R 2 .
Consider approximate problems (P λ ), which consist of (5.1), (5.2), and (5.3), with parameter λ ∈ (0,λ 0 ] for a positive number λ 0 small enough, to find a pair of functions {u, w} satisfying
2) subject to the initial conditions
where
and ∂I λ u is the Yosida approximation of ∂I u , namely 
Proof. Let J ε be the regularization J by means of the usual mollifier ρ ε , 0 < ε ≤ ε 0 (ε 0 is a positive number close enough to 0), namely
Consider the further regularized approximate equation of (5.1) Simulation 2. These experiments show that b 1 = −1 gives an anti-clockwise (resp., a clockwise) periodic behaviour of the orbit (u(t),w(t)) in time. When the value of b 1 becomes smaller (resp., larger), the orbit asymptotically converges anti-clockwise (resp., clockwise) to a stable point along a spiral curve. 
