Abstract: This paper deals with the development of a decision-aiding model for predicting, in an ex-ante way, the effects of a mix of actions on an asset and on its operation. The objective is then to define a compromised policy between costs and performance improvements. We investigate the use of multiple regression analysis (MRA) and an artificial neural network (ANN) to establish causal relationships between the network efficiency rate, and a set of explanatory variables on one hand, and potential water loss management actions such as leak detection, maintenance and asset renewal, on the other hand. The originality of our approach is in developing a two-step ex-ante model for predicting the efficiency rate involving low and high level explanatory variables in a context of unavailability of data at the scale of the water utility. The first step exploits a national French database «SISPEA» (Système d'Information d'information sur les Services Publics d'Eau et d'Assainissement) to calibrate a general prediction model that establishes a correlation between efficiency (output) and other performance indicators (inputs). The second step involves the utility manager to build a causal model between endogenous and exogenous variables of a specific water network (low level) and performance indicators considered as inputs for the previous step (high level). Uncertainty is taken into account by Monte Carlo simulations. An application of our decision model on a water utility in the southeast of France is provided as a case study.
Introduction
Previous water network management experiences suggest that water loss management actions may influence performance in various ways. As much as one important challenge of our work is to identify the most relevant actions that significantly enhance performance in terms of water loss [1] , our work also aims to explain relationships between actions and their consequences. Non-Revenue Water (NRW) and water loss reduction are one of the most important challenges for water utilities in terms of economy of energy, loss of revenue, safety and environmental issues [2] .
In France, about 20% of produced water is not delivered [3] . We assume that relevant actions to improve leakage water ratio are the following: pressure regulation, leak detection, maintenance, asset renewal and metering accuracy. The problem of leakage management and how it could be improved through the adoption of data analytics techniques and hydraulic simulation is discussed in [4] . The problem of metering-error is addressed in [5] by developing an integrated model based on International Water Association (IWA) water balance audit and genetic algorithm.
The literature review shows that the use of machine learning and multiple regression analysis (MRA) seems relevant for predicting network efficiency rate or water loss. In the domain of water networks, Artificial Neural Network (ANN) and MRA are widely used for solving prediction problems.
• National analysis trend by training ANN and MRA on a set of mandatory performance indicators of more than 12,000 water utilities for the last decade (2006-2016) gathered into a national French database "SISPEA". Performance indicators are considered as inputs to predict efficiency. Several simulations are required to define the number of layers, neurons of the ANN and to match the effective set of input indicator that increases the accuracy of the prediction model both for ANN and MRA.
• Local analysis by estimating the trend of performance indicators considered as inputs in the previous analysis. Estimation of inputs is done by dedicated mathematical functions and using Monte Carlo analysis involving expert opinion for a specific set of parameters.
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The paper is divided into four sections. The introduction section summarizes the main feedback from the literature review concerning applications of ANN and MRA for water domain. The second section details the methodology used to build our model through an explanation of the model's two main steps as well as how the link between national and local data analysis is established. The third section illustrates the implementation of the prediction model on a real water utility in the southeast of France. It highlights the principal results both for MRA and ANN approaches. The last section discusses the main results and limitations of the current work.
Materials and Methods
The approach developed in this research aims to help the water utility manager to decrease NRW, even in the context of non-existence of data, to monitor water loss. The use of machine learning methods requires the availability of important data set to ensure the training of prediction model. Our model establishes causal relationships between efficiency rate-output-and local network data-input-according to two complementary steps: (i) the calibration of predicting model based on national data and (ii) estimation of explanatory variables-input-model data based on specific mathematical functions and expert opinions. Figure 1 shows an overview of the developed model and its main steps. The paper is divided into four sections. The introduction section summarizes the main feedback from the literature review concerning applications of ANN and MRA for water domain. The second section details the methodology used to build our model through an explanation of the model's two main steps as well as how the link between national and local data analysis is established. The third section illustrates the implementation of the prediction model on a real water utility in the southeast of France. It highlights the principal results both for MRA and ANN approaches. The last section discusses the main results and limitations of the current work.
The approach developed in this research aims to help the water utility manager to decrease NRW, even in the context of non-existence of data, to monitor water loss. The use of machine learning methods requires the availability of important data set to ensure the training of prediction model. Our model establishes causal relationships between efficiency rate-output-and local network data-input-according to two complementary steps: (i) the calibration of predicting model based on national data and (ii) estimation of explanatory variables-input-model data based on specific mathematical functions and expert opinions. Figure 1 shows an overview of the developed model and its main steps. 
Calibration of the Prediction Model: National Analysis
In order to counter the unavailability of local network data, we used "SISPEA", a French information system for water and wastewater services used for monitoring and benchmarking water and waste water utilities. The information system is a national database that contains 29 mandatory performance indicators collected over a ten-year period (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) (2016) covering financial, technical, management and quality of service domains. Gathered data are representative of 47% of French water utilities which supply 79% of the French population. We assume that it is possible to establish a causal model between the efficiency rate and other performance indicators using ANN or MRA. The fitting of the prediction model will not be done on local data of a specific water utility, but rather, on a national dataset. 
In order to counter the unavailability of local network data, we used "SISPEA", a French information system for water and wastewater services used for monitoring and benchmarking water and waste water utilities. The information system is a national database that contains 29 mandatory performance indicators collected over a ten-year period (2006-2016) covering financial, technical, management and quality of service domains. Gathered data are representative of 47% of French water utilities which supply 79% of the French population. We assume that it is possible to establish a causal model between the efficiency rate and other performance indicators using ANN or MRA. The fitting of the prediction model will not be done on local data of a specific water utility, but rather, on a national dataset. Figure 2 details the main steps for model calibration. The replicability of the developed approach in other contexts seems possible for many reasons. The existence of benchmarking initiatives at national, regional or international levels is reported in [19] , who cite as an example, the European Benchmarking cooperation (EBC) or the international benchmarking network for water and sanitation utilities (IBNET) supported by the world banks. These networks assume the existence of specific information systems containing performance indicators at local or national scales. A non-exhaustive list of national benchmarking systems similar to SISPEA is established by [20] . The water services information systems (VEETI) in Finland, the DANVA benchmarking system in Denmark, the system bedreVA in Norway, the system VENLA in Finland.
Because French performance indicators and those gathered from the cited information systems are derived from International Water Association (IWA) indicators, there is a high similarity in terms of potential explanatory variables useable for calibrating a prediction model. This aspect confirms the possible reuse or adaptation of our model in other contexts or countries. The use of national data is due to the unavailability of enough historical data at local scale. The developed model is not limited by the fact that data are gathered at local or national scale, but by the availability of enough explanatory variables that fit the prediction model. It is easily replicable in contexts where local data are available. The adaptability of the developed approach constitutes a real added value for water utility management to support decisions. The replicability of the developed approach in other contexts seems possible for many reasons. The existence of benchmarking initiatives at national, regional or international levels is reported in [19] , who cite as an example, the European Benchmarking cooperation (EBC) or the international benchmarking network for water and sanitation utilities (IBNET) supported by the world banks. These networks assume the existence of specific information systems containing performance indicators at local or national scales. A non-exhaustive list of national benchmarking systems similar to SISPEA is established by [20] . The water services information systems (VEETI) in Finland, the DANVA benchmarking system in Denmark, the system bedreVA in Norway, the system VENLA in Finland.
Because French performance indicators and those gathered from the cited information systems are derived from International Water Association (IWA) indicators, there is a high similarity in terms of potential explanatory variables useable for calibrating a prediction model. This aspect confirms the possible reuse or adaptation of our model in other contexts or countries. The use of national data is due to the unavailability of enough historical data at local scale. The developed model is not limited by the fact that data are gathered at local or national scale, but by the availability of enough explanatory variables that fit the prediction model. It is easily replicable in contexts where local data The analysis of mandatory indicators allows us to define potential indicators considered as explanatory variables for network efficiency. Principal Component Analysis (PCA) is conducted on a set of variables pre-selected by the expert. The analysis of our own values and accumulative variability of the principal components indicates if it is required to add or remove variables. The set of potential correlated explanatory variables corresponds to the variables forming the first dimension (factor) of PCA. The process of selection is stopped when the variability of the first dimension reaches its maximum value.
The Table 1 lists potential explanatory variables. The identification of explanatory variables is relevant for the prediction of efficiency rate, but not enough to help the water utility manager to support decisions. Thus, it is necessary to highlight relationships between potential decisions or actions and selected explanatory variables in order to assess their consequences in terms of performance and costs. At this stage of the research, we consider the following potential operation or investment decisions to support: leak detection and leaks reparation, connections renewal, pipes renewal. Pressure management and actions to improve metering accuracy (DMA, meters renewal and installation) are not addressed by the current work. We assume that a potential policy is a mix of decisions or actions. Figure 3 illustrates relationships between potential decisions, explanatory variables and water efficiency rate.
The benefit of decisions can be estimated by the improvement of the water efficiency rate. The total cost (C Tot ) of decisions is obtained by the sum-up of operation expenditures (OPEX) and capital expenditures (CAPEX). The simulation of policy alternatives is ensured by the decision maker and not generated automatically. The Equation (2) calculates the total annual cost (C Tot ) of decisions or a policy:
By considering potential operation decisions, OPEX can be calculated by the Equation (3) 
By considering potential asset management decisions of pipes or connections renewal, CAPEX can be calculated by Equation (4):
where:
• We assume that cost data are available in the IS of the water utility or can be estimated. In order to analyze cost and benefit of decisions, we propose using a specific metric Gain-Effort, GE defined in [21] . It assesses the elasticity of the gain in relation to achieved effort; in our case, we calculate the elasticity of the performance in relation to the cost. The metric can be obtained by dividing the relative variation of performance by the relative variation of total cost calculated by Equation (5):
The GE assesses the variation of performance due to a variation of expenditures. The value of (1/GE) measures the required effort in terms of expenditures per unit of performance improvement.
WER = (
Billed metered domestic consumption +Billed metered non domestic consumption+ unbilled metered consumption+billed exported water metered produced water+metered imported water ) × 100%
(1)
Selection of Explanatory Variables
The analysis of mandatory indicators allows us to define potential indicators considered as explanatory variables for network efficiency. Principal Component Analysis (PCA) is conducted on a set of variables pre-selected by the expert. The analysis of our own values and accumulative variability of the principal components indicates if it is required to add or remove variables. The set of potential correlated explanatory variables corresponds to the variables forming the first dimension (factor) of PCA. The process of selection is stopped when the variability of the first dimension reaches its maximum value.
The Table 1 lists potential explanatory variables. The identification of explanatory variables is relevant for the prediction of efficiency rate, but not enough to help the water utility manager to support decisions. Thus, it is necessary to highlight relationships between potential decisions or actions and selected explanatory variables in order to assess their consequences in terms of performance and costs. At this stage of the research, we consider the following potential operation or investment decisions to support: leak detection and leaks reparation, connections renewal, pipes renewal. Pressure management and actions to improve metering accuracy (DMA, meters renewal and installation) are not addressed by the current work. We assume that a potential policy is a mix of decisions or actions. Figure 3 illustrates relationships between potential decisions, explanatory variables and water efficiency rate. 
Normalization of Variables
The explained and explanatory variables should be normalized in order to remove bias due to scale and unit differences. It seems that learning machines models are sensitive to variables difference of magnitude, which is the reason why it is recommended to transform them before [9] [10] [11] [12] [13] [14] [15] [16] [17] . The z-score normalization is frequently used in learning models [7] , and the new scale is defined as in Equation (6):
This transformation places the values around 0, so the transformed variables have an average of 0. Furthermore, by dividing by the standard deviation, the distribution of the variable is standard and has a standard deviation of 1.
Prediction Method: Multiple Regression Analysis (MRA) and Artificial Neural Network (ANN)
Multiple regression analysis (MRA) establishes a correlation between explained and explanatory variables using Equation (7):
with:
• Y: vector of explained variables (output); • X: vector of explanatory variables (input); • β: variables coefficients; • ε 0 : vector of error estimation.
Variables are not directly used in their current values but transformed according to a specific metric. The best fit is obtained using the ordinary least squares method. This method consists in minimizing the sum of the squares of the differences between observed and predicted variables. The predicted value may be biased in case of insufficient data availability; a high robustness model requires a large amount of input data. In order to validate the regression results, two tests are commonly performed [11] to reject the following assumptions:
•
The assumption that no variables are explanatory for the regression. This hypothesis is tested with an F-test. The F value must exceed a critical value in order to reject the hypothesis.
The assumption that the true coefficient of an explanatory variable is zero. This hypothesis is tested by computing the p-value. If p-value is greater than 0.05, the hypothesis is rejected and therefore the variable has an explanatory effect.
A multiple linear regression model is compared to the ANN which belongs to artificial learning methods, to predict non-revenue water ratio [6] . Obtained results show a low correlation between the predicted value and the true value. As an improvement, authors use a multiple nonlinear regression model which improves their prediction significantly. According to [18, 22] , ANN represents an efficient tool to deal with complex causal relationships. The developed approach implements multiple layers perceptron (MLP). MLP contains a first layer with all explanatory variables, a layer with the output variables and one or more hidden layers between the input and output layers. There is no clear agreement on the number of hidden layers and neurons to use. The number of hidden neurons depends very strongly on available input data and the complexity of the problem to solve. In case the of insufficient input data, hidden layers and neurons will not provide good training of the neural network. On the other hand, too many hidden layers and neurons can lead to overfitting. An over-fitted model provides good results on training tests but is not accurate for prediction. Only tests of several combinations of hidden layers with various numbers of neurons can improve the training of ANN and can improve the accuracy of prediction. According to their experiment feedback, the authors of [6, 7] advise setting the number of hidden neuron layers equal to twice the number of explanatory variables. Figure 4 illustrates an ANN configuration.
Each neuron is defined by a transfer function f, a set of w i for each output of the previous layer and a bias b 0 . A neuron computes the following function: f (∑(w i x i + b 0 ) with x i the input received from neuron i of the previous layer.
Note that x is the input data of the neuron. The list of transfer functions widely used is as follows [12] :
The logistic function that is often preferred with Equation (8):
• The hyperbolic tangent function (tanh) that can sometimes lead to better results than the logistic function [15] with Equation (8):
• The rectified linear unit function (ReLU), the expression of which is given by Equation (10):
• The identity function, the expression of which is defined by Equation (11):
In order to determine the precision of the model and to be able to compare different prediction models, the observed variable value and the predicted value are compared.
Many indicators can be computed [9] . One of them is the coefficient of determination R 2 that is calculated by Equation (12):
• n the number of input values; • y i the value of input i; •ŷ i the corresponding predicted value • mean(y) the mean of the input values.
The coefficient of determination is ranged between 0 and 1. If its value is close to 1, it means that the prediction model is correctly fitted. Another indicator seems relevant because it assesses the average error between observed and predicted value. The mean absolute error (MAE) is computed by Equation (13):
The mean absolute error is positive and represents the mean prediction error of the model, the accuracy of prediction increases when the value of MAE is close to 0. The mean square error MSE is also useful to assess the accuracy of the prediction; it is computed according to Equation (14):
Like the mean absolute error, the mean square error is positive and a value close to 0 is targeted. This indicator penalizes larger errors more heavily than the average absolute error. The last accuracy indicator is the square root of the mean square error RMSE, the expression of which is given by Equation (15):
This indicator is frequently used to measure the differences between the values predicted by a model and the observed values [23] . The square root of the mean square error is positive and a value close to 0 is targeted. 
Estimation of Explanatory Variables
The second step of our approach aims at estimating explanatory variables from existing utility data using dedicated mathematical functions and expert opinion. In the absence of reliable data or a large window of observation data, Monte Carlo analysis is implemented to deal with estimation uncertainty. This section illustrates methods for estimating explanatory variables listed in Table 1 . Two methods are used: (i) random generation using distribution function and (ii) mathematical function 2.2.1. Random Generation A set of explanatory variables is estimated, based on random generation ensured by uniform discrete or continuous distribution probability functions. Expert opinion or water utility expertise defines the range of variation of values depending on the trend of the variable and the context of the utility. The trend could be estimated by an absolute or relative value of increase or decrease of a reference value: average value, last observation or expectation. The variable is generated randomly between the upper (U) and lower (L) limits with a probability equals to 1/(U− L). Table 2 details the distribution functions to be used for generating explanatory variables and their potential range of variation. 
The second step of our approach aims at estimating explanatory variables from existing utility data using dedicated mathematical functions and expert opinion. In the absence of reliable data or a large window of observation data, Monte Carlo analysis is implemented to deal with estimation uncertainty. This section illustrates methods for estimating explanatory variables listed in Table 1 . Two methods are used: (i) random generation using distribution function and (ii) mathematical function 2.2.1. Random Generation A set of explanatory variables is estimated, based on random generation ensured by uniform discrete or continuous distribution probability functions. Expert opinion or water utility expertise defines the range of variation of values depending on the trend of the variable and the context of the utility. The trend could be estimated by an absolute or relative value of increase or decrease of a reference value: average value, last observation or expectation. The variable is generated randomly between the upper (U) and lower (L) limits with a probability equals to 1/(U − L). Table 2 details the distribution functions to be used for generating explanatory variables and their potential range of variation. Depends on past trend and potential evolution of the demand and water uses The calculation of the linear leakage index (LI) on distribution mains is calculated by Equation (16):
In order to assess this variable, it is required to assess the potential annual water losses W l . A specific mathematical function for water loss prediction based on annual hydraulic balance is defined according to the following hypotheses:
• Real losses are due to visible leaks observed on pipes, connections and other hydraulic components. Hidden leaks are detected with leaks detection techniques.
•
Debit for visible leak is higher than for hidden leak • Renewal, maintenance and reparation actions contribute to water loss reduction • Metering error should be considered in the hydraulic balance because it artificially increases water losses.
• Water losses depend highly on hidden leaks that should be estimated • Mean time to repair (MTTR) is considered as one of the key parameters for water loss reduction.
The volume of distributed water for a year (t) can be estimated based on a hydraulic balance on the entire network by Equation (17) as follow:
We can deduce the estimation of annual losses according to Equation (18):
Based on the hypothesis that real losses are generated by visible and hidden leaks, the theoretical estimation of annual water losses is given by Equation (19) :
Equation (19) can be simplified as follows:
Equation (20) clearly shows that the volume of water losses depends on the mean time to repair, leakage rate and the number of leaks. The metering error ε m (t) could be estimated from available data or defined according to manager expertise. The use of this equation in practice seems difficult because data for the debit, number of leaks, time to repair are hard to collect. Table 3 lists and defines mentioned variables and symbols. To overcome the obstacle of the non-existence of information, Equation (20) is used to estimate the mean and standard deviation of leakage rate (debits), the number of leaks and repair time for both pipes and connections over an observation period of 5 years. These values represent a set of feasible solutions that satisfy the annual hydraulic balance for each year of the observation period.
Conversely, we assume that the average values of debit d and time to repair MTTR are constant over the observation period. The number of hidden leaks n inv (t) changes from year to year to allow the equilibrium of the hydraulic balance. The number of visible breaks and leaks on pipes and connections are supposed to be available as local data from the water utility. To involve the uncertainty of estimation, a Monte Carlo analysis is implemented using Equation (20) , where a set of parameters and variables of the equation are randomly generated as shown in Figure 5 . In absence of data concerning the characteristics of leaks, normal distribution functions are used to randomly generate debit, the number of leaks and time to repair. The achievement of this analysis provides a potential range of values for parameters of Equation (20) that makes the estimation of water losses possible for prediction purposes. Figure 5 illustrates the required steps to estimate annual water losses. The combination of the two methods presented in this section allows for estimating explanatory variables, in order to provide input data for the prediction of the network efficiency rate. The next section details the implementation of the developed approach on a real case study.
Case Study
As shown in previous sections, the implementation of the developed model requires the availability of an important set of data in order to fit the prediction model. In the French context, the use of the machine learning approach is very difficult at local scale because most of the water utilities' GIS do not contain enough observation data concerning leaks and water losses. The national SISPEA database constitutes a viable alternative, as its data show the performance of French water and wastewater utilities. Several mandatory indicators are provided by utilities and centralized in a SISPEA, which allows for performance analysis and benchmarking.
SISPEA gathered data for more than 12,832 water utilities between 2006 and 2016. After the analysis of database items, several missing data were observed. Only 14,000 (2000 per year) observations concerning the nine inputs potential explanatory variables listed in Table 1 are exploitable over the period between 2010 and 2016. Data were split into two samples. A total of 70% of the data is used to calibrate the model and the remaining 30% is used to validate it.
The analysis of dataset shows that variables are incommensurables, which is why their normalization is preconized. We use Z-score normalization as defined by Equation (6). Table 4 indicates values of mean and standard deviation for exploitable variables. The combination of the two methods presented in this section allows for estimating explanatory variables, in order to provide input data for the prediction of the network efficiency rate. The next section details the implementation of the developed approach on a real case study.
The analysis of dataset shows that variables are incommensurables, which is why their normalization is preconized. We use Z-score normalization as defined by Equation (6) . Table 4 indicates values of mean and standard deviation for exploitable variables. 
Multiple Regression Analysis
PCA and MRA are applied to the set of normalized variables to calibrate the prediction model. A total of 9 variables are retained as explanatory variables because of their level of statistical significance.
In order to assess the capacity of MRA to predict the efficiency ratio, we compare predicted values and observed values retained for validation. Each dot in Figure 4 represents predicted or observed values. In case of perfect match, only one dot is observed that indicates that prediction is accurate. In that case, the distribution of dots is concentrated around the first bisector. Figure 3 shows a significant difference between predicted and observed values.
The analysis of Figure 6 is confirmed by 
The analysis of Figure 6 is confirmed by Table 5 . The accuracy of the prediction obtained with MRA could be improved, as the R² value is around 0.8 and the error values are high. 
Artificial Neural Network Calibration
The same dataset and input variables are used to calibrate the prediction model using ANN. Data are shared with the same proportions into 2 samples, one for training and one for prediction. The training of the ANN requires more steps. In fact, many parameters should be fitted in order to improve the accuracy of the prediction and define the structure parameters of the ANN. Among these parameters it is necessary to (i) determine the number of neurons, (ii) determine the number of hidden layers and (iii) define the type of activation function. Several simulations are implemented with combinations of values for cited parameters. Table 6 
The same dataset and input variables are used to calibrate the prediction model using ANN. Data are shared with the same proportions into 2 samples, one for training and one for prediction. The training of the ANN requires more steps. In fact, many parameters should be fitted in order to improve the accuracy of the prediction and define the structure parameters of the ANN. Among these parameters it is necessary to (i) determine the number of neurons, (ii) determine the number of hidden layers and (iii) define the type of activation function. Several simulations are implemented with combinations of values for cited parameters. Table 6 asses the influence of the chosen activation function on the prediction accuracy. Four different types of activation functions are tested for a fixed number of neurons equal to 18. The accuracy is assessed using the following indicators: MAE, MSE, and R 2 values. Table 6 clearly shows that the accuracy of prediction is significantly improved when the hyperbolic tangent function or logistic function are selected. While these results cannot be generalized, they seem relevant to our case study. Based on this observation, other simulations have been performed to determine the best combination between the number of neurons and the number of hidden layers.
According to the previous result, the logistic function improves the accuracy of prediction. It also offers the advantage of being easy to fit, in comparison to the hyperbolic function. By choosing a logistic function as an activation function, we assess the influence of the configuration of the ANN on the accuracy of the prediction. Several configurations have been tested by modifying the number of layers and the number of neurons per layer as shown in Table 7 ; completed tests clearly indicate the existence of a relationship between the number of layers, the number of neurons, and prediction accuracy. The range of variation in the R 2 value remains low (between 0.952 and 0.981), but conversely, the MAE value decreases from 1.689 in the case of nine neurons with a single layer to 0.775 with two hidden layers with 36 neurons each. Even if the analysis is not exhaustive, it allows for defining the best configuration of the ANN in order to improve the prediction. According to Table 6 , the retained configuration of the ANN is obtained for the minimum value of MAE and R 2 . The ANN to be used for prediction will be composed of two hidden layers of 36 each. Figure 7 is drawn in order to assess the capacity of the prediction model to match the observation on the validation period. Dots seem more concentrated around the first bisector, indicating a higher accuracy of prediction obtained by ANN than with MRA. The implementation of MRA and ANN shows in our case, the relevance of the choice of the prediction method.
Estimation of Explanatory Variables
The previous sections detail the first step of our model, by calibrating a prediction model based on a national database. The following section details how the second step of our model is implemented in order to estimate explanatory variables from a specific water utility-local data-in order to estimate the efficiency ratio. In 2016, the selected utility delivered around 0.7 million m 3 of water for more than 6400 consumers using 82 km of water distribution network. A significant improvement in the water efficiency ratio was observed. The ratio increased from 65.9% in 2010 to 76.6% in 2016.
In order to check if models calibrated using a national dataset are also accurate using a local data set, we implement MRA and ANN on the observed local explanatory variables for the past period between 2010 and 2016. Table 8 compares predicted and observed values of the water efficiency ratio. Table 8 indicates that prediction model using MRA and ANN fitted on the national dataset gives an accurate prediction on the local dataset. However, ANN seems more accurate; the analysis of accuracy indicators given by Table 9 shows it clearly. The MAE value is very low and R² is close to one for the prediction achieved with ANN. Table 9 . Accuracy indicators for prediction model implemented to local data.
Current rate (%)
Predicted rate (%) The implementation of MRA and ANN shows in our case, the relevance of the choice of the prediction method.
Estimation of Explanatory Variables
In order to check if models calibrated using a national dataset are also accurate using a local data set, we implement MRA and ANN on the observed local explanatory variables for the past period between 2010 and 2016. Table 8 compares predicted and observed values of the water efficiency ratio. Table 8 indicates that prediction model using MRA and ANN fitted on the national dataset gives an accurate prediction on the local dataset. However, ANN seems more accurate; the analysis of accuracy indicators given by Table 9 shows it clearly. The MAE value is very low and R 2 is close to one for the prediction achieved with ANN.
The estimation of explanatory variables for the year (N + 1 = 2016) based on the past trend requires expert opinions and the use of local data for hydraulic balance. As detailed by Equation (16) and illustrated by Figure 3 , the assessment of water losses needs to estimate the number of leaks breaks on pipes, the number of leaks on connections, the average value for MTTR and leak debits. Table 10 indicates several expert opinions to estimate the explanatory variable LI at the year (N + 1) using Monte Carlo analysis. The same approach was implemented to estimate the rest of the explanatory variables based on expert opinion and Monte Carlo analysis.
The use of both ANN prediction model and Monte Carlo simulation on the variables contained in Table 11 allows us to predict the value of the water efficiency ratio for the year 2016 based on past trends and observed local data. For 10,000 simulations, the water efficiency ratio value is ranged between 74.41% and 77.18% with an average efficiency value equal to 75.91%. Figure 8 illustrates the result of the simulations. The interval of predicted values involves the observed value for the year 2016 equal to 75.73%. The developed model seems accurate and consistent. The developed approach offers to the decision maker the possibility to simulate alternatives and assess their cost and benefit. An alternative is preferred according to its comparison to the actual practices of the water utility in terms of operation and asset management, defined by: leak detection investigations of 100% of the network, renewal pipes rate of 0.7% and 2% of connections renewal rate per year. These actions cost annually 560,503 € shared between 70% of CAPEX and 30% of OPEX. The current practices define a baseline policy. Table 12 illustrates how the developed approach can drive decisions. The results show the cost and benefit of potential alternatives based on the increase of the length of network proven by leak detection. We assume that detected hidden leaks are repaired. We notice that the increase of leak detection and OPEX are positively correlated to the water efficiency rate. As illustrated, when the network is totally checked 3 times a year (300% of the length), the efficiency rate increases from 75.73% to 80.52%. This decision implies an increase of expenditures by 39% in comparison with the baseline decision and has an influence on the performance, as the efficiency rate increases by 6.33%. This is confirmed by the GE value that indicates that when expenditures are enhanced by 100%, the expected increase of performance will be ranged between 16% and 20%. We can also interpret (1/GE) that indicates that the improvement of performance by 1% requires an increase of expenditures ranged between 5% and 6%. Table 13 contains results of the simulation of decisions based on the increase of pipes renewal rate as asset management decisions. We observe that the increase of pipes renewal rate increases total Cost (+61%) and CAPEX without any incidence on the performance, the GE is equal to 0. Table 14 shows cost and benefit of decisions based on the increase of connections renewal rate as asset management decisions. The performance improvement is a little sensitive to the variation of connections renewal rate; the increase of expenditures by +79% implies an increase of performance only by 0.33%. This is confirmed by the GE value, that indicates that even if expenditures are enhanced by 100%, the expected increase of performance will range between 0.41% and 0.47%. The interpretation of (1/GE) indicates that the improvement of performance by 1% requires an increase of expenditures ranged between 200 % and 240%. The interval of predicted values involves the observed value for the year 2016 equal to 75.73%. The developed model seems accurate and consistent. The developed approach offers to the decision maker the possibility to simulate alternatives and assess their cost and benefit. An alternative is preferred according to its comparison to the actual practices of the water utility in terms of operation and asset management, defined by: leak detection investigations of 100% of the network, renewal pipes rate of 0.7% and 2% of connections renewal rate per year. These actions cost annually 560,503 € shared between 70% of CAPEX and 30% of OPEX. The current practices define a baseline policy. Table 12 illustrates how the developed approach can drive decisions. The results show the cost and benefit of potential alternatives based on the increase of the length of network proven by leak detection. We assume that detected hidden leaks are repaired. We notice that the increase of leak detection and OPEX are positively correlated to the water efficiency rate. As illustrated, when the network is totally checked 3 times a year (300% of the length), the efficiency rate increases from 75.73% to 80.52%. This decision implies an increase of expenditures by 39% in comparison with the baseline decision and has an influence on the performance, as the efficiency rate increases by 6.33%. This is confirmed by the GE value that indicates that when expenditures are enhanced by 100%, the expected increase of performance will be ranged between 16% and 20%. We can also interpret (1/GE) that indicates that the improvement of performance by 1% requires an increase of expenditures ranged between 5% and 6%. Table 13 contains results of the simulation of decisions based on the increase of pipes renewal rate as asset management decisions. We observe that the increase of pipes renewal rate increases total Cost (+61%) and CAPEX without any incidence on the performance, the GE is equal to 0. Table 14 shows cost and benefit of decisions based on the increase of connections renewal rate as asset management decisions. The performance improvement is a little sensitive to the variation of connections renewal rate; the increase of expenditures by +79% implies an increase of performance only by 0.33%. This is confirmed by the GE value, that indicates that even if expenditures are enhanced by 100%, the expected increase of performance will range between 0.41% and 0.47%. The interpretation of (1/GE) indicates that the improvement of performance by 1% requires an increase of expenditures ranged between 200 % and 240%. Simulations of various decisions show that our approach constitutes an added value for testing alternatives and assessing their costs and benefits. This aims at defining the most appropriate decisions in relation to water efficiency improvement. Even if obtained results are ad-hoc, the proposed approach allows for identifying the type of decisions between operation and asset management decisions. It clearly indicates to the decision maker if it is preferable to enhance CAPEX or OPEX in relation with the water efficiency performance. In the case of the considered utility, it is recommended to better investigate the network rather than to renew it, particularly when the goal is to increase water efficiency. This result is correct in the short term and does not consider a whole life analysis of the asset and positive effects of asset renewal in the long term. This aspect is important, because here, only one performance indicator is considered. The automatic generation and assessment of feasible and compromised alternatives is not addressed in the current work; it constitutes a very interesting challenge and a way to improve our approach.
Conclusions
The prediction model developed in this paper offers a real alternative solution for estimating the trend of water utility performance by exploiting local and national datasets. The developed model establishes a causal relationship between planned actions, expected actions, and their trends (decrease or improvement) and the level of performance assessed in our case by the water efficiency ratio. It constitutes a real tool for prospective purposes concerning water loss management and network operation improvement by linking the set of explanatory variables to decisions alternatives on the one hand, and to the water efficiency rate on the other hand. This is the heart of our model; expert opinion is guided by past trend, expected actions in terms of maintenance, investment and leak detection in order to improve performance with minimum OPEX and CAPEX.
The developed approach is able to estimate OPEX and CAPEX of actions and their benefit in terms of performance improvement. This renders possible to test a mix of decisions between the improvement of the network operation and the network condition by renewing assets. It appears from our case study that the improvement of water efficiency rate required more investigations and leak detection than asset renewal. This result cannot be generalized, but can constitute an interesting driver for networks with high level of performance and where the marginal improvement costs less if operation actions are planned rather than investment actions.
The range of variation of explanatory variables is sensitive both to planned and expected actions. The practical implementation of the developed model requires a diagnosis of the water utility IS. The availability of enough data at local scale allows to calibrate the prediction model using ANN or MRA based on preconized explanatory variables. In the case of absence of local data, it is necessary to calibrate the model based on a national IS. The unavailability of data at a water utility scale renders the use of machine learning inconsistent or impossible; our two-step prediction model counters this problem by using a national database and adapting it to the local scale. For both situations, the water utility manager will be able to assess costs and benefit (performance) of actions as shown in the case study in order to support decisions.
Obtained results from the implementation of the developed model reflect those found in the literature review, notably which ANNs appear to be more accurate than MRA. Another consistent result concerns the relevance of the selection of the activation function and the configuration of the ANN in order to improve the prediction accuracy. Several tests of the number of neurons and hidden layers increase the accuracy of prediction. The main novelty of our work consists of adopting a general prediction model calibrated on a national trend to a local context using specific explanatory variables. The use of expert analysis and Monte Carlo simulations compensate the unavailability of local data (water loss, debit, MTTR, hidden leaks) and permits us to involve uncertainty in the prediction of the water efficiency ratio. Prediction results are concordant with observations, which indicate that the prediction model could help water utility managers to estimate performance trends according to the context evolution. The use of high-level explanatory variables driven from national information systems can contribute to an easy replicability of the approach in other contexts. In fact, the existence of benchmarking initiatives around the world suppose the existence of dedicated information system that enables to assess, to gather and to benchmark similar performance indicators of those contained in the French information system "SISPEA". Adaptions will be required depending on data availability and the variables to explain. The use of ANNs and MRA as predictive models in other contexts or for other variables seems to be possible and has to be tested in a future research.
For instance, the generation of alternatives and decisions are done manually; the use of dedicated approach for alternatives exploration should be investigated. Other possible improvement concerns the consideration of multiple indicators and how it could affect the calibration of the prediction model. The use of multi-objective genetic algorithm for the generation and the assessment of alternatives could be relevant. The availability of local data could improve accuracy and may improve the causal relationship; further research should address all mentioned aspects and test the robustness of the model and how it is possible to generalize the developed approach and results. At this stage, the initial results are encouraging.
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