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Abstract
The work presented in this thesis examines key scenarios that a gamma-ray
imaging system may face when characterising radioactive waste contamination.
The aim of this project is to show that a mobile Compton Camera Gamma-Ray
Imaging (GRI+) system developed by the University of Liverpool for medi-
cal and nuclear decommissioning applications, can quantitatively assess data
collected from industrially relevant measurements. GRI+ consists of Si(Li)
and HPGe planar, electrically segmented detectors, and a third coaxial HPGE
detector. The three detectors are mounted onto a mobile cart system, along
with their mechanical cooling systems, power supply and the digital data ac-
quisition system. The mobility of the GRI+ system allowed for the first set of
‘in situ’ measurements to take place in a room with a significantly high-level of
background radiation. A replication of a select few standard laboratory mea-
surements showed no outstanding effect from the presence of the background
radiation from analysis of the peak-to-total values. This could be significant
in waste contamination scenarios where the influence of high-levels of back-
ground radiation could potentially affect the quality of the data. The imaging
response of the detector system for a range of standoff distances was explored,
with distances ranging from a minimum of 45 cm (the closest feasible distance
the cart could achieve in measuring a source in a contamination scenario) to a
maximum of 250 cm. 137Cs point sources were measured in various positions
across the detector’s field of view at a standoff distance of 45 cm to assess
its capability for measuring a non-uniform distributed sample. The average
angular resolution across the range of 68 cm to 250 cm was determined to be
7.19± 0.26 degrees, a leading performance for a gamma-imaging system used
today. The detector’s sensitivity to concrete material has been examined to
provide a better understanding of the influence of scattering material on coin-
cidence energy spectra, with a view of utilising this in future to increase the
number of useable imageable events. The peak-to-total ratio was determined
for the 662 keV full-energy peak from a 15.6 MBq 137Cs point source in each
coincidence energy spectrum produced for differing thicknesses of concrete. A
linear relationship is observed between the natural log of the peak-to-total ra-
tio and the thickness of concrete, with a gradient of −0.066 obtained. These
results indicate that GRI+ would be capable of waste characterisation mea-
surements. However, further optimisation of the system is required, with the
main focus being to overlay Compton images onto real photographic images.
Potential improvements to GRI+ have been suggested and would be recom-
mended before any future offsite measurements take place.
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Introduction
The UK has accumulated decades worth of radioactive waste originating from
the nuclear industry. Some of this material will only become waste after several
decades, and is mostly kept in interim storage. Other long-term facilities
such as the First Generation Magnox Storage Pond (FGMSP) at the Sellafield
Nuclear Site, Cumbria are producing large decommissioning challenges with
problematic waste. The cost of decommissioning in the UK is approximately
£3 billion a year [1], with the costs split between the UK government and
private contracts.
The Nuclear Decommissioning Authority (NDA) acts on behalf of the UK
government to clean up and decommission various sites across the UK. The
long-term strategy for managing higher-activity waste is through disposal via
a Geological Disposal Facility (GDF). This is overseen by Radioactive Waste
Management (RWM), a subsidary of the NDA [1]. This method involves isolat-
ing radioactive waste in a well-engineered facility underground, with no waste
or radioactivity reaching the surface.
Radioactive waste is classified during the decommissioning of a nuclear facility.
Directly after operations cease at a nuclear facility, a post-operational clean out
(POCO) takes place, which includes the safe removal of contaminated contents
or structures with any residual activity and facilitates the decommissioning of
the facility so that it is safely shut down. The current POCO timeline for
Sellafield continues to 2032 [2]. The location and classification of radioactive
waste account for the major costs in the decommissioning process.
The current method that is utilised uses non-destructive analysis of radioactive
waste by using gamma-ray imaging systems. Current characterisation of waste
is poor as it assumes a homogenous mixture, and does not account for vari-
ations. Also, along with chemical degradation of the waste bins, the current
composition of the waste is largely unknown due to the decay of radioisotopes
leading to various amounts of daughter nuclides. If waste is accurately char-
1
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acterised and partitioned, radiological hazards could be minimised to workers
and the total decommissioning time and costs could be reduced going forward
[3].
The aim of the research project is to develop a portable gamma-imaging system
to be used in nuclear decommissioning scenarios. Industrial partners would like
a system that is able to check possible contamination in places such as a waste
storage room, to see if there is any contamination on the walls or accumulation
in the pipes. Problems arise in situations where there is a possible ingress of
radioactive material through a wall or concrete. Determining the depth that
this ingress has occurred is an additional challenge to be investigated.
This thesis will outline an investigation into the feasibility of the GRI+ Comp-
ton Camera for imaging radioactive waste in scenarios more akin to those found
in waste sites.
1.1 Introduction to GRI+
GRI+ is the next stage to the ProSPECTus Compton Camera [4] at the Uni-
versity of Liverpool. The system consists of two planar double-sided strip
semiconductor detectors, silicon and germanium, and a third tier coaxial ger-
manium detector. All are mounted on a custom designed cart, which is self-
contained with its electrical cooling systems, digital data acquisition electron-
ics and power supply.
By analysing the interactions that take place within these detectors, the infor-
mation provided by the energy deposited and the location of the interaction can
allow for the location of the source of radiation to be determined using Comp-
ton kinematics. The excellent spectroscopic capabilities of semiconductor de-
tectors, along with the increased sensitivity from electronic collimation, makes
it ideal for possible in-situ measurements compared to current systems which
utilise mechanical collimation in scintillator based detector systems.
The capability and performance of GRI+ for possible future in-situ measure-
ments was investigated. The following objectives were assessed:
1) Measurements at industrially relevant standoff distances (up to 2.5 m).
2) Observing the influence of scattering material on the quality of Compton
images.
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3) Determining the possible ingress of radiation within a scattering medium.
4) Observing the influence of high-levels of background radiation on the
quality of the data.
1.2 Thesis Outline
This thesis reviews the work undertaken to achieve the objectives described.
The content of the chapters in this thesis is detailed below:
Chapter 2 - A description of current radioactive waste characterisation tech-
niques, along with a comparison of current gamma-ray imaging systems
used today.
Chapter 3 - Provides an outline to the fundamental physics relating to this
thesis; including the interaction of gamma rays and the operation of
gamma-ray detectors.
Chapter 4 - This chapter gives an in depth description of how GRI+ oper-
ates, along with describing the data aquisition process and image recon-
struction algorithms.
Chapter 5 - This chapter presents the results from the data collected to
achieve the above mentioned objectives.
Chapter 6 - A discussion of the results obtained in this thesis, along with
comments on possible future measurements.
Appendices - Additional information regarding the data that was taken for




Radiological assessment of radioactive or nuclear material is done through
quantifying the different amounts of alpha, beta and gamma-emitting radionu-
clides present in the material.
Radioactive material, if left unmonitored, could have a hazardous effect on life
and the environment around it. By understanding the importance of the differ-
ent quantities associated with radiation, such as the activity, dose or half-life,
then it can be accurately characterised. This can aid with decommissioning
purposes to enact the appropriate measures for disposal of radioactive material
such as problematic waste.
Problematic waste is defined as waste for which safe, efficient and cost-effective
methods for treatment and processing are not readily available [5], or if the
waste type failed to meet acceptance critera. One of the key methods used for
radioactive waste characterisation is gamma-ray spectrometry. Determining
the level of exposure and dose from gamma radiation is crucial when trying to
characterise radioactive material.
2.1 Radiation Exposure and Dose
A nucleus is defined by various characteristics such as its mass number, A,
and atomic number, Z. Radioactive nuclides (radionuclides) are additionally
characterised by their half-life. The half-life of a sample, T 1
2
describes how
long it takes for the total number of radioactive nuclei to reduce by half.
The activity, A, of a particular radionuclide is measured as the number of
decays per second, measured in SI units of the becquerel (Bq) [Relative to the
4
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old unit of the Curie, 1 Bq = 2.703×10−11 Ci]. Laboratory standard sources are
usually at a level of kilobecquerel (kBq), whereas radioactive waste produced
from a nuclear facility could fall within the range of megabecquerels (MBq) to
terabecquerels (TBq).
The relationship between the total number of radioactive nuclei of a particular
radioisotope, N, and the half-life, T 1
2
, can be represented by the fundamental







Equation 2.1 expresses the rate of the number of atoms present decreasing
with time. The term ln2
T1/2
is also known as the decay constant, λ.
The specific activity of a sample relates a source’s activity to its mass. It is











Where M is the relative molecular mass of the sample, NA is Avogadro’s
Number (6.02 x 1023 nuclei/mole), λ is the decay constant and N is the number
of radioactive nuclei. Equation 2.2 relates to one specific radioactive atom of a
given nuclide per molecule. If there are multiple radioactive atoms in a given
molecule, then the activity would be increased. For example, the activity of
tritium that is in a water molecule, 3H2O will be twice that of a standalone
3H atom.
The decay law states that the number of atoms present at a particular time,
t, follows the relationship of:
N(t) = N(0)e−λt (2.3)
By combining Equations 2.1 and 2.3, we are able to get the following equation
for the activity of sample:
A(t) = A(0)e−λt (2.4)
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Where A(t) is the activity of the sample at time t, and A(0) is the original
activity.
Absorbed Dose is the quantity of ionising radiation energy absorbed by a






Other factors that affect the risk to people include the type of radiation that
interacted with the body, the dose rate, or the sensitivity of a particular or-
gan.
Equivalent Dose accounts for the different biological effects of radiation on
the absorbed dose, by taking into account the radiation weighting factor, WR.
For photons and electrons, this weighting factor is equal to one.
H(Sv) = WR ×D (2.6)
The unit of Sieverts (Sv) is a standard unit to describe the effects of ionising
radiation on the human body. It is equivalent to 1 J/kg, unlike the Gray which
is a physical quantity. Sieverts describes the biological effect that one joule of
energy has to a kilogram of human tissue.
Effective Dose accounts for the sensitivity of different biological tissue to
the effects of radiation. This is represented by the tissue weighting factor,
WT
E(Sv) = WT ×H (2.7)
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2.2 Sources of Contamination
2.2.1 Nuclear Facilities - Process of Nuclear Fission
In the UK, approximately 10 % of the energy generated is through nuclear
power [6]. The main process in which energy is generated is through the
fission of fissile nuclides in nuclear reactors.
Fissionable materials are those in which nuclear fission can occur through the
capture of either a fast (v MeV) or thermal (v eV) neutron. Fissile materials
are fissionable nuclides that can sustain a chain reaction from slow, thermal
neutrons. 235U or 239Pu are common fissile materials due to their ability to
maintain a chain reaction, as the fast neutrons released in the fission process
can be thermalised by the moderators. Nuclides such as 238U are fissionable,
as they require high-energy neutrons (v 1 MeV) in order to produce a fission
reaction, but they are not fissile. It is unable to sustain a chain reaction as
it cannot be fissioned by the thermalised neutrons that are moderated during
the fission process.
When a thermal neutron interacts with a nuclide, for example 235U, the nuclide
will undergo neutron capture, a process where the addition of a neutron creates
a new unstable isotope, as shown by the equation below. This will produce
the unstable 236U isotope. It is energetically possible for heavy nuclides, such
as 236U, to decay via the fission process, rather than an alternative such as
alpha decay.
Example : 235U + n→ 144Ba+ 90Kr + 2n+ Energy (MeV ) (2.8)
In order to overcome the strong nuclear force, work must be done to remove
a nucleon from its nucleus. This can be represented by the binding energy,
the energy required to separate the nucleus into its constituent protons and
neutrons.
A plot of the binding energy per nucleon (BEN) as a function of atomic num-
ber, A, is shown in Figure 2.1. This figure shows that higher values of the
BEN lead to more stable nuclei, as shown by the peak at the mass of 56Fe.
56Fe is considered the most stable nuclide as it is the most efficiently bound
and therefore it takes the most energy per nucleon to completely separate the
nucleus.
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Figure 2.1: Graph showing the binding energy per nucleon for different atomic numbers, A
[7]. The peak of the graph shows the masses of stable nuclei. Nuclei of low atomic mass
can undergo fusion as the attractive strong nuclear force dominates. At high mass nuclei,
the repulsive electrostatic forces causes nucleons to separate, leading the nucleus to undergo
fission to return to stability.
The binding energy trend shown in Figure 2.1 [7] can be described by the
semi-empirical mass formula (SEMF), which is derived from average nuclear
properties established from the liquid drop model. These properties include the
assumption of a spherical shape, and that the density is constant throughout
the volume as the ‘drop’ is incompressible. The SEMF is described by Equation
2.9 [8, 9].











B(Z, A) describes the nuclear binding energy, as a function of atomic mass
number, A, and proton number, Z. The remaining terms can be described
as:
• aV - Volume term
Each nucleon is bound by an attractive force, acting on a short range.
• aS - Surface term
Nucleons found at the surface have a lower binding energy, as they are
less tightly bound.
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• aC - Coulomb term
A long range, uniform electrostatic force.
• aA - Asymmetry term
Nuclides that have the same number of protons and neutrons have a
higher binding energy compared to nuclides that have a differing number
of protons and neutrons.
• δ(Z,A) - Pairing term
Describes how the pairing of two protons or neutrons, is more strongly
bound than one proton and one neutron together.
At high values of A, the repulsive electrostatic forces between protons dominate
over the strong attractive nuclear forces. Therefore, the forces within the
nucleus favour it to splitting into lighter nuclei. Fission causes a larger shift of
A towards stability than alpha decay, and also releases more energy (hundreds
of MeV). In some nuclei, this is why it is the more favourable process.
Referring back to the example shown in Equation 2.8, the SEMF can be used
to calculate that the binding energy of 235U will decrease by approximately
6 MeV when it undergoes neutron capture. This change in binding energy
will increase the probability that 236U will fragment via the fission process,
compared to the probability of the spontaneous fission of 235U governed by its
decay branch.
How these heavier nuclides divide into smaller masses can also be estimated
by Equation 2.9. The SEMF can predict which stable nuclides can be pro-
duced from the fission process, with the prediction that symmetric fission can
sometimes occur, with the daughter nuclei relatively equal in mass. Other
models however, such as the Nuclear Shell model [10], state it can be more
energetically favourable for asymmetric fission to occur, producing heavy and
light nuclei. This can be demonstrated in Figure 2.2.
2.2.2 Production of Radioactive Waste in Nuclear Fa-
cilities
Figure 2.2 shows the product yield from the thermal-induced nuclear fission
of the common fissile products 235U or 239Pu. The figure demonstrates that
following thermal-induced fission, rather than an equal mass distribution be-
tween the daughter products, an asymmetric distribution is observed. There
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is always a heavy daughter product, with atomic masses distributed between
125 to 155, and a light daughter product with atomic masses between 80 and
115. An example of two daughter products produced from the fission of 236U
is shown in Equation 2.8.
Figure 2.2: Graph to show the cumulative fission product yield from thermal-induced nuclear
fission for 235U and 239Pu [11].
As can be seen from Figure 2.2, there is a wide spectrum of various fission
products that can be produced for 235U or 239Pu fuels. Table 2.1 shows the
percentage yields of the most abundant nuclides produced from the fission of
235U fuel [12].
Table 2.1: Table showing the cumulative yields from thermal fission products produced from
235U and 239Pu fuel, or indirectly from the decay of other products [12].
Nuclide Half-life Percentage Yield (%)
235U 239Pu
135Xe 9.1 hours 6.61 7.36
99Mo 65.9 hours 6.13 6.19
131I 8.0 days 2.89 3.72
90Sr 28.9 years 5.73 2.01
137Cs 30.2 years 6.22 6.59
99Tc 211k years 6.13 6.19
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135Xe, whilst it has a half-life of 9.1 hours, decays to the radioactive 135Cs,
which has a half-life of approximately 2,300,000 years. 135Xe is the product of
the beta decay from 135I, which has a half-life of 6.6 hours and is considered as
a reactor poison. This is because it has a high probability of capturing thermal
neutrons, and therefore reduces the efficiency of the reactor process.
99Mo has a half-life of 65.9 hours and decays to technetium-99m, which is
beneficial in the medical industry as a diagnostic radioisotope. 131I decays with
both beta and gamma radiation. Whilst it has a short half-life in comparison
to the other fission products, the possible release of 131I into the environment
can be a concern as it can be readily uptaken in the thyroid, leading to an
increased risk of cancer.
99Tc is the longest-living fission product on the list, with a half-life of over
211,000 years. 99Tc, 90Sr, 99Mo, 135Cs and 137Cs decay via beta emission. Ex-
cluding 137Cs and 99Mo, the remaining products are difficult to detect due to
the absence of gamma rays, and the limited distance betas will travel in air.
Figure 2.3: Graph showing the activity of waste products from one tonne of spent nuclear
fuel with time [13].
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A graph showing the activity of these various waste products produced from
one tonne of spent 235U fuel, and the activity of these products reducing over
time after the reactor has been discharged is shown in Figure 2.3. As stated
before, the fission products are predominantly beta and alpha emitters. After
a few years, the build-up of these fission reaction products within the fuel
increases the neutron absorption, and in turn reduces the efficacy of the fission
process. It is at this point where the fuel needs to be removed and replaced.
As explained earlier, nuclear fuel falls under the category of HLW, due to the
fact the fuel continues to produce heat.
As well as waste originating from the fission of the nuclear fuel, other radioac-
tive products can be produced from other mechanisms. Nuclei which capture
a neutron but do not undergo fission are known as actinides, and these include
plutonium isotopes and minor actinides such as isotopes of americium and
neptunium. Radioactive waste can also be produced from neutron activation
within the reactor. Cobalt-60 (60Co) is an example of an activation product
produced in nuclear waste.
One of the most abundent waste products is caesium-137 (137Cs). 137Cs is
one of the more problematic waste products due to its relatively long half-life
of 30.2 years [14]. 137Cs decays via β− emission to the isomer of barium-137
(137mBa). It is 137mBa which is responsible for emitting gamma rays, as 137mBa
decays after 2.55 minutes to its ground state, emitting a 662 keV gamma ray
in the process (Figure 2.4) via an M4 transition. As shown in Figure 2.4, the
branching ratio for the 662 keV gamma ray is 85.1 %. The remaining 14.9 %
is it returning to stability via internal conversion.
Figure 2.4: Decay scheme of 137Cs. The spins and parities of the two 137mBa states show
the production of the 662 keV gamma ray via an M4 transition.
Days after the initial incident from the Chernobyl disaster in 1986, radioactive
material including 137Cs and 131I was found in surrounding territories (Figure
2.5). Gaseous fission products such as Xenon isotopes (137Xe and 131Xe), which
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can decay via beta emission to 137Cs and 131I, were likely released into the air
as a result of the incident and were subsequently carried by the wind.
Figure 2.5: Ground deposition of 137Cs across Europe after the Chernobyl nuclear disaster
[15].
With the Fukushima Nuclear disaster in March 2011, 137Cs and 131I were
released into the environment after an earthquake and tsunami destroyed the
Fukushima Daiichi Nuclear Power Plant (FDNPP). Through the uptake of
wind or rain, soils in nearby areas were contaminated. The chemical properties
of 137Cs are important to consider, as caesium is highly soluble in water, and it
can remain on the surface layers of soil as it can strongly bond to soil particles.
To prevent the harmful effects on agriculture and human life, it was necessary
to try and remove the deposition of 137Cs in the soil. Sporadic sampling
of soil was undertaken to provide mapping of the deposition. However, this
method was time-consuming and limitations were quickly discovered, with a
lack of soil-sampling protocols set out for analysing large numbers of samples
for gamma-emitting radionuclides [16]. With an urgency required to minimize
the full impact of this contamination, there was a requirement for the use of
gamma-imaging systems.
Challenges arise with radiation mapping inside buildings, such as within the
FDNPP itself, as locations of contamination included walls, floors or pipes;
fixed objects that cannot be easily removed for laboratory analysis. Figure
2.6 shows intensity mapping of gamma-radiation contamination in one of the
buildings in the FDNPP with the data collected using a two-tiered Compton
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Camera, utilising Ce-doped scintillator detectors [17]. The Compton Camera
was able to successfully detect a region of high-dose-rate and visualise it in an
image within a short measurement time (40 seconds), whilst being consistent
with handheld survey meters.
Figure 2.6: Measurements of gamma-radiation distribution inside the Fukushima Daiichi
Nuclear Power Plant using a Compton Camera [17].
2.2.3 Waste Classification
Radioactive waste is usually treated based on its material, chemical and radio-
logical composition. Different waste types require different ways of packaging,
transportation, storage and disposal. Therefore, it is important that waste
streams are characterised accurately to ensure the correct methods are used
for the relevant waste, so that authorities or licensees know what they are
receiving and need to dispose. Along with this, disposal, transportation or
storage of the radioactive waste must comply with local and national regula-
tions such as the Ionising Radiation Regulations 2017 (IRR17) for the UK,
enforced by the Health and Safety Executive (HSE).
These regulations vary depending on the classification of the radioactive waste
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stream. The main classification technique is to group radioactive waste into
one of three groups depending on how hazardous it is to life and the environ-
ment, usually defining it by its activity or temperature:
• Low-Level Waste (LLW)
• Intermediate-Level Waste (ILW)
• High-Level Waste (HLW)
HLW, the most dangerous and difficult to process, is characterised in the UK as
waste ‘with levels of activity concentration high enough to generate significant
quantities of heat by the radioactive decay process or waste with large amounts
of long-lived radionuclides that need to be considered in the design of a disposal
facility for such waste’ [18]. Reprocessed nuclear fuel such as that stored in
the FGSMP fall under the category of HLW, and is usually in liquid form.
Because of this, HLW has to undergo a process known as vitrification, which
solidifies the waste and makes it suitable for long-term storage.
Waste is defined as LLW if its radioactive content is less than either 4 GBq per
tonne of alpha activity or 12 GBq per tonne of gamma or beta activity [19].
Any waste that exceeds the upper-boundaries of LLW, but the heat production
is low enough to not be taken into consideration for storage or disposal can be
classified as ILW.
It is possible to classify radioactive waste to a level lower than the three main
groups. Ideally, for anything lower than LLW, the free release of materials
can be considered. Free release, or the clearance of radioactive material (usu-
ally classified as Very Low-Level Waste, VLLW), is defined by the Interna-
tional Atomic Energy Agency (IAEA) as the removal of radioactive materials
or objects from any further regulatory control for radiation protection pur-
poses.
For this to be achieved, the radioactivity of the waste must be sufficiently low
to not pose a significant risk to individuals. If the effective dose is less than the
recommended amount (10 µSv for a member of the public), then cleared waste
may be treated as normal waste and can be disposed of as such in surface-
type landfill facilities for example. However, for the clearance of a building,
clearance levels are expressed as surface specific activity levels, which relate
to the activity on and beneath a surface [20].
The Nuclear Decommissioning Authority (NDA) estimated how much radioac-
tive waste would be produced in the UK over the next 100 years. Figure 2.7
shows that the largest amount of waste by volume is VLLW. Whilst HLW has
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the smallest volume, this accounts for the majority of the radioactivity that is
emitted from this waste.
Figure 2.7: Chart showing how much of the different waste types are estimated to be
produced in the UK over the next 100 years, by volume and levels of activity [21].
Currently, HLW and some ILW are being considered for storage in a geo-
logical disposal facility (GDF). This facility is an engineered facility situated
deep underground for the long-term storage of waste, where the natural geo-
logical structure of the facility creates a natural barrier against the escape of
radioactivity.
ILW is usually packaged in 500 litre or 3 m3 stainless steel drums [22]. Before
storage, the drums are commonly grouted, which means the gaps within the
storage containers are filled with concrete (Figures 2.8 and 2.9), which limits
the amount of radiation that can escape.
Figure 2.8: Image of a 500 litre waste drum containing grouted metallic waste [22].
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Figure 2.9: Diagrams of different storage containers which can be used for Intermediate
Level Waste or Shielded Intermediate Level Waste [22].
LLW in the UK is usually disposed at the Low Level Waste Repository in
Cumbria. Similiar to ILW, LLW is usually grouted before being placed within
the storage facility. Alternative methods include incineration or disposal in an
appropriate landfill site should they be classified at a low enough level.
Locating the radioactive waste can be a complicated process. Unlike waste
drums, which can be easily identified from a visual inspection, the complica-
tions arise when radiation contamination is deposited on surfaces such as walls,
or has accumulated within pipes. When legacy nuclear facilities were designed,
it was not with decommissioning in mind, leaving complicated infrastructure
that poses difficulties in decommissioning.
However, various methods for characterisation and clearance are used, includ-
ing:
• Use of a dose meter
• Laboratory analysis methods
• Surface contamination monitors
• Wipe tests
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• In situ Gamma spectrometry
• Non-Destructive Analysis techniques (NDA)[23]
Dose meters (Figure 2.10) and surface contamination monitors are advan-
tageous as they can identify distributions of activity, and locate any areas of
elevated activity, however they do not provide information on the nuclide com-
position. Different radionuclides have differing release levels, so it is important
to determine the composition accurately.
Figure 2.10: Image of the RADIAGEMTM 2000, a personal portable dose rate and survey
meter [24].
Despite providing the most accurate insight, laboratory analysis methods hold
the obvious disadvantage that samples would have to be collected and then
processed in a laboratory set up, causing high exposure to workers if using
samples such as spent nuclear fuel. This process also requires knowledge that
the mixtures are homogenous.
The use of gamma-ray spectroscopy would be a Non-Destructive Analysis
(NDA) technique used in order to characterise the waste stream. Radiological
content can be defined with a high level of accuracy, and can help certify waste
for transportation which would be important for waste being transferred to a
GDF.
If an accurate gamma-ray spectroscopy system could be identified which would
satisfy various conditions required such as identifying constituents within the
waste stream, as well as their concentrations and various activities, whilst
not requiring the waste to be homogenous, then a potentially cost-effective
radioactive waste characterisation technique could provide invaluable benefits
in the nuclear decommissioning industry.
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2.2.4 Non-Destructive Analysis
As stated in its title, non-destructive analysis is a fundamental process in the
science community for analysing a sample without dismantling it. Common
contamination measurements in a nuclear decommissioning scenario include
wipe testing, stationary measurements with a detector, or systematic scanning
of a surface [13].
Various instruments are used for non-destructive analysis of radionuclides to
assess the contents of waste. Scintillation detectors or Geiger-Muller counters
can be used to survey alpha or beta radiation [25]. Environmental analysis
of neutrons can be quite difficult due to their weak interaction with matter,
with measurement techniques usually involving large detectors [26] or the use
of the very expensive and rare helium-3 isotope. However, developments in
liquid scintillation detectors have led to improvements in more portable de-
tection technology [27]. Utilising this technique can lead to the simultaneous
measurements of thermal neutrons and gammas.
The most common gamma-ray detector systems are usually scintillation based
systems such as NaI. Systems that are used for imaging are commonly me-
chanically collimated high-purity germanium (HPGe) systems, where a single-
sample spectrum is collected and analysed for results [28].
On-site measurement is necessary when there is an inability to take samples to
a laboratory for further analysis. Varying factors such as the efficiency of the
detector system used, the background activity levels, density and activity of
the waste material and geometry of the container that it is stored in, will mean
measurement times necessary for identifying and localising a weak radioactive
source will differ.
Homogeneity
A lot of the characterisation techniques mentioned earlier require knowledge
or an assumption that the waste stream being investigated is homogenous.
Criteria can be developed for homogenous samples for appropriate treatment
processes to take place. If key radionuclides can be identified along with non-
radioactive elements, then a waste stream can be declared homogenous as long
as NDA measurements of sources at different locations are with a 30 % relative
interval [5].
If only a single measurement is made, then it is assumed that the contents
being measured are relatively homogenous. By repeating measurements at
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different angles, homogeneity can be investigated. Software can be used to
plot peak-by-peak differential attenuation for selected nuclides to show the
inhomogeneities.
2.3 Industrial systems
Since the Fukushima Daiichi nuclear accident, there has been an increase in
the requirement of gamma-imaging systems for radioactivity monitoring or
nuclear decommissioning scenarios. These systems need to have spectroscopic
and imaging capabilities, and to be utilised in real-time in-situ measurements.
Gamma imaging systems that are tested in active demonstrations of decom-
missioning scenarios have to be able to [29]:
• Be sensitive to gamma radiation.
• Be able to determine the direction of an emitted gamma ray.
• Display the above data as an image showing the spatial distribution and
intensity of the gamma radiation.
If, in addition to these essentials, the intensity map can be overlaid onto an
optical image in order to display the physical location of the radiation, then it
can greatly help with real-world decommissioning scenarios. The aim of any
gamma-imaging system is to provide a quantifiable measurement that not only
identifies the location of the radioactive contamination, but also provide an
accurate measurement of its activity or dose, and identify any radioisotopes
present in the contamination.
A technology demonstration workshop held in Vienna, Austria in 2015 com-
pared the capabilities of modern gamma-imaging systems to relevant IAEA
applications, for both commercial and prototypes [30]. Generally, these sys-
tems included room-temperature semiconductors or scintillator-based detec-
tors. They were compared in a series of experiments that included efficiency
tests, extended source measurements, and measurements in a high-background
location.
A 18.5 MBq source of 137Cs and a 65 MBq source of 60Co were measured at
standoff distances of over 3 m for efficiency measurements. The geometry of
extended sources and weak point sources had to be identified and localised,
with a sufficient level of detail to be provided on the geometry of the extended
source.
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It was established that there is no one single best gamma camera which would
satisfy every safeguarding scenario set out by the IAEA in preparation for
geological repositories [31]. However certain systems may be better suited for
specific scenarios (Section 2.3.2). It was also concluded that more work was
needed before deployment in active field scenarios.
One of the key objectives for the GRI+ project discussed in this work, is to take
in-situ measurements to check for possible radioactive contamination on walls
or if there is any accumulation within pipes. The aim of these measurements
would be to provide quantifiable information on the contamination, as well
as identifying its location. Measurements that are collected in the presence
of scattering material, such as concrete, are concentrated on identifying any
activity on the surface [32].
Challenges
In order to quantify measurements of LLW items and to separate multiple
gamma rays of different energies, or to have a sensitivity for the required
detection limits, a detector will have to have certain spectroscopic capabilities
such as good energy resolution and efficiency (see Section 3.2.3 - Properties of
Radiation Detectors).
In certain environments it is important to have a system that is sensitive to
what is being measured without interference from background radiation. With
on-site measurements, it is not just the effects of environmental background
radiation that can interfere with the measurements. Many radioactive items
may be present in the near vicinity which will also contribute to the back-
ground radiation levels. Therefore in order to reduce the effect of background
radiation, collimated detector systems are usually used.
A collimator, examples of which is shown in Figure 2.11, is used in conjunction
with a detector and can define the angle of incidence of an incoming gamma
ray, and therefore can be used to observe the distribution of radiation. The
collimator is a thick, perforated amount of dense material with a high Z num-
ber, examples of such include lead and tungsten. Only gamma rays that pass
through the perforations will be detected by the system, any other gamma
rays will be absorbed by the collimator [33].
In a scenario of a room full of radioactive storage drums, a collimated system
could be placed to focus on one particular drum, thus reducing any additional
background radiation coming from the other drums from the measurement.
This can be limiting however as it will reduce the efficiency of the system, and
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increase the amount of counting time required to collect sufficient data.
Figure 2.11: Schematic diagrams of different types of collimator used for gamma imag-
ing systems, showing from left to right; diverging collimator, converging collimator, and a
pinhole collimator [33].
As well as determining the contents of storage containers, gamma imaging is
also used in identifying possible contamination within a room. Investigations
take place to see if radiation hotspots are originating from the surface of a
wall, or ‘from waste from within a silo behind the wall’ [32], and to measure
the activity on a concrete wall’s surface.
2.3.1 Other Gamma Imaging Systems
There are lots of different choices for detector materials to be used for gamma-
imaging systems. Solid state scintillators and semiconductors are efficient
choices for gamma-ray detectors, however there are limits to using the different
detector crystals. Scintillator detectors, or room-temperature semiconductors
are advantageous due to ease of transportation, however they have a poorer
energy resolution in comparison to standard semiconductors.
Certain types of semiconductor detectors have extremely good spectroscopic
capabilities, but it would have to be continuously cooled, either with liquid
nitrogen or a mechanical cooling unit, limiting portability. They are also re-
stricted to a particular thickness due to manufacturing limitations. A balance
must be found between what is desirable and what is achievable.
In the UK, the majority of radioactive waste is stored at the British Nuclear
Fuels Ltd (BNFL) Sellafield site, Cumbria. One of the imaging systems used
at Sellafield is the Cavendish Nuclear RadScan R©. This includes a scintillator
detector and a 4 degree collimator (a more detailed description is found further
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in this section). It is commonly used to determine if a wall is contaminated,
situated at a large stand-off distance over a long period of time.
Sellafield Ltd. invited Radiometric suppliers of various gamma-imaging sys-
tems to an active demonstration test facility to exhibit their systems within a
series of tests [29]. The tests included:
• Identifying the location of radiation sources by producing an image of
the characterised area.
• Provide spectroscopic information, or isotopic composition of the radia-
tion sources.
• Dose rates arising from the radiation sources.
• Quantification of the activity of the radiation sources.
As well as demonstrating imaging capabilities, different characterisation sce-
narios were included to see if true hotspots could be distinguished from a
separate point source, or an identical source added to observe the effect of
off-axis radiation.
The test shown in Figure 2.12 utilised an area within the active demonstration
facility with known hotspots of extended radioactivity on the surface of a wall.
The detectors would have to be placed at a standoff distance of more than 4m
from the source of radioactivity.
Figure 2.12: Test scenario at Sellafield, where a wall of known radiation contamination had
to be characterised. Dimensions are in metres [29].
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The different detector systems would have to accurately measure the hotspots
found on the wall, and provide in their reports the items in the list detailed
earlier. These systems are the current standard of gamma-imaging systems
utilised in industrial scenarios, and therefore are the best comparison to the
GRI+ imaging system for radioactive waste characterisation scenarios.
Cavendish Nuclear RadScan R©:800 and RadScan R©:900
The RadScan R© is composed of scintillating material, either sodium iodide
(NaI) for the RadScan R©:800 model or cerium bromide (CeBr3) for the RadScan R©
:900 model. Surrounding the detection crystal is a tungsten collimator, except
for a narrow beam which can be altered to a size of 4◦, 3◦, 2◦ or 1◦ . The dif-
fering collimator sizes can lead to improved spatial resolution, but will greatly
affect the efficiency of the system.
The RadScan is a collimated pan-and-tilt system, acquiring spectra at discrete
pan-tilt angles. This means the orientation of the collimator can be precisely
controlled and measured when it is left to count incident gamma rays for a
determined ‘dwell time’.
The intensity map is overlaid onto a conventional optical image from a charge-
coupled device camera which is mounted on the detector head. It is also able
to do background subtraction through spectra collected from radiation hitting
outer shielding, rather than directly through the collimator.
The RadScan R©:800 model has been utilised at Sellafield previously, and is
the main point of comparison for any new detector systems. The updated
RadScan R©:900 model has an energy resolution of 9.5 % FWHM at 662 keV
[34]. The gamma images produced of the Test 1a scenario (Figure 2.12) at
Sellafield shown in Figure 2.13 show how well the RadScan is able to map the
intensity of the radiation hotspots.
Figure 2.13: Gamma image produced by the Cavendish Nuclear RadScan R©:800 (left) and
RadScan R©:900 (right) of the test scenario seen in Figure 2.12 [29].
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N-Visage Gamma Imager
The N-Visage Gamma Imager includes a small cadmium zinc telluride (CZT)
detector, surrounded by spherical tungsten shielding, with a slit collimator,
and is able to cover a solid angle view of 4π steradians [29]. It was designed
to be helpful for nuclear engineers, with a low mass and specifically designed
to be deployed through small apertures [35]. It has an energy resolution of 3
% FWHM at 662 keV, and can take less than 3 hours to produce a gamma
image [35].
Figure 2.14: Gamma image produced from the N-Visage Gamma Imager at a test site at
Sellafield [29].
As it can be seen from the top image in Figure 2.14, the N-Visage Gamma
Imager’s initial image is extremely inaccurate and the source intensity is not
identified until after post-processing of the data to produce the bottom image
in Figure 2.14. In comparison to Figure 2.15, which shows intensity mapping
of contamination at a site at Fukushima from an initial image. It could be
deduced that the N-Visage is more suitable to higher-activity scenarios (GBq)
compared to lower-activity contamination.
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Figure 2.15: 2D Visualisation mapping of radioactive contamination at Fukushima using
the N-Visage Gamma Imager [36].
ANTECH RadSearch Gamma Camera, G3050
Similar to the RadScan detector, the RadSearch Gamma Camera uses a col-
limated detector which is coupled to a laser rangefinder and a camera atop a
pan-tilt unit which can give a total solid angle view of 4π steradians [37] . It
was supplied by A. N. Technologies Ltd (ANTECH) through AMEC-Foster-
Wheeler.
The gamma camera features a 1 inch x 1 inch Lanthanum tribromide (LaBr3)
scintillation detector, which offers an energy resolution that is of typically
2.5 % - 3 % for 662 keV energies [37], high detection sensitivity and a wide
dose-rate range.
iPIX
Like the previously described gamma imager systems, the iPIX system, pro-
vided by Mirion Technologies UK through NNL, includes a collimator that can
also be altered in order to improve efficiency. The collimator used is known
as a ‘coded mask’. It is a piece of specific shielding which has a particular
pattern of holes which allow gamma rays to pass through.
Images can be produced from mathematical analysis and knowledge of the
mask’s pattern. However, it can be susceptible to off-axis radiation, leading
to artefacts being produced in the final image.
The iPIX usually features a cadmium telluride (CdTe) detector. However the
energy resolution of this is comparitively poor and not suitable for spectroscopy
purposes. This can be seen in the spectrum shown in Figure 2.16 of a 137Cs
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measurement taken with the iPIX CdTe detector, and the difficulty observing
the 662 keV full-energy peak.
Figure 2.16: Energy spectrum from a 137Cs collected with the iPIX CdTe detector, high-
lighting the poor spectroscopic performance of the CdTe [39].
Therefore, an alternative lead collimated 1 cm3 CZT spectrometer, which has
an energy resolution of 2.5 % for 137Cs [38] was used, which is more suitable
for gamma spectroscopy. It is a lightweight device (2.5 kg [38]), which can be
easily deployed in a decommissioning or contamination scenario.
HSL-Lite
The HSL-Lite Plus model uses a casesium iodide (CsI) scintillator detector,
along with a coded mask aperture similiar to that used by iPIX, and is supplied
by Innovative Physics Limited (IPL) through REACT engineering.
To combat the interference from off-axis radiation which can be present from
coded masks, the HSL-Lite features a rotating mask which was not present
in previous models. It is a lightweight model (10 kg), with a 45o gamma
field of view [40], and is capable of collecting rapid measurements of low-level
radiation, or detecting hotspots of radiation of approximately 2 mSv/h.
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Polaris-H
Compared to the other systems, the Polaris-H detector, produced by H3D,
consists of a larger, pixelated CZT detector crystal (6 cm3). Polaris-H is able
to achieve a higher efficiency as it does not require any additional shielding
around the system. Rather than using a collimator, Polaris-H determines the
direction of the incident gamma rays by using the Compton Camera technique,
which will be detailed in Section 3.3.
It has excellent energy resolution for gamma spectroscopy measurements com-
pared to other room-temperature semiconductors, achieving a 1.1 % FWHM at
662 keV [41], which is also the best energy resolution out of the seven systems
detailed here. It has an angular resolution of 30 deg FWHM during real-time
measurements, which improves to 20 deg FWHM post-processing [42]
The main benefits of the Polaris-H are portability, rapid measurement (a few
minutes), a 360o field of view and high efficiency combined with excellent
energy resolution for gamma spectroscopy for a CZT detector.
Comparison
It is clear that gamma imaging systems require a balance between the efficiency
of the system and the position resolution. Some measurements that collected
a lot of events in a short period of time had a poorer performance in locating
the distributed activity, and those with superior position resolution would have
required long measurement times to collect a sufficient amount of data.
The GRI+ system’s efficiency is not limited by physical collimators as the
detectors are electrically segmented. The mechanically cooled semiconducter
detectors used in GRI+ also have superior spectroscopic capabilities compared
to the scintillator or room-temperature semiconductors currently used, mean-
ing it would be able to distinguish between multiple gamma-ray energies or
multiple radioisotopes. GRI+ is described in more detail in Section 4.1.
The gamma imagers included in this report were able to fulfil the requirements
set out, with conclusions that the systems were able to agree on the location of
distributed activity and the production of gamma images, as well as providing
quantifiable information (not detailed in the report) on activities and dose
rates. The images produced had the assumption that the contamination was
only on the surface of the wall, with no calculations on the amount of ingress
within the concrete.
Chapter 3
Principles of gamma-ray detec-
tion
3.1 Interaction of Gamma Rays
Gamma rays are uncharged, electromagnetic radiation that arise from the
decay of excited nuclear states, which can be populated following radioactive
decay. Compared to particulate radiation that can be emitted from atomic
nuclei, gamma rays interact differently. Charged particles will interact via
direct ionisation with matter, whilst gamma rays interact through indirect
ionisation.
In a nuclear interaction with a target atom, a photon will interact via scat-
tering or absorption. The transfer of the photon’s energy can cause secondary
processes to occur such as the ejection of orbital electrons, or production of
electron-hole pairs. It is the outcome of these secondary reactions that can
allow the original incoming photon to be detected.
The interactions of significance in this work will be photons that are Compton
scattered and those that are photoelectrically absorbed. This is due to the
characteristic energies of the radioisotopes that will be used, with various
factors determining which process is more likely to occur.
3.1.1 Photoelectric Absorption
This process requires an incoming photon with a characteristic energy to be
completely absorbed and is commonly observed with low-energy gamma rays.
The interaction involves a photon incident on an atom, interacting with a
bound atomic electron. The complete transfer of the photon’s energy to a
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bound electron produces an energetic photoelectron. If the energy transferred
is larger than the binding energy, then the photoelectron will be ejected from
the shell in which it resides. This can be represented by the following equa-
tion:
Ee = Eγ − Eb (3.1)
Here, Ee represents the energy of the photoelectron, Eγ the characteristic
energy of the incoming photon, and Eb the binding energy of the atomic elec-
tron.
The ejected photoelectron now leaves a vacancy in the atomic shell it has
vacated. This vacancy commonly occurs in the tightly bound K-Shell, the
lowest energy state of an atom. This causes an electron from a higher orbital
state to drop down to fill this vacancy. This de-excitation process causes the
emission of a characteristic X-ray, with the energy equalling the difference in
binding energies between the two shell states.
The probability that photoelectric absorption will occur is defined as the cross-
section, σPA, as shown in Equation 3.2.




Z is the atomic number of the material with the exponent n falling between 4
and 5 [43]. K is a proportionality constant. Equation 3.2 shows that there is a
large dependence on the probability of photoelectric absorption occurring and
the Z-number of the material. The larger the Z-number, the more probable
it is that photoelectric absorption will occur, which is why high-Z materials
such as lead are beneficial for radiation shielding.
3.1.2 Compton Scattering
Compton scattering occurs when a photon inelastically collides with an elec-
tron in an outer-shell orbital of an atom. Instead of a complete transfer of
energy like in photoelectric absorption, the photon will transfer a proportion
of its energy to the electron and is then scattered in a particular direction in
relation to its original trajectory. The incident gamma-ray energy, EI , the
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scattered gamma-ray energy, ES, and the scattering angle θ are related via
the Compton scattering formula:
ES =
EI
1 + α(1− cosθ)
(3.3)
Where α = EI
m0×c2 , and m0 is the rest mass of an electron.
The probability of Compton scattering per atom of the absorbing material,
which can be described by the Compton cross section, σC , depends on the
number of electrons available as scattering targets which increases linearly with
Z number (σC v Z). The angular distribution of scattered gamma rays can














(1 + cos2θ)(1 + α(1− cosθ))
)
(3.4)
Where α = hv/m0c
2 and r0 is the classical electron radius.
A visual representation of the Klein-Nishina formula is shown in the polar plot
in Figure 3.1. The plot describes a gamma ray originating from the left-hand
side of the figure, and the angle at which it may scatter is reflected in the polar
plot.
Figure 3.1: Polar plot representing the Klein-Nishina formula, which shows photons (incident
from the left-hand side of the plot) Compton scattered at particular solid angles θ depending
on the energy of the incoming photon [43].
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Understanding the possible spread of scattering angles can help optimise the
efficiency of measurements by enabling the positioning of detectors in the
correct location. The plot illustrates a strong tendancy for forward scattering
at high values of gamma-ray energy, which is relevant for this investigation
when the energy of interest is 662 keV. This knowledge of forward scattering
photons means the geometry of the Compton camera should be arranged with
one detector directly behind the other for maximum efficiency.
3.1.3 Other interaction processes
Pair Production
If a photon energy exceeds 1.022 MeV, then it is energetically possible for pair
production to take place. At this energy, the gamma ray is able to transform
into matter in accordance with Einstein’s equation (Equation 3.5) in the form
of an electron-positron pair, as the 1.022 MeV equals twice the rest-mass of
an electron, m.
E = mc2 (3.5)
This conversion only occurs within the Coulomb field of the nucleus in order to
satisfy the conservation of energy and momentum. Any excess energy from the
production of the electron-positron pair is shared between them as additional
kinetic energy.
The positron will eventually thermalise within an absorbing medium and in-
teract. When a particle and antiparticle meet, they annihilate to produce two
directly opposing photons of energy 511 keV.
The relative probabilities of each interaction process (τ , σ and κ represent
the probabilities per unit length of photoelectric, Compton or pair production
interactions respectively) are shown in Figure 3.2 showing which gamma-ray
interaction is most likely to dominate depending on the gamma-ray energy
and the absorber atomic number; denser materials are more likely to lead to
full absorption whereas low Z values will likely lead to scattering.
For lower energies, the photoelectric effect is the dominant process, and as the
energy of the gamma ray increases, Compton scattering and eventually pair
production become the dominant processes. The two additional solid lines
shown in Figure 3.2, show where the interaction effects are equally probable
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[44].
The detecting materials that are used for GRI+ include Silicon (Si) and Ger-
manium (Ge). The atomic numbers of these elements are 14 and 32 respec-
tively, and are shown on Figure 3.2 as additional dashed lines to show which
interaction processes dominate as you increase the gamma-ray energy. The
gamma-ray energy of interest in this thesis is 0.662 MeV from 137Cs. As shown
in Figure 3.2, Compton scatter events are the most likely to occur within both
Si and Ge at this energy.
Figure 3.2: A graph displaying the importance of the three major types of gamma-ray inter-
actions; Photoelectric absorption, Compton scattering and pair production. This is shown
as a function of gamma-ray energy, and the solid black lines represent where neighbouring
effects are equally probable. The dashed red and blue lines show what interaction processes
are most likely for Si (Z = 14) and Ge (Z = 32).
Interaction of Charged Particles
Charged particles interact primarily through Coulomb forces between their
own positive charge, and the negatively charged orbital electrons of the atoms
within which they are interacting. When the charged particle interacts with
a medium, the attractive Coulomb force has a large affect on the electrons in
one of the following processes.
In excitation, the energy that is transferred to the electron can cause it to
move to a higher-lying orbital state. If the energy is high enough, it can cause
the electron to be ejected from the atom in direct ionisation. The atom then
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becomes ionised due to the removal of the electron.
Charge carriers are usually defined as particles that are free to move within
the material, which carry an electric charge. Within a given material, the
differential energy loss, dE, for that material over a differential path length,




For heavy particles (those which have an atomic mass unit of 1 or greater)
that move through a material, the specific energy loss (−dE
dx
) is represented
by the Bethe-Bloch formula (Eq. 3.7). This shows that high-atomic number,
























ε0 is the vacuum permittivity, β =
v
c
, where c is the speed of light, and e and
me are the electron charge and electron rest mass respectively. The electron
density of the material, n, can be represented by Eq. 3.8.
n =
NA · Z · ρ
A ·Mu
(3.8)
In Equation 3.8, NA is Avogadro’s number, Z is the atomic number, ρ is the
density of the material, A its relative atomic mass, , and Mu is the molar mass
constant.
Specific energy loss of electrons can be divided into two different interactions.
Collisional −(dE
dx
)c losses describe energy loss due to ionisation and excitation
of electrons, and radiative losses −(dE
dx
)r describe losses such as bremsstrahlung
radiation. When fast electrons interact with matter, part of their energy is
converted into electromagnetic radiation as the electron decelerates within the
material.
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In 137Cs, the energy loss can be described soley by collisional losses. As radia-
tive losses dominate at higher energies (>3 MeV), and within absorber mate-
rials of a high atomic number (Z), they can therefore be considered negligible
for the work in this thesis. The effect of radiative losses is low in comparison to







Whilst radiative losses can be considered negligible for this work, considera-
tion of radiative losses may be required for any future in-situ environmental
measurements. Environmental measurements can be influenced by the inter-
actions of beta particles. Therefore the affect of bremmsstrahlung radiation
must be considered, which contribute to radiative losses.
3.1.4 Attenuation of Gamma Rays
When gamma rays pass through a material, as well as undergoing the processes
of photoelectric absorption and pair production, they can Compton scatter off
atomic electrons and lose energy.
For a beam of mono-energetic photons, the change in intensity of the incom-
ing photons through a certain material can be represented by the following
equation:
dI(x) = −I0(x)nσdx (3.11)
Where dI is the change in intensity through a material of thickness x, with dx
being the incremental thickness the photon has travelled, after passing through
with an initial intensity of I0(x). σ represents the microscopic cross-section,
and is a proportionality constant which reflects the total probability that a
photon is scattered (σC) or absorbed (σPA) in the material, with n being the
number of atoms per cm3.
This equation once integrated becomes:
I(x) = I0 e
(−nσx) (3.12)
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The values of n and σ are combined to become the linear attenuation coeffi-
cient, µ (cm−1).
The linear attenuation coefficient is the probability that a photon will be
attenuated per thickness of the attenuating material. This value decreases
with increasing energy.
The total linear attenuation coefficient (µtot) is the sum of the individual coef-
ficients corresponding to each type of interaction; i.e photoelectric absorption
(µPA), Compton scattering (µCS) and pair production (µPP ).
µtot = µPA + µCS + µPP (3.13)
The average distance travelled by the photon in an attenuating material be-













Figure 3.3: (a) Graph showing the variation of mass attenuation coefficient against gamma-
ray energies for various gamma-ray interaction processes in a sodium iodide crystal [45] (b)
Graph showing the variation of linear attenuation coefficient against gamma-ray energies
for various gamma-ray interaction processes in semiconductor crystals germanium (Ge) and
silicon (Si) [45].
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Figures 3.3a and 3.3b show the variation of mass attenuation and linear coef-
ficients respectively for a range of gamma-ray energies within sodium iodide,
germanium and silicon, and show how the density of different materials also ef-
fect the probability of interaction processes. Both show that as the gamma-ray
energy increases, probability of Compton scattering processes decreases.
Mass Attenuation Coefficient
The probability of a gamma ray interacting in a material is dependent on the
number of atoms that are present in a given area. Because of this, the linear
attenuation coefficient is dependent on the density of the material. This can
be represented by the mass attenuation coefficient, µm.
µm =
Linear attenuation coefficient (µ)
Density (ρ)
(3.15)
The mass attenuation coefficients for elements up to Z = 92 can be found for
different photon energies [46]. If the density of the material is known, then
it can be converted to the linear attenuation coefficient to be used with the
attenuation law (Equation 3.12).
3.2 Operation of Gamma-Ray Detectors
Through the interaction processes detailed earlier in this chapter, a detector
is able to provide information on the incident photons. A suitable gamma-ray
spectrometer must be able to carry out the following functions [47]:
• Act as a successful conversion medium, which means incident photons
will interact with the medium to produce electrons.
• Must be functional in detecting these secondary electrons.
It is also ideal for the produced signal to be proportional to the energy de-
posited by the interacting photon, but this is not the case for all gamma-ray
detectors.
This section details the difference between the operation of scintillation detec-
tors, such as NaI, and semiconductor detectors, such as Si and Ge.
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3.2.1 Scintillation Detectors
The principle of scintillation detectors relies on the material being able to emit
light when ionising radiation interacts with the material. The energy lost by
this ionising radiation is converted into a pulse of light, which can then be
transformed into an electric signal.
The choice of material for scintillation detectors varies depending on what type
of radiation is to be detected. These can be divided into organic or inorganic
scintillators.
The main difference between the two is the scintillation mechanism. In organic
materials, the fluorescence process arises from transitions between energy levels
of the single molecule. This differs in comparison to inorganic materials where
the fluorescence process relies on the structure of the crystal lattice.
In insulating, semiconducting or conducting materials, there consists a valence
band and a conduction band. For insulators and semiconductors, there is an
energy gap separating the two.
The valence band consists of outer-shell electrons that are bound to specific
lattice sites within the material. The conduction band is where the electrons
are free to move about, and is what contributes to the conductivity of the
material.
Figure 3.4: Diagram showing the different band gap energies for insulators, semiconductors
and conducting materials.
.
The energy gap between the three materials varies as shown in Figure 3.4. For
insulators, the energy is so high (v 6 eV) that it is near impossible for electrons
to gain sufficient energy to excite from the valence band to the conduction
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band. In conducting materials, the two bands overlap so that electrons can
move freely.
When an electron is elevated to the conduction band, it leaves a hole in the
valence band. A photon is usually emitted when an electron returns to the
valence band. However, this is an inefficient process as an electron may not
always return to the valence band. To account for this, impurities are added to
the crystal lattice. These impurities are known as activators, and they are able
to modify the band structure by creating special sites within the lattice. These
additional energy states, as shown in Figure 3.5, allow electrons to de-excite
back to the valence band, and give rise to a visible photon.
Figure 3.5: Diagram showing the addition of impurities to the crystal lattice to include
additional activator excited states.
Whether organic or inorganic materials are chosen can also be down to their
atomic number. A lower atomic number for organic scintillators makes it suit-
able for neutron or charged particle detection, whereas inorganic scintillators
often have a higher atomic number, making it more suitable for gamma-ray
detection [48].
The pulse of light can be converted into an electrical signal through a pho-
todetector, such as a photomultiplier (PMT) tube. The PMT consists of a
photocathode, which uses the photoelectric effect to convert light into a photo-
electron. As shown by Figure 3.6, the initial electrons are accelerated towards
a dynode by an electric field.
Upon contact with the first dynode, secondary electrons are emitted, which
in turn are accelerated to the next dynode. This process repeats producing
a cascade of photoelectrons, until they eventually reach the anode where the
resulting charge is collected.
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Figure 3.6: Schematic diagram showing the workings of a scintillator detector with a pho-
tomultiplier tube.
The current can be determined from a voltage-divider network. This consists
of a series of resistors between the anode and cathode. By dividing the applied
voltage by the resistance, the anode current can be determined. This can be
compared to the internal current of electrons moving between dynodes. The
ratio between the two output currents is proportional to the incident light level.
The gain, or current amplification, observed between the two can describe the
output charge per pulse. This can then be converted into an electrical signal
to be analysed by the system electronics.
Properties of Scintillation Detectors
For a scintillation detector to be as efficient as possible, the largest possible
fraction of light emitted from the ionising track deposited in the crystal is to
be collected.
The quantum efficiency is a term that describes the sensitivity of the photo-
cathode, and describes the probability of the conversion of light to an electric
signal. This is represented by Equation 3.16. The average quantum efficiency
is found to be between 20 - 30 % [49].
Quantum Efficiency =
Number of photoelectrons emitted
Number of incident photons
(3.16)
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NaI crystals are common materials for scintillation detectors, as its high atomic
number of Z = 53 means that they have a very high intrinsic detection effi-
ciency. Other materials used for scintillation spectrometers include cesium
iodide (CeI), bismuth germanate (BGO), and lanthanum bromide (LaBr3).
These materials may hold advantages over NaI such as a greater detection effi-
ciency, or a better energy resolution, however NaI is common for spectroscopy
applications due to its balance to not just detector performance, but also its
affordable cost and widespread availability [50].
3.2.2 Semiconductor Detectors
Operation of Semiconductors
At absolute zero, semiconductors will have a an idealised configuration in
which the valence band is completely full and the conduction band is empty.
Because of this, the semiconductor acts as a thermal insulator.
As the temperature increases from absolute zero, a finite amount of thermal
energy will cause a valence electron to be excited to the conduction band,
allowing it to leave its specific site and drift freely throughout the crystal. This
excitation consequently leaves a ‘hole’ in the valence band from the excited
electron. The combination of the excited electron and the vacancy left by the
excited electron (hole) is known as an electron-hole pair. A potential-difference
can be applied across the semiconducting material to induce an electric field,
which can cause the holes and electrons to move freely.
Each energy level can only accommodate a limited number of electrons. The
Fermi level, is any energy level found that has an equal probability to be exactly
half-filled with electrons. This Fermi level will shift towards either the valence
or conduction band if the concentration of electrons or holes changes.
Doping
In intrinsic (extremely pure) semiconductors, the number of electrons and holes
that exist must be equal. This is because a hole can only be produced from
the thermal excitation of an electron from the valence band to the conduction
band.
In a pure intrinsic, elemental material such as silicon (Si) or germanium (Ge),
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each nucleus forms four covalent bonds with its neighbours to form a crystal
lattice, using their four valence electrons. However, not all semiconductors
can be classed as intrinsic materials. In reality, chemical impurities are likely
to exist in the lattice due to natural formation. These impurities can also
be deliberately introduced to the material using a process known as doping.
By doping a semiconducting material, the Fermi level energy can be shifted
towards either the valence band or conduction band depending on the dopant
concentration, as shown in Figure 3.7. Materials can be doped with either
a p-type or n-type material, which will lead to the addition of free holes or
electrons respectively.
Figure 3.7: Diagram to show the shift in the Fermi level enegy by doping semiconducting
material with either n-type or p-type material.
For Group IV n-type material semiconductors, such as Si and Ge, Group
V elements are likely substitutions due to their additional valence electrons.
Lithium is a Group I element that is commonly used for doping in Si and Ge
detectors. The additional electron is not bound within the lattice and therefore
is free to move about. This abundance of electrons means that they are the
majority charge carriers.
Group III elements such as boron or gallium are likely substitutions for p-type
material. Their three valence electrons lead to a hole in excess. In this case,
holes become the majority charge carriers.
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P-N Junction
If a n-type material was placed at a boundary to a p-type material, then a
P-N junction forms when it is in contact under thermal equilibrium. When the
two materials are in contact with each other, diffusion of charge occurs across
the boundary due to the differences in concentration of electrons and holes.
Electrons begin to diffuse from the n-type material to the p-type, and vice-
versa for the holes. A region of space charge of opposite polarities is produced
from the free charge carriers leaving their immobile ions.
A natural potential is establised at the P-N interface because of this space
charge, preventing any further diffusion of electrons or holes across the junc-
tion. The region over which this takes place is called the depletion region. By
applying a reverse bias to the P-N junction, the thickness of the depletion
region increases, representing the active volume of the detector and which can








Here, ε is the dielectric constant, V is the applied voltage, e is the electric
charge and N is the number of impurities.
If the number of impurities within the material is too high, these can create
electron traps within the crystal. These traps can capture electrons during the
ionisation process. These traps can therefore immobilise the mobile charges
and can affect the number of majority charge carriers due to electrons and
holes recombining, leading to a loss of electron-hole pairs produced from an
event. Based on Equation 3.17, an increase in impurities, N , will limit the
thickness of the depletion region.
Equation 3.17 also shows how the thickness of the semiconducting material is
affected by the applied bias voltage. The bias voltage that is applied to the
semiconductor must be high-enough for good charge collection, but not too
high that a dielectric breakdown occurs (where an electrical insulating mate-
rial suddenly becomes an electrical conductor if a significantly high voltage
is applied), or that the surface leakage current becomes a significant prob-
lem.
Therefore, as there will be an upper limit on the bias voltage, this ultimately
sets a limit on the thickness of the semiconducting material, restricting it to
a maximum of just a few centimetres depending on the element.
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Migration of charge carriers
In semiconducting materials, charge carriers refer to unbound electrons and
holes. The probability that an electron-hole pair is thermally generated is









Where T is the absolute temperature, Eg is the bandgap energy, k is the
Boltzmann constant and C is a proportionality constant characteristic of the
material. This relationship shows the importance of the bandgap energy to
the absolute temperature. If a photon interacts with a semiconductor material
via one of the interaction processes detailed earlier with sufficient energy, then
an electron-hole pair can be produced.
The incident gamma rays first release a free electron based on the specific
interaction process; in photoelectric absorption this is the released photoelec-
tron, in Compton scattering this is the recoil electron, and in pair production
it is the electron released from the electron-positron pair. These secondary
electrons pass through the material, producing a cloud of electron-hole pairs
along the particle track within the semiconducting material. If the incident
photon carries sufficient energy to remove the loosely bound electrons and
create an electron-hole pair, this is known as the ionisation energy.
Electrons and holes will naturally diffuse away from their point of origin at the
site of a photon interaction, undergoing random thermal motion. However a
migration of the electrons and holes in opposite directions can be induced by
applying an electric field, ~E (Vcm−1). The migration of these charge carriers
will move parallel to the applied ~E field. Should the electric field be removed,
the electron-hole pairs recombine. Recombination is the process in which the
conduction band electron re-occupies the vacancy that was left in the valence
band.
The ‘movement’ of a hole within the crystal is infact due to the repeated
process of valence electrons leaving and filling holes. The site that was previ-
ously left vacant from the excited electron is filled by a neighbouring valence
electron. This then causes another hole at the vacancy of this secondary elec-
tron. This movement of a hole, a net positive charge, induces a current in the
crystal.
The concentration of electron-hole pairs can also be dependent on the abso-
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lute temperature, as shown in Equation 3.18. If the material is cooled, the
concentration will decrease.
When a reverse-bias potential difference is applied across the semiconductor
crystal, the electrons and holes begin to drift to the positive and negative
junctions respectively through the applied electric field. The acceleration of
the electrons and holes induces an average speed defined as the drift velocity,
as shown in the equations below:
ve = µe ~E (3.19)
vh = µh ~E (3.20)
Where ~E is the magnitude of the electric field, and µ represents the mobility
of the electron and hole respectively.
The mobility of electrons and holes at 77 K and 300 K in Si and Ge can be
seen in Table 3.1. In both materials, the mobility of electrons is larger than
the mobility of holes. This is because electrons are able to traverse through the
conduction band quite freely, whereas holes are restricted in the valence band.
Ge has one of the highest electron mobilities observed in detector materials
[52].
Table 3.1: Comparison of properties of intrinsic silicon and germanium [53].
Property Si Ge
Atomic Number 14 32
Density (300 K): g/cm3 2.33 5.32
Band Gap Energy (0 K) 1.165 0.746
Band Gap Energy (300 K) 1.115 0.665
Dielectric constant 12 16
Electron Mobility (300 K) cm2/V.s 1350 3900
Hole Mobility (300 K) cm2/V.s 480 1900
Electron Mobility (77 K) cm2/V.s 2.1× 104 3.6× 104
Hole Mobility (77 K) cm2/V.s 1.1× 104 4.2× 104
Energy per E/H pair (77 K) eV 3.76 2.96
Table 3.1 compares other key properties of Si and Ge semiconductor detectors.
Due to its low atomic number, Si is considered for applications in measuring
low-energy X-rays or for charged particle spectroscopy.
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Semiconductor Detector Geometry
The two main configurations of semiconductor detectors include planar and
coaxial geometries.
A planar detector involves wafers of semiconducting material, where the elec-
trical contacts are on opposite sides of the flat surfaces of the crystal. This
is shown in the schematic diagram in Figure 3.8, which shows the positioning
of the electrical contacts on opposite surfaces, and the movement of electrons
and holes when a reverse bias is applied.
The planar configurations of the Si(Li) and Ge detectors in GRI+ allows seg-
mentation which can improve the positional resolution of the system. Multi-
ple electronic contact strips are incorporated on either face of each detector,
situated orthoganal to each other using a process known as lithography. The
separate orientations are labelled as the AC and DC sides of the detector.
Figure 3.8: Schematic representation of a planar semiconductor detector, with electrical
contacts on opposite flat surfaces, and the drifting of holes (h) and electrons (e) when a
reverse bias is applied.
The AC and DC sides refer to the type of capacitive coupling between the
electric contacts and the preamplifiers. Each individual strip can be connected
to its own readout channel, providing a direct connection from the strip to
the amplifier input (DC coupling). Alternatively, AC coupling filters the DC
current over a capacitor as signals pass from the detector to the preamplifiers.
In detector set-ups, the high voltage is applied to the AC side in order to
isolate the preamplifiers from any direct leakage current induced.
The second Ge detector in the GRI+ set-up is of a coaxial configuration.
Coaxial detectors are often preferred over planar due to the larger achievable
active volume, as shown by Figure 3.9.
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Figure 3.9: Cross-sectional view of one of the common coaxial detector shapes, Closed-ended
Coaxial. The thick black line represents the electrical surface contact.
Part of the core of the crystal is removed, with the inner cylindrical surface be-
ing replaced by an electrical contact. The outer surface is the outer electrode,
and extends across the whole outer surface of the detector. It was demon-
strated that closed-end coaxial detectors can achieve good charge-collection
properties by linearly increasing the impurity concentration from the open
end to the closed end [54]. The closed-ended coaxial geometries are often se-
lected over a true coaxial geometry (where the core is removed throughout the
whole volume) to avoid issues with leakage current.
With this geometry, the inner or outer surface contact can be selected as the
point in which the semiconductor junction is formed. Manufacturers usually
choose the outer surface contact as a higher electric-field value is maintained
at the outer regions of the crystal, where the majority of photon interactions
are likely to take place.
The Ge planar detector used in GRI+ consists of bulk p-type material. As
shown in Figure 3.8, the electrical contacts are provided onto two flat, oppo-
site surfaces of germanium. One of the surface contacts is made from n-type
material to create a p-i-n junction for the depletion region to be formed. The
opposite contact is made of p-type material. Lithium may be drifted into p-
type detectors to act as the n+ contact, whilst boron implantation is utilised
to create the p+ contact. A P-N junction is formed at the side in which the
lithium ions have been diffused. Under the influence of an electric field, these
lithium ions will drift across the P-N junction to the p-type detector mate-
rial.
The depletion thickness of a pure semiconducting material such as silicon can
be limited to a fraction of a millimetre. As described by Equation 3.17, in
order to obtain a thicker detector, either the number of impurities, N has to
be reduced, or the applied voltage, V , can be increased up to a limit.
In order to reduce the impurity level in high-purity germanium detectors, a
zone-refining technique [55] is applied. This can allow the bulk Ge material
to be made several centimeters thick. This technique can not be utilised with
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silicon however, so an alternative process is required.
In order to obtain thicker silicon detectors, lithium is added in bulk to sil-
icon across the region to compensate for impurities in a process known as
Lithium Drifting. This compensated region now acts as the active volume of
the detector, and is known as lithium-drifted silicon (Si(Li)).
A perfect compensation region would mean the applied voltage would be con-
sistent throughout the bulk of the high-purity material. This compensated
region of intrinsic material creates a newly defined p-i-n diode. This new
compensated region, i, is throughout the volume of the detector. The pres-
ence of the space charge leads to a non-uniform electric-field however, which
results in a maximum ~E field strength within the p-i-n junction.
The applied voltage needed to achieve a depletion region throughout the bulk
of a germanium detector is significantly higher compared to silicon. The op-
erating voltage of the detectors is higher than what is applied to fully deplete
the crystal. This is in order to keep the electric field uniform over the large
thickness of the detector, and to increase the efficiency of the collection of elec-
trons and holes by reducing recombination. This will have an important affect
on the energy resolution of the detector, as described in Section 3.2.3.
Detector Dead Layers
The active volume of a semiconductor detector is the region between the n and
p contacts when the system is biased. However, dead layers can be present on
the surface of the crystal. These are inactive regions through which radiation
may have to pass, and are usually a result of natural or induced passivation, or
due to the thickness of the electrical contacts. The electrical contacts between
metal and the semiconductor material are an important component of the
detector.
In intrinsic silicon and germanium, in order to provide current conduction
from a metal to a semiconductor and vice-versa, the intrinsic region will be
connected to n and p type surface contacts; one Ohmic and one rectifying.
Ohmic contacts allow electrical charge to be conducted easily to the external
electronics whereas rectifying contacts act as diodes, allowing current to only
pass in one direction.
These contacts are produced by a very thin layer of heavily doped material
produced from ion-implantation or diffusion. Spring metal wires are able to
connect with the surface of this heavily doped region. The contact thicknesses
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used in the GRI+ system are less than 1 µm thick.
It can be found however, that some of the charge that is created within a
dead layer is transported to the depletion region through diffusion [56]. If
diffusion takes place, the drifting to the active contacts will contribute to
signal formation by causing a larger rise time.
For the measurement of high-energy gamma rays, such as those being con-
sidered for this thesis, the effects of attenuation by dead layers is generally
negligble. However, the presence of these layers can significantly effect low-
energy gammas or X-rays.
Leakage Current
As explained earlier, a large operating voltage is required in planar configu-
rations in order to efficiently collect electrons and holes. Even without the
presence of ionising radiation, all detectors show some conductivity. Therefore
a steady-state leakage current will be observed. The levels of leakage current
must be kept within the order of nanoamps (nA), otherwise this will lead to
degradation of the energy resolution.
Fluctuations in the leakage current can sometimes mask small, real signals pro-
duced from a gamma-ray interaction. Reducing the leakage current is therefore
an essential consideration in semiconductors so as to not miss the peak-current
produced from a radiation-induced event, which would be of the order of a few
microamps (µA)
One method implemented in the manufacturing process to reduce leakage cur-
rent is the passivation of the semiconductor surface. Passivation is a technique
used to treat metallic surfaces to reduce their chemical reactivity. In silicon
detectors, this is from the creation of an oxide layer (SiO2) on the surface of
the material. Certain areas of the oxide layer are then removed to create loca-
tions for the entrance windows. Compared to non-passivated detectors where
the junction extends across the entire surface, this oxide-passivated surface
helps reduce the leakage current as the junction edges are now deep within the
semiconductor segment.
An additional method used to supress the leakage current is the inclusion
of a guard ring. The guard ring is often incorportated to ensure that the
applied ~E field is uniform throughout the semiconductor volume. However
some semiconductor detectors include a guard ring electrode that suppresses
the leakage current [57]. Any induced leakage current produced from the
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applied voltage appearing over the side surfaces of the volume are conducted
to ground through the guard ring. Therefore it can no longer directly influence
the measured signal.
Signal Production
The interaction of a gamma ray within the sensitive volume of a semiconductor
produces an electron (depending on the specific interaction process). The effect
of this secondary electron produces an electron-hole pair which drifts under
the influence of an applied ~E field towards the collecting electrodes, which
induces a charge. The formation of the output pulse begins at the point of
the interaction, and develops as the electrons and holes move towards the
electrodes. The current pulse is fully developed when the last of the charge
carriers reaches the electrode.
The study of the evolution of this current pulse over time can provide a fun-
damental understanding of the timing properties of detectors. How the shape
of the pulses change and are affected at different interaction locations will
also be invaluable for database pulse shape analysis techniques (see Section
4.4.4).
The buildup of net charge near the junction of the collecting electrodes forms
an electric potential difference across the junction. The value of this electric




Here, ρ is the net charge density and ε is the dielectric constant of the detector
medium. This electric potential difference across the junction means that an
electric field, ξ exists, the magnitude of which is found by taking the gradient of
the potential, ψ, shown in Equation 3.22. The vector electric field, ξ, extends
over the width of the depletion region.
ξ = −5 ψ (3.22)
Charge carriers that are generated in the detecting medium will follow the
electric field lines from their point of formation, to their collecting electrode.
By creating assumptions on the velocity of the charge carriers as a function of
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electric field, the position of the charge as a function of time can be determined
[58].
The Shockley-Ramo theorem can determine the amount of induced charge due
to this movement of charge carriers [59, 60]. The theorem states that the
instantaneous current induced on a given electrode is given by the following
equation:
i = q~v · ~E0 (3.23)
Here, q is the charge of the carrier, ~v, is the carrier’s velocity, and ~E0 is de-
fined as the weighting field. The weighting field describes the electromagnetic
coupling of a charge to the electrodes. The total induced charge, Q, on the
electrode can be found with equation 3.24.
Q = q∆ϕ0 (3.24)
Here, ϕ0 is the weighting potential, which describes the coupling of a charge at
any position to a specific electrode. ϕ0 can be found as a function of position
if a Laplace equation is solved for the geometry of the detector. This can be
solved if the following boundary conditions are met:
• The voltage on the collecting electrode is set to unity.
• The voltage on any other electrodes is set to zero.
• Any additional charges (trapped charges) are ignored.
By solving the equation under these conditions, the weighting potential can
be determined, the gradient of which is defined as the weighting field. This
field differs to the applied electric field. It instead simply allows a method to
determine the induced charge through the difference of weighting potentials
at the start and end of carrier path.
Preamplifiers
A preamplifier is a fundamental element at the beginning of a signal-processing
chain, acting as the interface between the detector and the pulse-processing
electronics that follow.
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The current signals that are produced from incident radiation are very small
in magnitude. It is impractical and difficult to try and process the signals that
are produced directly from these interactions. Therefore the function of the
preamplifier is to shape and amplify the produced signal so that it is suitable
for further processing.
As the preamplifier acts as an interface, it is ideal to have it located as close
as possible to the detector in order to minimise sources of noise. Having the
preamplifier situated here allows a good signal-to-noise ratio by minimising
the capacitance, and allows other components in the pulse-processing chain to
be at a significant distance away.
Preamplifiers can either be voltage-sensitive or charge-sensitive. Voltage-
sensitive are commonly used but are undesirable for semiconductor detectors.
Semiconductor detectors require a proportionality of the output voltage pulse
to the charge, Q, as shown in Equation 3.25, where C represents the input
capacitance. In voltage-sensitive semiconductor-diode systems, different oper-
ating parameters can affect the input capacitance, and therefore can affect the
fixed relationship shown in Equation 3.25 [61]. Charge-sensitive preamplifiers





Figure 3.10 shows the components in a charge-sensitive resistive-feedback pream-
plifier circuit. The charge, Q from the detector is first collected on the first
capacitor, Ci. It is then integrated over a second capacitor, Cf and further
discharged over a feedback resistor, Rf . The resistance of Rf is large in order
to reduce the noise induced in the system. The operational-amplifier, A, is
utilised to amplify the input signal.
The time constant given by the product of RFCF determines the decay rate
of the tailing edge of the output pulse. In order to keep the proportionality as
described in Equation 3.25, the time constant must be larger than the charge
collection time (risetime of the pulse). If this proportionality is kept, then
the height of the pulse is proportional to the energy deposited in the detector
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Figure 3.10: Simplified schematic of a charge-sensitive preamplifier circuit.
Figure 3.11: Image showing the observed pulse of a preamplifer on an oscilloscope.
Figure 3.11 shows a photograph of a negative preamplifier pulse obtained from
a BEGe detector at the University of Liverpool using an oscilloscope. The
vertical scale shows 500 mV per division, with the horizontal scale showing
divisions of 100 µs. The preamplifier signal shown in Figure 3.11 shows the
important properties of the pulse. The signal has a very fast fall time, of
the order of a couple hundred ns, which is indicative of the charge collection
time of the detector. The charge collection of inverted pulses are similarly
described by the risetime of the pulse. The charge collection contributes to
the energy resolution of the detector as described in Section 3.2.3 in Equation
3.28. The decay time of the falling tail end is purposely large, of the order of
a few hundred µs and represents the time constant of the circuit.
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An alternative approach to the inclusion of a feedback-resistor seen in the
preamplifier circuit above, are transistor-reset preamplifiers. The feedback
resistor, RF , is a source of noise, so by removing the feedback resistor, any noise
that is associated with the resistor is removed. Transistor-reset preamplifiers
are also able to perform at very high pulse rates, compared to the resistive-
feedback preamplifier where pile-up problems can occur.
Pile-up is a term used to describe the build-up of pulses. Due to the long
tailing-edge of the preamplifier pulse, at high rates the pulses can overload the
system. Rather than returning to the baseline, the pulses pile-up on top of
one-another, as shown in Figure 3.12a. The amplitude of the pulses increase
until it reaches a saturation point. At this point, the amplitude of the pulse,
and its associated voltage information is lost. By removing the RF resistor,
the pulses are allowed to build until it reaches the defined limit as shown in
Figure 3.12b. Once the threshold is reached, the voltage is rapidly reset to
zero, and the process is able to repeat, with a smaller amount of information
lost.
Whilst the preamplifier is being reset, it undergoes a period of dead time.
Dead time is defined as the minimum time period between two consecutive
counts so that they can be recorded as two separate events. If a system has a
significantly large dead time, then there will be a large loss of events.
(a) (b)
Figure 3.12: Schematic representation of the pile-up of preamplifier pulses in (a) a Resistive-
feedback and (b) Transistor-reset preamplifiers. The threshold is the saturation point, in
which the information regarding the amplitude of the pulses is lost [62].
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3.2.3 Properties of Radiation Detectors
Energy Resolution
In gamma-ray spectroscopy applications, the aim is to measure the energy
distribution of the incident radiation. The energy resolution describes a de-
tector’s ability to resolve a particular energy. This is known as the response
function of the detector for that particular gamma-ray energy [63].
Figure 3.13: Example response functions for detectors with relatively good and relatively
poor energy resolutions [63]
Figure 3.13 shows two examples of energy resolution values for the same energy,
E0. The difference in width is due to variations in the energy recorded from
pulse to pulse. If this variation is reduced, then the width will be smaller.
The response function is usually represented by a Gaussian peak. The net
area under the peak would be the same if the same number of events are
recorded in each case. The width of the peak describes the energy resolution,
which can be quantified by the Full Width at Half Maximum (FWHM). The
FWHM, as shown in Figure 3.14, is the width of the peak at half the maximum
height. If the peak shape is Gaussian, then the FWHM = 2.355σ, with σ
shown on the figure.
The numerical definition used to describe the energy resolution differs for scin-
tillation detectors and for semiconductors. For scintillators, the energy reso-
lution is typically described as a percentage, as shown in Equation 3.27. The
smaller the value, the better the detector will be in being able to distinguish
two full-energy peaks whose energies are close together.
CHAPTER 3. PRINCIPLES OF GAMMA-RAY DETECTION 56
Figure 3.14: Definition of energy resolution, where the FWHM is defined as the Full Width





Where E0 is defined as the peak centroid, and FWHM is found using Figure
3.14.
For semiconductors, the resolution is described as the FWHM of the full-
energy peak in units of keV. This definition also assumes that the background
radiation has been subtracted, or is negligible.
The FWHM of the peak can be affected by various factors, which all contribute
together as shown in Equation 3.28.
(δr)2 = (δe)2 + (δs)2 + (δc)2 (3.28)
Where δe is the contribution due to the electronics of the system, which could
be due to random noise such as the detector’s capacitance, input voltage, or
the temperature of the system, which can cause drifting to occur. δs is due to
statistical fluctuations and δc is due to incomplete charge collection.
The statistical fluctuations describes the number of charge carriers that are
created with the interaction of radiation. These can be related by the following
formula:











Where σ describes the observed variance, and N is the number of charge
carriers produced, as described by Poisson statistics.
It is the statistical fluctuations that contribute significantly to the energy
resolution. As it is an intrinsic property of the detector material, it therefore
can not be reduced, even with the improvement of the other contributions
described in Equation 3.28.
Efficiency
Efficiency is a measure of the percentage of radiation that the detector is able
to detect. An ideal system would have a counting efficiency of 100 %, where an
event would be registered for all radiation that interacted within the volume.
As uncharged radiation such as gamma rays have to interact first before any
detection is possible, detectors are usually less than 100 % efficient.
Absolute efficiency is dependent on the detector properties, and how well it is
able to measure the output signals produced from the interactions of incident
radiation. It is defined by Equation 3.31 [65].
εABS =
Number of events recorded
Number of radiation quanta emitted by source
(3.31)
The Intrinsic efficiency is defined as:
εINT =
Number of events recorded
Number of radiation quanta incident on detector
(3.32)
The intrinsic (Eq. 3.32) and absolute efficiency (Eq. 3.31) are related by the
solid angle subtended by the source to the detector:
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Where Ω is the solid angle of the detector as seen from the radioactive source
position. The intrinsic efficiency is dependant on the type of material and
thickness of the detector.
These counting efficiencies can be further divided into total and peak efficien-
cies.
The total efficiency describes all events that are detected, irrespective of en-
ergy. The peak efficiency only considers the interactions that deposit the pho-
ton’s full energy, which can be observed by the prescence of a peak in the
spectrum. Other events, which may deposit a proportion of that photon’s
energy, will be observed to the left of the full-energy peak. This value is the
most significant when evaluating the performance of the detector system for a
particular gamma-ray energy.
The absolute peak efficiency for a particular energy can be defined as:
εABS =
Net Peak Area
Live Time(s)×Gamma Emission Probability × Source Activity (Bq)
(3.34)
The live time, as shown in Equation 3.34, is a term that describes the time
that the detector is openly receiving data. This value subtracts the dead time
of system from the real time, the length of time in which the measurement
was performed.
The Relative Efficiency is an industry standard value and a point of com-
parison between radiation detectors. It compares the absolute efficiency of a
gamma-ray detector to that of a 3′′×3′′ NaI(Tl) scintillation detector measur-
ing the 1332 keV peak from a 60Co source at a distance of 25 cm, under the
same experimental conditions.
The peak-to-total ratio (PT ) is a way to relate the total and peak efficiencies.
It is defined as the net counts in the full-energy peak area, against the gross
total number of events in a spectrum. The gross counts are conventionally
taken from above 100 keV so as to remove the contribution from X-rays. This
ratio can help show the sensitivity to external effects such as scattering from
nearby objects.
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3.3 Compton Cameras
The use of the Compton effect on instrumentation was first considered in the
1950s [66], before it was applied as a Compton camera due to limitations of
lead collimators in astronomy applications [67].
In medical and nuclear imaging, photon trajectories are being estimated by us-
ing directional information provided by lead collimators. Unfortunately, this
does not give an accurate distance from the source to the detector. A new
approach was outlined which looked to be a refined improvement on the con-
ventional Anger Scintillation Camera [68]; a combination of a large area of a
collimated scintillator and a photomultiplier system. This proposed gamma
camera used the Compton effect to define the trajectory of the incident pho-
ton.
Compton cameras are not commonly used in nuclear decommissioning, with
systems utilising mechanical collimators, as described in Section 2.3.1 usually
being preferred.
3.3.1 Operation
A conventional Compton camera utilises two detectors to determine the en-
ergy and direction of an incoming gamma ray. Consider a radioactive source
emitting a photon of energy EI . In an ideal system, the photon will interact
once in the first detector and once in the second detector. These events are
known as single-single interactions.
As the gamma ray passes through the first detector, it Compton scatters and
deposits a proportion of its energy ES1. It is then fully absorbed in the sec-
ond detector through photoelectric absorption, depositing the remainder of its
energy ES2. We can therefore express the incident energy as the sum of these
values, such that EI = ES1 + ES2.
The Compton scattering formula, described in Equation 3.3, related the scat-
tered photon ES to the scattering angles. This equation can also be rearranged
to find the scattering angle, θ, as shown in Equation 3.35. m0c
2 is the rest
mass energy of an electron.
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This equation can provide the basis for Compton imaging, where θ in Equation
3.35 is the opening angle of a cone, the axis of which is the trajectory of the
scattered photon between the two detector crystals projected back onto an
image plane. More details on Compton imaging is detailed in Section 4.5.
3.3.2 Spatial Resolution
The response of a gamma-imaging system to the image reconstruction of a
point source can be described by the point spread function (PSF), which ul-
timately describes the extent of blurring within an image [69]. Spectral line
functions, such as a PSF, can be described by either a Lorentzian or Gaussian
distribution.
Figure 3.15a shows the Compton image produced from the reconstruction of
experimental data for a 137Cs point source. Further details on how the image
is reconstructed can be found in Section 4.5.
The Compton cones, created as described by Equation 3.35, overlap at highest
intensity at the location of the radioactive source. These cone overlaps produce
a distribution which can be described by a Lorentzian function, however, when
applied to the profiles produced from the reconstructed image, it does not
accurately describe the tails of the distribution.
Gaussian curves are used in measurements to describe random variables that
are normally distributed. This can be used to help model curves which have
additional broadening effects. In Compton images, these broadening effects
produce large tailing observed in images due to the nature of overlapping
cones.
Therefore, the fit applied to the image profile is a combination of a Gaussian
and Lorentzian distribution; the Gaussian is able to account for the back-
ground contribution to the image, and the Lorentzian distribution can describe
the profile. The FWHM of the fit applied to the distribution can also be re-
ferred to as the spatial resolution. This is a term that can be used to describe
the quality of the Compton images produced.
For a high-quality Compton image, the spatial resolution produced from a
point source should be small, in the range of a few pixels/millimetres. The
broadening of the distribution can be attributed to the quality of the overlap-
ping cones produced in the images, or additionally from poor energy resolution
from the detector system, or due to a poor positional resolution, affecting the
precision of the point of interaction.
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Figure 3.15: Screenshot showing the reconstructed image matrix and intensity profile pro-
duced of a 137Cs point source, along with application of a combined Gaussian and Lorentzian
fit to determine the FWHM of the intensity profile.
As described earlier, the total energy that is deposited into the detector system,
EI , and the initial energy deposited in the first detector, ES1, are used in the
creation of Compton cones as described by Equation 3.35. Any uncertainties
on the amount of energy deposited in each interaction, or the precision in
which an interaction can be localised, will affect the accuracy of the calculated
scattering angle, θ. The larger these uncertainties, the poorer the spatial
resolution.
3.3.3 Angular Resolution
Another term that can be used to describe the quality of an imaging system,
is the angular resolution of the produced image as shown in Figure 3.16. The
figure shows that whilst the spatial resolution of the images may increase with
increasing distance away from the detectors, the angle subtended should be
the same, i.e. an image at 2 m may have a very poor spatial resolution, but the
angle subtended should be the same as an image produced 20 cm away.
By utilising the intensity profiles produced from the reconstructed images,
the subtended angle shown in Figure 3.17, θ, can be calculated using basic
trigonometry as shown in Equation 3.36. By doubling this value as shown
in Equation 3.37, the angular resolution of the system can be determined, as
shown in Figure 3.16. The source to detector distance is defined as the distance
from the source to the centre of the detector crystal.
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Figure 3.16: Diagram showing how the an-
gular resolution should be the same as the
distance from the detector increases.
Figure 3.17: Diagram showing how the in-
tensity profile of an image can be used to
determine the angular resolution, by using






Source to detector distance (mm)
)
(3.36)
Angular Resolution = 2θ (3.37)
Chapter 4
Experimental Set-Up and Method-
ology
The detector system which was used as the basis of the project was the GRI+
Compton Camera system at the University of Liverpool. As one of the main
sources of contamination identified in nuclear decommissioning scenarios is
137Cs, as detailed in Section 2.2.1, the system was optimised for the measure-
ment of 137Cs.
Data acquisition parameters that have been optimised in previous work will
need to be re-investigated. This chapter will detail the experimental set-up for
the measurements in this thesis. This includes the geometry and optimisation
of the detector system and data aquisition parameters, and the decisions made
for the data campaign.
4.1 GRI+
In 2009, the University of Liverpool proposed the development of a prototype
semiconductor Compton camera with the aim of improving the efficiency and
sensitivity of conventional medical imaging, such as SPECT, in the ProSPEC-
Tus project [4]. ProSPECTus was a two-tiered detector system, with the first
detector a Canberra lithium doped silicon detector (Si(LI)), and the second a
high-purity germanium (HPGe) detector.
The current GRI+ system is a development on this ProSPECTus system by
the addition of a third detector tier. A coaxial HPGe detector has been placed
behind the absorber detector to improve the efficiency of the system.
With portable data acquisition in mind for future in-situ measurements, the
Computer Aided Design rendering shown in Figure 4.1 was a conceptual de-
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sign to show how GRI+ could be transferred to a mobile cart. As shown in
the image, the custom-designed cart would house the three detectors and their
cooling systems. The cart also contains the digital data acquisition electron-
ics and the power supply to allow for a fully portable gamma-ray imaging
system.
Figure 4.1: CAD drawing of the planned GRI+ detector system when transferred from its
laboratory set-up to the portable cart.
The portability of the GRI+ system allowed for the first set of experimental
data to be collected off-site (i.e. away from the departmental laboratory).
Scatterer
The first layer of the GRI+ detector system is a Canberra Si(Li) planar-strip
detector (ESLXS 3500-8-13X-13Y). It is also referred to as the scatterer or
scatter detector, due to its purpose within the Compton camera set-up to
Compton scatter incoming photons.
The detector crystal is cylindrical, planar, Silicon doped with Lithium Si(Li)
and electrically segmented using orthogonal strip contacts. It has an active
diameter of 71 mm and a thickness of 8 mm, creating an active volume of 3500
mm2.
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The crystal is divided into 13 vertical n+ contacts, coupled to AC charge-
sensitive preamplifiers, whilst 13 horizontal p+ contacts are coupled to DC
charge-sensitive preamplifiers. These outputs provide the position of an event,
and energy information obtained from the output voltage pulse. The AC and
DC strips were labelled numerically as AC 01 - 13 and DC 14 - 26 on their
respective faces, the AC face being the front-facing side of the detector when
mounted on the cart.
The strip pitch is 5.5 mm with an inter-strip gap of 500 µm. With the double
segmentation, this gives the Si(Li) a positional resolution of (5.5 × 5.5 × 8.0)
mm before the improvements with pulse shape analysis techniques (Section
4.4.4). All 26 strips are connected to a warm field-effect transistor (FET) and
have a gain of 400 mV/MeV at 1 MΩ impedance.
The semiconductor detectors have to be cooled to cryogenic temperatures to
improve the electron-hole mobility, as described in Table 3.1. At these tem-
peratures, when a high reverse-bias is applied, semiconductors can operate as
a diode [70]. The Si(Li) detector operates at −175◦ Celsius. This tempera-
ture is achieved by using a Cryopulse CP5 cooler which can be seen on Figure
4.2.
Figure 4.2: Photo of the AC side of the scatter detector when mounted on the cart within
its cryostat, with the Cryopulse CP5 Cooler to the left of the image.
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The Cryopulse cooler employs pulse tube technology, utilising a pressure wave
rather than a mechanical piston to move the gas. It is seen as an ideal method
for cooling the detector crystals due to the active reduction of vibrations within
the cryostat [71] compared to other electronic coolers.
The cryostat that the Si(Li) crystal is housed in has dimensions of (33×33×5)
cm. The crystal is situated centrally in depth within the cryostat, and is sur-
rounded by a 5 mm guard ring. Guard rings are usually implemented with
silicon detectors to reduce leakage current and improve spectroscopic perfor-
mance [72]. The charge collection performance of the detector is improved by
ensuring a uniform electric field throughout the volume of the detector. As
described by Equation 3.28, reducing the contribution from incomplete charge
collection will improve the FWHM of a full-energy peak.
The scatter detector operates at a voltage of +600 V. Whilst the depletion
voltage of the Si(Li) is +150 V, a bias of +430 V is required to saturate the
velocity of the electron-hole pairs. This value can be checked by plotting the
FWHM of the 60 keV peak from 241Am as a function of the applied voltage
for a few of the AC and DC strips. Edge and central strips were selected to
get a suitable account of the detector. The observed noise levels on the AC
side were also investigated as a function of applied bias voltage. The bias was
increased from 0 V in increments of 10 V, with the FWHM and noise levels
measured. As the voltage is raised from +150 V to a bias of +430 V, the
resolution improves. Increasing the bias up to a value of +600 V, the FWHM
is nearly constant in value. Beyond the bias of +600 V, the resolution once
again degrades due to the increased levels of noise due to an increase in leakage
current, as described in Section 3.2.2.
The positive polarity is applied to the AC side (n-type) of the detector, with the
DC side grounded, therefore the AC side will collect the electrons and the holes
will be collected at the DC side. The AC strips have a positive preamplifier
output with the DC strips having a negative output, as the pulses are inverted
in the preamplifers.
To verify the detector performance and check the energy resolutions matched
the detector specification, the energy resolution of every strip was measured
through analogue electronics and digitally. The preamplifier outputs were
connected sequentially to an ORTEC 671 spectroscopy amplifier with a shap-
ing time of 3µs, and collected using an Ortec EASY-MCA-8k Multichannel
Analyser. The output from the MCA was analysed using the software pro-
gram Maestro [73]. The FWHM of the peak is determined by converting the
FWHM value in channels to keV based on the user’s initial calibration of the
software.
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Data was collected using an 241Am source to investigate the resolution at 60
keV. The source was placed a few centimetres away from the scatter detector
face, with a count rate in the central strips of at least 100 counts per second,
and a smaller value of 30 counts per second in the edge strips. The resolutions
were recorded after achieving at least 3000 net counts in the 60 keV peak
region for edge strips, and at least 10,000 net counts for the central strips. A
full comparison of each strip with the manufacturer specification can be seen
in Figure 4.3.
Figure 4.3: Graph to show how the analogue energy resolution compares to the manu-
facturer’s specification across all scatter detector channels at 60 keV. The solid black line
represents the average energy resolution for the analogue measurements for both the AC
and DC channels. It can be seen that the channels on the DC side (14 - 26) have a better
energy resolution in comparison to the AC channels (01 - 13).
As can be seen from the graph, the analogue energy resolution measurements
are consistent with the expected manufacturer’s resolution values, with no
significant deviations from the specification resolutions. It can also be observed
that the DC side of the scatter detector has a superior energy resolution in
comparison to the AC side. The average analogue resolutions was found to
be 1.26 ± 0.10 keV for the AC channels, and 0.97 ± 0.06 keV for the DC
channels (errors calculated by finding the standard error of the mean). This is
because the AC side of the detector has an increased level of noise due to the
HV coupling capacitor. This difference in resolution led to the decision that
the energies collected from the DC strips were to be utilised for the Compton
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image reconstruction.
As well as the energy resolution, the noise level was also measured to check
the detector’s performance. Using a MS074104B Agilent oscilloscope with a
1 MOhm impedance, the Root Mean Square (RMS) noise level was measured
from the amplified pulses for a select few strips. These checks are repeated
before any significant set of measurements, using the same strips to make sure
there are no significant changes to the detectors over time. The RMS noise
level in the AC strips was found to be 1.02 ± 0.07 mV, and 1.15 ± 0.20 mV for
the DC side before the measurements in this thesis were taken. These values
were consistent with previously collected RMS noise measurements.
Further characterisation of the Si(Li) detector has been previously investigated
[74] to assess the detector’s performance.
Absorber
The second detector is a high-purity germanium crystal manufactured by Can-
berra (EGPS60×60×20-12X-12Y). Depending on what set-up the user re-
quires, this can be seen as secondary scattering material in a 3-tier set-up,
or the absorber detector in the 2-tier set-up.
The HPGe crystal is square-faced which is also electrically segmented using or-
thogonal strip contacts, and has dimensions of (60×60×20) mm. The crystal
is divided into 12 horizontal ‘X’ strips with n+ amorphous germanium con-
tacts, coupled to DC preamplifiers, whilst 12 vertical ‘Y’ strips with p+ boron
implanted contacts are coupled to AC preamplifiers. The AC and DC strips
were labelled numerically as AC 01 - 12 and DC 13 - 24 on their respective
faces (the AC face being the front-facing side of the absorber).
Each strip has a pitch of 5 mm and is separated by a distance of 500 µm.
With the double segmentation, this gives the HPGe a positional resolution of
(5×5×20) mm before the improvements with pulse shape analysis techniques.
All 24 strips are equipped with resistive feedback charge-sensitive preamplifiers
connected to a warm FET, and a gain of 200 mV/MeV at 1 MΩ impedance.
The DC strips have a positive preamplifier output with the AC strips having
a negative output.
Figure 4.4 is a labelled photograph of the DC side of the absorber detector
when mounted on the cart, with the AC side facing the scatter detector. The
HPGe cryostat also has dimensions of (33× 33× 5) cm and is similarly cooled
with a Cryopulse CP5 cooler to a temperature of −185◦ Celsius. At the en-
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trance window to the detector, there is a thin piece of aluminium 0.8 mm thick
on each side.
The absorber detector operates at a voltage of −1800 V, and its depletion
voltage is −1300 V. Similar to the scatter detector, the negative polarity is
applied to the AC side (p-type) with the DC side therefore grounded, and the
corresponding pulses are inverted by the preamplifers. The AC side therefore
collects holes and the DC side collects electrons.
Figure 4.4: Photo of the DC side of the absorber detector when mounted on the cart within
it’s cryostat. Due to the design of the cart, the Cryopulse Cooler is positioned below the
cryostat.
The analogue energy resolution of each individual strip was investigated using
the same techniques as the scatterer, connecting each strip sequentially to
an ORTEC 671 spectroscopy amplifier with a shaping time of 3 µs and an
Ortec EASY-MCA-8k Multichannel Analyser. Using Maestro, the FWHM of
the 122 keV peak from a Cobalt-57 point source placed approximately 10 cm
away from the DC face of the absorber crystal was recorded, achieving a count
rate in the region of 50 - 60 counts per second. The measurement of each
strip was close to 3 minutes in length in order to collect approximately 10,000
counts in the net area of the 122 keV peak.
Figure 4.5 shows a full strip-to-strip comparison of the measured analogue en-
ergy resolutions to the manufacturer’s specifications. Overall, the measured
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resolutions were slightly higher than the specification resolutions, but consis-
tent across the strips, with the exception of the AC 02, AC 11, DC 01 and DC
11 strips, which are significant outliers. The average energy resolution of the
strips was found to be 2.14± 0.49 keV for the AC channels and 1.94± 0.49 for
the DC channels.
Figure 4.5: Graph to show how the analogue resolution compares with the manufacturer’s
specification against channel number for the absorber detector at 122 keV. The solid black
line represents the average energy resolution, ignoring the outliers, for the analogue mea-
surements for both the AC and DC channels. It can be seen that the DC channels (13 - 24)
have a better energy resolution in comparison to the AC channels (01 - 12).
Similar to the scatter detector, the DC side has superior energy resolution in
comparison to the AC side. In order to produce the optimum performance
for Compton imaging, the DC energies were used alongside the scatter DC
energies.
The resolution values shown in Figures 4.3 and 4.5 were recorded in March
2019. In a set of measurements taken in December 2018, there were no signif-
icant outliers found in the absorber strips [75] and the values were consistent
with the manufacturer’s specification.
The causes for the change in resolution in strips AC 02, AC 11, DC 01 and
DC 11 is believed to originate from the presence of surface contamination on
these strips, caused from a potential vacuum leak in the cryostat. This can be
attributed to a known vacuum issue with the detectors. Significant problems
were observed when the cooling power required for the CP5 units were reaching
their limit.
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For the HPGe detector, the standard operating power for the CP5 is around
100 W to keep the detector at cryogenic temperatures. The cooling power
limit for the CP5 units is at 175 W. If the cooling power exceeds this limit,
then this would cause the CP5 units to shutdown, and cause the temperature
of the detectors to return to room temperature. This could seriously damage
the detector crystals. It was observed that the cooling power for the HPGe
detector’s CP5 was steadily increasing from the 100 W value over a period of
a few months, and was quickly approaching the limit of 175 W.
Within the cryostat there is a molecular sieve that can absorb any residual
gas within the vacuum chamber [76]. A small amount of air is expected as all
vacuum chambers will leak slightly, and this sieve can maintain the vacuum
by absorbing the small amount of air that may leak in. However, there comes
a point when it can no longer absorb any of the air as it only has a limited
capacity. Due to an increasing amount of air entering the cryostat that is not
being absorbed, the vacuum degrades and the detector warms up.
As the temperature increases, gases that were previously absorbed are re-
released into the cryostat. The still cold detector crystal allows the escaped
molecules to ‘stick’ to the crystal surface. This surface contamination can
degrade the performance of the detector system.
In order to correct this issue, once the detector has warmed to room temper-
ature, both the molecular sieve and the detector crystal can be heated to a
temperature of 65◦ C by applying a voltage to an internal resistor within the
cryostat. By heating both, the residual gases can be eliminated and any con-
tamination that was present on the crystal surface is also released. To prevent
any further contamination, the detector is simultaneously pumped to fully re-
move the outgassed gases. This process of annealing the detector continues for
a duration of almost 100 hours until the contamination is removed. This pro-
cess ‘resets’ the molecular sieve so that it is able to absorb any leaking gases,
until it inevitably saturates again. Once complete, the detector is cooled again
for operation.
As detailed earlier, significant degradation within strips AC 11, DC 01 and
DC 11 (the problem with AC 02 was an anomaly that looked to be corrected
in the digital measurements, as shown Figure 4.20) was found because of the
thermal cycling of the absorber detector.
Due to time constraints, and the possibility that further contamination or me-
chanical damage could occur through persistent thermal cycling and pumping,
it was decided to continue with the faulty strips for the measurements in this
thesis. On completion of the data taking, the absorber detector was once again
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pumped and the issue with the energy resolution on these specific strips were
resolved.
Further characterisation of the absorber detector has been previously investi-
gated here [77] to assess the detector’s performance.
Coaxial
In a 3-tier set-up, the final absorber is a standard electrode coaxial germanium
(SEGe) detector also manufactured by Canberra (GC4018 b.15105). It is a
p-type detector, with the n-type contact on the outer surface, and a p-type
contact on the inner electrode.
It has a diameter of 66.5 mm and a length of 50 mm, with a 6 mm offset
distance from the aluminium entrance window. The outer assembly housing is
also made out of aluminium (Figure 4.6a) and the system is also mechanically
cooled using a Cryopulse CP5 cooler (Figure 4.6b).
(a) (b)
Figure 4.6: Images to showing the coaxial detector (a) Schematic diagram of the crystal in
it’s aluminium housing (b) Coaxial detector with connected Cryopulse Cooler.
It operates at a bias voltage of +3000 V, and depletes at +2500 V. There is
just one single signal output from the coaxial detector, which is connected to a
charge-sensitive preamplifier and cold FET, and has a gain of 100 mV/MeV at
1 MΩ impedance. It has an energy resolution of 0.68 keV at 122 keV energy,
increasing to 1.74 keV at 1332 keV energy.
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Detector Geometry
Another significant improvement of GRI+ from the ProSPECTus system was
the upgrade from the laboratory based frame to the custom designed cart sys-
tem. As described earlier, Figure 4.1 showed how GRI+ could be transferred
to a portable cart system. The cart system would allow GRI+ to work as
a fully standalone system, with data aquisition electronics, cryopulse coolers
and power systems self-contained on the cart. Figure 4.7 shows a photograph
of the GRI+ cart system with the detectors and DAQ electronics mounted on
the cart as it was transferred to an area on the University of Liverpool campus
for measurements.
Figure 4.7: Image of the GRI+ cart system taken on the University of Liverpool campus.
As shown in the image, the three detectors along with the CP5 coolers are
secured to the cart. These are not permanently fixed to one position, but
can allow for minor alignments to take place such as changing the separations
between detectors. The power-supply keeps the detectors at cryogenic tem-
peratures during transportation to a new location. The image also shows the
wiring of the detectors to the DAQ electronics.
When mounting the detectors, a cryostat separation between the scatterer and
absorber detector had to be decided for measurements. Unlike the laboratory
frame used previously, which allowed a minimum cryostat separation of 10 mm
between the scatterer and absorber, the cart allowed a minimum separation
of 4 mm. Previous measurements on the cart had been taken with a cryostat
separation of 4 mm to optimise efficiency. However, it was found that micro-
phonic noise was induced to the system with the two cryostats being in close
proximity, caused by vibrations caused from the CP5 coolers. Because of this,
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the cryostat separation was increased to 5.5 mm for the two data campaigns.
The front of the coaxial detector was placed 6 mm from the DC face of the
absorber detector.
Once mounted onto the cart system, it is important that the centre of each
detector crystal aligns correctly to maximise the efficiency of the system. The
centre of the HPGe detector is approximately 10.4 cm away from the cryostat
edge nearest to the mechanical cooler. Based on the specifications of each
detector and depending on which way each detector was orientated in order
to place the cryostats on the cart, it meant that the Si(Li) detector had to
be offset by approximately 8 mm both vertically and horizontally in order for
the centre of each detector to align. The cart was specifically designed for the
detectors and their cryostats to be permanently mounted, shown earlier from
the CAD design in Figure 4.1, meaning the alignment of the coaxial to the
absorber could be done with a rough visual inspection.
Alignment between the scatter and absorber detector can be confirmed with a
quick reconstruction of a source that is placed centrally to the scatter detector
face. In the reconstructed imaging space, the X-Y coordinates of the centre of
the scatter face is defined as (0, 0). If a source is placed at this position, at any
distance away from the detector face, any misalignments can be observed in the
reconstructed image if the source is not located at (0, 0). Any misalignments
can be corrected manually through minor corrections to the detector offsets,
or if measurements have already taken place, can be amended with an offset
correction post-analysis.
Once aligned, the separation of the cryostats at each of the four corners was
measured with a vernier caliper to assess if there was any deviation due to
the mounting of the detectors on the new frames. Table 4.1 shows how the
separation of the cryostats deviate slightly at the bottom-right corner of the
cryostat, opposite the frame support for the detector.
Table 4.1: GRI+ Cryostat separation (mm) at 4 different points in mm as measured with a
vernier caliper (error of ± 0.1 mm)
Top-Left Bottom-Left Top-Right Bottom-Right [mm]
5.5 5.5 5.5 7.7
The distance between the bottom-right corners of the two cryostats could not
be reduced without altering the other three separations, so it was decided to
keep the separations as detailed in Table 4.1, with the importance that the
separation across the crystal faces would be close to uniform.
CHAPTER 4. EXPERIMENTAL SET-UP AND METHODOLOGY 75
4.2 Signal Evaluation
GRI’s data acquisition (DAQ) system allows for the post-processing of infor-
mation that has been collected. The key features that must be obtained from
pulses to evaluate the data are the amplitude of the pulse (i.e. the energy)
and the fold. The fold defines the number of strips that a photon has inter-
acted with, and is detailed in Section 4.2.3. The amplitude of the pulse can
be acquired from two methods; the Moving Window Deconvolution algorithm
or the Baseline Difference method.
4.2.1 Moving Window Deconvolution
A moving window deconvolution (MWD) algorithm is applied to evaluate the
height of the pulse. The initial preamplifier pulse is the initial stage of the
algorithm, as shown in Figure 4.8a. As described in Section 3.2.2, the sharp
risetime and very long exponential decay of the tail, makes it difficult to pre-
cisely obtain any height information of the pulse. The MWD algorithm con-
verts the signal into a step function, by removing the exponential tail of the
pulse, whilst importantly maintaining the pulse height.
(a) Stage 1 (b) Stage 2 (c) Stage 3
(d) Stage 4
Figure 4.8: Schematic diagram showing the multiple stages of the Moving Window Deconvo-
lution (MWD) algorithm used in shaping a preamplifier pulse. The four stages are described
in the text.
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By differentiating the step function, a square pulse can be created. This
however can contain significant noise, so a moving average window of a user
defined width is applied to remove any significant noise contributions, and
ultimately leaves a trapezoidal shape as shown in Figure 4.8d.
Certain user defined parameters can affect how the MWD algorithm is imple-
mented:
• Baseline Averaging Window - Takes an average of samples within the
baseline over a defined number of samples.
• Decay Time - This is the time constant of the exponential decay to the
preamplifier pulse.
• Peaking Time - The initial position on the flat top to collect samples for
the peak averaging window.
• Peak Averaging Window - Takes an average of samples on the trapezoidal
flat top over a defined width to calculate the peak amplitude.
• Trapezoid Flat Top - The duration of the trapezoid flat top.
• Trapezoid Rise Time - The rise time of the trapezoid leading edge.
The height of the trapezoidal flat top corresponds to the energy deposited
by an interacting gamma ray. The application of these parameters ultimately
affects the energy resolution of the system. The optimised values for the MWD
parameters can be found in Table 4.2.
Table 4.2: Detector settings for the scatter and absorber detector to optimise the MWD
algorithm.
Parameter Scatterer Absorber
Baseline Averaging Window* 4096 4096
Decay Time (µs) 50 50
Peaking Time (µs) 6.55 7.75
Peaking Averaging Window* 64 16
Trapezoid Flat Top (µs) 5.0 10.0
Trapezoid Rise Time (µs) 6.50 7.50
*Note: The units of Baseline and Peaking Averaging Window is based on a number
of samples, as the number represents an arbitrary list position
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Table 4.3: Detector settings applied for the measurements in this thesis.
Parameter Scatterer Absorber Coaxial
Baseline Averaging Window* 4096
Decay Time (µs) 50
Peaking Time (µs) 6.5
Peaking Averaging Window* 64
Trapezoid Flat Top (µs) 2.5
Trapezoid Rise Time (µs) 5.5
*Note: The units of Baseline and Peaking Averaging Window is based on a number
of samples, as the number represents an arbitrary list position
Whilst these settings led to an improvement in the energy resolution of the
system, a problem with the data aquisition led to the system regularly crashing
when there was a high throughput of events (above 1 kHz). A compromise
was therefore found on the peaking time, peaking averaging window, trapezoid
flat top and rise time parameters, which allowed long data sets to be taken
without crashing or a loss of data, at just a slight degradation to the energy
resolution by an average of 0.2 keV. These settings were applied across all
three detectors and can be seen in Table 4.3.
4.2.2 Baseline Difference Method
An alternative method to determine the amplitude of a signal from the pream-
plifier pulse is the baseline difference (BLD) method. The BLD method is used
in conjunction with the MWD method to help distinguish between what is a
real signal and what is noise. The main three signals that can be processed
are the following:
1) Real Signals
Are the pulses that are created from a gamma-ray interaction within a
strip and corresponds to the charge collected at the electrical contacts.
2) Transient Signals
Also known as image charges. These are pulses found in neighbouring
strips to those where a gamma-ray interaction has taken place.
3) Noise Signals
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Products of electronic noise within the detector system.
The entirety of the preamplifer pulse is not required to determine if a pulse is
a real signal or not. Instead, just 1280 ns of the signal is stored as shown in
Figure 4.9 (approximately 600 ns either side of the pulse risetime).
Figure 4.9 shows the 1280 ns sample of a preamplifier signal that is obtained
from the DAQ system. The sample focuses on the sharp risetime of the pulse.
Two sampling periods, 300 ns in size, are selected of the digitised signal either
side of the risetime, as shown in Figure 4.9. If the average value of the latter
period is found to be three times greater than the standard deviation of the
initial period, then it will be considered a real signal.
The average of the second sampling period is calculated to determine the
amplitude of the pulse after correcting for the baseline offset. A baseline
restoration algorithm is applied to the preamplifier signals to correct pile-up
issues, and for the effect of crosstalk. The averages of the sampling periods
are determined after this baseline offset has been removed, and is implemented
in the digital data processing stage (see Section 4.4) and is not done in the
digital electronics.
Figure 4.9: Preamplifier signal showing the two 300 ns sampling periods to determine if a
pulse is a real signal. The average of the second sampling period is used to determine the
deposited gamma-ray energy.
This method is less precise in calculating the pulse amplitude as only a small
sample of the preamplifier pulse is utilised. Therefore it is unable to identify
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small variances compared to alternative methods such as the MWD method,
which utilises the entire pulse. The decaying edge is also not removed when
analysing the second sampling period, which produces an uncertainty in the
calculation. This imprecision leads to a slight degradation in energy resolu-
tion.
The MWD algorithm is an ideal technique to determine the energy of interact-
ing photons, as it utilises the entirety of the pulse in comparison to the BLD
method. The conversion of the exponential decay to a step function also leads
to a higher precision of determining the height of the pulse.
However, the MWD algorithm is a poor method for determining the number of
interacted strips (defined as fold - see below). This is because transient or even
noise signals will have some energy as interpreted by the MWD algorithm, so
the total number of interacted strips could be incorrectly classified. Therefore,
energies are determined by the MWD algorithm after they are confirmed to
be real events by the BLD algorithm. Going forward with digital processing,
the MWD algorithm calculates the energies for the image reconstruction, and
the BLD algorithm determines the fold of the event.
4.2.3 Event fold
Fold is a term used in this thesis to describe the number of strips that a photon
has interacted with, within each face of the detectors. The interaction has to
provide a real signal that exceeds any applied user-defined thresholds.
A single interaction is defined as an event that has activated one AC strip and
one DC strip in one detector. A fold-1 event considers single-single interactions
within each detector. This can also be described in the format of fold [1 1 1
1 1]. Each number in the fold format describes the number of strips activated
in each detector as follows [ACScat DCScat ACAbs DCAbs Coaxial]. This fifth
coaxial variable can define if it is a 2-tiered or 3-tiered event. Due to the
coaxial not being electrically segmented, this value can either be 0 or 1.
A fold-2 event considers multiple interactions within one face of a detector.
This is not constrained to neighbouring strips, meaning there is a multitude
of different possible interactions within the two detectors.
Figure 4.10 displays the number of strips that were triggered in the scatterer
and absorber detectors from the measurement of two 137Cs point sources at
a standoff distance of 45 cm. The significant number of fold 0 events is due
to a known phenomenon with the DAQ system, where in output all masked
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channels mode (details of acquisition modes are found in Section 4.3.1), not
all 47 strips will be recorded. Once this issue is resolved, additional events will
be available to utilise in image reconstruction.
Figure 4.10: Chart showing the fold distributions in each of the faces of the scatter and
absorber detectors from the measurement of two 137Cs point sources placed at a standoff
distance of 45 cm. Fold 1 interactions dominate.
As it can be seen in Figure 4.10, the detector faces are largely dominated by
fold 1 interactions in both AC and DC. For the absorber detector however,
there is a significant increase in the amount of multifold events. From this
measurement alone, by summing the fold 2 - 4 events shown in Figure 4.10 an
additional 25.3 % of useable events could be utilised from multifold interactions
in the DC faces of the absorber detector, and an additional 9.5 % from the
scatterer.
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4.3 Data Acquisition System & Detector Op-
timisation
For a multi-channel detector system, digital electronics are usually preferred
over analogue electronics. Digital systems have:
• Superior gain stability.
Analogue systems need to be calibrated more often due to unwanted gain
shifts within the electronics that can cause the pulse sizes to change.
• Superior capabilities at higher count-rates.
• Ability to store preamplifier pulses for online and offline analysis.
This is advantageous in these applications for post-processing purposes,
such as improving the position resolution of an interaction through pulse
shape analysis (PSA) techniques.
A schematic diagram of the digital electronics used in the GRI+ set-up is
shown in Figure 4.11.
Figure 4.11: Schematic diagram of the electronics in the data acquisition system, from
detectors to PC.
At the beginning of the chain shown in Figure 4.11, the outputs from the
scatter and absorber detectors are first inputted into a Gain and Offset (GO)
box using lemo coaxial signal cables of approximately 150 cm in length, before
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connecting to the digitisers. The output from the coaxial detector goes directly
to the V1724 digitiser card.
The GO box can amplify the signals by a factor of 2, 5, 10 or 11, and is
chosen by the user depending on what energy gamma rays the system will be
analysing. For the energies of interest for nuclear decommissioning, the GO
box amplified preamplifier signals of the scatter and absorber detectors by a
factor of 5.
A 60 keV gamma ray from 241Am would have an original signal height of
∼ 10 mV in the scatterer and ∼ 6 mV in the absorber detectors (measured
at 50 Ohms), which after amplification of the signals by a factor of 5 from
the GO box, would have a signal height of approximately 60 mV and 30 mV
respectively. The signal input of a 662 keV photon will be approximately 130
mV or 65 mV in the respective detectors. Due to the different polarity of
preamplifier signals, the full use of the dynamic range of the digitiser cards
(2.25 V) can be utilised.
The GO box also allows for a manual correction of the baseline offset for each
channel. The amplitude of the pulse is measured relative to the baseline.
The baseline is usually restored to zero for ease of extracting the amplitude
of the pulse. Pile-up observed at higher rates, or capacitive coupling from
neighbouring strips [78] could lead to a possible shift to the baseline. Therefore,
to prevent the broadening of peaks from the misreading of the pulse amplitude,
it is important that the baseline is restored to zero.
The outputs of the GO box are split across six 14-bit CAEN V1724 digitisers
[79] that create the link between the detector and the computer. Lemo coaxial
cables are used to connect the GO box outputs to the digitisers. The same
length of cable, of approximately 60 cm, was used for all connections between
the GO box and the digitisers to prevent any avoidable signal delays which
may occur, which on average is approximately 1 ns/30 cm of cable.
As a maximum of six slots were available for the V1724 digitisers within the
VME crate, the sytem was limited due to the total number of inputs available
on the GO box (47) and the digitisers (48) compared to the total number of
channels available from the three detectors (51). With 8 channels available on
each digitiser card, the first three cards are assigned to the scatterer, with the
final channel on the third card being used for the coaxial, and the remaining
three cards using all the channels from the absorber detector.
A decision was made to not connect scatter detector strips AC 13 and DC 14
and 26. These strips were chosen as they were edge strips and were small in
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size due to the circular shape of the crystal, as shown in Figure 4.12. The loss
of recorded events from these strips doesn’t largely affect the efficiency of the
system. Therefore, 23 inputs were used for the scatterer, 24 for the absorber,
and 1 for the single coaxial input.
Figure 4.12: Schematic diagram of the scatter detector strips. The strips unused for the
data acquisition are shown in blue.
A V1724 digitiser uses a flash ADC (analogue-to-digital converter) which al-
lows for a sampling frequency of one sample every 10 ns (100 MHz) and a
field-programmable-gate-array (FPGA) with digital pulse processing (DPP).
The FPGA is where the latest version of firmware is installed. The height
of a pulse is determined through the implementation of a Moving Window
Deconvolution (MWD) algorithm in the CAEN V1724 cards, leading to the
calculation of the energy that has interacted in the detector.
As shown in Figure 4.11, the V1724 digitisers are connected to a CAEN general
purpose VME board, otherwise known as a V1495 card via 6 ribbon cables.
A universal clock that is generated by the first V1724 digitiser card keeps
the 6 units in sync with each other. The V1495 card controls and resets this
universal clock once the acquisition has taken place, and will then return a
‘valid’ signal should all the user-specified criteria be successfully met after the
processing of the signal.
4.3.1 User interface - MIDAS
The Multi Instance Data Acqusition System (MIDAS) [80], is a piece of soft-
ware that controls the DAQ system. Commands can be issued from MIDAS
to start and stop the data acquisition process, as well as allow parameters
such as MWD energy algorithm criteria to be optimised and selected for mea-
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surements to be taken. The MIDAS interface window also allows the user to
control settings on the V1495 card.
In order for an event to ‘trigger’, the interaction must pass a hardware thresh-
old. It is defined by the digital constant fraction discriminator (CFD) on the
V1495 card and implemented on the V1724 cards. These thresholds are de-
fined to ensure that a signal can be distinguished from electronic noise. The
thresholds are set above what is measured for RMS electronic noise. For the
Si(Li) the threshold was approximately 4.0 keV and for the Ge it was 8.0 keV.
The CFD thresholds can be optimised for the different strips, the precision of
which is determined through a trial and error process to allow the threshold
to be as low as possible to allow for low energies to be measured and filtering
out any noise, increasing the efficiency of the system.
On receipt of a validated trigger (an event that matches the user input criteria),
a signal is sent to the V1724 cards to write out a preamplifier pulse sequence
that is 1280 ns in duration. This event can also be time-stamped by the
V1495 card, which provides a time reference point for the interaction of that
event within the system. The timestamp of the V1495 clock is a 31-bit ‘word’,
which means it has a wrap around frequency of 21 seconds (a scenario where
the earlier event has a later timestamp value than the second event).
Figure 4.13 shows the screenshot of the MIDAS user interface, particularly the
display which includes the options for the V1495 card to be applied. The three
main settings of interest are; the detector coincidence, the coincidence window
and the readout mode. These settings are highlighted in the figure.
Figure 4.13: Screenshot of the MIDAS user interface. The highlighted red areas are where
the user can alter the coincidence window, the detector coincidence, and the readout mode.
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Due to the double-sided nature of the detectors, the face at which an event is
triggered can be defined. These can either be triggered from the two AC faces,
or from the DC faces. As the AC sides of the detector are the two ‘front-facing’
sides of the detectors when facing a source, interactions will occur closer to
the AC face, leading to shorter charge collection times. Utilising these shorter
charge collection times leads to a superior timing performance of the system,
and therefore the AC sides are what is used for triggering. However, there is
no evidence that there is a loss of efficiency from triggering from the DC faces
of the detector. In Figure 4.13, sides ‘1 and 3’ are representative of the AC
sides of the two detectors. When collecting coincidence data, the two triggers
from the scatterer and absorber must occur within the defined coincidence
window.
The coincidence window is the time between interactions that occur between
the scatter and absorber detector. This window helps define if scattering events
are coming from true Compton scattered events from the incident gamma ray.
The optimum coincidence window was investigated here [81] using 22Na in
a timing coincidence circuit, which determined the timing resolution of the
detectors was 25 ns. The coincidence window was set to 325 ns to optimise
the efficiency of the system, whilst reducing the number of false, or undesirable
coincidences. In Figure 4.13, the trigger width is a value that is multiplied by
25 ns to obtain the coincidence window; for a coincidence window of 325 ns,
the trigger width is set to 13.
The readout mode is defined as what signals are to be output from the detector
when there is a gamma-ray interaction. The three main modes of operation
include:
1) Output as Input Masked
Only the signal from the strip in which the gamma ray interacted with
is outputted.
2) Output as All Masked Channels
When a photon interacts within a strip, then the readouts from all the
other strips are provided at that particular time.
3) Output Nearest Neighbour
When a photon interacts within a strip, the readouts from that strip
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and its two neighbouring strips are included.
The three different modes have different benefits depending on what the user
requires.
Output as input masked can be beneficial when there is high rates, however the
output of single strips mean that further post-processing and use of parametric
PSA techniques cannot be utilised. However, parametric and database PSA
techniques could still be employed to determine the depth of interaction (see
Section 4.4.4).
In order for a full parametric PSA technique to be utilised, the Output as All
Masked Channels mode allows the user to observe the image charges across
neighbouring strips. However, the DAQ system can struggle at high rates
(above 103 counts per second) due to the amount of data being recorded, as
it is very I/O intensive. If the 1280 ns information from a single preamplifier
pulse is approximately 50 kB in size, some measurements can record over
several MB/s of data.
Limiting the size of the coincidence window could help with the high I/O rates
from the DAQ, by reducing the number of validated triggers. This means that
any measurements that span a few days, with average rates of ∼100 kB/s, that
requires to be ran in Output as All Masked Channels mode, can take place
without fear of a system crash and loss of data. A balance must be found
however, as having an incorrect timing window can lead to false coincidence
events which will degrade the image quality.
The output nearest neighbour mode provides a good balance if some PSA
techniques are required, and having to deal with rates over 103 cps. However,
the inability to see how charge is shared across all the strips limits the PSA
techniques which can be used for events with multiple interactions.
The information from signals that match the criteria implemented in the V1495
card, such as the raw preamplifer pulse, uncalibrated energy and time stamps,
are sent to a CAEN V2718 card. This information is then transferred to a PC
using a VME to PCI optical link bridge. The connections between the digitiser
cards and the external circuitry such as the PC’s is done optically, in order
to provide electrical isolation. Through this, the information can be used for
instantaneous online analysis, or stored offline for further processing.
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4.4 Digital Data Processing
The relevant data, once collected, is processed using software developed at the
University of Liverpool called MTsort ([82]). MTsort is used in conjunction
with the MIDAS analysis package software.
MTsort interprets the collected data that has been stored on disk, and can
produce user relevant spectra and matrices. It uses a custom programming
language and can also encorporate C-algorithms.
Its primary use is selecting events that are suitable to produce Compton im-
ages from image reconstruction algorithms (see Section 4.5) in a sortcode. The
sortcode is a set of code that is utilised for digital data processing, that inter-
prets the data that was collected and sorts through it to extract user-defined
relevant information. It can optimise the data by applying calibration coeffi-
cients, crosstalk corrections, and define parameters to help with pulse shape
analysis. Conditions on the imaging data can be applied such as defining
single-single interactions.
Figure 4.14: Screenshot of the MTsort software used for the digital processing of data.
MTsort can combine the spectra produced from the individual AC or DC
channels to create an addback spectrum. An addback spectrum is defined
as the summed energy deposited from single pixel events across a detector
face. These can include scatter AC or DC addback and absorber AC or DC
addback. Utilising coincidence events from both AC or DC sides of the two
detectors are known as sum energy or coincidence energy spectra.
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Measurements took place at the start of the campaign to calibrate the detec-
tors. Individual strips are first calibrated in singles mode, and then the system
is utilised in coincidence mode to observe if the calibration has been correctly
applied over a large range of energies. To calibrate the scatter detector, the
energies from a 133Ba and 152Eu source is used.
133Ba decays via electron capture to two excited levels of 133Cs, producing 437
and 383 keV gamma rays as they deexcite to two minor branches, with 160
and 81 keV gamma rays produced when returning to the ground state. K-shell
(Kα,β) X-rays of 30 keV and 35 keV are also emitted from this process.
152Eu can decay via either electron capture to excited states of Samarium-
152 (152Sm) or via β− decay to Gadolinium-152 (152Gd). A large majority
of the gamma emissions used in calibration such as 121.8, 244.7, 1112 and
1408 keV, arise from the 152Eu to 152Sm decay scheme. The 121.8 keV decay
in 152Sm leads to the production of K-shell (Kα,β) X-rays of 40 and 45 keV
energy, coincident with the 244 keV transition from internal conversion. Other
key energies, such as 344 and 778 keV arise from the 152Eu to 152Gd decay
scheme.
For the scatter detector, only the X-rays and lower-energy gamma rays will be
utilised. The energy deposited in a single strip in the scatter detector (DC17)
is shown in Figure 4.15. The figure shows the difference in the number of
counts of various full-energy peaks when in singles or coincidence mode.
(a) (b)
Figure 4.15: Figure showing spectra from a single strip in the scatter detector in (a) singles
mode of 133Ba and 152Eu and (b) coincidence mode of a 152Eu source. Labelled are some
full-energy peaks of interest.
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In singles mode, each strip acts as though it is its own individual detector.
Figure 4.15a shows the measurement used for calibrating the scatter detector
using both sources. More low-energy peaks are present in this spectrum as
photoelectrically absorbed interactions are more likely to be recorded in singles
mode.
Figure 4.15b shows the strip in a measurement of 152Eu in coincidence in output
all masked channels mode. Here, a continuum is observed due to the amount
of Compton scattered events that will be occurring in coincidence with events
in the absorber detector. Only the 152Sm X-rays are present as they will also
be interacting in coincidence with gamma rays in the absorber, and will lead
to unwanted true coincidences and summed peaks in the coincidence energy
spectra.
For the absorber detector, a measurement of 152Eu was taken in singles and
coincidence (output all masked channels) mode. The energy spectrum of the
recorded energy in a single absorber strip (DC 05) is shown in Figure 4.16.
Figure 4.16a shows the spectrum when the detector is in singles mode, record-
ing the numerous gamma-ray peaks produced from the 152Eu decay to excited
states in 152Sm and 152Gd, with the presence of the higher-energy peaks ob-
served.
(a) (b)
Figure 4.16: Figure showing spectra from a single strip in the absorber detector in (a) singles
mode of 152Eu and (b) coincidence mode of a 152Eu source. Labelled are some full-energy
peaks of interest.
Figure 4.16b shows the same strip when the system is in coincidence mode. In
comparison to the singles spectrum, the 121.8 keV full-energy peak is present
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from photoelectrically absorbing in the absorber detector, but the 152Sm X-
rays are no longer observed. It is unlikely that the X-rays would pass through
the scatter detector uninteracted to react with the absorber detector, and to
deposit an energy higher than the defined energy threshold.
The rest of the energy spectrum shows additional peaks absorbing in the de-
tector, from energies such as 244.7 and 344.3 keV, up to 1408 keV. There are
also a few broader areas which do not match energies from the 152Eu source.
These are small Compton continua for the scattering of the various gamma
rays.
The sum of the AC and DC strips on either detector leads to the addback spec-
tra as shown in Figure 4.17. The scatter addback spectrum now includes the
presence of the 121.8 keV full-energy peak. The absorber addback spectrum
includes the Compton continua associated with the most prominent gammas
from 152Eu, but also some full-energy peaks are observed. This is due to the
undesired coincidences of the X-rays. This feature can be prevented with the
inclusion of a thin copper sheet in front of the 152Eu source to shield the
X-rays.
(a) (b)
Figure 4.17: Figure showing the addback spectrum for all events in the (a) scatter DC face
and (b) absorber DC face of a 152Eu source collected in Output all masked coincidence mode.
The influence of the X-rays can also be seen in Figure 4.18. Here, how the
energies from the scatterer and absorber are summed on an event-by-event
basis can be seen.
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Figure 4.18: Matrix showing the scatterer DC addback energies against the absorber DC
addback energies from a 152Eu source in Output all masked coincidence mode. The diagonal
lines show how the summed energies from the scatterer and absorber detectors total some
full-energy peak energies. The vertical line at 45 keV is undesirable coincidences with the
X-ray.
Figure 4.18 shows the scatterer DC energies plotted against the absorber DC
energies in a matrix from the data shown in the previous spectra. The high-
intensity areas on the matrix are representative of the gamma-ray interactions
in both detectors. The diagonal lines show how the summed energies from the
scatterer and absorber total the gamma-ray energies from the decay of 152Eu.
The lower-energy vertical line represents the 45 keV X-ray and its coincidence
with events in the absorber detector.
The energies shown in this matrix, if they fall under the criteria of a fold [1
1 1 1] event, are displayed in a coincidence energy spectrum shown in Figure
4.19. The 162 keV peak to the right of the 121.8 keV peak is the result of
a coincidence event between the 121.8 keV photon and a 40 keV X-ray. The
energies present in this spectrum are what is utilised for image reconstruction.
Additional thresholds were applied for the energies that appear in the coinci-
dence spectrum, with the sum low-energy threshold at 100 keV, and the high
sum-energy threshold at 1500 keV.
Once the data has been processed, a text file is produced stating the x, y
and z positions of an event that deposited energy in the scatter and absorber
detectors. It is written in a format that can be interpreted by the image
reconstruction algorithm. The position of an interaction is considered centrally
within a strip unless PSA is applied (Section 4.4.4).
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Figure 4.19: Figure showing the sum energy spectrum of two tier fold [1 1 1 1] events. This
is an event by event sum of the spectra shown in Figure 4.17.
4.4.1 Energy Calibration
Due to the segmentation of the scatter and absorber detectors, each channel
has to be individually calibrated for energy in order for the coincidence spectra
to be accurately calibrated. Figures 4.15(a) and 4.16(a) show the example
spectra used for calibration in the scatter and absorber.
Due to the thickness of the Si(Li), low-energy gamma rays are needed as a
statistically significant amount of counts must be collected in order to confi-
dently state the presence of a full-energy peak. Any gamma rays of an energy
over 300 keV can take several hours to collect, and that is just on the central
strips. If there was no restriction on time for a measurement, then it would be
beneficial to have an additional full-energy peak for calibration. However, as it
can take several hours or almost a day to collect a few hundred counts, as well
as the computational strain of the numerous other events taken during singles
mode acquistion, then the focus is to utilise gamma rays of energy below 300
keV.
Because of this, the 60 keV peak from 241Am, 80 keV peak from 133Ba and the
low energies and X-rays from 152Eu decay were used. The sources were placed
approximately 20 cm away from the scatter detector face, with count rates of
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over 2000 CPS achieved, leading to over 2 MB/s of data being stored for both
calibrations.
Due to the numerous energies used in the calibration, it is not required to
utilise a few higher energies (such as 244 and 344 keV from 152Eu decay) for
calibration of the scatter detector. The higher energies of 152Eu up to 1408
keV were used to calibrate the absorber and coaxial detectors.
The centroids of the defined peaks were identified, and the channel numbers of
a spectrum were reassigned to an energy by using a quadratic equation in the
form E = ax2 +bx+c, where x is the channel number and a, b and c are coeffi-
cients that can be determined. These coefficients can be utilised in a sortcode
to calibrate the individual channels. Good linearity was observed for both
individual channels and addback spectra, with a conversion of approximately
0.2 keV/channel.
4.4.2 Energy resolution
Through the optimisation of the MWD algorithm from the parameters found
in Table 4.3, the digital energy resolution per channel was found for 60 keV
photons for the scatter detector, and 122 keV photons for the absorber detec-
tor.
The calibrated spectra were exported and fitted using the GF3 program [83].
GF3 is a least-squares peak-fitting program which is used primarily to fit
gamma-ray spectra from semiconductor detectors. It will try and fit a Gaus-
sian curve to a full-energy peak, the FWHM of which will represent the resolu-
tion of the energy peak. Due to the affect of background radiation or Compton
scattering, this may be fit as a skewed Gaussian or a smoothed step function
due to the possible asymmetrical nature of a peak from a higher background
level on the low-energy tail of the full-energy peak. This fit also allows addi-
tional information from the peak to be obtained, such as the net peak area,
which is used for other measurements in this thesis.
Figure 4.20 shows the digital energy resolution for both detectors for cam-
paigns A and B. These represent the measurements that took place in the
Oliver Lodge Laboratory (OLL), University of Liverpool (A) and the Cen-
tral Teaching Laboratory (CTL), University of Liverpool (B). The majority
of strips are within a 0.5 keV difference between the two sets of measure-
ments.
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(a)
(b)
Figure 4.20: Graphs to show how the digital resolution varies with channel number in both
data campaigns (a) for the scatter detector at 60 keV and (b) for the absorber detector at
122 keV.
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Table 4.4: Table showing the average energy resolutions at 60 keV in the scatter detector.
Scatter Detector at 60 keV Average AC Resolution Average DC Resolution
Campaign A 1.54 ± 0.05 1.34 ± 0.06
Campaign B 1.53 ± 0.07 1.35 ± 0.04
The average digital FWHM values for the scatterer strips is found in Table 4.4
calculated from the values shown in Figure 4.20a. These values show an overall
increase from the analogue average FWHM of 1.26± 0.10 keV for the AC strips
and 0.97 ± 0.06 keV for the DC strips, which is to be expected when moving
to digital electronics and the implementation of the MWD parameters. The
uncertainties shown in Tables 4.4 & 4.5 were first obtained from the quality
of the fit applied in GF3 for each strip, with the standard error of the mean
then calculated for the average AC and DC resolutions.
The average digital FWHM values for the absorber strips is found in Table
4.5. A number of the faulty strips found in the analogue measurements found
in Figure 4.5 were consistent with the digital measurements. The energy res-
olutions with and without the inclusion of the outlying faulty strips (AC 11,
DC 01 and DC 11) is included in the table. These values are also greater than
the analogue average FWHM of 2.14 ± 0.49 keV for the AC strips and 1.94 ±
0.49 keV for the DC strips.
The absorber detector shows that the digital resolution degraded slightly when
transferred to the CTL, unlike the scatter detector with the two values within
error.
Table 4.5: Table showing the average energy resolutions at 122 keV in the absorber detector.
Absorber Detector at 122 keV Average AC Resolution Average DC Resolution
Campaign A 2.14 ± 0.44 2.13 ± 0.52
A - without outliers 2.01 ± 0.10 1.88 ± 0.03
Campaign B 2.30 ± 0.51 2.30 ± 0.61
B - without outliers 2.16 ± 0.07 2.02 ± 0.04
Proportional Crosstalk
Crosstalk is a phenomenon caused by the capacitive coupling between neigh-
bouring strips. This causes transient signals to appear in neighbouring strips,
which the MWD algorithm may incorrectly interpret as a real event.
This affects the energy resolution of full-energy peaks due to an undesirable
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affect that arises from charge-sharing across adjacent strips. Transient signals
in neighbouring strips can show small baseline offsets that can be interpreted
as real energies. These baseline offsets can also be summed with real sig-
nals, leading to a higher signal and an incorrectly calculated energy. With
proportional crosstalk, the baseline shift increases linearly with energy.
When mulitple fold events are analysed, crosstalk effects become prominent.
Energy peaks on a spectrum show a ‘double-peaking’ effect where a single
energy full-energy peak should be present. This double-peaking can be seen in
Figure 4.21 and is more prominent at higher energies. As can be seen in the
figure, which shows the summed energy spectrum from 152Eu, three prominant
energies have been shifted to a higher energy due to crosstalk on the absorber
AC face.
To correct for this, adjacent and non-adjacent strips are compared for multifold
events. With non-adjacent strips, the crosstalk effect is not observed, and the
peak is observed at the correct position after calibration. The adjacent strips
will show the peak shifted at a higher energy. The difference between the
centroid positions of these two peaks is taken for a range of energies.
A graph of the energy shift against the literature energy of the gamma rays
will show a linear relationship as shown in Figure 4.22. The values from the
gradient and the intercept of the straight line are applied to the shifted energy
through the following equation:
EC = E(1 +m)− c (4.1)
Figure 4.21: Spectrum showing the affect of proportional crosstalk on the absorber AC face
from a measurement of 152Eu in output all masked coincidence mode.
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Where EC is the corrected energy after the coefficients have been applied to
the energy, E, and m and c represent the gradient and y-intercept respectively.
Values will be applied to fold 2 events both in the scatterer and absorber for
both AC and DC, and for fold 3 events in the absorber AC and DC sides.
If the values are applied incorrectly, this can still lead to a broadened energy
peak. The crosstalk correction for higher-fold events is implemented in the
sortcode.
Figure 4.22: Graph showing how the crosstalk correction factors can be determined from
analysing the gradient and y-intercept of the energy values plotted against the shifted energy,
due to proportional crosstalk observed in the absorber AC and DC faces.
4.4.3 Event Processing
During the digital data processing of a measurement, pulses have to pass
certain conditions in the sortcode in order for events to be selected for imag-
ing. The breakdown of interactions from the measurement of two 137Cs point
sources at a standoff distance of 45 cm (the same measurement used for Figure
4.10) is shown in Table 4.6.
The first line of Table 4.6 shows the total number of interactions that take
place within the detectors that initially pass the CFD thresholds set in the
V1495 card, and is assigned an energy as governed by the MWD algorithm.
If a signal exceeds the CFD threshold, then all the signals from the channels
are recorded.
The second line compares the MWD values with the BLD algorithm to confirm
if the registered interaction is classed as a real fold, i.e. a true interaction. This
value is inclusive of interactions in all three detectors, with the breakdown of
the number of real interactions in each individual channel within a detector
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shown in Table 4.6. For example, the value of 1 737 231 interactions in the
scatter detector could be broken down further into 879 244 real interactions
on the AC channels, and 857 987 interactions on the DC channels. Similarly
with the absorber detector, the 2 333 240 interactions in the absorber detector
could be divided into 1 220 640 real interactions on the AC channels, and 1
112 600 on the DC channels.
Table 4.6: Breakdown of the number of events used at each stage leading to image recon-
struction.
Parameter Number Percentage (%)
MWD interactions passing an energy threshold 4 719 403 100.0
Real fold interactions (Total) 4 119 979 87.3
Real Interactions - Scatterer 1 737 231
Real Interactions - Absorber 2 333 240
Real Interactions - Coaxial 49 508
Total number of two tier events 912 268 19.3
Total number of three tier events 49 508 1.0
Fold [1 1 1 1] two tier events 258 941 5.5
Imageable Events 245 330 5.2
Energy gated events for image reconstruction 11 605 0.3
An event considers a number of interactions that occur between the scatter
and absorber detectors within a defined amount of time. The interactions
that deposit energy in both the scatter and absorber detector only, within the
defined coincidence window and regardless of fold, are considered as two-tier
events. It can be seen in the table, that this is just 19.3 % of the original
number of MWD interactions that passed the energy threshold. However,
these events are incorporating the AC and DC interactions that are included
in the real events of both detectors, so it is not exactly an 80 % loss of useable
events.
Two tier events that interact with one AC and DC strip on each detector are
broken down further into Fold [1 1 1 1] events. These Fold [1 1 1 1] events
will be utilised in the image reconstruction (the process of which is described
in Section 4.5). The difference between these events and the Imageable Events
shown in Table 4.6, is the addition of an energy gate applied by the user in
the sortcode when the data is being processed.
The data that is suitable for Compton imaging is then filtered through an
additional energy gate during the image reconstruction process to observe full-
energy peak events in the reconstructed image. The larger the energy gate,
the larger percentage of events that can be used, however this can affect the
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quality of the image. As can be seen in Table 4.6, these events only amass to
0.3 % of the initial interactions that initially passed the threshold criteria. The
ratio between the gated events and the imageable events is also comparable to
the peak-to-total value in the energy spectrum.
Another way of increasing the number of events that can be used in the final
image reconstruction is to utilise multifold events. However, being able to
successfully classify an event that has interacted multiple times is difficult
and could lead to the incorrect positioning of the gamma ray to be used in
image reconstruction. Methods to include fold-2 events are currently being
investigated to increase the efficiency of the GRI system.
For this reason, only fold [1 1 1 1] events are considered in this thesis. It will
be detailed if the coaxial has been enabled for it to be a 2-tier or 3-tier event.
Tables such as the one shown above will be included for each measurement in
this thesis, and a further breakdown of the interactions is shown in Appendix
B.
4.4.4 Pulse Shape Analysis
Recent data campaigns with GRI+ have implemented the use of Pulse Shape
Analysis (PSA) techniques. Before PSA techniques were introduced, inter-
actions were assumed to take place centrally within voxels in the front two
detectors. With the size of each voxel, 5.5× 5.5× 8 mm3 for the scatterer and
5.0× 5.0× 20.0 mm3 for the absorber, assuming a central interaction leaves a
large degree of positional uncertainty.
Section 3.3 describes how the energy deposited in detectors can be used to
reconstruct a cone in Compton imaging. The points of interaction between de-
tectors form the vertex of the cone (see Section 4.5.1 on image reconstruction).
Where these cones overlap leads to the location of the radioactive source. The
positional uncertainty will therefore affect the reconstruction of these cones
and result in a significant error in cone overlaps.
Two different PSA techniques have been used with measurements involving
GRI+; parametric and database. Parametric PSA is what is described in
this section for improving the XYZ positions. It is used in this thesis as it
is an efficient and quick method to improve the positional resolution. For
the measurements taken in this thesis, the quick obtaining of values is ideal
in possible offsite scenarios where knowledge of the source location would be
required quickly.
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Database PSA is a new method that is currently being implemented. This
offline technique matches preamplifer signals from interactions to an online
database, which includes simulated pulses from a large number of known posi-
tions. However, depending on the amount of data that is collected, the time it
takes to compare all the signals can be as long as days. Therefore the method,
whilst offering improved position resolution, is too time consuming for this
work.
Parametric XY-PSA
In Section 3.2.2, the Shockley-Ramo theorem introduces how charge can be
induced through the movement of charge carriers. By analysing the amplitude
of these induced charges, the position resolution can be improved. As the
scatterer and absorber detectors have orthogonal strips, the position can be
improved in both X and Y.
In Section 4.2.2, the three signals that can be processed in data acquisition
were described. Consider an interaction that occurs centrally within a strip,
producing a sample of the real signal over 1µs. The induced transient signals
on the neighbouring strips over the same period should amount to charges
of equal amplitude, as shown in Figure 4.23a. However, if the interaction is
closer to one neighbouring strip than the other, as seen in Figure 4.23b, then
the collected image charges will be asymmetrical in nature.
(a) (b)
Figure 4.23: Figure describing how the image charges are induced on neighbouring strips
when a gamma-ray interaction occurs (a) centrally or (b) shifted to a neighbouring contact.
The difference in the magnitudes of the area of the image charges can be
described by an asymmetry term, A, and can be represented by the following
equation [84]:





In Equation 4.2, A1 and A2 represent the areas of the induced charges to the
left and right of the real signal respectively, as shown in Figure 4.23b. The
value of A will fall between 1 and -1. The closer it is to 0, the more central the
point of interaction was within the strip (these values are scaled to be used
with the MTsort codes).
Figure 4.24 shows an example distribution of asymmetry parameters for one
strip. The distribution can be divided into 5 segments of equal area to improve
the lateral position resolution by 5, reducing the scatterer resolution to 1.1
mm from 5.5 mm, and the absorber resolution to 1.0 mm from 5.0 mm . The
uncertainty associated with this technique has been investigated in previous
work, [84], and found that over 78 % of events are either identified correctly
or within error of one sub-strip.
The asymmetry terms can vary from strip-to-strip. Similar to how energy
calibration is required due to the small variations in the gain of the preampli-
fiers, the asymmetry parameters must also be calibrated in order to produce a
distribution unique to that strip. To calibrate the two detectors, the readout
mode of output all masked must be applied in order to observe the signals
from neighbouring strips. A 152Eu source was placed approximately 10 cm
away from the scatter detector face. Only Fold 1events are used for the cali-
bration.
Figure 4.24: Figure describing the distribution of asymmetry values. The dashed lines show
how the distribution can be segmented and represent a specific position on a strip.
For each strip, 4 values are defined which represent the boundaries observed
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in Figure 4.24 to separate the distribution into 5 sections. These values are
implemented in the .C code, which is called by the MTsort codes. In further
measurements, the position of interaction can be determined by comparing
against these values. Figure 4.25 shows the asymmetry distributions in the
DC absorber strips collected from the calibration measurement. The slight
variations between strips can be observed in the figure.
As can be seen from Figure 4.25, strips DC01 and DC12 do not show an
asymmetry distribution. This is because they are edge strips. Edge strips
don’t have a parameter as they do not have two adjacent strips, therefore the
point of interaction can be assumed to be central. A different approach can
be adopted however by looking at the single induced image charge on the one





In this equation, AL/R represents the area of the single image charge found
on the left (L) or right (R) of the hit strip. Eγ is the energy deposited by a
gamma ray in that interaction. As detailed here, [84], this technique provides
approximately the same uncertainty as the original asymmetry approach.
Figure 4.25: Figure showing the asymmetry distributions for the absorber DC strips. DC01
and DC12 have no distributions as they are edge strips.
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Parametric Z-PSA
Unlike XY-PSA, Z-PSA utilises the time it takes for the charge carriers to
traverse to the detector electrodes to produce the real signal. The time it takes
to reach the electrode will vary depending on the location of the interaction
within the crystal. This difference in time will be reflected in the induced
signal.
Z-PSA was only implemented for the absorber detector, as the 20 mm depth
leads to the largest degree of positional uncertainty. Z-PSA for the scatterer
is currently in development to further improve the position sensitivity. It is
currently difficult to implement these techniques in the scatter detector due to
its smaller depth in comparison to the absorber detector. Because of this, it
is difficult to identify significant differences across the depth of the scatterer,
and therefore it can’t be divided accurately into smaller sections.
Z-PSA is largely dependent on the risetime of a preamplifier pulse. The rise-
time is a term which describes the time it takes for a signal to reach a particular
percentage of its amplitude. A 1 µs sample of the preamplifier pulse is taken
focusing on the area of the pulse where it reaches its full amplitude. The
preamplifier pulse is shown in Figure 4.26. Only 0.5 µs of the sample is shown
in this figure to improve the clarity of the image.
Figure 4.26: Diagram of the risetime of a pulse reaching 10 %, 30 %, 50 % and 90 % of its
full amplitude. The time it takes for the pulse to rise from t10 to t30 is referred to as T30,
likewise the time it takes to rise from t10 to t90 is referred to as T90.
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From this sample, the time it takes for a pulse to reach 10 %, 30 %, 50 % and
90 % of its full amplitude can be determined, also shown by Figure 4.26. This
1 µs segment of the pulse is also what is utilised for the BLD algorithm as
stated in Section 4.2.2.
The difference between 90 % of the pulse amplitude (t90) and 10 % of the pulse
amplitude (t10) is chosen over the true beginning and end of the pulse. This is
because these values provide a better reflection of the true signal, allowing the
charge collection time to be determined with less uncertainty, and reducing
the signal-to-noise found at the baseline and magnitude of the signal. Other
risetimes are calculated relative to t10, as shown:
T90 = t90− t10 (4.4)
T50 = t50− t10 (4.5)
T30 = t30− t10 (4.6)
Three techniques for determining the Z-position of the interaction were inves-
tigated to find which produced the greatest improvement in image resolution
[85], with the methodology of the three techniques explicitly detailed. A sum-
mary of the three techniques is found below.
Z-PSA1 - T30 vs T90 gates
The absorber detector can be divided into volumes dependant on the risetime
values. The depth of the absorber could be split into three discrete sections,
with a gamma-ray interaction of an unknown position localised to one of the
three sections by analysing the risetime of the preamplifier signal.
The T30 risetimes across each mm depth were determined, however, it was
difficult to divide it further due to the similarity of signals and a lot of overlap
between depths. Therefore, rather than utilising a single risetime to represent a
single mm position, grouped distributions could allow for segmentation.
From this, the three sections of the detector depth were segmented into 1 - 4
mm, 5 - 13 mm and 14 - 20 mm. Further precision could be deduced from
applying the same technique to the T90 risetimes. The three sections were
segmented to 0 - 7 mm, 8 - 14 mm and 15 - 20 mm.
Using these gates for the T30 and T90 risetimes, a plot of the T30 risetimes
against the T90 times produces a characteristic ‘tick’ distribution from the
areas of higher intensity, as shown in Figure 4.27 for both the AC and DC
faces. The figure shows four plots of the T30 v T90 risetimes for a single
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absorber AC strip. The first plot shows the full set of T30 vs T90 risetimes
across the entire depth of the absorber detector. The additional three show
how the risetimes can be segmented into regions which represent a grouped
depth position, shown by the areas of higher intensity. An interaction in an
unknown position within the absorber can therefore be compared to the various
regions shown in Figure 4.27 to determine an interaction position.
Figure 4.27: Plots of the T30 vs T90 risetimes for a single absorber AC strip, reproduced
from [85]. The first plot shows the full set of risetimes across all depth distributions, with
the additional three comparing the regions of risetimes that represent three detector depth
locations.
Z-PSA2 - Risetime correlation
A disadvantage to Z-PSA1 is the ability to only segment the absorber depth
to three different segments due to the imprecision of separating risetimes at
smaller depths. If the absorber depth could be divided into more sections,
improving upon the three determined by the Z-PSA1 technique, this would
further improve the position sensitivity of an event.
To try and improve upon this method, the risetimes collected on one face of
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the absorber detector were compared to the risetimes collected on the opposite
face. If an interaction occurs closer to one face than the other, there will be a
difference in the charge collection time due to the amount of distance travelled
within the crystal. This will be reflected in the T30 and T50 values.
The T50 values measured at the DC side were subtracted from the T50 values
measured at the AC side, and likewise with T30 values on an event by event
basis. A correlation was observed between the subtracted values and the depth
of the absorber detector as shown in Figure 4.28. The figure shows two plots of
the T30 subtracted values and the T50 subtracted values. This correlation can
be gated upon to segment the absorber into five different sections; 1 - 4 mm,
5 - 8 mm, 9 - 12 mm, 13 - 16 mm and 17 - 20 mm. This method allows for a
more equal segmentation of the absorber detector compared to Z-PSA1.
Figure 4.28: Plots showing the T30 AC -T30 DC (top) and the T50 AC - T50 DC (bottom)
distributions. Reproduced from [85]. Due to the correlation between the values and the
absorber depth, the plot can be divided into five sections as shown by the additional lines.
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Z-PSA3 - Chi-squared Minimisation
The final method estimates the position of an interaction by comparing the
risetime of the event to known risetimes at each depth in the detector. The
absorber detector had been previously mounted on a scanning table, utilis-
ing a 1 GBq collimated 137Cs source to create a 60 × 60 × 20 matrix at 1
mm increments of known detector responses, to create a relationship between
interaction position and the signal risetime produced [77].
The average risetimes, including T30, T50 and T90 values on the AC and DC
faces, could be plotted at 1 mm increments as determined from the scan. The
average AC and DC risetimes for the different depth positions is shown in
Figure 4.29.
When an interaction takes place in an unknown position, the risetime of the
signal is then compared to the average values as shown in Figure 4.29 using a
chi-squared minimisation method. From this method, a best estimate can be
determined to identify the depth of the interaction. This method is able to
provide a position resolution of 1 mm in the z-depth as the pulses arise from
the 20 increments from the collimated scan.
Figure 4.29: Figure showing the average AC and DC pulses from each 1 mm step through
the detector depth. Reproduced from [85].
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This method was found to be more sensitive within the main bulk of the
detector crystal. The interactions that occur close to the AC or DC faces (1 -
3 mm and 18 - 20 mm depths) have slight deviations in the risetimes, and are
therefore difficult to differentiate, as can be seen from the thicker lines shown
on Figure 4.29 showing the overlap of depths.
The effect of the three different PSA techniques on the quality of the produced
images is found in Section 5.2.
4.5 Image Reconstruction
After the experimental data has been processed, the sortcode used in Section
4.4 produces text files which detail the x, y and z positions of interactions
within the two detectors, and the energy deposited at those interactions. These
positions are described on the Z-coordinate plane, where Z = 0 is the back of
the absorber crystal (as seen in Figure 4.30a).
These parameters are what is required for image reconstruction. Two im-
age reconstruction algorithms are utilised which interpret the data collected
from GRI+ to produce Compton images. The analytical code is a filtered
back-projection technique which is the basis of the majority of reconstructed
images used in this thesis. The second is a maximum-likelihood expectation
maximisation (MLEM) iterative code.
(a)
(b)
Figure 4.30: Schematic diagrams showing (a) how a Compton cone is produced from the
points of interaction between the two detectors and (b) Projection of the Compton cone
onto a slice. The cone is divided into a given number of points per angular degree of the
cone.
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4.5.1 Analytical Code
An analytical image reconstruction algorithm designed at the University of
Liverpool [86] was utilised for the reconstruction of Compton data from simula-
tions or experiment, utilising the methodology of back projection of cones.
Using the positions from the text file, the analytical code uses trigonometric
relationships to produce a cone, which is projected into the imaging space.
The two points of interaction between the two detectors forms the vertex of
a cone as shown in Figure 4.30a and the angle θ representing the angle from
Compton scattering as described by Equation 3.32, and E1 and E2 represent
the energy deposited in the respective detectors.
As can be seen from Figure 4.30a, inaccuracy on the position of interactions
within the detectors will lead to the incorrect reconstruction of the Compton
cone. Any significant uncertainties on the x, y and z positions will therefore
degrade the image quality. This is why the development of PSA techniques as
detailed in the previous section is important for Compton imaging.
Once the cone has been constructed, the radioactive source can be identified
anywhere along the annulus of the cone. With multiple interactions, more
cones are produced. The location of the radioactive source can be located
where the cones overlap. Cones can either be projected into a 3D imaging
space, such as a cube, or alternatively onto a spherical surface [87] as shown
in Figure 4.31.
Figure 4.31: Figure showing multiple Compton cone projections onto a unit sphere [88].
The disadvantages of the previously mentioned techniques are that the 3D
cube imaging space is very intensive computationally, and is therefore a time-
consuming process. Projecting onto the spherical surface does not provide
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any information on the distance of where the source is located, which is a
requirement in decommissioning scenarios.
Therefore for the analytical reconstruction code, the cones are projected into
a 2D cartesian imaging space of which a slice can be taken at a given Z-
position, as shown by Figure 4.30b. The Z-position of a slice differs from the
source-to-detector distance. Whereas the source-to-detector distance measures
the distance between the source and the face of the scatter detector, the Z-
position is relative to the back of the absorber crystal. This Z-position will
therefore change if the separation between the cryostats is altered.
In this work, the source-to-detector distance is known from the experimental
set-up of the measurements. This distance is then translated into a Z-position
based on the information detailed earlier. However, in scenarios where the
location of the source is unknown, then a different technique can be utilised to
determine the optimum Z-slice to use for imaging. The maximum number of
cone overlaps in individual slices can be analysed over a range of distances, with
slices being analysed at 1 mm precision. The location of the greatest overlap
can provide an indication of an estimated source location. This method does
not work at standoff distances of more than 30 cm however [89].
The images are reconstructed using a Filtered Back Projection (FBP) algo-
rithm. FBP utilises a combination of unfiltered backprojection and ramp fil-
tering procedures. Standard backprojection of profiles leads to blurring or the
prescence of artefacts within an image. The ramp filter is a type of high-pass
filter that is able to remove blurring from an image by removing low-frequency
statistics. Therefore, the filtering of each profile modifies the information to
produce a sharper image [90]. The profiles received from data acquisition are
referred to as forward projections.
If a slice through imaging space is taken, according to the Z-position or the
source-to-detector distance, then a 2D image will be produced showing the
number of cone overlaps. This image is known as the Compton Image (Figure
4.32a).
The quality of the data shown in Figure 4.32 can be improved by altering
parameters that can be varied in the imaging application interface [91]. Figure
4.33 shows a screenshot of the user interface.
Firstly, as shown in Figure 4.33, is which type of reconstruction algorithm the
user would like to use. This gives the option of the analytical reconstruction
or alternative iterative reconstruction algorithms.
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Figure 4.32: Screenshot showing the reconstructed image matrix and intensity profile, along
with application of a combined Gaussian and Lorentzian fit to determine the FWHM from
the imaging application.
Figure 4.33: Screenshot of the application used to implement the analytical image recon-
struction code [91].
The image space size defines the size in pixels in the X and Y direc-
tions for the reconstructed image. The larger the image size, whilst taking
slightly longer in time to reconstruct, provides a better description of the
background.
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The distance of source, if known by the user, is also input here. As described
earlier, this is then translated to a Z slice in which the reconstructed image is
shown.
The cryostat separation is also known by the user, based on the geometrical
set-up of the detector system as described in Section 4.1. This value is set as
5.5 mm for the measurements in this thesis, based on Table 4.1.
The following parameters can help improve the quality of the reconstructed
image:
Points per degree - The algorithm moves around the cone in 1 degree in-
crements (Figure 4.30b). At short standoff distances, these points look like
a continuous line, but at larger standoff distances, then the separation be-
tween points is clear, and therefore the point of overlap between cones can be
difficult.
Image Space Compression - Also known as compression factor. The num-
ber of mm per bin can be changed to help group events
Energy Gate - An upper and lower-energy threshold can be applied to the
‘sum energy’ which is the total energy deposited in the system (whether it is
two or three tiers).
The imaging application also allows the user to see a slice through the 2D
image, through the point in which the maximum number of cone overlaps
is found in X and Y. Depending on the source being imaged, a fit can be
applied to the slice to determine the FWHM of the image. Producing this
fit is important as the point with the maximum number of cone overlaps
should occur where the source position is. This can allow the identification
of the source position in X and Y. As described in Section 3.3.2, a combined
Lorentzian and Gaussian fit is applied to the image slice as shown in Figure
4.32.
The imaging application can also implement the use of additional frequency
filters to the reconstructed image. High-pass and low-pass filters are com-
monly used in image processing to reduce noise and enhance the quality of the
image.
The filter of most benefit to the reconstructed Compton images is the high-pass
filter (HPF). This is because the true source will have a high-frequency of cone
overlaps, whereas the lower number of cone overlaps are seen as low-frequency.
The HPF can therefore remove these low-frequency overlaps to focus on the
true signal. This must be optimised to avoid the presence of any artefacts
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within the image. This is achieved by the user applying a cutoff frequency.
Signals that pass this cutoff frequency value will be included in the image,
with any signals with frequencies lower than this value attenuated.
The optimum parameters to be used for the image reconstruction are described
in Chapter 5. The effect of the HPF on the quality of the reconstructed images
is also found in Section 5.2.1.
4.5.2 Iterative Code
Similar to the analytical code, the iterative code analyses the output text file
produced from MTSort. The parameters that are described in the previous
section are again defined by the user before reconstructing the image.
The iterative reconstruction code used is a Maximum Likelihood Expectation
Maximisation (MLEM) method [92]. It is implemented in C++ and uses
ROOT. ROOT is an open-source data analysis software that can allow for the
evaluation of large sets of data [93]. Its principle is to find the ideal image
through sucessive estimates.
The first step of the MLEM code is to produce an initial primary image which
is comparable to the image reconstructed using the analytical code. This is
considered to be the first estimate. A sequence is then started for the first
iteration. The iterative code can include the physics of the detector system
through a system matrix. The initial estimate is given by allocating, with equal
likelihood across the system matrix, a set of forward-projected cones through
the imaging-space to create artificial data. The sytem matrix describes the re-
lationship between the image space and the projection space. Each element of
the system matrix is given equal probability of detecting the incoming photon.
The uniform system matrix could be problematic when investigating sources
of the same activity, or distributed samples. These problems will be explored
in this thesis in Section 5.2.2.
This data is then correlated to the measured data and subsequent corrections
are made by calculating the difference between the previous estimate, and the
true projection data. This difference is also included in the new estimate and
repeated for all events in the user assigned array (for example 500× 500× 500
pixels). Successive estimates are then taken to give a projection of the initial
object.
The user can define the number of iterations to take place, however this can
take a lot of computational time. The total number of events and the defined
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imaging space can also largely affect the time it takes for the iterations to be
constructed.
Unlike the imaging application which has been created for the analytical code,
there is no direct image output from the iterative algorithm. The outputs
from the iterative code does not provide a detailed image matrix nor intensity
profiles. Instead, the files are read by the ImageJ software [94], which can




In industrial measurement environments, such as those detailed in Section
2.3.1, Gamma Imaging systems are required to collect data at large standoff
distances (1 - 5 m) and in the presence of scattering material such as concrete.
This thesis will investigate the feasibility of using the GRI+ Compton Camera
in measurements similar to those described earlier, and identify if there are
any limitations from imaging and analysing 137Cs data with scattering media
or at large standoff distances.
As stated in Section 4.4.2, the measurements were split across two locations
on the University of Liverpool Campus. The measurements summarised below
took place at the Oliver Lodge Laboratory, University of Liverpool, as a basis
for measurements due to the low levels of background radiation.
137Cs Point Source Measurements
A set of measurements with two 137Cs point sources of similar activity at
varying separations, and two 137Cs point sources of different activity at varying
separations took place to evaluate the imaging performance of GRI+ at a
defined distance, and the response of the system where the extended source
will be located.
137Cs Extended Source Measurements
Measurement of a 137Cs non-uniform distributed sample at a defined distance,
with and without the presence of scattering material in the form of a concrete
wall. Industrially relevant for contamination scenarios.
Ingress of radiation in concrete
Measurements with a high-activity 137Cs point source with varying thicknesses
of concrete material, to determine if the thickness of material the radiation has
attenuated through can be identified. Industrially relevant for contamination
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scenarios.
The benefit of having GRI+ on a cart system allowed for the first set of
measurements to be taken ‘offsite’. This was to test the ability of GRI+
to work as a fully standalone system, as well as to assess how the system
would perform after transferring to a new location. The new location was at
the Central Teaching Laboratory, University of Liverpool, in a room which
contained a significant amount of background radiation due to the presence
of two high-activity AmBe neutron sources and multiple laboratory-standard
gamma sources. The measurements that took place in this campaign are
summarised below:
137Cs Point Source Measurements at a large standoff distance
Point source measurements at varying standoff distances allowed for the an-
gular resolution of GRI+ to be investigated, as well as the overall ability of
GRI+ to measure radioactive sources at a maximum distance of 2.5 m.
Effect of background radiation on measurements
Repeat of a selection of the measurements taken in the first data campaign
to identify if the larger level of background radiation has had a significant
affect on the quality of results, by comparing them with the previous set of
data.
Detailed descriptions of each measurement will be explained further in the
relevant sections of this chapter.
5.1 Experimental Procedure
The response of the detector system over a range of positions was investigated,
due to the requirement of gamma imaging systems being able to collect data at
a large range of standoff distances. The measurements detailed in this thesis
involved the positioning of point and extended 137Cs sources between the range
of 44 cm and 250 cm away from the scatter detector face. Due to the frame
of the cart system, if it was pushed against something, such as a wall in an
offsite measurement, then 44 cm is the minimum achievable source-to-detector
distance to measure a source of contamination. This set-up is shown in Figure
5.1.
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A platform was used as the basis for measurements in the campaign. The cart
was pushed as close to the platform as possible, allowing for the edge of the
platform to align with the source-to-detector distance of 44 cm. The platform
was also used as a stable stand to support multiple concrete bricks for the
scattering experiments, and to also help align sources to the y = 0 position.
Sources were positioned 20.7 cm above the surface of the platform to allow it
to align with y = 0 as shown in Figure 5.1.




Figure 5.2: (a) Schematic diagram showing the cartesian co-ordinate system relative to the
scatter detector face (b) Photograph of the laser guide in the intended position of a point
source, and aligning it to the central axis of the scatter detector.
In the reconstructed imaging space, the (x, y) coordinates of the centre of the
scatter detector face are defined as (0, 0) as shown in Figure 5.2a. Recon-
structed images are then created with the centre of the image also being (0,
0). This central position of (0, 0) is found to produce the maximum imaging
CHAPTER 5. RESULTS AND ANALYSIS 118
efficiency [95], so sources are usually positioned at (0, 0) for this reason. Po-
sitioning sources here also has the added benefit for allowing the inclusion of
additional objects on the reconstructed images by positioning them relative to
(0, 0). This is seen in images where the scatter detector face, or the concrete
wall have been overlaid onto the image.
Due to measuring at a minimum standoff distance of 44 cm, aligning to the
central axis could lead to a significant positional uncertainty. Therefore a laser
guide was used to make sure any sources were placed as close to the origin of
(0, 0) as possible (Figure 5.2b ).
Once the sources were in position, the MIDAS data aquisition parameters were
set. Firstly, the MWD parameters that were detailed in Table 4.3 are applied
to the V1724 digitisers to provide the energy in data collection. The V1495
settings are also applied, with the coincidence window of 325 ns set, the AC
sides for the two detectors were defined as the triggers, and the readout mode
was set as output as all masked channels.
Once the measurement has started, the data collection can be monitored
through an online, live analysis of the data. Through this live analysis, the
measurements can be supervised to check that nothing is going wrong with the
data acquisition. To check that the DAQ system is functioning as it should
be, the readout of all 48 strips (if utilising the coaxial detector) is checked. In
output as all masked channels mode, all 48 strips should be recording data. If
this number is less than 48, then an issue during the data acquisition can be
identified.
If the data acquisition is running smoothly, we can obtain a realtime read-
out of spectra. By observing the coincidence energy spectra, identification
of radioactive sources present in the measurement can be achieved in a short
space of time, depending on the activity of the source (a couple of minutes
for kBq sources). Determining if there is a sufficient amount of events to be
used for image reconstruction can also be done by observing the net areas of
full-energy peaks of interest in these coincidence spectra. An amount of 10,
000 counts in the 662 keV full-energy peak region was required for all the
measurements recorded in this thesis, as a minimum statistical value in order
to obtain high-quality reconstructed images
Post-analysis of the data through the MTSort program produces output text
files which contain the x, y and z positions of interactions, and the energy
deposited at those interactions. This can then be inserted into the analytical
image reconstruction application (Figure 4.33).
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Knowledge of the source-to-detector distance is required in order to reconstruct
the image. The distance is translated to a Z-slice from the sortcodes, as Z = 0
is the back of the absorber detector crystal, and source-to-detector distances
are measured from the front of the scatter detector face. For the measurements
described in this chapter, the source-to-detector distance is known. This can
be an issue however for characterisation scenarios when there is radiation in
an unknown location.
As mentioned in Section 4.5.1, this can be resolved my taking multiple slices
across a range of distances where the source is predicted to be. This method
was first discussed here [89], where the optimium slice in the Z-direction can
be determined through observing the pixel with the maximum number of cone
overlaps for each slice. This method is implemented in the imaging application
and has been tested for near-field measurements. However, this method has
not been investigated for extended sources, or through the attenuation through
material.
A quick investigation of this method at large standoff distances found that the
estimated position was always a significant underestimation that fell within
the region of 25 - 35cm, no matter the source-to-detector distance. Further
optimisation of the process is therefore required before this method can be
used to determine the source-to-detector distance for image reconstruction in
an industrial setting.
As stated in Section 4.5.1, the following parameters can affect the quality of
the image produced; the applied energy gate, compression factor and points
per degree.
Figure 5.3 shows the coincidence energy spectrum produced from a 15.7 MBq
137Cs source positioned 68 cm away from the scatter detector face. The co-
incidence spectrum shows all the fold [1 1 1 1 0] events which can be utilised
in the image reconstruction of a 137Cs source, without any PSA techniques
implemented. By applying an energy gate around the full-energy peak of in-
terest, in this case the 662 keV full-energy peak from 137Cs, the source can be
located.
The width of the applied energy gate is important, as having it too narrow
(± 1 keV) around the energy of interest can lead to a lack of statistics and a
poor quality image as there will be fewer cone overlaps. Alternatively, having
too wide a gate (± 20 keV) can lead to events that are not of interest in
the reconstructed image, leading to a larger image resolution. By observing
the coincidence energy spectrum, a sensible energy gate can be applied which
incorporates the events within the full-energy peak of interest.
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Figure 5.3: Spectrum showing what events are used in a reconstructed image when an
energy gate is applied to the sum energy. The red part shows what events are selected for
the image, where the lower and upper energy thresholds were 658 and 666 keV respectively.
Figure 5.4a shows the reconstructed image produced when no energy gate is
applied and all the events in the spectrum are used. As can be seen, there is a
lack of clarity in the image that is produced. Whilst a source can be observed,
it is not truly localised. If a profile of this image slice was to be found, it would
be difficult to state the source location due to a large signal-to-noise, making
it difficult to discriminate the true source position.
(a) (b)
Figure 5.4: Comparison of the analytical image produced from a 137Cs point source posi-
tioned at a distance of 68 cm, utilising fold [1 1 1 1] events and without any PSA techniques
applied. The images show (a) without and (b) with an energy gate applied between the
energies 658 - 666 keV for a 662 keV full-energy peak. The number of events used for each
reconstruction is shown in the top-left of each image. The black circle in the centre of each
image represents the size of the scatter detector face relative to the image. The compression
factor is 1 mm/bin.
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As shown in Figure 5.4b, when the energy gate is applied the events selected
in the image reconstruction are solely from the full-energy peak. The upper
and lower thresholds for the energy gate where chosen to utilise as many
full-energy events as possible. Because of this, the lower and upper energy
thresholds applied were 658 and 666 keV respectively. Applying an energy
gate is also beneficial when multiple different radioisotopes are present.
For image reconstruction, the default compression factor of 1 mm/bin is usu-
ally assigned for measurements at a short standoff distance (less than 30 cm).
At these larger standoff distances however, a compression factor of 1 mm/bin
is undesirable as there is a limited number of statistics available for image
reconstruction. With multiple sources, this can make the data too dispersed,
and therefore difficult to distinguish the presence of multiple sources.
Whilst we can discern from Figure 5.4b that a source is present, the number
of counts divided across the multiple pixels can leave a noisy image slice, as
shown in Figure 5.5a. The large fluctuations in the slice can make it difficult
to determine where the true centroid position is located, and as a result, the
location of the radioactive source relative to x and y.
(a) (b)
Figure 5.5: Intensity profile produced from a slice of an analytically reconstruced image of
a 137Cs point source, utilising fold [1 1 1 1] events and without any PSA techniques applied.
a) The slice with a compression factor of 1 mm/bin b) The slice with a compression factor
of 3 mm/bin.
By increasing the compression factor value, data points will be assigned to
wider bins. This causes a smoothing to the profile, as shown by Figure 5.5b,
which shows the difference when the compression factor is increased to 3
mm/bin. The number of events for the image remains the same, however
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there is an increase in the number of cone overlaps found in that image slice,
shown by the y-axis values in Figure 5.5.
Figure 5.6 shows how the maximum number of cone overlaps found in an image
slice, such as those seen in Figure 5.5, varies with the percentage of events used
to reconstruct the image. The graph is a result of changing the percentage of
gated events shown in Figure 5.4b. How the number of cone overlaps change
with the compression factor of the image is also observed. As can be seen from
Figure 5.6, a linear relationship can be observed between the two.
Figure 5.6: Graph showing the linear relationship between the number of events used in the
analytical image reconstruction, and the maximum number of cone overlaps found in that
image slice for compression factors of 1 and 3 mm/bin. The results were obtained from the
analytical reconstruction of a 137Cs point source positioned 68 cm away from the scatter
detector face. Fold [1 1 1 1] events were used without any PSA techniques applied.
Therefore, it can be assumed that the more full-energy peak events that are
obtained during a measurement, the increased number of cone overlaps will be
seen in the reconstructed image. By having a higher number of cone overlaps,
a higher quality reconstructed image will be produced.
As explained in Section 4.5.1, the number of points per degree (PPD) can
also affect the quality of the image resolution. At larger standoff distances,
the overlaps of cones when set to the default parameter of 1 PPD is rare,
resulting in an imprecise representation of where the radiation ‘hotspot’ is.
Therefore, by assigning more points per degree of the cone, there is an increased
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probability that overlaps of cones will be observed at large stand off distances,
as shown by Figure 5.7.
There reaches a point however, where increasing the PPD beyond a value of
10 makes little difference to the quality of the image. Similarly, at shorter
standoff distances, increasing the PPD does not have a significant affect on
the quality of the image. Therefore, it is recommended to use a value of 10
points per angular degree for measurements beyond 30 cm.
(a) (b)
Figure 5.7: Image reconstructions showing the same 5 events but with a PPD values of a)
1 point per degree and b) 10 points per degree. The more points per angular degree of the
cone leads to an increased chance of a cone overlap at large standoff distances.
A summary of the parameters selected for the analytical reconstruction of data
is shown in Table 5.1.
Table 5.1: Parameters applied for the analytical image reconstruction through the imaging
application.
Parameter Value
Distance of source (cm) 68
Cryostat separation (mm) 5.5
Points per degree 10
Compression Factor (mm/pixel) 3
Image Space Size (pixels) 400× 400
Lower Energy Threshold (keV) 658
Upper Energy Threshold (keV) 666
Apart from the Distance of source parameter observed in Table 5.1, the re-
maining variables remain unchanged for the other analytically reconstructed
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images in this chapter, unless stated otherwise. The source to detector distance
is translated to a Z co-ordinate value through defining the cryostat separation,
as the software will define that Z = 0 lies at the back of the absorber crys-
tal.
For each measurement, a table detailing the breakdown from the initial inter-
actions recorded in the detectors to the events used in the image is included,
similar to that seen in Table 4.6. The number of incident gamma rays on the
scatter detector face is also incorporated in these tables. These are calculated
by determining the solid angle of the source subtended onto the scatter de-
tector face. The methods for calculating these values for multiple sources is
described in Appendix C.
5.2 137Cs point source analysis
In an industrial setting, the radiation that is to be measured will follow a
more complex distribution, compared to calibrated laboratory point sources
as detailed in Section 2.3.1.
Because of this, a non-uniform 137Cs extended source, of length 18 cm, was
used to investigate the Compton Camera’s ability to measure distributed radi-
ation at larger standoff distances and with the presence of scattering material.
Extended sources have been previously used with the ProSPECTus and GRI+
[75, 85, 96] . However these investigations have taken place within 30 cm of
the scatter detector face and without scattering material. Therefore, it was
important to evaluate the system’s capability of not only measuring multiple
sources of the same radioisotope, but also of different activity at larger standoff
distances.
The response of the GRI+ Compton Camera at different positions away from
the central position of (0, 0) was investigated using point sources before mea-
surements with an extended source could take place. It has been demonstrated
that the response function of the imaging system varies across the imaging
space [95]. However, as this investigation was within near-field distances (less
than 30 cm), it was necessary to evaluate the system’s response at this new
standoff distance.
• Two 137Cs point sources of similar activity at varying positions.
• Two 137Cs point sources of different activity at varying positions.
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Figure 5.8: Schematic diagram showing the dimensions of the 137Cs extended source, and
the positioning of the two point sources for the measurements, relative to the length of the
extended source. A and B show the positions of the sources for the different measurements.
With the central axis at x = 0, and the length of the extended source being
18 cm, the two point sources were first placed at x = -9 cm and x = 9 cm
(Figure 5.8A), and then at a position closer to the central axis at x = - 3 cm
and x = 3 cm for the second set of measurements as shown in Figure 5.8B at a
standoff distance of 45 cm. By observing the response of the imaging system
at these positions, it can provide confidence in GRI+ describing the geometry
of extended sources.
5.2.1 Sources of similar activity
(a)
(b)
Figure 5.9: Schematic diagrams showing the experimental set-up of two 137Cs sources of
similar activity. (a) Side view showing the source-to-detector distance of 45 cm (b) View
from the scatter detector face, with the sources positioned relative to x = 0.
Two 137Cs point sources, of activity 0.23 and 0.27 MBq respectively were
positioned as described in the schematic diagram shown in Figure 5.9, with
the sources placed at x = ± 9 cm, with Figure 5.10 showing photographs of
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where the sources were positioned. Figure 5.10a shows how the source was
aligned to y = 0 as mentioned at the beginning of this chapter. The bottom
of the red tape represented the height of 207 mm.
(a) (b)
Figure 5.10: Images showing the experimental set-up of two 137Cs point sources, both with
activity approximately 0.3 MBq. (a) Aligning the height of the source to y = 0 (b) Position
of the two sources at x = - 90 mm and x = 90 mm to show the extremes of the soil sample
at a distance of 45 cm.
Data1 was collected over a period of almost 30 hours, with 1.09× 109 gammas
incident on the scatter detector face over that period of time. The DAQ system
observed an event rate of 10 s−1. The raw data is processed using the MTsort
software as detailed in Section 4.4. A breakdown of the number of interactions
recorded, to the number of events seen in the final image can be seen in Table
5.2.
Table 5.2: Breakdown of the number of events leading to the final analytically reconstructed
image of two 137Cs sources of 0.227 & 0.235 MBq placed at (± 90, 0, 450) mm.
Parameter Frequency Percentage (%)
Incident γs 1.01 ×109 -
MWD Interactions Recorded 5 592 920 100
Real fold interactions 4 826 766 86.3
Number of 2 tier events 1 692 995 30.3
Fold [1 1 1 1] imageable events 217 070 3.9
Energy Gated imaged events 9 583 0.2
1Details of this measurement, and the other measurements described in this thesis are
described in Appendix B
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The number of MWD interactions recorded represents every time an interac-
tion is registered in one of the strips that successfully passes the low-energy
applied thresholds defined by the CFD, and has a defined energy as stipulated
by the MWD algorithm. The real fold interactions is the total number of these
interactions that have also been confirmed as a true signal as determined by
the BLD algorithm. The total number of interactions which then deposit en-
ergy in both the scatter and absorber detectors within the defined coincidence
window are considered as a 2 tiered event. Multiple fold interactions are in-
cluded in this value. By extracting the fold [1 1 1 1] events, these can then
be considered as the imageable data. It is this data that is then exported into
text files.
Different text files are produced which show the application of the different
PSA techniques described in Section 4.4.4 on the x, y and z positions. The
text file of choice is then input into the imaging application, where the user
can then apply the parameters shown in Table 5.1, except with the source-to-
detector distance set at 45 cm.
Figure 5.11: Analytical reconstruction of two 137Cs point sources placed 9 cm either side of
point (0, 0). The image slice was taken at Z = 54, 45 cm away from the scatter detector
face. The compression factor was 3 pixels/mm. 9 583 events were processed without any
PSA techniques applied. The white circle represents the size of the scatter detector face
relative to the source positions.
Figure 5.11 shows the intensity matrix produced from the analytical recon-
struction of the data. A visualisation of the image matrix is produced instan-
taneously by the imaging application, however the matrix shown in Figure
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5.11 was exported and visualised using Matlab in order to include additional
information. In Figure 5.11, a white circle has been included which shows the
size of the scatter detector face relative to the source position. The centre of
the circle is situated at (0, 0).
The energy gate was applied to focus soley on events within the 662 keV full-
energy peak. The two sources can be clearly identified by the two regions of
high intensity. By looking at a slice of the image through the row of maximum
intensity, we can identify the position of the two sources by applying the
combined Gaussian-Lorentzian fit, as described in Section 3.3.2.
This fit can be automatically applied to the reconstruction of a single point
source, and two point sources, however it usually requires slight refinement
with multiple sources. The parameters defining the Gaussian and Lorentzian
peak position, amplitude and width can be applied manually. The peak po-
sitions can be estimated from a visual inspection of the produced intensity
matrix and slice through the maximum y value. Once the values have been
initially estimated, a chi-squared minimisation technique iterates to find a suc-
cessful estimate of the Gaussian and Lorentzian fits. A combined fit will be
applied through the summation of the Gaussian and Lorentzian fits, to see
how well it matches with the experimental data. This is shown in Figure
5.12.
Figure 5.12: Intensity profile of two 137Cs sources, placed 9 cm either side of point (0, 0).
The compression factor was 3 mm/pixel. A combined fit has been applied through the
summation of a manually applied Gaussian and Lorentzian profile.
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The peak positions and their associated errors can be provided from the applied
fit. The peak positions from the fit applied in Figure 5.12 were found to be
-30.0 ± 0.2 and 27.9 ± 0.2. The separation between these two positions can
be determined, with the value being tripled to account for the assignment of
the binning (3 mm/bin). The separation between the two sources was found
to be 173.7 ± 0.8 mm. The final error was found through the calculation of
errors in quadrature.
The true separation of the source based on their positions would have been
180 ± 1 mm. If we look at the specific peak positions obtained from the
applied distributions, these would translate to −90.0 and 83.7. Assuming that
there are no significant experimental errors arising from where the two sources
were positioned, then the applied distributions are likely to be the source of
error between the calculated separations.
Slight manual corrections could be made to the applied fits to try and improve
upon this value, whilst keeping the combined fit matching the experimental
data, or future measurements could require a minimum number of cone over-
laps to produce a high-quality Lorentzian fit to the peaks. This result shows
that two sources can be resolved at this standoff distance, along with a rea-
sonable estimation of the source separation, without PSA techniques being
applied.
Positional Gating
Another reconstructed image produced from the measurement detailed above
was created, but with no energy gates applied. The aim for this was to see if
it was possible to back-project an energy spectrum based on positional gates
applied to the image.
Figure 5.13 shows the reconstructed image, utilising all 205 458 events due to
no energy gates being applied to the reconstruction. As can be seen in the
figure, two localised hotspots can be identified representing the positioning of
the two 137Cs sources. Three position gates were then applied, as represented
by the different coloured rectangles shown on the figure.
Once the areas had been selected, the analytical reconstruction code is rerun.
Rather than ellipse points being added to the 2D image viewed in the ma-
trix, separate slices are created for each energy. The slice is the size of the
defined area [97]. Histogram plots can then be produced which show the num-
ber of overlaps produced in the slice area, as shown in the spectra in Figure
5.14.
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Figure 5.13: Analytical reconstruction of two 137Cs point sources placed 9 cm either side
of point (0, 0). The compression factor was 3 pixels/mm. 205 458 events were processed




Figure 5.14: Histograms produced from the positional gates applied to the analytical re-
construction of two 137Cs sources positioned at (± 90, 0, 450) mm. The graphs show the
average number of overlaps found in the specified regions.
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The different colour histograms represent the different colours of the position
gates shown on Figure 5.13. The main conclusion obtained from the histograms
shown in Figure 5.14 is that all the overlaps shown in each section are primarily
caused by the 137Cs 662 keV full-energy peak. Figure 5.14c, which represents
the black area, shows how the 662 keV cones are influenced to a lesser degree,
as shown by the fewer cone overlaps.
Near-Axis measurement
The two sources were then moved to a 60 mm separation, positioned at x = ±
30 mm, as shown in Figure 5.15b, whilst remaining at the 45 cm standoff dis-
tance (Figure 5.9a). The same parameters were applied to the analytical image
reconstruction, and data was collected for nearly 25 hours. The breakdown of
the number of events can be found in Table 5.3.
(a) (b)
Figure 5.15: (a) Image showing the experimental set-up of two 137Cs point sources both
with activity of approximately 0.3 MBq at a standoff distance of 45 cm. (b) Schematic
showing the separation of the two 137Cs sources of 6 cm.
Table 5.3: Breakdown of the number of events leading to the final analytically reconstructed
image for two 137Cs sources of 0.227 and 0.235 MBq placed at (± 30, 0, 450) mm.
Parameter Frequency Percentage (%)
Incident γs 8.58 ×108 -
MWD interactions recorded 4 719 403 100
Real fold interactions 4 119 979 87.3
Number of 2 tier events 912 268 19.3
Fold [1 1 1 1] imageable events 258 941 5.5
Energy Gated imaged events 11 605 0.2
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The intensity matrix produced from the data at this separation is shown in
Figure 5.16, as well as the slice through the point of maximum intensity in the
x-direction.
(a) (b)
Figure 5.16: (a) Analytical reconstruction of two 137Cs point sources placed 3 cm either
side of point (0, 0). The image slice was taken at Z = 540, 45 cm away from the scatter
detector face. The compression factor was 3 mm/bin. 11 605 events were processed without
any PSA applications. (b) Intensity profile at the point of maximum intensity.
The data presented in Figure 5.16 shows an elongation of the profile in the
x-direction, leading to the assumption that this could possibly be from a dis-
tributed source. As it can be seen from Figure 5.16, the sources can not be
distinguished in neither the intensity matrix nor the intensity profile. The pre-
cision of the interaction position is affecting the quality of the reconstruction,
leading to the inability to identify multiple sources. This could be improved
by applying parametric pulse shape analysis techniques, or a high-frequency
filter.
It is unlikely that utilising the iterative MLEM code as described in Section
4.5.2 would improve the image. Previous work using the iterative imaging code
[81] showed that multiple sources cannot be individually separated. Due to
each element of the system matrix being given equal probability of detecting
an incoming gamma-ray, the counts are assigned to the more intense regions
of activity as the number of iterations increase. As a result, the lower-activity
source will lessen in intensity with each increased iteration. This problem can
be fixed if a true detector response function was described. This would then be
reflected in the system matrix and can accommodate sources of different activ-
ity. Similarly, refining the quality of the input data will lead to improvements
using the iterative MLEM code.
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For different isotopes, this could be adapted by applying individual energy
gates, which are then iterated separately and a final image is produced by
combining multiple iterations in a time-consuming process. This process will
not work with multiple sources of the same gamma-ray energy.
Improving the precision of the interaction position could lead to the identifi-
cation of multiple sources. The three Z-PSA methods for determining the Z
position in the absorber detector, as described in Section 4.4.4, will be com-
pared. Parametric PSA techniqes were utilised for the X-Y positions in the
scatterer and absorber, using the analysis of the asymmetry terms produced
from the area of the induced image charges found on neighbouring strips.
Providing an interaction exceeds the pre-defined energy thresholds, there is no
minimum amount of energy that is required to be deposited in either detector
in order for image charges to be induced on neighbouring strips. The effect of
the PSA techniques on the analytical reconstruction were observed.
The number of events in the output text files are the same with and without
PSA, meaning PSA is applied to the same events that are used in the original
analytical reconstruction. The same number of events are also used even when
the energy gate is applied (as long as the width of the gate is not varied
between measurements). No statistical information is therefore lost through
the application of PSA or through the inclusion of the user defined energy
gate.
(a) (b)
Figure 5.17: (a) Analytical reconstruction of two 137Cs point sources placed 3 cm either side
of point (0, 0). The compression factor was 3 mm/bin. 11 605 events were processed with
XY and Z-PSA1 applied. (b) Intensity profile at the point of maximum intensity with the
combined Gaussian and Lorentzian fits.
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Each image was reconstructed using the same parameters as detailed in Table
5.1. Only the manual fit parameters were altered in order to obtain an accurate
combined fit to the experimental data.
Figure 5.17 shows the intensity matrix and profile with the use of Z-PSA1,
with the reconstructed image displayed in (a) showing that 11 605 full-energy
peak events were used. From an initial visual inspection of the image, the
suggestion of the prescence of two sources could be supported by two weak
hotspots on the image. Whilst the two sources can not be distinguished fully,
the intensity profile shown in (b) suggests that two sources are present with
the presence of two peaks.
The figure shows the applied Gaussian and Lorentzian fits, which combine to
successfully fit the double-peaked profile. By using the information provided
by the applied combined fit, the peak centroid positions can be determined.
By calculating the difference between the peak centroids, and accounting for
the compression factor of 3 mm/bin, the separation of the two sources for the
three Z-PSA methods can be found.
The centroids of these peaks are located at −11.7 ± 0.1 and 7.9 ± 0.1. This
leads to a calculated source separation of 58.8 ± 0.6 mm (a comparison of
calculated source separations can be found in Table 5.4). The difference in
height between the two peaks even alludes to a possible difference in activity
between the two sources.
(a) (b)
Figure 5.18: (a) Analytical reconstruction of two 137Cs point sources placed 3 cm either side
of point (0, 0). The compression factor was 3 mm/bin. 11 605 events were processed with
XY and Z-PSA2 applied. (b) Intensity profile at the point of maximum intensity with the
combined Gaussian and Lorentzian fits.
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Figure 5.18 shows the analytically reconstructed image and the intensity pro-
file of the application of the Z-PSA2 method to the data. As can be seen from
this image, the same number of events (11 605) are used in the reconstruc-
tion, reaffirming the earlier point that the different techniques are applied to
the same events. The image suggests the presence of a distributed source,
compared to two separate sources due to the region of high-intensity in the
image.
When the slice through the point of maximum intensity is produced, as shown
in Figure 5.18b, it shows that the two sources cannot be distinguished from
the intensity profile. The profile is of a poorer quality compared to the one
produced from the Z-PSA1 method, despite the assumption from the descrip-
tion of the method in Section 4.4.4 that Z-PSA2 would lead to more accurate
results due to increased segmentation of the absorber detector for positional
information.
The inclusion of the Lorentzian peaks allows the peak centroids to be obtained,
which could not be easily estimated solely from the intensity profile. The
centroids of these peaks are located at −13.2±0.2 and 6.6±0.2. This leads to
a calculated separation of 59.4 ± 0.9 mm . Similar to the Z-PSA1 method,
a difference in height of the two peaks suggests a difference in activity.
(a) (b)
Figure 5.19: (a) Analytical reconstruction of two 137Cs point sources placed 3 cm either side
of point (0, 0). The compression factor was 3 mm/bin. 11 605 events were processed with
XY and Z-PSA3 applied. (b) Intensity profile at the point of maximum intensity with the
combined Gaussian and Lorentzian fits.
Figure 5.19 shows the reconstructed image through the application of the
Z-PSA3 technique. From an initial visual inspection, the presence of two
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sources can be identified from both the reconstructed image and the intensity
profile.
Figure 5.19b shows two defined peaks, similar to the profile produced from
Z-PSA1 technique. Whilst the peaks seem to be more defined compared to
the other Z-PSA methods, the heights of the Lorentzian peaks are relatively
equal, unlike the difference in heights shown in Figures 5.17b & 5.18b. The
peak centroids can be determined from the Lorentizan peaks, and found to
be at −12.0± 0.1 and 8.4± 0.1, leading to a source separation of 61.2 ± 0.6
mm.
Table 5.4 shows a comparison for the different separations that were calculated
from the applied fits shown in Figures 5.17b - 5.19b.
Table 5.4: Separations calculated from the difference between peak centroids produced from
the applied fits.
PSA Method Peak Position 1 Peak Position 2 Separation (mm)
Z-PSA1 −11.7± 0.1 7.9± 0.1 58.8± 0.6
Z-PSA2 −13.2± 0.2 6.6± 0.2 59.4± 0.9
Z-PSA3 −12.0± 0.1 8.4± 0.1 61.2± 0.6
The two sources were placed at x = ± 30 mm, leading to an experimental
source separation of 60 ± 1 mm. Performing a consistency check with the
separations found in Table 5.4 found them to all be consistent with the true
separation.
Comparing the images and slices from Figures 5.17 - 5.19, it can be seen
how the different Z-PSA techniques can affect the ability to resolve multiple
sources and improve upon the quality of the reconstructed images. It is clear
that the x, y and z positional information is limiting the ability to resolve
the two sources when you compare Figure 5.16, when no PSA is applied,
to the images shown in Figures 5.17 - 5.19. Any previous assumptions of a
distributed sample from initial observations are corrected through resolving
the image to two point sources, with a separation calculated for each through
the application of PSA.
The capability of imaging multiple sources was investigated in previous work
[85] at separations of 2 cm, 4 cm and 8 cm at a maximum standoff distance of
30 cm. At this distance, the 2 cm separation was the only one where the two
sources could not be identified with the use of XYZ PSA.
The quality of the images could be further improved through application of
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the high-pass filter, and it can be seen if there is any further improvement
upon the calculated separation of the two sources.
High-Pass filter
As described in Section 4.5.1, the high-pass filter (HPF) is able to produce
a more precise indication of point sources. This is done by focusing on the
areas with a higher number of cone overlaps, which are representative of the
location of the source, and by filtering out the lower number of cone overlaps,
which will be representative of the background. The HPF can only be applied
to a previously reconstructed image slice.
In order to modify the reconstructed image slice to produce an optimised im-
age, the user can define a cutoff frequency on the imaging application. Signals
with a frequency higher than this defined cutoff frequency will be allowed to
pass in the new reconstructed image, with anything below this cutoff frequency
supressed.
This value can be optimised in order to avoid any low-frequency background
events appearing as artefacts on the image. On the imaging application, the
cutoff-frequency value for any of the filters available can be set between thresh-
olds of 0 and 300. For the HPF, this value should be set at a threshold of
between 15 and 30 in order to successfully filter out the background events
and reduce the number of artefacts observed in the filtered image [85].
Choosing a value between 15 and 30 is specific to the image, and is optimised
by the user to produce the highest-quality image. It was found for these
measurements that the reconstructed images were optimised with a cutoff-
frequency value of 30. For consistency and comparison purposes, this value
was kept the same when comparing the different Z-PSA methods. This value
may change for other filtered images in this chapter.
Figure 5.20 shows the intensity matrix and profile of the image after application
of the HPF. Compared to the earlier profile found in Figure 5.17b, the two
sources are more clearly defined, with the relative heights of the two peaks
comparative to the slight difference in the activity of the two sources.
Due to the filtering of the background, the shape of the profile has changed
from one that required a combined Lorentzian and Gaussian distribution, to
one that can be well described by a two-term Gaussian fit. The small fluc-
tuations observed to the left and right of the peaks are due to low intensity
artefacts that could not be filtered out. These artefacts are at a minimum
level due to the selection of the specified cutoff frequency.
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(a) (b)
Figure 5.20: The intensity matrix (a) and image slice through the point of maximum inten-
sity (b) produced from applying a HPF to the reconstructed image produced from Z-PSA1
of two 137Cs sources separated by 60 mm. The cutoff radius applied to the HPF was 30. A
two-term Gaussian fit was applied to the profile to identify the peak positions. R-Square =
0.991.
The two-term Gaussian fit was applied to the image profile that was cre-
ated from producing a slice through the point of maximum intensity in the
x-direction. The Gaussian fit can be shaped to the two peaks using Matlab,
but does not account for the low intensity artefacts in the profile. Through
analysis of the Gaussian fit, the two peak centroid positions can be extracted
and the separation between the sources calculated. These values were found to
be −10.9±0.2 and 8.9±0.1, with a separation of 59.4±0.7 mm . This com-
pares to the experimental source separation of 60.0 ± 1.0 mm, and a change
from calculated source separation of 58.8 ± 0.6 mm. (A comparison of these
results can be found in Table 5.5).
Matlab is able to produce a R-Square value that describes the goodness-of-fit,
a quantifiable way of measuring how successful the fit is to the experimental
data by providing a value between 0 and 1. The closer the value is to 1, the
more successful the fit. The R-Square value for the fit shown Figure 5.20b was
0.991.
By analysing the relative heights of the two peaks, it can be determined if
there is a relationship between the relative heights and the relative intensities
of the sources used. The amplitude of the two peaks, as obtained from the
Gaussian fit, were found to be 430.8 ± 6.9 and 464.7 ± 7.2. The ratio of
the two heights is 0.927 ± 0.021, compared to the ratio of source activities of
0.966. A summary comparison of the relative heights for the different Z-PSA
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techniques can be found in Table 5.6.
The improvement with the introduction of the high-pass filter is evident with
the first Z-PSA technique. This is also distinct in Z-PSA2. In Figure 5.17b, it
was difficult to discern that two sources were present, and it was only through
the application of the combined Lorentzian and Gaussian fit that the two
source positions could be estimated.
By applying the high-pass filter, the two sources are now clear in both the
image and the intensity profile. The image quality isn’t as high as that shown
compared to Z-PSA1, but the ability to be able to recognize two sources is a
massive improvement. The ability to resolve the peaks clearly allows for the
peak centroids to be found at -11.1 ± 0.2 and 9.1 ± 0.2, with a calculated
source separation of 60.6±0.8 mm . This is in comparison to the previously
calculated separation from the unfiltered image of 59.4 ± 0.9 mm, and true
separation of 60.0± 1.0 mm.
(a) (b)
Figure 5.21: The intensity matrix (a) and image slice through the point of maximum inten-
sity (b) produced from applying a HPF to the reconstructed image produced from Z-PSA2
of two 137Cs sources separated by 60 mm. The cutoff radius applied to the HPF was 30. A
two-term Gaussian fit was applied to the profile to identify the peak positions. R-Square =
0.988.
Similar to Figure 5.20(b), the heights of the two peaks are consistent with re-
flecting the differences in the two sources activity, however the relative heights
of the peaks differ the most in comparison to the other Z-PSA techniques. The
amplitudes of the two peaks were found to be 396.9 ± 7.5 and 435.1 ± 7.7,
with the relative height found to be 0.912 ± 0.024.
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Figure 5.22: A comparison of the normalised profiles of the images reconstructed from
Z-PSA2, with and without the use of the high-pass filter.
A normalised profile of the original intensity slice and the filtered slice is shown
in Figure 5.22 to demonstrate how the filtered profile compares to the original
slice, as the slice produced from Z-PSA2 was the most difficult to determine
the presence of two sources.
(a) (b)
Figure 5.23: The intensity matrix (a) and image slice through the point of maximum inten-
sity (b) produced from applying a HPF to the reconstructed image produced from Z-PSA3
of two 137Cs sources separated by 60 mm. The cutoff radius applied to the HPF was 30. A
two-term Gaussian fit was applied to the profile to identify the peak positions. R-Square =
0.992.
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Finally the high-pass filter was applied to the image produced from Z-PSA3,
with the results shown in Figure 5.23.
The intensity matrix shows a very clear definition of two point sources, and
the separation between the peak centroids in Figure 5.23b could be determined
using the two-term Gaussian fit, with a R-Square value of 0.992. The peak
centroids were located at -10.9 ± 0.1 and 9.0 ± 0.1, giving a calculated source
separation of 59.7 ± 0.4 mm .
Compared to the original reconstructed image through application of Z-PSA3,
the heights of the two peaks looked relatively equal, as shown in Figure 5.19b.
Through the HPF, there is a now a difference to the heights, with the larger
peak now indicative of the higher-activity source. The amplitudes of the two
peaks from the Gaussian fit were found to be 474.0 ± 7.1 and 491.7 ± 7.0,
giving the relative heights between the two peaks 0.964 ± 0.020, compared to
the relative intensity of the two sources of 0.966.
At extreme positions (x = ± 90), the sources can be easily identified where
the separation of the peak centroids is approximately the distance between the
sources (18 cm). However, at near-axis positions (x = ± 30), the application
of PSA and the high-pass filter is required to realise there are two sources
present.
Table 5.5 shows how applying the HPF allows the positions of the peaks to be
identified clearly and source separations to be calculated with their associated
errors. Improvements can be observed for the Z-PSA methods 1 and 3, with the
separation closer to the true separation of 60 mm. Whilst the improvements
are less than 1 mm, being able to accurately locate the position of two sources
will be hugely beneficial in nuclear decommissioning scenarios.
Table 5.5: Table showing the separations calculated from the difference between peak cen-
troids produced from the applied two-term Gaussian fit, compared to the previous values
shown in Table 5.4 for measurements of two 137Cs sources placed at (± 30, 0, 450) mm.
PSA Method Peak Pixel Position 1 Peak Pixel Position 2 Separation (mm) Previous separation (mm)
Z-PSA1 −7.9± 0.1 11.9± 0.1 59.4± 0.4 58.8± 0.6
Z-PSA2 −6.6± 0.2 12.1± 0.2 60.6± 0.9 59.4± 0.9
Z-PSA3 −10.9± 0.1 9.0± 0.1 59.7± 0.4 61.2± 0.6
The two 137Cs sources used in these measurements had activities of 0.227
and 0.235 MBq respectively. The relative heights of the two peaks found
in Figures 5.17b-5.19b, and 5.20b-5.23b could be compared to the relative
intensity of the two sources, to see if one of the Z-PSA methods gives an
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accurate representation of the possible activity of the measured sources. The
summary comparing the values of these results for the different Z-PSA methods
can be found in Table 5.6.
Table 5.6: Table showing the relative heights of the peaks of the Lorentzian fits for the
original Z-PSA methods (no errors provided), and of the relative heights produced from the
two-term Gaussian fit in the filtered images. The heights are from reconstructed images of
two 137Cs sources placed at (± 30, 0, 450) mm.




Filtered Z-PSA1 0.927± 0.021
Filtered Z-PSA2 0.912± 0.024
Filtered Z-PSA3 0.964± 0.020
Relative intensity of 0.227MBq and 0.235MBq 0.966± 0.006
As it can be seen from Table 5.6, only the relative heights from the Filtered
Z-PSA3 slice closely match the relative intensity of the two 137Cs sources.
Another method that could be used to compare against the relative intensity
is by considering the area under each peak. For the reconstructed images
before the HPF was applied, the area under the Lorentzian peaks was con-
sidered. For the slices produced after the application of the HPF, the image
slice was divided into two individual Gaussians as shown in Figure 5.24. The
areas under the two separate Gaussians were considered for the relative area
calculation.
Figure 5.24: Figure showing how the experimental data was split into two separate Gaussians
from the image slice produced after the application of the HPF on the Z-PSA1 data.
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The areas under the Lorentzian and Gaussian curves were found by computing
the approximate integral using the trapezoid method through Matlab. This
function does not provide a numerical uncertainty on the areas. A summary of
the calculated relative areas for the different Z-PSA methods and application
of HPF is shown in Table 5.7.
Table 5.7: Table showing the relative areas of the peaks of the Lorentzian fits for the original
Z-PSA methods (no errors provided), and of the relative heights produced from the two-
term Gaussian fit in the filtered images. The areas are from reconstructed images of two
137Cs sources placed at (± 30, 0, 450) mm.







Relative intensity of 0.227 MBq and 0.235 MBq 0.966± 0.006
As can be seen in Table 5.7, the filtered images provide a more accurate esti-
mation of the relative intensity, with the Z-PSA2 method providing the closest
approximation. The Z-PSA3 method gives a more consistent indication of the
intensity of the sources from both the relative heights and areas of the peaks
in the filtered profile.
Applying the high-pass filter to all images has shown its ability to distinguish
the presence of multiple sources, which could not be done previously at these
standoff distances or separations.
Going forward, the Z-PSA3 method will be used for the reconstruction of the
other images produced for the remainder of this thesis. Despite the quality of
the analytically reconstructed image, the Z-PSA3 method gave a suitable esti-
mation of the separation of the two sources, as well as the previously mentioned
approximation of the relative intensity. Images with the high-pass filter will
also be included to be compared against the original images (no PSA).
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5.2.2 Sources of different activity
Similar to the experimental set-up previously shown in Figure 5.9, two point
sources of 137Cs were placed at a distance of 45 cm away from the scatter
detector face, with two measurements taking place with different source sep-
arations; 18 cm (Figure 5.25) and 6 cm. One of the sources included in this
measurement had an activity of 0.041 MBq (left-hand source shown in Figure
5.25) compared to the second source of activity 0.235 MBq. The significant dif-
ference in activity of the two sources should help replicate the non-uniformity
of the extended source, whilst investigating the quality of the images produced
at these positions.
Figure 5.25: Image showing the experimental set-up of two point sources of 137Cs of activities
0.041 MBq (left-hand side) and 0.235 MBq (right-hand side), placed with a separation of
18 cm.
The time it took to collect the data for the separation of 18 cm was just over
50 hours in order to collect the necessary statistics in the gated image, nearly
20 hours more than the measurement described in Section 5.2.1. This was due
to a reduced count rate of 5 s−1 on account of the lower activity source. A
breakdown of the number of events used in the image can be found in Table
5.8.
The output file without the application of any PSA methods to the x, y and
z positions was first reconstructed using the analytical image algorithm. As
expected, with the separation of 18 cm the two sources can be distinguished
as shown in Figure 5.26, with 12 813 full-energy peak events used in the image
reconstruction. With this image and slice, whilst no PSA is applied, it can be
seen from visual inspection that two sources are present.
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Table 5.8: Breakdown of the number of interactions leading to the final analytically re-
constructed image for two 137Cs sources of 0.041 and 0.235 MBq placed at (± 90, 0, 450)
mm.
Parameter Frequency Percentage (%)
Incident γs 1.04 ×108 -
MWD interactions recorded 6 462 759 100.0
Real fold interactions 5 531 630 85.6
Number of 2 tier events 1 359 722 21.0
Fold [1 1 1 1] imageable events 322 265 5.0
Energy Gated imaged events 12 813 0.2
From a visual estimation, determining the location of the peak centroids could
lead to a large positional uncertainty due to the inability to accurately deter-
mine which point is the true centroid. However, through applying the com-
bined Lorentzian and Gaussian fit to the data, as shown in Figure 5.26b,
the peak centroids could be located and the separation calculated using the
method described earlier. The separation was calculated to be 181.5 ± 1.9
mm, compared to the experimental separation of 180.0± 1.0 mm.
(a) (b)
Figure 5.26: (a) Analytical reconstruction and (b) image slice of two 137Cs point sources of
different activity placed 9 cm either side of the point (0, 0). The sources were placed 45 cm
away from the scatter detector face. The compression factor was 3 mm/bin. 12 813 events
were processed without any PSA. The white circle represents the size of the scatter detector
face relative to the source positions. A combined fit has been applied to the profile through
the summation of a manually applied Lorentzian and Gaussian fit.
For comparison, the output file which utilised the application of XY PSA and
Z-PSA3 methods to the x, y and z positions was reconstructed analytically, as
shown in Figure 5.27.
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When applying PSA to the data, the points of intensity are more localised and
there is less fluctuation with the X-slice. This is specifically noticeable with
the smaller peak. Whilst from a visual inspection the peak centroids are more
easily identified, the difference between the centroids was calculated using the
peak positions obtained from the Lorentzian fits shown in Figure 5.27b. The
separation was found to be 174.0 ± 0.7 mm.
(a) (b)
Figure 5.27: (a) Analytical reconstruction and (b) intensity profile of two 137Cs point sources
of different activity placed 9 cm either side of the point (0,0). The sources were placed 45
cm away from the scater detector face. The compression factor was 3 mm/bin. 12 813
events were processed with PSA applied to the x, y, z positions. The white circle represents
the size of the scatter detector face relative to the source positions. A combined fit has
been applied to the profile through the summation of a manually applied Lorentzian and
Gaussian fit.
The high-pass filter was then applied to the reconstructed images shown previ-
ously to see if, like in Section 5.2.1, there would be a significant improvement
upon the image quality and the separation between the two sources. The
cutoff frequency was optimised to a value of 30. As stated previously, this is
optimised based on a visual judgement of the filtered image and reducing the
number of large artefacts present in the image.
Figures 5.28 and 5.29 shows the affect the HPF has on the image quality,
showing a very clear improvement with sharper points of intensity in the re-
constructed image, and more well-defined peaks in the image slice. Using the
same method as in Section 5.2.1, a two-term Gaussian fit was applied to the
filtered profile using Matlab to determine the peak centroids and determine
the separation of the two sources. The separation without any PSA techniques
applied was calculated to be 178.2 ± 1.2 mm. The R-Square value for the
fit applied in Figure 5.28b was 0.995.
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Similarly, the reconstructed PSA image was filtered using the HPF as shown
in Figure 5.29a. The R-Square value of the two-term Gaussian fit as shown
in Figure 5.29b was 0.995. The separation was found to be 171.0 ± 0.7
mm.
(a) (b)
Figure 5.28: High-pass filter reconstruction, with the intensity matrix (a) and image profile
(b) of two 137Cs sources of different activity placed at a separation of 18 cm without any
applications of PSA. Cutoff radius of 30. A two-term Gaussian fit has been applied to the
profile to determine the peak positions. R-Square = 0.995.
(a) (b)
Figure 5.29: High-pass filter reconstruction, with the intensity matrix (a) and image profile
(b) of two 137Cs sources of different activity placed at a separation of 18 cm with PSA
applied to x, y and z. Cutoff radius of 30. A two-term Gaussian fit has been applied to the
profile to determine the peak positions.
Unlike the results shown in Section 5.2.1 with the sources of similar activity,
the separation calculated from the filtered profile is less accurate than the
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unfiltered value. This could be due to the HPF localising on an incorrect
pixel of intensity, due to the poor positional information initially given for the
image reconstruction due to no PSA being applied to the x, y or z positions.
However, the result obtained from the inclusion of x, y and z PSA leads to
a result further away than the expected separation of 180 mm. Due to the
significant improvement in the position resolution from applying PSA, and as
shown by the results from Section 5.2.1, it would be expected that applying
the HPF would improve the accuracy of the result.
Whilst the raw data is showing a less accurate result, the precision of the sep-
aration is improved through applying the HPF. Therefore, it could be possible
that due to the different geometry of the lower activity source, there is a larger
positional uncertainty when it was placed close to the position of x = −9.0,
and that the calculated separation produced from the fits shown in Figures
5.27b & 5.29b was an accurate representation of the source separation.
The results shown in Tables 5.6 & 5.7 determined that through the analysis of
the relative heights and areas of the two peaks, a comparison could be made to
the relative intensity of the activities of the two measured sources. Therefore
the relative heights and areas of the peaks found in the image slices above were
compared to the relative intensities of the 0.235 MBq and 0.041MBq sources.
Table 5.9 shows a comparison of the relative heights and areas obtained from
the Lorentzian and two-term Gaussian fits of the data.
Table 5.9: Table showing the relative heights and areas (no errors provided) of the peaks
of the Lorentzian and Gaussian fits from the analytically reconstructed images with and
without the application of Z-PSA3 and HPF. The values are from reconstructed images of
two 137Cs sources of different activity placed at (± 90, 0, 450) mm.
PSA Method Relative Height Relative Areas
No PSA 0.267± 0.130 0.387
Z-PSA3 0.240± 0.136 0.255
Filtered NoPSA 0.243± 0.009 0.240
Filtered Z-PSA3 0.269± 0.009 0.247
Relative intensity of 0.041 MBq and 0.235 MBq 0.174± 0.006
As can be seen from Table 5.9, the proportions of the relative heights and
areas are considerably higher than the relative intensity of the two sources,
0.174. It can be seen from the table that there are also no overall statements
of improving the precision. Whilst it seems like the inclusion of PSA improves
the precision of the relative heights and areas, this is not the case when the
HPF is applied. This significant difference between the values would mean
that the method of comparing the relative heights or areas of the two peaks is
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unreliable when trying to quantify the activity of the two sources.
Previous methods to estimate the activity of a measured source utilised a
function that described the imaging efficiency across a selected part of the
detector’s field of view [99]. From this imaging efficiency, the activity of the
measured source could be estimated by analysing the number of imaged events.
Both point and distributed sources were taken into consideration, but all mea-
surements were within 35 cm of the scatter detector face.
Iterative Reconstruction
Whilst the analytical reconstruction of these images produced reasonable es-
timatations of the location of the sources, the data was also reconstructed
iteratively to observe the effect on two points of different intensities.
Section 4.5.2 describes how the MLEM iterative reconstruction code can pro-
duce an image through successive iterations. The same output text file used for
the analytical imaging application is used, along with the definition of similar
parameters, such as energy gates, compression factor, and points per angular
degree of the cone. These parameters (as detailed in Table 5.1) were kept the
same for the iterative reconstruction.
The number of iterations can be defined by the user. Iteration 0 represents the
same image that is produced from the analytical reconstruction, with iteration
1 providing the first set of estimates. Due to the computational time it takes for
iterative reconstruction, over an imaging space size of 400 × 400, six iterations
were chosen. It was found here [81, 85] that the fifth iteration leads to the
most promising results, so six iterations would have allowed for the predicted
optimum iteration, whilst minimising computational time.
The iterative reconstructions of the two 137Cs sources of different activities
with the application of parametric XY PSA and Z-PSA3 was achieved. Figure
5.30 shows the images that were reconstructed using the ImageJ software from
the first four iterations, and reproduced using Matlab. A function was utilised
to convert the image to values between 0 and 1, as represented by the colourbar
scale. This has to be done as the information regarding source intensity is lost
through the iterative reconstruction.
Whilst six iterations had been reconstructed, as can be seen in Figure 5.30,
by the third iteration the second source is almost indistinguishable. This is
understandable because of the uniform system matrix (as mentioned in Section
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4.4.2). The more intense points will be favourable to the less intense and the
algorithm will iterate to a single point source.
(a) First iteration (b) Second iteration
(c) Third iteration (d) Fourth iteration
Figure 5.30: Iterative reconstructions 1(a) - 4 (d) of two 137Cs point sources of different
activity placed with an 18 cm separation with the application of XY and Z-PSA3. All
images are reconstructed with a compression factor of 3.
This can be seen more clearly in the image slices of the four iterations, as shown
in Figure 5.31. Whilst the background events are being removed, the intensity
of the left-hand peak is reducing, due to the MLEM algorithm focusing on the
more intense right-hand peak. After further iterations, the left-hand peak will
be removed entirely. Therefore, it is not ideal to use the iterative reconstruc-
tion code for non-uniform sources, unless the weighting of the system matrix
can be altered.
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(a) First iteration (b) Second iteration
(c) Third iteration (d) Fourth iteration
Figure 5.31: Image slices produced from iterative reconstructions of two 137Cs point sources
of different activity placed with an 18 cm separation with the application of XY PSA and
Z-PSA3 techniques. All slices are normalised due to scaling of images.
Positional Gating
The positional gating described in the previous section was also implemented
to an ungated reconstruction of this measurement. The positional gates were
applied to specific areas as shown on Figure 5.32.
As with the previous results, the histograms produced show that it is largely
the 662 keV full-energy peak that is influencing the different regions in the
image. Unlike the measurement with sources of similar activity, the histograms
shown in Figures 5.33a and 5.33b allude to the difference in source activity.
The higher number of cone overlaps observed in the blue spectrum, compared
to the background events in the black spectrum, can also show that it arises
from another source, and is not background. The relative heights of the two
peaks observed in the blue and pink spectra (35.9 and 73.9 respectively) are
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not comparable with the relative intensities of the source activities.
Figure 5.32: Analytical reconstruction of two 137Cs point sources of different activity placed
9 cm either side of point (0,0). The compression factor was 3 pixels/mm. 302 861 events were




Figure 5.33: Histograms produced from the positional gates applied to the analytical recon-
struction of two 137Cs sources of different activity positioned at (± 90, 0, 450) mm. The
graphs show the average number of overlaps found in the specified regions.
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Near-axis Measurement
Similar to the measurement described earlier in Section 5.2.1, the two sources
were moved to positions of x = ± 30 mm as described by Figure 5.15b. Data
was measured over a period of nearly 28 hours, with a breakdown of the useable
events found in Table 5.10.
Table 5.10: Breakdown of the number of interactions leading to the final analytically recon-
structed image for two 137Cs sources of 0.041 and 0.235 MBq placed at (± 30, 0, 450).
Parameter Frequency Percentage (%)
Incident γs 5.83 ×108 -
MWD interactions recorded 3 670 237 100.0
Real fold interactions 3 155 557 86.0
Number of 2 tier events 754 235 20.6
Fold [1 1 1 1] imageable events 210 668 5.7
Energy Gated imaged events 8238 0.2
The data was reconstructed analytically with and without the applications
of XYZ PSA, using the same image application parameters that had been
defined for the previous measurements. Figure 5.34 shows the reconstructed
image utilising 8238 gated full-energy peak events, and the intensity profile
across the X-direction without any PSA implemented. As it can be seen in
the Figure, it is difficult to separate the two sources without the application
of PSA.
(a) (b)
Figure 5.34: (a) Analytical reconstruction and (b) intensity profile of two 137Cs point sources
of different activity placed 3 cm either side of the point (0, 0). The sources were placed 45
cm away from the scater detector face. The compression factor was 3 mm/bin. 8 238 events
were processed without any PSA.
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(a) (b)
Figure 5.35: (a) Analytical reconstruction and (b) intensity profile of two 137Cs point sources
of different activity placed 3 cm either side of the point (0, 0). The sources were placed 45
cm away from the scater detector face. The compression factor was 3 mm/bin. 8 238 events
were processed with XY and Z-PSA3.
Figure 5.35 shows the analytical reconstruction of the same data but with the
application of XY PSA and Z-PSA3. Whilst the application of PSA was suc-
cessful with the same separation of 6 cm with two sources of the same activity,
from what is observed in Figure 5.35 it cannot be stated with confidence that
two sources are observed. It is only through the knowledge of the location
of the sources that a possible estimation could be made by interpreting the
image slice. However this is not suitable when in a real scenario the location
of the sources would be unknown.
A fit is not applied to the image profiles shown in Figure 5.34b or 5.35b due
to the fact the fitting used on the imaging application assumed that it is
one peak produced from a single source. Therefore the combined Lorentzian
and Gaussian distribution poorly fits the profile, and so cannot be used to
determine the FWHM or peak centroid position. Even when the user defines
that two peaks are present, which has been used in previous figures, it is unable
to apply the fit correctly.
The high-pass filter was then applied to the reconstructed images shown in
Figures 5.34a & 5.35a. The cutoff frequency was optimised for each one sepa-
rately, with values of 15 and 25 for Figures 5.34a & 5.35a respectively.
It is through applying the HPF to the reconstructed images that we are able
to identify the presence of two sources. Figures 5.36 and 5.37 show the filter
applied to the data with and without PSA applied. The asymmetrical nature
of the slice and matrix shown in Figure 5.36 alludes to the distribution of
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differing activity. It is only through PSA that we are able to observe two clear
peaks representing the positioning of the two sources.
(a) (b)
Figure 5.36: High-pass filter reconstruction, with the intensity matrix (a) and image slice
(b) of two 137Cs sources of different activity placed at a separation of 6 cm without any
applications of PSA. Cutoff radius of 15.
(a) (b)
Figure 5.37: High-pass filter reconstruction, with the intensity matrix (a) and image slice (b)
of two 137Cs sources of different activity placed at a separation of 6 cm with the application
of XY and Z-PSA3. Cutoff radius of 25.
Whilst the two peaks cannot be clearly observed in the image slice, the two-
term Gaussian is able to represent the extended profile, as shown in Figure
5.36b, with an R-Square value of 0.996. The centroid positions can be ex-
tracted from the Gaussian fit coefficients, albeit with larger errors on the
position of the lower-activity source compared to previous fits, with centroid
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positions of 1.5 ± 6.3 and 12.8 ± 0.8, leading to a calculation of 33.9 ± 6.4
mm .
Figure 5.37a shows two clear peak centroids, and therefore the two-term Gaus-
sian fit can be applied to the data to obtain the source separation. The peak
positions were found from the Gaussian fit shown in Figure 5.37b, with a R-
Square value of 0.992, and the separation calculated to be 59.4 ± 0.9 mm.
This is consistent with the experimental separation of 60 mm.
To show how the filtered profile compared to the original profile produced
from the analytical image reconstruction, the two profiles were normalised and
compared with each other. This is shown in Figure 5.38. The asymmetrical
side to the profile corresponds to the position of the lower-activity source.
The relative heights of the two peaks in Figure 5.38 were inconsistent with
the relative intensities of source activities, with a value of 0.218 compared to
0.174.
Figure 5.38: Comparison of the normalised intensity profiles from the original reconstruction
and after the high-pass filter has been applied, after application of Z-PSA3. Measurement
is of two 137Cs sources of activities 0.041 & 0.235 MBq positioned at (± 30, 0 , 450) mm.
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5.3 137Cs Extended source measurement
Once the resolving power of the detector, and its imaging capability at this
distance had been observed with point sources, the measurements with the
extended source took place. Through these measurements, the affect of scat-
tering material on the quality of imaging a distributed sample can be analysed
through the use of a ‘concrete wall’. Measurements in the laboratory consisted
of:
• Extended source without the presence of scattering material.
• Extended source placed within a ‘concrete wall’.
The extended source to be used in these measurements was from a soil sample
created for a previous experiment, of length 18 cm and diameter 1.5 cm, as
shown earlier in Figure 5.8. Liquid 137Cs was fed through a vial containing
soil, which was then sealed for the use in future measurements. The source
has an activity of approximately 1.2 MBq.
(a) (b)
Figure 5.39: Schematic diagram showing the position of an extended 137Cs source when
placed within a concrete wall. (a) Side view showing the source-to-detector distance of 50
cm (b) View from the scatter detector face, with the brick containing the source positioned
relative to x = 0 and y = 0.
When the concrete wall is included in the measurement, the edge of the bricks
will be placed at the source-to-detector distance of 45 cm. This is the closest
distance the cart can achieve when placed next to a wall, as shown in Figure
5.39. The extended source will be placed centrally within the brick, which
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corresponds to a distance of 50 cm. When the concrete wall was not included
in the experiment, the extended source was therefore placed at a distance of
50 cm for comparison.
The positions of sources in this section and Section 5.2 were placed with the
positioning of the cart in mind for realistic measurement scenarios. Due to the
separations considered in the previous section, the 5 cm difference in source-
to-detector position should not significantly affect the overall quality of the
results.
Due to the increased distance, there will be a reduction in imaging efficiency
the further away from the detectors the sources are positioned. Also, as noted
in previous work, the spatial resolution of the images and the ability to resolve
multiple sources degrades at an increasing distance away from the detectors.
If single point sources were to be investigated, then this change in source-to-
detector distance would have a minor change on the quality of the images and
suitable comparisons couldn’t be made on detector response. Additionally, if
the length of the extended source was shorter, then this change of distance
could possibly have an affect on accurately noting the change in intensity
across the sample.
Before the measurements with GRI+ began, the variation of activity through
the sample was investigated to see how the distribution compared to the pro-
files that will be reconstructed once the measurements were taken. It was
expected that the activity distribution within the soil sample would not be
uniform, due to the nature of distilling liquid 137Cs through the soil. A col-
limated scan of the soil sample showed the variation in activity through the
vial.
A 3”×3” NaI detector with a Voltage-Divider network across the photomulti-
plier tube, operating at a voltage of 900 V through a Canberra 3102 HV unit,
was connected to a Canberra 2022 spectroscopy amplifier with a shaping time
of 6 µs. Lead blocks were arranged to create a 1.5 cm slit-collimated scan of
the sample, which allowed for 12 measurements to take place across the 18
cm length. It was not required to have a more precise collimation (1 cm or
even a few mm) as the set collimation was sufficient to characterise the sample
activity.
An energy spectrum was collected using the program ORTEC Maestro, with
4092 channels utilised across the energy spectrum. The net area of the 662
keV full-energy peak was recorded after a real-time period of 120 seconds.
The count rate was then recorded against centimetre position of the sample
as shown in Figure 5.40.
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Figure 5.40: Graph showing the results of the collimated scan of the soil sample, showing
the number of net counts per second relative to the detector’s position along the source.
The non-uniformity of the sample was observed with a significantly ‘hotter’
end to the sample, as shown near the 3 cm position in Figure 5.40. This non-
uniformity was the basis of the measurements detailed in Section 5.2.2.
(a) (b) (c)
Figure 5.41: Images showing the experimental set-up of the 137Cs extended source soil
sample. (a) Aligning the height of the source to y = 0 (b) The source’s position in Z to
be used as a comparison when placed within the concrete brick (c) View in relation to the
scatter detector face.
The extended source was first positioned relative to (0, 0), based on the posi-
tion the source would be in the concrete wall as shown in Figure 5.39b. The
source was held at this position using a clamp stand as shown in Figure 5.41,
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at a standoff distance of 50 cm. Data was collected for almost 19 hours with a
count-rate of 39 s−1. A breakdown of the number of events used in the image
reconstruction is found in Table 5.11.
Table 5.11: Breakdown of the number of events leading to the final analytically reconstructed
image for an extended 137Cs source of activity of approximately 1.2 MBq placed 50 cm away
from the scatter detector face.
Parameter Frequency Percentage (%)
MWD interactions recorded 12 627 496 100
Real fold interactions 10 190 644 80.7
Number of 2 tier events 2 596 103 20.6
Fold [1 1 1 1] imageable events 629 780 5.0
Energy Gated imaged events 28 823 0.2
The data was reconstructed analytically with the use of XY PSA and the Z-
PSA3 technique, using the same parameters defined in Table 5.1 (except for
the source-to-detector distance). The high-pass filter was also applied to the
reconstructed images to observe the improvement in image quality.
(a) (b)
Figure 5.42: (a) Analytical image reconstruction and (b) intensity profile of the 137Cs ex-
tended source. The source was placed 50 cm away from the scatter detector face. 28 823
events were processed with use of XY PSA and Z-PSA3 techniques. Compression factor of
3 mm/bin.
Figure 5.42 shows the intensity matrix produced from the image reconstruc-
tion, and a slice through the point of maximum intensity in the X-direction.
Similar to the images shown with the sources of differing activity, the profile
is asymmetrical in nature. Comparitive to the collimated measurement of the
sample, the profiles are similar, showing that the measurement provides a good
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representation of the intensity of the radiation present in the sample. Due to
the aysmmetry of the peak, and large background, a suitable fit of the peak
could not be applied.
Once again, by filtering the image (Figure 5.43), a clearer definition of the
extended source can be observed. A slice through the point of maximum
intensity in the X-direction is seen in Figure 5.43b. The two-term Gaussian fit
was applied to the profile to see if the peak centroid was consistent with the
maximum count rate shown in Figure 5.40. The peak centroid obtained from
the fit was found to be at −18.9 ± 0.1, which translates to −56.7 ± 0.3 mm
after taking into account the compression factor of 3. The R-Square value for
the fit was 0.994.
It can be deduced that the maximum count rate in Figure 5.40 is approxi-
mately 3 cm in to the 18 cm length. The center of the sample would have
been positioned at (0, 0), 9 cm into the length of the source. The peak posi-
tion obtained from the Gaussian fit shown in Figure 5.43b has the maximum
−5.67±0.03 cm away from the origin, which would be in close agreement with
the location of the maximum point from the collimated profile.
(a) (b)
Figure 5.43: High-pass filter reconstruction, with the intensity matrix (a) and image profile
(b) of the extended 137Cs source with XY PSA and Z-PSA3 techniques applied. Cutoff
radius of 25. A two-term Gaussian fit was applied to the profile, with a R-Square value of
0.994.
The normalised profiles from Figures 5.42b & 5.43b were compared as shown
in Figure 5.44. Additional vertical lines were included on the image to rep-
resent the length of the extended sample. It can be deduced that from the
single, asymmetrical centroid present in Figure 5.43b, that there is a dis-
tributed source of radiation. The rising and falling edge of the filtered slice
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also accurately matches with the length of the sample. These results can pro-
vide confidence that distributed radiation can be measured and the location
identified.
Figure 5.44: Comparison of the normalised intensity profiles from the original reconstruction
of PSA data and after the high-pass filter has been applied for the distributed source. The
additional vertical lines represent the length of the distributed source.
Whilst Figure 5.44 shows the ability of GRI+ to image distributed sources,
the introduction of concrete will lead to increased scattering of photons, and
the reduction of full-energy peak events used for imaging. In order to achieve
the experimental set-up as shown earlier in Figure 5.39, the extended source
would need to be placed within one of the concrete bricks. To accomplish this,
a hole was drilled through the center of one of the bricks as shown in Figure
5.45.
(a) (b) (c)
Figure 5.45: Images of the concrete brick that the 137Cs extended source was placed in. (a)
shows the estimation of where the source was placed within the brick, along with highlighting
the ‘hotspot’ of the sample. (b) and (c) show the holes drilled within the brick.
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Figure 5.45b shows the diameter of the sample (2 cm) so that it would be as
close in contact to the brick as possible. Figure 5.45(c) was a larger hole drilled
on the opposite side, of diameter 4 cm, to allow the full sample to be within
the brick, due to a protuding ‘lip’ halfway through the sample, as shown earlier
in Figure 5.8.
A concrete wall was set up based on the experimental schematic as shown in
Figure 5.39b, with the bricks positioned to allow the midway point of the brick
containing the extended source to fall at y = 0. Photos of the experimental
set-up is shown in Figure 5.46.
(a) (b)
Figure 5.46: Images showing the experimental set-up of the 137Cs extended source soil
sample placed within a concrete wall (a) Front-facing view (b) Rear-facing view.
Table 5.12: Breakdown of the number of events leading to the final analytically reconstructed
image for an extended 137Cs source of activity of approximately 1.2 MBq placed 50 cm away
from the scatter detector face within a concrete wall.
Parameter Number of Events Percentage (%)
MWD interactions recorded 33 596 922 100.0
Real fold interactions 27 929 067 83.1
Number of 2 tier events 7 028 064 20.9
Fold [1 1 1 1] imageable events 1 918 063 5.7
Energy Gated imaged events 41 989 0.1
Due to the addition of the scattering material, data was collected for nearly 61
hours, nearly three times as long as the previous measurement. Even though
the count rate for the measurement was 30 s−1, the increased time for the
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data to be collected was in order to collect more full-energy peak events for
the image reconstruction. The breakdown of the events is shown in Table
5.12.
Figure 5.47: Normalised spectrum comparing the fold [1 1 1 1] coincidence data produced
from a 1.2 MBq 137Cs extended source with and without the presence of a concrete wall.
The coincidence spectrum of fold [1 1 1 1] events from the measurements with
and without concrete is shown in Figure 5.47. Both spectra were normalised
to the highest count in the 662 keV peak in their significant spectrum. The
full-energy peak events in this spectrum are used for the analytical image
reconstruction, as both reconstructions used the same energy gate of 658 - 666
keV. As can be seen, the inclusion of the concrete wall has led to a significant
increase in the low-energy scattering aspect of the Compton continuum.
The analytical reconstruction of the energies shown in Figure 5.47, with the x,
y and z positions from the application of PSA, is shown in Figure 5.48, with
no energy gate applied, so 1 769 141 events are utilised in the image recon-
struction. Despite the significant amount of lower-level background scattering,
a hotspot is observed around the central brick. The reconstructed matrix in-
cludes the concrete brick set-up as seen in the schematic diagram of Figure
5.39b, which was added in separate analysis using Matlab. The positioning
of each ‘brick’ was based on the distance between each length and cartesian
image space co-ordinates of (0, 0). These were adjusted to the size based on
the compression factor of the images.
Figure 5.49 then shows the image when the selected events for the image
reconstruction fall between the defined energy gate of 658 - 666 keV, localising
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the higher-intensity number of cone overlaps to the central brick, and removing
the lower-energy scattering.
Figure 5.48: Analytical image reconstruction of the 137Cs extended source placed within
the concrete wall. The source was placed 50 cm away from the scatter detector face. 1 769
141 events were processed with use of XY PSA and Z-PSA3 technique. The experimental
concrete set-up has been overlaid onto the matrix to show the positioning of all the bricks
corrected for the compression factor of 3 mm/bin.
Figure 5.49: Analytical image reconstruction of the 137Cs extended source placed within
the concrete wall. The source was placed 50 cm away from the scatter detector face. 41
989 events were processed with use of XY PSA and Z-PSA3 technique. The experimental
concrete set-up has been overlaid onto the matrix to show the positioning of all the bricks
corrected for the compression factor of 3 mm/bin.
If the Compton continuum was gated upon (energies of 100 - 480 keV) rather
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than the full-energy peak, the entire imaging space is filled with a large number
of cone overlaps, with the most intense area encompassing the entire concrete
wall and beyond. No information can be obtained from gating on the con-
tinuum, even though a significant amount of events are available due to the
scattering of photons through the concrete. Section 5.5.2 investigates gating
on different regions of the Compton continuum, and if it affects the quality of
the image.
The high-pass filter was then applied to the reconstructed image and the image
matrix was produced as shown in Figure 5.50. In this image, the positions of
the concrete bricks were included again.
Figures 5.48, 5.49 & 5.50 locate the extended source to within the correct
brick, as detailed in Figure 5.39b. The filtered image constrains the source to
the one brick, unlike what is seen in the non-filtered figures. Some additional,
low-intensity artefacts are observed within Figure 5.50, but could simply be
down to the incorrect cut-off frequency assigned for the high-pass filter.
Figure 5.50: Intensity matrix produced after the application of the high-pass filter of the
extended source placed within the concrete wall. The experimental set-up has been overlaid
onto the matrix to show the positioning of all the bricks corrected for the compression factor.
A slice through the point of maximum intensity in the X-direction was pro-
duced from Figures 5.43a & 5.50, and the values were normalised so that they
could be compared to each other. This is shown in Figure 5.51. Additional
vertical lines are included on the figure to show the rising and falling edges of
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the peak.
Despite a shift in the location of the falling edge of the slice from the concrete
measurement, the overall shape of the two profiles is very similar. By calcu-
lating the separation between the two lines, an estimate can be determined for
the length of the extended source.
The separation of the lines with and without concrete were 189 mm and 213
mm respectively. The inclusion of concrete has led to an increased estimation
of the length of the extended source.
Figure 5.51: Comparison of the normalised intensity profiles from the high-pass filter image
reconstruction for the distributed source, with and without the prescence of concrete. The
additional vertical lines represent the length of the distributed source in the two mediums.
The measurement of the source within the concrete wall would have been mea-
sured over the same length of time that the measurement without the concrete
wall had (19 hours) for a true comparison. However, due to a reduced number
of full-energy peak events, it was decided to continue the data collection in
order to increase the number of useable events for image reconstruction. The
length of time for the measurement with the concrete wall (60 hours) would
not be suitable in an industrial scenario.
A comparison of the total number of imageable events, to the number of im-
ageable events that fall within the 658 - 666keV energy thresholds was made
between the two measurements. The increased amount of imageable events
available, and therefore the increased number of full-energy peak events, was
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only due to the duration of the measurement. The percentage difference is
shown in Table 5.13. It can be concluded from the table that the number of
imageable full-energy peak events is reduced by nearly a factor of 2 with the
introduction of scattering material.
Table 5.13: Table showing the percentage difference between the number of imageable events
that fell within the applied energy gate of 658 - 666 keV, and the total number of imageable
events produced from the text files in the measurement of the extended source with and
without a concrete wall.
Run Duration (h) Full-Energy Peak Events Total Imageable Events Percentage (%)
No concrete 18.9 28, 823 600, 637 4.80
Concrete 60.8 41, 989 1, 769, 141 2.37
The sample used however was approximately 1.2 MBq in activity, at a stand-
off distance of 50 cm within a scattering medium. This sample was what was
readily available in the laboratory as a distributed 137Cs source. For measure-
ments of sources of a higher activity, the length of time to collect a suitable
number of full-energy peak events suitable for imaging would decrease.
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5.4 Varying thicknesses of scattering material
A key area of interest in nuclear decommissioning scenarios is determining
the thickness of material that a radioactive source has attenuated through.
Assumptions are usually made over whether radioactive contamination is on
the surface of a wall, or behind it. Cursory visual inspections of produced
spectra take place or through examination of the ratio of the full energy peak
compared to scattered components.
A near replication of the type of measurement done in industry is shown
schematically in Figures 5.52 and 5.53. A collimated 137Cs point source, of
15.6 MBq activity, was placed approximately 4 m away from a NaI scintillator
detector and recorded over a period of 6 hours in a teaching laboratory in the
Central Teaching Laboratories at the University of Liverpool. Directly in front
of the source were several bricks of concrete of 21 cm thickness, to represent a
wall scenario.
Figure 5.52: Schematic diagram (not to scale) of the experimental set-up to replicate a
scenario at a nuclear facility to determine if a source of radioactivity is behind a concrete
wall using a NaI scintillator detector.
Figure 5.53: Images of the experimental set-up shown in the schematic diagram shown in
5.52.
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The measurement was collected over a period of 6 hours to replicate the time
of measurement observed in industry [32]. The spectrum was produced using
ProSpect R©, a gamma-spectroscopy software package used to analyse gamma-
spectroscopy data [100].
Figure 5.54: Gamma-ray energy spectrum produced using ProSpect software, from a 15.6
MBq collimated 137Cs point source placed behind 21 cm of concrete material, at a standoff
distance of 4 m using a NaI scintillator detector. The spectrum was collected over a period
of 6 hours.
As it can be seen from the spectrum in Figure 5.54, the 662 keV full-energy
peak can be observed, but there is a large region shown to the left of the
peak due to the scattering of the photons through the concrete. The 1460 keV
full-energy peak produced from the naturally occurring potassium-40 (40K)
radioisotope is also observed, which is likely present in the concrete bricks
used during the measurement and the walls of the laboratory. This peak can
be ignored as it is a characteristic background radiation source.
If no full-energy peak appears in the spectrum, it is usually concluded in [32]
that the source of radiation is behind the wall. Whilst the 662 keV full-energy
peak is present in the spectrum shown in Figure 5.54, the net peak area is
largely reduced. The inclusion of the concrete would lead to a change in the
peak-to-total ratio. The presence of the peak in this spectrum could be due to
varying factors such as the stand-off distance, thickness of the concrete wall,
or the activity of the source differing to those that may be present in a realistic
nuclear facility scenario. These parameters were selected based on what was
available in a laboratory setting.
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Methods to determine the thickness of concrete a gamma ray has attenuated
through has been investigated previously [101]. This method investigated the
ratio between the 662 keV gamma-peak and 30 keV X-ray through varying
thicknesses of concrete material to produce the following relationship with








In Equation 5.1, R0 and RX/γ represents the ratios of the intensities at zero
depth and depth d respectively. µ represents the linear attenuation coefficients
of the X- and γ radiation with concrete.
This method cannot be utilised with measurements taken for imageable data
from GRI+ due to the inability to observe the 137Cs X-ray in the coincidence
energy spectra. This can be seen in Figure 5.55, which shows the coincidence
energy spectrum of fold [1 1 1 1] events of a 137Cs point source, and the lack
of the 30 keV X-ray.
Figure 5.55: Coincidence energy spectrum of 137Cs from fold [1 1 1 1] events collected with
GRI+.
In the 2-tier Compton camera set-up, it is highly unlikely that the 30 keV X-
ray will be observed. For this event to occur, the 30 keV energy will have to be
divided across the scatterer and absorber detectors within the set coincidence
window. Due to the low-energy of the X-ray, it is highly probable that it will
be photoelectrically absorbed in the scatterer. Any observation of the 137Cs
X-rays is likely to be from additional summed photopeaks which arise from
undesirable coincidence events with part of the 662 keV gamma ray. As well as
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this, the low-energy thresholds of individual strips (∼ 10 keV) means that any
scattered photons from the 30 keV X-ray most likely fall below these defined
thresholds, meaning the X-ray is not observed from the energy spectrum.
Therefore, in order to obtain additional information from a Compton image,
an alternative method would need to be used which utilises the imageable
data. With the increasing amount of concrete material present, more scat-
tering would take place, therefore increasing the amount of data present in
the Compton continuum of a spectrum. Therefore the peak-to-total ratio was
investigated as the thickness of concrete material increased.
The peak-to-total ratio (PT ) is a way to relate the total and peak efficiencies.
As mentioned earlier in Section 3.2, it is defined as the net counts in the full-
energy peak area against the gross total number of events in a spectrum. The
gross counts are conventionally taken from above 100 keV so as to remove
the contribution from X-rays. This ratio can help show the sensitivity of
external effects such as scattering from nearby objects. The peak-to-total ratio
is primarily used for quantifying the performance of a gamma-ray detector, and
it is not commonly used in decommissioning analysis. The priority is being
able to map the contamination and to additionally quantify the radiation
[29].
(a) (b)
Figure 5.56: Images showing a concrete divided into six relatively equal segments in relation
to a standard concrete brick.
In general, the average thickness of a concrete wall is approximately 20.3 cm.
The length of the bricks used in the measurements described in Section 5.3
measured at 21.5± 0.5 cm. One of these bricks was divided into six relatively
equal segments to allow for a varying thickness of concrete to be measured up
to the maximum thickness of 21.5 cm, a close approximation to the average
thickness of a concrete wall used in construction. Figure 5.56 shows images
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of the brick segmented into 6 pieces and placed in comparison to one of the
untouched concrete bricks.
As with the previous measurements in this chapter, the surface of the concrete
will be situated near the minimum distance that the cart can be pushed up
against, to simulate a realistic scenario of measuring a wall. To allow for the
maximum thickness of concrete to be situated infront of the source at the
minimum defined distance of 45 cm, the source was placed at a distance of
65 cm away from the scatter detector face. This is shown in the schematic
diagram in Figure 5.57.
Due to the increased distance, and the amount of scattering material that was
used for the measurements, a higher-activity source was required. For these
measurements, a 15 MBq 137Cs point source was used. The point source was
positioned close to the cartesian image co-ordinates of (0, 0). Figure 5.46b
shows a photo of the source being aligned to y = 0.
(a) (b)
Figure 5.57: (a) Schematic diagram showing the position of a 137Cs point source at a source-
to-detector distance of 65 cm, situated behind varying thicknesses of concrete bricks. (b)
Image showing the setting of the source height to y = 0.
Additional concrete bricks were included to allow the source and the smaller
bricks to be situated relative to the central axis of the detector system as
shown in Figure 5.58. The extra bricks also create additional scattering for
the source, something which helps create a more realistic scenario if trying to
replicate an in situ measurement of a wall.
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(a) (b)
Figure 5.58: Images showing the experimental set-up (a) The source aligned to the seg-
mented concrete (b) Alternative view where one of the bricks has been removed.
Where possible, data was collected until the net counts in the 662 keV full-
energy peak area was close to 10, 000 counts. A breakdown of the number of
events for each measurement can be found in Appendices A and B. The net
peak areas and the time it took to collect those events are shown in Table 5.14.
The net peak areas were found utilising the GF3 program. The associated
errors on the net peak areas were on account of the fit of the full-energy
peak.
In Table 5.14, the 0 cm measurement represents that there was no concrete
material directly infront of the 137Cs point source, but the remaining bricks as
shown in the experimental images in Figure 5.58 remained present.
Table 5.14: Table showing the net peak area of the 662 keV 137Cs peak in a coincidence
spectrum from fold [1 1 1 1] DC events, as a function of concrete thickness, and the time it
took for the measurement to take place.
Concrete thickness (cm ± 0.1 cm) Net Peak Area Time (hours)
0.0 9146± 109 4.60
3.5 9016± 107 5.31
7.0 10770± 118 8.06
10.5 8295± 104 7.43
14.0 10069± 145 12.91
17.5 8147± 119 15.32
21.0 8643± 300 28.10
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Figure 5.59: Figure showing three different normalised coincidence spectra of a 15.6 MBq 137Cs source passing
through varying thicknesses of concrete material.
The coincidence energy spectra from fold [1 1 1 1] DC events were analysed
for the peak-to-total values. A comparison of the spectra from three different
thicknesses of concrete is shown in Figure 5.59.
As can be seen in Figure 5.59, the low-energy part of the Compton contin-
uum increases due to more photons scattering with the increased thickness of
concrete placed infront of the source. It shows that there is not a significant
amount of additional scattering between the half-thickness of three bricks,
and the maximum thickness of concrete. The backscatter peaks are also more
prominent in the spectra involving concrete, as labelled on Figure 5.59. The
spectrum also shows that at the maximum thickness, the higher-energy re-
gion of the Compton continuum, representing the forward-scattered 662 keV
events, reduces in comparison to the other two distributions.
The net areas of the 662 keV full-energy peaks produced from each thickness
of concrete were compared to the gross area of the spectra above 100 keV to
determine the peak-to-total (PT ) ratio. The natural log of the PT ratio of these
two values was plotted against the thickness of concrete as shown in Figure
5.60.
As shown in Figure 5.60, a linear relationship is observed. A linear regression
was computed against the linear model shown in Figure 5.60. An R-square
value of 0.9937 was obtained for the linear equation of −0.066x+ 1.339. This
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relationship could provide the basis for future in situ measurements which is
discussed in Chapter 6.
Figure 5.60: Graph showing the relationship between the Ln of the peak to total ratio and
the thickness of concrete material.
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5.5 137Cs point source analysis at large stand-
off distances
A high-activity 15.6 MBq 137Cs point source was used for measurements to
assess the Compton camera’s imaging capability at large standoff distances.
These distances varied upto a maximum standoff of 2.5 m. The point source
was also used as a basis for measurements including scattering material as
described below:
• Point source at large standoff distance
• Point source placed behind a ‘wall’
• Point source placed infront of ‘wall’
5.5.1 Angular Resolution
Previously, the angular resolution was investigated here [102] with GRI+ to
see how the affect of applying different PSA techniques to the absorber de-
tector improved the resolution. An angular resolution of approximately 11
degrees in the X direction was obtained with parametric XYZ PSA applied
to the absorber detector, and without any PSA applied to the scatterer. In
comparison to other industrial systems that were detailed in Section 2.3.1,
the other Compton Camera, the Polaris-H detector, had an angular resolution
of 30 degrees during real-time measurements, which could be improved to 20
degrees through post-processing of the data.
By including parametric PSA techniques to the scatterer detector as well as
the absorber, the angular resolution should improve from the 11 degrees inves-
tigated previously. The angular resolution was calculated for three measure-
ments that had been collected during the data campaign. All measurements
involved a 15.6 MBq point 137Cs source situated without the presence of any
scattering material present. The distances that were used were 68 cm, 100
cm and 250 cm. These measurements could not be compared to the results
found previously due to variations in the experimental set-up, such as a larger
cryostat separation.
The data was reconstructed analytically, with the use of X-Y PSA for the
positions of interactions in both the scatter and absorber, and Z-PSA3 for
the absorber detector. The parameters used for the previous images in this
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chapter were kept the same.
Another parameter that can be defined in the reconstruction is the image
space size. A 400 × 400 matrix, (set as a value of 1200 in the application) was
used in the reconstructions in the earlier sections to this chapter. In order to
get a suitable Gaussian fit on the background events on the image, the image
space size was increased from 1200 to 1600 for the measurements. The angular
resolution value can vary if the space size is set too small.
Table 5.15: Breakdown of the number of interactions leading to the final analytically recon-
structed image for a 15.6 MBq 137Cs source placed at distances of 68 cm, 100 cm and 250
cm.
Parameter
68 cm 100 cm 250 cm
Events Percentage (%) Events (%) Events (%)
Number of incident γ 2.38× 1010 - 1.12× 1010 - 2.44× 1010 -
MWD interactions recorded 46 202 981 100.0 31 149 382 100.0 31 612 113 100.0
Real fold interactions 20 397 360 44.1 21 252 184 68.2 28 200 338 89.2
Number of 2 tier events 8 329 901 18.0 23 504 740 6 663 082 21.0
Fold [1 1 1 1] imageable events 725 819 1.6 38 461 0.1 2 115 615 6.7
Energy Gated imaged events 31824 0.07 1 679 0.01 94 601 0.30
As can be seen in Table 5.24, the breakdown of interactions and events for the
measurement at 100 cm shows an error of arising from the data acquisition,
which is stating that there are more 2-tier events than there are real fold in-
teractions. The 38 461 imageable events were collected when the DAQ system
was successfully reading out all 48 strips during the measurement. A condition
in the sortcode is that an imageable event won’t be printed unless all 48 strips
have been read out. However, part-way through the measurement, the DAQ
system crashed and it continued to read out information from random com-
bination of strips. These random interactions have lead to false coincidences
observed in the 2-tier system, and hence the additional number of observed
2-tier events compared to real fold interactions. Due to time limitations, this
measurement could not be repeated for a sufficiently long measurement.
Figures 5.61 - 5.63 show the intensity matrices and image profiles for the
measurements at these three distances, along with showing the applied fits to
the profiles. The quality of Figure 5.62a is largely due to the lack of events
in the reconstructed image. As there are only 1679 full-energy peak events
that are used for the image reconstruction, there is only approximately 70
cone overlaps in the point of maximum intensity in the image. The lack of
events leads to the particularly noisy image, despite the compression factor of
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all images being 3 pixels/mm. This will likely contribute to the slightly larger
error in Table 5.16 compared to the other two values. A full breakdown of
events from the three measurements can be found in Table 5.24.
(a) (b)
Figure 5.61: Analytical reconstruction (a) and intensity profile with applied combined Lorentzian and Gaus-
sian fit (b) of fold [1 1 1 1] coicindence events with the application of XY PSA and Z-PSA3, from a 137Cs
point source placed 68 cm away from the scatter detector face. 62 018 full-energy peak events were used in
the reconstruction, with a compression factor of 3 mm/bin.
(a) (b)
Figure 5.62: Analytical reconstruction (a) and intensity profile with applied combined Lorentzian and Gaus-
sian fit (b) of fold [1 1 1 1] coicindence events with the application of XY PSA and Z-PSA3, from a 137Cs
point source placed 100 cm away from the scatter detector face. 1 679 full-energy peak events were used in
the reconstruction, with a compression factor of 3 mm/bin.
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(a) (b)
Figure 5.63: Analytical reconstruction (a) and intensity profile with applied combined Lorentzian and Gaussian fit (b)
of fold [1 1 1 1] coicindence events with the application of XY PSA and Z-PSA3, from a 137Cs point source placed
250 cm away from the scatter detector face. 94 601 full-energy peak events were used in the reconstruction, with a
compression factor of 3 mm/bin.
The FWHM calculated from these fits are used in Equations 3.36 & 3.37 to
determine the angular resolution, the results of which are shown in Table 5.16.
The errors shown in Table 5.16 were calculated based on the errors on the
FWHM from the fit and the solid angle from the distance from the source to
the detector.
The results shown in Table 5.16 show how the inclusion of the scatterer para-
metric XY PSA has improved the angular resolution from the previously ob-
tained 11 degrees [102] to an average value of 7.19 ± 0.26 degrees from the
results above, which included a run in which the number of statistics was
limited due to a DAQ failure.
Table 5.16: Angular Resolution of GRI+ at various standoff distances with PSA applied
Distance (cm) Resolution (degrees) FWHM (mm)
68 7.35± 0.05 87.91± 0.63
100 6.96± 0.23 122.13± 3.96
250 7.25± 0.10 317.14± 4.29
An angular resolution of approximately 7 degrees, evaluated at distances of
up to 2.5 m, is a promising characteristic demonstrated by the GRI+ system,
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especially in comparison to other gamma-imaging system. This value could
even be improved upon further with the use of database PSA.
5.5.2 Effects of concrete
The purpose of this measurement was to investigate the effects scattering ma-
terial would have on the quality of the image, and if it was possible to restore
any lost events due to the effects of scattering.
Figure 5.64: Schematic diagram of the measurement of a high-activity 137Cs point source
at a standoff distance of 68 cm, behind a concrete wall.
Section 5.4 showed that a relationship between the thickness of scattering ma-
terial and the peak-to-total ratio of the coincidence energy spectra can be
achieved. However, when measuring contamination in decommissioning sce-
narios, an image of the source of radiation is required to identify the location.
The introduction of a scattering medium, as shown in Sections 5.3 & 5.4, will
reduce the number of full-energy peak events which will be used for image
reconstruction. Therefore a lot of useable events could be lost in the image
reconstruction when a gate is applied over the full-energy peak of interest. It
is not feasible to simply increase the duration of the measurement taken in
situ. Therefore, this section will explore if any additional events from the co-
incidence spectra can be used in the image reconstruction without degrading
the quality of the image.
The 15.6 MBq 137Cs point source was imaged at a stand-off distance which
allowed the set-up of a concrete wall, as shown in Figure 5.64. The 137Cs source
was first measured without any concrete material present at a distance of 68
cm. This measurement was to provide a basis for the images to be compared
to when concrete was placed in between the source and the detector. This
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distance also allowed the edge of the brick to be 48 cm away from the scatter
detector face. It wasn’t placed at the closest feasible distance of 45 cm due to
an additional measurement taken place (not described in this thesis), where
the point source was placed in front of the wall (Figure 5.65).
Figure 5.65: Photo showing the experimental set-up of a 15.6 MBq 137Cs point source
placed in front of a concrete wall. The Compton Camera is situated to the right of this
image (off-photo), part of the metal cart is seen in the bottom-right of the image.
Fold [1 1 1 1] coincidence data was collected with a count rate in the DAQ
of 160 s−1, and the text files produced from MTSort were analytically recon-
structed using X-Y PSA and Z-PSA3 and DC-face energies. The breakdown
of the events used in the image can be seen in Table 5.17.
Table 5.17: Breakdown of the number of interactions leading to the final analytically recon-
structed image for a 15.6 MBq 137Cs source placed 68 cm away from the scatter detector
face.
Parameter Frequency Percentage (%)
Number of incident γ 1.15 ×1010 -
MWD interactions recorded 46 202 981 100.0
Real fold interactions 20 397 360 44.1
Number of 2 tier events 8 329 901 18.0
Fold [1 1 1 1] imageable events 725 819 1.6
Energy Gated imaged events 31 824 0.06
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Similar to the previously reconstructed images in this chapter, the parameters
defined for the imaging application remained the same (Table 5.1), except
for the source-to-detector distance and the image space size was increased
from 1200 to 1600 to obtain a more accurate background fit. The combined
Lorentzian and Gaussian fit was applied to the profile produced at an X-slice
through the point of maximum intensity. The FWHM of the peak from this
fit was recorded to show the image resolution. The reconstructed image and
the profile can be seen in Figure 5.61a.
The measurement was then repeated with the inclusion of the concrete wall, as
shown in the experimental images in Figure 5.66 utilising the same parameters.
The inclusion of the concrete wall reduced the observed count rate to 70 s−1.
A breakdown of the number of events used in the image reconstruction can be
seen in Table 5.18.
(a) (b)
Figure 5.66: Images showing the experimental set-up of a 15.6 MBq 137Cs point source
placed behind a concrete wall.
Table 5.18: Breakdown of the number of interactions leading to the final analytically recon-
structed image for a 15.6 MBq 137Cs source placed 68 cm away from the scatter detector
face, behind a concrete wall.
Parameter Frequency Percentage (%)
Number of incident γ 2.38 ×1010 -
MWD interactions recorded 57 896 783 100.0
Real fold interactions 40 193 281 69.4
Number of 2 tier events 11 211 235 19.4
Fold [1 1 1 1] imageable events 2 052 513 3.5
Energy Gated imaged events 33 040 0.06
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A comparison of Tables 5.17 & 5.18 shows how the number of energy gated
events reduces to 0.06 % of those recorded by the sortcode when concrete is
included, despite the percentage of fold [1 1 1 1] imageable events increasing
by an additional 1.9 %.
Figure 5.67 shows the normalised spectrum comparing the two fold [1 1 1
1] coincidence energy spectra with and without the presence of the concrete
wall. By looking at the coincidence spectra of the two measurements, as shown
in Figure 5.67, it can be observed how the low-energy part of the Compton
continuum changes with the inclusion of scattering material. The normalised
spectra shown in Figure 5.67 show a similar profile through the Compton
continuum, which could be beneficial when selecting additional energy gates.
A small peak is present in the spectrum involving concrete at 632 keV. The
presence of this peak could be due to ballistic deficit; a loss of the pulse
amplitude due a problem with the shaping process. However, the cause for
this peak is due to a gain-shift from a strip during this measurement, leading
to a miscalibration.
Figure 5.67: Figure showing the fold [1 1 1 1] coincidence spectra produced of a 15.6 MBq
137Cs source positioned at (0, 0, 68) cm with and without the presence of a 10 cm thick
concrete wall.
The key features of a gamma-ray energy spectrum can be identified on Figure
5.67. The backscatter peak, Compton edge and region of multiple Compton
events leading up to the full-energy peak can all be identified. There is an
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additional feature shown in the figure, which is not attributed to the inclusion
of concrete as it is present on both spectra, as well as other spectra shown
in this thesis. The Compton edge from a 662 keV gamma ray should be seen
around 480 keV, where a photon has scattered by an angle of 180◦, which is
labelled on Figure 5.67. This additional region, between 500 - 550 keV, also
seems to have a Compton edge. This feature could arise from summed coin-
cidence events from scattering photons, which are observed more prominantly
due to the increased standoff distance.
The text files produced from the coincidence spectra shown in Figure 5.67 were
analytically reconstructed with energy gates of 658 - 666 keV, and the FWHM
of the peaks produced in the image slices were recorded. Table 5.19 shows the
effect the concrete wall has on the image resolution.
The increased percentage of fold [1 1 1 1] events can be explained by the
increased number of scattered events that are present in the large Compton
continuum, as seen in Figure 5.67. The table also shows the percentage of full-
energy peak events from the total number of fold [1 1 1 1] imageable events
that were used for the coincidence spectrum shown in Figure 5.67, which can
also be represented by the peak-to-total ratio.
Table 5.19: Image Resolution of GRI+ at 68 cm with and without concrete, and the per-
centage of events used in the image from the total number of useable imageable events.
FWHM (mm) Peak-to-Total
Without concrete 87.93 ± 0.62 5.43
With concrete 87.91 ± 0.63 2.10
Table 5.19 shows that even with the inclusion of the concrete wall, the image
resolution barely changes, despite a significant loss of full-energy peak events
due to scattering, as shown by the peak-to-total values for the two measure-
ments.
Both measurements had nearly 30 000 full-energy peak events in the recon-
structed images as shown in Tables 5.17 & 5.18, which can explain the similar-
ity between resolutions. By increasing the number of full-energy peak events,
the combined Lorentzian-Gaussian fit can be applied to a statistically relevant
amount of data, reducing the level of uncertainty on the quality of the fit, and
consequently the FWHM values obtained from the fit. As stated earlier, in-
creasing the duration of the measurement is not feasible, therefore more events
need to be selected that are used within the image reconstruction, not solely
those that fall within the full-energy peak energy gate (658 - 666 keV).
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The inclusion of concrete leads to additional small angle scatters before the
gamma rays reach the scatter detector. These photons, should they interact in
the detector system, are now contributing to specific regions of the Compton
continuum. In principal, by restoring some additional events from these regions
of the Compton continuum which are a direct result of the 662 keV gamma ray,
the image resolution should improve. These additional regions will account for
the loss of full-energy peak events due to the inclusion of concrete.
Figure 5.68: Two-tier coincidence energy spectrum from fold [1 1 1 1] events produced from
a 137Cs point source behind a 10 cm thick concrete wall. The yellow highlighted areas
represent energy gates applied to the image reconstruction.
Figure 5.68 shows the coincidence energy spectrum from the measurement
including concrete. The highlighted regions show the additional energy gates
encompassing the backscatter peak, 177 - 193 keV, and the Compton edge,
472 - 482 keV. These additional energy gates were also applied to the original
measurement without concrete, to observe if the image resolution also improves
with that measurement.
Narrow and wide energy gates were applied to the data. Selected energy gates
are usually kept narrow in order to isolate the key features of the spectrum
(such as the full-energy peak). By increasing the width of the defined gates, the
increased number of events used in the image can originate from background
events. These can be detrimental to the quality of the image, having a larger
influence on the Gaussian shaped background to the image, rather than the
Lorentzian peak. This affect can be observed when larger gates are applied
around the Compton edge.
Tables 5.20 - 5.22 show how the image resolution varies with the different
energy gates applied. It also shows how the angular resolution changes, and
the percentage of events that are available for image reconstruction that are
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used.
Table 5.20: Comparison of image and angular resolution from measurements of a 137Cs
source placed at (0, 0, 68) cm, with and without the presence of a concrete wall, with the
following energy gates applied across the full-energy peak and the backscatter peak.
Energy Gate FWHM (mm) Angular Res (deg) Percentage of Events (%)
(keV) No Concrete Concrete No Concrete Concrete No Concrete Concrete
658 - 666
90.61± 0.64 85.35± 0.56 7.62± 0.05 7.18± 0.05 10.17 8.43
177 - 193
615 - 666
87.41± 0.56 86.79± 0.56 7.35± 0.05 7.30± 0.05 18.14 18.20
160 - 200
Table 5.20 shows how gating on the backscatter peak, as well as the photo-
peak, affects the image resolution. The results shown in this table highlight
the importance of selecting additional regions and how they can potentially
degrade the quality of the image. Gating over the backscatter peak has in-
creased the spatial resolution of the original measurement without concrete
from 87.93± 0.62 mm to 90.61± 0.64 mm. The opposite occurs with the con-
crete measurement, with an improvement in the image resolution from 87.91
± 0.63 mm to 85.35± 0.56 mm.
This is understandable, as the introduction of the concrete leads to more
backscattered events, so it can be confidently stated that the events in this
region arise directly from the 662 keV photon. However, in the original image,
including this additional region has lead to a larger influence from background
events. Increasing the width of the two energy gates only improves the resolu-
tion of the original image minutely, and it degrades once again in the concrete
measurement.
An energy gate was then applied around the Compton edge, which is identified
near 480 keV in Figure 5.51. A narrow energy gate was first selected, 472 -
482 keV. For the wider energy gates, two separate regions above and below the
Compton edge were selected. The first energy gate, 460 - 490 keV, aimed to
utilise the higher-angled Compton scattered events from the 662 keV photon.
The second region, between 482 - 544 keV, was to utilise the events in this
additional feature observed in the Compton continuum, as mentioned earlier.
If the image resolution improves, then it can be concluded that the events
observed in this feature originate from the 662 keV full-energy peak.
Figure 5.69 shows the larger gated regions on the spectrum. The orange region
represents the 482 - 544 keV region to be investigated. The yellow regions show
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the wider energy gates for the full-energy peak and the backscatter peak, as
demonstrated in Table 5.20.
Figure 5.69: Two-tier coincidence energy spectrum from fold [1 1 1 1] events produced from
a 137Cs point source behind a 10 cm thick concrete wall. The highlighted areas represent
wide energy gates applied to the image reconstruction.
Table 5.21 shows how the image and angular resolution changes with the inclu-
sion of the Compton-edge energy gates. The first narrow energy gate applied
shows further improvement to the resolution values compared to the energy
gate selected across the backscatter peak. When the gates are widened to
incorporate the high-angle Compton scatters, there is significant improvement
to the non-concrete measurement. However, utilising these same events for
the concrete measurement shows a slight degradation.
Table 5.21: Comparison of image and angular resolution from measurements of a 137Cs
source placed at (0, 0, 68) cm, with and without the presence of a concrete wall, with the
following energy gates applied across the full-energy peak and the Compton edge.
Energy Gate FWHM (mm) Angular Res (deg) Percentage of Events (%)
(keV) No Concrete Concrete No Concrete Concrete No Concrete Concrete
658 - 666
84.24± 0.74 86.59± 0.82 7.09± 0.06 7.29± 0.07 7.83 3.57
472 - 482
615 - 666
77.11± 0.93 87.49± 1.15 6.49± 0.08 7.36± 0.10 13.56 7.31
460 - 490
615 - 666
92.08± 1.42 110.76± 1.79 7.75± 0.06 9.31± 0.15 18.88 10.00
482 - 544
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When the higher-energy region above the Compton edge is used, a significant
worsening of the image and angular resolutions is observed. Therefore, it can
be concluded that the events that occur within the region of 482 - 544 keV
are background events which negatively contribute to the quality of the image
and leave a larger level of uncertainty on the FWHM value.
It can also be noted from Table 5.21 that a smaller percentage of the im-
ageable events is used when gating on the Compton edge. This shows that
it is not always necessary to include as many events as possible to improve
the image quality, but the importance of choosing the correct region from the
spectrum.
Table 5.22 shows the quality of the image resolution when energy gates are
applied across all three regions. Comparing the results between the three
tables, it can be seen that for measurements that involve scattering material,
it is beneficial to apply additional narrow energy gates across the backscatter
peak, Compton edge, and the full-energy peak. The events used from these
supplementary regions can account for the loss of full-energy peak events from
scattering through the concrete, but the increase of scattering from concrete
will lead to undesirable events in the spectrum, therefore it is best to keep the
applied energy gates narrow.
For standard measurements, with minimal amount of scattering however, it
can be seen that including wide energy gates across the same regions signifi-
cantly improves the image and angular resolutions. Incorporating high-angle
Compton scatters and the leading edge of the full-energy peak utilises events
which have come directly from the 662 keV photon.
Table 5.22: Comparison of image and angular resolution from measurements of a 137Cs
source placed at (0, 0, 68) cm, with and without the presence of a concrete wall, with the
following wide energy gates applied.
Energy Gate FWHM (mm) Angular Res (deg) Percentage of Events (%)
(keV) No Concrete Concrete No Concrete Concrete No Concrete Concrete
658 - 666
84.26± 0.73 85.39± 0.73 7.09± 0.06 7.19± 0.07 12.57 9.89472 - 482
177 - 193
615 - 666
77.49± 0.93 86.21± 1.05 6.52± 0.08 7.25± 0.09 24.64 22.24460 - 490
160 - 200
615 - 666
92.68± 1.38 110.22± 1.53 7.80± 0.12 9.27± 0.13 29.96 24.92482 - 544
160 - 200
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The importance of selecting the correct region on the spectrum has also been
highlighted from the results in these tables. Figure 5.70 shows the analytical
image reconstruction and image slice of the concrete measurement, with the
wider energy gates applied which incorporated the events from the region
between 482 - 544 keV. As can be seen from the figure, the large number of
overlaps observed are originating from background events, leading to a large
Gaussian background. The FWHM obtained from Figure 5.70b was 110.2 ±
1.5 mm, a signifcant increase on the FWHM values found in Table 5.19.
(a) (b)
Figure 5.70: Figures showing how the increased energy gates on the coincidence spectrum
(a) leads to an analytically reconstructed image (b) with a large Gaussian background as
shown in the image slice (c). The FWHM of the Lorentzian peak was 110.2± 1.5 mm.
It can be concluded from these results that no defined set of energy gates can
be applied for each measurement, due to the differences to the FWHM values
observed between the measurement with and without concrete. However, all
tables show the advantages and disadvantages to using additional regions of
the energy spectra. As long as the events being used are directly from the
interacting 662 keV photon, then they can be beneficial in providing additional
information, otherwise undesired background events will be used which will
reduce the quality of the Compton images.
The values described in Tables 5.19 - 5.22 were determined from spectra which
originated from the two-tier system. A comparison of the coincidence spectra
produced from the three-tier system (fold [1 1 1 1 1]) was made to see if
there were any significant features that could be used as additional gates for
image reconstruction. Events that are used in this spectrum have to have also
interacted in the coaxial detector. Figure 5.71 shows the fraction of three-tier
events with and without the presence of concrete.
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As can be seen from Figure 5.71, there are no other discernable features to
the spectra apart from the 662 keV full-energy peak. Regions that were gated
upon previously, such as the backscatter peak and Compton edge, are not
observed on this spectrum. Therefore, there is no advantage to using the
three-tier system for imaging if scattering material is present, as additional
spectrum features cannot be utilised. Also, there is only a small amount of
full-energy peak events in comparison to two-tiered data.
Figure 5.71: Figure showing the fold [1 1 1 1 1] coincidence energy spectra of a 137Cs source
with and without the presence of a concrete wall, measured using the three-tier GRI+
system. The total number of events in each spectrum is also detailed.
CHAPTER 5. RESULTS AND ANALYSIS 192
5.6 High Background measurements
GRI+ was transferred to a room on the University of Liverpool campus that
contained two neutron sources, along with additional low-activity gamma
sources, to replicate a more realistic setting that may be seen in a nuclear
facility. The cart was situated as shown in Figure 5.72 to allow for large
standoff measurements to be taken, which couldn’t have been achieved in the
previous laboratory set-up.
(a) (b)
Figure 5.72: (a) Diagram showing the layout of the laboratory containing the two neutron
sources, and the placement of GRI+ for the second set of measurements. Items are not to
scale. (b) Photo of the experimental set-up of a source placed 2.5 m away from the scatter
detector.
The focus of measurements in this room would be to observe if there were any
significant contributions from background radiation to the quality of the mea-
surements and images collected by GRI+. Separate to common background
gamma-peaks such as 40K at 1460 keV, is the presence of prompt-gamma rays
from neutron interactions, as shown in Figure 5.73.
The spectrum shown in Figure 5.73 shows the prompt-gamma rays as a result
of the presence of two high-activity Americium-Berylium (AmBe) sources. The
alpha-emitting Americium reacts with the Berylium source to produce neu-
trons, but also produces 12C in an excited state. When 12C* deexcites, it
releases a 4.4 MeV photon.
The broad nature of the peak compared to the other peaks present in the
spectrum is due to Doppler broadening. Due to the high-energy of the 4.4
MeV peak, the single and double-escape peaks are observed at 3.4 and 3.9
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MeV. Neutron capture reactions with the material in its enclosure, H(n,γ)D
produces a prominent 2.2 MeV peak. Additional background peaks observed
in Figure 5.73 also includes photons from 214Bi, including the 0.77, 0.93, 1.1
and 1.7 MeV photons, and a 2.6 MeV peak from 208Tl. High-energy neutrons
can also react with 16O to produce 16N which rapidly decays emitting a 6.1
MeV peak. The single and double-escape peaks can be observed on the higher-
energy part of the spectrum. The lower-energy peaks around 0.4 MeV arise
from 228Ac, a naturally occurring decay product from the 232Th decay chain.
Similarly, the lead X-rays could be from the natural decay chain of 238U or from
any possible lead shielding present near the detector whilst the measurement
was being taken.
Figure 5.73: Spectrum showing the most prominent background gamma-ray peaks collected
using a HPGe detector [103].
The detector live-time for the spectrum shown in Figure 5.73 was 21.3 hours
(24.2 hours real-time). The count rates for some of the different energies
observed in the spectrum can be seen in Table 5.23. The gammas of most
significance that could potentially affect the measurements are those arising
from the prompt gammas emitted from the neutron sources.
As stated in Section 2.3.1, current gamma imaging systems deployed in indus-
try use collimators to reduce the effects seen from background radiation. These
collimators will only shield against low-energy background events however, as
higher-energy gammas will likely pass through the collimators.
In the previous laboratory measurements, the scenarios that were considered
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included point sources with no scattering material, and sources with induced
scattering, leading to a Compton background were the energies registered
in the continuum would have originated from the incoming 662 keV gamma
ray.
Table 5.23: Count rates from the presence of the background gamma rays in the neutron
room.








However, due to the high-energy of the emitted prompt gammas, it is unlikely
that full-energy peak events would be measured and observed on the coinci-
dence energy spectra. Partial energy deposition of these prompt gammas from
scattering with the detectors may lead to false coincidence events, creating a
more complicated scenario.
As seen in the previous section, additional areas of the Compton continuum
were gated upon to try and improve the image resolution, which would help
identify the location of the source. If the background events were gated upon
again, the inclusion of these false-coincidence events could lead to incorrectly
reconstructed Compton cones for those energies. These cones could lead to
fewer overlaps observed in the reconstructed image, affecting any possible anal-
ysis of the source location.
Three measurements that have been discussed previously in this thesis were
repeated in the high-background environment. These measurements were as
follows:
• Two 137Cs sources placed at a standoff of 45 cm, and a separation of 18
cm - Measurement A.
• Two 137Cs sources placed at a standoff of 45 cm, and a separation of 6
cm - Measurement B.
• Extended source placed within the concrete wall set-up - Measurement
C.
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Table 5.24: Breakdown of the number of interactions leading to the final analytically recon-
structed image for a 15.6 MBq 137Cs source placed at distances of 68 cm, 100 cm and 250
cm.
Parameter
Measurement A Measurement B Measurement C
Frequency Percentage (%) Frequency (%) Frequency (%)
MWD interactions recorded 7 842 514 100.0 4 366 312 100.0 51 940 515 100.0
Real fold interactions 7 137 303 91.0 3 983 963 91.2 44 544 780 85.8
Number of 2 tier events 1 631 056 20.8 907 972 20.8 11 041 194 21.3
Fold [1 1 1 1] imageable events 522 745 6.7 292 143 6.7 3 321 571 6.4
Energy Gated imaged events 21 193 0.3 11 960 0.3 71 887 0.1
The coincidence energy spectra produced from DC energies from fold [1 1 1 1]
interactions were compared for the three measurements. The measurements
in the neutron laboratory were recorded for at least the same period of time as
the original measurements, but the times varied due to the accessibility of the
lab at certain times of the day. Figure 5.74 shows the coincidence spectra from
these events, normalised to account for the different measurement times.
As can be seen from the normalised spectra in Figures 5.74a - c, there is
no significant deviation between the two profiles, although it can be seen that
there is an increased amount of counts in the lower-energy part of the Compton
continuum for the three measurements in the neutron laboratory.
(a) Measurement A
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(b) Measurement B
(c) Measurement C
Figure 5.74: Normalised coincidence spectra from three measurements taken from the Oliver
Lodge Laboratory to a room with high-background radiation. The energies of the events
were recorded from the DC face of the detectors from fold [1 1 1 1] interactions.
To quantify the affect that this additional scattering could be having, the peak-
to-total values were calculated from these coincidence spectra using a method
similar to that detailed in Section 5.4. These results can be found in Table 5.25.
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The results shown in Table 5.25 across the two locations show that the higher-
background environment has a very small affect on the measurement.
Table 5.25: Peak-to-Total values for coincidence addback spectra from single interactions in




A 5.128± 0.052 4.534± 0.031
B 5.203± 0.047 4.563± 0.041
C 2.580± 0.012 2.442± 0.009
Summary
The performance of the GRI+ system from the University of Liverpool has
been assessed for industrially relevant experimental scenarios. The results
detailed in this chapter demonstrate how GRI+ is able to produce high-quality
images at large stand-off distances, with an average angular resolution across a
range of distances obtained. A non-uniform source of distributed activity was
measured, with the localisation of the source achieved within a concrete wall
setup, and an accurate representation of the distribution of activity within
the sample observed. GRI+ also showed a sensitivity to the introduction
of scattering materials, with a relationship determined with the thickness of
scattering material, and an understanding of what events can be used for image
reconstruction. Further discussion on the results achieved in the chapter are
detailed in Chapter 6.
Chapter 6
Conclusions and Future Work
In this thesis, the capability and performance of GRI+ for possible future
in-situ measurements was investigated by assessing data collected from indus-
trially relevant scenarios. These scenarios focused on measurements of 137Cs
at large standoff distances and in the presence of concrete scattering mate-
rial.
Optimising the quality of analytically reconstructed Compton images was
done by investigating previously-developed PSA techniques, optimisation of
the imaging parameters, and the use of the high-pass filter. The range of mea-
surements included high-activity and relatively low-activity point sources, as
well as analysis of an unevenly distributed, extended source.
This thesis also describes the first set of offsite measurements that GRI+ has
undertaken to replicate in-situ measurements in a room with high-levels of
background radiation. The impact of the higher-levels of background radiation
was evaluated to observe if it had a significant influence on the quality of the
results.
6.1 Conclusions
From the work in this thesis, some overall conclusions could be made over the
performance of the GRI+ system.
The parametric Z-PSA3 technique for the absorber detector, in conjunction
with the parametric X-Y PSA techniques currently implemented in data anal-
ysis, was determined to produce the optimum Compton images. The HPF
applied to analytically reconstructed images could allow for the separation of
near-axis measurements to be calculated from the images.
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For each measurement, a table which detailed the breakdown of events that
were used in the energy gated Compton images was shown. A comparison of
the tables showed the amount of full-energy peak events that were used in the
final image fell within the range of 0.1− 0.2% of the total number of interac-
tions that were recorded by the DAQ system. This value can be increased by
utilising more multi-fold events, and therefore increasing the efficiency of the
system.
High-quality Compton data and reconstructed images have been produced over
varying standoff distances, providing further knowledge of the performance
of the GRI+ system beyond what has been previously measured with the
system.
A sensitivity to measurements involving concrete material allowed for a fur-
ther understanding of what additional imageable events from the Compton
continuum can be used to improve the quality of images.
The main conclusions from the separate investigations are shown below:
137Cs Point Source Analysis
The performance of GRI+ with two 137Cs point sources, first of similar activi-
ties and then with differing activities, was investigated at a distance of 45 cm.
This is the minimum achievable distance a source of radioactive contamination
could be measured from in an in-situ measurement.
The separation of the two sources of similar activity, positioned 180.0 ± 1.0
mm from each other, without any PSA techniques applied was calculated to
be 173.7± 0.8 mm.
The separation of the two sources positioned 60.0 ± 1.0 mm from each other
was calculated to be 61.2± 0.6 mm, and this value was improved to 59.7± 0.4
mm with the application of the HPF.
The measurements were then repeated with one of the sources changed to that
of a much lower activity, 0.041 MBq. The separation with the application of
PSA and the HPF was found to be 171.0± 0.7 mm. This seemed significantly
far from what was believed to be a true separation of 180 mm, however a
positional error on one of the sources could mean the true separation value
was different, and actually to a value closer to the obtained 171.0 ± 0.7 mm.
Positional uncertainties on the sources is possible due to the nature of the
experimental set-up. When the sources were moved to a separation of 60.0 ±
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1.0 mm, the PSA and HPF applied image calculated a separation of 59.4±0.9
mm.
Analysis of the relative heights and areas of the peaks in the reconstructed
images were compared against the relative activities of the two sources, to try
and provide a method of quantifying the activity from the measurements. Nei-
ther technique provided an accurate, consistent representation of the activity
of the sources. Quantifying the activity of the sources from these Compton
images is a technique that needs to be refined.
Extended Source Measurement
The imaging capability of point sources at a standoff distance of 45 cm allowed
for the investigation of an extended source of uneven distribution, with and
without the presence of concrete material. The inclusion of the concrete did
not largely affect the analysis of the Compton image in determining the length
of the distribution.
However, the introduction of the concrete severely reduced the collection of
imageable full-energy peak events, meaning a larger measurement time was
required in order to produce a high-quality image of the radioactive source,
the position of which was accurately located to the concrete brick in which it
was situated.
Varying thicknesses of scattering material
Due to the operation of the GRI+ Compton Camera, a method was suggested
to determine the thickness of concrete material that is place in front of a
radioactive source. By varying the thickness of concrete positioned in front of
a high-activity 137Cs point source, the peak-to-total (PT ) ratio was evaluated
from the coincidence energy spectrum; the energies from which are used for
image reconstruction.
A linear relationship was observed between the natural log of the PT and the
thickness of concrete, with a linear equation of 0.066x+ 1.339 obtained. This
relationship could potentially be the basis for future in-situ measurements,
and provide an estimation on the amount of concrete material that is in front
of a radioactive source of contamination, rather than the previous methods of
assuming it is on the surface of a wall.
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Far-field measurements
The angular resolution was determined and compared for three measurements
at large standoff distances; 68 cm, 100 cm and 250 cm. An average angular
resolution of 7.19 ± 0.26 degrees was calculated. This value is a promising
characteristic for a gamma-ray imaging system, especially in comparison to
the imaging systems currently used in decommissioning.
Through a re-analysis with an improved parametric PSA algorithm, or with
the use of database PSA techniques, the spatial resolution of these images at
these distances could be improved upon further.
High Background measurements
The data presented in this thesis shows the first set of measurements of the
GRI+ system in an ‘offsite’ location, in a room with a significant level of
background radiation on the University of Liverpool campus. This tested the
system’s ability to work as a fully standalone system. There were no significant
degradations in the performance of the individual detector strips, as shown in
Figures 4.20a & 4.20b.
Three measurements taken under the standard laboratory conditions were
compared to replicated measurements in this high-background environment.
A comparison of the PT ratios from each measurement showed that, whilst
there was a slight reduction in each of the PT ratios, the background radiation
has not significantly affected the quality of the results.
6.2 Future Work
This thesis has showed that there is potential for the GRI+ Compton Camera
to be used in decommissioning environments, however, work is still required
before it can be fully considered for in-situ measurements.
The following suggestions describe what is recommended for changes directly
related to the work detailed in this thesis, as well as possible work to expand
the potential of GRI+.
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6.2.1 Improvements to the Data Campaign
Superimposing Compton Images
As described in Section 2.3.1, imaging systems are required to produce a vi-
sualisation of the location of contamination during in-situ measurments, and
this is usually completed post-processing. Previous work [85] has visualised
point sources by combining Compton image reconstructions with a mapping of
the surrounding area completed by a FARO X330 LIDAR system. This initial
investigation was only considered for near-field point sources however.
All the measurements detailed in this thesis included a real-image of the en-
vironment taken with an XBox Kinect. This was with the focus of being able
to superimpose the reconstructed Compton images onto a real image to help
identify the location of the radioactive source.
A disadvantage of simply overlaying the two images on top of the other is that it
does not provide a true, accurate representation of the distribution of radiation,
especially if the radiation is distributed across multiple surfaces.
As seen from Section 5.1, a distributed sample was located within a concrete
brick through recreating the environment after knowing the specifications of
what was being measured. Through post-analysis, the location of the sam-
ple was determined. However, this was achieved after some time, therefore
this method is not suitable for larger settings and for a quick turnaround of
results.
Projecting the Compton cones through a real, imaging space and overlaying
the cones onto specific surfaces would be a proposed next step. This imaging
modality can then be compared with the measurements taken in this thesis
with the data collected with the XBox kinect, to see if the radiation can be
accurately mapped to its true location.
Varying thicknesses of concrete
The linear relationship shown in Figure 5.60 shows that further information
can be deduced from the data taken by GRI+. However, due to the physical
limitations of what was feasible for laboratory measurements, and what could
be disclosed by industrial partners for security reasons, the amount of con-
crete material used for the experiments was based on estimations on what the
average thickness of a concrete wall was.
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Therefore in a realistic scenario, the amount of scattering material that is
present will increase. This will in turn affect the peak-to-total ratio by affecting
the lower-energy part of the Compton continuum. The source-to-detector
distance will also affect the values of the peak-to-total. The gradient of the
linear relationship shown in Figure 5.60 will change as the distance from the
detector increases.
It is unrealistic to complete a set of experimental measurements to replicate
what is present in an industrial setting. Utilising validated simulations to
provide a database of measurements for varying thicknesses of concrete would
prove to be a better alternative.
GAMOS and Geant4 simulations of GRI+ have been validated previously. By
demonstrating an agreement with the experimental data taken in this thesis,
a potential database of peak-to-total values for varying thicknesses of concrete
and standoff distances could be created, which could then be utilised for in-situ
measurements, and be highly invaluable for decommissioning purposes.
Additional improvements
Further suggestions to how the data described in this thesis could be improved
upon is listed below:
• Fixing the DAQ system so that a higher rate of events can be sucessfully
recorded.
• Increase the efficiency of the system by using multifold events in the
imaging process.
• Due to the equal weighting of the phase space, an improvement to the
current MLEM algorithm, or implentation of a new code should be inves-
tigated which can alter the phase space balance, and therefore be used
for the measurements of extended sources.
• Use of database PSA to observe improvements to the image resolution.
• Create a detailed efficiency equation for the extended field-of-view, al-
lowing for the quantification of activity or surface dose from the recon-
structed images.
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6.2.2 Further considerations
One of the measurements taken at the CTL involved an off-axis 60Co source.
This was to replicate one of the test scenarios set forward by Sellafield [29],
to observe how the presence of a high-activity, off-axis source would effect the
measurements. However, the activity of the 60Co source (0.3 MBq) was too
weak to make any significant contribution to the measurement. Repeating
this measurement, but with a higher-activity source could allow for a suitable
investigation of the presence of off-axis radiation on the images.
The next major test for the GRI+ system will be for the trialling of the
cart in a true in-situ measurement. Discussion with one of the industrial
partners to this project, Mirion Technologies, lead to the planning of a set of
in-situ measurements in a test contamination scenario. Due to the disruption
caused by the COVID-19 pandemic however, these measurements have been
postponed.
The transport of a liquid radionuclide such as 137Cs through a dense medium
such as a concrete block could also be investigated. The production of a
concrete phantom was initially considered for the work in this thesis, but
various limitations delayed the manufacturing indefinitley.
The measurements in this thesis have assumed that any radioactive contamina-
tion is on the surface or behind a defined thickness of concrete material. A true
investigation of the ingress of radiation within concrete would be highly ben-
eficial for the nuclear industry. Observing the uptake of liquid 137Cs through
a concrete brick, and imaging over a long period of time could provide invalu-
able information. However, the logistics of performing an experiment such as
this safely, and with minimal risk would be difficult in a University laboratory
setting.
It is hoped that the research and findings detailed in this thesis will provide
a basis for the further development of the GRI+ Compton Camera, with the
knowledge of the experimental procedures and analysis to be implemented for
any future in-situ waste characterisation scenarios.
Appendix A
List of Publications
This appendix details some published works as author and co-author on the
GRI+ Compton Camera.
Author
Feasibility study of a Compton Camera for nuclear contamination
scenarios with varying thicknesses of concrete material.
Jaimie Platt et al. IEEE Conference Proceedings. 2019 IEEE Nuclear Science
Symposium and Medical Imaging Conference (NSS/MIC), Manchester, United
Kingdom, 2019, pp. 1-3, doi: 10.1109/NSS/MIC42101.2019.9059767.
Co-Author
Characterisation of the charge collection properties in a segmented
planar HPGe detector
E. Rintoul et al. Nuclear Inst. and Methods in Physics Research, A 987 (2021)
164804
A semiconductor triple-layered Compton camera for Proton Ther-
apy verification
S. Kalantan et al. 2019 IEEE Nuclear Science Symposium and Medical Imag-
ing Conference (NSS/MIC), Manchester, United Kingdom, 2019, pp. 1-3, doi:
10.1109/NSS/MIC42101.2019.9059654.
Creation and Validation of Calculated Pulse Databases for Pulse
Shape Analysis in the Planar Semiconductor Detectors of a Triple-
Layered Compton Camera System
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E. Rintoul et al. IEEE Conference Proceedings, 2018 IEEE Nuclear Science
Symposium and Medical Imaging Conference (NSS/MIC), Sydney, Australia,
2018, pp. 1-4, doi: 10.1109/NSSMIC.2018.8824595.
Awaiting Publication
Gamma-Ray Imaging Performance of the GRI+ Compton Cam-
era




Table B.1 is a complete list of the measurments described in this thesis. Details
of each measurement includes the duration of the measurement, the count rate
(s−1) received by the data aquisition system and the tape rate, the amount of
data recorded (kBytes) per second.
A breakdown of the number of events is also included in Table B.1, beginning
with the total number of events the MWD code was used with a registered
event. The selected events are the those that have successfully passed the low-
energy threshold set by the user. The number of 2 tier events are interactions
which fell within the defined coincidence window. Imageable events are Fold
[1 1 1 1] interactions which are written to .txt files which can be used with the
Imaging Application [91].
The imaged events are the events shown in the final reconstructed images
shown in this thesis. This value can vary depending on the user parameters
defined in the Imaging application, such as the image space size, or the Z slice
to be observed. The energy gate applied for all measurements is between 658
- 666 keV.
Measurements R328 - R329 are listed in order of increasing concrete thickness
as described in Section 5.4.
* - Concrete was involved in the measurement.
∗∗ - Measurements were taken ‘offsite’ in the Central Teaching Laboratories,
University of Liverpool.
N/A - Values were not obtained during the measurement.
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Gamma rays are emitted isotropically from a radioactive source. This 4π
spherical projection of gamma rays emitted per second, based on the activity
of the source used, means we can determine the number of gamma-rays that
are emitted onto a small surface-area of a sphere.
This is usually determined by the solid angle subtended at the centre of a
sphere to produce a cone as shown in Figure C.1. The base of the cone can be
represented by the scatter detector face. Using trigometric relationships, the
angle Ω can be found in relation to the 4π spherical projection.
Figure C.1: Schematic showing the solid angle, Ω subtended by a radioactive source onto
the scatter detector face.
However, this scenario works with a single source, with the height of the cone
being the source-to-detector distance. However, with multiple sources, irregu-
lar cones are produced based on the positioning of the sources. This is shown
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in Figure C.2.
Figure C.2: Schematic showing the position of a source 9 cm away from the central x = 0,
45 cm from the scatter detector face, and the calculation to determine the angle x.
In this example, based on measurement R6 as described in Appendix A, two
sources are positioned ± 9 cm from the central axis of x = 0. The axis of x =
0 falls centrally within the scatter detector face. To find the angle subtended
onto the detector, x, we need to use two trigonometric relationships as shown
in Figure C.3.
Figure C.3 shows two right-angled triangles, where the hypotenuses of these
triangles represent the slant lengths of the irregular cone in Figure C.2. The
vertical lengths are known from the source-to-detector distance of 45 cm, and
the horizontal lengths can be determined by adding or subtracting the scatter
detector face radius from the source position of 9 cm. Using the trigonometric
function, Tan, the angles a and b can be calculated. By subtracting angle b
from a, the angle subtended, x can be determined.
Figure C.3: Diagram showing the trigonometric calculations to find angles a and b, using
the known source-to-detector distance, 45 cm, and the distance from the central x = 0 axis.
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gammas incident on detector
total gammas emitted in 4π
(C.1)
The number of incident gamma rays on the scatter detector face for each
measurement is shown in Table C.1.
Any measurements involving the 18 cm distributed 137Cs soil sample have not
been calculated due to the complicated nature of the geometry. Measurements
that this involves are: R11, R13.
Table C.2 shows the measurements that involved scattering material placed
directly infront of the source. For these calculations, the estimated number of
gamma-rays projected onto the scatter detector face will be reduced in inten-
sity depending on the thickness of the concrete, as described by Eq. 3.12.
The values that have been calculated in these tables include only the gamma-
rays that are emitted within that particular solid angle, Ω. These values do
not include any additional photons that may have interacted in the detectors
from scattering from nearby materials.
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