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OPTIMAL C1,α ESTIMATES FOR A CLASS OF ELLIPTIC
QUASILINEAR EQUATIONS
DAMIA˜O J. ARAU´JO AND LEI ZHANG
Abstract. In this article we establish sharp C1,α estimates for weak
solutions of singular and degenerate quasilinear elliptic equation
− div a(x,∇u) = f,
which includes the standard p-laplacean equation with varying coeffi-
cients as a special case. The sharp exponent α is asymptotically opti-
mal and is determined by the Ho¨lder regularity of the coefficients, the
exponent p and the q-integrability of the source term f .
1. Introduction
The main goal of this article is to investigate sharp local regularity for
solutions of singular and degenerate elliptic equations with varying coeffi-
cients
(1.1) − div a(x,∇u) = f(x) in Ω,
for a bounded domain Ω ⊂ Rn and dimension n ≥ 2. The vector field a =
a(x, ξ) : Ω× Rn → Rn is C1-regular in the gradient variable ξ, and satisfies
the following structural assumptions: for each x, xi ∈ Ω and ξ, ξi ∈ R
n,
i = 1, 2, there holds
(1.2)


|a(x, ξ)| + |∂ξa(x, ξ)||ξ| ≤ Λ|ξ|
p−1
λ|ξ1|
p−2|ξ2|
2 ≤
〈
∂ξa(x, ξ1)ξ2, ξ2
〉
|a(x1, ξ)− a(x2, ξ)| ≤ ω(|x1 − x2|)|ξ|
p−1,
for 2 − 1/n < p, positive constants λ ≤ Λ and ω : [0,∞) → [0,∞) a
nondecreasing function satisfying ω(0) = 0. Hereafter, we assume
(1.3) ω ∈ C0,σ(Ω) and f ∈ Lq(Ω)
for some 0 < σ < 1 and n < q ≤ ∞. One special model of (1.1) is the
nonhomogeneous p-laplacean equation with coefficients
(1.4) − div (γ(x)|∇u|p−2∇u) = f(x),
where 0 < λ ≤ γ(·) ≤ Λ is a Ho¨lder-continuous function.
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The investigation of gradient regularity properties for solutions of equa-
tion (1.1) has been a central subject of research since the fundamental work
of Uraltseva [21], who established the C1,µ estimates for solutions of the
p−harmonic equation
−∆pu := −div (|∇u|
p−2∇u) = 0, p > 1.
See also [19, 7] and the reference therein. Since then, regularity estimates
for equations with varying coefficients as in (1.1) have been established by
DiBenedetto [5] and Tolksdorf [19]. Here we mention two papers closely
related to our article. In [6, 12] Duzaar, Kussi and Mingione established
modulus of continuity for ∇u, if
a(·, ξ) is Dini-continuous and f ∈ L(n, 1/(p − 1)),
where p > 2− 1/n, L(n, 1/(p− 1)) ⊃ Ln is a Lorentz space. These assump-
tions are essentially optimal for C1-regularity of solutions. In particular if
(1.3) holds, a modulus of continuity of ∇u is obtained. It was discovered
by Teixeira [16] that, under low regularity assumptions on the coefficients
of equation (1.1), solutions are still surprisingly smooth around the critical
points of u. This is unexpected because at these points the equation is not
uniformly elliptic: the coefficients tend to either infinity (1 < p < 2) or zero
(p > 2).
Based on regularity of the coefficients of (1.1) and the integrability of the
source f described in (1.3), our main purpose is to establish the sharp index
for the modulus of continuity of ∇u. Before stating our main results we
list a few well known examples of (1.1), which indicate the best regularity
exponents in ideal situations. First of all, direct computation shows that
v(x) = Cp|x|
p
p−1 solves ∆pv = n,
for Cp =
p−1
p . This example tells that, in the case γ ≡ 1 and q = ∞, if
the optimal regularity for (1.1) is C1,α, α cannot be greater than 1p−1 . The
second example
v(x) = |x|1+ν solves ∆pv = (1 + ν)
p−1ν(p− 1)|x|ν(p−1)−1.
Clearly ∆pv ∈ L
q(B1) for some q > n and v ∈ C
1+ν whenever ν = 1−n/qp−1 + ǫ
for each ǫ > 0. Thus if f is only assumed to be in Lq for some q > n, one
cannot expect α to be greater than 1−n/qp−1 . The third reasonable obstruction
comes from the σ-Ho¨lder continuity of ω, which implies α ≤ σ, because even
for the linear homogeneous elliptic case
−div(aij(x)∇u) = 0,
is necessary to assume aij ∈ C
0,σ in order to obtain local C1,σ estimates.
REGULARITY ESTIMATES FOR QUASILINEAR EQUATIONS 3
Based on these obstructions we define the following quantity:
(1.5) ασ,p,q :=


min
{
σ, 1 −
n
q
}
·min
{
1,
1
p− 1
}
if n < q <∞,
σ ·min
{
1,
1
p− 1
}
if q =∞.
For the constant coefficient field a(x, ξ) = a(ξ), case ω ≡ 0, it is well
known that weak solutions of
(1.6) − div (a(∇u)) = 0
are locally C1,αm for a maximal αm ∈ (0, 1) depending only on n, p, λ and
Λ. By the aforementioned examples we cannot expect the optimal exponent
α greater than min{αm, ασ,p,q}. Our main result provides the following
asymptotic optimal regularity estimate.
Theorem 1.1. Let u ∈ W 1,p(Ω) be a weak solution of (1.1) under the
assumptions (1.2) and (1.3). Then u is locally C1,α(Ω), where
(1.7) α = min{α−m, ασ,p,q}.
Moreover, for any K ⋐ Ω, there holds
(1.8) sup
x,y∈K,x 6=y
|∇u(x)−∇u(y)|
|x− y|α
≤ C,
for some C > 0 depending only on α, n, p,Λ, λ, ‖u‖W 1,p , ‖ω‖C0,σ , ‖f‖Lq and
dist(K,∂Ω).
Hereafter in this paper we denote α as in (1.7) with α−m denoting any
positive number less than αm. So in this case, the constant C = C(α) may
blow-up as α→ αm.
In particular, Theorem 1.1 provides an important information on how the
C1,α-regularity deteriorates as q approaches n. It is well known, see [14, 15],
that a solution u of (1.4) satisfies ∇u ∈ C0,α(ε) provided f ∈ Ln+ε and
γ ∈ C0,ε, where α(ε)→ 0 as ε→ 0. However, no explicit expression of α(ε)
is given. Using Theorem 1.1 we can make α(ε) explicit.
Corollary 1.1. Let u be a weak solution to (1.1) satisfying (1.2) and (1.3)
for p ≥ 2. There exists a small number ε, depending on parameters as in
Theorem 1.1 such that if
ω ∈ C 0,ε and f ∈ Ln+ε
for 0 < ε ≤ ε, then ∇u is locally of class C0,α(ε) for
α(ε) =
ε
n+ ε
·
1
p− 1
.
The proof of Corollary 1.1 follows by choosing ε sufficiently small such
that ε/(n + ε) < αm. Therefore, it easy to check that for p ≥ 2 we have
ασ,p,q =
ε
n+ε ·
1
p−1 where ασ,p,q = α, for α as in Theorem 1.1.
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In the plane, using tools from complex analysis in [10], Lindgren and
Lindqvist obtained the optimal interior C1,α estimate for the inhomogeneous
p-Laplacian equations,
−∆pu = f ∈ L
q,
where p ≥ 2 and q < ∞. For the case f ∈ L∞, the first author, Teixeira
and Urbano [1] proved that solutions are locally C1,p
′−1 where p′ is the
conjugated index of p. Still in dimension n = 2, case f ≡ 0, p-harmonic
functions are locally C1,αp for an exponent αp satisfying the following strict
inequality
1
p− 1
< αp,
for any 2 ≤ p < ∞, see [1, 3]. Consequently, we observe that the maximal
regularity exponent for the constant coefficients equation (1.6) satisfies αm >
1/(p−1) when n = 2. Thus we can apply Theorem 1.1 to obtain the optimal
regularity for solutions of (1.1) in two dimension spaces:
Corollary 1.2 (Optimal regularity in the plane). Under conditions (1.2)
and (1.3) for 2 < q ≤ ∞, p ≥ 2 and n = 2, solutions of equation (1.1) are
locally C1,̺ for the optimal exponent
̺ =


1
p− 1
·min
{
σ,
q − 2
q
}
if 2 < q <∞
1
p− 1
· σ if q =∞
Here we mention the essential ingredients in the proof of the main results.
For a generic solution of (1.1) we consider an appropriate neighbourhood
of the critical set C(u) := {x : ∇u(x) = 0} in small balls with large radii:
|∇u| . r. In this case we apply the oscillation estimates developed by the
first author, Teixeira and Urbano, see [1, 2]. However, for balls of small
radii: r . |∇u| the gradient becomes large and the vector field a(x, ξ) has
a linear growth at infinity. In this case, Theorem 3.1 (to be established in
the Section 5) essentially provides the optimal regularity estimates for such
regions. By combining estimates in these situations carefully we obtain the
desired local estimates.
Notations. We use Br(x) ⊂ R
n to denote the open ball with radius r > 0
centered at x ∈ Rn. If x is the origin we use Br instead of Br(0). Given a
compact set K ⋐ Ω, we denote dist(K,∂Ω) the euclidean distance between
K and the boundary of the domain Ω.
Organization of the paper. In Section 2, we derive regularity estimates
for balls with large radii. In Section 3, using optimal regularity estimates for
equations with linear growth, Theorem 3.1, we establish estimates for balls
with small radii, and in Section 4, standard arguments are employed to prove
Theorem 1.1. For the sake of clarity and completeness in the presentation of
the arguments, we leave the proof of Theorem 3.1 in the Appendix, Section
5.
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2. Sharp growth estimates for large radii
First we recall that equation (1.1) satisfies (1.2) and (1.3). By the afore-
mentioned works of Duzaar-Mingione [6, theorem 4] and Kuusi-Mingione
[12, theorem 1.6], all solutions u of (1.1) are at least C1. Thus ∇u is defined
at each point.
The goal in this section is to derive the following estimates for weak
solutions u of (1.1):
(2.1) sup
Bρ(x0)
|u(x)− u(x0)−∇u(x0) · (x− x0)| ≤ Cρ
1+α
for radii satisfying
|∇u(x0)| ≤ cρ
α
with c, C depending on n, p,Λ, λ, α, ‖u‖W 1,p , ‖ω‖C0,σ , ‖f‖Lq and dist(K,∂Ω).
Hereafter in this paper, constants with this dependence shall be called uni-
versal. Here is the main result of this section.
Proposition 2.1. Let u be a weak solution of (1.1) in Ω. Given a compact
K ⋐ Ω and x0 ∈ K, there exist universal positive constants κ,C and ρ, such
that if
(2.2) |∇u(x0)| ≤ κρ
α,
for some 0 < ρ ≤ ρ, then
(2.3) sup
Bρ(x0)
|u(x)− u(x0)| ≤ Cρ
1+α.
In order to derive the Proposition 2.1 we show, under a certain smallness
assumption of certain parameters, u can be approximated by a solution of a
constant coefficient equation. For the sake of clarity, we restrict our analysis
to the simplest case Ω = B1 and x0 = 0.
Lemma 2.1. Given ǫ > 0 there exists δ > 0 depending on n,p,q,Λ,λ,σ and
ǫ, such that if
(2.4) ‖f‖Lq(B1) ≤ δ, sup
B1
|a(x, ξ) − a(0, ξ)| ≤ δ |ξ|p−1
and (1.2) holds, then for each weak solution u of (1.1) in B1 satisfying
‖u‖L∞(B1) ≤ 1 and u(0) = 0, there exists a function h in B3/4, weak solution
of
(2.5) − div (a(∇h)) = 0 in B3/4 with h(0) = 0,
for a constant coefficients field a, satisfying (1.2) with ω ≡ 0, such that
(2.6) sup
B1/2
|u− h|+ |∇u(0) −∇h(0)| ≤ ǫ.
Proof. By way of contradiction we assume that there exist ǫ⋆ > 0 for which
the Lemma fails. This means that we can find sequences {uj}, {aj}, {fj}
and {δj}, for j ∈ N satisfying
(2.7) div(aj(x,∇uj)) = fj in B1
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where ‖uj‖L∞(B1) ≤ 1 and uj(0) = 0 as well as
(2.8) ‖fj‖Lq(B1) ≤ δj and |aj(x, ξ) − aj(0, ξ)| · |ξ|
1−p ≤ δj , for δj → 0
as j → ∞. However, for any solution h of a homogeneous constant coeffi-
cients equation, as in (2.5), satisfying h(0) = 0, there holds
(2.9) sup
B1/2
|uj − h|+ |∇h(0) −∇uj(0)| > ǫ⋆
for some positive parameter ǫ⋆.
In view of this, a standard regularity result for solutions of (2.7) assures
that {uj} is a pre-compact sequence in the C
1-topology, see [6, 12] and [16,
Theorem 2.1]. Therefore, along a subsequence, {uj} converges locally to a
function u∞ in C
1 and the following estimate holds:
(2.10) u∞(0) = 0 and sup
B1/2
|uj − u∞|+ |∇uj(0) −∇u∞(0)| → 0.
Moreover, thanks to the C1-compactness of uj , there exists a universal con-
stant L > 0 such that |∇uj| ≤ L/2 in B3/4. Now, let us define
bj(x, ξ) := aj(x, ξ)χ{|ξ|≤L} +Kχ{|ξ|>L}.
Clearly the sequence {bj(0, ·)} is bounded and equicontinuous, therefore by
the well known theorem of Ascoli-Arzela´, bj(0, ·) → b∞(0, ·) uniformly in
B1/2. Hence, by (2.8) we obtain
(2.11) |aj(x, ξ)− b∞(0, ξ)| ≤ L
p−1δj + |aj(0, ξ)− b∞(0, ξ)|
for any x ∈ B
1/2
and ξ ∈ BL. This means that aj → b∞ uniformly in
B1/2 × BL. From (2.10) and (2.11), we have by standard arguments that
u∞ solves the constant coefficients equation
− div(b∞(0,∇u∞)) = 0 in B3/4 with u∞(0) = 0.
Notice that in B3/4, u∞ works as a function h described in (2.9). Therefore,
0 < ǫ⋆ ≤ sup
B1/2
|uj − u∞|+ |∇uj(0) −∇u∞(0)|.
This leads a contradiction to (2.10) for j ≫ 1. 
Lemma 2.2. Let u be a weak solution of (1.1) in B1 with ‖u‖L∞(B1) ≤ 1
and u(0) = 0. There exist small positive constants δ0 and ρ0 depending only
on n,p,q,Λ,λ,σ and α such that if
(2.12) ‖f‖Lq(B1) ≤ δ0, sup
B1
|a(x, ξ) − a(0, ξ)| ≤ δ0|ξ|
p−1
and
|∇u(0)| ≤
1
4
ρα0 ,
there holds
sup
Bρ0
|u(x)| ≤ ρ1+α0 .
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Proof. For ǫ > 0 to be determined later, we can find a solution h of some
constant coefficient equation satisfying (2.4) for δ = δ(ǫ), such that
(2.13) |∇u(0)−∇h(0)| ≤ ǫ and sup
Bρ
|u| ≤ ǫ+ sup
Bρ
|h|
for any 0 < ρ ≤ 1/2. On the other hand, by the local regularity estimates
to constant coefficients equations together the fact h(0) = 0, we get
(2.14) sup
Bρ
|h| ≤ Cρ1+αm + |∇h(0)|ρ.
Here, we emphasize that C depends only on n and p. As a consequence of
(2.13) and (2.14) we obtain
(2.15) sup
Bρ
|u| ≤ ǫ+ Cρ1+αm + (ǫ+ |∇u(0)|) ρ.
Setting
ρ = ρ0 :=
(
1
4C
) 1
αm−α
and ǫ =
1
4
ρ1+α0 ,
we get by (2.15),
sup
Bρ0
|u| ≤ ρ1+α0
after a universal choice of δ = δ(ρ0). 
Next, we apply Lemma 2.2 iteratively to prove a special case of Proposi-
tion 2.1:
Lemma 2.3. Let u be a weak solution of (1.1) in B1 with ‖u‖L∞(B1) ≤ 1
and u(0) = 0. Under conditions (1.2) and (2.12) and the same assumption
for ρ0 as in Lemma 2.2, there exists C > 0 depending only on n,p,q,Λ,λ,σ
and α such that if
|∇u(0)| ≤
1
4
ρα,
for some 0 < ρ ≤ ρ0, then
sup
Bρ
|u(x)| ≤ Cρ1+α.
Proof. First, we show a discrete version of Lemma 2.3. More precisely, we
claim that for ρ0 given as in Lemma 2.2, if
|∇u(0)| ≤
1
4
ρkα0
for some positive integer k, then
sup
B
ρk
0
|u(x)| ≤ ρ
k(1+α)
0 .
We prove it inductively. The case k = 1 follows by Lemma 2.2. Next, we
assume the conclusion holds for k ≤ i. Suppose u satisfies
|∇u(0)| ≤
1
4
ρ
(i+1)α
0 .
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Set ui(x) :=
u(ρi0x)
ρ
i(α+1)
0
. Direct computation shows that ui solves
−div ai(x,∇ui(x)) = fi(x) in B1
for
ai(x, ξ) := ρ
i α(1−p)
0 a(ρ
i
0 x, ρ
i α
0 ξ)
which satisfies the same conditions as in (1.2), and also the smallness con-
ditions as in (2.12). fi(x) is defined by
fi(x) := ρ
i(α(1−p)+1)
0 f(ρ
i
0x).
It is easy to verify that
‖fi‖Lq(B1) ≤ ρ
i(α(1−p)+1−n
q
)
0 ‖f‖Lq(Ω).
Note that, since α ≤ (1 − n/q)/(p − 1) for p ≥ 2, we have the exponent
α(1−p)+1−n/q ≥ 0 for any p ≥ 2−1/n and so we obtain ‖fi‖Lq(B1) ≤ δ0.
In addition we get
|∇ui(0)| ≤
1
4
ρα0 .
Thus, ui satisfies the hypotheses of Lemma 2.2 and we have
sup
Bρ0
|ui(x)| ≤ ρ
1+α
0
Finally, by the definition of ui and the estimate above, we obtain
sup
B
ρi+1
0
|u| ≤ ρ
(i+1)(1+α)
0 .
To conclude the proof of Lemma 2.3 we proceed as follows. Given a
number 0 < ρ ≤ ρ0, we select an integer k > 0 such that
ρk+10 < ρ ≤ ρ
k
0 .
Hence, by the condition (2.2) we have in particular
|∇u(0)| ≤
1
4
ρ kα0
therefore,
(2.16) sup
Bρ
|u(x)| ≤ sup
B
ρk
0
|u(x)| ≤ ρ
k(1+α)
0 = ρ
−(1+α)
0 ρ
1+α
and Lemma 2.3 is established. 
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Proof of Proposition 2.1. The idea here is to scale a fixed weak solution
u of (1.1) and apply Lemma 2.3.
In fact, for a fixed compact set K ⋐ Ω and x0 ∈ K, we denote d0 =
dist(K,∂Ω). Also, for positive parameters A0 and B0, we define the follow-
ing function:
v(x) :=
u(x0 +A0 x)− u(x0)
B0
.
Note that v solves
−div a0(x,∇v) = f0 in B1,
for
a0(x, ξ) := (B0/A0)
1−p a(x0 +A0 x,B0/A0 · ξ)
and
‖f0‖Lq(B1) ≤ B
1−p
0 A
p−n/q
0 ‖f‖Lq(B1).
Also, it is easy to see that a0 satisfies the structural condition (1.2) with
|a0(x, ξ)− a0(0, ξ)| ≤ ω(A0 |x|).
Therefore, by choosing
A0 := min
{
1, d0/2, ω
−1 (δ0) /d0
}
and
B0 := max
{
1, 2‖v‖L∞(Ω),
p−1
√
‖f‖Lq(Ω)δ
−1
0
}
,
we see that a0 satisfies the same structural conditions (1.2) as well as the
smallness assumptions (2.12) for δ0. Moreover v satisfies v(0) = 0 and
‖v‖L∞(B1) ≤ 1.
Finally, let us conclude the proof of Proposition 2.1. For every radius
0 < ρ ≤ d0 ρ0 and c > 0 to be chosen later, we have that
|∇u(x0)| ≤ cρ
α implies |∇v(0)| ≤ c
B0d
α
0
A0
ρ˜α
for ρ˜ = ρ/d0 ≤ ρ0. By selecting c := A0/(4B0d
α
0 ) we are able to apply
Lemma 2.3 where
sup
Bρ˜
|v(x)| ≤ Cρ˜1+α
and so,
sup
BA0
d0
ρ
(x0)
|u(x)− u(x0)| ≤
C
Aα0
(
A0
d0
ρ
)1+α
.
Therefore, we conclude that for each 0 < r ≤ ρ0d0/2, if
|∇u(x0)| ≤ c r
α
where c = A1−α0 /(4B0), there holds
sup
Br(x0)
|u(x)− u(x0)| ≤ Cr
1+α
for some universal C > 0. The proof of Proposition 2.1 is complete.
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Also, we would like to point out that by regularity theory for quasilin-
ear equations the local upper bound for L∞-norm follows: ‖u‖L∞(K) ≤
C‖u‖Lp(Ω), for any compact set K ⋐ Ω and a universal constant C > 0 de-
pending on universal parameters, specially on dist(K,∂Ω)−1. Therefore, the
normalization constant B0 depends only on the L
p-norm of u and universal
parameters.
3. Optimal regularity estimates for small radii
Here we shall derive regularity estimates for radii satisfying
κρα < |∇u(x0)|
for κ > 0 universal as in Proposition 2.1. In this case a crucial observation is
that the equation (1.1) behaves as a quasilinear equation with linear growth,
i.e., it satisfies conditions (1.2) and (1.3) for p = 2. In this special case we
shall use the following result, Theorem 3.1, to assert that solutions of (1.1)
are C1+β-regular for a given exponent β = β(σ, q) ≥ ασ,p,q for all p > 1.
Theorem 3.1. Let u ∈ H1(Ω) be a solution to (1.1) satisfying the conditions
of Theorem 1.1 with p=2. Then u is locally C1,β, where the estimate (1.8)
is valid for the following exponent:
β =
{
min {σ, 1− n/q} if n < q <∞
σ if q =∞.
Theorem 3.1 and Proposition 2.1 are the key ingredients for proving the
C1,α-regularity estimates stated in Theorem 1.1. Even for the case p = 2,
the nonlinear vector field a satisfying (1.2) and (1.3) has a linear growth
and the classical regularity estimates for elliptic equations of divergent form
cannot be applied directly. In order not to interrupt the proof the main
theorem, we defer the proof of Theorem 3.1 to the appendix in Section
5. We recall that constants are called universal if they only depend on
n,p,Λ,λ,α, ‖u‖W 1,p ,‖ω‖C0,σ ,‖f‖Lq and dist(K,∂Ω).
Proposition 3.1. Let u ∈ W 1,p(Ω) be a weak solution of (1.1) in Ω satis-
fying (1.2) and (1.3) and a compact K ⋐ Ω. For κ as in Proposition 2.1,
there exist universal positive constants ρ˜ and C, such that if
(3.1) κρα < |∇u(x0)|
for x0 ∈ K and 0 < ρ ≤ ρ˜ , then
(3.2) sup
Bρ(x0)
|u(x)− u(x0)−∇u(x0) · (x− x0)| ≤ Cρ
1+α.
Proof. Initially, for ρ⋆ := [κ
−1 · |∇u(x0)|]
1
α let us define the rescaled function
v(x) :=
u(ρ⋆x+ x0)− u(x0)
ρ1+α⋆
in B1.
Direct computation gives
(3.3) − div a⋆(x,∇v) = f⋆(x) in B1,
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where
a⋆(x, ξ) = ρ
α(1−p)
⋆ a(ρ⋆x, ρ
α
⋆ ξ) and f⋆(x) := ρ
α(1−p)+1
⋆ f(ρ⋆x).
Clearly a⋆ satisfies the conditions in (1.2) and (1.3), where in particular
‖f⋆‖Lq(B1) ≤ ρ
α(1−p)+1−n/q
⋆ ‖f‖Lq(Ω) ≤ ‖f‖Lq(Ω).
In the case ρ⋆ ≤ ρ, for ρ as in Proposition 2.1, we can apply estimate (2.3)
precisely for the radius ρ = ρ⋆. So, we find a universal C > 0 such that
‖v‖Lp(B1) ≤ sup
x∈B1
|v(x)| · |B1|
1/p = sup
x∈Bρ⋆
|u(x)− u(x0)|
ρα⋆
· |B1|
1/p ≤ C.
Consequently, by applying C0-estimates to ∇v, there exists τ⋆ > 0 such that
oscBτ⋆ |∇v| <
κ
2
.
Since |∇v(0)| = κ, we have |∇v(x)| > κ2 in Bτ⋆ . From this, we can find an
universal constant c0 > 0, such that
(3.4) c0 ≤ |∇v(x)| ≤ c
−1
0 for x ∈ Bτ⋆ .
Therefore, in view of (3.4), the equation (3.3) is a nonlinear partial differ-
ential equation with linear growth, i.e., with a⋆ satisfying the conditions

|a⋆(x, ξ)|+ |∂ξa⋆(x, ξ)||ξ| ≤ c
2−p
0 Λ|ξ|
λc p−20 |ξ2|
2 ≤
〈
∂ξa⋆(x, ξ1)ξ2, ξ2
〉
|a⋆(x1, ξ)− a⋆(x2, ξ)| ≤ c
2−p
0 ω(|x1 − x2|)|ξ|,
for each x, xi ∈ B1 and ξ, ξi ∈ R
n, i = 1, 2. In other words, a⋆ satisfies (1.2)
for p = 2 within Bτ⋆ . Hence, Theorem 3.1 provides the following estimate
(3.5) sup
Br
|v(x) − v(0)−∇v(0) · x| ≤ C1r
β,
for each 0 < r ≤ τ⋆/2, where
β =
{
min {σ, 1− n/q} if q <∞,
σ if q =∞.
As commented in the beginning of this section, one is easy to see that
β > ασ,p,q for any 0 < σ < 1, p > 1 and n < q ≤ ∞. Therefore, by (3.5) we
have
(3.6) sup
Bρ⋆r(x0)
|u(x)−u(x0)−∇u(x0)·(x−x0)| ≤ C1τ
1+α
⋆ r
1+β ≤ C1(ρ⋆r)
1+α
for every 0 < r ≤ τ⋆/2. Hence, the estimate (3.2) holds whenever
0 < r ≤ τ⋆ρ⋆/2.
To conclude this case, we have to show that the estimate (3.6) also holds for
τ⋆ρ⋆/2 < r < ρ⋆.
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Since the estimate (2.3) holds precisely for the radius ρ⋆, we have
sup
Br(x0)
|u(x)− u(x0)−∇u(x0) · (x− x0)| ≤ Cρ
1+α
⋆ ≤ C
(
2
τ⋆
)1+α
r1+α,
which concludes the case ρ⋆ ≤ ρ.
Finally, for the case ρ⋆ > ρ, we have the following universal bound
|∇u(x0)| > κρ
α.
Therefore, the argument applied previously for the function v can also be
applied to u. Thus, there exists a small universal parameter ρ ′ such that
estimate (3.6) holds for every 0 < ρ ≤ ρ′.
We conclude the proof of Proposition 3.1 by choosing ρ˜ := min{ρ, ρ′}. 
C(u)
regular zone
ρ⋆
x0
bb
ρ
ρ⋆ ∼ |∇u(x0)|
1
α
Figure 1. This picture indicates how estimate (4.1) is ob-
tained by considering the cases: the regular case ρ < ρ⋆ and
the degenerate one ρ⋆ ≤ ρ.
4. Proof of main Theorem
Finally we combine Proposition 2.1 and Proposition 3.1, which are for the
large and small radii cases respectively, in the proof of Theorem 1.1, see fig-
ure 1. As a direct consequence, we obtain for each compact set K ⋐ Ω, posi-
tive constants C and ρ˜, depending on on n, p,Λ, λ, α, ‖u‖W 1,p , ‖ω‖C0,σ , ‖f‖Lq
and dist(K,∂Ω), such that for each x0 ∈ K, there holds
(4.1) sup
Bρ(x0)
|u(x) − u(x0)−∇u(x0) · (x− x0)| ≤ Cρ
α+1, 0 < ρ ≤ ρ˜
where α is determined by (1.7). Now, we show how Theorem 1.1 follows
from estimate (4.1) by a standard argument.
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Proof of Theorem 1.1. Without loss of generality we assume x = −re1, y =
re1 with x, y ∈ B1/4, where e1 = (1, 0..., 0) and ei is understood similarly.
From estimate (4.1) we clearly have
u(y) = u(x) + 2∂1u(x)r +O(r
1+α)
and
u(x) = u(y)− 2∂1u(y)r +O(r
1+α).
The two equations above lead to
|∂1u(x)− ∂1u(y)| · r
α ≤ C.
For i = 2, ..., n we fix z = x+y2 + rei. Also by estimate (4.1) we have
(4.2) u(z) = u(x) +∇u(x) · (z − x) +O(r1+α)
and
(4.3) u(z) = u(y) +∇u(y) · (z − y) +O(r1+α).
By the definition of z we have
∇u(y) ·(z−y) = ∂1u(y)(−r)+∂iu(y)r, ∇u(x) ·(z−x) = ∂1u(x)r+∂iu(x)r.
Using these equations, from (4.2) and (4.3), we have
u(y)− u(x)− ∂1u(y)r + (∂iu(y)− ∂iu(x))r − 2∂1u(x)r = O(r
1+α).
Using
u(y)− u(x) = 2∂1u(x)r +O(r
1+α)
we have
∂iu(y)− ∂iu(x) = O(r
α), i = 2, .., n.
Therefore Theorem 1.1 is established by using the estimate above on K ⋐ Ω
and a standard covering argument. 
5. Appendix: Optimal regularity estimates for quasilinear
equations with linear growth
In this section we establish Theorem 3.1, which provides optimal regu-
larity estimates for equations (1.1) with linear growth, i.e., the vector field
a : Ω × Rn → R satisfying the conditions (1.2) and (1.3) for p = 2. We
remember Theorem 3.1 performs as a major tool to approach the optimal
regularity estimates for small radii, Section 3.
Lemma 5.1. For R > 0 and x0 ∈ Ω, let h ∈ H
1(BR(x0)) be a solution of
(5.1) − div a(x0,∇h) = 0 in BR(x0),
with a satisfying the conditions in (1.2) and (1.3) for p = 2. Then∫
Br(x0)
|∇h− (∇h)x0,r|
2dx ≤ C(λ,Λ)
( r
R
)n+2 ∫
BR(x0)
|∇h− (∇h)x0,R|
2dx,
for any 0 < r ≤ R and some C(λ,Λ) > 0.
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Here we are using the classical average notation
(f)x,r :=
1
|Br(x)|
∫
Br(x)
f dx.
Proof: The proof of Lemma 5.1 follows from standard estimates for har-
monic functions. First we observe that under the assumptions for a (with
p = 2), h ∈ W 2,2loc (BR(x0)). Differentiating (5.1) with respect to xl (l =
1, ..., n), we have
(5.2) − div(A(x)∇hl) = 0, in BR(x0)
where Aij(x) = ∂ξja
i(x0,∇h(x)) is uniformly elliptic (because p = 2):
λ|ξ|2 ≤ Aij(x)ξiξj ≤ Λ|ξ|
2, ∀ξ = (x1, ..., xn) ∈ R
n,
and C0(BR(x0)) because h is C
1 as a solution to the constant coefficient
equation (5.1). Lemma 5.1 follows immediately from Lemma 1.41 of [8],
since the coefficient matrix A for hl satisfies all the requirements of Lemma
1.41 in [8].
As an immediate consequence of Lemma5.1, we have
Lemma 5.2. Let h ∈ H1(BR(x0)) be a solution to (5.1) in BR(x0), and u
be a solution of (1.1) in the same domain. There exists C > 0 depending
only on λ,Λ such that∫
Br(x0)
|∇u− (∇u)x0,r|
2dx ≤ C
( r
R
)n+2 ∫
BR(x0)
|∇u− (∇u)x0,R|
2dx
+ C
∫
BR(x0)
|∇u−∇h|2dx
for any u ∈ H1(BR(x0)) and 0 < r ≤ R.
Proof. Let us consider v := u− h. A direct computation gives∫
Br(x0)
|∇u− (∇u)x0,r|
2dx
≤ C
(∫
Br(x0)
|∇u− (∇h)x0,r|
2dx+
∫
Br(x0)
|∇v|2dx
)
≤ C
(∫
Br(x0)
|∇h− (∇h)x0,r|
2dx+
∫
Br(x0)
|∇v|2dx
)
for any 0 < r ≤ R. In virtue of Lemma 5.1 we have∫
Br(x0)
|∇u− (∇u)x0,r|
2dx
≤C
( r
R
)n+2 ∫
BR(x0)
|∇h− (∇h)x0,R|
2dx+C
∫
BR(x0)
|∇v|2dx.
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Using triangle inequalities we further have∫
Br(x0)
|∇u− (∇u)x0,r|
2dx
≤C
( r
R
)n+2 ∫
BR(x0)
|∇u− (∇u)x0,R|
2dx+ C
∫
BR(x0)
|∇v|2dx
+ CRn|∇ux0,R −∇hx0,R|
2
≤C
( r
R
)n+2 ∫
BR(x0)
|∇u− (∇u)x0,R|
2dx+ C
∫
BR(x0)
|∇v|2dx
where the last inequality can be derived by the definition of ∇ux0,R,∇hx0,R.

In order to prove Theorem 3.1, we need the following technical lemma in
[8, Lemma 3.4].
Lemma 5.3. Let Φ ≥ 0 be a nondecreasing function on [0, R] satisfying
Φ(ρ) ≤ A
((ρ
r
)τ
+ ǫ
)
Φ(r) +Brς
for any 0 < ρ ≤ r ≤ R with A,B, τ, ς nonnegative constants and τ > ς.
Then for any θ ∈ (ς, τ) there exists a constant ǫ0 = ǫ0(A, τ, ς, θ) such that if
ǫ < ǫ0 we have, for all 0 < ρ ≤ r ≤ R
Φ(ρ) ≤ c
(
(
ρ
r
)θΦ(r) +Brς
)
where c is a positive constant depending on A, τ, ς, θ. In particular we have
for any 0 < r ≤ R
Φ(r) ≤ c
(
Φ(R)
Rθ
rθ +Brς
)
.
Proof of Theorem 3.1. First for fixed R and x0 we write the equation for u
in BR(x0) in the weak form:
∫
BR(x0)
a(x0,∇u)∇φ =
∫
BR(x0)
fφ+
∫
BR(x0)
(a(x,∇u)− a(x0,∇u))∇φ,
for all φ ∈ H10 (BR(x0)). For the last term on the right hand side we use the
Ho¨lder assumption of a in (1.2):
(5.3)
∣∣∣∣∣
∫
BR(x0)
(a(x,∇u) − a(x0,∇u))∇v
∣∣∣∣∣ ≤ C
∫
BR(x0)
ω(|x− x0|)|∇u||∇v|.
Let h be the unique solution to (5.1) that makes u − h ∈ H10 (BR(x0)).
Denote v := u− h as a test function to write the equation for u as
(5.4)
∫
Br(x0)
(a(x0,∇u)∇v − fv) = E
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where E =
∫
Br(x0)
(a(x,∇u)− a(x0,∇u))∇v satisfies (by (5.3))
(5.5) |E| ≤ C
∫
Br(x0)
ω(|x− x0|)|∇u||∇v|.
The equation for h is
(5.6)
∫
Br(x0)
a(x0,∇h)∇v = 0.
In order to estimate the difference between (5.4) and (5.6) we first observe
that
a(x0,∇u)− a(x0,∇h) =
∫ 1
0
∂ξa(x0, t∇u+ (1− t)∇h)dt · (∇u−∇h).
Then the ellipticity assumption on a with p = 2 gives
(5.7) (a(x0,∇u)− a(x0,∇h)) · ∇v ≥ λ|∇v|
2.
Thus the combination of (5.4), (5.5), (5.6) and (5.7) gives
(5.8)∫
Br(x0)
|∇v|2dx ≤ C

ω(r)2 ∫
Br(x0)
|∇u|2dx+
(∫
Br(x0)
|f |
2n
n+2dx
)n+2
n


for some universal constant C > 0. Standard Ho¨lder inequality yields
(5.9)
(∫
Br(x0)
|f |
2n
n+2dx
)n+2
n
≤ C(n)
(∫
Br(x0)
|f |qdx
) 2
q
· r n+2(1−n/q)
for all q > n. Then, by (5.8) and (5.9) we get
(5.10)∫
Br(x0)
|∇v|2dx ≤ C
(
ω(r)2
∫
Br(x0)
|∇u|2dx+ ‖f‖2Lq(B1) · r
n+2(1−n/q)
)
.
It follows from Lemma 5.2 that∫
Br(x0)
|∇u− (∇u)x0,r|
2dx ≤ C
( r
R
)n+2 ∫
BR(x0)
|∇u− (∇u)x0,R|
2dx
+ Cω(r)2
∫
Br(x0)
|∇u− (∇u)x0,R|
2
+ C(∇ux0,R)
2rn+2σ
+ C‖f‖2Lq(B1) · r
n+2(1−n/q)
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where ω(r) = O(rσ) is used. Thus∫
Br(x0)
|∇u− (∇u)x0,r|
2dx ≤ Cω(r)2
∫
BR(x0)
|∇u− (∇u)x0,R|
2dx
+ C
( r
R
)n+2 ∫
BR(x0)
|∇u− (∇u)x0,R|
2dx
+ Cr n+2β(5.11)
for any 0 < r ≤ R and β = min{σ, 1−n/q} . By Lemma 5.3 there is R0 > 0
such that∫
Br(x0)
|∇u− (∇u)x0,r|
2dx ≤ C
( r
R
)n+2β ∫
BR(x0)
|∇u− (∇u)x0,R|
2dx
+ C r n+2β
for any 0 < r ≤ R ≤ R0. In particular, for R = R0 and 0 < r ≤ R0 we have∫
Br(x0)
|∇u− (∇u)x0,r|
2dx ≤ C · r n+2β .
A standard application of Campanato’s embedding Theorem (see for in-
stance [13]) proves the desired Ho¨lder continuity. The proof of Theorem 3.1
is complete. 
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