Device activity detection is one main challenge in grant-free random access, which is recently proposed to support massive access for massive machine-type communications (mMTC). Existing solutions fail to consider interference generated by massive Internet of Things (IoT) devices, or important prior information on device activities and interference. In this paper, we consider device activity detection at an access point (AP) in the presence of interference generated by massive devices from other cells. We consider the joint maximum likelihood (ML) estimation and the joint maximum a posterior probability (MAP) estimation of both the device activities and interference powers, jointly utilizing tools from probability, stochastic geometry and optimization. Each estimation problem is a difference of convex (DC) programming problem, and a coordinate descent algorithm is proposed to obtain a stationary point. The proposed ML estimation extends the existing ML estimation by considering the estimation of interference powers together with the estimation of device activities. The proposed MAP estimation further enhances the proposed ML estimation by exploiting prior distributions of device activities and interference powers. Numerical results show the substantial gains of the proposed joint estimation designs, and reveal the importance of explicit consideration of interference and the value of prior information in device activity detection.
I. INTRODUCTION
Driven by the proliferation of Internet of Things (IoT), massive machine-type communication (mMTC) has been identified as one of the three main use cases in the fifth generation (5G) cellular technologies [1] . Grant-free random access is an important technique for supporting mMTC. In grant-free random access, a main challenge is to identify the set of active devices in the presence of an excessive number of potential devices. Due to inherent sparse device activity in mMTC, device activity detection can be formulated as compressed sensing (CS) problems and solved by many CS-based algorithms.
In [2] , the authors consider device activity detection and channel estimation, and propose a modified Bayesian CS algorithm, which exploits the active device sparsity and chunk sparsity feature of the channel matrix. In [3] , the authors consider joint device activity and data detection, and apply the greedy group orthogonal matching pursuit (GOMP) algorithm, This work was supported in part by the National Key R&D Program of China under Grant 2018YFB1801102.
which exploits block-sparsity information of data. In [4] and [5] , the authors consider joint activity detection and channel estimation, and propose approximate message passing (AMP) algorithms. Recently, maximum likelihood (ML) estimationbased device activity detection designs are proposed and analyzed in [6] , [7] . Specifically, in [6] , the authors formulate device activity detection as an ML estimation problem, in which the received signals at multiple antennas affect the detection results via their empirical covariance matrix. In [7] , the authors propose a covariance-based joint device activity and data detection scheme, and analyze the distribution of the estimation error in the massive MIMO regime.
Note that [2] - [7] do not consider interference generated by devices in other cells, and hence the resulting algorithms may not provide desirable detection performance in practical mMTC with nonnegligible interference from massive IoT devices in other cells. In addition, notice that the ML-based algorithms in [6] and [7] do not consider prior knowledge on sparsity patterns of device activities. How to take into account the impact of interference and prior knowledge on device activities and interference powers to improve device activity detection remains an open problem.
In this paper, we aim to tackle the above issues. We study activity detection for single-antenna devices at a multi-antenna access point (AP) in the presence of interference generated by massive devices from other cells. The main contributions of this paper are listed as follows.
• When prior distributions are not available, we consider the joint ML estimation of both device activities and interference powers. In particular, by carefully approximating interference powers, we first obtain a tractable expression for the likelihood of observations in the presence of interference. Then, we formulate the joint ML estimation problem which is a difference of convex (DC) programming problem. By making good use of the problem structure, we propose a coordinate descent algorithm which converges to a stationary point. The proposed ML estimation successfully extends the existing ML estimation [6] to the practical scenario with interference. • When prior distributions are known, we consider the joint MAP estimation of both device activities and interference powers. Using tools from stochastic geometry, we drive a tractable expression for the distributions of interference powers. Based on the prior distributions of device activities and interference powers together with the likelihood of observations, we formulate the joint MAP estimation problem which is also a DC programming problem. By exploiting the problem structure, we propose a coordinate descent algorithm which converges to a stationary point. The proposed MAP estimation further enhances the proposed ML estimation, by taking the prior information on device activities and interference powers into consideration. We also show that the influence of the prior information reduces as the number of antennas increases. • Finally, by numerical results, we show the substantial gains of the proposed designs over well-known existing designs. The numerical results also demonstrate the importance of explicit consideration of interference and the value of prior information in device activity detection.
II. SYSTEM MODEL
As shown in Fig. 1 , we consider a large-scale wireless network which consists of M -antenna APs and single-antenna devices, and focus on device activity detection at a single AP in the presence of interference generated from massive active devices out of its cell. The devices are indexed by i and the set of indices of devices is denoted as I {1, 2, · · · }. Let a i ∈ {0, 1} denote the activity state of device i, where a i = 1 indicates that device i is active and a i = 0 otherwise. Without loss of generality (w.l.o.g.), we assume that a typical AP is located at the origin. Let Φ 0 denote the set of indices of the devices in the typical cell. Let N |Φ 0 | denote the number of devices in the typical cell. Denote a (a i ) i∈Φ0 ∈ {0, 1} N . Let d i denote the distance between device i and the typical AP. For large-scale fading, consider power-law path loss model, i.e., transmitted signals with distance d are attenuated with a factor d −α , where α ≥ 2 is the path loss exponent. Let γ i d −α i denote the path loss between device i and the typical AP. Denote γ (γ i ) i∈Φ0 . Assume that γ is perfectly known at the typical AP [2] . For small-scale fading, consider block fading channel model between devices and the typical AP, i.e., the state of a channel is static in each coherence block and changes across blocks. Let h i ∈ C M denote the channel vector between device i and the typical AP. We assume Rayleigh fading and all h i , i ∈ I are independently and identically distributed (i.i.d.) according to CN (0, I M ).
We consider a massive access scenario arising from mMTC, where each cell contains a large number of devices and very few of them are active in each coherence block. We adopt a grant-free multiple-access scheme, where each device i is assigned a specific pilot sequence p i = (p i,ℓ ) ℓ∈L ∈ C L of length L, which is much smaller than the number of devices in the typical cell. Denote L {1, 2, · · · , L}. Let P (p i ) i∈Φ0 ∈ C L×N denote the L × N matrix of the pilot sequences of the devices in the typical cell. As L ≪ N , it is not possible to assign mutually orthogonal sequences to all N devices. As in [7] , we assume that the pilot sequences for all devices (inside and outside the typical cell) are generated in an i.i.d. manner according to CN (0, I L ). Assume that P is known at the typical AP. In each coherence block, all active devices synchronously send their pilot sequences to their associated APs, and each AP detects the activities of its associated devices. Let Y ∈ C L×M denote the received signal over L signal dimensions and M antennas at the typical AP. Then, we have
where
, and Z is the additive white Gaussian noise (AWGN) with each element following CN (0, δ 2 ). Note that the first term in (1) is the received signal from the devices in the typical cell and the second term is the received interference from the devices out of the typical cell.
III. JOINT ML ESTIMATION OF DEVICE ACTIVITIES AND INTERFERENCE POWERS

A. Likelihood Function
Let y m denote the m-th column of Y. Under Rayleigh fading and AWGN, y m , m ∈ {1, 2, · · · , M } are i.i.d. according to CN (0,
Here, PAΓP H , X and δ 2 I L are the covariance matrices of the received signal, interference and noise at the typical AP, respectively. Besides a, X is also unknown and has to be estimated. Notice that the estimation of the L × L matrix X involves high complexity, especially when L is moderate or large. In addition, note that X is diagonally dominant, as pilot sequences are generated from i.i.d. complexed Gaussian distribution [7] . Therefore, we approximate
Later, we shall see that allowing entries of x to be different facilitates the coordinate descent optimization in device activity detection and also provides reasonable detection accuracy. Note that x can be interpreted as the interference powers at the L signal dimensions. In addition, rewriting X as ℓ∈L x ℓ e ℓ e H ℓ , where e ℓ is the ℓ-th standard basis which has a 1 as its ℓ-th entry and 0s elsewhere, the interference can be viewed as from L active devices with pilots e ℓ , ℓ ∈ L and pass losses x ℓ , ℓ ∈ L. Under the approximation of X, the distribution of y m is given by
(2)
Based on (2) and the fact that y m , m ∈ {1, 2, · · · , M } are i.i.d. vectors, the likelihood function of Y is given by
where ∝ means "proportional to", | · | is the determinant of a matrix, and tr(·) is the trace of a matrix. Note that the constant coefficient is omitted for notation simplicity.
B. ML Estimation
In this part, we perform the joint ML estimation of N device activities a and L interference powers x. The maximization of the likelihood function f (Y|a, x) is equivalent to the minimization of the negative log-likelihood function
By omitting the constant term in the negative log-likelihood function, the joint ML estimation problem can be simplified to: 1 Problem 1 (Joint ML Estimation):
Let (a * , x * ) denote an optimal solution of Problem 1. Different from the ML estimation problems in [6] and [7] , which focus only on estimating a in a single-cell network without interference, Problem 1 considers the joint estimation of a and x in the presence of interference. Due to the existence of the extra nonnegative diagonal matrix X in f ML (a, x), a * obtained from the proposed joint ML estimation is likely to have fewer zero elements than the optimal solution of the ML estimation in [6] , when Y contains interference.
As log |PAΓP H + X + δ 2 I L | is a concave function of a and x, and tr((PAΓP H + X + δ 2 I L ) −1 Σ Y ) is a convex function of a and x, f ML (a, x) is a difference of convex (DC) function. In addition, by noting that the inequality constraints are linear, Problem 1 is a DC programming problem, which is a subcategory of non-convex problems. Note that obtaining a stationary point is the classic goal for solving a non-convex problem. In the following, we extend the coordinate descend method in [6] for the case without interference to obtain a stationary point of Problem 1 for the case with interference. As a closed-form optimal solution can be obtained for the optimization of each coordinate, the coordinate descent method is more computationally efficient than standard methods for DC programming, such as convex-concave procedure.
At each step of the proposed coordinate descent algorithm, we optimize f ML (a, x) with respect to one of the coordinates in {a i : i ∈ Φ 0 } ∪ {x ℓ : ℓ ∈ L}. Specifically, given a and x obtained in the previous step, the coordinate descend optimization with respect to a i , i ∈ Φ 0 is equivalent to the optimization of the increment d in a i :
and the coordinate descend optimization with respect to x ℓ , ℓ ∈ L is equivalent to the optimization of the increment d in
Based on structural properties of the coordinate descent optimization problems in (3) and (4), we can derive their closed-form optimal solutions. Theorem 1 (Optimal Solutions of Coordinate Descent Optimizations in (3) and (4)): Given a and x obtained in the previous step, the optimal solution of the coordinate optimization with respect to a i in (3) is given by
and the optimal solution of the coordinate optimization with respect to x ℓ in (4) is given by
Here, Σ PAΓP H + X + δ 2 I L is determined by a and x. The details of the coordinate descent algorithm for solving Problem 1 are summarized in Algorithm 1. Specifically, in Steps 4 − 5, each coordinate of a is updated. In Steps 8 − 9, each coordinate of x is updated. Different from the coordinate optimization in [6] which only updates the coordinates of a, the coordinate updates in Algorithm 1 are with respect to both a and x. In addition, as in [7] , we update Σ −1 rather than Σ in each coordinate descend optimization (i.e., Steps 5 and 9), which avoids the calculation of matrix inversion and improves the computation efficiency of the algorithm. As the coordinate descent optimizations are solved optimally, we can obtain a stationary point of Problem 1 using Algorithm 1.
IV. JOINT MAP ESTIMATION OF DEVICE ACTIVITIES AND INTERFERENCE POWERS
In this section, we assume that a and x are random, and we perform the joint MAP estimation of a and x. Algorithm 1 Coordinate Descend Algorithm for Joint ML Estimation 1: Initialize Σ −1 = 1 δ 2 IL, a = 0, x = 0. 2: repeat 3: for i ∈ Φ0 do 4: Calculate d according to (5) .
5:
Update ai = ai + d and 6 : end for 7: for ℓ ∈ L do 8: Calculate d according to (6) . 9 :
. 10: end for 11: until (a, x) satisfies some stopping criterion.
A. Prior Distributions
We assume that a and x are independently distributed. Note that this is a weak assumption, as it only requires that the device activities in the typical cell are independent of those in the other cells. First, we introduce a prior distribution of the Bernoulli random vector a. For tractability, we assume that devices access the channel with probability p a ≪ 1 in an i.i.d. manner. The probability mass function (p.m.f.) of a is given by
Next, we derive a prior distribution of x. For ease of analysis, as in [5] , we assume that the coverage area of the typical AP is a disk with radius R, and the devices associated with the other APs out of the typical cell are distributed according to a homogeneous PPP with density λ, which is a widely adopted model for large-scale wireless networks. As pilot sequences are generated from i.i.d. complexed Gaussian distribution, the diagonal entries of X are i.i.d.. We assume that x ℓ , ℓ ∈ L are i.i.d. with the same distribution as i∈Φ a i γ i . Therefore, x ℓ is a power-law shot noise, whose exact distribution is still not known. As in [8] , we use a Gaussian distribution to approximate the probability density function (p.d.f.) of x ℓ . Note that the Gaussian approximation is accurate when the cell size, i.e., R is large [8] , [9] . Based on the above assumptions and techniques from stochastic geometry, we have the following results.
Proposition 1 (Approximate Distribution of x): The p.d.f. of x is given by Fig. 2 plots the histogram of x ℓ , which reflects the shape of the p.d.f. of x ℓ , as well as the Gaussian distribution with the same mean and variance. From Fig. 2 , we can see that the Gaussian distribution is a good approximation of the exact p.d.f. of x ℓ under the considered simulation setup, which verifies Proposition 1. 
B. MAP Estimation
Based on the likelihood function of Y and the prior distributions of a and x, the joint posterior distribution of a and x, given the observation Y, is given by
The maximization of the posterior probability f (a, x|Y) is equivalent to the minimization of the negative logarithm of the posterior probability − log f (a, x|Y) ∝ f MAP (a, x), where
Note that 1 
Let (a † , x † ) denote an optimal solution of Problem 2. By comparing f MAP (a, x) with f ML (a, x), we can draw the following conclusions. The incorporation of prior distribution g(x) pushes the estimate of x ℓ towards its mean µ for all ℓ ∈ L. Since p a ≪ 1, the incorporation of the prior distribution p(a) pushes the estimate of a i towards 0. As f MAP (a, x) − f ML (a, x) decreases with M , the impacts of the prior distributions of a and x reduce as M increases. As M → ∞, f MAP (a, x) → f ML (a, x), Problem 2 reduces to Problem 1, and (a † , x † ) becomes (a * , x * ).
Similarly, we can see that f MAP (a, x) is a DC function and Problem 2 is a DC programming problem. We adopt the coordinate descend method to obtain a stationary point of Problem 2. Specifically, given a and x obtained in the previous step, the coordinate descend optimization with respect to a i , i ∈ Φ 0 is given by
and the coordinate descend optimization with respect to x ℓ , ℓ ∈ L is given by
Define
We write f x,ℓ (d, a, x) and h x,ℓ (d, a, x) as functions of a and x, as Σ is a function of a and x. Note that h x,ℓ (d, a, x) is the derivative function of f x,ℓ (d, a, x) with respect to d. Denote X ℓ (a, x) {d ≥ −x ℓ : h x,ℓ (d, a, x) = 0} as the set of roots of equation h x,ℓ (d, a, x) = 0 that are no smaller than −x ℓ . Based on structural properties of the coordinate optimization problems, we have the following results. Theorem 2 (Optimal Solutions of Coordinate Descent Optimizations in (7) and (8)): Given a and x obtained in the previous step, the optimal solution of the coordinate optimization with respect to a i in (7) is given by (9) , as shown at the top of the next page, and the optimal solution of the coordinate optimization with respect to x ℓ in (8) is given by
From Theorem 2, we can see that in the coordinate descend optimizations, prior information on a and x affects the updates of a i , i ∈ Φ 0 and x ℓ , ℓ ∈ L, respectively. The roots of equation h x,ℓ (d, a, x) = 0 can be easily obtained by solving a cubic equation with one variable, which has closed-form solutions. Thus, the coordinate descent optimizations can be efficiently solved. The details of the coordinate descent algorithm for solving Problem 2 are summarized in Algorithm 2. Similarly, it is obvious that we can obtain a stationary point of Problem 2 by Algorithm 2.
V. NUMERICAL RESULTS
In this section, we evaluate the performance of the proposed activity detection designs via numerical results. We compare the proposed designs with two existing designs, i.e., AMP Algorithm 2 Coordinate Descent Algorithm for Joint MAP Estimation 1: Initialize Σ −1 = 1 δ 2 IL, a = 0, x = 0. 2: repeat 3: for i ∈ Φ0 do 4: Calculate d according to (9) . 5: Update ai = ai + d and 6 : end for 7: for ℓ ∈ L do 8: Calculate d according to (10). 9 :
in [4] and ML in [6] , which do not consider interference.
In the simulation, we consider that the typical cell is a disk with radius R, the N devices in Φ 0 are uniformly and randomly distributed in the typical cell, the devices associated with the other APs out of the typical cell are distributed according to a homogeneous PPP with density λ, and all devices access the channel with probability p a in an i.i.d. manner. We independently generate 2000 realizations for the locations of devices, a i and h i , i ∈ I, perform device activity detection in each realization, and evaluate the average error probability over all 2000 realizations. For the proposed designs and ML, letâ i 1[γ i ≥ θ] denote the estimate of the activity state of device i ∈ Φ 0 , where 1[·] is the indicator function and θ > 0 is a threshold. For AMP, letâ i 1[LLR i ≥ 0] denote the estimate of the activity state of device i [4] , where LLR i is the log-likelihood ratio for device i and is given by (30) in [4] . A detection error happens whenâ i = a i . For each of the proposed designs and ML, we evaluate the average error probability for θ ∈ {0.01, 0.02, · · · , 3} and choose the minimum one as its average error probability. In the simulation, unless otherwise stated, we choose N = 200, R = 80, λ = 0.01, p a = 0.05, α = 3, L = 28, M = 24 and δ 2 = R −α 10 . Fig. 3 plots the error probability versus the density of interfering devices λ, the length of pilot sequences L and the number of antennas M . From Fig. 3 , we observe that the optimization-based designs (i.e., proposed joint ML, proposed joint MAP and ML) significantly outperform AMP at the cost of computational complexity increase; the proposed joint ML estimation outperforms ML, especially in the high interference regime; and the proposed joint MAP estimation can reduce the error probability by nearly a half, compared to the proposed joint ML estimation. Note that the performance gain of the proposed joint ML estimation over ML comes from the consideration of interference, and the performance gain of the proposed joint MAP estimation over the proposed joint ML estimation comes from the incorporation of prior knowledge of interference powers and device activities. Specifically, from Fig. 3 (a) , we can see that the error probability of each design increases with the density of interfering devices, demonstrating the impact of interference in device activity detection. In min max addition, we can see that the gap between the proposed joint MAP estimation and the proposed joint ML estimation increases with λ, which shows that the value of prior knowledge of interference powers increases with their strengths. From Fig. 3 (b) and (c), we observe that the error probability of each design decreases with L and M ; and the gap between the proposed joint MAP estimation and the proposed joint ML estimation increases as L and M decrease, which highlights the benefit of prior information at small L and M .
VI. CONCLUSION
In this paper, we considered device activity detection in grant-free random access in a large-scale network with interfering devices. We formulated the problems for the joint ML estimation and joint MAP estimation of both device activities and interference powers, which are DC programming problems. For each problem, we proposed a coordinate descent algorithm to obtain a stationary point. Numerical results demonstrated the importance of explicit consideration of interference and the value of prior information in device activity detection. To our knowledge, this is the first time that techniques from stochastic geometry, estimation and optimization are jointly utilized in device activity detection. Furthermore, this is the first work that explicitly considers the impact of interference generated by massive IoT devices on device activity detection.
