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In this paper, we describe the usage of Quantum Approximate Optimization Algorithm (QAOA),
which is a quantum-classical heuristic, to solve a combinatorial optimization and integer program-
ming task known as Vehicle Routing Problem (VRP). We outline the Ising formulation for VRP
and present a detailed procedure to solve VRP by minimizing its simulated Ising Hamiltonian using
IBM Qiskit platform. Here, we attempt to find solutions for the VRP problems: (4, 2), (5, 2), and
(5, 3), where each (n, k) represents a VRP problem with n locations and k vehicles. We find that
the performance of QAOA is largely limited by the problem instance.
I. INTRODUCTION
A majority of the real world applications involve map-
ping the task at hand to an optimization problem, whose
solutions are either fully known or can be approximated
by relaxing some of its constraints. In general, the incre-
ment in problem size or augmentation of additional con-
straints can increase the hardness of the problem. This
means that the computational resources required in solv-
ing them scale-up exponentially, making them computa-
tionally intractable. Hence, researchers worldwide have
been working on developing efficient tools and techniques
for solving these problems efficiently with the available
computing power.
With the recent development of quantum processors
by IBM1, Rigetti2, Google3 etc, various proposals have
been made to use them to find solutions for optimization
problems. In general, quantum computing devices are
supposed to have a computational advantage over classi-
cal processors by using quantum resources such as super-
position and entanglement. However, the computational
capabilities of these current generation quantum proces-
sors also known as Noisy Intermediate-Scale Quantum
(NISQ)4 devices, are considerably restricted due to their
intermediate size (in terms of qubits count), limited con-
nectivity, imperfect qubit-control, short coherence time
and minimal error-correction. Hence, they are only able
to run algorithms with limited circuit depth. The Quan-
tum Approximate Optimization Algorithm (QAOA)5 is
one of such algorithm which belongs to the class of
quantum-classical hybrid variational algorithms. It can
be thought of as a coarsely trotterized adiabatic time
evolution in p steps to
∣∣∣ψHcGS
〉
i.e., the ground state of a
Hamiltonian Hc which encodes the problem from
∣∣∣ψHmGS
〉
i.e., the ground state of the Hamiltonian Hm which is
known and easier to prepare. Thus, it can be used
to solve combinatorial optimization problems mapped
to the minimization of an Ising Hamiltonian on near-
term devices. As the Ising problem is itself NP-hard,
QAOA is an expected candidate for demonstrating quan-
tum supremacy. Here, in this paper, we use QAOA to
solve the Vehicle Routing Problem (VRP), which is an
NP-hard combinatorial optimization problem6.
Structure – In Section II, we discuss VRP and present
its Ising formulation in Section III. Then, in Section IV,
we explain QAOA in detail and present our simulation
results in Section V. Finally, in Section VI, we discuss
the performance and limitations of using QAOA to solve
combinatorial optimizations problem in general.
II. VEHICLE ROUTING PROBLEM
Vehicle Routing Problem is an NP-hard combinatorial
optimization problem. Any problem instance (n, k) of
VRP involves k vehicles, and n− 1 locations (other than
the depot D). Its solution is the set of routes in which all
of the k vehicles begin and end in the D, such that each
location is visited exactly once. The optimal route is the
one in which the total distance travelled by k vehicles is
least. In a way, this problem is a generalization of the
classic Travelling Salesman Problem7, where now a group
of k salesmen have to collectively serve n − 1 locations
such that each location is served exactly once.
In most real world applications, the VRP problem8
is generally augmented by constraints, such as vehicle
capacity or limited coverage-time. However, here we only
focus on showing how to solve the most basic version of
VRP without any of these additional constraints.
III. ISING FORMULATION OF VRP
To solve a problem instance (n, k) of VRP using
QAOA, we first need to map it to the minimization of
an Ising Hamiltonian Hc
9. We do this by first finding
the Hc, which encodes the given problem instance.
2Let xij be the binary decision variable which has the
value 1 if there exists an edge from i to j with weight
wij > 0, else it is 0. To represent a solution to VRP
problem, there will be n×(n−1) decision variables. Next,
we for every edge i→ j we define two sets source[i] and
target[j]. The set source[i] will contain the nodes j to
which node i sends an edge. Similarly, the set target[j]
will contain all the nodes i which send an edge to node
j. Hence, the VRP can be forumalted as
V RP (n, k) = min{xij}i→j∈{0,1}
∑
i→j
wijxij (1)
Subjected to the following constraints:
∑
j∈source[i]
xij = 1, ∀i ∈ {1, . . . , n− 1} (2)
∑
j∈target[i]
xji = 1, ∀i ∈ {1, . . . , n− 1} (3)
∑
j∈source[0]
x0j = k (4)
∑
j∈target[0]
xj0 = k (5)
Here, Eqs. (2), (3) impose the node-visiting constraint
so that each node is visited exactly once. Also, the Eqs.
(4), (5) impose the constraint to enforce that all the ve-
hicles begin from and return back to depot D, i.e., the
node 0. Now, using Eqs. (1-5), the energy functional
HV RP of the above problem can be written as:
HV RP = HA +HB +HC +HD +HE (6)
HA =
∑
i→j
wijxij (7)
HB = A
∑
i∈1,...,n−1
(
1−
∑
j∈source[i]
xij
)2
(8)
HC = A
∑
i∈1,...,n−1
(
1−
∑
j∈target[i]
xji
)2
(9)
HD = A
(
k −
∑
j∈source[0]
x0j
)2
(10)
HE = A
(
k −
∑
j∈target[0]
xj0
)2
(11)
Here, A > 0 is a constant. Next, for V RP (n, k), we can
represent all the decision variables xij using the following
vector ~x:
~x = [x(0,1), x(0,2), . . . x(1,0), x(1,2), . . . x(n−1,n−2)]
T (12)
Using ~x, we also define the following vectors for every
node i: ~zS[i] and ~zT [i]. The first vector ~zS[i] is ~x with
xij = 1, xkj = 0 if k 6= i, ∀j, k ∈ {0, . . . , n−1}. Similarly,
the second vector ~zT [i] is ~x with xji = 1, xjk = 0 if k 6= i,
∀j, k ∈ {0, . . . , n− 1}.
From Eq. (12), we can represent minimization of
HV RP as a quadratic unconstrained binary optimiza-
tion (QUBO) problem which is isomorphic to the ising
problem. In general, a QUBO problem for a graph
G = (N, V ) may be defined as:
f(x)QUBO = minx∈{0,1}(N×V ) x
TQx+ gTx+ c (13)
Here the quadratic coefficient Q represents the edge
weight i.e., coupling or interaction between two nodes,
the linear coefficient g represents the node weight i.e.,
contribution from individual nodes, and the term c is a
constant offset. Therefore, in the QUBO formulation10
of HV RP given in Eq. (6), these coefficients will be:
Q = A
[
[zT [0], . . . , zT [n−1]]
T [zT [0], . . . , zT [n−1]]
+ (In ⊗ J(n−1,n−1))
] (14)
g =W − 2Ak
(
(e0 ⊗ Jn−1) + [zT [0]]
T
)
+ 2A(Jn ⊗ Jn−1)
(15)
c = 2A(n− 1) + 2Ak2 (16)
Here, J is all-ones matrix, I is identity matrix,W is the
weight matrix, and the e0 is the basis vector [1, 0, . . . , 0]
T .
From this, to construct Ising Hamiltonian for V RP we
expand Eq. (13) by using Eqs. (14-16) and rewrite all
the binary variables xij ∈ {0, 1} using spin variables sij ∈
{−1, 1}10.
xij =
sij + 1
2
(17)
By grouping together similar terms from the expan-
sion, one can express HˆISING for V RP (n, k) as:
HISING = −
∑
i
∑
j<i
Jijsisj −
∑
i
hisi + d (18)
Jij = −
Qij
2
, ∀i < j (19)
hi =
gi
2
+
∑
j
Qij
4
+
∑
j
Qji
4
(20)
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FIG. 1. Consider an adiabatic time evolution path (black) in
the state space. Conceptually, quantum annealing (top) fol-
lows this adiabatic time evolution path. Simulated annealing
(middle) follows this path in discrete steps i.e. it follows a
trotterized adiabatic time evolution path. QAOA follows this
path in p steps, i.e. it follows a coarsely trotterized adiabatic
time evolution.11
d = c+
∑
i
gi
2
+
∑
i
∑
j
Qij
4
(21)
Replacing si with σ
z
i i.e. the Pauli-Z operator acting
on ith qubit, gives the quantum mechanical description
of HˆISING which.
IV. QUANTUM APPROXIMATE
OPTIMIZATION ALGORITHM
Adiabatic quantum computation (AQC)12 was the first
quantum computation model to be used for solving hard
combinatorial optimization problems. Unlike the gate-
based quantum computation model, it was based on adi-
abatic theorem from quantum mechanics. In this model,
to perform any computation we need two Hamiltonians
called Hˆmixer and Hˆcost. Amongst them, the ground
state of Hˆmixer should be an easily preparable state such
as |+〉
⊗N
and ground state of Hˆcost encode the solution
to our problem. Both Hamiltonians Hˆmixer and Hˆcost,
should be local, i.e. they only involve terms for interac-
tions between a constant number of particles. The in-
stantaneous Hamiltonian Hˆ(t) for the system is:
Hˆ(t) = (1 − t)Hˆmixer + tHˆcost (22)
In AQC, ∆E, i.e., the difference between the ground
state and first excited state energy of Hˆ(t) bounds the
step size one can take to follow adiabatic pathway13.
Hence, the computation time to solve any problem rises
exponentially as ∆E becomes infinitesimally small. This
limits its capability to solve a certain instance of hard
optimization problems.
In Quantum Approximate Optimization Algorithm
(QAOA), we eliminate this restriction on the step size.
Instead, whole of the adiabatic pathway is discretized in
some p steps, where p represents precision (Fig. 1). To
do this, we trotterize the unitary into p steps using the
parameters {β, γ} as follows:
U = U(Hˆmixer, β0)U(Hˆcost, γ0) . . .
U(Hˆmixer , βp)U(Hˆcost, γp)
(23)
In gate-model quantum computation this means13 that
starting from some initial product state |ψHMGS 〉, we ap-
ply a parameterized gate sequence to produce the state
|ψHC〉. For some optimal value of the parameters:
{β∗, γ∗}, this is the ground state of Hˆcost. The parame-
ters {β, γ} are provided by a classical processor, and also
optimized by a classical optimization routine based on
the result of energy measurement for final state |ψHC〉.
Hence, QAOA belongs to the class of hybrid quantum-
classical variational algorithms.
V. SIMULATIONS AND RESULTS
We have executed QAOA using IBM Qiskit to solve
VRP for three problem instances: (4, 2), (5, 2), and (5, 3),
where each (n, k) represents a problem with n locations
and k vehicles with a distance matrix D representing
the squared euclidean distances between locations. One
needs N = n × (n − 1) qubits to encode the problem
instance, i.e., state of each qubit represents the possibility
of an edge between two nodes. The mixing Hamiltonian
Hˆmixer and the cost Hamiltonian Hˆcost for this problem
are:
Hˆmixer = −
n×(n−1)−1∑
i=0
σxi (24)
Hˆcost = −
∑
i
∑
j<i
Jijσ
z
i σ
z
j −
∑
i
hiσ
z
i − d (25)
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FIG. 2. Probability distribution for the problem instance (4, 2) for p = 12. Indices of optimal states (blue) are: 779 and 2125.
In Hˆcost, we have n × (n − 1) × (n − 2) terms of Jij ,
n×(n−1) terms of hi, and d is an offset. In each of the fol-
lowing cases, we begin with the state |+〉n⊗(n−1), which
is the ground state of Hˆmixer given in Eq. (24). This
state is prepared by applying Hadamard on all qubits
initialized to |0〉. From Eq. (23), this state is evolved as:
|β, γ〉 = e−iHˆmixerβpe−iHˆcostγp . . .
e−iHˆmixerβ0e−iHˆcostγ0 |+〉
n⊗(n−1)
(26)
For the evolved state |β, γ〉, we calculate energy E by
measuring the expectation value of Hˆcost as:
E = 〈β, γ| Hˆcost |β, γ〉 (27)
Running a classical optimization routine on Eq. (27),
we get the optimal value of {β, γ} as {β∗, γ∗}. To get
the final result we measure the state |β∗, γ∗〉. As shown
in Fig. (2), the state can collapse to any of the 2n×(n−1)
possibilities. To visualize the solution, we represent the
index of the collapsed state as 2n×(n−1) length bit string
which represents flattened version of the adjacency ma-
trix of the graph.
A. Experiment 1
In the first experiment, we have solved the problem in-
stance (4, 2), described by the following distance matrix:
−4 −3 −2 −1 0 1 2
−3
−2
−1
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2
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30.632
FIG. 3. Visualization of the solution state indexed 779 =
“110100001100”. The cost is: C1 = 30.632+15.497+5.061+
2×36.840 = 124.871. Here, the node with yellow star denotes
the depot, or the origin.
D1 =


0. 36.84 5.06 30.63
36.84 0. 24.55 63.22
5.06 24.55 0. 15.50
30.63 63.22 15.50 0

 (28)
To encode the problem, we used N = 4 × 3 = 12
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FIG. 4. Visualization of the QAOA state indexed 623144 =
“10011000001000101000”. The cost is: C2 = 2× 9.711 + 2×
47.767+2×6.794 = 128.545. Here, the node with yellow star
denotes the depot, or the origin.
qubits. Using COBYLA optimizer, for p ≥ 12 we were
able to get the correct solution with sufficient probabil-
ity. In Fig. (2), we have shown the probability distri-
bution of our result for p = 12. States corresponding
to indexes 779 and 2125 are equiprobable and solution
states. We present the visualization of the state indexed
779 = [1, 1, 0, 1, 0, 0, 0, 0, 1, 1, 0, 0] in Fig. (3) using the
following adjacency matrix A1:
A1 =


X 1 1 0
1 X 0 0
0 0 X 1
1 0 0 X

 (29)
The cost in both cases come out to be C1 = 30.632 +
15.497 + 5.061 + 2× 36.840 = 124.871.
B. Experiment 2
In the second experiment, we have solved the prob-
lem instance (5, 2), described by the following distance
matrix:
D2 =


0 6.794 61.653 24.557 47.767
6.794 0 87.312 47.262 39.477
61.653 87.312 0. 9.711 42.887
24.557 47.262 9.711 0 40.98
47.767 39.477 42.887 40.98 0

 (30)
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FIG. 5. Visualization of the solution state indexed 688424 =
“10101000000100101000”. The cost is: C3 = 24.557+9.711+
42.887 + 47.767 + 2 × 6.794 = 138.511. Here, the node with
yellow star denotes the depot, or the origin.
To encode the problem, we used N = 5×4 = 20 qubits.
We tried COBYLA, NELDER MEAD, and L-BFGS-B
optimizers, for different values of p ranging from 6 to 40.
Fig. (4) represents the visualization of the state indexed:
623144 = [1, 0, 0, 1, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 1, 0, 0, 0],
i.e., the state we got, using the following adjacency ma-
trix A2:
A2 =


X 1 0 0 1
1 X 0 0 0
0 0 X 1 0
0 0 1 X 0
1 0 0 0 X

 (31)
The cost in this case comes out to be C2 = 2× 9.711+
2× 47.767 + 2× 6.794 = 128.545.
Where as, Fig. (5) represents the visualization of the
state indexed:
688424 = [1, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 1, 0, 0, 0],
i.e., the optimal state we should have got, using the fol-
lowing adjacency matrix A3:
A3 =


X 1 0 1 0
1 X 0 0 0
0 0 X 0 1
0 0 1 X 0
1 0 0 0 X

 (32)
The cost in this case comes out to be C3 = 24.557 +
9.711+42.887+47.767+2×6.794 = 138.511. Therefore,
as shown in Fig. (4), the solution we got was not the
optimal one i.e., given in Fig. (5).
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FIG. 6. Probability distribution for top-12 feasible solutions of the problem instance (5, 3) for p = 24. Indices of optimal states
(blue) are: 69963 and 74014. Costs corresponding to each state are written at the top of the bars.
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FIG. 7. Visualization of the solution state indexed 69963 =
‘10001000101001011”. The cost is: C4 = 12.138 + 5.300 +
7.200 + 2× 2.626 + 2 × 0.320 = 30.530. Here, the node with
yellow star denotes the depot, or the origin.
C. Experiment 3
In the third experiment, we have solved the problem
instance (5, 3), described by the following distance ma-
trix:
D4 =


0. 12.138 0.32 7.2 2.626
12.138 0. 16.307 5.3 17.021
0.32 16.307 0. 9.309 2.98
7.2 5.3 9.309 0. 16.759
2.626 17.021 2.98 16.759 0.

 (33)
To encode the problem, we used N = 5×4 = 20 qubits.
Using COBYLA optimizer, for p ≥ 24 we were able to
get the correct solution with sufficient probability. In
Fig. (6), we have shown the probability distribution of
our result for p = 24 for top 12 feasible solutions. States
corresponding to indexes 69963 and 74014 are equiprob-
able and solution states. We present the visualization of
the state 69963 = [1, 0, 0, 0, 1, 0, 0, 0, 1, 0, 1, 0, 0, 1, 0, 1, 1]
in Fig. (7) using the following adjacency matrix A4:
A4 =


X 1 1 0 1
0 X 0 1 0
1 0 X 0 0
1 0 0 X 0
1 0 0 0 X

 (34)
The cost in both cases come out to be C4 = 12.138 +
5.300 + 7.200 + 2× 2.626 + 2× 0.320 = 30.530.
VI. DISCUSSIONS
Here, we have used Quantum Approximate Optimiza-
tion Algorithm to solve the Vehicle Routing Problem.
In past, QAOA has been widely used in solving various
combinatorial hard optimization problems14–16. How-
ever, looking at the results from Exp. (V A), (V B), and
7(V C), we conclude that in general, for a finite value of
p, there is no guarantee that the solution achieved by
QAOA corresponds to the most optimal solution of the
original combinatorial optimization problem17. This is
because, in QAOA instead of the following the adiabatic
time evolution path, we try to guess it using p steps.
Moreover, in the previous studies17–19, it has been
shown that while running QAOA on near term quan-
tum processors, noise-based errors affect both the fidelity
of state: |β, γ〉, prepared by a quantum routine, and the
minimized expectation value of Hˆcost, i.e., 〈Hˆcost〉. Char-
acterizing the behaviour of noisy quantum hardware is
essential in developing error correction code, and noise-
resilient algorithms. Therefore, in future, we would like
to do a noise analysis of QAOA for solving the problem of
VRP, or any other combinatorial optimization problem.
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The code created to run these simulations and re-
lated supplementary data could be made available to any
reader upon reasonable request.
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