Introduction
In the practice often arise such optimization problems where the input -the numbers which define the problem -is known piece by piece, it is also unknown if there are any more request points. These problems are called online problems and the so called online algorithms which solve them can process the input in a serial fashion without having the entire input available from the start and they are not able to "see the future". In contrast, the optimal offline algorithm can view the sequence of requests in advance. An online algorithm is forced to make decisions that may later turn out not to be optimal. The study of online algorithms has focused on the quality of decision-making that is possible in this setting.
Two basic methods are used to measure the effectiveness of online algorithms. One of the possibilities is analyzing an average case. We have to assume some kind of probability distribution on the possible input and for this distribution the expected value of the algorithm is examined. The main disadvantage of this method is that the distribution of the input is usually unknown.
Another approach to this problem is the worst case analysis, which is called competitive analysis. It compares the relative performance of an online and offline algorithm for the same problem instance. Specifically, the competitive ratio of an algorithm, is defined as the worst-case ratio of its cost divided by the optimal cost, over all possible inputs. The competitive ratio of an online problem is the best competitive ratio achieved by an online algorithm.
Let A(I) denote the value of the objective function of an arbitrary online algorithm A on the input I. The value of the objective function of the optimal offline algorithm on the input I is OP T (I). Using this system of notations, we may define the competitiveness as follows: the algorithm A is c-competitive if A(I) ≤ c · OP T (I) is valid for every input I. The factor c is called the competitive ratio of A if c is the least such number.
We are studying a part of the wide field of online algorithms, the clustering problems. The request points need to be grouped: assigned to a cluster or a facility, while a given objective function, that depends on the distance between points in the same cluster, is minimized. The online clustering algorithm maintains a set of clusters, where a cluster is identified by its name and the set of points already assigned to it. Each point must be assigned to a cluster at the time of arrival; the chosen cluster becomes fixed at this time. The clusters cannot be merged or split. The costs are based on the number of clusters and their properties, and they depend on the exact specification of the problem.
Many objective functions can be defined; in this work two main groups are considered: those which depend on the size of the cluster and those which cost depends on the distance of the demand points from the facility. In this work new models are studied which have not been examined yet. We present a solving algorithm for every considered model and determine its competitive ratio. Furthermore, we provide lower bounds for the competitive ratio of any online algorithm which solves the given model.
Clustering problems
In the field of online clustering problems the researchers used to study algorithms for unit sized clusters and the first more general approach to the problem can be found in [2] which deals with variable sized clusters in 1-dimension and the cost is a constant setup cost plus the diameter of the cluster. In this work the extensions of this model are considered.
We study the 1-dimensional and the 2-dimensional variants of the online clustering with variable sized clusters problem which are presented in [3] , [5] and [6] . The clusters are intervals (squares in 2D, since we use the l ∞ norm), the cost of each cluster is the sum of the constant setup cost scaled to 1 and the square of the length of the interval (side of the square in 2D). The goal is to minimize the total cost of the clusters.
We consider two variants, both having property that a point assigned to a given cluster must remain in this cluster, and clusters cannot be merged or split. In the strict variant, the size and the location of the cluster must be fixed when it is initialized. In the flexible variant, the algorithm can shift the cluster or expand it, as long as it contains all the points already assigned to it.
The basic idea behind many of our algorithms is the algorithm GRID defined in [7] which covers the d-dimensional space with ddimensional unit cubes. When a demand point arrives which does not belong to an existing cluster, the algorithm opens a new cluster: the closed cube of the grid.
Clustering problems in 1 dimension
We consider first the offline problem where the whole input is given in advance and we offer a simple dynamic programming algorithm DP to solve the problem optimally.
The input is n request points (x 1 , ..., x n ). The dynamic programming algorithm uses an algorithm for the variation of the k-median problem and is shown in Algorithm 1.
Algorithm 1 Algorithm DP
• The request points are sorted by their coordinates in ascending order.
• Define the subproblem F (i, r) (i ≥ r): the first i request points are divided into r clusters. Then the optimal cost of the clustering problem is min r (F (n, r) + r).
• The values of F (i, r) can be calculated by the following recursions:
In the strict variant of the clustering problem, the size and the exact location of the cluster must be fixed when it is initialized. We consider both the online and semi-online versions. "Semi-online" usually means that the algorithm knows something about the future demand points. In our case the points are sorted in ascending order. For the solution of the above problem we offer the algorithm GRID a where the size of the intervals covering the line is a parameter a. When a request point x arrives which does not belong to an existing cluster, the algorithm opens a new cluster: the interval [ka, (k + 1)a] where k = x/a − 1 .
In the semi-online strict model the points arrive in ascending order. We propose algorithm SOSM a to solve this problem. In the flexible variant, the algorithm can shift the cluster or expand it, as long as it contains all the points assigned to it. We offer the algorithm F GRID a for the solution of this problem. Algorithm 3 Algorithm F GRID a 1. Let p be the new point.
2. If the algorithm has a cluster whose current associated interval contains p, then assign p to that cluster and do not modify the cluster.
3. Else, consider the cell from the grid which contains p. (b) Otherwise, extend the cluster contained in the interval to cover p.
We note that a similar modification to the algorithm SOSM a like in the online case (modification of GRID a that led to the algorithm F GRID a ) does not result in a better competitive ratio than 2 (like in the online case with algorithm F GRID a ).
Furthermore, we provide lower bounds for the competitive ratio of any online algorithm which solves the given model.
We summarize our results published in [3] for the strict model in Thesis 1 and for the flexible model in Thesis 2 below.
Thesis 1
Lemma 1 The offline problem can be solved optimally by the dynamic programming algorithm DP .
, k ≥ 1.
Corollary 1
The smallest competitive ratio of GRID a is obtained if
, then the competitive ratio of the algorithm is 3.
Theorem 2
The competitive ratio of any online algorithm for the strict model is at least 2.3243.
Theorem 3
The competitive ratio of algorithm SOSM a is
Corollary 2
The smallest competitive ratio of SOSM a is accomplished if 1 √ 5 ≤ a ≤ 1, then the competitive ratio of the algorithm is 2.
Theorem 4 The competitive ratio of any semi-online algorithm for the strict model is at least 1.6481. 
Clustering problems in higher dimensions

Clustering problems in 2 dimensions
Similarly to the previous section, points of the now 2-dimensional Eucledian space arrive one by one and the algorithm has to define a cluster for them: an already opened cluster or a new one. The cost of each cluster is the sum of the constant setup cost scaled to 1 and the square of the length of the side of the cluster (square) and the objective function is to minimize the total cost of all clusters.
We study the strict model first. The algorithm covers the space with a square-grid of a × a sized cells. If a request arrives which is not covered by any of the existing clusters then the algorithm creates a new one which is the closed cell containing the request. Using this simple grid yields an algorithm which is 9-competitive for the best choice of the parameter a. Using shifts of a/2 (each row is shifted right by a/2 compared to the row below) in the grid gives an 8-competitive algorithm for the best choice of a. Here we study an improved algorithm called Shif t(1/3)GRID a with shifts of a/3. This modification leads to a better result: the algorithm is 7-competitive.
We propose the algorithm Shif t(1/3)F GRID a for the solution of the flexible 2-dimensional model: if the cell from the grid which contains the new request point p does not contain a cluster then open a new one (in this case this cluster consists of a single point p) else extend the cluster contained in the cell to cover p.
In the competitive analysis it is obtained that the algorithm Shif t(1/3)GRID a achieves its best competitive ratio for an interval of the parameter a. We studied how the average behavior of the algorithm depends on this parameter. Random request sequences of different length are generated with uniform distribution in a square of size 30 × 30. Both Shif t(1/3)GRID a and Shif t(1/3)F GRID a are investigated on the same sequences with the parameter a in the interval where the competitive ratio of Shif t(1/3)GRID a is minimal and also with slightly smaller and larger parameter values. Based on the results of the experimental analysis the following conclusions are drawn. The best value of the parameter in the case of Shif t(1/3)GRID a depends on the number of points which is related to their density. As the density is increasing it is better to use larger grid cells. In the case of Shif t(1/3)F GRID a there is still a dependence between the density and the better parameter values but it is not so strong. The reason could be that Shif t(1/3)F GRID a does not use the whole cells. This dependence on the density can be very useful if an a priori information about the points is known. As it is expected Shif t(1/3)F GRID a has significantly smaller cost in the average case than Shif t(1/3)GRID a not only its competitive ratio is less.
We collect our results published in [5] in Thesis 3. We also considered a general version of the variable sized clustering problem: d-dimensional Euclidean spaces and a more general cost function are studied. In our model the cost of a cluster is a unit setup cost plus the p-th power of the side of the grid cell. The strict version of the problem is examined where the exact location of the cluster is fixed when it is created. We analyze the algorithm GRID a for the general case and we prove that it is not constant competitive if p < d and 3 dcompetitive if p ≥ d. In two dimensional Euclidean space we investigate the algorithm Shift(1/3)GRID a and we prove that it is 7-competitive for an adequate choice of the parameter a.
The summary of our results can be found in Thesis 4. Most of the results of Thesis 4 are published in [6] .
Thesis 4
Theorem 12 If p < d then GRID a is not constant competitive if the cost is the p-th power of the side of the d-dimensional cube.
Theorem 13 If p ≥ d there exists a parameter a such that GRID a is 3 d -competitive. Moreover, GRID a has never smaller competitive ratio than 3 d . 
Online facility location
In the facility location problem a metric space M = (M, d) is given, M is the set of points. To serve the requests facilities should be opened at the points of the set M . The input is a sequence s 1 , . . . , s n of requests, each request is a point of M . For the request sequence I = s 1 , . . . , s n , we denote the prefix s 1 , . . . , s i by I i . The goal is to find a set of facility locations which minimizes the sum of the facility costs and assignment costs (the cost of assigning a request point to a given facility). The offline version is a well-known problem in combinatorial optimization. In some applications (building a computer or sensor network, some clustering problems) the set of request points is not known in advance, demand points arrive one at a time and after their arrival the algorithm has to decide whether to open a new facility or to assign the demand to an existing facility without any information about the further demand points. This online version of the facility location problem has been studied first by Meyerson in [11] . In that paper it is not allowed to move a facility which is opened by the algorithm.
In [9] the problem is further investigated and an O( log n log log n )-competitive deterministic algorithm is presented for uniform and nonuniform facility cost. Also, it is proved that no deterministic or randomized algorithm exists with smaller competitive ratio than Ω( log n log log n ). In this work we introduce a model where the algorithm is allowed to move the facilities to other positions after the arrival of a demand point but the already opened facilities cannot be closed so increasing the number of facilities is an irrevocable decision that may later turn out to be a bad choice.
We restrict our attention to the special case of uniform facility cost, where the cost of opening a facility, denoted by f , is the same for all points. Our results are presented in [4] . If a solution SOL opens facilities at the points a 1 , . . . , a k the total cost of this solution is
The goal is to find the solution which minimizes this cost. For any algorithm A let C A (I) denote the total cost, S A (I) the service cost and F A (I) the facility opening cost of the solution achieved on the input I.
We propose the algorithm OF W (Optfollow) for the solution of the online problem. The basic idea is to mimic the behavior of the optimal offline algorithm. OF W uses the following rules to build the online solution after the arrival of the i-th point of the request sequence s i : Algorithm 4 Algorithm OF W • Step 1. Determine an optimal offline solution for the input I i . Remark: Note that in the case of general metric spaces OF W solves an NP-hard problem in Step 1, also in Step 2/b. These NPhard problems are well studied and several exact solution algorithms are developed for them (see [1] , [8] , [10] for details). On the other hand, if the metric space is the line then both problems can be solved in polynomial time.
The following polynomial version of OF W called P OF W can be defined using approximation algorithms as the solutions of the NP-hard problems. Remark: Several approximation algorithms have been developed for the facility location and k-median problems, see [12] and [13] for surveys on these areas.
We summarize our results presented in [4] in Thesis 5.
Thesis 5
Theorem 15 Algorithm OF W is 2-competitive.
Theorem 16 If F AP P R and M AP P R are c 1 and c 2 approximation algorithms respectively, then the algorithm P OF W is c 1 (1+c 2 )-competitive.
Theorem 17 The algorithm OF W where we use the optimal solution which uses the smallest number of facilities is 3 2 -competitive on the line with the Euclidean distance.
Theorem 18 No online algorithm is C-competitive on the line for any C < ( √ 13 + 1)/4 ≈ 1.15.
