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Abstract  
In [9] Knuth shows how to derive the convolution formulas of Hagen, Rothe and Abel from 
Vandermonde's convolution and the binomial theorem for integer exponents. In the present 
paper, we shall first present a short and elementary proof of the multi-extension of the above 
convolution formulas, due to Raney and Mohanty. In the second part we shall present a multi- 
version of Knuth's approach to convolution polynomials and derive another short proof of the 
above formulas. 
1. In t roduct ion  
Recall that a family of  polynomials (Fn(x)) (n >~ O) is said to be of convolution type 
if Fn(x) has degree ~<n and satisfies the convolution condition 
Fn(x ÷ y) = ~ Fk(x)F.-k(y).  
k-O 
The two typical families of  convolution polynomials are the binomial theorem for 
integers 
(x + y)n ~ x k yn-~ 
n! -2 - ,  ~:! (n~!  
k=0 
and Vandermonde's convolution 
, ) 
n k=0 k n - k " 
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Some important extensions of  the above identities have been given by Abel, Rothe and 
Hagen in the last century. More precisely, for a, b ~ C and n E ~ let 
An(a'b) -- a ( a +nbn )+ bn 
In 1891, Hagen [7,5,6] proved the following identity: 
n 
E(p  + qk)Ak(a,b)An-k(c,b) = p(a + + aq'~A,(a- + c,b). 
c) 
a+e 
k=0 
In the case q ----- 0, this formula reduces to Rothe's convolution formula [17,5, 16] dated 
back in 1793: 
Ak(a,b)A,_k(c,b) =An(a + c,b). 
k-O 
Note that Hagen's formula implies also (see the examples at the end of this paper for 
the multinomial case) Abel's [1] identity: 
~- '~(n)x(x-kz)k - l (y+kz)n-k ,  (x + y)" = k 
k=0 
wherex, y, zEC andnc  ~. 
In a refreshin9 paper about convolution polynomials Knuth [9] shows how to derive 
these seemingly non-trivial formulas from the basic binomial theorem for integers and 
Vandermonde's convolution. 
Since the multi=extensions of the above identities are also known, it is natural to 
give a multi-extension of  Knuth's results. To express them more concisely, we shall 
use the vector notation. Throughout his paper m will be a fixed natural number. For 
a = (al,...,am) C ~m and b = (bl . . . . .  bin) E ~m set ]a[ = Eimla i ,  a! = al!'"am!, 
m 
a + b = (a l  + bl . . . . .  am + bm) and a - b = ~i=1 aibi" We order  the e lements  o f  
~m in lexicographic order, i.e., a < b if al < bl or there is a i > 1 such that aT = 
bl ..... ai-1 = bi-l but ai < bi. Also for 1 <<.i<<.m let ei = (6i1,~i2 . . . . .  6im) where 
6ij = 1 if i = j and 0 if i ¢ j. Finally, for each complex number x and n E g m we 
define 
Next define the multi-analogue of A,(a,b) by 
A.(x,  b) -- x + b~ n " 
The multi-extension of  Rothe's convolution formula can then be stated as follows: 
~ Ak(a,b)An-k(c,b) = A.(a + c,b). (1.1) 
k 
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Remark. The author first learned this identity in July 1988 at Oberwolfach, where 
Louck [11] communicated it as a conjecture. It was shortly proved independently by 
Strehl, Paule and the author by using different methods and reported at the 20th session 
of le s6minaire Lotharingien de Combinatoire held at Alghero, Sardegna, in September 
1988. Shortly after, I noted that formula (1.1) was already established by Raney [15, 
Theorems 2.2 and 2.3] in 1960. We refer the reader to the recent paper by Strehl [18] 
for a comprehensive account of the various aspects of this formula. Curiously enough, 
Raney's derivation of (1.1) was entirely different from the three forementioned ones. 
In fact, Strehl's proof is of combinatorial nature [18], Paule's proof is based on the 
one variable Lagrange inversion formula [14] and the author's proof is inductive and 
will be reproduced below. Note that Chu [2] quoted Raney's identity explicitly in his 
paper to derive a combinatorial interpretation of the generalized Catalan numbers. 
A multi-extension of Hagen's identity has also been given by Mohanty [12], by 
applying the multivariable Lagrange inversion Jormula, in the following form: 
Z(p+q.k)Ak(a,b)A,_k(C,b)= P(a+c)+a(q'n)A,(a+c,b), (1.2) 
a+c k 
where q = (ql . . . . .  qm) E C m and a,c,p C C. 
The aim of this paper is twofold. First we present a very short and elementary proof 
of (1.1) and (1.2) from scratch, which is similar in spirit to Good's short proof of 
the Dyson conjecture [4]. In the second part we shall present a natural multi-extension 
of Knuth's approach [9] to ordinary convolution polynomials. As a consequence of 
this generalization we will see that (1.2) and (1.1) are, respectively, equivalent to the 
following trivial convolution identities: 
(x + y)l,I _ ~.,  xlkl yl, kl 
(1.3) 
n! Z_., k! (n -k ) !  
O<~k<~n 
and 
(x ;y )  = Z (Xk) ( Yn-k)" (1.4) 
O<~k~<n 
As noticed by Knuth [9], in the special case when the nth convolutional F,(x) is 
of degree n, the sequence (n!Fn(x)) is said to be of binomial type [13]. We note that 
in the latter case, Joni [10] has given a multivariable generalization of the binomial 
polynomials. 
2. A short proof of formula (1.2) 
Notice that formula (1.2) is equivalent to (1.1) and to the following identity: 
Z(  q • k)Ak(a,b)An_k(C,b) -- a(q . n) An(a -- e,b). (2.1) a+c k 
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A further look at (2.1) shows that formula (1.1) is actually a consequence of (2.1): 
exchanging a with c, and k with n - k in (2.1) yields 
E (q" (n - k))Ak(a, b)An-k(c, b) - c(q'n)An(a + c, b). (2.2) 
a+c k 
By summing up the two above identities side by side and taking q = n we get (1.1). 
Therefore, it suffices to prove (2.1). However, it will be more interesting at this 
stage to first give an independent proof of (1.1) to illustrate our method. In the sequel, 
we assume that a belongs to ~. Let 
Sn(a,c,b) = ~--~Ak(a,b)An-k(c,b).  
k 
First 
Sn(O, c, b) = An(c, b), So(a, c, b) = 1. (2.3) 
Next, by the definition of An(a, b) we have 
An(a,b) 1 ( ~-~ bini ) (a4 -b .n )  
- -  a -  1 + (2 .4 )  
a-  l +b .n  i=J a+b.n  n 
a- l+b.n  [,a n i=1 n -- e i 
m 
=An(a - 1,b) + ~ An-e,(a + bi - 1,b). 
i=1 
The last line is due to 
(x) 1) 
/ /  / /  i=1 - -  e i  
so that 
( m ) 
Sn(a ,c ,b )=~ Ak(a-- 1 ,b )+~Ak-e , (a+b i -  1,b) An_k(c,b) 
k i=1 
=Sn(a - 1,c,b) q'- ~-] Sn_e,(a q- bi - 1,c ,b ) .  
i=1 
(2.5) 
Eqs. (2.3)-(2.5) show that Sn(a, c, b) and An(a, c, b) satisfy the same recurrence and 
the initial conditions. Therefore, they are equal. 
Now we turn to (2.1). Note that (2.1) is equivalent o the following m identities: 
Z kjAk(a,b)An-k(c,b) = anj An(a+c,b), (l~<j~<m). (2.6) 
a+c k 
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For 1 ~<j ~< m, let T{nJ)(a, c  b) and S(n])(a, c b) be, respectively, the left-hand and right- 
hand sides of (2.6). By definition, we first have 
s( J}~ac'b) : (a-1)(  a - l + c + b ' n ) "  " ' n -e j  + (a - l+c+b.n) .  (2.7) 
n-e j  
Now write the first ( , - J+c+b..) as 
\ n - -e  / 
n - -  e j  i :  1 n - -  et 
and the second one as 
(b_:_+c_+b.n(n-e]) + a-l__+__c__+__bj_ ~ (a - l+c+b.n)  
a -  a f - - l+c+b.n J  n -e  i 
=~- [~b i (a -2+c+b'n)  +A" -~ j (a - l+c+b/ 'b ) 'n -e j -e i  
i=l 
We see that 
S~J)(a,c,b) s~J)(a l,c,b) + ~ (j) - : - S~_e,(.- 1 + bi, c,b) 
i=l 
+An-e , (a  - 1 + c + bj,  b). (2.8) 
Also we have the boundary conditions 
S(nJ)(O,c,b) : 0 and s~J)(a,c,b) : 0. (2.9) 
On the other hand, by (2.4) we verify easily that T~J)(a,c,b) satisfies the same 
recurrence relation (2.8) and boundary condition (2.9). This completes the proof 
of (2.6). [] 
3. Multi-convolution polynomials 
A family of polynomials {F,(x)},,~0 forms a multinomial convolution family if 
F,(x) has degree ~< In I and if the convolution condition 
Fn(x + y ) :  ~ Fk(x)Fn-k(y) (3.1) 
O<~k<~n 
holds for all x and y and for all n >~0. In the case that m = 1 we recover the mono- 
mial convolution family studied by Knuth [9]. It is worth noticing that this definition 
is different from the definition of 'higher-dimensional polynomials of binomial type' 
studied by Joni [10]. Many of such families are known, and they appear frequently in 
the applications. For example, when Fn(x) = xLnl/n!, condition (3.l) is equivalent o 
the binomial theorem for integer exponents. We can also let F,(x) be the multinomial 
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coefficient (x); the corresponding identity (3.1) may be called multi-Vandermonde's 
convolution. 
Knuth showed that convolution polynomials arise as coefficients in the xth power of  
a one-variable power series. Now we show that multi-convolution polynomials arise as 
coefficients in the xth power of  a several variables power series. Let z ~ ----- z~' .... . . .  2 m . 
For a formal series F(Z) = ~n>~oFnz ~,let [z~]F(z) be the coefficient of  z ~ in F(z). 
Theorem 1. Let 
F(Z) = 1 + ~ Fnz n (3.2) 
n~O 
be any power series with F(O) = 1, Then the polynomials 
F,(x) = [z"]F(z) x (3.3) 
form a multi-convolution family. Conversely, for every convolution family (Fn(x)) 
there is a power series F(z) such that (3.3) holds or it is identically zero. 
Proof. It is easy to verify that the coefficient of  z n in F(z) x is indeed a polynomial 
in x of  degree ~< [nl, because 
k~>l n~0 
This construction produces a convolution family because of  the rule F(Z)  x+y = F (Z)  x 
F(Z) y. Conversely, suppose that the polynomials 
Fn(x)  : ( fno  q- fnOX +""  q- fnlnlxlnl)/n! 
form a convolution family. The condition Fo(x) = F0(x) 2 can hold only if Fo(x) = 0 
or Fo(x) = 1. In the former case it is easy to prove by induction that F,(x) --- 0 for 
all n because F,(x) = ~0<k<n Fk(x)F~-k(O). Otherwise, the condition 
Fn(2X) = 2Fn(x) + ~ Fk(x)Fn-k(x) (3.4) 
0<k<n 
for n > 0 implies that F~(0) = f~0 = 0 for n > 0 by induction. For k > 1, by equating 
coefficients of  x k on both sides of  (3.4) we find that the coefficient f ,k is forced to 
have certain values based on the coefficients of  Fi(x) with i < n, because 2kfnk occurs 
on the left and 2 f ,  k on the right. The coefficient f , l  can, however, be choosen freely. 
Any such choice must make 
by induction on n. [] 
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Examples 
The first example mentioned above, F, (x)  = xl'l/n!, comes from the power series 
F(z)  = e:'+~'~+ +";  the second example, F,(x)  = (x), comes from Y(z)  = 1 + z, + 
Z2 +''" +Zm. 
As in the case of ordinary convolution polynomials [9], every multi-convolution 
family (F. (x))  satisfies another general convolution formula in addition to the one we 
began with. We have the following result. 
Lemma 1 (A derived convolution). I f  {F,(x)},>~o is a set 
polynomials, then 
n 
(x + y )~ kiFk(x)Fn-k(y)  = xniFn(x + y)  (1 <~i<.m). 
k=0 
or equivalently ./'or all q E C m we have 
n 
(x + y )~ (q.  k )Fk(x)Fn-k(y)  = x(q" n)F,(x + y). 
k =0 
of multi-convolution 
Proof. The alternative convolution formula is proved by differentiating the basic 
= n,,, with respect o zi ( 1 <<. i <~ m) and identity F(Z) x ~,>~oF,(x)z~ ' ...z,~ 
xz i~F(z )F (z )  x-I = ~niFn(x)ztl  '1 ",,, • . .  Z m • 
n 
n, n,, in the product Now observe that ~kiFk(x )Fn-k (y )  is the coefficient of zj . . . z  m 
xzi(~F(z)/Ozi)F(z) x+y-1 while niF.(x + y)  is the coefficient of z'~'...z,~,? in 
(x + y)zi(c~F(z)/(?zi)F(z) x+y-I . [] 
Lemma 2. / f  F.(x)  = [z"IF(z) x, then 
x 
- -Fn(x  + ni) = [Zn]Gi(z) x, 1 <~i<<.m, 
x+n i  
where  G i (z )  = F (z l  . . . . .  z iG i ( z )  . . . . .  Zm). 
Proof. Since F. (x)  is a polynomial of degree ~< Inl, so it is sufficient to prove 
the above identity for the integer values k of  x. Let w(z) = zi/F(z), then 
w(zl . . . . .  z iGi(z), . . . ,Zm) = zi. By Lagrange's inversion formula (see [3, p. 159]), we 
have 
n, k k k 
[Z i ](Z i G i (Z)) = --[z]i-~]F(z) ''', 1 <<.i<.m. 
ni 
Consequently, 
,,, k k 
[z i ](Gi (z)) - IL n, +k ni+k[Z i  ]F(z) , l<~i<~m. 
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It follows that for 1 ~< i ~<m we have 
[zn]Gi(z)X - k [zn]F(z)n,+k k 
n i q- k ni -}- k Fn(ni q- k). 
This completes the proof. [] 
Theorem 2. Let {Fn(x)}n>.o be any family of polynomials in x such that F~(x) has 
de#ree <~ In[ I f  
n 
Fn(2x) = ~ Fk(x)Fn-k(x) (3.5) 
k=0 
holds for all n and x, then the followino identities hoM for all n, x, y and t: 
(x + y)Fn(x + y + t.  n) ~-~ xFk(x + t.  k) yFn-k(y + t. (n -- k))  
x+ y+t .n  : Z.~k=0 x+t .k  y+t . (n -k )  ' 
(q .n)Fn(x+ y+t .n )  ~ (q .k )Fk(X+t .k )  yFn-k (y+t ' (n -k ) )  
x+ y+t .n  ~k=O x+t .k  y+t . (n -k )  
Proof. The proof of Theorem 1 shows that the multinomial convolution condition 
could be weakened for (3.4), or (3.5). Hence (3.5) implies that polynomials Fn(x) 
form a set of convolution polynomials. Now, for 1 <<,i~m, the process of going from 
Fn(x) to xF,(x + ni)/(x + ni) of Lemma 2 can be iterated: another replacement gives 
xFn(x + 2ni)/(x + 2ni), and after ti iterations we discover that the polynomials 
xFn(x + tini)/(x + tini) also form a convolution family. This holds for all positive 
integers ti (1 <~i<~rn), and the convolution condition is expressible as a set of polyno- 
mial relations in ti (1 <<. i <~ m); therefore xF,(x + tini )/(x + tin i) is a convolution family 
for all complex numbers ti (1 <~i<~m). Thus by applying the above process we obtain 
succesfully a sequence of convolution polynomials families 
x 
Fn(x + tin1 + ... + tini) 
x q-- tlr/l + • • • q- tini 
for i=1 ,2  . . . . .  m and the last family corresponds to the first identity. The 
second one follows by combining the first one with the derived convolution 
formula of Lemma 1. [] 
Examples 
Let Fn(x) = (x); then it follows from (1.4) and Theorem 2 that 
x+ y (x+ y+t .n )  
x4y , . . 
_ ~ x (x+t.k 
x+t .k  k k:0 
) y ( 
y÷t . (n -k )  
y+t ' (n -k )  I 
R- -k  
J. Zenq/Discrete Mathematics 160 (1996) 219 228 227 
(q.n) (x+ y+t .n )  
x+ y+t .n  n 
x+-t-~k k v+t . (n -k )  n -k  " 
Combining the above two identities yields (1.2). 
Let F,(x) x"/n!, then it follows from (1.3) and Theorem 2 that 
= ~_, k k - y (y+t . (n_k ) ) l , - k l - ,  (x + y) (x  + y + t • n) Inl-I x(x + )Jkl I 
n! (n - k )! 
k=0 
(q.n)(x+ y+t.n)lnl- I  ~-~ (q.k)(x+t.k)bkl y (y+t . (n_k) ) ln -k j - t  
2_~ n! k! (n k )! 
k=O 
Combining the above two identities yields. 
Z(  p + q. k)Bk(x,t)Bn k(y,t) = p(x + y) + x(q" n) Bn( x+ V,t), (3.6) 
x+v 
k 
where B,(x,t)= x(x + t. n)l"l-J/n!. I f  we take q = t and p=l  in the above formula 
we obtain a multi-extension of  Abel 's  identity: 
k=0 
where (k) = ~[i"-, (~;) or equivalently 
(x + y)l"l= ~ (n ) (x -k . t ) ln -k ly (y+k. t )  Ik'-I 
k 
k=0 
We can also derive (3.6) from the first example as follows. If we substitute a, c and 
b by xa, xc and xb = (xbl ..... xbm) respectively, in (1.2), we get a polynomial identity 
in x. Equating the coefficients of xl"l in both sides of this identity yields (3.6). 
Note that formula (3.6) generalizes also Hurwitz's multinomial extension of Abel 's  
identity [8]. To see this, setting n = 1 = (1 . . . . .  1), q = 0 and p = 1, then (3.6) 
reduces to 
x(x + k. t)[kl-ly(y + (1 -- k)  t )  I I-ki 1 : (X -~ y)(x + y + Itl) .... J. 
k~0,1}'" 
We have shown how to create new multinomial convolution families from given ones 
exactly as in the monomial case. The additional constructions mentioned by Knuth 
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[9] can also be extended. For example, if  F.(x) and G.(x) are convolution families, 
then so is the family H.(x) defined by 
Hn(x) : ~ Fk(x)Gn-k(x). 
k=0 
as did Knuth [9] in the case m = 1. 
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