Infrared OH lines at 1.55 -1.56 µm in the H-band were obtained with the Phoenix high-resolution spectrograph at the 2.1m telescope of the Kitt Peak National Observatory for a sample of 14 metal-poor stars.
Introduction
Oxygen abundances in metal-poor stars are a key result for constraining several important issues such as the age of globular clusters (VandenBerg 1985 , VandenBerg et al. 2000 , models of cosmic ray spallation (Walker et al. 1993; Fields & Olive 1999; Kneller, Steigman & Walker 2001) , chemical evolution models in the early phases of the Galaxy evolution (Chiappini et al. 1999, hereafter CMBN99; Pagel & Tautvaišienė 1995, hereafter PT95) and nucleosynthesis ejecta of massive stars (Thielemann, Nomoto & Hashimoto 1996, hereafter TNH96; Woosley & Weaver 1995, hereafter WW95) .
Oxygen is a major tracer of chemical evolution, since it is a bona fide primary element ejected by massive stars. The oxygen-to-iron ratio is a measure of SNII/SNI rates along time, and can be used to characterize fast chemical enrichment ([O/Fe] > 0) such as in the halo of our Galaxy.
There is agreement in the literature concerning an overabundance of oxygen relative to iron in metalpoor stars. This result was first established by Conti et al. (1967) and Sneden et al. (1979) . However there is no agreement on the overabundance value itself. The reasons for the discrepancies come from the fact that only four sets of lines can be used to derive oxygen abundances in metal-poor stars: (i) the forbidden [O I]λ6300.31, λ6363.79Å lines measurable in giants of [Fe/H] > −3.0; (ii) the permitted O I λ 7771.96, 7774.18 and 7775.40Å lines measurable in dwarfs and subgiants; (iii) the ultraviolet (UV) OH lines (A 2 Σ−X 2 Π electronic transition); (iv) the infrared (IR) OH lines (X 2 Π vibration-rotation transition).
Therefore there are only a few lines available, and in most cases the different lines are not present in the same stars. O I permitted lines give systematically higher values than the [O I] forbidden lines. The problems with the different lines can be summarized as follows.
(i) The reliability of the forbidden lines [O I] present in giants stems from the fact that the transition involves a metastable level, collisionally controlled, therefore not directly subject to non-LTE effects (see Kiselman 2001a,b; Lambert 2001) . Values of [O/Fe] ≈ +0.4 to +0.6 down to [Fe/H] ≈ −3.0 are obtained (e.g. Gratton & Ortolani 1986; Barbuy 1988; Spiesman & Wallerstein 1991; Kraft et al. 1992; Shetrone 1996; Carretta et al. 2000; Gratton et al. 2000; Westin et al. 2000; Asplund 2001a,b; Cayrel et al. 2001a; Nissen et al. 2001; Sneden & Primas 2001a,b) ; below [Fe/H] < −3.0 the oxygen forbidden lines are too faint.
(ii) the permitted lines of the O I triplet present in dwarfs, give [O/Fe] ≈ +1.0 at [Fe/H] ≈ −3.0 (e.g. Abia & Rebolo 1989; Cavallo, Pilachowski & Rebolo 1997; Mishenina et al. 2000) . However the permitted lines of high excitation potential seem to be subject to overenhancements, partly due to non-LTE (Kiselman 2001a,b) and partly to uncertainties in the deep layers of model atmospheres, as is also the case of C I lines of high excitation potential ). An evidence of this 'artificial' overenhancement was demonstrated through the study of both forbidden and permitted lines in some samples of stars, and they give different results for a given star Fulbright & Kraft 1999) . King (1993) claimed that by adopting a hotter effective temperature T eff scale and depending on the models, it is possible to obtain [O/Fe] ≈ +0.5 for halo dwarfs derived from the permitted lines, comparable to those obtained from the forbidden lines for giants. Carretta et al. (2000) obtained the same results, also adopting a higher T eff scale and non-LTE corrections applied to the permitted lines. King (2000) applied NLTE corrections on the stellar parameters log g and It is important to note also that detailed non-LTE calculations cannot reproduce the solar permitted lines (Kiselman & Nordlund 1995; Kiselman 2001a,b) .
(iii) Recently, new data on the UV OH lines (Israelian, García López & Rebolo 1998, hereafter IGR98; Boesgaard et al. 1999, hereafter BKDV99) appear to give high oxygen abundances, in agreement with the permitted lines, although these lines had been already studied in the past by Bessell, Sutherland & Ruan (1991) and Nissen et al. (1994) who found [O/Fe] ≈ +0.5/+0.6 and +0.6 respectively, in better agreement with the forbidden lines. It is clear that determinations of oxygen abundances from UV OH lines are affected however at least by different questionable fittings of molecular oscillator strengths to the solar spectrum (see Sect. 4).
(iv) The IR OH transitions were considered as one of the more reliable oxygen abundance indicators by Grevesse & Sauval (1994) . Despite this, essentially no oxygen abundance determinations in metal-poor stars using these lines are available, except for the pioneer-ing work by Balachandran & Carney (1996, hereafter BC96) In the present work we use infrared OH lines in the region 1.55 -1.56 µm, in order to derive oxygen-toiron ratios for a sample of 14 metal-poor stars.
In Sect. 2 the observations are presented. In Sect. 3 the detailed analyses are described. In Sect. 4 some considerations on UV OH lines are given. In Sect. 5 the results from IR OH lines are discussed and in Sect. 6 conclusions are drawn.
Observations

Data Acquisition
High-resolution infrared spectra were obtained from images taken at the 2.1 m telescope of the Kitt Peak National Observatory using the Phoenix spectrograph. Phoenix is described in detail by Hinkle et al. (1998) . This instrument uses a cryogenicéchelle grating to achieve FWHM resolutions of 50,000 to 75,000, depending on slit width. Order separating filters are used to isolate individualéchelle orders (the instrument is not cross dispersed) in the 1 -5 µm region. The detector is an Aladdin 512x1024 InSb array, covering 1500 km s −1 in wavelength. Each star was observed at least at two slit positions with the same integration time, with offsets of 15" between integrations, obtaining two spectra in different positions on the detector. The sky background is eliminated by subtracting the first exposure from the sky obtained in the second one at that position in the detector, and the same method for the second exposure and sky from the first one. About 30 flatfields and darks were taken, with exposure times of 15 and 20 s for the H-and K-band, respectively. Most of the data were gathered in the H-band, centered at 1.5555 µm, with a spectral coverage of 75Å. This region was chosen because it has several unblended vibrationrotation lines of OH, and also because it is almost free from disturbing telluric features. For a few stars for which no carbon abundance determinations were available in the literature, we observed the CO lines present at 2.3 µm, in order to determine their carbon abundances, since a fraction of the oxygen is tied up in CO molecules. The observations of OH lines in the H-band were obtained using the 3-pixel slit, achieving a FWHM resolution of 60,000. The K-band observations of CO lines were done using the 4-pixel slit, with a FWHM resolution of 50,000. For wavelength calibration purposes we have observed the Moon, obtaining reflected solar spectra. Hot stars with high vsini were observed to check for the presence of telluric lines in both the H and K-band spectra. The log of observations is given in Table 1 .
Data reduction
The data were reduced following the standard Phoenix procedures 2 , with some improvements, in order to obtain resulting spectra of higher quality.
The flatfield and dark frames were combined, and the combined dark frame was subtracted from the combined flatfield frame. A mask of bad pixels (both dead and hot pixels) was created and these pixels were reconstructed by interpolation. A response image was created by fitting a surface to the resulting flatfield. The bad pixels were reconstructed by interpolation using the bad pixel mask. The spectra were then divided by the response image and one-dimensional spectra were extracted (cosmic rays were eliminated in the process).
The wavelength calibration of the H-band spectra was done using the reflected solar spectrum and employing the list of atomic lines by Meléndez & Barbuy (1999) . The solar features were identified using the solar Atlas of Livingston & Wallace (1991) . This procedure provided a calibration with an r.m.s. error of ∆λ/λ ≈ 10 −6 , compatible with an error of 0.02Å in the wavelengths of our line list. On the first night (Sep. 21st) the Moon was not observed; instead the giant HR 1481 of spectral type K1.5III was observed (same spectral type of Arcturus) and for spectra taken on Sep. 21st we used this giant to carry out the wavelength calibration, again employing the wavelengths by Meléndez & Barbuy (1999) but in this case the identifications were done using the Atlas of Arcturus by Hinkle, Wallace & Livingstone (1995) . For comparison purposes we observed a metal-poor star (HD 37828) in the two nights and compared the wavelength calibrations obtained using either the Moon or the giant spectra. We found both dispersion solutions in good agreement. For the Kband spectra we have used telluric features for wavelength calibration. Telluric spectra were obtained by observing hot stars with high vsini. Wavelengths of telluric lines were measured in the Atlas of Livingston & Wallace (1991) . We obtained a r.m.s. error of ∆λ/λ ≈ 2 × 10 −6 . Finally, multiple exposures along the slit were co-added, and the resulting spectra have high S/N ratio (column 5 of Table 1 ), typically S/N ≈ 100-200, estimated from continuum regions. The normalized H-band spectrum of HD 187111 is shown in Figure 1 .
In order to compare our calculations of oxygen abundances to those by BC96, we have extracted the spectrum of HD 103095 from their publication, using the Dexter utility 3 (see Sect. 5).
DETAILED ANALYSIS
The sample consists of 3 dwarfs, 3 subgiants and 9 giants. They are well-studied metal-poor stars.
Effective Temperatures
Colors available in the literature, used for derivation of effective temperatures T eff , were taken from the following sources: J, H and K in the TCS (Telescopio Carlos Sánchez) system from Alonso, Arribas & Martínez-Roger (1994 ; Strömgren ubvy-β from the Catalogue by Hauck & Mermilliod (1998) ; V − I (Johnson or Cousins) and J, H and K from the General Catalogue of Photometric Data (Mermilliod, Mermilliod & Hauck 1997) . Transformations between different photometric systems were calculated using relations given by Bessell (1979) , Bessell & Brett (1988) and Alonso et al. (1994 Alonso et al. ( , 1998 .
The reddening values of most stars, estimated by using the maps of reddening by Burstein & Heiles (1982) , were taken from Anthony-Twarog & Twarog (1994). Otherwise we adopted E(B-V) = 0 for nearby stars (closer than d = 100 pc) and E(B−V) = 0.03 csc b [1−exp(−0.008 d(pc) sin |b|)] (Bond 1980; see also Arenou et al. 1992 ) for stars with d > 100 pc. Distances were determined from Hipparcos parallaxes (Perryman et al. 1997) . The reddening corrections are small, typically E(B−V) ≈ 0.07. The dereddened colors are given in Table 2 .
Temperatures were determined using the V − I, V − K and J − K calibrations of Lejeune, Cuisinier & Buser (1998, LCB98) and the same colors plus b−y for the calibrations of Alonso, Arribas & Martínez-Roger (1996a , 1999a . The mean T eff of each calibration is shown in columns 2 (AAM99a) and 3 (LCB98) of Table 3 . In a general way, both calibrations give similar values, but the calibrations of LCB98 show a larger standard deviation of temperatures from different colors (σ ≈ 70 K, against σ ≈ 25 K using AAM99a).
In Table 3 are also shown Infrared Flux Method (IRFM, column 4) temperatures, as determined by Alonso, Arribas & Martínez-Roger (1996b , 1999b . The calibration of AAM99a is based on their own IRFM temperature determinations, which explains the close values given under AAM99a and IRFM (AAM99b) in Table 3 . The calibration of LCB98 is slightly cooler (−10 K in the mean) than IRFM temperatures.
Means of T eff values derived from colors (columns 2, 3 and 4 of Table 3) were checked against excitation equilibrium of Fe I lines. Literature equivalent widths of Fe I and Fe II (references in Sect. 3.3) were used.
The temperatures based on excitation equilibrium of Fe I are in the mean 40 K hotter than the mean of T eff values derived from colors, and +50 K hotter in the mean relative to the IRFM temperatures (or +38 K if we consider the IRFM calibration of AAM99a). Note that Tomkin & Lambert (1999) found a similar result, with their Fe I temperatures being +45 K higher than those determined from the IRFM calibration of AAM99a. According to Tomkin & Lambert (1999) , the small difference between Fe I temperatures and the IRFM temperatures is an indication that non-LTE effects are minor.
An example of the excitation equilibrium for HD 216143 is shown in Figs. 2a,b, where the individual iron abundances are plotted versus excitation potential and reduced equivalent width. No significant slope is seen in these Figs., indicating that T eff = 4344 K and v t = 1.8 km s −1 are adequate choices. Two sets of T eff values were adopted, those resulting from the excitation equilibrium (column 5 of Table  3 ) and those based on IRFM (column 4 of Table 3 ).
Gravities
Nissen et al. (1997) and Allende Prieto et al. (1999) have shown that LTE spectroscopic gravities are sistematically lower than trigonometric gravities derived from Hipparcos parallaxes in metal-poor stars. For this reason, both spectroscopic and trigonometric gravities were derived.
Spectroscopic gravities obtained by requiring ion-ization equilibrium of Fe I and Fe II lines are given in Column 3 of Table 4 . Hipparcos parallaxes π are used to derive trigonometric gravities, given in Column 7 of Table 4 , where are also given the errors corresponding to the standard deviation σ(π), which is of the order of 1 to 2 mas (a mean around 50% in π). The errors in the trigonometric log g are large for giants with log g < ∼ 1.5, and small for dwarfs, in which case the gravities are also close to the spectroscopic values.
Metallicities
Equivalent widths of Fe I and Fe II from recent high resolution work in the literature Tomkin et al. 1992; Beveridge & Sneden 1994; Roe, Pilachowski & Armandroff 1994; Pilachowski, Sneden & Kraft 1996; Shetrone 1996; Tomkin & Lambert 1999; Fulbright 2000) were adopted. Optical spectra by Barbuy (1988) and Barbuy & Erdelyi-Mendes (1989) were used to check for any systematic error in the adopted equivalent widths. The present infrared spectra of the program stars, which contained a number of Fe I lines, were also used for a further check on [Fe/H]. The IR Fe I lines and respective equivalent widths are reported in Table 5. MARCS model atmospheres by Bell et al. (1976) and Gustafsson et al. (1975) and OSMARCS by Edvardsson et al. (1993) were used for the calculations of curves of growth and spectrum synthesis. OS-MARCS models were applied to 3 dwarf stars. The differences in [Fe/H] with respect to MARCS were ∆[Fe/H](OSMARCS-MARCS) ≤ 0.05. For the sake of consistency with the other sample stars, we assumed the results from MARCS models.
The adopted oscillator strengths for the optical iron lines are from the National Institute of Standards & Technology (Fuhr, Martin & Wiese 1988) . For the infrared atomic lines we used the solar oscillator strengths determined in Meléndez & Barbuy (1999) , which were derived adopting solar abundances from Grevesse, Noels & Sauval (1996) . Curves of growth and abundances from equivalent widths of Fe I and Fe II were computed using the codes RENOIR and ABON by M. Spite.
In Table 7a are given the Fe abundances derived from (a) curves of growth of optical Fe I lines and checked with IR Fe I lines, obtained by adopting spectroscopic effective temperatures and gravities (columns 2 and 3 of Table 7a), (b) IRFM effective temperatures, Hipparcos gravities, and curves of growth based on optical Fe II lines, and checked against the IR Fe I lines (columns 4 and 5 of Table 7a ). Note that the agreement of the optical and IR-based Fe abundances shows that: a) there are no problems with the Phoenix data (such as scattered light) that might affect the equivalent widths which could cause the IR OH abundances to be low with respect to the UV OH, and b) there is no opacity problem, or other errors in the spectral code, between the optical and infrared regions.
Microturbulence velocities v t were obtained from curves of growth and these values were checked by requiring no dependence of [Fe/H] against reduced equivalent width. The curve of growth for HD 216143, the most metal-poor star of the present sample, is shown in Figure 3 .
The two sets of stellar parameters derived, and values from the literature are given in Table 4 , where columns 2-5 show the spectroscopic parameters, columns 6-9 show the IRFM T eff s, trigonometric parallaxes and [Fe II/H], and literature values are given in columns 10-13.
Oxygen Abundances
The oxygen abundances were determined from fits of synthetic spectra to the sample spectra. The LTE code for spectrum synthesis described in Cayrel et al. (1991) was employed for the calculations.
The list of atomic lines present in the H band compiled by Meléndez & Barbuy (1999) was adopted, where oscillator strengths and damping constants were obtained from a line-by-line fitting of ≈ 2,200 lines in the infrared J and H bands, using the telluricfree solar spectrum atlas of Livingston & Wallace (1991) and Wallace, Hinkle & Livingston (1993) . Hyperfine structure was also taken into account, as described in Meléndez (1999) 
The infrared OH vibration-rotation lines (X 2 Π) used in this work are from the first-overtone (∆ v = 2) sequence. Laboratory line lists with wavenumbers and identifications were kindly provided by S. P. Davis. These line lists are from the work of Abrams et al. (1994) . A few lines identified by Mélen et al. (1995) , and a few theoretical lines (replacing unidentified lines) from Goldman et al. (1998) were also included. Energy levels for the OH lines were computed from molecular parameters given in Coxon & Foster (1992) and Abrams et al. (1994) . Molecular oscillator strengths were calculated from Einstein coefficients given in the extensive work by Goldman et al. (1998) . A complete electronic version of line parameters for OH X 2 Π transitions was kindly made available to us by A. Goldman. To our knowledge, Goldman et al. (1998) provide the most accurate Einstein values for infrared OH transitions available in the literature. The adopted dissociation potential is 4.392 eV (Huber & Herzberg 1979) .
The main atomic and molecular features of the observed region are shown in Figure 1 . The list of OH lines used for oxygen abundance determination, together with their molecular gf-values, energy levels and equivalent widths are given in Table 5 .
The oxygen abundances derived show a dependence on the carbon abundances adopted. Figures 4 and 5 show the fit of synthetic spectra to the observed spectra of HD 25329, the most metalpoor dwarf of our sample, and HD 37828, where the behavior of CO bands is illustrated.
The oxygen abundances derived from (a) spectroscopic parameters and (b) IRFM T eff s, trigonometric gravities and [Fe II/H] are given in Table 7b . In Note that the uncertainty on trigonometric gravities cause a large dispersion on oxygen-to-iron ratios. We adopted as final result, the mean of methods (a) and (b), given in column 10 of Grevesse et al. (1996) 
Errors
A check on the [Fe/H] values and possible systematic errors in the adopted equivalent widths was carried out by employing the high resolution optical spectra by Barbuy (1988) and Barbuy & Erdelyi-Mendes (1989) . For five stars in common with the Lick, Texas and KPNO data, the Fe I equivalent widths W λ were found to be about 10% smaller than those adopted; this difference is negligible since it implies a change in The errors due to uncertainties on T eff , log g and v t are inspected by computing the results for 3 sample stars. In Table 8 a mean of the errors for the giants HD 37828 and HD 216143, and those for the dwarf HD 103095 are given, where ∆T eff = 100 K, ∆log g = 0.5 dex and ∆v t = 0.5 km s −1 are assumed.
Comments on UV OH lines
Using UV OH lines, both IGR98 and BKDV99 obtained high oxygen abundances in metal-poor stars, which appear to be in agreement with most results from permitted lines (but see Carretta et al. 2000) . As already noted in Sect. 1, previous work on the UV OH lines resulted in lower oxygen abundances of [O/Fe] ≈ +0.5 to +0.6 for metal-poor stars (Bessell, Sutherland & Ruan 1991; Nissen et al. 1994) , give values of q 00 = 0.864 and q 11 = 0.683, or q 11 /q 00 = 0.79, the same ratio found from Felenbok (1963) results, whereas the ratio of molecular oscillator strengths gf(11)/gf(00) = 0.63 following the new Einstein A coefficients by Gillis et al. (2001) . With the corrections by Nissen et al. (1994) , also adopted by BKDV99, this ratio becomes gf(11)/gf(00) = 0.37, much lower than that given in calculations of Franck-Condon factors. IGR98 applied corrections on a OH line-by-line basis, in order to match the observed OH solar lines. Differences on gf-values employed by them, relative to Gillis et al. (2001) are down to -0.25 dex (represented by asterisks in Fig. 7 ). In order to understand which may be the errors in IGR98's molecular gf-values, we computed the gf-values based on Goldman & Gillis (1981) and Gillis et al. (2001) and compared these values to IGR98's ones. In Figure 7 are plotted ratios of line-by-line molecular gf-values between different authors: (a) Gillis et al. (2001) relative to Goldman & Gillis (1981) , which are essentially the same (filled circles); (b) theoretical values computed by IGR98 relative to Goldman & Gillis (1981) , where unexpected differences are seen (open squares); (c) IGR98 values matched to the solar spectrum relative to Goldman & Gillis (1981) , where IGR98 values are systematically lower (asterisks); (d) IGR98 adopted relative to theoretical values according to those authors (crosses). The IGR98 oxygen abundances would be lower by 0.1-0.2 dex if the original theoretical gf-values were used. Also in the sense of lowering further the oxygen abundances derived by IGR98, Asplund (2001a,b) suggested that calculations of UV OH lines would be more appropriate by taking into account 3-D model atmospheres, since these lines are very sensitive to temperature variations.
Discussion
A comparison of the present atmospheric parameters with literature values is given in Table 4 and oxygen abundances available from [OI] , OI, UV OH and IR OH lines for the sample stars are reported in Table 9 .
[ It implies an increase of +100 K in T eff relative to the temperatures obtained from both Fe I and the IRFM. Note that recent high resolution spectroscopic analyses of HD 103095 by BC96, Tomkin & Lambert (1999) and Fulbright (2000) present temperatures of T eff ≈ 5000 ± 50 K, in agreement with recent IRFM estimates of T eff = 5029 K (Alonso et al. 1996b) . While an increase of +100 K is required for this particular case, in other cases temperature differences of up to +400 K are required to bring the oxygen abundances derived from the O I triplet into agreement with the values obtained from [O I] lines (see Cavallo et al. 1997) .
In Figure 8a the [O/Fe] ratios obtained from the IR OH lines, [O I] and O I for the star HD 25329 are shown for a range of temperatures: the T eff has to be raised by ∆T eff ≈ +300/+350 K, well above the most likely values, in order to find an agreement (or even higher if Hipparcos gravities are used), relative to the spectroscopic value. The gravity obtained by ionization equilibrium from such an increase of 300 K in T eff for HD 25329, is of log g ≈ 5.5 dex, which is in disagreement by ∆ log g ≈+0.6 dex with respect to the log g value obtained from its Hipparcos parallax, as shown in Figure 8b .
Other problems with these lines need further investigation: the O abundances from the O I triplet lines show a large scatter (see Fig. 4 of Mishenina et al. 2000 and Fig. 7 of Cavallo et al. 1997 ) and some T eff dependence (see Fig. 8 of Tomkin et al. 1992 and Fig. 2 of Carretta et al. 2000) . See further discussion on these lines in Cayrel (2001b), Kiselman (2001a,b) , Asplund (2001a,b) and Lambert (2001) .
UV OH lines: Only two sample stars had the UV OH lines analysed: for HD 6582 there is good agreement between the present IR OH values and IGR98. For HD 103095 differences of ∆[O/Fe] = −0.32 with respect to IGR98, and −0.14 (King scale) and 0.0 (Carney scale) with respect to BKDV99 are found; these differences are small, and if the gf-values of IGR98 and BKDV99 were assumed to be the original ones by Gillis et al. (2001) , essentially no discrepancy would appear. Therefore no discrepancy between oxygen abundances derived from UV OH and IR OH are seen in these two dwarfs. . The PT95 models present two versions, assuming instantaneous or delayed production approximations, using both TNH96 and WW95 yields, and their mean value for the range of metallicities −2.5 < [Fe/H] < 0.0 is consistent with the present data.
Conclusions
We obtained high-resolution infrared spectra in the H-band, in order to derive oxygen abundances from IR OH lines. In order to have a homegeneous set of stellar parameters we carried out detailed analyses using equivalent widths of iron lines from the Lick, Texas and KPNO groups.
The stellar parameters were derived with basis on two methods: (a) spectroscopic parameters and (b) effective temperatures derived from the Infrared Flux Method (IRFM), trigonometric gravities using Hipparcos parallaxes, and metallicities [Fe/H] We are grateful to the PHOENIX team at Kitt Peak, especially to the instrument scientist Ken Hinkle. We thank J. Tomkin, C. Pilachowski and J. Fulbright for providing unpublished equivalent widths, and S. P. Davis and A. Goldman for sending electronic files with OH molecular data. We are also grateful to a very competent referee, who helped us to improve the original manuscript. We acknowledge partial financial support from FAPESP, CNPq and CNPq/CNRS. J.M. acknowledges the FAPESP PhD fellowship n o 97/00109-8. We have made use of data from the Hipparcos astrometric mission of the ESA. Goldman & Gillis (1981) , which are essentially the same (filled circles); (b) theoretical values computed by IGR98 relative to Goldman & Gillis (1981) , where unexpected differences are seen (open squares); (c) IGR98 values fits to the solar spectrum relative to Goldman & Gillis (1981) , where IGR98 values are systematically lower (asterisks); (d) IGR98 adopted relative to theoretical values according to IGR98 (crosses). Table 2 Colors Note.-C = Cousins, J = Johnson, TCS = Telescopio Carlos Sánchez 
