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ABSTRACT
e L2TOR project explores the use of social robots for second lan-
guage tutoring. is paper presents an experiment in preparation
to investigate the eects of two educational scaolding features
(adaptation/personalization and iconic gestures), when used by a
robot tutor, on children’s comprehension of animal names in a
foreign language. Participants will be children between the ages of
four and ve. e study is scheduled to take place in March 2017.
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1 INTRODUCTION
e L2TOR project aims to design and develop a robot tutor capable
of supporting children of four to ve years old in the acquisition
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of a second language by interacting naturally with them in their
social and referential environment through one-to-one tutoring
interactions [1]. e robot used for the L2TOR project is the So-
Bank Robotics NAO humanoid robot. e NAO robot is capable of
speaking multiple languages, readily able to switch between them,
which provides the possibility to vary the amount of the child’s
native language (L1) and the second language (L2) to be taught.
Furthermore, the physical presence of a robot is shown to improve
learning gains compared to its two-dimensional counterparts (e.g.
Leyzberg et al. [12]).
is three-year project will result in an integrated lesson plan,
which is expected to contain 24 lessons spanning three dierent
domains (math, space, andmental state). To design these lessons, we
analyze theway human tutors interact with children and investigate
how dierent functionalities of the robot can be used to ensure
a natural and productive interaction. In this paper, we propose
an experiment to evaluate two such functionalities: personalized
lessons by adjustment of the level of diculty of the subject maer
to the level of prociency of the learner and the use of gestures
when introducing the L2 words. We expect that both concepts will
help to create and maintain common ground with the child, while
also increasing comprehension and memorization potential of new
words in the L2.
e importance of personalized adjustments in the robot’s be-
havior has been substantiated in recent research showing that par-
ticipants who received personalized lessons from a robot (based
on heuristic skill assessment) outperformed others who received
a non-personalized training [12]. Suboptimal robot behavior (e.g.
distracting, incongruent or in other ways inappropriate social be-
havior) can even hamper learning [10].
One of the main advantages of choosing a humanoid robot as a
tutor is its physical presence in the world, allowing for interactions
similar to those between humans. Because of its anthropomorphic
appearance, we tend to expect human-like communicative behavior
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Figure 1: Dynamic Bayesian Network for BKT: With the current skill-belief the robot chooses the next skill St and action At
for time step t (le). Aer observing an answerOt from the learner, this observation together with actionAt and the previous
skill-belief St are used to update the skill-belief St+1 at time t + 1 (right) [18].
from the robot, including proper use of non-verbal communication.
Robots that perform gestures are perceived in a more positive way
than those that use only speech [16].
In Section 2 we explain our previous work to evaluate adap-
tive learning, which is used as a starting point for the experiment
described in this paper. We then introduce iconic gestures and
describe how they could be used to increase learning gain in a
human-robot tutoring context in Section 3, followed by our main
research questions in Section 4. Section 5 outlines the design of the
proposed experiment. We intend to start data collection in March
2017.
2 PREVIOUS WORK
2.1 Adaptive language tutoring with a robot
In previous work we developed a novel approach to personalize
language tutoring in human-robot interaction [18]. is adaptive
tutoring is enabled through a model of how tutors mentalize about
learners – by keeping track of their knowledge state and by selecting
the next tutoring actions based on their likely eects on the learner.
is is realized via an extended model that combines knowledge
tracing (of what the learner learned) with tutoring actions (of the
tutor) in one causal probabilistic model. is allows for selecting
skills and actions based on notions of optimality – here the desired
learner’s knowledge state as well as optimal task diculty – to
achieve this for a given skill.
e approach is based on Bayesian Knowledge Tracing (BKT) [4],
a specic type of Dynamic Bayesian Networks (DBNs). e model
consists of two types of variables, namely the latent variables repre-
senting the belief state of ‘skills’ to be acquired (e.g. whether a word
has been learned or not) and the observed variables representing the
observable information of the learning interaction (e.g. whether
an answer was correct or not). In our proposed model, each latent
variable can aain six discrete values, corresponding to six bins for
the belief state (0%, 20%, 40%, 60%, 80%, 100%) representing whether
a skill is mastered or not as a discretized probability distribution.
at is, we reduce the complexity we would get through continuous
latent variables but also aain more exibility. e observed vari-
ables remain binary and still represent whether a learner’s response
is correct or not (see Figure 1). Moreover, the following update
of the belief state of the skill, i.e. the skill-belief, at time t + 1 is
not only based on the previous skill-belief, but also on the chosen
action and the previous observation at time t .
Based on this model, two types of decisions are made, (1) which
skill would be the best to address next, and (2) the choice of action
to address that skill. Regarding the former, we employ a heuris-
tic maximizing the beliefs of all skills while balancing the single
skill-beliefs among each other. is strategy is comparable to the
vocabulary learning technique of spaced repetition as implemented,
for instance, in the Leitner system [11]. Regarding the choice of
action, the model enables the simulation of the impact each action
has on a particular skill. To keep the model simple, the action
space of the model consists of three dierent task diculties (easy,
medium, hard). Consider an example where the skill-belief appears
relatively high, such that the skill is nearly mastered by the learner.
In this case, a less challenging task would only result in a relatively
minor benet for the training of that skill. In contrast, if we assume
the skill-belief to be rather low and a very dicult task is given,
the student would barely be able to solve the task, likewise result-
ing in a smaller (or non-existent) learning gain. Instead, a task of
adequate diculty, not needlessly simple nor too complicated for
the student to solve, will result in a higher learning gain [5]. is
helps to position the robot as a capable instructor that uses these
scaolding techniques to help children acquire new skills beyond
what they could have learned without help, by bringing them into
the zone of proximal development (ZPD) [22].
2.2 Evaluation
When implemented in the robot language tutor, the model will
enable the robot tutor to trace the learner’s knowledge with respect
to the words to be learned, to decide which skill (word) to teach
next, and how to address the learning of this skill in a game-like
tutoring interaction. For the experiment as described in [18], partic-
ipants were asked to learn ten vocabulary items German – ‘Vimmi’
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(Vimmi is an articial language that was developed to avoid associ-
ations with other known words or languages for language-related
experiments [13]). e items included colors, shapes and the words
‘big’ and ‘small’. During the game, the robot would introduce one
of the Vimmi words. A tablet then displayed several images, one of
which satised the Vimmi description (e.g. one object that is blue)
and a number of distractors. e participant was then asked to
select the image corresponding to the described item. Participants
learned vocabulary items in one of two conditions, either in the
condition with the adaptive model or in a non-adaptive (random)
control condition. In the adaptive condition, the skill to be taught
and the action to address the skill were chosen by the model as
described above. Participants’ performance was assessed with two
measures: (1) learners’ response behavior was tracked over the
course of the training to investigate the progress of learning, and
(2) a post-test was conducted on the taught vocabulary in the form
of both L1-to-L2 translations and L2-to-L1 translations to assess
participants’ state of knowledge following the intervention.
Analysis of participants’ response behavior over the course of
training indicated that the participants learned the L2 words during
the human-robot interaction (see [18] for more detailed results). Im-
portantly, they learned more successfully with our adaptive model
as compared to a randomized training. at is, the repeated trials
addressing still unknown items as chosen by the adaptive model
(until the belief state about these words equaled that of known
items) outperformed the tutoring of the same material (same num-
ber of trials and items) but in randomized order. In the post-test,
however, there was no signicant dierence across experimental
conditions, despite a trend towards increased performance in the
adaptive model conditions as compared to the controls.
3 ICONIC GESTURES
A growing body of evidence suggests that iconic gestures bear a
great potential to enhance learners’ memory performance for novel
L2 words. Iconic gestures are movements that have a formal rela-
tion (in form or manner of execution) to the semantic content of
the linguistic unit they describe [14]. In other words, the gesture
elicits a mental image that relates strongly to the word or words
that it links to. As an example, the word bird could be described by
an iconic movement of stretching both arms sideways and moving
them up and down, symbolizing the apping of wings. e support-
ing eect of iconic gestures on L2 vocabulary learning by providing
a congruent link between the words to be learned and gesture be-
ing observed or imitated has been shown in various studies (e.g.
[6, 9, 13, 15, 19]). A recent overview of how gestures contribute to
foreign language learning and possible explanations for this eect
is given by Hald et al. [8]. Although they focus mainly on students
performing or re-enacting the gestures, merely observing a gesture
is shown to aid learning as well. Research conducted by Tellier
[19] and De Nooijer et al. [6] investigated the role of gestures with
respect to children and word learning. e eect of gestures is
shown to depend on the students’ gender, language background
and existing experience with the L1 [15].
When considering the use of an articial embodied agent as a
tutor, the positive eects of gesturing seem to apply as well, as
shown by Bergmann and Macedonia for a virtual tutor [2], and by
Figure 2: Attempt at showing an iconic gesture for a rabbit.
e unnatural angle of the arm, positioning of the hand, and
movement of the ngers, may lead to confusion and, conse-
quently, adverse eects with respect to learning.
Figure 3: Stills of iconic gestures as depicted by the robot.
Le: imitating a chicken by simulating the apping of its
wings; right: imitating a monkey by simulating the scratch-
ing of the head and armpit with the right and le extremi-
ties, respectively.
Van Dijk et al. for a robotic tutor [20]. An additional benet of
implementing non-verbal behavior is to improve the way the robot
is perceived, making it seemmore human-like[17]. e challenge of
mapping non-verbal behavior to the robot lies in the fact that each
act needs to be carefully designed and choreographed to coincide
with the corresponding word or sentence. ere are limits to the
degrees of freedom, the working space (i.e. the physical reach) and
smoothness of motion that the robot has to oer. As an example,
Figure 2 shows an aempt at making an iconic gesture for rabbit.
e right arm has to take an unnatural position, which may result
in an uncanny feeling for the observer. e NAO robot also has
only three ngers and they cannot move independently, therefore
nger-counting and similar subtle motions do not transfer to the
robot without modication. e challenge lies in nding ways
to work around these limitations, while still taking advantage of
the added value of non-verbal communication. e gestures that
were designed for this experiment have been exaggerated beyond
what the human alternatives would look like. For example, when
imitating a monkey the robot will bend its knees and shi its weight
from side to side (see Figure 3).
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4 RESEARCH QUESTIONS
With the upcoming experiment we intend to answer two research
questions. e rst question relates to the previous work described
in Section 2. We aim to investigate to what extent children will ben-
et from adaptive language tutoring. We hypothesize an increase in
learning gain when children are taught words through an adaptive
language tutoring system as compared to a non-adaptive (random)
language tutoring system. We anticipate a dierence in the exact
words that are learned: in the adaptive condition, we expect chil-
dren to learn those words that were the most challenging during
training (having the most incorrect answers) because of the higher
repetition rate of these words. In the random condition, the words
learned might depend on other factors such as word complexity or
aitude towards the animal described by the word.
Our second research question focuses on the eect of gestures
on L2 comprehension for children. We hypothesize an increase
in learning gain when target words are accompanied by (iconic)
gestures during learning, as compared to the absence of gestures.
Furthermore, we expect a reduced knowledge decay over time of
the words in the gesture condition, similar to the discoveries by
Cook et al. in the math problem solving domain with a human tutor
[3]. We intend to investigate, using the retention test one week aer
the experiment, whether these ndings carry over to the language
learning domain with gestures performed by the robot. It should
be noted that participants are not required but also not prohibited
from using gestures during the experiment and pre- and post-tests.
We are interested in seeing whether children will produce gestures
spontaneously following training and, if so, to what extent these
gestures will prove to be similar to the ones depicted by the robot.
5 PROPOSED EXPERIMENT
Following the two research questions, our experiment has a 2 (adap-
tive versus non-adaptive) x 2 (gestures versus no gestures) between-
subjects design. We aim to recruit 80 participants, all native Dutch
speaking children between the ages of four and ve.
Although the proposed experiment is largely a replication of the
experiment described in Section 2 and presented in [18], changes to
the design had to bemade to accommodate the younger participants,
as the previous experiment was tailored to adults. Instead of the
rst interaction between the children and the robot taking place as
part of the experiment, the robot will be introduced to the children
in a group session the week prior to the experiment to build trust
and rapport. We will refer to the robot by a proper name (Robin)
and present a background story to stimulate a friendly and open
aitude towards the robot [21].
Rather than teaching children the ctional Vimmi words, the
target words are the English names of six animals: chicken, monkey,
horse, spider, bird, and hippo (used instead of the more dicult
hippopotamus). e number of words was reduced to six (from
ten in the original experiment, see Schodde et al. [18]) to account
for the lower word memory span of children [7], which should
be around four words for children of age ve. All target words
have been selected based on the (varying degrees of) dissimilarity
between the words in the L1 (Dutch) and the L2 (English) as well as
the feasibility of designing suitable iconic gestures to be performed
by the robot to depict the animals. We will conduct a pre-test
Figure 4: Mock-up of the training phase of the proposed ex-
periment. ree animals appear on the tablet screen, one
of which matches the animal picked by the robot. e ro-
bot asks the child in their L1 to point out the correct ani-
mal based on its name in the L2. In the gesture condition,
as shown in this image, the robot performs the associated
iconic gesture when mentioning the animal.
to verify that participants are familiar with all six target words
in their L1 (Dutch) and to test the underlying assumption that
participants have no prior knowledge of the target words in the L2
(English). is pre-test will be presented on a dierent computer
screen than the one on which the game is played and without the
robot being present, so that there is a clear distinction between this
testing environment and the training (game) stage. On the computer
screen, the participant will be presented with the pictures of all six
animals, one by one. For each picture, the experimenter will ask
the participant for the name of the animal in the L1. e computer
will then show the pictures of all animals on the screen and name
the animals, one aer another, in the L2 in random order. Each time
the child is prompted with a name in the L2, they are asked to pick
the correct image for this animal from the six animals displayed.
e experimental setup uses a Microso Surface Pro 4 tablet and
the SoBank Robotics NAO robot. e robot plays a game of “I
spy with my lile eye”, where it picks a certain animal displayed
on the tablet screen and names it in the L2, aer which the child
is expected to tap the corresponding animal picture (see Figure 4).
e experimenter inputs the name of the child, so that the robot can
personally address the participant, and starts the game. Aer a brief
explanation, the tablet will ask participants to indicate whether they
understand the concept of the game. If they indicate that they do
not, the experimenter will intervene to provide further explanations.
e experiment can be stopped at any time via an experimenter-
controlled control panel. Once the actual game commences, the
experimenter pretends to be preoccupied so as to avoid participants
actively looking for feedback.
In the adaptive learning condition the next target word to train
is selected based on the knowledge model (i.e. skill-beliefs) of
the participant. Aer each trial in which the robot exposes the
child to one animal, this knowledge model is updated based on the
responses of the child. e updated model is then used to select the
next target word to be presented. In the random condition, target
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words are instead randomly presented. In total, there are thirty of
these tasks, which means that in the random condition each target
word is presented ve times throughout the game. In the adaptive
condition, the number of times each word occurs depends on how
well the participant performs on that specic word, but all words
are guaranteed to occur at least once. e previous experiment
also consisted of a total of thirty tasks, but as there were ten target
words there was less repetition. Reducing the number of words
should avoid cognitive overload for the young participants while
simultaneously oering more room for the adaptive system to learn
the knowledge model of the child and repeat the words that require
more aention.
A new addition to the experiment is a condition in which the
robot will perform iconic gestures whenever one of the animal
names is mentioned in English. ese gestures were specically
designed for this experiment, where the robot tries to mimic the
appearance or behavior of the animal. e timing of L2 word
pronunciation is designed to occur close to the stroke of the gesture.
is means that there is a pause in mid-sentence leading up to and
aer the L2 word, creating additional emphasis on the target. In
the condition without gestures, a similar pause is introduced. e
robot is set to “breathing mode” in all conditions, which means that
it slowly moves its weight from one leg to the other while slightly
moving its arms. is prevents the robot from being completely
static while, in the gesture condition, reducing the surprise eect
of an iconic gesture being triggered.
Aer thirty prompts to recognize the English animal names, the
game nishes. e child is then presented with the post-test, again
at the computer screen without the robot. e post-test is identical
to the pre-test, except that we no longer test the animal names in
the L1. e post-test is also identical across all conditions, so there
are no gestures when the L2 words are presented. ere are two
dierent images for each animal, one of which will be used for the
pre-test and post-test and the other for the game. e images of
animals used in the pre-test and post-test feature the same character
as those that appear during the game, but in a dierent pose. e
pose in the set of images used during the game is designed to match
the gesture that is shown by the robot, to avoid having a mismatch
between both sources of visual information for some animal names,
and a match for others [23]. For instance, for the word ‘bird’ the
robot will display the act of ying by moving its arms up and
down, therefore the bird in the image is also ying. e second
set of images could feature the bird facing a dierent direction,
siing still. By using these two sets of images, we aim to test if
children manage to map the English words not only to the specic
corresponding image or mental representation of shape, but to the
general concept of the animal. One week aer the experiment we
perform the post-test once again to measure the retention of the
six target words.
To assess the iconicity of the gestures, we conducted a perception
test with adult participants through an online survey. Participants
(N = 14) were shown video recordings, one aer another, of the six
gestures performed by the robot. For each video, participants were
asked to answer the question which animal the robot depicted by
selecting the corresponding name of the animal in English from a
list containing all six target words. e order in which the videos
were shown, as well as the order of the items on the list containing
Table 1: Confusion Matrix Perception Test
Perceived
Ch
ick
en
M
on
ke
y
Ho
rse
Sp
ide
r
Bi
rd
Hi
pp
o
Chicken 10 2 1 0 0 0
Monkey 0 14 0 0 0 0
Horse 0 0 14 0 0 0
Spider 0 0 1 13 0 0
Bird 0 0 0 0 14 0
A
ct
ua
l
Hippo 1 1 0 2 0 10
Note. Shaded cells indicate true positives.
the six animal names, was randomized for each participant. Results
from the perception test are presented in Table 1. As can be seen
from this confusion matrix, with an average accuracy of over 89
percent, participants were, on average, very accurate with respect
to their predictions of the depicted gestures. In fact, for three of
the six animals (monkey, horse, and bird), not a single mistake
was made. With an average accuracy of just over 71 percent, the
most ambiguous gestures were those representing the chicken and
the hippo. However, it should be noted that participants typically
came to realize they had made a mistake, aer which they acted
accordingly: for example, if a participant was shown the video
recording of the chicken prior to that of the monkey and they had
incorrectly selectedmonkey as their answer for the recording of the
chicken, they would (now correctly) select monkey again as their
answer when shown the recording of the monkey (we did not allow
them to directly correct their past mistake). is implied correction,
as well as the high accuracy on average, suggests that we may
assume the gestures to be suciently iconic, especially as they will
ultimately be presented in combination with the verbalization of
the name of the associated animal.
In our analysis of the experimental results, we intend to mea-
sure performance (correct and incorrect answers) during the word
training to monitor participants’ progress over time in the dierent
conditions. Time on task is measured both in the training “game”
and in the post-test. In addition, we will make video recordings of
the interaction with the robot for additional analyses (for instance
to see if and at what rate children will mimic the robot’s gestures).
During the post-test we will record how many animals the children
managed to correctly identify immediately aer training. e re-
tention test will measure decay of the newly aained words aer
one week.
6 CONCLUSION
e experiment proposed in this paper outlines two valuable topics
of discussion for improving the interactions between children and
robot, specically in a tutoring seing. We aim to investigate how
the order and frequency of presenting new words in the L2 for
the purpose of second language learning can be personalized for
each child to optimize learning gain, based on a probabilistic model
that traces their knowledge of each word. Second, the experiment
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evaluates if the positive eect of performing iconic gestures for
second language learning by human tutors carries over to the robot.
Aer running the experiment, future work includes incorpo-
rating our ndings into the L2TOR project[1]. Adaptive learning
will be integrated with the existing lesson plans, improving not
only the way the content of each individual lesson is structured but
also informing the choice of which words from previous lessons to
repeat for beer retention. If iconic gestures indeed prove to play a
big part in learning and remembering new words, more of these
non-verbal behaviors will be developed to accompany a greater
number of (target) words and concepts. Furthermore, we will in-
vestigate the use of dierent types of gestures and explore ways
of reducing the eort required to implement and orchestrate these
gestures for robots. Our progress can be tracked via the project
website1.
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