Abstract-One of the most difficult challenges in machine learning is the data attribute selection process. The main disadvantages of the classical optimization algorithms based attribute selection are local optima stagnation and slow convergence speed. This makes bioinspired optimization algorithm a reliable alternative to alleviate these drawbacks. Whale optimization algorithm (WOA) is a recent bio-inspired algorithm, which is competitive to other swarm based algorithms. In this paper, a modified WOA algorithm is proposed to enhance the basic WOA performance. Furthermore, a wrapper attribute selection algorithm is proposed by integrating information gain as a preprocessing initialization phase. Experimental results based on twenty mathematical optimization functions demonstrate the stability and effectiveness of the modified WOA when compared to the basic WOA and the other three well-known algorithms. In addition, experimental results on nine UCI datasets show the ability of the novel wrapper attribute selection algorithm in selecting the most informative attributes for classification tasks.
I. INTRODUCTION
Dimensionality reduction is a critical procedure in pattern recognition and data mining, which contributes towards boosting the performance of a classification model. For high-dimensional datasets, large number of attributes may contain a lot of redundancy [1] . Therefore, attribute selection plays a pivotal role to increase the accuracy of the classification models as well as the learning speed. Attribute selection methods fall under two categories based on the evaluation criteria: Filter approach and wrapper approach. The filter approaches evaluate the new set of attributes depending on the statistical characteristics of the data without involving any machine algorithm. While, wrapper approaches use the classification performance of a predetermined machine algorithm as the evaluation criterion to select the new attributes subset [2, 3] .
Attributes selection is a combinatorial problem with a large search space; in which, the search space size grows exponentially along with the total number of attributes. Thus, an exhaustive search for the optimal attributes subset in a high dimensional space is impractical. This motivate for employing bio-inspired algorithms which show higher computational efficiency in avoiding local minima [4] [5] [6] [7] .
Bio-inspired optimization algorithms draw their inspiration from swarm intelligence, where they imitate the social behavior of natural creatures such as ants [8] , fishes [9] , bats [10] , bees [11] and particle swarms [12] . Swarm-based algorithms incorporate randomness to move from a local search to a global search; as a result, they are more suitable for global optimization and can be applied to various applications including attribute selection problems [13, 14] .
Whale optimization algorithm (WOA) is a new bioinspired optimization algorithm proposed by Mirjalili and Lewis [13] . WOA mimics the hunting behavior of the humpback whales. A binary version of the Whale optimization is proposed for selecting the optimal attribute subset [16] . However, as the expansion of the search space dimension; WOA is easily trapped in the local optimum and provide poor convergence. Consequently, a number of variants are proposed to improve the performance of the basic WOA. The Lѐvy flight trajectory increases the diversity of the population and enhances its capability of avoiding the local optima [18] . Mafarja and Mirjalili proposed two hybridized attribute selection models based on WOA. In the first model, simulated annealing (SA) algorithm is embedded to WOA algorithm, while in the second model; it is used to improve the best solution found by the WOA algorithm. Experimental results confirm the efficiency of the proposed SA-WOA models for improving the classification accuracy [19] .
Following these streams, this paper presents two major contributions:
where reciprocal spiral is adopted to simulate the spiral updating position of the WOA bubble-net behavior. 2. Introducing information gain RaWOA (IRaWOA) for solving attributes selection problems. For which, Information gain (IG) is obtained as a preprocessing phase to guarantee a large initialization of the RaWOA algorithm.
The proposed RaWOA is tested under twenty benchmark functions, while IRaWOA is tested on nine UCI datasets. Experimental results demonstrate the efficiency and superiors of the proposed algorithms in most cases.
The rest of this paper is organized as follows: Section II briefly overviews the whale optimization algorithm while Section III presents the details of the proposed RaWOA algorithm. Section IV, discusses the proposed IRaWOA based attribute selection method. Experimentation design, results and comparative analysis occupy the remainder of the paper in Section V. Finally, Section VI summarizes the main findings of this study.
II. WHALE OPTIMIZATION ALGORITHM
Whale optimization algorithm (WOA) is a recent bioinspired optimization algorithm that proposed by [13] . It simulates the Humpback whales social hunting behavior in finding and attacking preys. WOA simulates the double-loops and upward-spirals bubble-net hunting strategy. For which, whales dive down creating bubbles in a spiral shape around the prey and then swim up toward the surface; as shown in figure 1 .
To find the global optimum of a given optimization problem using WOA; the search process starts with assuming a set of candidate solutions. Then, the search agents update their positions towards the best search agent until the termination criteria is reached. The mathematical model of the humpback whales behavior is given by equation 1. For which, a probability of 0.5 is assumed to choose between updating either the shrinking encircling or the spiral mechanism during the optimization. 
III. PROPOSED RECIPROCAL WHALE OPTIMIZATION ALGORITHM
In WOA algorithm, the desirable way to simulate the bubble-net behavior of humpback whales can be divided into two approaches: shrinking encircling mechanism and spiral updating position. For the WOA algorithm a spiral movement of whale around the prey is created to mimic the helix-shaped movement based on equation 1 (b). For which, a logarithmic spiral is chosen for the basic WOA algorithm.
The proposed reciprocal adapted WOA algorithm (RaWOA) aims to employ a reciprocal (hyperbolic) spiral to simulate the spiral updating position of the bubble-net behavior over the course of iterations. The reciprocal spiral using the polar equation of the form r = a/θ, where, r and θ are the radius and azimuthal angle in a polar coordinate system, respectively, and a is real number constant. As θ increases, the spiral winds around the origin and moves closer to it. Figure 2 shows the reciprocal spiral and its hyperbolic counterpart. Thus, for RaWOA, the reciprocal spiral updating position of the whale is given by the following equation: In order to solve attribute selection problems, a novel Information gain RaWOA algorithm (IRaWOA) is proposed. The expected value of the information gain (IG) is the mutual information I(C|a) of C and a. As a result, it is the reduction in the entropy of class C achieved by learning the state of attribute a.
At IRaWOA attribute selection algorithm, the whale positions is represented by a binary vector; either "1" indicating the corresponding attribute is selected or "0" for non selected attributes. IRaWOA adapted IG for performing the population initialization phase; for which, any attributes with a corresponding entropy is represented by "1"; otherwise its value is set to "0". The IG initialization phase of the IRaWOA guarantee a large initialization; which leads to improve the local searching capability as the agents positions are commonly near to the optimal solution.
Attribute selection has two main objectives; minimizing the number of attributes while maximizing the classification accuracy. Therefore, IRaWOA is used to adaptively search for the best attributes combination, which considers these two objectives. The fitness function adopted to evaluate each individual whale positions is given by:
where is the classification error rate of the selected attributes, S * is the number of selected attributes and S is the total number of attributes. α and (1 − α) represent the relative importance of the classification accuracy and the number of selected attributes, α ∈ (0.5, 1].
The pseudo code of IRaWOA is given in Algorithm 1: The efficiency of the proposed RaWO and IRaWOA algorithm in this study was tested using twenty mathematical functions and nine UCI datasets as given bellow.
A. Results and Analysis of RaWOA
To evaluate the efficiency of the proposed RaWO algorithm; 20 mathematical functions were used. The optimization functions are divided into three categories: unimodal, multimodal and fixed-dimension multimodal; as shown in tables 1-3. Figure 3 shows the graphical presentation of the cost function for F1,F2, F10 and F20 test problem. The proposed RaWOA algorithm was run 30 independent times for each optimization functions; and the statistical results; average cost function (av) and standard deviation (std) are recorded. Whereby, RaWOA is compared against the basic WOA, and a swarm based algorithms: Particle Swarm Optimization (PSO) [12] , Physics-based algorithm: Gravitational Search Algorithm (GSA) [20] and Evolutionary algorithm: Differential Evolution (DE) [21] ; as reported in Table 4 . Most of the results of the comparative algorithms are taken from [22] .
To evaluate the exploitation capability of RaWOA algorithms, unimodal functions are used as they have only one global optimum. According to Table 4 , RaWOA delivers better results than the basic WOA. In particular, RaWOA shows performance enhancing than WOA for functions F1 − F3 and F5 − F7. The large difference in performance of RaWOA versus WOA is directly related to applying the reciprocal spiral to simulate the spiral updating position. Moreover, RaWOA is the most efficient optimizer for functions F1, F2 and F7 and the second best for functions F3 and F5 compared to PSO, GSA and DE. As a result, the RaWOA algorithm can provide a very good exploitation behavior.
On the other hand, multimodal functions allow evaluating the exploration capability of a given optimizer as they possess many local minima. Also, fixeddimension multi-modal functions present a good optimization challenge as they provide a different search space compared to multimodal functions. Table 4 , results indicate that RaWOA shows better performance than the basic WOA in case of functions F8, F10 − F15 and F17 − F20; and produces a similar results to WOA for F9 and F16. While given the second best performance for function F12 and F14. Hence, RaWOA reveals its optimization capability towards the global optimum. Figure 4 provides the convergence characteristics of the RaWOA and WOA best fitness values versus the iterations over the different runs. As illustrated, the RaWOA algorithm shows a quick convergence from the initial steps of iterations. Consequently, the RaWOA can avoid being trapped into local optimal solutions. 
B. Results and Analysis of IRaWOA
Several experiments on nine datasets from the UCI machine learning repository [23] are conducted to evaluate the performance of the proposed IRaWO attribute selection algorithm. The nine datasets were chosen to have various numbers of attributes, classes and instances; as shown in Table 5 For each dataset, the instances are randomly divided into a cross validation manner to three sets: training, validation and test sets. The partitioning of the instances are repeated for 30 independent runs, and for each run the average accuracy (Av_Acc), best accuracy (Best_Acc) and the standard deviation (Std); are recorded on the test sets. Table 6 , illustrates the overall performance of the proposed IRaWOA attribute selection algorithm, to assess the effect of applying IG preprocessing analog with the RaWOA algorithm. In addition, IRaWOA is compared with three state of the art attribute selection methods; genetic algorithm (GA), particle swarm optimization (PSO) and ant colony optimization (ACO).
From Table 6 , it is clear that the IRaWOA outperforms these three algorithms in term of the average accuracy on all datasets, except for the Diabetic dataset; and in term of best accuracy except for the Segment dataset. Meanwhile, in all datasets, ICaXWOA shows a better performance in term of standard deviation values, which indicates the stability of the proposed IRaWOA against other attribute selection algorithm. To examine the attribute selection capability of the IRaWOA, it is tested using different well known classifiers SVM, J48 and NB; as shown in tables 7-9. IRaWOA shows a significant superiority for reducing the number of attribute, hence increasing the classification accuracy compared to the full dataset and WOA. 
VI. CONCLUSION
This paper proposed a modified bio-inspired algorithms named RaWOA based on WOA algorithm. In the proposed RaWOA, reciprocal spiral is adopted to simulate the spiral updating position of the WOA bubblenet behavior. Twenty benchmark optimization functions were employed to asses and verify the performance of the proposed RaWOA algorithm. Experimental results illustrates that the proposed RaWOA algorithms provide highly competitive results, due to fewer chances to get stuck at local minima and its fast convergence. Moreover, this paper proposed IRaWOA a wrapper attribute selection algorithm. Whereby, information gain is integrated to guarantee a large initialization for the IRaWOA algorithm. Results on nine UCI datasets reveals that the proposed IRaWOA is able to outperform three well-known attribute selection algorithms; PSO, GA and ACO in the literature.
