ABSTRACT Direction-of-arrival (DOA) estimation in the presence of gain-phase errors for uniformcircular-array (UCA) is addressed in this paper. Thanks to the uniformity and cycle property of UCA, the long data vector constructed with the proper entries of the Hadamard product of autocorrelation matrix and its conjugate, can be regarded as the received data corresponding to virtual two-dimensional sources impinging on virtual multiple UCAs. This finding indicates that azimuths and elevations of virtual sources related to DOAs of original sources can be decoupled and estimated via multiple-UCAs-estimating signal parameter via rotational invariance techniques proposed in this paper. Furthermore, two novel methods named as spatial-filtering-method and parameter-estimation-method are proposed to cope with one-component, which affects the DOA estimation of adjacent sources. Compared with the one-component elimination method proposed by Cao and Ye, previously mentioned two methods have closed-form solutions and they do not require iteration. The proposed method requires neither the calibration sources nor multidimensional parameter search. Furthermore, it can cope with more sources and work for various apertures of UCA. Simulations verify the effectiveness of the proposed method.
I. INTRODUCTION
Direction-of-arrival (DOA) estimation based on sensor array has attracted a lot of attention since it can be applied in radar, sonar, microphone array and so on, which can also be regarded as the premise of beamforming. Various high-resolution methods have been proposed during the past several decades such as multiple signal classification (MUSIC) [1] , estimating signal parameter via rotational invariance techniques (ESPRIT) [2] , maximum likelihood (ML) [3] , etc. What's more, the methods mentioned above are based on the prior knowledge of array configuration, and much research on classic configurations like uniform linear array (ULA) [4] , uniform rectangular array (URA) [5] , L-shaped array [6] , nested array [7] , co-prime array [8] and uniform-circular-array (UCA) [9] - [12] has been presented in recent literature.
Due to the desirable properties, UCA has been an important research topic in the filed of array signal processing. Brad et al. [9] takes use of directive antennas to construct a UCA and exploits MUSIC to obtain DOA; furthermore, based on Cramer-Rao Lower Bound (CRLB) analysis he designs a UCA consisting of micro-strip patch antennas, which has the optimal theoretical gain pattern. Meanwhile, for UCA Xu et al. [10] utilizes interpolation technique to construct multi-direction virtual UCAs, which can form a uniform cylindrical array, and then estimates the elevation with the rotational invariant factor between the adjacent two virtual UCAs. In [11] , the residual error caused by mode space transformation is analyzed, and the modified method based on alternative iteration for DOA estimation and residual errors of steering vector of UCA in mode space is proposed to reduce residual components in mode space sample covariance matrix. The literature [12] presents a modified MUSIC for reactance-based UCA, which is essentially mode space MUSIC, and the transformation matrix for mode space is determined by optimal reactance values based on maximum moment criterion orthogonal constant modulus algorithm (MMC-OCMA).
These methods mentioned above for UCA are novel and interesting, and all of them have perfect performance. However, they are all based on the assumption that the steering vector has been known exactly; in other words, there is no error in steering vector, which is unrealistic. In practice there always exist various array manifold errors, for instance, mutual coupling, sensor position error and gain-phase errors, which can degrade the performance of traditional DOA estimation methods. So it is necessary to consider exploring DOA estimation method in the presence of array manifold errors. Now there have been various methods proposed for UCA in the presence of mutual coupling [13] - [18] . Nevertheless, the specific research on the UCA calibration for gain-phase errors or position errors remains rare. Therefore, this paper focuses on DOA estimation in the presence of gain-phase errors for UCA.
Due to the few published papers on this topic, here we mainly present some calibration methods for other configurations, or general calibration methods without the constraint of array configuration, which can also be used for UCA. However, ''general'' means that the methods do not capitalize the property of UCA, which may increase computational load or reduce performance.
At present the calibration methods for DOA estimation in the presence of gain-phase errors can be divided into two categories: off-line and on-line. Off-line methods [19] - [20] mainly employ calibration sources whose DOAs have been known exactly prior to obtain gain-phase errors, and then remove errors with calibration matrix constructed by the estimate of errors. Methods in this category may have perfect capability; nevertheless, the drawback is also obvious due to the requirement for calibration sources which may be difficult to meet in practice. By contrast, on-line methods don't require calibration sources, and they can deal with gainphase errors estimation (or elimination) and DOA estimation simultaneously. In [21] - [23] , the methods utilize statistics of gain-phase errors known prior, and their performance is robust. However, the information on statistics may not be obtained easily in practice. Moreover, the performance is influenced by errors and the computational burden may be heavy. The method proposed in [24] regards gain-phase errors as parameters to be estimated, and then takes use of alternative iteration algorithm for DOA and errors; however, it is limited to the case when the array gain-phase errors are small. In the literature, Li and Er [25] proposes a method for ULA which employs the Hermitian and Toeplitz property of ideal covariance matrix to estimate gain-phase errors, and Heidenreich introduces this idea to URA for 2-D DOA estimation [26] . This category doesn't require iteration; however, its capability is dependent on phase errors and it is constrained by array configuration. Literature [27] presents a method with the help of instrumental sensors which have been calibrated prior, and the method is based on the rank reduction, which has the nice performance. However, the instrumental sensors should be more than sources and the time-variant gain-phase errors require the calibration for instrumental sensors each time they are to be used.
Recently, a class of on-line calibration methods based on Hadamard product to eliminate phase errors are presented in [28] - [30] , and the advantage of these methods is that their performance can be independent of phase errors. Liu et al. [28] proposes the traditional method first, which is derived from the Hadamard product in element domain; however, she doesn't deal with the problem on DOA estimation for adjacent sources, and this method requires many demands on statistical characteristics of sources and noise. Aimed at the problem in [28] , Cao proposes a method based on the Hadamard product of covariance matrix and its conjugate, and eliminates one-component to improve performance. Nevertheless, it requires many times decomposition of covariance matrix to obtain the coefficient of one-component [29] . The method in literature [30] utilizes blind signal separation to separate sources and obtain actual steering vector (mixing the information on phase errors); then it employs the Hadamard product of actual and ideal steering vectors to reconstruct phase error matrix, expressed as the function of DOAs. This method requires less sensors; however, it can only be used for non-Gaussian sources.
In addition to the respective problems of methods based on Hadamard product mentioned above, a common problem is the requirement for 2-D MUSIC search, meaning the heavy computational load, which will be discussed in Section 4. Considering of few papers on DOA estimation for UCA in the presence of gain-phase errors, and the Vandermonde property of the steering matrix of UCA in mode space, which may make it possible to avoid 2-D MUSIC search, we study the DOA estimation method for UCA with gain-phase errors.
The contributions of this paper are listed as follows: (i) the property of the virtual steering vector based on Hadamard product is explored further for UCA. Due to the uniformity and cycle property of UCA, the long data vector constructed with the upper wth (w ≤ M −1) (M is the number of sensors of physical UCA) and the lower (M − w)th diagonals of the Hadamard product of auto-correlation matrix and its conjugate, can be regarded as the virtual received data corresponding to virtual two-dimensional sources, whose elevations and azimuths are related to DOAs of original sources, impinging on virtual multiple UCAs, which means that Vandermonde property of steering matrix in mode space can be exploited;
(ii) the concept of negative radius UCA is introduced. The negative radius UCAs are related to the sub-vector of the long data vector in (i) with corresponding w ≥ (M + 1)/2 (odd M ) or w ≥ 1 + M /2 (even M ) and they can also be regarded as the array aperture extension, which is like the extension of ULA with the conjugate of received data for DOA estimation of non-circular sources [31] . Furthermore, the virtual multiple UCAs corresponding to the long data vector consist of M −1 M -element UCAs, in which the largest virtual UCA is about four times the size of the physical UCA, meaning that compared with the physical UCA, both the number of sensors and array aperture of the virtual multiple UCAs increase;
(iii) according to the above analysis in (i), multipleUCAs-ESPRIT (MU-UCAs-ESPRIT) is proposed for multiple UCAs to obtain the elevations and azimuths of virtual sources;
(iv) two novel methods spatial-filtering-method (SFM) and parameter-estimation-method (PEM) are proposed to eliminate one-component. Though them are both effective, their ideas are totally different. SFM is with the help of the subspace theory and the linear independence of steering vectors in different directions to filter one-component directly; nevertheless, PEM is an indirect method, which focuses on the estimation of coefficient of one-component according to the relationship between rank and determinant of square matrix.
This paper is organized as follows. In Section 2, system model is presented. In Section 3 we propose the method consisting of three steps. In Section 4, we discuss the requirement of the number of sensors, the elimination of one-component and complexity, respectively. Section 5 includes simulations to illustrate the performance of the methods. Finally, Section 6 concludes the whole paper. 
II. SYSTEM MODEL
In this paper, there are K uncorrelated, narrowband and stationary source signals s k (t)(k = 1, 2, · · · , K ) with wavelength λ from far-filed impinging on the UCA which consists of M elements. The radius of the array is denoted by r, and for simplicity we assume that the sources and the array are coplanar, meaning the elevation of sources is fixed at 90 • . With the circle center as reference, the received data x(t) is
where α(θ k ) denotes the steering vector of kth source with azimuth θ k ;
is azimuth of mth sensor; n(t) stands for the additive white Gaussian noise vector with power σ 2 n ; t denotes the time variable;
The data model in (1) is ideal. In view of the existence of gain-phase errors, the modified signal model can be written as
where without loss of generality we can assume that the first sensor is with no gain or phase errors.
Based on non-ideal data model in (2), the covariance matrix of the received data x(t), regarded as the auto-correlation matrix with delay τ = 0, is expressed as
where 
Based on (4) we can obtain the estimate of g m [32] :
whereσ 2 n denotes the estimate of σ 2 n . As the gain error and the power of noise have been estimated with (5), we don't consider them in the following discussion. So the main problem will be focused on the existence of phase error. From the mathematical model of phase error, we note that it is unit complex and only exists in the phase of autocorrelation matrix. Due to this fact, the Hadamard product of auto-correlation matrix and its conjugate is considered to eliminate the phase error. Now we define a new autocorrelation matrix R xx (τ ) constructed with Hadamard product as
where R xx (τ ) is the autocorrelation matrix removing gain error and noise;
] denotes the autocorrelation function of the kth source with corresponding delay τ ;
III. PROPOSED METHOD A. VIRTUAL TWO-DIMENSIONAL SOURCE IMPINGING ON VIRTUAL MULTIPLE UCAS EQUIVALENTLY
From (6) it is clear that R
, which is defined as the upper first diagonal, can be represented as Similarly, we extract R (M ,1) xx (τ )(can also be defined as the lower (M − 1)th diagonal) to rewrite as From (7) and (8), as shown at the top of the next page, and due to the uniformity (elements are evenly spaced) and cycle property (the spatial period of the azimuth of each element is 2π ) of UCA, it is noted that:
(a) sin
is evenly spaced and can make up a whole circle.
Taking (a) and (b), and according to the form of the steering vector for a 2-D source (elevation and azimuth are denoted by δ k and θ k , respectively) impinging on the UCA
we construct the new vector χ 1 (τ ) as
and it can be regarded as the received data for far-field virtual two-dimensional sources (elevation and azimuth are (θ k2 − θ k1 )/2 and (θ k2 + θ k1 )/2, respectively) impinging on a virtual UCA (the sensor azimuths are (
respectively, which indicates that the difference of azimuths between the corresponding virtual and physical sensors is π/M ; the radius of the virtual UCA is 4r sin (π /M )). The comparison between the original sources impinging on the physical UCA and the virtual two-dimensional source impinging on the virtual UCA is presented in Figure 1 . Here the 12-element UCA is taken for example. According to the analysis above-mentioned, χ 1 (τ ) can be written as
where
. . .
In the same way, we can construct the vector χ −1 (τ ) with the lower first diagonal R
Combined with (11) and (12), it is noted that χ −1 (τ ) can be regarded as the received data corresponding to a virtual UCA (the azimuths of the virtual sensors are the same with χ 1 (τ )) with radiusr −1r
We know that the negative radius may be meaningless in physical research; however, it is significant in the field of mathematical research. Especially aimed at the mathematics of engineering problems in array signal processing, the negative radius UCA can be regarded as the array aperture extension, which is like the extension of ULA with the conjugate of received data for DOA estimation of non-circular sources [31] . With χ −1 (τ ) and χ 1 (τ ), we can form η 1 (τ ) as
From (14) it is clear that the array corresponding to η 1 (τ ) consists of two UCAs with radiusr −1 andr 1 , and it is
impossible for negative radius UCA to exist in practice; nevertheless, it can help to extend the array aperture to double by means of mathematics. The above expression of η 1 (τ ) is based on the construction of χ 1 (τ ) (with the upper first diagonal and the lower (M −1)th diagonal of R xx (τ )) and χ −1 (τ ) (with the lower first diagonal and the upper (M − 1)th diagonal of R xx (τ )). In order to extend the array aperture extremely, all the information from R xx (τ ) should be exploited.
Without loss of generality, we extract the upper wth diagonal and the lower (M − w)th diagonal of R xx (τ ) to construct vector χ w (τ )
Meanwhile, the χ −w (τ ) consists of the lower wth diagonal and the upper (M − w)th diagonal of R xx (τ )
From (17) it is obvious that the virtual arrays corresponding to χ M / 2 (τ ) and χ −M / 2 (τ ) are basically the same, and the only difference between them is the index of the corresponding virtual elements, which indicates that the two vectors include the same information for DOA estimation. So when the number of sensors is even, the maximum value of w in (16) corresponding to negative radius UCA is limited to M 2 − 1 in order to avoid redundancy.
Based on (15) and (16), we construct vector η w (τ )
According to η w (τ ), we construct a long vector as
The vector ζ (τ ) in (19) can be regarded as the received data corresponding to virtual multiple UCAs (the number of UCAs is M − 1 and each UCA has M sensors), which is presented in Figure 2 . We take 9-element and 8-element UCAs for instance to show odd-element and even-element virtual multiple UCAs configurations, respectively. 
B. MODE SPACE TRANSFORMATION FOR MULTIPLE UCAs
According to (18) and (19) , the long received data vector corresponding to all the virtual UCAs can be written as (20) where ξ whole (θ k1 , θ k2 ) ∈ C M (M −1)×1 is the virtual steering vector corresponding to all the virtual UCAs. On account of mode space algorithm, we construct transformation matrix ∈ C (2H e +1)(M −1)×M (M −1) as
where H e denotes maximum order in mode space; ±w ∈ C (2H e +1)×M denotes mode space transformation matrix corresponding to ±w (θ ), which is
In order to take use of property of the virtual UCAs in mode space, we transform the steering vector from virtual element space ξ whole (θ k1 , θ k2 ) into mode space ς whole (θ k1 , θ k2 ) with as
J h (·) denotes the first kind Bessel function of hth order;
With the transformation in (24), we can transform the virtual covariance matrixR which is defined as
into mode space as
T denotes the transformation of 1 M ×1 ; 0 ∈ Z 1×H e denotes zero vector. In order to utilize subspace theory, we can eigendecompose R in (26) as (27) According to the relationship between steering matrix and signal subspace, it is clear that
where T denotes transformation matrix.
C. DOA ESTIMATION VIA MU-UCAs-ESPRIT
Since the first kind Bessel function J h (·) has the following property
we can obtain 2h
Due to relationship in (28), (30) can be rewritten as
where U S w = U (2(w−1)(2H e +1)+1:(2w−1)(2H e +1),:)
S
; U S −w = U ((2w−1)(2H e +1)+1:2w(2H e +1),:)
; t(θ k1 , θ k2 ) denotes a certain column corresponding to (θ k1 , θ k2 ) in transformation matrix T.
In general, with three sub-matrices U S(0) , U S(−1) and U S (1) chosen from the signal subspace U S , the matrix form of (31) can be described as
. . . 
From (32) we can obtain the analytic solution of
So the elevation (θ k2 − θ k1 ) 2 and azimuth (θ k2 + θ k1 ) 2 of virtual sources can be estimated from the eigen-valueŝ µ (θ k1 , θ k2 ) =â (θ k1 , θ k2 ) e jφ(θ k1 ,θ k2 ) (excludingμ ≈ 0) of the matrixˆ , which is the top K (K − 1) + 1 order square matrix ofˆ ; furthermore, the source DOA θ k1 and θ k2 can be estimated as:
As we have obtained K (K − 1) DOA pairs θ k1 ,θ k2 (k1 = k2), the following task is to divide sources into groups.
In order to solve this problem for convenience, we take the first element in DOA pairs θ k1 ,θ k2 as reference for division. We choose K − 1 DOA pairs whose first elements are closest to form a set k1 ,
and the K (K − 1) DOA pairs can be divided into K groups. With this method for grouping, each group is corresponding to one source and each DOA can be obtained from the set k1 as:θ
(37) where i k1 denotes the first element of the ith DOA pair in k1 .
IV. DISCUSSIONS A. THE REQUIREMENT OF THE NUMBER OF SENSORS M
In general, the number of sensors should meet the following requirements:
(a) The number of sensors should guarantee that the steering matrix and signal subspace are full column rank; especially in ESPRIT-like method the signal subspace of sub-array should also be full column rank, which is more rigid than the previous; (b) For a certain array aperture, sensors should be enough to avoid intolerable spatial aliasing error.
Based on (a) and (b), it is noted that the number of physical sensors M should satisfy the following formulations:
(1) When M is odd, to make the residual error negligible and employ maximum order in mode space, H e can be chosen that
The requirements (i) in both (1) and (2) are due to + = I in (33), which means that ∈ C (2H e +1)(M −1)×2(K (K −1)+1) should be full column rank.
Meanwhile, (ii) indicates that the interval between adjacent sensors of physical array should be less than λ/8, which is more rigid than traditional Hadamard methods in [28] and [29] (the two methods only require the interval less than λ/4). Nevertheless, the number of the virtual sensors in the proposed method can increase to M (M − 1) and the maximum radius of virtual array can be extended to 4r. Furthermore, if the physical sensors are not abundant to meet the requirement for the interval, we can choose some proper data χ ±w (τ ) (M 2 − 1 > 2π λ (4r) sin ±wπ M ) corresponding to virtual UCAs with tolerable spatial aliasing error.
B. THE EFFECT AND ELIMINATION OF ONE-COMPONENT
From (6) we can notice that the coefficient of one-component is
and compared with other steering vectors its coefficient is maximum, which indicates that one-component may dominate in the column space of R xx (τ ) in (6) . That is to say one-component can be regarded as a very strong virtual interference source from elevation 0 • ; in particular when sources are close to each other, meaning the virtual steering vector γ (θ k1 , θ k2 ) ≈ 1, it is difficult to distinguish θ k1 and θ k2 . Therefore, one-component should be eliminated. Here we propose two methods: spatial filtering method and parameter estimation method to cope with this problem.
1) SPATIAL FILTERING METHOD (SFM)
Before proposing the spatial filtering method, we divide steering matrix (θ) into two parts in order to deduce the following method for convenience as
where˘ (θ) denotes the virtual steering vector for the retained component. When M ≥ K (K − 1) + 1, we construct a matrixȒ xx (τ ) with R xx (τ ) in (6) as
with X ∈ C r×n n , and R ss (τ ) = diag ϑ 1 (τ )ϑ * 2 (τ ), · · · , ϑ K (τ )ϑ * K −1 (τ ) . Since the constructed matrixȒ xx (τ ) only contains the information of the retained component and its rank is K (K − 1), we can obtain its singular value decomposition (SVD) as
.
From (40)- (42), and according to the subspace theory, it is clear thatȖ 1 (τ ) and˘ (θ ) span the same subspace, which indicates thatȖ
is transformation matrix. Furthermore, we can obtain
(50)
C. THE COMPUTATIONAL COMPLEXITY
The complexity of proposed method focuses on the eigen-value decomposition (EVD) of the square matrix, therefore it is from the acquisition of U S and eigen-decomposition of (33), which is O [(2H e + 1)(M − 1)] 3 and
3 , respectively. However, the main computational complexity of methods in [28] and [29] comes from EVD of the covariance matrix and 2-D MUSIC spectrum search, and the latter dominates in the computational burden. In [28] and [29] , complexity of EVD is O M 3 and load from 2-D MUSIC spectrum search depends on search step θ , which may restrain the performance and resolution. In general, in order to guarantee precision we assume search step θ = 0.1 • , and the complexity of spectrum search is 2M [M − K (K − 1)] × 3.24 × 10 6 , which is a huge burden for calculation. Furthermore, the comparison is not equitable: the proposed method extends the array to four times size of the physical UCA and the number of virtual sensors increases to M (M − 1), while methods in [28] and [29] extend the array radius to 2r and the number of virtual sensors is still M . If we use extension method for [28] and [29] , the complexity of spectrum search will be 6 , which can be unbearable in practice.
Another classic on-line method based on alternative iteration can also be introduced for comparison as reference. The complexity of each iteration in W-F method is mainly attributable to the 1-D MUSIC spectrum search (assume the search step θ = 0.1 • ) and inverse operation of the square matrix, which is 2 M 2 + M (M − K ) × 1.8 × 10 3 and O M 3 , respectively. So the total computational complexity of W-F method is
where L denotes the number of iterations. In order to guarantee convergence, L may be large and depends on phase errors and initial values, indicating that complexity may be high if phase errors are large or initial values are not proper. Moreover, the method may converge to a local minimum; even it might diverge.
In summary, we can conclude that the proposed method has the lowest computational load.
V. SIMULATIONS RESULTS
In this section, some simulations are provided to evaluate the performance of proposed method. The array gain-phase errors are described as [28] Table 1 . From Table 1 it is noted that the time consumption of the proposed method is the least, and the other three methods take a hundred or even a thousand times the cost, which indicates that it may be difficult to exploit the three methods to estimate DOAs in practice. In this simulation, the number of iterations of W-F method is about 50, and the time difference between Cao's and Liu's methods mainly comes from the elimination of one-component. Furthermore, Cao's and Liu's methods cost most due to the heaviest burden from 2-D MUSIC spectrum search.
B. THE EFFECT OF ARRAY APERTURE
As is known to all, the aperture of the UCA consisting of finite sensors should meet the requirement that the interval between adjacent elements is less than half the wavelength, which can make the residual error negligible. And in order to illustrate conveniently, it can be defined as ''valid UCA''; on the contrary, others are defined as ''invalid UCA''.
In order to verify the effect of physical UCA aperture (here the aperture is described by the interval between adjacent sensors for the fixed number of sensors), this experiment comprises three aspects: (i) the relationship between physical array aperture and the number of valid virtual UCAs; (ii) the relationship between physical array aperture and maximum number of sources which can be coped with; (iii) the relationship between physical array aperture and the performance of methods.
1) THE NUMBER OF VALID VIRTUAL UCAs
With the increasing number of physical sensors and the decreasing physical UCA aperture, the radii of virtual arrays decrease, so the number of valid virtual UCAs increases. Figure 3 shows this relationship presented for the following two simulations. In this simulation, it is noted that when the interval between adjacent sensors of physical array is λ 8, all of the virtual UCAs are valid. As the interval increases, the number of valid virtual UCAs decreases, and when the interval is λ 4, the sensors should be more than 6 otherwise there is no valid virtual UCA. Furthermore, when interval is half the wavelength, the sensors should exceed 13 for the same reason. Compared with Cao's and Liu's methods, which require that the interval should be less than λ 4, the proposed method can make the tradeoff between the number of sensors and physical array aperture, which means that it can also be executed for invalid physical UCA.
2) MAXIMUM NUMBER OF SOURCES
One of the drawbacks of Cao's and Liu's methods is that they require at least K (K − 1) + 1 sensors, which may be huge when the quantity of the sources is large. This will be a heavy burden for receiving system: more sensors, more channels and larger array aperture.
Nevertheless, in the proposed method the physical array is extended extremely, which is benefit for not only the aperture but also the number of sensors since the virtual multiple UCAs have much more sensors, indicating that more sources can be coped with via subspace theory.
Here we show the comparison between the proposed method and Cao's method on the maximum number of sources which can be coped with, and the result is presented in Table 2 with the conclusion in Figure 3 . For physical UCA of small aperture (interval between adjacent sensors is λ 8), the advantage of proposed method is apparent since under this condition the number of valid virtual UCAs is M − 1 and the number of sensors of virtual multiple UCAs increases to M (M − 1); as the number of sensors of physical UCA increases, the proposed method is superior to Cao's method much more obviously. For medium aperture UCA (λ 4), the proposed method fails when sensors are less than 6 because there is no valid virtual UCA; however, as sensors get more, the proposed method can work well and the difference on maximum number of sources with the two methods becomes more significant. For large aperture UCA (λ 2), Cao's method fails due to the non-negligible spatial aliasing error, and the proposed method can be effective for the physical UCA consisting of more than 12 sensors.
3) THE COMPARISON ON PERFORMANCE
In this simulation, we assume that two sources are at 40 • and −15 • , respectively, and the relationship between physical array aperture and performance of DOA estimation versus sensors number of physical UCA is presented in Figure 4 . When the interval between adjacent sensors of physical array is λ 8, the proposed method performs much more better than Cao's method. The reason is that the proposed method can extend the physical array to M −1 valid virtual M -element UCAs, in which the maximum radius of virtual UCA is four times as large as that of the physical array; however, Cao's method via ''equivalent method'' proposed in this paper can only transform the physical array to one M -element virtual UCA whose aperture is twice as large as that of the physical array. So for small aperture UCA the proposed method holds the obvious advantage on DOA estimation.
When the interval between adjacent sensors of physical array is λ 4, which is the perfect situation for Cao's method, the performance of the two methods is approximate. The proposed method fails when sensors are less than 6 as there is no valid virtual UCA. As the sensors increase from 6 to 11, the performance decreases, which is an interesting phenomenon; then we continue to increase the sensors to 12, and find that the variation tendency of the RMSE suddenly changes. The reason is that only η 1 is valid for 6 to 11-element UCA, and the radius of η 1 decreases as sensors increase from 6 to 11; nevertheless, when sensors increase to 12, both η 1 and η 2 are valid, and the radius of η 2 is twice as large as that of the physical array. In order to illustrate apparently, we take 6-element, 9-element and 12-element UCAs with interval between adjacent sensors λ 4 for instance. Assume that the radius of 6-element physical UCA is r, and then the radii of 9-element and 12-element UCAs are 1.35r and 1.73r, respectively. In this proposed method, the radii of η 1 corresponding to 9-element UCA and 6-element UCA are ±1.35r × 4 × sin π 9 ≈ ±1.84r and ±2r, respectively, and the radii of η 1 and η 2 corresponding to 12-element UCA are ±1.73r × 4 × sin π 12 ≈ ±1.79r and ±1.73r × 4 × sin 2π 12 ≈ ±3.46r, respectively. We know that the performance of DOA estimate is closely related to array aperture as long as there is no non-negligible spatial aliasing error, so in the proposed method 6-element UCA is a little superior to 9-element UCA. Furthermore, since both the number and the aperture of valid virtual UCAs of 12-element UCA exceed those of 6-element UCA, the performance of 12-element UCA is better than that of 6-element UCA as it should be.
In this situation, the comparison between the proposed method and Cao's method is also interesting. For Cao's method, the performance becomes better as the sensors increase; minimum difference of RMSE between the proposed method and Cao's method occurs at 11-element UCA, because the apertures of valid virtual UCAs corresponding to the two methods are the most approximate for this array. Taking 6-element UCA and 9-element UCA for instance to explore the variation tendency: for 6-element UCA the radii of valid virtual UCA corresponding to the proposed method and Cao's method are ±2r and 2r, respectively, and for 9-element UCA they are ±1.84r and 1.35r × 2 = 2.7r, respectively. So according to the tendency it is obvious that when the number of sensors are 11, the difference of aperture of valid virtual UCA is minimum. Furthermore, as sensors increase to 12, the radius of valid virtual UCA of Cao's method is 3.46r and that of the proposed method is mentioned above. Compared with 6-element UCA, the difference of aperture of valid virtual UCA between the proposed method and Cao's method is much larger at 12-element UCA.
Last, when interval between adjacent sensors of physical UCA is λ 2, Cao's method fails. However, the proposed method performs well when sensors exceed 12.
In summary, from Table 2 and Figure 4 it is noted that compared with Cao's method, the proposed method may be more suitable for small aperture UCA or the UCA consisting of a quantity of sensors, and it is not restricted to the array aperture as long as the number of sensors can meet the requirement.
C. THE ELIMINATION OF ONE-COMPONENT AND THE DOA ESTIMATION OF ADJACENT SOURCES 1) THE COMPARISON ON THE ELIMINATION OF ONE-COMPONENT
There are two sources at 0 • and 10 • impinging on the 9-element UCA with interval between adjacent sensors λ 4. For Cao's method, the evaluating indicator is the estimate of
, where ρ(0) is estimated with Equation (23) in [29] . In the proposed method, τ = 0.5 : 0.5 : 50 ms and the evaluating indicators are the estimates of the average value of R xx (τ ) in (46) and (62) with SFM and PEM, respectively. Table 3 shows the result.
From the comparison, it is noted that the accuracy of the proposed two methods is approximate to Cao's method with search step 0.01 W 2 ; however, their cost is much less than the latter. Furthermore, in order to extend the physical array, the two proposed methods make use of the temporal correlativity of sources and cope with about 100 autocorrelation matrices. Meanwhile, Cao's method only eliminates one-component of covariance matrix via a large quantity of decomposition.
2) THE EFFECT OF SOURCE SEPARATION
In this simulation, two sources impinge on the 9-element UCA. One source is fixed at 0 • , and the other varies from Figure 5 . The CRLB is also displayed in this figure for comparison.
From this figure we can note that the performance of the two proposed methods is approximate to that of Cao's method with search step 0.01W 2 , which is in accord with the previous simulation, and the resolution threshold of DOA estimation of the three is about 5 • . Nevertheless, the resolution thresholds of Cao's method with search step 0.1W 2 and 1W 2 are 8 • and 10 • , respectively; the reason for the performance descending is that the search step affects the estimate accuracy of ρ(0), and then the capability deteriorates due to the residual one-component of R xx (0).
According to [28] and [29] , the main difference between Cao's method and Liu's method is whether one-component is removed or not. Liu's method doesn't cope with onecomponent, so in Figure 5 its resolution threshold is the lowest and it may fail if the source separation is less than 15 • . As source separation increases, the effect of one-component is weakened; moreover, when source separation is larger than 20 • , the one-component can be ignored and the three methods have the approximate performance.
D. THE EFFECT OF PHASE ERROR
This experiment mainly verifies the effect of phase error on DOA estimation. Consider that two sources at 40 • and −15 • impinge on the 9-element UCA, and the standard deviation σ φ of phase error of sensors varies from 0 • to 50 • . The samples number is 2000 and SNR is 5dB. Figure 6 shows the comparison on the performance of the proposed, Cao's, Liu's and W-F methods versus σ φ . We also present CRLB in Figure 6 . From Figure 6 it is verified that the three methods based on Hadamard product are independent of phase errors, and the proposed method is a litter superior to the other two due to its larger aperture of valid virtual UCA. However, the performance of W-F method is affected by σ φ . When σ φ is small, it can work well; nevertheless, it fails when σ φ increases to 20 • . The reason may be that the difficulty of convergence of alternative iteration in W-F method increases as σ φ increases.
E. THE EFFECT OF SAMPLING INTERVAL
In the proposed method, in order to extend array aperture we make use of auto-correlation matrix R xx (τ ) replacing covariance matrix R xx (0) in the traditional methods, and the parameter τ related to R xx (τ ) depends on the sampling interval. For this reason, this experiment mainly verifies the impact of sampling interval on performance of DOA estimation.
In this simulation, assume that two colored stationary sources at 40 • and −15 • impinge on the 9-element UCA, and SNR is 5 dB; the number of samples is fixed at 2000 and the length of each frame for calculating R xx (τ ) is 1000 at least, which indicates that maximum number of τ is 1000. The sampling interval varies from 0.01ms to 1ms; then interval of τ varies from 0.01ms to 1ms and maximum τ varies from 10ms to 1s. Figure 7 shows the relationship between sampling interval and the RMSE of DOA estimation. The CRLB is also displayed in this figure.
In Figure 7 , when sampling interval is less than 0.17ms, the performance of the proposed method is very poor; as the sampling interval increases, the proposed method performs better. However, when sampling interval exceeds 0.5ms, the performance degrades. The temporal correlativity of additive white noise due to small delay τ may contaminate correlation matrix R xx (τ ) under the condition of finite frame length, and it decreases as sampling interval increases. Meanwhile, in general the temporal correlativity of sources also decreases with the increasing sampling interval, of course, much more slowly than that of white noise. So RMSE curve declines with the increasing sampling interval. When sampling interval exceeds 0.5ms, the temporal correlativity of noise is very approximate to zero and its variation is very slight; meanwhile, the temporal correlativity of sources decreases rapidly which may result in R xx (τ ) tending to zero. As a result, the performance deteriorates.
VI. CONCLUSIONS
In this paper, a method for UCA in the presence of gainphase error is proposed to estimate DOA. It utilizes the Hadamard product of autocorrelation matrix and its conjugate to remove phase errors, and then constructs a long vector with the proper entries of the Hadamard product matrix. Due to uniformity and cycle property of UCA, the constructed vector can be regarded as the received data corresponding to virtual two-dimensional source impinging on virtual multiple UCAs, which indicates that MU-UCAs-ESPRIT proposed can be applied, and the aperture and the number of sensors of the physical UCA can also be increased. Moreover, this method can also cope with one-component with spatial filtering method or parameter estimation method, and both of them have analytic solutions and don't require iteration. Compared with other methods based on Hadamard product, the proposed method retains the independence of phase error since the phase error is eliminated via Hadamard product; it has the lower burden, can estimate more sources, and has the higher freedom (suitable for various apertures of UCAs with the proper the number of sensors). Simulation results show the effectiveness of the proposed method.
