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6Введение
Математическое моделирование с появлением персональных компьютеров вышло из стен немногих вычислительных залов с большими ЭВМ, активно и глубоко внедряясь не только в на-
учно-производственные задачи, но и широко распространяясь в со-
временном образовательном процессе. Действительно, математиче-
ское моделирование в последние три десятилетия из ознакомительной 
учебной дисциплины «Вычислительная техника в инженерных и эко-
номических расчетах» оформилось в отдельную междисциплинарную 
область знаний с присущими ей подходами и методами исследования. 
Реализация образовательного процесса по подготовке специалистов 
в этой области требует наличия соответствующего методического обе-
спечения, чему и служит настоящий лабораторный практикум.
Он содержит методические указания по выполнению десяти ла-
бораторных работ, в каждой из которых приведены основные теоре-
тические сведения по теме работы, описания программных и систем-
ных средств их выполнения. Содержание лабораторных работ условно 
реализует подход «от простого к сложному».
Первые две работы посвящены моделированию отдельных эле-
ментов и узлов радиотехнических систем и представлены лаборатор-
ной работой № 1 (моделирование полупроводникового диода) и № 2 
(моделирование аналого-цифрового преобразователя).
Следующие две работы содержат описание и использование мето-
дов формирования моделей случайных процессов: в работе № 3 рас-
смотрены генераторы псевдослучайных чисел, а в работе № 4 — их 
применение для моделирования радиопомех.
Лабораторная работа № 5 имеет целью объединение моделей ра-
диотехнических узлов и сигналов на примере разработки и анализа 
согласованных и оптимальных фильтров.
Лабораторные работы № 6 (моделирование конечных автоматов), 
№ 7 (моделирование систем массового обслуживания) и № 8 (моде-
лирование динамических звеньев) посвящены исследованию моде-
лей популярных математических схем.
Лабораторная работа № 9 описывает методику визуального мо-
делирования в пакете Simulink системы MATLAB, а № 10 — мето-
ды и программные инструменты анализа сложной системы передачи 
данных с исправлением ошибок.
7Лабораторная работа № 1. 
Моделирование элементов радиотехнических 
устройств
Ц ель работы: Ознакомление с численными методами аппрокси-мации экспериментальных характеристик элементов систем и современными средствами их реализации на примере опре-
деления параметров нелинейного безынерционного прибора. 
Работа состоит из четырех частей: домашнего задания, коллоквиума, 
расчетно-экспериментальной части и оформления полученных ре-
зультатов в виде отчета. При подготовке домашнего задания следу-
ет использовать теоретические сведения, приведенные ниже в пун-
кте 1.1.
1.1. Описание алгоритма вычислительной задачи
1.1.1. Аппроксимация нелинейных характеристик 
безынерционных элементов
В радиотехнике часто используются нелинейные безынерционные 
элементы с характеристикой [1]
 i f u= ( ) , (1.1)
где u — напряжение и i — ток, связанные вольт-амперной характери-
стикой (ВАХ) элемента. Типичным примером такого элемента явля-
ется полупроводниковый диод.
Если на входе элемента действует гармоническое напряжение
 u t U U tm( ) cos= +0 0w , (1.2)
где U0 — напряжение смещения (постоянное напряжение в рабочей 
точке); Um  — амплитуда гармонического сигнала, имеющего часто-
ту ω0 на входе нелинейного элемента, то ток i(t) в силу нелинейности 
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характеристики существенно отличается от гармонического и может 
быть разложен в ряд по гармоникам частоты ω0 (рис. 1.1)
 i t I I n tn n
n
( ) cos( )= + +
=
Ґ
е0 0
1
w j , (1.3)
где амплитуды In и фазы φn гармоник находятся с помощью преобра-
зования Фурье [1, 2, 3]:
 
a
T
i t n t dt b
T
i t n t dt
I a b
n
T
n
T
n n n
= =
= +
т т
1 1
0
0
0
0
2 2
( )cos( ) , ( )sin( ,)w w
, ( / ), , , ; / .jn n nb a n I a= - = =arctg 1 2 20 0
id id
ud
ω0t
ω0t
Uсм
Рис. 1.1. Искажение гармонического воздействия 
на нелинейном элементе
Для численного определения параметров разложения ( , )In nj  
в формуле (1.3) можно использовать степенную, кусочно-линейную 
и экспоненциальную аппроксимации входной характеристики.
Степенная аппроксимация применяется при исследовании входных 
характеристик на небольших участках (при слабых сигналах):
 i a a u a u a uk
k= + + + +0 1 2
2 ... .  (1.4)
Зависимость (1.4) получена для нулевого смещения. Если напря-
жение смещения отлично от нуля, то обычно i f u= ( )  раскладывают 
в ряд Тейлора в рабочей точке:
 i a a u U a u U= + - + - +0 1 2
2( ) ( ) ...см см  (1.5)
Коэффициенты {ai}, i = 0, 1, ..., k, можно определить методом наи-
меньших квадратов по формуле
 а I= -Ф фТ1 ,  (1.6)
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где ф =
й
л
к
к
к
к
к
щ
ы
ъ
ъ
ъ
ъ
ъ
1
1
1
1 1
2 2
u u
u u
u u
k
k
r r
k
...
...
... ... ... ...
...
 — матрица степеней отсчетов напряжения 
в r точках ВАХ (матрица Вандермонда),
 Ф ф фТ= ,  (1.7) 
I i i ir= йл щы1 2 ...
Т  — вектор отсчетов тока в r точках ВАХ.
Количество точек r на реальной ВАХ прибора должно быть боль-
ше, чем порядок k аппроксимирующего полинома плюс один (k +1), 
и редко превышает 15—20. Расположение точек должно быть либо рав-
номерным, либо более сгущенным на концах отрезка аппроксимации. 
Заметим, что соотношения (1.6) и (1.7) представляют собой уравне-
ния переопределенной системы линейных алгебраических уравнений 
относительно k+1 коэффициентов аппроксимирующего полинома. 
Кусочно-линейная аппроксимация наиболее часто используется при 
больших входных сигналах:
 i
S u U u U
u Uкла
=
- >
<
м
н
п
оп
( ), ,
, ,
0 0
00
 (1.8)
где S — крутизна ВАХ; U0 — напряжение отсечки (рис. 1.2). 
id iкла
udU0
S  !­° ® °¯
 
ÃÄ¹

	  
 
4 V 6 V 6
J
V 6
Рис. 1.2. Кусочно-линейная аппроксимация ВАХ диода
Эта характеристика называется идеализированной характеристи-
кой полупроводникового диода. Определение крутизны S и напряже-
ния отсечки U0 — двух параметров этой аппроксимации — также мо-
жет быть выполнено методом наименьших квадратов:
 [ ( )] [ ( ) ( )] min,i i u i S u U u Up p
p
r
p p p
p
r
- = - - Ч - ®
= =
е екла 2
1
0 0
2
1
1  (1.9)
где 1( )u — единичная функция. 
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Решение системы (1.9) относительно искомых параметров S и U0 
проводится в два этапа: сначала система (1.9) дифференцируется 
по этим параметрам и полученные уравнения (они называются нор-
мальными) приравниваются к нулю, а затем эти два нелинейных урав-
нения разрешаются относительно двух неизвестных параметров.
Экспоненциальная аппроксимация применяется при точных рас-
четах в режиме больших сигналов:
 i i eaUэкс = -0 1( ).  (1.10)
1.1.2. Структурная схема приложения
Рассмотрим приложение (пакет программ в виде m-файлов), пред-
ставляющее собой компьютерную модель типового радиотехническо-
го звена в виде безынерционного нелинейного элемента, представ-
ленного полупроводниковым диодом.
Более подробно с данным приложением можно ознакомиться, об-
ратившись к учебному пособию [2, п. 2.4]. M-файлы, входящие в при-
ложение, можно взять в этом же источнике. Они понадобятся при вы-
полнении домашнего задания. На рис. 1.3 изображена схема связей 
между функциями многоуровневой компьютерной модели.
Меню первого уровня
GlMenu.m — модуль приложения, содержащий главное меню. Он 
организует запуск одного из m-файлов DanMenu или TipApp, вход-
ных и выходных параметров не имеет. Пример этого модуля показан 
ниже в п. 1.3. Там же приведены описания параметров приложения.
     
GlMenu.m  DanMenu.m 
 
 
       TipApp.m 
   Forma.m 
  
  
 
 
 
 
 
 Расчет спектра БНЭ 
   Ввод данных 
 Тип аппроксимации 
 Выход 
  Ввод  данных 
      С клавиатуры 
      Из файла 
 Тип аппроксимации 
   Кусочно-линейная 
   Степенная 
   Экспоненциальная 
ParKLM 
ParStepen 
ParExpon 
Klaw.m 
Wwod.m 
Показ спектра 
Forma.m 
Рис. 1.3. Схема связей между функциями компьютерной модели
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Меню второго уровня
TipApp.m — модуль выбора типа аппроксимации: вызов одного 
из m-файлов ParKLM.m, ParStepen.m и ParExpon.m. Он также не име-
ет входных и выходных параметров. Пример этого модуля показан 
ниже в п. 1.3.
Модули вычислений и построения графиков
Файлы ParKLA.m, ParStepen.m и ParExpon.m содержат алгоритмы 
определения параметров трех типов аппроксимации. Файл Forma.m — 
это показ системы теоретических графиков с параметрами в тексто-
вом окне. Параметры моделей инициированы в GlMenu.m и измене-
ны в результате вычислений в зависимости от типа аппроксимации. 
Входных и выходных параметров в файле Forma.m нет, однако при 
работе модуля используются переменные приложения, хранящиеся 
в рабочем пространстве. Его содержимое показано ниже. Оно может 
быть дополнено показом графиков кусочно-линейной (красного цве-
та) и степенной (синего цвета) аппроксимаций теоретической ВАХ.
1.1.3. Примеры составления программных mфайлов [2, 3]
Все m-файлы, представленные ниже, характеризуют раннюю вер-
сию программы и включены в методическое пособие с целью иллю-
страции основных принципов работы приложения. Новые версии 
m-файлов можно найти в методическом пособии [2].
Файл GlMenu.m
% GlMenu — главное меню компьютерной модели
% Задаются глобальные параметры
%   (масштаб — 1 вольт,1 миллиампер)
% D1=[0.7 150]; Вектор данных кусочно-линейной аппрок.
%     [U0  S]
% D2=[0 1 2 3 4 5 6 7]; Вектор данных степенной аппрок.
%    [a0 a1 a2 a3 a4 a5 a6 a7]
% D3=[1e-12 0.045]; Вектор данных экспоненциальной аппрок.
%     [I0   a]
% Выбирается одна из задач проекта:
%  Ввод данных,   Тип аппроксимации 
NumApp = 0;     % Номер типа аппроксимации 
PrUp = 0;      % Признак полноты ввода данных 
Np = 2;       % Начальный порядок полинома
D1 = [0.7 150];     % Начальные данные КЛА
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D2 = [0 1 2 3 4 5 6 7];  % Начальные данные СтА
D3 = [1e-12 0.045];    % Начальные данные ЭксА
k = 0;
while k == 0
  fl ag=menu(‘Ввод данных’,’Тип аппроксимации’,’Выход’);
  switch fl ag
   case 1 
    Wwod 
   case 2 
     if PrUp == 1    % Признак выполнения ввода
      TipApp
     end
   case 3
     return
  end
  k = 0;  
end
Файл Wwod.m
% Ввод параметров модели D1,D2,D3,D4 из файла Nabor1.dat
% и значений реальной ВАХ диода из файла BAX1.dat
title =’Ввод данных программы из файла ‘;
prompt = {‹Укажите имя файла (без расширения dat)’};
lines = 1;
def = {‘Nabor1’};
answer = inputdlg(prompt,title,lines,def);
s = strcat(char(answer),’.dat’);
if ~ isempty(s) 
  fi d = fopen(s,’rt’);
  D1 = fscanf(fi d,’%e %e’,2);
  fgets(fi d);
  D2 = fscanf(fi d,’\n%e %e %e %e %e %e %e %e’,8);
  fgets(fi d);
  D3 = fscanf(fi d,’%e %e’,2);
  fgets(fi d);
  D4 = fscanf(fi d,’%e %e %e’,3);
  fclose(fi d);
end
title =’Ввод данных вольт-амперной характеристики ‘;
prompt = {‹Укажите имя файла (без расширения dat)’};
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lines = 1;
def = {‘BAX1’};
answer = inputdlg(prompt,title,lines,def);
fname = strcat(char(answer),’.dat’);
if ~ isempty(fname) 
  fi d = fopen(fname,’rt’);
  BAX1 = fscanf(fi d,’%e %e’,[2 inf]); % Чтение файла
  k = 1;               % по строкам
  u = BAX1(1,:); i = BAX1(2,:);  % Разделение данных ВАХ
  for j = 1:length(u)       % Цикл по отделению 
    if u(j)>= 0          % данных прямой ветви
      up(k,j) = u(j);       % ВАХ {up, ip}
      ip(k,j) = i(j);
      k = k+1;
    end
  end
  fclose(fi d);
  PrUp = 1;           % Признак ввода = 1
end
return
Файл TipApp.m
% TipApp — функция выбора типа аппроксимации.
% Создает на экране меню выбора и направляет процесс в один из трех 
модулей аппроксимации 
m2 = menu(‘Тип аппроксимации’,...
 ‘Кусочно-линейная ‘,...
  ‘Степенная ‘,...
  ‘Экспоненциальная’);
  switch m2
   case 1 
     ParKLA
   case 2
     ParStepen
   case 3
     ParExpon
  end
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Пример расчета параметров кусочно-линейной аппроксимации 
по данным прямой ветви ВАХ представлен m-файлом ParKLA.m, ко-
торый использует КЛА-модель, оформленную в m-файле KLA.m.
Файл ParKLA.m
%Определение параметров кусочно-линейной модели
% и построение совместного графика зависимостей
D1 = curvefi t(‘KLA’,D1,up,ip); % Встроенная m-функция
plot(up,ip,up,KLA(D1,up))
return
Файл KLA.m
function F = KLA(y,x)
% Запись на языке MATLABа выражения (1.8) 
% Массив y ~ [S Uo], массив x ~ [up]
n = length(x);
for k = 1:n
  if x(k) >= y(2) 
    F(k,1) = y(1)*(x(k)-y(2));
  else
    F(k,1) = 0;
  end
end
Файл Teor.m
% Teor.m — показ системы графиков с параметрами
% Глобальные параметры инициированы в GlMenu.m и изменены в
% результате расчетов в зависимости от типа аппрок.
k1 = 9;  %Количество гармоник спектра
Umin = min(up(1),D4(1)-D4(2));
Umax = max(up(length(up)),D4(1)+D4(2));
up1 = Umin:(Umax-Umin)/100:Umax;
switch NumApp
  case 1, ip1 = KLA(D1,up1);
  case 2, ip1 = polyval(D2(8-Np:8),up1);
  case 3, ip1 = D3(1)*(exp(up1/D3(2))-1);
end
subplot(2,3,1)
plot(up,ip,up1,ip1),xlim([Umin Umax]),grid
% Вывод графика напряжения на входе
subplot(2,3,4)
t = 0:0.01:10;
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s1 = D4(1)+D4(2)*cos(D4(3)*(pi/4)*t);
plot(s1,t),xlim([[Umin Umax]]),grid
% Вывод графика тока БНЭ
subplot(2,3,2)
switch NumApp
  case 1, s2 = KLA(D1,s1);
  case 2, s2 = polyval(D2(8-Np:8),s1)’;
  case 3, s2 = D3(1)*(exp(s1/D3(2))-1)’;
end
plot(t,s2),grid
subplot(2,3,5)
% Вывод спектра тока на выходе БНЭ
for k = 0:k1
  Sc = sum(cos(k*D4(3)*(pi/4)*t)*s2);
  Ss = sum(sin(k*D4(3)*(pi/4)*t)*s2);
  Sw(k+1) = sqrt(Sc^2+Ss^2)/length(t);
end
k = 0:k1;
stem(k,Sw(1:k1+1)),grid
% plot(k,abs(Sw1)),grid
% Создание текстового окна
subplot(2,3,[3,6])
axis(‘off’);
% Вывод данных в текстовое окно
sprogram =’BNE’; sname =’Трухин М.П.’; bnename = s;
hl = text(0.3,1.05, ‘БНЭ’,’FontSize’,14);
hl = text(0.0,0.98, ‘Входной файл’,’FontSize’,12);
hl = text(0.2,0.93, bnename,’FontName’,’New Times’,... 
           ‘FontSize’,12);
hl = text(-0.1,0.82,’Вид аппроксимации’,’FontSize’,12,...
          ‘FontWeight’,’Bold’);
hl = text(0.0,0.74, ‘Кусочно-линейная’,’FontSize’,12);
text(-0.2,0.68, sprintf(‘Uo = %g В’,D1(2)),’FontSize’,10);
text(0.68,0.68,sprintf(‘S = %g мА/В’,D1(1)),’FontSize’,10);
text(0.1,0.61, ‘Степенная’,’FontSize’,12);
text(-0.1,0.55, sprintf(‘ao = %g ‘,D2(1)),’FontSize’,10);
text(0.8,0.55, sprintf(‘a4 = %g ‘,D2(5)),’FontSize’,10);
text(-0.1,0.50, sprintf(‘a1 = %g ‘,D2(2)),’FontSize’,10);
text(0.8,0.50, sprintf(‘a5 = %g ‘,D2(6)),’FontSize’,10);
text(-0.1,0.45, sprintf(‘a2 = %g ‘,D2(3)),’FontSize’,10);
text(0.8,0.45, sprintf(‘a6 = %g ‘,D2(7)),’FontSize’,10);
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text(-0.1,0.40, sprintf(‘a3 = %g ‘,D2(4)),’FontSize’,10);
text(0.8,0.40, sprintf(‘a7 = %g ‘,D2(8)),’FontSize’,10);
hl=text(0.0,0.33, ‘Показательная’,’FontSize’,12);
text(-0.2,0.27, sprintf(‘Io = %g мА’,D3(1)),’FontSize’,10);
text(0.75,0.27, sprintf(‘Fi = %g В’,D3(2)),’FontSize’,10);
text(0,0.18,’Входной сигнал’,’FontSize’,12,’FontWeight’,’Bold’);
text(0.2,0.12, sprintf(‘Usm = %g ‘,D4(1)),’FontSize’,10);
text(0.2,0.07, sprintf(‘Um = %g ‘,D4(2)), FontSize’,10);
text(0.2,0.02, sprintf(‘F = %g ‘,D4(3)), ‘FontSize’,10);
text(0.1,-0.05, [‘Программа ‘ sprogram], ‘FontSize’,10);
tm = fi x(clock); Tv = tm(4:6);
text(-0.15,-0.09, [sprintf(‘ %g :’,Tv) ‘ ‘ date ], FontSize’,10);
return
После запуска из командной строки файла GlMenu.m на экране 
монитора появляется изображение, показанное на рис. 1.4. 
БНЭ
Входной файл
ВАХ1.dat
Вид аппроксимации
Кусочно-линейная
U0 = 0.740476B S = 420 мА/В
Степенная
а0 = 0 а4 = 28410
а1 = –17041.5 а5 = –6768
а2 = 50149.1 а6 = 591.03
а3 = –55240.9 а7 = –0.073
Показательная
l0 = 0.0046559 мА Fi = 0.09880
Входной сигнал
Usm = 0.6
Um = 0.5
F = 3
Программа BNE
0 : 32 : 31 : 01-Jun-2002
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Рис. 1.4. Вид окна с изображением результатов аппроксимации
1.1.4. Программа аппроксимации характеристик CurveExpert
Для анализа и аппроксимации характеристик нелинейных элемен-
тов также можно воспользоваться специально предназначенной про-
граммой CurveExpert.
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Эта небольшая программа позволяет обрабатывать в одной сессии 
(запуске) большое количество файлов данных. Данные представляют-
ся в виде столбцов, столбцы могут быть добавлены к набору данных, 
их можно переставлять. При одномерной зависимости файл содер-
жит два столбца данных: столбец независимых аргументов и столбец 
зависимых от него данных.
На левой стороне диалогового окна имеется список выбираемых 
пользователем данных (файлов). Указывается первый столбец — ар-
гумент — и количество считываемых столбцов (функций). При отсут-
ствии аргумента выбором команды «Автозаполнение» независимая 
переменная автоматически дополняется линейной последователь-
ностью. Первый номер (число) в этой последовательности определен 
в поле «Минимум», приращение определено в поле «Приращения». 
Длина столбца указывается в поле «Количество точек». Если всегда 
читаются простые файлы текста с двумя столбцами, то этот диалог 
может быть подавлен. Чтобы восстанавливать доступ к диалогу, сле-
дует выбрать «Tools|Options» и выполнить необходимую настройку.
Программа CurveExpert выполняет следующие виды аппроксима-
ции (команда Data|Manipulate): 
Четыре типа сплайнов: линейный, квадратичный, кубический, на-
пряженный. Линейный сплайн — самая простая форма сплайнов — 
просто заменяет диапазон между точками данных прямой линией. 
Данные должны быть отсортированы. Квадратичный сплайн интер-
полирует диапазон между точками данных квадратичным полино-
мом. Сплайн проходит по точкам, и его первая производная являет-
ся непрерывной. Он лучше, чем линейный сплайн, но часто далеко 
отклоняется между точками данных. Квадратичный сплайн должен 
иметь одно свободное условие. Программа CurveExpert определяет, 
что вторая производная первого участка нулевая, это означает со-
единение первых и вторых точек прямой линией. Кубический сплайн 
интерполирует диапазон между точками данных кубичными полино-
мами. Кубическая аппроксимация гарантирует, что каждый сплайн 
проходит по точкам данных, первые и вторые производные непрерыв-
ны в узлах. Вторая производная на концах сплайна равна нулю. На-
пряженный сплайн ведет себя подобно кубическому с той лишь раз-
ницей, что имеется дополнительный параметр, который определяет, 
как «сильно» сплайн деформируется в каждом узле. Низкий параметр 
напряженности (0.1) делает его подобным кубическому сплайну, вы-
сокий (20) —  линейному сплайну.
Метод Lagrangian просто интерполирует набор данных полино-
мом по формуле Лагранжа. Порядок полинома задается числом точек 
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в наборе данных: полином должен иметь достаточно степеней свобо-
ды для аппроксимации. Для набора данных с n точками полином бу-
дет иметь порядок n-1. Степенная аппроксимация особенно хороша 
для наборов данных с малым числом точек (8 или меньше). Точки не 
должны слишком рассеиваться. Подобно всем полиномам, интерпо-
ляция по Лагранжу усиливает колебательное поведение при увеличе-
нии степени. В настоящее время программа CurveExpert ограничива-
ет использование этого типа 13 точками или меньше.
Линейные модели, которые состоят из линейной комбинации за-
данного набора функций, и линейный регресс используются, чтобы 
минимизировать различие между моделью и данными. Общая фор-
ма этого вида моделей 
 Y t a X tk k
k
( ) ( )=е , (1.11)
где X tk ( )  — базовые функции; ak  — искомые параметры. Определе-
ние «линейный» относится только к зависимости модели от параме-
тров ak; функции X tk ( )  могут быть нелинейными. Минимизация ли-
нейной модели выполняется МНК относительно функции качества, 
производная которой по параметрам приравнивается нулю. Для опре-
деления параметров ak решаются полученные нормальные уравнения.
Линейные регрессионные модели 
Линейный тип Y a bx= + .
Квадратичный тип Y a bx cx= + + 2 .
Степенной вид Y a bx cx dx= + + + +2 3  .
Программа использует метод Левенберга-Маркквардта (LM) для 
решения уравнений нелинейной регрессии. Этот метод комбиниру-
ет метод крутого спуска и ряд Тейлора. Первый из них работает луч-
ше вдали от минимума, а ряд Тейлора, наоборот, вблизи минимума. 
LM-алгоритм обеспечивает гладкие переходы между этими двумя ме-
тодами с помощью итерационного процесса. В качестве критерия ис-
пользуется функция хи-квадрат, которую можно дифференцировать 
так, чтобы получить вектор градиента и матрицу Якоби. LM-алгоритм 
имеет следующие шаги:
1. Вычисляется сумма квадратов невязок c2( )a .
2. Задается некоторое значение параметра λ (0,001 в CurveExpert).
3. Решают линейные уравнения относительно dal : 
 M a G M C M C i jkl l k
k
Na
ii ii ij ijЧ = = + = №
=
е d l
1
1, ( ); ,где , где  (1.12)
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 G
a
ak k
= -
¶
¶
1
2
2c ( )
 — градиент, C
a
a aij i j
=
¶
¶ ¶
2 2c ( )
 — элемент матрицы 
Гессе.
4. Оценивается c d2( ).a a+
5. Если c d c2 2( ) ( )a a a+ > , то увеличивают λ в k раз (k = 10 
в CurveExpert) и процесс вычислений переходит на шаг 3.
6. Если c d c2 2( ) ( )a a a+ < , то уменьшают λ в k раз, корректируют 
вектор параметра a a a= +d  и переходят на шаг 3.
Итерации заканчиваются, когда | ( ) ( ) |c d c e2 2a a a+ - <  (точность). 
Эта точность указывается в пункте File|Preferences.
В CurveExpert нелинейные модели были разделены на семейства, 
основанные на их характерном поведении. Эти семейства и их чле-
ны перечислены ниже.
Показательные модели имеют показательные или логарифмиче-
ские базовые функции. Это вообще-то выпуклые или вогнутые кри-
вые, но некоторые модели в этой группе могут иметь точку перегиба, 
максимум или минимум.
Показательная Y a bx= exp( ) .
Измененная показательная  Y a b x= exp( / ) .
Логарифм Y a b x= + ln( ) .
Обратный логарифм Y a b x= +1 / ( ln( )) .
Модель давления пара Y a b x c x= + +exp( / ln( )) .
Степенные модели — набор выпуклых или вогнутых кривых без 
точек перегиба или максимумов или минимумов.
Степенная Y axb= .
Модифицированная степенная Y abx= .
Смещенная степенная Y a x b c= -( ) .
Геометрическая Y axbx= .
Обратная геометрическая Y axb x= / .
Модель «Корень» Y a x= 1/ .
Модель Hoerl  Y ab xx c= .
Измененная модель Hoerl Y ab xx c= 1/ .
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Модели размера урожая широко используются, особенно в сель-
скохозяйственных приложениях. 
Взаимная модель  Y a bx= +1 / ( ) .
Взаимная квадратичная Y a bx cx= + +1 2/ ( ) .
Bleasdale модель Y a bx c= + -( ) /1 .
Harris модель Y a bxc= +1 / ( ) .
Модели роста характеризуются монотонным ростом от некоторой 
установленной величины до асимптоты. Эти модели часто использу-
ются в технике.
Показательная (2 параметра) Y a bx= - -( exp( ))1 .
Показательная (3 параметра) Y a b cx= - -( exp( )) .
Рост насыщенности  Y ax b x= +/ ( ) .
Унимодальное семейство представляет «S-форменные» кривые ро-
ста в биологии, сельском хозяйстве и экономике. Эти кривые начи-
наются в заданной точке и увеличиваются монотонно до точки пере-
гиба. После этого они приближаются асимптотически к некоторому 
уровню. Это семейство — фактически поднабор семейства роста, но 
отделено в CurveExpert из-за их особого поведения.
Gompertz модель Y a b cx= -exp( ) .
Логистическая модель Y a b cx= + -/ ( exp( ))1 .
Модель Ричардса Y a b cx d= + -/ ( exp( )) /1 1 .
MMF модель Y ab cxd= +( ) .
Модель Вейбулла Y a b cxd= - -exp( ) .
«Пестрое» семейство. Некоторые данные не вписываются в упомя-
нутые модели. Поэтому используются модели различного характера. 
Синусоидальная модель Y a b cx d= + +cos( ) .
Гауссова модель Y a x b c= - -exp( ( ) / ( ))2 22 .
Гиперболическая модель Y a b x= + / ; Y = a + b/x.
Модель высокой температуры Y a bx cx= + + 2 .
Рациональная функция Y a bx cx dx= + + +( ) / ( )1 2 .
CurveExpert позволяет определять собственные нелинейные моде-
ли регресса. Параметры должны начаться с ‹@› и записываться после-
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довательно (до 19 параметров). В формуле все арифметические дей-
ствия имеют силу, так же как и символ ^. Имеется пример диалога 
с моделью A*x*log (b+x) +c^x. При этом вводится только правая часть 
выражения, поддерживаются логические операторы: 
 (A+b*x) * (x < =5) + (c+d*x) * (x > 5)
1.2. Домашнее задание
1. Получить от преподавателя m-файл из приложения к методи-
ческому пособию «Моделирование сигналов и систем». Опре-
делить назначение рассматриваемого файла, описать входящие 
в него встроенные функции системы MATLAB.
2. Подготовить набор данных ВАХ заданного (индивидуального) 
полупроводникового диода по специализированному справоч-
нику или воспользоваться имеющимися экспериментальными 
данными.
3. Предложить иные, нежели в п. 1.1, алгоритмы разработки 
и применения компьютерной модели «Параметрические мо-
дели БНЭ», в том числе с помощью программы CurveExpert.
4. Ответить на контрольные вопросы.
1.3. Лабораторное задание
1. Провести обустройство (вставить help-текст, комментарии к каж-
дой команде) m-файла из домашнего задания. Проверить согла-
сование глобальных параметров, количество и типы входных 
и выходных переменных с программами-«соседями». Оконча-
тельный результат отладки m-файла показать преподавателю.
2. Включить полностью отлаженный m-файл в программную часть 
компьютерной модели «Параметрическая модель БНЭ». Про-
вести отладку совместной работы программ приложения на ти-
повом наборе данных:
— исключить ошибки выполнения во всех режимах работы ал-
горитма;
— подобрать форму ВАХ и параметры гармонического сигна-
ла для наиболее представительного варианта расчета спек-
тра и запомнить их;
— сохранить результаты отладки на жестком диске.
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3. Ввести данные ВАХ индивидуального диода с клавиатуры, либо 
из файла. (Проще это сделать с помощью текстового файла. Тог-
да не придется вводить данные при каждом запуске программ 
приложения). Файл данных — это txt-файл с двумя колонками 
(напряжение и ток каждой точки ВАХ). Напряжение указывает-
ся в вольтах, ток — в миллиамперах. Количество отчетов долж-
но быть не меньше 10, например, как в табл. 1.1. Допускается 
ввод данных обратной ветви ВАХ диода.
Таблица 1.1
Представление ВАХ диода в текстовом файле
Номер Напряжение, В Ток, мА
1 0 0
2 0,1 0,01
3 0,2 0,02
4 0,3 0,17
5 0,4 0,35
6 0,5 0,65
7 0,6 1,3
8 0,65 1,7
9 0,7 2,5
10 0,75 3,5
4. Последовательно выбирая тип аппроксимации, получить па-
раметры искомых зависимостей. Скопировать построенные 
в программе графики этих зависимостей в черновик отчета.
5. Продолжая работать с внутренними меню программы, постро-
ить соответствующий вид спектра тока диода при выбранном 
гармоническом воздействии.
6. Пункты 4 и 5 необходимо повторить для каждого типа аппрок-
симации и затем выбрать адекватный вариант.
7. Запустить программу CurveExpert и провести оценку параме-
тров ВАХ полупроводникового диода при полиномиальной 
и показательной типах аппроксимации. Сравнить значения 
параметров, полученные с помощью системы моделирования 
MATLAB и программы CurveExpert. В случае их существенно-
го отличия (более 10 %) найти источник различия и повторить 
процесс параметрического оценивания.
8. Найти с помощью программы CurveExpert тип модели, дающий 
наименьшую ошибку аппроксимации. Записать ее аналитическое 
выражение, параметры и величину ошибки. Сравнить с ошиб-
ками при полиномиальной и показательной аппроксимациях.
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1.4. Содержание отчета
1. Цель работы.
2. Структурная схема алгоритма компьютерной модели «Пара-
метрические модели БНЭ» и ее выделенный фрагмент, явля-
ющийся индивидуальным заданием на доработку m-файла.
3. Отлаженная версия разработанного m-файла с полным набо-
ром комментариев. 
4. Состав входной и выходной информации и копии интерфейс-
ных окон с графиками для трех типов аппроксимации: кусоч-
но-линейной, степенной и экспоненциальной, параметры со-
ответствующих моделей.
5. Обоснование выбора адекватной модели выбранного полупро-
водникового диода с указанием использования конкретных ус-
ловий и численных ограничений.
6. Результаты сравнения параметров моделей, полученных 
с помощью системы моделирования MATLAB и программы 
CurveExpert, оформленные в виде таблицы, приведенной ниже. 
 Отдельно привести параметры наиболее точной модели, ап-
проксимирующей ВАХ диода в программе CurveExpert.
7. Выводы по работе, в которых привести достоинства и недостат-
ки встроенного языка системы MATLAB, сравнение системы 
моделирования MATLAB и программы CurveExpert по резуль-
татам решения поставленной задачи оценки параметров моде-
ли радиоэлектронного компонента.
Сравнение результатов разработки моделей
Вид модели Параметр Система MATLAB Программа CurveExpert
Кусочно-линейная SU0
—
Степенная
a0
a1
...
a7
Экспоненциальная i0a
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Контрольные вопросы
1. Что такое глобальные параметры системы MATLAB и как по-
смотреть в рабочем окне их значение?
2. С помощью каких процедур можно определить минимум функ-
ции нескольких аргументов? 
3. В чем состоит различие функций ezplot, subplot, fplot и plot?
4. Каким образом в одном окне можно построить несколько гра-
фиков и вывести текст в заданную область этого окна? 
5. Приведите два примера выбора альтернативы при организа-
ции интерфейса в системе MATLAB?
6. С помощью каких операторов встроенного языка системы 
MATLAB можно организовать обработку одного, двух и не-
скольких условий?
7. Как выглядит типовой формат m-файла?
8. В чем состоит отличие Script-файла от m-файла?
9. Каков порядок разработки отдельных m-файлов в составе 
сложного проекта, состоящего из нескольких взаимосвязан-
ных между собой файлов?
10. Какие различия могут наблюдаться, на ваш взгляд, в спектрах 
тока, полученных расчетным и аналитическим путями?
11. Предложите модель для описания вольт-амперной характери-
стики стабилитрона.
12. Назовите основные типы моделей, применяемые в программе 
CurveExpert.
14. Как получить параметры кусочно-линейной аппроксимации 
с помощью программы CurveExpert?
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Лабораторная работа № 2. 
Моделирование аналого-цифрового 
преобразователя
Ц ель работы: Определение требований к параметрам дискретиза-ции и квантования непрерывных сигналов — параметрам ана-лого-цифрового преобразователя (АЦП) — на основе анали-
за ошибок представления непрерывных процессов их дискретными 
и квантованными моделями. Работа состоит из четырех частей: до-
машнего задания, коллоквиума, расчетно-экспериментальной части 
и оформления полученных результатов в виде отчета.
2.1. Спектральные и временные характеристики 
непрерывных и дискретных сигналов 
Основные характеристики процесса дискретизации связаны со 
спектральными свойствами сигнала. Рассмотрим известный при-
мер прямоугольного импульса, имеющего длительность tи, с, и уро-
вень U0, В.
Спектр непрерывного одиночного сигнала определяется по фор-
муле прямого преобразования Фурье [1]
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В формуле (2.1) произведение U t0 и  соответствует площади прямо-
угольного импульса, поэтому размерность спектра равна В · с или В/Гц. 
Экспоненциальный множитель e j t- w и /2  определяет фазовую харак-
теристику спектра j w w( ) / = - tи 2 , поскольку множитель 
sin( / )
/
w
w
t
t
и
и
2
2
= 
= sin c (ftи) является чисто вещественной функцией sin ( )
sin( )
c x
x
x
=
p
p
. 
Энергетический спектр (точнее, спектральная плотность мощно-
сти) сигнала определяется как квадрат модуля его спектральной плот-
ности или как произведение 
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Очевидно, что размерность энергетического спектра равна В2 · с2 =
= В2· с/Гц или Дж/Гц, т. е. характеризует распределение энергии сиг-
нала по частоте. 
На рис. 2.1 изображены правые половины обоих спектров прямоу-
гольного импульса, нормированные по уровню относительно площади 
этого импульса и по частоте относительно f t0 1= / и  или w p0 2= / tи . 
Как следует из графика зависимости Wн ( )w , частотные составляю-
щие выше 3 0w  незначительны и практически не вносят вклад в энер-
гию этого сигнала. 
При дискретизации одиночного прямоугольного импульса воз-
никает ошибка дискретизации, мощность (дисперсия ошибки) ко-
торой определяется по формуле, являющейся следствием теоремы 
Котельникова [1]:
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Рис. 2.1. Нормированные односторонние спектральная плотность 
и энергетический спектр прямоугольного видеоимпульса
Последний интеграл в формуле (2.3) равен (см. рис. 2.2)
 I x dx
x
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где Si( )
sin( )
x
t
t
dt
x
= т0  — интегральный синус. После подстановки нео-
пределенного интеграла (2.4) в выражение для ошибки получим окон-
чательно
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где x t t= =( / ) / / ( )w wд и и д2 2  — нормированная граничная верхняя 
частота спектра сигнала, представленного рядом Котельникова при 
частоте дискретизации w pд д= 2 / t .
Значения относительных ошибок дискретизации одиночного пря-
моугольного импульса в зависимости от отношения его длительно-
сти к удвоенной длительности интервала дискретизации представле-
ны в табл. 2.1. Например, при длительности импульса tи =1 мс 
и частоте дискретизации 8 кГц ( tд = =1 8000 0 125/ ,  мс) величина от-
ношения x t t= = Ч =и д/ ( ) / ( , )2 1 2 0 125 4 , что приводит к относитель-
ной ошибке дискретизации 0,0253 или 2,53 %. 
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Y: 0.9499
Рис. 2.2. Нормированный интеграл от энергетического спектра  
прямоугольного видеоимпульса
Таблица 2.1
Относительные дисперсии ошибок дискретизации при x = tи/(2tд)
x 1 2 3 4 5 6 7 8
D(x) 0,0972 0,0501 0,0336 0,0253 0,0202 0,0169 0,0145 0,0127
 
x 16 24 32 40 48 64 128 256
D(x)·103 6,331 4,221 3,166 2,533 2,108 1,583 0,792 0,396
Во временной области различие между исходным сигналом и сиг-
налом, восстановленным идеальным фильтром нижних частот (след-
ствие теоремы Котельникова), показано на рис. 2.3.
s(
t),
 Σ
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ΣKk(t)
s(t)
t
1.2
1
0.8
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0.4
0.2
0
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1–0.2
Рис. 2.3. Прямоугольный импульс и результат его идеального 
восстановления по теореме Котельникова по 32 отсчетам
29
Лабораторная работа № 2. Моделирование аналого*цифрового преобразователя 
Дисперсия (мощность) относительной ошибки представления во 
временной области определяется по формуле 
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где s kt( )д  — значение k-го отсчета непрерывного сигнала s t( ) ; K — 
число отстоящих на интервал дискретизации tд  отсчетов, приходя-
щихся на область определения сигнала s t( ) .
Спектр непрерывного периодического сигнала представляет собой 
бесконечный набор гармоник частоты повторения (следования им-
пульсов) F t T= =1 1/ /д  или W = 2p /T , где для упрощения обо-
значений принято T t= д . Каждая гармоника имеет свою амплитуду 
и начальную фазу, которые образуют амплитудную и фазовую спек-
тральные диаграммы периодического сигнала. Свернутое в комплекс-
ный вид значение амплитуд и фаз n-й гармоники определяется по фор-
муле (здесь сигнал — прямоугольная последовательность) [1] 
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где Q T t t t= = =/ / ( ) / ( / )и и и2 2p pW W  — скважность прямоугольной 
последовательности. Размерность спектральной диаграммы периоди-
ческого непрерывного сигнала — вольт, т. е. соответствует комплекс-
ной амплитуде n-й гармоники. 
Сравнивая формулы (2.1) и (2.7), приходим к выводу, что спек-
тральная диаграмма периодического сигнала зависит от номера гар-
моники так же, как зависит от частоты спектральная плотность не-
периодического сигнала. При замене 
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w p®
®
2
4
n
t Qи /
и масштабного множителя 1 1/T ®  формула (2.6) переходит в фор-
мулу (2.1). В таком случае выражения для ошибок дискретизации, по-
лученные для одиночного прямоугольного импульса, остаются спра-
ведливыми для периодической последовательности этих импульсов. 
Количество гармоник частоты повторения, попадающих в диапазон, 
представимых рядом Котельникова, равно
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ъ
ъ
w /
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 (2.8)
где [·] — операция округления в сторону меньшего целого (floor). Вы-
ражение (2.8) определяет, таким образом, значение x в формуле (2.5). 
Зависимость относительной ошибки дискретизации периодической 
прямоугольной последовательности от целочисленной величины N г  
показана на рис. 2.4.
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Рис. 2.4. Относительные ошибки дискретизации 
периодической последовательности прямоугольных видеоимпульсов
Спектр дискретного одиночного сигнала Ssd  представляет собой 
прямое дискретное преобразование Фурье конечной последователь-
ности отсчетов s этого сигнала [1]:
 S ssd N
E= йл щы
1
,  (2.9)
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N-точечного дискретного преобразования Фурье; N — количество 
отсчетов; e j N= -exp( / )2p  — базовый элемент N-точечного ДПФ. 
По формуле (2.9) происходит линейное преобразование веществен-
ного вектора временных отсчетов в комплексный вектор частотных 
отсчетов, причем и в первом и во втором случае играет роль не значе-
ние положения составляющих этих векторов на координатных осях, 
а их порядковые номера. Из временных параметров необходимо знать 
либо длительность временного интервала Tн , либо длину интервала 
дискретизации t T Nд н= -/ ( )1 . При этом временные отсчеты просто 
нумеруются от 0 до N -1 . Аналогично нумеруются спектральные от-
счеты от 0 до N -1  и, согласно формуле (2.9), неважно, на каком вре-
менном интервале получены исходные временные отсчеты: в форму-
ле отсутствуют переменные с временной размерностью. 
Однако при сопоставлении спектров непрерывного и дискретно-
го сигналов времячастотные соотношения должны быть известны, 
т. е. при длительности временного интервала Tн  и числе отсчетов 
на нем N спектральные составляющие отстоят по частоте на одина-
ковый шаг, равный Df Tд н=1 / , а весь частотный диапазон, занимае-
мый спектром, составляет P Dд д
н
=
-
=
-N
f
N
T
1
2
1
2
. Здесь двойка в зна-
менателе означает следствие теоремы Котельникова.
Продолжим сравнительное исследование примера — одиночно-
го прямоугольного видеоимпульса величиной U 0  и длительностью 
tи  — при его дискретизации N отсчетами на интервале Tн . Соглас-
но формуле (2.8) получим дискретный спектр и сравним его со спек-
тральной плотностью исходного непрерывного сигнала. На рис. 2.5 
представлены обе спектральные зависимости, нормированные к сво-
им максимальным значениям, при одинаковом частотном масштабе. 
Параметры сигнала: U 0 =1  В, tи = 0 5,  с, Tн =1  с; параметр дискрети-
зации N = 32 отсчета.
Спектральные зависимости на рис. 2.5 наглядно показывают су-
щественные различия в спектрах непрерывного и дискретного сигна-
лов. Высокочастотная составляющая непрерывного спектра, распо-
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ложенная выше половины частоты дискретизации, целиком теряется, 
а дискретные спектральные отсчеты, расположенные ниже этой ча-
стоты, имеют различия по значениям со  спектральной плотностью 
непрерывного сигнала (рис. 2.6).
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Рис. 2.5. Амплитудные спектры непрерывного и дискретного 
 прямоугольных видеоимпульсов
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Рис. 2.6. Различие низкочастотных амплитудных спектров 
непрерывного и дискретного прямоугольных видеоимпульсов
Оценить различие в представлении прямоугольного видеоимпуль-
са непрерывным процессом и набором гармоник дискретного преоб-
разования Фурье можно по следующей формуле:
 Err A S n S nN n
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 (2.10)
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где An  — комплексная амплитуда n-й гармоники дискретного спек-
тра; S n( )  — комплексное значение спектральной плотности непре-
рывного сигнала, приведенное к размерности дискретной амплитуды. 
Первая сумма формулы (2.10) определяет различие в первой полови-
не спектральной диаграммы, вторая сумма означает мощность всех 
гармоник с частотой выше половины частоты дискретизации. Отно-
сительная ошибка определяется как отношение абсолютной ошибки 
ErrN  к мощности непрерывного сигнала s t( ) :
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На рис. 2.7 показан результат графического сравнения дискретно-
го представления ( N = 32  отсчета) непрерывного прямоугольного им-
пульса (параметры взяты из п. 2.1) и восстановленного по гармоникам 
непрерывного сигнала. Графики восстановленных по Котельнико-
ву (см. рис. 2.3) и Фурье (см. рис. 2.7) сигналов очень похожи, за ис-
ключением правой части, где проявляется периодичность гармониче-
ского представления, отсутствующая при восстановлении по системе 
функций sin( ) /x x . В точках дискретизации сигнал восстанавливает-
ся точно, поэтому при обратном дискретном преобразовании Фурье
 s S S= йл щы = йл щы
-
E Esd sd
1 *
 (2.12)
отсутствует ошибка между дискретными и восстановленными по Фу-
рье сигналами. В формуле (2.12) матрица обратного преобразования 
Фурье Eйл щы
-1
 может быть заменена комплексно сопряженной матри-
цей прямого преобразования Eйл щы
*
. 
Принципиально важным при восстановлении как по гармони-
кам, так и по базисным функциям ряда Котельникова, является не-
устранимое даже при N ®Ґ  наличие выбросов восстановленного 
сигнала около конечных разрывов исходного сигнала (как у пря-
моугольного импульса). Величина этих выбросов достигает 17,9 % 
от разрыва сигнала. Такое неприятное свойство называется явле-
нием Гиббса [2].
Дисперсия (мощность) относительной ошибки представления не-
прерывного сигнала во временной области по гармоникам определя-
ется по формуле, аналогичной формуле (2.6): 
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где Ak  — комплексная амплитуда k-й гармоники ( A Ak k- =
* ); N — чис-
ло отстоящих на интервал дискретизации tд  отсчетов, приходящих-
ся на область определения Tн  сигнала s t( ) ; W = 2p /Tн  — частота ос-
новной (первой) гармоники.
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Рис. 2.7. Прямоугольный импульс и результат его восстановления 
по 16 гармоникам дискретного спектра
2.2. Спектральные и временные характеристики
 процессов дискретизации и квантования 
Ошибки при преобразовании непрерывного сигнала в квантованный 
зависят от вида сигнала и характеристик квантователя. Рассмотрим 
сначала последние. 
Определим квантователь как устройство, преобразующее времен-
ной непрерывный процесс x t( )  с бесконечным множеством значе-
ний ( -Ґ < < +Ґx t( ) ) также в непрерывный процесс z t( )  с конечным 
множеством значений z t z z zm( ) , , ,О{ }1 2  . Если элементы конечного 
набора значений Z z z zm= йл щы1 2, , ,  отсортированы в порядке возрас-
тания и образуют последовательность ( D D D Dz z z zm m= = = = -21 32 1 , ) 
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с равноотстоящими уровнями, то говорят о линейном квантовании. 
Практически это означает представление значения непрерывного про-
цесса x t( )  в любой момент времени числом с фиксированной запя-
той, у которого младший разряд равен шагу квантования Dz . Обычно 
при таком подходе крайние значения z1  и zm  множества Z представ-
ляют два одинаковых числа с противоположными знаками: 
 z m z Z1 1 2= - - = -( ) / maxD , z m z Zm = - =( ) / max1 2D , 
 z m z Z1 = - = -D max .
Выход мгновенных значений x t( )  за пределы диапазона [ ]z zm1 «  
называется переполнением квантователя (overﬂ ow), и это событие в нем 
может обрабатываться двумя способами:
— оставление достигнутой границы (насыщение = saturate);
— перескок к противоположной границе ±Dz  (обрыв = wrap).
Переход внутри диапазона с одного уровня zi  на другой уровень 
z i k mk , , { , },П 1  под действием мгновенных значений x t( )  называется 
округлением (round) и может выполняться четырьмя способами (рис. 2.8):
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Рис. 2.8. Варианты операции округления при квантовании
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— в сторону минус бесконечности (fl oor);
— в сторону нулевого уровня (fi x);
— в сторону плюс бесконечности (ceil);
— в сторону ближайшего соседнего уровня (round).
Все способы имеют ошибки округления, которые считаются не-
зависимыми для каждого уровня, с одинаковой дисперсией, равной 
1/12 квадрата величины перехода между уровнями:
 s sD DD D Dz zz z z
2 21
12
1
2 3
= =,  0,2887 ,  (2.14)
и различными математическими ожиданиями:
— операция fl oor Ю = -m zzD D0 5, ;
— операция fi x Ю =m zD 0  при симметричном процессе x t( ) ;
— операция ceil Ю = +m zzD D0 5, ;
— операция round Ю =m zD 0  при любой форме процесса x t( ) .
Очевидно, что эти указанные выше статистические свойства оши-
бок округления справедливы при бесконечной длительности процес-
са x t( )  и равномерном распределении его значений внутри интервала 
[ ]z zm1 « . Для конкретного непрерывного сигнала s t( )  абсолютная 
и относительная дисперсии ошибки квантования (округления) опре-
деляются по формулам:
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где Tн  — время наблюдения сигнала s t( ) . Например, для сигнала 
s t t( ) sin( )= 2p  на интервале Tн =1  с при m = 9  уровнях квантования 
(рис. 2.9, а, обозначение квантователя ﬁ  = [4 2]) абсолютная ошибка 
Err zD = 0,004594 , средняя мощность Ps = 0,5  и относительная ошиб-
ка D zD = 0,009188  или 9,59 % для относительной среднеквадратиче-
ской ошибки (СКО). Тот же сигнал при m =17  уровнях квантования 
(см. рис. 2.9, б, обозначение квантователя ﬁ  = [5 3]) имеет абсолют-
ную ошибку квантования Err zD = 0,001193 , ту же среднюю мощность 
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Ps = 0,5  и относительную ошибку квантования D zD = 0,002386  или 
4,88 % для относительной СКО. Таким образом, в этом конкретном 
примере увеличение числа уровней квантования в два раза приве-
ло к уменьшению дисперсии почти в четыре раза и относительной 
СКО в два раза, т. е. действительно СКО пропорциональна кванту 
(см. формулу (2.14)). 
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Рис. 2.9. Квантование непрерывного сигнала при 8 (а)
и 16 (б) уровнях квантования 
Зависимость ошибок квантования от вида непрерывного сигнала 
определяется его динамикой. При этом возможны два крайних слу-
чая поведения сигнала на интервале наблюдения:
— сигнал интенсивно (в пределе бесконечное число раз) меняет-
ся в пределах всего диапазона квантования. Тогда дисперсия 
ошибки квантования и ее математическое ожидание опреде-
ляются формулами (2.14);
— сигнал постоянен в пределах диапазона квантования. В этом 
случае дисперсия ошибки равна нулю, а ее математическое ожи-
дание определяется операцией округления.
Процесс квантования дискретных сигналов отличается от процес-
са квантования непрерывных сигналов лишь количеством операций: 
в дискретном варианте число квантованных отсчетов конечно вме-
сто бесконечного числа в непрерывном варианте. Поэтому для опре-
деления ошибок квантования дискретных сигналов можно восполь-
зоваться соотношениями для ошибок квантования, полученных для 
непрерывных сигналов, заменив в них интегралы конечными сумма-
ми. Например, для конкретного дискретного сигнала согласно фор-
муле (2.15) ошибка квантования вычисляется по формуле
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Динамический диапазон при квантовании сигнала — одна из важ-
нейших характеристик операции квантования. Эта характеристика 
определяет количество уровней квантования, приходящихся на весь 
диапазон [ ]z zm1 « ,
 m
z z
z
m=
- 1
D
  (2.17)
при равномерном квантовании сигналов одной полярности. При об-
работке двуполярных сигналов на каждую полярность приходится по-
ловина, т. е. m / 2  уровней квантования. 
Обычно величина m выражается в децибелах, а квантователь (как 
устройство) характеризуется количеством двоичных разрядов, и тогда 
динамический диапазон B-разрядного знакового квантователя опре-
деляется формулой
 A m BBкв дБ= = = -
-20 2 20 2 6 02 11lg( / ) lg( ) , ( ) . (2.18)
Вместе с максимальной величиной подводимого сигнала 
U z zmmax = =| | | |1  динамический диапазон Aкв  (или разрядность) пол-
ностью определяют статистические параметры ошибки квантования.
Радиотехнические средства дискретизации и квантования непрерыв-
ных сигналов. Квантование дискретных сигналов — самый распростра-
ненный вид квантования, который выполняется в специальных ра-
диотехнических устройствах — аналого-цифровых преобразователях 
(АЦП). В них непрерывный сигнал одновременно и дискретизирует-
ся по времени и квантуется по уровню. Для выполнения этих опера-
ций необходимо время, которое для повышения скорости обработки 
непрерывного сигнала стремятся уменьшить. Это время определяет 
интервал дискретизации, т. е. максимально воспроизводимую частоту 
входного сигнала, поэтому его, наряду с динамическим диапазоном, 
считают важнейшей характеристикой АЦП. Чаще в радиотехнике ис-
пользуют аппаратные характеристики, например, АЦП с 12 разряда-
ми и частотой дискретизации 2 МГц.
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2.3. Описание модели лабораторной установки
Лабораторная работа № 2 выполняется на компьютерной модели, 
внешний вид которой показан на рис. 2.10. Она представляет собой 
два окна с координатными осями для изображения временных и спек-
тральных зависимостей трех типов сигналов: непрерывных, дискрет-
ных и квантованных (цифровых). Для исследования характеристик 
преобразования предлагается набор из трех видов сигналов: гармо-
нический сигнал с периодом 0,5 с и две последовательности прямо-
угольных и треугольных импульсов со скважностью 2 и периодом так-
же 0,5 с. На интерфейсных панелях приведены элементы управления 
выбором типа и вида сигнала, параметрами квантователя, а также ин-
дикаторы ошибок дискретизации и квантования. 
Рис. 2.10. Интерфейс модели «Дискретизация и квантование»
Процедура использования интерфейса довольно проста. В списке 
сигналов выбирается очередной вид исследуемого сигнала, устанав-
ливаются числовые значения дискретных отсчетов и уровней кван-
тования и задается тип представления сигнала: непрерывный, дис-
кретный или цифровой (квантованный). Далее нажимается кнопка 
«Расчет» и в нижней части интерфейсного окна наблюдаются ошиб-
ки соответствующих преобразований.
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При необходимости запомнить вид полученных временных и спек-
тральных зависимостей следует воспользоваться копированием экра-
на для последующей обработки в графическом редакторе и вставки 
в отчет по лабораторной работе.
2.4. Домашняя подготовка к лабораторной работе
1. Изучить соответствующий содержанию работы раздел курса «Ра-
диотехнические цепи и сигналы» по учебнику [1], конспекту лек-
ций [3] и пп. 2.1 и 2.2.
2. Изобразить график заданного преподавателем нормированного 
колебания на одном периоде повторения, приняв период равным 
1 с (как на рис. 2.3). Определить по нему значения отсчетов при 
числе дискретов N = 8 и N = 16.
3. Определить аналитически и численно базовый элемент матрицы 
дискретного преобразования Фурье при заданных в таблице коли-
чествах отсчетов на временной интервал определения сигнала. 
Значения базовых элементов ДПФ
Число отсчетов N 4 8 16 32 64
Базовый элемент ФормулаАлгебр. форма
4. Записать аналитически матрицу ДПФ при числе отсчетов 
N = 8. Вычислить значения матрицы и оформить их в виде таблицы:
 
Матрица ДПФ при N = 8
5. На основе временных отсчетов индивидуального сигнала, полу-
ченных выше в п. 2 при N = 8, вычислить с помощью ДПФ значе-
ния спектрального вектора и оформить их в виде таблицы:
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Временные отсчеты и дискретный спектр 
индивидуального сигнала при N = 8
N 0 1 2 3 4 5 6 7
Временные отсчеты
t, с
s(t), В
Дискретный спектр
f, Гц
S(f), В
|S(f)|, В
arg(S(f))
6. Линейно нарастающий временной процесс в диапазоне от 
–10 в до +10 в  квантуется на 16 уровней. Определить статистиче-
ские характеристики ошибки квантования процесса: математиче-
ское ожидание, дисперсию, среднеквадратическую ошибку. Вы-
численные значения статистических характеристик при четырех 
типах округления представить в таблице (см. ниже). Сопоставить 
зависимость изменения ошибки внутри интервала квантования 
с номером графика (см. рис. 2.11). 
Статистические характеристики квантования 
пилообразного процесса
Тип округле-
ния
Математиче-
ское ожидание Дисперсия Среднеква-дратическая 
ошибка
Номер за-
висимости 
на рис. 2.11Фор-мула
Значе-
ние
Фор-
мула
Значе-
ние
ceil
fix
floor
round
2.5. Лабораторное задание
1. Выполнить определение ошибок дискретизации гармонического ко-
лебания при двух вариантах его представления по дискретным отсче-
там: по теореме Котельникова (идеальный вариант восстановления) 
и дискретному ряду Фурье (практический вариант восстановления). 
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Заполнить таблицу, в которой привести среднеквадратические зна-
чения относительных ошибок.
 Построить по таблице совмещенный график зависимостей оши-
бок дискретизации от числа отсчетов на период колебания [4].
Относительные ошибки дискретизации гармонического колебания
Варианты Число отсчетов 128 64 32 16 8 4 2
По Котельникову
По Фурье
2. Выполнить определение ошибок дискретизации периодической 
последовательности прямоугольных колебаний также при двух 
вариантах их представления по дискретным отсчетам: по теореме 
Котельникова (идеальный вариант восстановления) и дискретно-
му ряду Фурье (практический вариант восстановления). Заполнить 
таблицу, в которой привести среднеквадратические значения от-
носительных ошибок.
Относительные ошибки дискретизации прямоугольного колебания
Варианты Число отсчетов 128 64 32 16 8 4 2
По Котельникову
По Фурье
 Построить по таблице совмещенный график зависимостей оши-
бок дискретизации от числа отсчетов на период колебания.
1
2
3
4
0.8h
0.6h
0.4h
0.2h
–0.2h
–0.4h
–0.6h
–0.8h
–h
0 0.2dt 0.4dt 0.6dt 0.8dt 1.0dt 1.2dt
0
h
Рис. 2.11. Зависимости ошибок квантования от типа округления
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 3. Выполнить определение ошибок дискретизации периодической 
последовательности треугольных колебаний также при двух вари-
антах их представления по дискретным отсчетам: по теореме Ко-
тельникова (идеальный вариант восстановления) и дискретному 
ряду Фурье (практический вариант восстановления). Заполнить 
таблицу, в которой привести среднеквадратические значения от-
носительных ошибок.
Относительные ошибки дискретизации треугольного колебания
Варианты Число отсчетов 128 64 32 16 8 4 2
По Котельникову
По Фурье
 Построить по таблице совмещенный график зависимостей оши-
бок дискретизации от числа отсчетов на период колебания.
4. Выполнить определение ошибок дискретизации индивидуально 
заданного колебания, представив его на одном периоде повторе-
ния в рабочем пространстве (РП) системы MATLAB 1024 отсчета-
ми. Назвать полученный массив отсчетов Sig. Использовать так-
же два варианта представления сигнала по дискретным отсчетам: 
по теореме Котельникова (идеальный вариант восстановления) 
и дискретному ряду Фурье (практический вариант восстановле-
ния). Заполнить таблицу, в которой привести среднеквадратиче-
ские значения относительных ошибок.
Относительные ошибки дискретизации индивидуального колебания
Варианты Число отсчетов 128 64 32 16 8 4 2
По Котельникову
По Фурье
 Построить по таблице совмещенный график зависимостей оши-
бок дискретизации от числа отсчетов на период колебания.
 5. Выполнить определение ошибок квантования гармонического ко-
лебания при различных значениях количества отсчетов и уровней 
квантования. Задать здесь и далее тип округления round и тип пе-
реполнения saturate. Заполнить таблицу, в которой привести сред-
неквадратические значения относительных ошибок.
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Относительные ошибки квантования гармонического колебания
Число 
уровней
Число отсчетов
128 64 32 16 8 4 2
2^7
2^6
 2^5
2^4
 2^3
2^2
 2^1
 Провести сравнительный анализ полученной таблицы с первой 
(п. 1) для определения наилучшего сочетания числа отсчетов и чис-
ла уровней, обеспечивающих приемлемые относительные ошиб-
ки дискретизации и квантования гармонического колебания.
 6. Выполнить определение ошибок квантования прямоугольной по-
следовательности при заданных значениях числа отсчетов и уров-
ней квантования. Заполнить таблицу, представленную ниже.
 Провести сравнительный анализ полученной таблицы со второй 
(п. 2) для определения наилучшего сочетания числа отсчетов и чис-
ла уровней, обеспечивающих приемлемые относительные ошиб-
ки дискретизации и квантования прямоугольной последователь-
ности.
Относительные ошибки квантования прямоугольного колебания
Число 
уровней
Число отсчетов
128 64 32 16 8 4 2
2^7
2^6
2^5
2^4
2^3
2^2
2^1
7. Выполнить определение ошибок квантования треугольной после-
довательности при заданных значениях числа отсчетов и уровней 
квантования. Заполнить таблицу.
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Относительные ошибки квантования треугольного колебания
Число 
уровней
Число отсчетов
128 64 32 16 8 4 2
2^7
2^6
2^5
2^4
2^3
2^2
2^1
 Провести сравнительный анализ полученной таблицы с третьей 
(п. 3) для определения наилучшего сочетания числа отсчетов и чис-
ла уровней, обеспечивающих приемлемые относительные ошибки 
дискретизации и квантования треугольной последовательности.
8. Выполнить определение ошибок квантования индивидуального 
колебания при различных значениях количества отсчетов и уров-
ней квантования. Заполнить таблицу, в которой привести средне-
квадратические значения относительных ошибок.
 Провести сравнительный анализ полученной таблицы с четвертой 
(п. 4) для определения наилучшего сочетания числа отсчетов и чис-
ла уровней, обеспечивающих приемлемые относительные ошибки 
дискретизации и квантования индивидуального колебания.
Относительные ошибки квантования индивидуального колебания
Число 
уровней
Число отсчетов
128 64 32 16 8 4 2
2^7
2^6
2^5
2^4
2^3
2^2
2^1
9. Задать число отсчетов 16 и число уровней квантования 8. Выпол-
нить определение ошибок квантования индивидуального колеба-
ния при различных типах округления и переполнения. Заполнить 
таблицу, в которой привести среднеквадратические значения от-
носительных ошибок. Увеличить число уровней до 16 и выполнить 
те же измерения. 
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Относительные ошибки квантования индивидуального процесса
Тип 
округления
СКО при K = 8 СКО при K = 16
wrap saturate wrap saturate
ceil
fi x
fl oor
round
 Выбрать среди двух групп (K = 8 и K = 16) наиболее представитель-
ные временные зависимости квантованных колебаний для демон-
страции влияния типа округления и включить их в отчет по работе. 
2.6. Содержание отчета
1. Сформулировать цель лабораторной работы.
2. Привести основные аналитические соотношения для получе-
ния ошибок дискретизации непрерывного непериодического 
и периодического колебаний.
3. Привести основные аналитические соотношения для получе-
ния ошибок квантования при различных свойствах квантова-
теля при округлении и переполнении.
4. Привести результаты выполнения домашнего задания (табли-
цы и пояснения к ним).
5. Привести полученные в модельном эксперименте таблицы 
и построенные по ним графики зависимостей относительных 
СКО дискретизации и квантования. Выполнить и записать ре-
зультаты сравнительного анализа СКО. 
6. Привести результаты анализа влияния типа округления 
на ошибки дискретизации на примере индивидуального коле-
бания.
7. Определить число дискретов и уровней квантования для оциф-
ровки каждого из четырех колебаний, обеспечивающих прием-
лемые суммарные относительные ошибки (не превышающие 
1—5 %). Привести графические копии результатов дискретно-
го квантованного представления всех четырех колебаний (об-
разец на рис. 2.12). Все графики сопроводить подрисуночны-
ми подписями.
8. Сформулировать выводы по результатам работы. 
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 Необходимо отметить основные конкретные результаты, полу-
ченные в пп.1, 2, 3 и 4 лабораторного задания (первый вывод), 
в пп. 5, 6, 7 и 8 лабораторного задания (второй вывод), а также 
итоговые выводы по выбору основных параметров дискрети-
зации и квантования.
Рис. 2.12. Типовые характеристики треугольного импульса
Контрольные вопросы
1. Дать определение теоремы Котельникова и предложить проце-
дуру ее применения для дискретизации прямоугольного коле-
бания длительностью 1 мс.
2. Как определить ошибки дискретизации непрерывного непери-
одического процесса? В чем заключается отличие их определе-
ния для непрерывного периодического процесса? 
3. Что такое явление Гиббса и каким образом оно проявляется 
при дискретизации непрерывных процессов? 
4. Что такое базовый элемент матрицы дискретного преобразо-
вания Фурье? От каких параметров процесса он зависит?
5. Опишите структуру матрицы дискретного преобразования Фу-
рье. Какие свойства структуры дают возможность получить ал-
горитм быстрого преобразования Фурье? 
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6. Какими свойствами обладает матрица дискретного преобра-
зования Фурье? Как они используются в реальных численных 
преобразованиях?  
7. Почему при обратном преобразовании Фурье от дискретного 
спектра сигнала получается набор отсчетов, точно равный ис-
ходному набору отсчетов, по которому был вычислен дискрет-
ный спектр? 
8. Укажите сходства и различия в спектрах непрерывного непери-
одического, непрерывного периодического и дискретного сиг-
налов. 
9. Каким образом зависят статистические характеристики ошиб-
ки квантования от параметров квантователя?
10. Что такое динамический диапазон квантователя и каким обра-
зом он находится для используемых в радиотехнической прак-
тике АЦП? 
11. Назовите основные параметры АЦП и приведите их числовые 
значения для популярных типов АЦП.
12. Определите различия требований к квантователю при кванто-
вании гармонического колебания частотой 1 МГц, одиночного 
прямоугольного импульса длительностью 1 мкс и одиночного 
симметричного треугольного импульса той же длительности. 
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Ц ель работы: Ознакомление с алгоритмами генерации на ком-пьютере псевдослучайных чисел и методами формирования на их основе числовых последовательностей с заданными ве-
роятностными и корреляционными свойствами.
Работа состоит из четырех частей: домашнего задания, коллоквиу-
ма, расчетно-экспериментальной части и оформления полученных 
результатов в виде отчета. При подготовке домашнего задания сле-
дует использовать сведения, приведенные в п. 3.1 и работах [3, 4, 5].
3.1. Применение случайных чисел в алгоритмах 
статистического моделирования
3.1.1. Определение объема выборки
Основным методом получения результатов с помощью имитацион-
ных моделей является метод статистического моделирования на ЭВМ. 
Число положительных исходов в статистическом эксперименте объе-
ма N обозначим n. Тогда отношение fn = n/N называется относитель-
ной частотой выполнения заданного условия. При больших значениях 
N частоты fn в различных экспериментах приблизительно одинако-
вы. Существует некоторое значение p, называемое вероятностью за-
данного события, около которого группируются указанные частоты. 
В пределе при N → ∞ p = lim n/N, поэтому fn называют эмпирической 
оценкой вероятности p.
Схема испытания Бернулли — статистический эксперимент, в каж-
дом испытании которого наблюдается либо 1 (положительный ис-
ход), либо 0 (отрицательный исход) с вероятностями соответствен-
но p и q p= -1 .
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Методы Монте-Карло. Такими методами называются численные 
методы решения математических задач при помощи моделирования 
случайных величин и статистической оценки их характеристик. 
Если задать некоторую область допустимых погрешностей X d± , 
которая называется доверительным интервалом, то вероятность Pd по-
лучения оценки, не выходящей за пределы этой области, может быть 
сделана как угодно близкой к единице при достаточно большом уве-
личении объема выборки N. Очевидно,
 P f x dxd
X d
X d
=
-
+
т ( ) , (3.1)
где f (x) f x( ) — плотность распределения; d — квантили распределе-
ния для доверительной вероятности Pd. Таким образом, важнейший 
прием построения методов Монте-Карло есть сведение задачи к вы-
числению выборочных средних. Для этого необходимо решить сле-
дующие практические вопросы:
1) выбрать, исходя из предварительных сведений о задаче, наибо-
лее удобный вид распределения случайной величины X;
2) уметь находить выборочные значения x1, x2, ... случайной величи-
ны X;
3) правильно определить необходимый объем выборки N.
Ответ на первый вопрос находится в результате анализа поста-
новки задачи, исходя из имеющихся возможностей моделирования 
случайных величин и опыта работы с вероятностными моделями. 
Во многом этот ответ носит творческий характер и является след-
ствием компромиссов. В подавляющем большинстве вероятност-
ные модели базируются на двух случайных величинах: R(0,1) — рав-
номерно распределенной на интервале [0,1] и N(0,1) — нормально 
распределенной с нулевым математическим ожиданием и единич-
ной дисперсией.
Наиболее легко получить ответ на третий вопрос в схеме испыта-
ний Бернулли [5]. В этом случае оценка p^ математического ожида-
ния подчиняется биномиальному распределению, имеющему сле-
дующие характеристики: математическое ожидание p и дисперсию 
s2 1= -p p N( ) /  при объеме выборки N. Вероятность отклонения ^p от 
его математического ожидания подчиняется неравенству Чебышева:
 Pr{| p^ – p| > d} < 
s2
2d
. (3.2)
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Слева стоит вероятность выхода оценки за пределы доверитель-
ного интервала d. Она равна Q Pd d= -1 , где Pd — доверительная ве-
роятность. Объем выборки N должен удовлетворять, таким образом, 
соотношению
 N p p
d Qd
>
-( )1
2
. (3.3)
Выражение (3.3) нельзя использовать для вычисления N, так как 
p здесь является искомой (неизвестной) величиной. Поскольку мак-
симальное значение числителя достигается при p = 0,5, то для опре-
деления N можно записать усиленное неравенство, более грубое, но 
пригодное для оценок:
 N
d Q P dd d
> =
-
0 25 1
4 12 2
,
( )
. (3.4)
Анализ этого выражения показывает, что методы Монте-Карло 
не годятся для получения решений с высокой точностью. Например, 
для вычисления выборочного среднего с точностью трех верных зна-
ков (d = ±0,001) и доверительной вероятностью Pd = 0,99 необходи-
мо выполнить
 N e> Ч Ч - =0 25 0 001 0 001 1 0 99 25 6, / ( , , ( , ) ,
т. е. 25 миллионов испытаний. Такой объем выборки даже при ре-
шении простых задач трудно выполнить на современных ЭВМ. На-
пример, при реализации каждого из 25 миллионов испытаний за 1 мс 
на весь эксперимент (определение одного числа, т. е. выборочного 
среднего) необходимо затратить около 8 часов чистого машинного 
времени. Однако в большинстве практических расчетов такие точ-
ности не требуются и применение методов Монте-Карло не вызыва-
ет серьезных вычислительных трудностей.
При большом числе испытаний (N>100) распределение f (p) эмпи-
рической оценки вероятности p близко к нормальному распределе-
нию. Поэтому для вычисления значений N можно использовать уточ-
ненное расчетное соотношение
 N t dp= 0 25
2 2, / , (3.5)
где tp  — квантиль нормального распределения, соответствующий до-
верительной вероятности Pd  и определяемый по функции Лапласа [5]
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 tp dP= +
-F 1 1 2[( ) / ] . (3.6)
Поскольку tp dQ
2 1< / , то избыточность объема выборки умень-
шается. Например, при Pd = 0 68,  квантиль tp =1 , поэтому число ис-
пытаний по уточненной формуле (3.5) примерно в три раза (1/0,32) 
меньше, чем по грубой формуле (3.4). Избыточность в значении N, 
вызванная заменой выражения p p( )1-  его максимальным значени-
ем 0,25, рекомендуется уменьшить, проводя серию из M эксперимен-
тов по N1  испытаний ( N N M1 = / ). После каждой очередной m-й се-
рии проверяется условие
 
d
t m
m a a
mm p
k Nm
2
1
2
2 2
1
1
1-
<
-
=
-
-
е
,
/ ( )
,
s
 (3.7)
где a n Nk k= / 1  — относительная частота «успехов» в k-й серии; 
a
m
aNm k
k
m
=
=
е1
1
 — то же во всех m сериях; tm p-1,  — квантиль распреде-
ления Стьюдента с m степенями свободы [5] (табл. 3.1). Он находит-
ся с учетом двустороннего доверительного интервала. Если условие 
(3.7) не выполняется, то проводится очередная серия из N1 испыта-
ний. В противном случае объем выборки считается достаточным, а ве-
личина aNm  — удовлетворительной оценкой вероятности p.
Таблица 3.1
Квантили распределения Стьюдента при Pd = 0,9
m 2 3 4 5 6 7 8 9 10 12 14
tm–1 2,92 2,35 2,13 2,02  1,94  1,89 1,86 1,83  1,81  1,78  1,76
Пример 3.1. Вычислим методом Монте-Карло оценку некоторой 
вероятности p с доверительным интервалом d = ±0 01,  и доверитель-
ной вероятностью Pd = 0 9, . Принимая, что оценка распределена по нор-
мальному закону (тогда t p =1 645, ), определим грубо объем выборки 
N > Ч Ч Ч =0 25 1 645 1 645 0 01 0 01 6806, , , / ( , , ) . Расчет проводится сериями 
по 500 испытаний. Тогда количество серий не превышает 14. После вы-
полнения расчетов по двум сериям испытаний выборочная дисперсия 
должна быть меньше d t e2 1
2 0 01 2 92 1 2 52 2/ , / , ,= = - . При невыполнении 
этого условия вычисления продолжаются. Согласно табл. 3.2 процесс мо-
жет быть закончен на десятом шаге, когда оценка выборочной дисперсии 
s2 1/ ( )m -  становится меньше оценки d tm p
2
1
2/ ,- , вычисленной для задан-
ного доверительного интервала.
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Часто оценку математического ожидания необходимо получить 
на интервале, отличном от единичного, или тогда, когда случайная 
величина принимает не два, а множество значений. В этих случаях 
дисперсия оценки может быть любой конечной величиной, поэтому 
пользоваться приведенной выше формулой для оценки объема вы-
борки нельзя. 
Таблица 3.2 
Расчет оценок дисперсии
m σ2/(m–1) d 2/t 2m–1,p
2
3
4
5
6
7
8
9
10
1,7926e-003
8,9017e-004
3,1988e-004
1,6305e-004
9,9722e-005
6,6798e-005
4,7740e-005
3,5606e-005
2,7921e-005
1,1728e-005
1,8108e-005
2,2041e-005
2,4507e-005
2,6570e-005
2,7995e-005
2,8905e-005
2,9861e-005
3,0524e-005
Однако величину дисперсии нетрудно оценить эмпирически, 
в ходе расчетов. Для этого достаточно одновременно с вычислением 
суммы случайных величин xе  накапливать также сумму их квадра-
тов x 2е . При больших N (более 100) выборочная дисперсия опре-
деляется по формуле
 s2 2
2
2
21
1
1
=
-
- й
лк
щ
ыъ
= -е еN x N x x x
  .  (3.8)
Это соотношение можно использовать в качестве критерия окон-
чания процесса вычислений при подстановке σ2 из выражения (3.8) 
вместо константы 0,25.
3.2. Датчики псевдослучайных чисел
3.2.1. Получение равномерно распределенных случайных чисел
При формировании случайных параметров используют случайные 
числа с различными законами распределения. В курсе теории веро-
ятностей показывается, что двух видов случайных величин — равно-
мерно R(0,1) и нормально N(0,1) распределенных — достаточно для 
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получения из них случайных величин большинства распределений, 
встречающихся в практике моделирования. Более того, от двух рав-
номерно распределенных случайных величин можно по аналитиче-
ским выражениям перейти к двум нормальным. Поэтому в качестве 
исходной обычно выбирают непрерывную случайную величину r, 
равномерно распределенную на интервале (0,1). Ее математическое 
ожидание Mr = 0,5, дисперсия Dr = 1/12, плотность f xr ( ) =1  и функ-
ция распределения F x xr ( ) =  при x, принадлежащем интервалу (0,1).
Представим некоторое случайное число в виде бесконечной де-
сятичной дроби 
 r n n ni= ј ј0 1 2, ,   (3.9)
где десятичные цифры, обозначаемые n n ni1 2 ј ј, очевидно, также 
случайны. Доказано [6], что если эти цифры независимы друг от друга 
и могут принимать с одинаковой вероятностью 1/10 одно из 10 значений 
{0, 1, 2, ... 9}, то число r равномерно распределено на интервале (0,1). Вер-
но также обратное утверждение. Эта теорема справедлива для любой 
формы представления числа, не обязательно десятичной. Наиболь-
ший интерес имеет двоичная форма, когда цифры ni могут принимать 
только два значения 0 и 1 с равной вероятностью p p( ) ( ) , .0 1 0 5= =  
Следовательно, если на машине организовать простую схему незави-
симых испытаний Бернулли с вероятностью «успеха» (обозначаемо-
го теперь как 1), равного 0,5, то при бесконечно большом объеме вы-
борки и представлении результатов испытаний в форме 0 1 2,n n ni   
можно получить равномерно распределенное случайное число r. По-
скольку в вычислениях всегда используют числа с конечным количе-
ством знаков, то схема Бернулли должна прерываться на некотором 
k-м испытании. Тогда случайное число будет представлять собой ко-
нечную двоичную дробь. Отметим, что никакого округления здесь 
не производится, а все двоичные цифры ni статистически однород-
ны. В реальных ЭВМ величина k определяется количеством разря-
дов, отводимых на мантиссу (от 22 до 48).
Метод псевдослучайных чисел — наиболее распространенный метод 
получения случайных чисел на ЭВМ. Суть его состоит в том, что ма-
шина по заранее заданному алгоритму определяет случайное число. 
При M разрядах мантиссы в ЭВМ может быть сформировано ровно 2M 
чисел (в частности, при M = 20 количество их превышает миллион). 
Поэтому основным требованием к алгоритму является «отсутствие» 
детерминированности, полная независимость в процессе выбора оче-
редного числа среди 2M чисел. Противоречие между этим требованием 
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и абсолютной детерминированностью любого вычислительного про-
цесса, выполняемого ЭВМ, снимается с помощью специальных ал-
горитмов, проверенных поколениями программистов.
Большинство таких алгоритмов представляют собой рекуррентные 
формулы первого порядка
 r A ri i+ =1 ( ) , (3.10) 
где начальное значение r0 должно быть задано. Для получения «хоро-
шей» последовательности r r ri1 2    псевдослучайных чисел необ-
ходимо, чтобы функция y A x= ( )  имела график, плотно заполняю-
щий единичный квадрат. Наиболее часто такую функцию выбирают 
в виде взятия дробной части от произведения большого числа M и ар-
гумента L:
 r Mr Mr L L Mr Li i i i+ = - Ч =1 entier( / ) ( )mod , (3.11)
где entier( )Ч  — функция взятия целой части. Если число M достаточ-
но велико (более нескольких тысяч), то пары соседних чисел (r1, r2), 
(r3, r4),... дают координаты точек, практически равномерно распре-
деленных в единичном квадрате. Вследствие неоднозначности связи 
между аргументом и функцией эти точки выпадают почти независимо 
друг от друга, поэтому рекуррентное соотношение можно использо-
вать для получения псевдослучайных чисел. При этом цифры двоич-
ной дроби образуют почти случайную последовательность испыта-
ний Бернулли.
Важнейшими характеристиками алгоритмов такого вида являют-
ся длина отрезка апериодичности P и длина периода T. Первая пред-
ставляет собой количество псевдослучайных чисел от начала после-
довательности до первого числа, которое совпадает с каким-либо 
из предыдущих. Далее оно повторяется с периодом T, следовательно, 
последовательность после P-го числа становится периодической. От-
резок апериодичности состоит из различных чисел, его средняя длина 
может быть оценена по формуле P N= p / 2 , где в качестве N выби-
рается количество возможных значений функции A(x) в конкретной 
ЭВМ. В частности, при длине мантиссы в M разрядов N = 2M. В стати-
стических расчетах необходимо использовать не более чем P чисел по-
следовательности. Заметим, что такая оценка длины апериодичности 
очень «осторожна», на самом деле величина P значительно больше.
Наибольшее распространение получил алгоритм, предложенный 
Д. Лемером [6, 7]. Он называется методом сравнений, его формула 
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соответствует вышеприведенной формуле (3.11) с точностью до по-
стоянного множителя. Этот множитель введен для того, чтобы вы-
полнять все промежуточные вычисления с целыми числами и толь-
ко окончательный результат приводить к интервалу (0,1). Очевидно, 
таким множителем может быть любое число, кратное 2M.
Пример 3.2. Рассмотрим алгоритм формирования равномерно рас-
пределенных псевдослучайных чисел на БЭСМ-6 (язык программирова-
ния Фортран) и его интерпретацию в виде m-файла системы MATLAB. 
Выборочные гистограммы полученных 1000 и 10000 псевдослучайных чи-
сел приведены на рис. 3.1.
FUNCTION RANDOM(I)
I1 = I*3125
I0 = I1/67108864
I = I — I0*67108864
RANDOM = I/67108864
RETURN
0
Гистограмма равномерного распределения при N = 1000
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
20
40
60
80
100
120
0
function [R,I]=Random(I)
I = I*3125;
I0 = fl oor(I/67108864);
I = I — I0*67108864;
R = I/67108864;
return
0
Гистограмма равномерного распределения при N = 10 000
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
200
400
600
800
1000
1200
0
Рис. 3.1. Гистограммы реализаций равномерного распределения
 (N=1000 и N=10 000)
Здесь вычисления проводятся по формуле Ii+1 = (Ii*M) mod L, где все 
переменные целые: M = 3125 = 55, L = 67108864 = 226. Перед первым об-
ращением к функции ее аргументу — целой переменной I — присваива-
ется любое нечетное число в диапазоне от 1 до 67 108 863. На получение 
одного псевдослучайного числа затрачивается два умножения и одно де-
ление целых чисел, одно деление целого числа на вещественное число.
Средняя длина апериодичности при N = L равна пример-
но 10000. В случае, когда выбраны M = 5(2k+1), k = 0,1,2,...; L = 2m, 
m > 2, длина отрезка апериодичности может быть определена по точ-
ной формуле P = 2(2m-2) = L/4. Поскольку здесь M = 55 (k = 2), L = 226 
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(m = 26), то P = 16 777 216 = 224. Конечно, в абсолютном большин-
стве случаев статистического моделирования такой отрезок аперио-
дичности псевдослучайной последовательности вполне достаточен.
Пример 3.3. Датчик равномерно распределенных псевдослучайных 
чисел, входящий в библиотеку стандартных подпрограмм IBM PС, имеет 
тот же алгоритм, что в  примере 3.2, но в нем применены другие констан-
ты: M = 513 = 1 220 703 125; L = 231 = 2 147 483 648. Число m = 31 выбрано 
здесь потому, что на целое число в стандартной форме отводится 31 дво-
ичный разряд, следовательно, при формировании псевдослучайной по-
следовательности используется вся длина регистра АУ, включая его млад-
шие разряды. В этом случае увеличивается длина отрезка апериодичности, 
но несколько замедляется работа датчика. Как и в предыдущем примере, 
в качестве начального значения рекуррентного процесса выбирается лю-
бое нечетное число в диапазоне от 1 до 231-1.
3.2.2. Получение нормально распределенных случайных чисел
Моделирование нормально распределенных параметров радио-
компонентов также осуществляется с помощью датчиков равномер-
но распределенных псевдослучайных чисел (РРЧ). Существуют много 
методов перехода от датчиков РРЧ к датчикам нормально распреде-
ленных чисел (НРЧ), однако в широкой вычислительной практике 
нашли применение только два.
Метод конечной суммы (суперпозиции). Пусть имеется n независи-
мых равномерно распределенных величин ri. Если образовать из них 
сумму
 s n n ri
i
n
( ) / ( ),= -
=
е3 2 1
1
 (3.12)
то, согласно центральной предельной теореме, при n®Ґ  распреде-
ление случайной величины s n( )  стремится к нормальному с нулевым 
математическим ожиданием и единичной дисперсией:
 s n N f x xn( ) ( , ) ( ) exp( / ) /®Ґѕ ®ѕѕ = -0 1 2 2
2 p . (3.13)
Асимптотика устанавливается весьма быстро (рис. 3.2): уже при 
n = 6 отличия от распределения N(0,1) заметны только при больших 
значениях аргумента (s>2). На практике обычно выбирают n=12, 
что, помимо увеличения точности моделирования, позволяет уве-
личить его скорость (нормирующие множители в этом случае равны
 единице):
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 s n r ni
i
( ) , , ,= - =
=
е 6 1 2
1
12
 . (3.14)
N=6
N=5
N=4
N=3
N=2
N=1
1
2
34
5
6
–3
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0
–2 –1 0 1 2 3
Рис. 3.2. Функции плотностей вероятности нормированных сумм
( N =1 2 3 6, , , , ) равномерно распределенных чисел
Метод аналитических преобразований. Пусть r1 и r2 — два незави-
симых РРЧ. Тогда два случайных числа, представляющих аналити-
ческие однозначные функции от r1 и r2, можно интерпретировать как 
полярные координаты r = - ln( )r1 , j p= 2 2r  некоторой точки, случай-
ным образом распределенной на всей плоскости. Случайные величи-
ны ρ и φ, очевидно, взаимно независимы, при этом радиус-вектор ρ 
распределен по экспоненциальному закону, а его угол φ есть РРЧ 
на интервале (0, 2π). Совместное распределение w( , )r j  есть произ-
ведение распределений w( )r  и w( )j , равное exp( ) / ( )-r p2 . В то же 
время декартовы координаты случайных точек также взаимно незави-
симы. Они распределены по нормальному закону N(0,1), их совмест-
ное распределение будет иметь вид
 w x y w x w y x y c c( , ) ( ) ( ) exp(( ) / ) / exp( ) /= Ч = - - = -2 2 22 r , (3.15)
где c = 2p . Таким образом, проведя указанные выше аналитические 
преобразования над двумя РРЧ и перейдя к декартовым координа-
там, можно получить сразу два независимых НРЧ:
 s r r s r r1 1 2 2 1 22 2 2 2= - = -ln( ) cos( ), ln( ) sin( ).p p  (3.16)
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Заметим, что количество точек, попавших в кольцо (ρ,r r+d ), рас-
пределено по закону Релея.
Достоинством датчика НРЧ, работающего по формулам (3.16), 
является отсутствие методических ошибок моделирования нормаль-
ного распределения и одновременная генерация двух независимых 
НРЧ, что бывает удобно при имитации комплексных нормально рас-
пределенных величин. Несмотря на то, что вычисления проводятся 
по четырем сложным функциям, все же на большинстве ЭВМ такой 
датчик работает на 25–40 % быстрее, чем датчик, реализующий фор-
мулу суммирования.
3.2.3. Получение случайных чисел с произвольным распределением
Для моделирования случайных величин, имеющих произволь-
ный закон распределения, часто используется метод обратных функ-
ций. Этот метод моделирования непрерывной случайной величины 
основан на том свойстве, что все 
распределения, включая и равно-
мерное, имеют неубывающую ин-
тегральную функцию распределе-
ния (ФРВ) F(x), изменяющуюся 
в пределах от 0 до 1 (рис. 3.3). 
Если сопоставить элементар-
ному приращению вероятностей 
dP двух распределений — равно-
мерному Fr(x) и моделируемо-
му Fy(x) — соответствующие при-
ращения интервалов изменения 
этих распределений, то получим известное аналитическое уравнение 
связи двух случайных величин — равномерной r и моделируемой y: 
 d Fr(x) = d Fy(x) → 1·dr = d Fy(x) → r = F(y). (3.17)
Обращая последнее уравнение, находим уравнение метода обрат-
ной функции для моделирования произвольной непрерывной случай-
ной величины 
 y = F -1(r ). (3.18)
Метод обратной функции очень хорошо подходит для экспонен-
циального распределения с ФРВ F(y) = 1 – exp(–y/a), y > 0, так как 
обратной функцией для экспоненты является логарифм: 
 y = — a ln(1 — r ). (3.19)
Рис. 3.3. К определению метода 
обратной функции 
1
10
dP
dr dFy(x)
Fy(x)Fr(x)
Fr(x) = 1· dr
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Пример 3.4. Составим формулу для моделирования экспоненциаль-
ной случайной величины e, имеющей распределение с функцией плотно-
сти вероятности fm(y) = c · exp(–c(y – y0)). Так как соответствующая инте-
гральная функция распределения равна Fm(y) = 1 – exp(–c(y – y0)), y>y0, 
то необходимо решить относительно y уравнение 1 – exp(–c(y–y0)) = x. 
Явные выражения для расчета величины e будут иметь вид:
e = y0 – ln(1 – r)/c  или  e = y0 – ln( r )/c.
Здесь оба выражения справедливы, так как случайные величины r 
и 1 — r распределены по одинаковому — равномерному — закону. При 
y0 = 0 экспоненциально распределенная величина генерируется просто 
как натуральный логарифм от РРЧ со сменой знака.
Существует много других методов перехода от равномерного рас-
пределения к распределениям того или иного вида. При этом исполь-
зуются специальные свойства связей распределений. Например, через 
переход от равномерного к бета-распределению можно генерировать 
случайные числа из очень большого класса распределений [5].
3.3. Применение случайных чисел в алгоритмах 
статистического моделирования
Приведенные выше датчики выдержали проверку на «случайность» 
различными статистическими тестами и широко используются при 
реализации на ЭВМ методов статистического моделирования. Рас-
смотрим два часто используемых теста: первый — на проверку рав-
номерности распределения R(0,1), второй — на проверку независи-
мости псевдослучайных чисел.
3.3.1. Проверка принадлежности чисел распределения R(0,1)
Первый тест по определению принадлежности значений ri равно-
мерному распределению R(0,1) основан на критерии «хи-квадрат». 
Интервал [0, 1] делится на k подынтервалов одинаковой длины, гене-
рируются случайные величины r r rn1 2, , . . ., . Как правило, значение n 
должно равняться, по меньшей мере, 100, а величина n/k должна со-
ставлять хотя бы 5. Предположим, что j — номер подынтервала, а nj — 
число значений ri, попадающих в j-й подынтервал. Тогда 
 c2 2
1
= -
=
еkn n
n
kjj
k
( ) . (3.20)
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Для больших значений n величина c2  будет иметь близкое к «хи-
квадрат» распределение с k–1 степенями свободы по нулевой гипоте-
зе, согласно которой ri — независимые и равномерно распределенные 
случайные величины с распределением R(0,1). Эта гипотеза отверга-
ется на уровне доверительной вероятности 1-a , если
 c c a2 2 1 1> - -k , , (3.21)
где c a2 1 1k - -,  — верхний критический уровень доверительной вероят-
ности 1-a  распределения «хи-квадрат» с k–1 степенями свободы.
Пример 3.5. Применим проверку равномерности распределения 
по критерию «хи-квадрат» к мультипликативному линейному конгруэнтно-
му генератору (ЛКГ) с простым модулем R Ri i+ = -1 1630 360 016  (mod 2  )
31  
с начальным значением 1 973 272 912. Выбираем n = =2 3276815  
и k = =2 409612  в предположении, что на равномерность распределения 
проверяются наиболее значимые старшие 12 бит значений ri. В резуль-
тате вычислений по формуле (1.21) получили величину c2 4141 0= , . Ис-
пользуя команду системы MATLAB d = chi2inv(0.9,4095), установим, 
что c24095 0 9 4211 4; , ,= =d , следовательно, нулевая гипотеза о равномерно-
сти распределения не опровергается на уровне доверительной вероятно-
сти a  = 0 10, .
3.3.2. Проверка некоррелированности чисел распределения R(0,1)
Следующий тест позволяет определить, показывают ли сгенериро-
ванные «случайные» числа ri заметную корреляцию. При этом просто 
вычисляется оценка корреляции в интервалах j l=1,  для некоторого 
значения l. Коэффициент корреляция в интервале j последовательно-
сти x x1 2, , . . .  случайных величин определяется как [1, 7]
     r = = = -+ + +C C C x x E x x E x E xj j i i j i i j i i j/ , ( , ) ( ) ( ) ( )0 Cov . (3.22)
Величина Cj представляет собой ковариацию между элементами 
последовательности, разделенными интервалом j. Допустим также, 
что процесс является ковариационно-стационарным. При принятой 
гипотезе о том, что ri является равномерно распределенной величи-
ной в интервале [0, 1], математическое ожидание E ri( ) /=1 2 ,  диспер-
сия Var( ) /ri =1 12 , а значит, взаимная ковариация C E r rj i i j= -+( ) /1 4  
и собственная ковариация C0 1 12= / . В данном случае значение 
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r = -+12 3E r ri i j( ) . Следовательно, по набору сгенерированных зна-
чений r r rn1 2, , . . ., можно получить оценку r j  с помощью оценки 
E r ri i j( )+
 r j kj k j
k
h
h
R R=
+
-+ + +
=
е121 31 1 10 ( ) , (3.23)
где h n j= - -entier(( )1 1) / . Если допустить, что величины ri являют-
ся независимыми, окажется [7], что
 Var( )
( )
r j
h
h
=
+
+
13 7
1 2
.  (3.24)
По нулевой гипотезе r j = 0  и, предполагая, что величина n име-
ет большое значение, можно показать, что статистический критерий 
Aj j j= r r
 / ( )Var  имеет приближенное стандартное нормальное рас-
пределение N(0,1). 
Таким образом может быть получена проверка корреляции j-го ин-
тервала на уровне α: отвергается данная гипотеза, если A Zj > -1 2a/ . 
Проверка должна быть выполнена для нескольких значений j, по-
скольку может случиться, что, например, в интервалах 1 или 2 нет 
ощутимой корреляции, но существует зависимость между значения-
ми ri в интервале 3 из-за некоторой аномалии генератора.
Пример 3.6. Проверялся датчик РРЧ системы MATLAB на наличие 
корреляции соответственно в интервалах 1–6 при n = 5000. Значения A1, 
А2, ..., А6 составили соответственно 1,0578; 0,7023; –0,6724; 0,5977; 0,3920; 
и  –0,7397. Ни одно из них существенно не отличается от 0 в сравнении 
с распределением N(0,1) на уровне a = 0 1,  ( Z1 2 1 6449- =a/ , ). Следователь-
но, среди первых 5000 значений в этом датчике не проявляется автокор-
реляция в указанных интервалах.
3.4. Домашнее задание
1. Ознакомиться с алгоритмами генерации равномерно распре-
деленных чисел, приведенных в п. 2.1.
2. Составить m-файл, в котором реализована рекуррентная после-
довательность вычисления очередного равномерно распреде-
ленного числа R1:
R1 = Lemer(R0,M,L),
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 где M — нечетное число (простая степень 3 или 5); L — четное 
число (степень 2), L >> M.
3. Составить m-файл, в котором выходной параметр представля-
ет собой вектор или матрицу равномерно распределенных чи-
сел (в зависимости от количества и значений формальных па-
раметров):
 R = RandomN(N1,N2),
 где N1 — количество строк массива R;
 N2 — количество столбцов массива R.
4. Составить m-файл, в котором по R — вектору или матрице рав-
номерно распределенных чисел вычисляется соответственно 
вектор или матрица экспоненциально распределенных чисел:
 E = ExponN(R).
5. Составить m-файл, в котором по двум массивам равномерно 
распределенных чисел (векторы или матрицы) R1 и R2 вычис-
ляются соответственно два массива (векторы или матрицы) N1 
и N2 нормально распределенных чисел:
 [N1,N2] = GaussN(R1,R2).
6. Продумать алгоритм определения числа апериодичности дат-
чика равномерно распределенных чисел.
7. Выбрать тип и параметры цифрового фильтра с конечной им-
пульсной характеристикой для формирования коррелирован-
ных временных последовательностей.
3.5. Лабораторное задание
1. Создать m-файл генерации равномерно распределенного чис-
ла Lemer(R0,M,L) и проверить его работу в рабочем окне 
MATLAB.
2. На основе функции Lemer определить число апериодичности 
для двух-трех значений L и M. Найти значения параметров L и M, 
при которых длина апериодичности максимальна.
 Описать параметры R0, L, M как глобальные (ввести строку 
 global R0 L M; и в рабочее окно, и в m-файл) и создать функ-
цию RandomN(N1,N2). Получить матрицу равномерно распреде-
ленных чисел Rm(1:25, 1:25) (т. е. матрицу размером 25 на 25) 
и извлечь из нее вектор Vr(1:100) (т. е. вектор-строку длиной 
100 элементов). Можно взять, например, из сформированной 
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матрицы Rm каждый шестой элемент (625/100 = 6,25), восполь-
зовавшись следующим набором команд:
 V = Rm(:) % Представляем матрицу в виде вектора-столбца
 for i = 1:100
 Vr(i) = V(6*(i-1)+1); % Выбираем каждый шестой 
 end
 Построить график зависимости Vr от номера элемента. Вос-
пользоваться функцией hist для построения гистограммы зна-
чений вектора Vr. 
3. Получить матрицу экспоненциально распределенных чисел 
Em(1:25, 1:25) и извлечь из нее вектор Ve(1:100). Построить 
график зависимости Ve от номера и гистограмму его значений.
4. Получить матрицу нормально распределенных чисел Nm(1:25, 
1:25) и извлечь из нее вектор Vn(1:100). Построить график за-
висимости Vn от номера и гистограмму его значений.
5. Определить корреляционные свойства сгенерированных по-
следовательностей — матриц Rm, Em, Nm — с помощью функций 
cov или xcorr. 
6. Представить в трехмерном виде полученные ковариационные 
матрицы Cr, Ce, Cn, используя функции mesh (линейчатый гра-
фик), surf (график с «заливкой»). Повернуть график с «залив-
кой» с помощью функции view(2) так, чтобы ковариационная 
матрица была представлена в виде элементов различного цве-
та. Убедиться в том, что диагональные элементы ковариацион-
ных матриц всегда положительны и больше, чем элементы со-
ответствующих строки и столбца.
7. Определить корреляционные свойства матрицы Nnm, сгенериро-
ванной с помощью встроенной функции генератора нормально 
распределенных чисел randn(25,25). Представить в трехмер-
ном виде матрицу Cnm. Сравнить ковариационные матрицы Cn 
и Cnm графически и по гистограммам.
8. Получить коэффициенты b цифрового НЧ-фильтра с КИХ, 
обратившись к функции fi r1(P,Ws) и выбрав порядок P филь-
тра в диапазоне от 50 до 150. Проверить правильность создания 
фильтра по графику его АЧХ.
 Для того чтобы построить АЧХ фильтра, воспользуйтесь набо-
ром команд:
 b = fi r1(P,Wс); % Находим коэффициенты цифрового фильтра
 % P(=50…150) — порядок фильтра
 % Wс (0.01…0.5) — нормированная частота среза 
 % Wс = отношению частоты среза к половине частоты 
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 % дискретизации (w/2wd,где wd — частота Найквиста)
 [H,w] = freqz(b); % Находим АЧХ цифрового фильтра
 % Полученная АЧХ вычислена в зависимости от
 % нормированной частоты. 
 plot(w,abs(H));  
 % H — отсчеты АЧХ фильтра, w — текущая частота.
 Пример графика АЧХ 
низкочастотного филь-
тра приведен на рис. 3.4.
9. Сгенерировать последо-
вательность Vr из 1000 
равномерно распреде-
ленных чисел и получить 
из нее коррелирован-
ную последовательность 
Vc с помощью функции 
fi lter(b,1,Vr). Постро-
ить совмещенные гра-
фики первых 150 отсче-
тов последовательностей 
Vr и Vc. На другом графике построить совмещенные гистограм-
мы этих последовательностей.
10. С помощью m-функции xcorr(V1,V2,’coeff’) вычислить 
авто- и взаимно корреляционные функции последовательно-
стей Vn и Vc. Построить совмещенные графики корреляцион-
ных коэффициентов. Объяснить их различие. 
3.6. Содержание отчета
1. Цель работы.
2. Описание использованных в лабораторной работе функций си-
стемы MATLAB: назначение, входные и выходные параметры, 
текст m-функции.
3. Длины апериодичности в зависимости от параметров L и M.
4. Графики и гистограммы, полученные в пунктах 3, 4 и 5 лабо-
раторного задания.
5. Результаты сравнения ковариационных матриц Cn и Cnm: уро-
вень и неравномерность диагональных элементов, относитель-
ный уровень и неравномерность «фона», структурные особен-
ности матриц.
Рис. 3.4. График АЧХ 
синтезированного фильтра
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6. Порядок создания формирующего цифрового фильтра, его АЧХ 
и вектор коэффициентов в виде таблицы и графика.
7. Совмещенные графики последовательностей Vn и Vc, их гисто-
грамм и графики корреляционных коэффициентов, получен-
ные в пунктах 10 и 11 лабораторного задания, и их объяснения.
8. Расчеты принадлежности полученных псевдослучайных чисел 
равномерному распределению, а также взаимной корреляции 
соседних отсчетов (по формулам (3.20) и (3.24)).
9. Выводы по работе, которые должны:
— содержать оценку адекватности заданного датчика РРЧ;
— наилучший по затратам метод формирования НРЧ;
— рекомендации по разработке формирующего фильтра НРЧ.
Контрольные вопросы
1. Какие требования предъявляются к датчикам псевдослучайных 
чисел?
2. Что такое базовый датчик псевдослучайных чисел?
3. Приведите формулы конгруэнтных процедур генерации псев-
дослучайных чисел.
4. Какие методы существуют для проверки (тестирования) каче-
ства генераторов псевдослучайных чисел? 
5. Каким образом число испытаний зависит от доверительной ве-
роятности и доверительного интервала?
6. Как получить случайные числа с таблично заданной функцией 
распределения?
7. Приведите формулы преобразования областей определения 
псевдослучайных чисел. Каким образом при этих преобразо-
ваниях меняются их вероятностные характеристики?
8. Какие m-функции в системе MATLAB служат генераторами 
псевдослучайных чисел?
9. Как получить из последовательности независимых псевдослу-
чайных чисел последовательность коррелированных чисел?
10. Записать равномерно распределенное случайное число, по-
лученное как результат 22 подбрасываний наиболее верткой 
однокопеечной монеты. Что считать за единицу — «герб» или 
«решку» — безразлично. Рекомендуется сравнить время гене-
рации такого числа с машинным вариантом (1 мкс на ПК).
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Ц ель работы: Ознакомление с методами формирования про-граммных моделей помеховых процессов в телекоммуникаци-онных каналах и практическими приемами их использования 
при создании образцов сосредоточенных радиопомех.
Работа состоит из четырех частей: домашнего задания, коллокви-
ума, расчетно-экспериментальной  части и оформления полученных 
результатов в виде отчета. При подготовке домашнего задания следу-
ет использовать сведения, приведенные ниже в п. 4.1. 
4.1. Теоретические сведения о математических моделях помех
Большое разнообразие присутствующих в радиоэфире электромаг-
нитных процессов, вызванных как естественными (атмосферные, кос-
мические явления), так и искусственными источниками (радиостан-
ции, промышленные и бытовые электроприборы, автомобили и т. п.), 
приводит к появлению в телекоммуникационных каналах радиопомех 
различных классов [8]. Полезный сигнал, принимаемый на фоне по-
добных радиопомех, подвергается всевозможным искажениям, име-
ющим аддитивный или мультипликативный характер. Для успешного 
противодействия радиопомехам должны использоваться специальные 
алгоритмы обработки принимаемой смеси полезного сигнала и поме-
ховых процессов, разработка которых возможна только при наличии 
их адекватных математических моделей.
Самостоятельной задачей математического моделирования радио-
помех является описание статистических характеристик электромаг-
нитного поля в конкретном месте в конкретный промежуток времени, 
представленных входными процессами измерительного приемника. 
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Состав и параметры математических моделей подобных радиопомех 
могут служить основой для создания банка данных электромагнит-
ной обстановки в заданном регионе.
На основе времячастотного описания примем следующую клас-
сификацию радиопомех (рис. 4.1):
1) стационарные случайные процессы с произвольными закона-
ми распределения мгновенных значений и корреляционными 
связями;
2) импульсные радиопомехи со стационарными распределениями 
параметров уровней и длительностей импульсов и пауз между 
ними;
3) узкополосные случайные процессы, представленные различны-
ми детерминированными и стационарными случайными сиг-
налами, модулирующими по амплитуде, частоте и фазе соот-
ветствующие несущие частоты.
f
1 2 3
t
1 2 3
                                      а                                                                      б
Рис. 4.1. Иллюстрация математических моделей радиопомех в частотной (а) 
и временной областях (б)
Математические модели помех в виде стационарных случайных про-
цессов. Одной из непременных составляющих реальных статистик 
радиопомех являются стационарные случайные процессы с про-
извольными законами распределения F(x) мгновенных значений 
и корреляционными связями между ними, представляемыми ав-
токорреляционной функцией (АКФ) Rx(τ). Большое разнообразие 
распределений — их полимодальность, определение на конечных, 
полубесконечных и бесконечных интервалах — требует при ана-
литической записи F(x) обращаться к семействам аналитических 
функций с высокими аппроксимирующими возможностями. Если 
не принимать во внимание полимодальность распределений (кото-
рые могут быть представлены весовыми суммами одномодальных 
распределений), то для большинства непрерывных распределений, 
используемых при статистическом описании радиопомех, функция 
плотности вероятности (ФПВ) y = f(x) удовлетворяет дифференци-
альному уравнению вида 
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dy
dx
x a
c c x c x
y=
+
+ +0 1 2
2
,  (4.1)
где a и ci, i = 1, 2, 3 суть постоянные. Легко проверить, что это выпол-
няется, например, для нормального распределения, χ2 — распределе-
ния, бета-распределения, распределений Стьюдента, Фишера и Па-
рето. Любое распределение, получаемое из одного из перечисленных 
посредством линейного преобразования случайной величины, будет 
также удовлетворять уравнению того же вида.
Дифференциальное уравнение (4.1) определяет систему кривых 
плотности, введенную Карлом Пирсоном [9]. Можно показать, что 
постоянные параметры уравнения (4.1) могут быть выражены через 
первые четыре момента распределения, если только эти моменты ко-
нечны. Решения классифицируются по характеру корней уравнения 
c c x c x0 1 2
2 0+ + = . Этим способом получается большое разнообразие 
возможных типов кривых плотности вероятности распределения. Зна-
ние первых четырех моментов для любой функции плотности, при-
надлежащей этой системе, достаточно для полного определения этой 
функции. Впервые полное описание пирсоновских типов было дано 
Элдертоном [10], достаточно подробно оно изложено в [5, 7].
Возможность применения пирсоновских распределений в нашей 
работе обусловлена двумя причинами:
1) простота определения параметров аппроксимируемых распределе-
ний помех — достаточно знать только первые четыре абсолютных 
момента. В реальной помеховой обстановке все моменты распре-
делений существуют. Однако расчет параметров модельных рас-
пределений часто довольно сложен, но он всегда преодолим;
2) большие аппроксимирующие возможности распределений пир-
соновского типа для описания реальных статистик мгновенных 
значений радиопомех. 
Ниже в порядке обозначения типа семейств Пирсона будут рас-
смотрены возможности и методы аппроксимации:
Тип 0 (PT0) — нормальное распределение.
Тип 1 (PT1) — четырехпараметрическое бета-распределение.
Тип 2 (PT2) —  такое же симметричное бета-распределение.
Тип 3 (PT3) — трехпараметрическое гамма-распределение.
Тип 4 (PT4) — нестандартное распределение со сложной ФПВ.
Тип 5 (PT5) — инверсное гамма-распределение.
Тип 6 (PT6) — обобщенное распределение Фишера.
Тип 7 (PT7) — обобщенное распределение Стьюдента.
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1. Для аппроксимации распределений радиопомех различного вида 
в настоящей работе предложено широко известное распределение 
первого типа (РТ1) из семейства Пирсона — бета-распределение, за-
висящее от двух параметров η и ν и определенное на конечном ин-
тервале (x1, x2):
f x x x
x x
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где B( , ) ( ) ( ) / ( ); , .h n h n h n h n= + > - > -G G G   1 1
Было проведено исследование аппроксимирующих свойств этого 
распределения в широком диапазоне параметров η и ν. Полученные 
зависимости k f k2 1= ( ) , где k2  — коэффициент эксцесса (здесь зна-
чение k2  уменьшено на 3, т. е. k2 4
4 3= -m s/ ), k1 3
3= m s/  — коэф-
фициент асимметрии, приведены на рис. 4.2, а. Цифры у точек на ли-
нях графика обозначают величину второго параметра ν. Согласно [5], 
нижней границей для распределений любого вида является неравен-
ство k k2 1
2 2= - . Бета-распределение полностью аппроксимирует об-
ласть между осью абсцисс и этой нижней границей, другими слова-
ми, с точностью до первых четырех моментов оно аппроксимирует 
здесь любое распределение. В этой области находятся многие извест-
ные распределения — нормальное, равномерное и т. д. Полагая 
h n  = = = -1
2 2
2
1 2x x x, ,  и заставляя x2  стремиться к бесконечности, 
можно получить нормальное распределение (тип PT0 по Пирсону) 
в качестве предельного случая, которому соответствует точка с коор-
динатами (0,0) на графике рис. 4.2, а. Верхней границей области для 
бета-распределения является парабола k k2 1
21 5= , , правая ветвь кото-
рой относится к семейству гамма-распределений (тип PT3 по Пирсо-
ну, k1 0> ). 
Таким образом, при фиксированном значении одного из пара-
метров и увеличении другого бета-распределение асимптотически 
стремится к одному из гамма-распределений. Коэффициент аппрок-
симации Ka , равный отношению числа аппроксимируемых рас-
пределений радиопомех к общему числу распределений, приведен 
на рис. 4.2, б. При k2 ®Ґ  он стремится к величине, равной 0,1836. 
Это означает, что в среднем пятая часть всех возможных распределе-
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ний с точностью до первых четырех моментов может быть заменена 
бета-распределением. 
Прежде чем рассматривать другие типы распределений Пирсона, 
сделаем замечания по поводу определения параметров аппроксими-
рующих распределений. Когда Карл Пирсон развивал свое семейство 
распределений, метод максимального правдоподобия был неизве-
стен. Пирсон использовал метод моментов, который во многих слу-
чаях неадекватен, но может применяться в качестве начального при-
ближения в методе максимального правдоподобия. Поэтому в данной 
работе приводятся, по возможности, оба варианта определения пара-
метров аппроксимирующих распределений.
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Рис. 4.2. Аппроксимирующие возможности бета-распределения
2. Применение пирсоновских распределений начнем с нормально-
го распределения, обозначаемого как нулевой тип семейства Пирсона 
PT0 (коэффициент асимметрии равен нулю, коэффициент эксцесса 
равен 3). Два параметра — математическое ожидание μ и дисперсия 
σ2 — функции плотности вероятности
 f x e
x
m s
m
s
ps
,
( )
( ) =
-
-1
2 2
2
2
2  (4.3)
определяются по методу моментов простыми соотношениями: 
 m = = =
=
е1
1
1n
x x Si
i
n
;  s2 2 2
1
1
= - =
=
еn x x Si
n
( ) , (4.4)
что в пределе ( n®Ґ ) совпадает с оценками по методу максимально-
го правдоподобия
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 m s= =
-
S
n
n
S1
2
2
1
; .  (4.5)
3. Определение параметров семейства первого типа PT1 — бета-
распределения — по методу четырех моментов заключается в следу-
ющем. Если обозначить (здесь и далее значение k2 4
4= m s/ )
 
d k k
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c k k d
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= -
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2 3
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о
п
п 6) / ,d
 (4.6)
то при K
c
c c
= <1
2
0 24
0  появляется класс семейства бета-распределе-
ний с параметрами
 h n= - = - -c c a a c c a a1 2 2 1 1 2 2 1/ ( ( )); / ( ( )), . (4.7)
где а1 и а2 — отсортированные (real(а1) < real(а2)) корни квадратного 
уравнения знаменателя (1.1):
t c c c c c
a t c
a c t
= - + -( )
=
=
1 1 1
2
0 2
1 2
2 0
4 2sign( ) / ;
/ ;
/ .
Заметим, что при этом равенство k k2 1
21 8 1 2= +, ,  и условия 
c c c0 1 2, , ®Ґ , но а1 и а2 все еще конечны, а их отношение — тем бо-
лее. Подобная связь между k1 и k2 говорит о том, что на самом деле 
при определении параметров бета-распределения используется не вся 
информация, представленная в первых четырех абсолютных момен-
тах реального распределения.
Оценки максимального правдоподобия параметров бета-распре-
деления находятся при решении системы из двух трансцендентных 
уравнений при условии, что нижней границей статистик xi является 
0, верхней +1 и  G G1 2 1+ Ј :
    Y Y Y Y( ) ( ) ln ; ( ) ( ) ln ; ,h h n n h n- + = - + = = =    G G x x1 2 1 20 1  (4.8)
где Y
G
G
( )
( ( )) /
( )
x
d x dx
x
=  — дигамма-функция;
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Для случайной величины X с бета-распределением в интервале 
[0, 1] можно изменить масштаб и размещение, чтобы получить слу-
чайную величину X с бета-распределением в интервале [ , ]x x1 2  с той 
же формой путем трансформации x x x X1 2 1+ -( ) . Бета-распределение 
f x x xh n, ( ; , ) 1 2  связано с другими типами распределений, например, когда 
Y X X= -/ ( )1 , то Y имеет распределение Пирсона типа PT6 с теми 
же параметрами формы η, ν и масштабным параметром 1, обознача-
емое как РТ6 (η, ν, 1).
4. Согласно классификации распределений семейство Пирсона 
второго типа PT2 — это то же семейство бета-распределений, но толь-
ко симметричных, т. е. с одинаковыми параметрами. Критерием от-
несения реальной статистики к семейству PT2 является равенство 
нулю коэффициента асимметрии и значения коэффициентов экс-
цесса, меньшие 3:
 k k1 20 3= <; . (4.9)
Одинаковые значения параметров по методу моментов вычисля-
ются по формуле
 h n= =
+ = - =c a
c a
x a x a1 1
2 12
1 1 2 1; , , (4.10)
а по методу максимального правдоподобия — из решения трансцен-
дентного уравнения 
 Y Y Y Y( ) ( ) ln ; ( ) ( ) ln ; ,h h n n   - = - = = =2 2 0 11 2 1 2G G x x , (4.11)
где переменные соответствуют экспликациям в формуле (4.8). На-
пример, 1000 равномерно распределенных чисел имеют статистики:
 x G G= = - = -0,52147, 1 20 9332 1 0560, , , ,
которым соответствуют отнюдь не симметричные оценки η = 1,237; 
ν = 0,866. Теоретические значения статистик должны были бы быть 
равны х = 0,5, G1 = –1,0000, G2 = –1,0000, при которых Y Y( ) ( )1 2 1- = -  
и η = 1,0000; ν = 1,0000.
5. Определение параметров гамма-распределения, соответству-
ющего третьему типу семейства Пирсона (PT3). Предельный слу-
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чай при b ®Ґ  и bh®Ґ  приводит к трехпараметрической ФПВ 
(a l> >0 0,  ):
 f x
x e x
x
x
( ; , , ) ( )
( ) , ;
, .
( )
   a l m
a
l
m m
m
l
l a m
=
- і
<
м
н
п
о
п
- - -
G
1
0
 (4.12)
Это ФПВ обобщенного гамма-распределения, совпадающая с ФПВ 
обобщенного χ2-распределения. Как уже упоминалось, в этом пре-
дельном случае коэффициенты эксцесса и асимметрии связаны со-
отношением k k2 1
23 1 5= + , , что является признаком принадлежности 
реального распределения семейству гамма-распределений. Соглас-
но формуле (4.6) это означает выполнение равенства c2 0=  и нали-
чие только одного корня a c c1 0 1= - /  у полинома знаменателя в вы-
ражении(4.1).
Определение трех параметров обобщенного гамма-распределения 
(4.12) по методу моментов сводится к расчету по простым формулам:
 a l m= = - = = -c
c
c
c a
c
c1
0
1
1 1
0
1
; ;  , (4.13)
где значения с0, с1 определены в формуле (4.6).
Оценки максимального правдоподобия параметров гамма-рас-
пределения находятся при решении системы из двух трансцендент-
ных уравнений при условии, что μ = 0:
 ln( ) ( ) ln ;l a l a+ = =
= =
е еY 1 1
0 0n
x
n
xi
i
n
i
i
n
 , (4.14)
где Y G
G
( )
( ( )) /
( )
x
d x dx
x
=  — дигамма-функция.
6. Распределения четвертого типа семейства Пирсона PT4 отно-
сятся к нестандартным и используются для аппроксимации асимме-
тричных распределений с негауссовскими хвостами. Функция плот-
ности вероятности PT4 имеет вид:
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 (4.15)
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где m, ν, a и λ являются вещественными параметрами и -Ґ < < +Ґx  
(k — постоянная нормализации, которая зависит от m, ν, a).
Тип PT4 — это, по-существу, асимметричная версия t-распределения 
Стьюдента (при ν = 0). В частности, при небольших значениях пара-
метра m хвосты намного более длинны, чем у гауссовского распреде-
ления. При m = 1 PT4 становится асимметричной версией распреде-
ления Коши. Как и все распределения Пирсона, PT4 имеет 
единственную моду при x
a
mmax
= -l
n
2
 и симметричные точки пере-
гиба x x
a
m
m
mmir
= ±
+
+max 2
4
2 1
2 2n
. Более подробные сведения об этом 
семействе Пирсона приведены в [5].
Согласно классификации Пирсона для типа PT4 коэффициенты 
полинома знаменателя должны удовлетворять условию 
0 4 11
2
0 2< < -c c c/ ( ) . Неравенство должно быть строгим с точностью 
до «машинного нуля» μ.
Определение всех четырех параметров распределений PT4 по ме-
тоду моментов проводится по следующим формулам:
     
r m
k k
k k
r r k
r k r
= - =
- -
- -
= -
-
- - -
2 1
6 1
2 3 6
2
16 1 2
2 1
2
2 1
2
1
1
2
( )
( )
;
( )
( ) ( )
n
2
2 1
2 2
1 216 1 2
4
2
4
;
[ ( ) ( ) ]
;
( )
,a
S r k r
x
r k S
=
- - -
= -
-
м
н
п
п
о
п
п l
 (4.16)
где, как и ранее, x S, 2  — среднее значение и выборочная дисперсия, 
а k k1 2,  — коэффициенты асимметрии и эксцесса соответственно.
Для определения этих же параметров методом максимального 
правдоподобия необходимо найти по ним минимум выражения
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7. Распределения Пирсона типа РТ5 имеют форму графика функ-
ции плотности вероятности, подобную форме графика плотности 
логнормального распределения, но могут иметь большой острый 
«выступ» ближе к х = 0. Если X — статистика гамма-распределения 
f x( ; / , )  1 a l , то тогда и только тогда Y X=1 /  принадлежит семей-
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ству PT   5 ( , )a b . Поэтому распределение Пирсона пятого типа назы-
вают обращенным гамма-распределением:
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Согласно классификации Пирсона для типа PT5 коэффи-
циенты полинома знаменателя должны удовлетворять условию 
1 4 11
2
0 2- Ј Ј +e ec c c/ ( ) . Неравенство должно быть строгим с точно-
стью до «машинного нуля» μ. Параметр α > 0 называется параметром 
формы, β > 0 — масштабным параметром, а μ — параметром сдвига. 
Оценки параметров по методу моментов
 C c c c c C c C= = = - =1 2 2 1 22 1/ ( ); / ; ( ) / ;a b m . (4.19)
Оценки максимального правдоподобия параметров распределе-
ний PT5 можно найти, воспользовавшись формулами подобных оце-
нок гамма-распределения при условии, что все статистики заменя-
ются их обратными значениями ( y x i ni i= =1 1/ , ... ):
 ln( ) ( / ) ln ; /b a b a+ = =
= =
е еY 1 1 1
0 0n
y
n
yi
i
n
i
i
n
. (4.20)
8. Распределения Пирсона типа РТ6 относятся к классу обобщенных 
распределений Фишера и соответствуют условию c c c1
2
0 24 1/ ( ) > + e , 
накладываемому на коэффициенты полинома знаменателя. Функция 
плотности вероятности имеет вид:
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Распределения имеют параметры формы α1 > 0, α2 > 0, масштаб-
ный параметр β > 0 и параметр сдвига μ > 0. Мода распределения име-
ет значение 
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Оценки распределений PT6 по методу моментов рассчитывают-
ся по цепочке формул. Сначала по корням полинома знаменателя 
a1, a2  и его коэффициентам c1, c2 определяются вспомогательные пе-
ременные
 m
a c
c a a
m
a c
c a a1
1 1
2 2 1
2 1
2 2 1
2=
+
-
= -
+
-( )
,
( )
,
затем, в зависимости от выполнения условия a2 < a1, определяются 
оценки параметров:
a a b a a m
a
1 2 2 1 2 2 1 1 2 2 2
1 1
2 1 2 1 0
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 (4.22)
Оценки максимального правдоподобия распределений PT6 мо-
гут быть найдены с помощью процедуры расчета подобных оценок 
бета-распределения (см. п. 2) при условии нормировки b m  = =1 0,  
и преобразовании статистик по формуле y x x i ni i i= + =/ ( ), ...1 1 ). 
Тогда оценки распределений PT6 будут соответствовать оценкам бе-
та-распределения:
 a h a n1 2= =, . (4.23)
9. Последние из рассмотренных — распределения Пирсона типа 
РТ7 — относятся к классу (симметричных) обобщенных распределе-
ний Стьюдента и соответствуют условию равенства нулю коэффици-
ента асимметрии ( k1 0= ) и коэффициенту эксцесса более 3 ( k2 3> ), 
т. е. острота вершин всегда больше, чем у гауссовского распределе-
ния. Функция плотности вероятности имеет вид:
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и при целых m = n она превращается в ФПВ Стьюдента с n степенями 
свободы, β > 0 — параметр масштаба, μ — параметр сдвига.
Оценки распределений PT7 по методу моментов определяются 
по простым формулам:
 m c S c c x S= - = - = =1 1 12 2 0 2 1/ ; / ( );      b m , (4.25)
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где x S, 2  — среднее значение и выборочная дисперсия реальной ста-
тистики.
Оценки распределений PT7 по методу максимального правдопо-
добия находятся при решении сложных трансцендентных уравнений, 
которые здесь не приводятся.
4.2. Программный генератор моделей помех
4.2.1. Математические модели модулирующих помех
В лабораторной работе применяются два варианта формирования 
коррелированных ССП: 
1) универсальный метод разработки моделей ССП, использую-
щий нормированную АКФ и основанный на результатах, из-
ложенных в [6];
2) специальный метод генерации ССП с равномерной спектраль-
ной плотностью мощности в полосе частот ( , )0 FВ .
Универсальный метод генерации ССП с зависимыми отсчетами. Га-
уссовость случайного процесса инвариантна относительно операции 
суммирования. Поэтому формирование связей между отсчетами нор-
мальных ССП обычно выполняется с помощью весового суммирова-
ния, поскольку сумма, как и отдельные слагаемые, подчиняется нор-
мальному закону. Устройство, с помощью которого из независимых 
отсчетов нормального белого шума создаются зависимые отсчеты, на-
зывается формирующим фильтром (ФФ). Существуют нерекурсивные 
и рекурсивные типы ФФ, на выходе которых наблюдаются ССП со-
ответственно с конечными и бесконечными функциями автокорре-
ляции. В настоящей работе используются процедуры формирования 
ССП с нерекурсивными ФФ.
Схема генерации с зависимыми ССП представлена на рис. 4.3. Ба-
зовой процесс X — гауссовский белый шум — пропускается через ФФ 
для создания зависимых отсчетов N в соответствии с заданной АКФ, 
затем проходит через нелинейный преобразователь для получения зна-
чений Y, распределенных в соответствии с заданной функцией рас-
пределения F(y). В работе предлагается использовать рассмотренные 
в п. 4.1 бета-распределения для формирования негауссовских ССП 
с зависимыми отсчетами.
Процедура разработки универсального генератора включает в себя 
следующие шаги [6]:
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Генератор
гауссовского
белого шума
Формирующий 
фильтр 
ФФ (b, а)
Нелинейный
преобразователь
y = f (n)
Х N Y
Рис. 4.3. Структура генератора негауссовых ССП с зависимыми отсчетами 
Шаг 1. Нахождение функции нелинейного преобразования y = f(n), 
с помощью которой гауссов ССП преобразуется в негауссовский ССП 
с заданной функцией бета-распределения F(y). Выполняется по из-
вестному методу обратной функции y = F–1(Ф(n)) = y(n), где Ф(·) — 
интегральная функция гауссовского распределения.
Шаг 2. Установление связи между значениями АКФ гауссовского 
процесса rn и преобразованного негауссовского процесса ry. Анали-
тически эта связь определяется формулой [6, 7]
r
r
y n y n n r n n n ry
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n n=
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Ґ
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Ґ
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2 1
2 2 1
2
1 2 1
2
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Этот двойной интеграл не выражается в квадратурах, для его вы-
числения следует воспользоваться численными методами, имеющи-
мися в любых современных математических программах, например 
в системе MATLAB это m-функция dblquad.
Шаг 3. Определение модельной функции rn автокорреляции ФФ. 
На основе установленной на шаге 2 функциональной или табличной 
зависимости ry = f(rn) находится обратная зависимость rn = f –1(ry), ко-
торая соответствует АКФ гауссовского процесса на выходе ФФ (на 
входе нелинейного преобразователя). Таким образом, заданная АКФ 
негуссовского ССП ry пересчитывается в АКФ базового процесса rn.
Шаг 4. Построение ФФ по найденной АКФ rn. Методика его раз-
работки приведена, например, в [11, 12]. На этом шаге разработка ге-
нератора зависимых негауссовских отсчетов закончена. 
Итогом описанной универсальной процедуры создания программ-
ного генератора ССП являются коэффициенты полинома числителя 
b и знаменателя a линейного формирующего фильтра и нелинейная 
зависимость y(n) безынерционного преобразователя. Эти математи-
ческие объекты и представляют собой математическую модель ССП, 
конкретная реализация которого будет определяться набором зна-
чений на выходе программного генератора псевдослучайных чисел, 
имитирующего гауссовский белый шум.
Специальный метод генерации ССП с одинаковой спектральной плот-
ностью мощности основан на аналитических соотношениях между гам-
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ма-распределением и распределениями семейства Пирсона. Все семь 
типов распределений Пирсона, кроме нулевого PT0 (гауссовское рас-
пределение), напрямую (PT3) или через бета-распределение (PT1, PT2, 
PT4 — PT7) связаны с гамма-распределением [5, 7, 10]. Действитель-
но, если процессы X1 и X2 — независимые ССП с гамма-распределе-
ниями мгновенных значений f x( ; , , )   a l1 0  и f x( ; , , )   a l2 0  соответ-
ственно (см. формулу (4.12)), то их преобразование Y X X X= +1 1 2/ ( )  
представляет случайный процесс с бета-распределением f ya a1 2 0 1, ( ; , )  
(см. формулу (4.2)). Поэтому для формирования ССП любого из рас-
смотренных типов Пирсона достаточно иметь два генератора коррели-
рованных отсчетов: один гауссовский, другой — гамма-распределения, 
их независимые реализации должны быть входными данными для от-
дельных процедур имитации соответствующих типов.
На рис. 4.4 представлена структура генератора случайных процес-
сов, имеющих любое из рассмотренных выше восьми семейств рас-
пределений Пирсона с равномерным энергетическим спектром в за-
данной полосе частот. 
Генератор
гауссовского
белого шума
ФФ с прямо-
угольной АЧХ
БНЭ
Гаусс → Гамма
Формирование
распределений
ПирсонаХ N Y Z
Рис. 4.4. Структура генератора пирсоновских ССП 
с зависимыми отсчетами
В отличие от универсального метода здесь исключена возможность 
генерации ССП с заданной формой АКФ (соответственно, с задан-
ным энергетическим спектром), зато вместо одного вида распреде-
ления — бета-распределения — можно формировать ССП с практи-
чески любыми одномодальными законами распределения. Кроме 
того, при этом используются все (четыре) абсолютные моменты об-
разца случайного процесса, тогда как при параметризации бета-рас-
пределения информация, представленная в коэффициентах асимме-
трии и эксцесса, используется не полностью.
Приближенность этого метода состоит в том, что все аналитиче-
ские преобразования с гамма- и бета-распределениями для форми-
рования различных распределений семейств Пирсона справедливы 
при независимых отсчетах. Сохранение соотношений между распре-
делениями при перенесении с операций с независимыми отсчета-
ми на операции с зависимыми отсчетами математически не доказа-
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но. Дополнительный анализ показывает, что чем ближе модельное 
распределение к гауссовскому распределению, тем ближе его спек-
тральные характеристики к равномерному поведению в полосе ча-
стот от нуля до FB.
Математические модели помех в виде импульсных процессов. Мате-
матическая модель импульсной последовательности содержит три па-
раметра — уровень импульса U, его длительность tим и длительность 
пауз Δt между импульсами — и признак формы: прямоугольный, тре-
угольный, гауссовский и т. п. (рис. 4.5): 
tим U
Δt
t
Рис. 4.5. К определению математической модели импульсных помех
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где K — некоторое случайное число импульсов, выпадающих на вре-
менном интервале моделирования помехи, G( )Ч  — функция формы 
импульса.
Все три параметра модели G t U t ti i i( ; , , )им D  независимы между со-
бой и могут быть как детерминированными, так и случайными. Зако-
ны распределения случайных параметров выбраны следующими (ана-
литические выражения ФПВ этих распределений приведены выше, 
а также в [5, 6, 7]):
1. Экспоненциальное распределение с одним параметром σ.
2. Равномерное распределение с двумя параметрами xmin, xmax.
3. Бета-распределение с двумя параметрами по умолчанию η и ν.
4. Гамма-распределение с двумя параметрами α и λ.
5. Нормальное распределение с двумя параметрами μ и σ.
К случайному значению любого параметра можно добавлять по-
стоянную, имитирующую смещение полной величины параметра 
модели. Имитация строго регулярных импульсных последователь-
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ностей выполняется при полностью детерминированных значени-
ях параметров.
Одним из типичных примеров импульсной последовательности 
является пуассоновский поток прямоугольных импульсов случайно-
го уровня U и одинаковой длительности tим = const. Принимая рас-
пределение уровней Ui нормальным с параметрами μ = 0 и σ = 1, ве-
личину длительности импульсов t iим  мкс=1 , а распределение пауз Δti 
экспоненциальным с параметром σ = 10 мкс, получим модель пуас-
соновского потока импульсов с параметром интенсивности λ = 1/σ = 
= 0,1 мкс–1 (рис. 4.6):
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Рис. 4.6. Фрагмент реализации пуассоновского потока 
прямоугольных импульсов
Математические модели узкополосных помех. Узкополосной поме-
хой в данной лабораторной работе называется конечный набор раз-
несенных по спектру высокочастотных несущих, модулированных 
по амплитуде (АМУП), по частоте (ЧМУП) или по фазе (ФМУП) низ-
кочастотным процессом одного из пяти классов:
1)  гармонические, в том числе полигармонические колебания;
2)  шумовые НЧ-процессы с прямоугольным спектром;
3)  телеграфные сигналы;
4)  псевдослучайные М-последовательности;
5)  внешние НЧ-сигналы произвольного вида;
 u U M f f t m S tt i i i i i
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где L — количество модулированных несущих частот с параметрами 
модуляций: Mi — коэффициент амплитудной модуляции; Δfi — девиа-
ция частоты частотной модуляции и mi — индекс фазовой модуляции.
Спектральные соотношения для каждой i-й несущей — ее часто-
та fнi и верхняя частота спектра модуляции FBi — связаны услови-
ем fнi / FBi ≥ 10. Узкополосные процессы моделируются независимо 
и в состав выходного процесса uуп(t) в формуле (2.4) входят как адди-
тивные составляющие.
Класс гармонических модулирующих колебаний может содержать 
несколько гармоник низких частот. Гармоники с различными часто-
тами и амплитудами образуют полигармоническое колебание, причем 
парциальные параметры модуляции задаются амплитудами гармоник. 
Амплитуды и фазы отдельных гармоник, кратных частоте повторе-
ния, могут быть комплексными коэффициентами ряда Фурье неко-
торого периодического колебания, например, прямоугольного, тре-
угольного, пилообразного и т. п.
Класс модулирующих процессов в виде непрерывного шума пред-
ставляет собой стационарный случайный процесс с бета-распределе-
нием мгновенных значений и одинаковой спектральной плотностью 
мощности в полосе частот от нуля до некоторой заданной верхней 
частоты FB. Формирование модулирующего процесса выполняется 
с помощью описанного выше специального метода.
Третий класс модулирующих процессов — телеграфные сигналы — 
формируется по заданной интенсивности λ переключений из –1 в +1, 
выраженной в 1/c, и представляет собой набор чередующихся двух 
блоков различной длительности, состоящих из +1 и –1:
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Четвертый класс — М-последовательность — для своего формиро-
вания требует определения значений четырех параметров:
— базис p и степень k М-последовательности (число импульсов 
в такой последовательности N = pk — 1). В работе приняты огра-
ничения: базис всегда двоичный p = 2, степень k может прини-
мать значения от 2 до 16;
— длительность отдельного импульса в секундах tим;
— период повторения М-последовательности T в секундах ;
— признак регулярности повторения PR, означающий либо по-
вторение с указанным периодом одной и той же М-последо-
вательности, либо формирование в каждом периоде повторе-
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ния новой М-последовательности при тех же значениях базиса 
и степени.
Параметры алгоритма, формирующего М-последовательность, — 
примитивный полином и соответствующий код генерации, опреде-
ляющий обратные связи в регистрах сдвига, могут быть получены 
из [13]. Начальное значение регистров равно нулю, кроме 1 в самом 
младшем разряде.
Внешний НЧ-сигнал произвольного вида — это модулирующий 
процесс x(t) в виде последовательности отсчетов формата fl oat32 про-
извольной длины Nx5, несущественно отличающейся от длины Nx 
генерируемой помеховой модели. В случае совпадения обеих длин 
(Nx5 = Nx) модуляция выполняется без дополнительных преобразова-
ний, при их несовпадении проводится передискретизация процесса 
x(t) для выравнивания размеров массивов. Процесс x(t) может быть, 
например, одним из процессов из группы импульсных или широко-
полосных помех, их весовой суммой вместе с белым шумом, или даже 
тем же узкополосным процессом, но переносящимся на более высо-
кую несущую частоту.
4.2.2. Программный комплекс моделирования радиопомех
Рассмотренные выше математические модели послужили основой 
разработки программного комплекса радиопомех, который генери-
рует последовательность отсчетов в виде набора чисел с одинарной 
формой представления (формат fl oat32), имитирующих помеховый 
процесс с заданной частотой дискретизации FД. Общее количество 
N таких чисел может быть от десятков тысяч до десятков миллио-
нов и, согласно формуле tп = N/FД, определяет натуральное время tп 
представления помехового процесса. В программной модели име-
ются три блока формирования названных выше классов радиопо-
мех. Помеховые процессы каждого класса формируются независимо 
друг от друга и объединяются с выбранными весами с аддитивным 
шумом (см. рис. 4.7). 
Программная модель может быть использована в следующих слу-
чаях:
1) имитировать процессы на выходе детекторных узлов приемных 
устройств в отсутствие полезных сигналов;
2) при разделении на синфазную Xc(t) = x(t)cos(ωпрt)  и квадратур-
ную Xs(t) = x(t)sin(ωпрt) представлять радиопомеху на промежу-
точной частоте приемных устройств;
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3) при наличии передающих устройств с внешней модуляцией 
служить источником модулирующего процесса для создания 
модельных помеховых электромагнитных полей;
4)  представлять эталонные модели помех для сравнения характе-
ристик различных алгоритмов обработки телекоммуникацион-
ных сигналов на фоне индустриальных помех.
Определение вида
и параметров моделей
помех
Формирование
узкополосных
помех
Белый
гауссов шум
Программная
модель помехи
Сумматор
Х Х
+
Х
К1 К2 К3
Формирование
широкополосных
помех с произволь-
ными законами
Формирование
импульсных
помех
Рис. 4.7. Структурная схема программного генератора радиопомех
4.2.3. Математическое моделирование узкополосных процессов
Формирование узкополосных процессов (УП) выполняется с по-
мощью приложения Modulation системы  MATLAB, графический 
интерфейс которого показан на рис. 4.8. Узкополосным процессом 
в данной работе называется высокочастотная несущая, модулирован-
ная по амплитуде, по частоте или по фазе низкочастотным сигналом 
одного из пяти классов: гармонические, шумовые, телеграфные сиг-
налы, М-последовательности и внешние сигналы (см. рис. 4.9). Уз-
кополосные процессы моделируются независимо и в состав выход-
ного процесса входят как аддитивные составляющие. 
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Рис. 4.8. Внешний вид интерфейса формирователя 
узкополосных процессов
Рис. 4.9. Выбор несущего колебания и вида модуляции
Интерфейсное окно формирователя содержит три панели и один 
список. Верхняя панель слева «Распределение по частоте» предназна-
чена для задания параметров несущих частот и вида модуляции с его 
основным параметром. Она содержит список для выбора из трех ви-
дов модуляции (см. рис. 4.10, а):
1. «Амплитудная» — формирование модели АМУП с указанием 
коэффициента амплитудной модуляции, задаваемого в про-
центном масштабе. По умолчанию несущее колебание имеет 
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амплитуду 1 В, частоту 200 кГц и начальную фазу 0 градусов, 
а коэффициент амплитудной модуляции M равен 50 %.
2. «Частотная» — формирование модели ЧМУП с указанием де-
виации частоты dF частотной модуляции, задаваемой в гер-
цах. По умолчанию несущее колебание имеет амплитуду 1 В, 
частоту 200 кГц и начальную фазу 0 градусов,  а девиацию ча-
стоты — то же число 50, которое следует изменить на желае-
мое значение.
3. «Фазовая» —  формирование ФМУП с указанием индекса угло-
вой модуляции m, задаваемого в радианах. По умолчанию не-
сущее колебание имеет амплитуду 1 В, частоту 200 кГц и на-
чальную фазу 0 градусов,  а индекс — то же число 50, которое 
следует изменить на жела-
емое значение, например, 
на pi.
Работа на обсуждаемой панели 
связана с распределением по ча-
стоте несущих колебаний и ее 
результаты отображаются спра-
ва в окне «Состав процесса». Это 
окно содержит список всех несу-
щих колебаний, в который в по-
рядке их выбора на панели слева 
заносятся вид модуляции, параме-
тры несущего колебания и глуби-
на модуляции (рис. 4.10, б).
Окончание задания списка 
несущих частот — это ввод чис-
ла 0 на место текущего номера 
частотной точки. После ввода 
числа 0 кнопка «Ввод» стано-
вится неактивной, а добавление 
новых несущих частот —  не-
возможным. В этом режиме па-
нель «Распределение по частоте» 
(рис. 4.10, а) и окно «Состав про-
цесса» (рис. 4.10, б) только пока-
зывают значения параметров, их 
модификация невозможна. Пе-
реход в окне «Состав процесса» в списке от одной несущей к другой 
вызывает на панели «Распределение по частоте» соответствующее 
Рис. 4.10. Выбор несущего колеба-
ния (а) и отображение результатов 
выбора в окне списка «Состав 
процесса» (б)
а
б
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изменение содержания, од-
нако обратный переход, т. е. 
коррекция значений  параме-
тров несущих колебаний от-
сутствует. 
Для того чтобы изменить 
значения параметров или це-
ликом перестроить состав не-
сущих частот узкополосного 
процесса, следует в окне «Со-
став процесса» щелкнуть мы-
шью по первой строке спи-
ска, т. е. по строке «Состав 
процесса». После этого окно 
очищается, панель «Распре-
деление по частоте» приво-
дится в исходное состояние, 
а кнопка «Ввод» вновь стано-
вится активной. 
Как только закончит-
ся ввод несущих частот, т. е. 
будет нажата кнопка «Ввод» 
при нулевом порядковом но-
мере на панели «Распределе-
ние по частоте», слева вни-
зу появляется вторая панель, 
с помощью которой следует 
выбрать основной параметр 
УП — его частоту дискрети-
зации FД (см. рис. 4.11).
По умолчанию часто-
та дискретизации УП равна 
10 · max(f0i), i = 1, 2, … , где 
f0i — частоты всех несущих 
колебаний в списке. Оче-
видно, что чем выше часто-
та дискретизации, тем более качественно формируется цифровая мо-
дель УП. Однако следует иметь в виду, что эта частота может быть 
задана исходя из дополнительных соображений, например, частоты 
дискретизации на выходе преобразователя частоты.
Рис. 4.11. Выбор частоты 
дискретизации УП
Рис. 4.12. Панель выбора класса 
модулирующего процесса
Рис. 4.13. Модальное окно 
с предупреждением о выборе несущей 
частоты
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Для получения первого модулированного колебания необходи-
мо выбрать в списке несущих частот (окно «Состав процесса») одну 
из частот, выделив мышкой какую-нибудь строку описания этой не-
сущей. Например, на рис. 4.10, б, это первая строка первой несущей 
в списке — название «Узкополосный процесс № 1». Нажатие кнопки 
«Принято» открывает третью панель — панель задания модулирующих 
сигналов (см. рис. 4.12). Если никаких строк в окне «Состав процес-
са» не выделено, то появляется модальное окно с предупреждением 
о необходимости выбора несущей частоты (см. рис. 4.13).
В раскрывающемся списке третьей панели содержатся пять клас-
сов модулирующих процессов, о которых было сказано выше. Правила 
согласования несущих частот и модулирующих процессов следующие:
1) каждую несущую частоту можно промодулировать несколько 
раз, меняя параметры колебания или его класс;
2) некоторые из несущих частот могут быть не использованы в об-
разовании модулиро-
ванных процессов;
3) все отдельные промо-
дулированные узко-
полосные процессы 
объединяются в один 
комплексный процесс 
с помощью простого 
суммирования. 
Для каждого класса про-
цессов после его выбора при-
водится набор одностроч-
ных редактируемых окон 
для ввода значений параме-
тров конкретного модулиру-
ющего колебания. Несколько 
отличается класс гармони-
ческих модулирующих коле-
баний, который может со-
держать несколько гармоник 
низких частот. Поэтому сна-
чала для этого класса вво-
дится число таких гармоник 
(на рис. 4.14, а — две гармо-
ники), нажимается клавиша 
Enter, а затем в цикле — зна-
Рис. 4.14. Вид панели ввода гармониче-
ских колебаний при задании  числа гар-
моник (а) и при вводе значений параме-
тров отдельных гармоник (б)
а
б
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чения параметров гармоник (на рис. 4.14, б — параметры первой гар-
моники): частота (по умолчанию 1000 Гц), амплитуда (по умолчанию 
1 В) и начальная фаза (по умолчанию нулевая). Гармоники с различ-
ными частотами и амплитудами образуют полигармоническое коле-
бание, причем парциальные параметры модуляции задаются ампли-
тудами гармоник.
После ввода и/или редактирования значений параметров первой гар-
моники нажимается кнопка «Ввод» (см. рис. 4.14, б). Затем те же действия 
выполняются при вводе значений параметров второй и последующих 
гармоник. Номер очередной гармоники отображается на дополнитель-
ной панели. Заметим, что редактирование уже введенных значений па-
раметров невозможно, поскольку сформированный полигармониче-
ский сигнал включен в состав комплексного узкополосного процесса. 
Класс модулирующих 
процессов, называемый 
«Непрерывный шум», фор-
мируется на той же третьей 
панели, но с другими обозна-
чениями на дополнительной 
панели (рис. 4.15). 
Дополнительная панель 
ввода значений параметров 
ограниченного по частоте 
шума содержит следующие 
однострочные редактируе-
мые окна:
1) граничная верхняя частота в герцах (по умолчанию 1000 Гц);
2) дисперсия (мощность) шума в В2 (по умолчанию 1 В2);
3) два параметра бета-распределения мгновенных значений шу-
мового процесса, с помощью которых можно получить разно-
образные реализации модулирующего случайного процесса (по 
умолчанию оба параметра равны 1, что означает моделирова-
ние равномерного ограниченного по частоте шума).
Третий класс модулирующих процессов, называемый «Телеграф-
ный сигнал», формируется также с помощью индивидуальной до-
полнительной панели (см. рис. 4.16). Дополнительная панель ввода 
содержит только одно однострочное редактируемое окно для ввода 
интенсивности переключений телеграфного сигнала из –1 в +1, вы-
раженной в 1/c (по умолчанию в среднем 1000 с–1 ). 
Четвертый класс модулирующих процессов, формируемых вну-
три программного модуля Modulation, и называемый «М-после-
Рис. 4.15. Панель ввода параметров 
непрерывного шума
91
Лабораторная работа № 4. Математическое моделирование помех в телекоммуникации 
довательность»,  также 
создается с помощью инди-
видуальной дополнительной 
панели (рис. 4.17). Дополни-
тельная панель ввода содер-
жит инструменты ввода зна-
чений четырех параметров:
1) базис p и степень k М-по-
следовательности, число 
импульсов в ней N = pk — 1 
(по умолчанию базис p = 2, 
степень k может прини-
мать значения от 2 до 16);
2) длительность отдельно-
го импульса в секундах 
(10 мкс);
3) период повторения М-по-
следовательности в секун-
дах (по умолчанию 1 мс);
4) признак регулярности по-
вторения, означающий 
либо повторение с ука-
занным периодом одной 
и той же М-по сле до ва-
тель ности, либо формирование в каждом периоде повторения но-
вой М-последовательности при тех же значениях базиса и степени 
(по умолчанию задается первый вариант).
Пятый класс модулирующих процессов — «Внешний сигнал» — 
представляет собой набор отсчетов некоторого внешнего модулиру-
ющего сигнала в формате fl oat32, сохраненный в бинарном файле 
с известным пользователю именем. Это имя вводится на дополни-
тельной панели (по умолчанию WnSig.bin, рис. 4.18), а также указы-
вается признак  периодичности формирования: если он не активен 
(по умолчанию), то набор значений внешнего сигнала согласовывает-
ся по длительности с набором выходного комплексного узкополосно-
го процесса. Согласование выполняется с помощью перехода на дру-
гую частоту дискретизации по команде 
Mod5 = resample(WnSig, length(WnSig), N),
где WnSig — имя массива значений внешнего сигнала;
Рис. 4.16. Панель ввода параметра 
телеграфного  сигнала
Рис. 4.17. Панель ввода параметров 
М-последовательности
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length(WnSig) — его длина;
N — количество отсчетов 
моделируемого узкополосно-
го процесса;
Mod5 — массив внешне-
го сигнала, имеющий новую 
длительность из N отсчетов.
Если признак периодич-
ности сделать активным, 
то пересчет на новую частоту 
дискретизации отсутствует, 
а для заполнения модулиру-
ющего массива до величи-
ны N используется исходный 
внешний сигнал, периоди-
чески пристыковывающий-
ся сам к себе. 
После формирования 
полной версии модулиру-
ющего колебания, согласо-
ванного с набором несущих частот, рассчитывается цифровая ре-
ализация узкополосного процесса, которая затем сохраняется 
в бинарном файле. Количество отсчетов N (по умолчанию N = 2^16 = 
= 65536) и имя файла (по умолчанию Sig03.bin) задаются на пятой 
панели программного приложения Modulation (рис. 4.19). Эта па-
нель активизируется по правой клавише мыши, указатель которой 
должен находиться в произвольном месте окна «Состав процесса» 
(см. рис. 4.10, б). 
После ввода новых или редактирования значений по умолчанию 
нажатием на кнопку «Запись» завершается создание цифровой мо-
дели узкополосного процесса. На экране ПК появляется семь гра-
фиков, отображающих различные этапы разработки модели, а также 
ее общегрупповые характеристики. На рис. 4.20 приведены вариан-
ты полигармонического (левая половина рисунка) и шумового узко-
полосных процессов (правая половина рисунка), соответствующие 
двум различным моделям. 
Итогом работы генератора являются два файла: бинарный файл 
модели радиопомехи с расширением *.bin и текстовый информа-
ционный файл с расширением *.inf. Имена у файлов одинако-
вые, задаются строкой из однострочного редактора около кнопки 
«Запись».
Рис. 4.18. Панель ввода имени файла 
с внешним сигналом
Рис. 4.19. Панель ввода значений 
параметров модели УП
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Рис. 4.20. Графики зависимостей после проведения расчета 
(начало)
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Рис. 4.20. Графики зависимостей после проведения расчета 
(продолжение)
–0.5 –0.5
–1
0 01 12
×10–4
×105
×106 ×106
×10–4
2 3
–1
0 0
0.5 0.5
1 1
Двусторонний спектр всего узкополосного процесса
Спектр ВЧ процесса в первой точке
АКФ всего ВЧ процесса АКФ всего ВЧ процесса
Двусторонний спектр всего узкополосного процесса
0.2 0.2
0.4
0.15 0.15
0.3
0.1 0.1
0.2
0
–2
1.92
–1
1.96
–1–1.5
1.94
–1.5–0.5
1.98
–0.50
2
00.5
2.02
0.51.5
2.06
1.51
2.04
12
2.08
0
0
0.05 0.05
0.1
0.25 0.25
0.5
0.3 0.3
0.6
0.35 0.35
0.7
0.4 0.4
0.8
95
Лабораторная работа № 4. Математическое моделирование помех в телекоммуникации 
4.3. Домашнее задание
1. Ознакомиться с алгоритмами генерации помех трех классов: 
коррелированных, узкополосных и импульсных. Сведения об 
алгоритмах приведены в теоретическом обзоре (см. п. 4.1 на-
стоящей работы), а также в учебной литературе. 
2. На примере интерфейса модуля Modulation (см. рис. 4.8 и далее) 
составить перечень действий по формированию узкополосной 
помехи с АМ-модуляцией двумя гармоническими колебаниями.
3. На примере того же интерфейса составить перечень действий 
по формированию узкополосной помехи с ФМ-модуляцией не-
прерывным шумом.
4.4. Лабораторное задание
1. Получить у преподавателя задание на формирование трех ви-
дов узкополосных помех:
— помехи с тремя гармоническими модулирующими колеба-
ниями (амплитуды, частоты и фазы);
— помехи с непрерывным шумом (верхняя частота, дисперсия 
и параметры бета-модели);
— помехи с импульсным шумом (интенсивность переключе-
ний телеграфного сигнала). 
2. С использованием модуля Modulation (см. рис. 4.8 и да-
лее) сформировать 216 отсчетов узкополосной помехи с АМ-
модуляцией, состоящей из трех видов узкополосных помех. 
Рис. 4.20. Графики зависимостей после проведения расчета 
(окончание)
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Параметры АМ-модуляции получить у преподавателя. Об-
работать полученные данные для построения осциллограмм, 
спектров и гистограмм модели полигармонической узкопо-
лосной помехи.
3. Выполнить п. 2 лабораторного задания для генерации 216 отсче-
тов узкополосной помехи с ФМ- и ЧМ-модуляцией, состоящей 
из трех видов узкополосных помех. Параметры этих видов мо-
дуляции также получить у преподавателя. Обработать получен-
ные данные для построения осциллограмм, спектров и гисто-
грамм модели полигармонической узкополосной помехи.
4. С использованием модуля Modulation сформировать 216 от-
счетов узкополосной помехи с АМ- и ФМ-модуляцией шумом 
с равномерным спектром. Параметры модуляции также полу-
чить у преподавателя. Обработать полученные данные для по-
строения осциллограмм, спектров и гистограмм модели шумо-
вой узкополосной помехи. 
5. С использованием модуля Modulation сформировать 216 отсче-
тов узкополосной помехи с АМ- и ФМ-модуляцией телеграф-
ным сигналом. Параметры модуляции также получить у пре-
подавателя. Обработать полученные данные для построения 
осциллограмм, спектров и гистограмм модели телеграфной уз-
кополосной помехи.
6. Составить черновик отчета с полученным в ходе моделирова-
ния графическим материалом и показать его преподавателю. 
Все рисунки сопроводить подробными пояснениями условий 
проведения модельного эксперимента.
4.5. Содержание отчета
1. Цель работы.
2. Описание математических моделей использованных в лабора-
торной работе радиопомех: аналитические формулы, их кон-
кретные параметры и т. п. (см. п. 1 лабораторного задания).
3. Параметры каждого вида модуляции с расчетами частотных по-
лос, уровней гармоник.
4. Графики осциллограмм, спектров и гистограмм, полученных 
в пунктах 2—5 лабораторного задания.
5. Выводы по работе. Они должны содержать:
а) результаты сравнения расчетных и экспериментальных дан-
ных о частотных спектрах модулированных процессов;
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б) результаты сравнения различных видов модуляции (АМ-, 
ФМ- и ЧМ-модуляции) при одинаковых НЧ-помехах: ги-
стограммы уровней ВЧ-процессов, полосы занимаемых ча-
стот, распределение энергии ВЧ-процесса по его спектру.
Контрольные вопросы
1. Дайте определение семейства распределений Пирсона.
2. Какие типы распределений позволяет аппроксимировать это 
семейство?
3. С помощью каких параметров бета-распределения можно 
управлять формой его функции плотности вероятности? Мож-
но ли получить при этом двумодальный вид этой формы?
4. Назовите типы распределений из семейства Пирсона, исполь-
зуемые в настоящей лабораторной работе. 
5. Какие модели случайных процессов можно получить при ис-
пользовании «универсального генератора ССП» (см. п. 4.2.1)? 
Какой вид источника псевдослучайных чисел применяется 
в этом генераторе? 
6. Формула (4.26) предназначена для определения функциональ-
ной зависимости ry = f(rn). Что здесь означают символы ry и rn 
и почему для работы «универсального генератора ССП» нуж-
но знать обратную функцию rn = f —1(ry)?
7. Почему в структуре специального генератора ССП (см. рис. 4.4) 
бета-распределение не применяется, а при моделировании шу-
мовых процессов (см. рис. 4.15) это распределение использу-
ется?
8. Какие распределения применяются для моделирования вре-
менных интервалов между импульсами в импульсной модели? 
9. Почему в структуре универсального генератора радиопомех 
(см. рис. 4.7) выделены три вида моделей? К какому виду от-
дельного генератора радиопомех следует отнести модуль 
Modulation?
10. Предложите варианты интерфейса генератора узкополосных 
помех, отличные от модуля Modulation.
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Лабораторная работа № 5. 
Моделирование обработки сигналов
 в среде Signal Processing
Ц ель работы: Углубленное изучение процедур обработки сиг-налов в среде приложения Signal Processing Toolbox системы MATLAB на примерах проектирования согласованного филь-
тра для обнаружения детерминированного сигнала на фоне шума и оп-
тимального фильтра для выделения стационарного случайного сиг-
нала на фоне стационарной коррелированной помехи. 
Работа состоит из четырех этапов: домашнего задания, коллокви-
ума, расчетно-экспериментальной части и оформления полученных 
результатов в виде отчета.
5.1. Основные сведения по методам обнаружения и оценивания 
Теория обнаружения сигналов давно и почти исчерпывающе раз-
работана в 50–60-х годах XX века [1, 14]. В лабораторной работе иссле-
дуется самый простой вариант приложения этой теории — обнаруже-
ние детерминированного сигнала на фоне стационарной помехи или 
независимого гауссовского шума с помощью согласованного фильтра. 
Оценивание случайных сигналов в лабораторной работе также 
представляет собой решение относительно простой задачи — выде-
ление стационарного случайного сигнала на фоне также стационар-
ной помехи. Как при обнаружении, так и при оценивании сигналов 
используется один тип радиотехнического устройства — оптималь-
ный линейный фильтр.
5.1.1. Обнаружение сигналов известной формы на фоне независимых шумов
Оптимальный линейный фильтр — это частотно-избирательная 
схема, выполняющая обработку сигналов наилучшим образом в смыс-
ле некоторого заданного критерия.
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Если критерием является максимальное значение модуля напряже-
ния на выходе фильтра после действия сигнала s(t) (с целью его после-
дующего обнаружения), то такой фильтр называется согласованным. 
При этом помеха (шум) считается гауссовской и алгоритм обработки 
в фильтре состоит только из линейных операций:
 y t s g t d t( ) ( ) ( ) , .= - і
Ґ
т t t tсогл0 0  (5.1)
Его импульсная характеристика g tсогл ( )  есть зеркальная копия под-
лежащего обработке сигнала [1, 14]:
 g t c s t tсогл ( ) ( )= Ч -0 . (5.2)
При этом выходной сигнал пропорционален автокорреляционной 
функции сигнала, сдвинутой во времени на величину t0:
 s t y t cR t tвых ( ) ( ) ( )= = - 0 . (5.3)
Поскольку импульсная характеристика g tсогл ( )  и частотный ко-
эффициент передачи K jсогл ( )w  связаны между собой преобразова-
ниями Фурье, то
 K j cS e j tсогл ( ) ( )
*w w w= - 0 . (5.4)
Отношение сигнал/шум на выходе согласованного фильтра равно
 Q E Wsвых = / ,0
где Es — энергия сигнала, W0 — двусторонняя спектральная плот-
ность шума. 
В системе MATLAB имеется несколько вариантов реализации со-
гласованных фильтров. При одном условии: все эти реализации — дис-
кретные или цифровые. Базовые m-функции проектирования нахо-
дятся в приложении Filter Design Toolbox, более детальная проработка 
цифровых фильтров может быть выполнена с помощью приложения 
Fixed-Point Toolbox.
Пример 5.1. Реализация по спектру S(jω) сигнала s(t) c помощью про-
цедур создания рекурсивного (yulewalk) и нерекурсивного (fi r2, fi rls, 
remez) фильтров. Ниже представлен m-файл, содержащий варианты раз-
работки согласованных фильтров и один из результатов обработки таким 
фильтром прямоугольного импульса на фоне шума (см. рис. 5.1).
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Сравнение методов создания СФ
yulewalk(sn) Q = 3 dBﬁ rls(sn)remez(sn)
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Рис. 5.1. Осциллограммы процессов на выходе согласованного фильтра, 
синтезированного по спектральной характеристике сигнала
% Временные параметры сигнала 
Tk = 10;     % Временной диапазон (0, Tk)
Ts = 0.01;   % Интервал дискретизации
Tm = 2;      % Длительность сигнала (200 отсчетов)
dT = 2 ;     % Смещение сигнала от нуля(200 отсчетов)
Um = 1;      % Уровень сигнала
Q = 3;       % Отношение сигнал/шум
k = 10;      % Коэффициент расширения спектра
% Формирование исходного сигнала
t = 0:Ts:Tk; % Положение отсчетов на временной оси
t1 = fl oor(dT/Ts); t2 = fl oor((dT+Tm)/Ts);
Ti = t2-t1+1;       % Длительность сигнала в отсчетах
s = zeros(1,length(t));
s(t1:t2)=1;         % Задание прямоугольного сигнала
fi gure(1)
plot(s),title(‘Сигнал’),pause
% Расчет спектральной плотности сигнала 
S = fft(s)/length(t);
fi gure(2)
plot(abs(S)),title(‘Полный спектр сигнала’),pause
f = [(0:length(S)/k)/(length(S)/k) 1];
m = [abs(S(1:fl oor(length(S)/k+1))) 0];
lf = 1:length(f)-1; Nf = length(lf);
fi gure(3)
plot(f(lf),m(lf)),title(‘Укороченный спектр сигнала’);
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pause
% Синтез согласованного БИХ-фильтра по частотной характеристике
[by, ay] = yulewalk(45, f, m);
[h, w] = freqz(by, ay, Nf);   % Коэффициент передачи фильтра
fi gure(4)
plot( f(lf), m(lf), w(lf)/pi, abs(h(lf)))
title(‘Метод Юле-Уолкера’),pause
% Синтез согласованного КИХ-фильтра по АЧХ(1 вариант)
bf = fi rls(175, f, m);
[hf, wf] = freqz(bf, 1, Nf);
fi gure(5)
plot(f(lf), m(lf), wf(lf)/pi, abs(hf(lf)))
% Синтез согласованного КИХ-фильтра по АЧХ(2 вариант)
title(‘Метод КИХ МНК (fi rls)’),pause
br = remez(175, f, m);
[hr, wr] = freqz(br, 1, Nf);
fi gure(6)
plot( f(lf), m(lf), wr(lf)/pi, abs(hr(lf)))
title(‘Метод Ремеза’),pause
t3 = fl oor(dT/Ts+Tm/(k*Ts));
sk = zeros(1,length(t));  sk(t1:t3) = 1;
fi gure(7)
plot(t,sk),title(‘Согласованный сигнал’),pause
% Формирование шума
Qr = 10^(Q/10);                  % Отношение сигнал/шум в разах
q = sum(sk(t1:t3).^2)/(Qr*(t3-t1+1));
n = randn(1,length(t))*sqrt(q);
sn = sk+n;                       % Сигнал + шум
fi gure(8)
plot(t,n,t,sn)
title(‘Шум и сигнал+шум на входе СФ’),pause
ynw = fi lter(by, ay, n);
ysw = fi lter(by, ay, sn);
fi gure(9)
plot(t,ynw,t,ysw);
title(‘Шум и сигнал+шум на выходе СФ (Юле-Уолкера)’),pause
ynf = fi lter(bf, 1, n);
ysf = fi lter(bf, 1, sn);
fi gure(10)
plot(t, ynf, t, ysf);
title(‘Шум и сигнал+шум на выходе СФ (КИХ fi rls)’),pause
102
М. П. Трухин. Математическое моделирование радиотехнических устройств и систем
ynr = fi lter(br, 1, n);
ysr = fi lter(br, 1, sn);
fi gure(11)
plot(t, ynr, t, ysr);
title(‘Шум и сигнал+шум на выходе СФ (Ремеза)’),pause
plot(t,ynw, t,ysw, t,ynf, t,ysf, t,ynr, t,ysr);
title(‘Сравнение методов создания СФ’)
Пример 5.2. Реализация по импульсной характеристике согласован-
ного фильтра, равной обращенному сигналу s(t0 — t), c помощью проце-
дур создания рекурсивных (prony, stmcb, lpc) фильтров. Ниже представ-
лен m-файл, содержащий варианты разработки согласованных фильтров 
и один из результатов обработки таким фильтром прямоугольного им-
пульса на фоне шума (рис. 5.2).
Шум и сигнал+шум на выходе СФ
b = g(ИХ)
[bp, ap] = prony(g, nb, na)
Q = 3 dB
0 1 2 3 4 5 6 7 8 9 10
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25
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Рис. 5.2. Осциллограммы процессов на выходе согласованного фильтра, 
синтезированного по импульсной характеристике
% Временные параметры сигнала 
Ts = 0.01; Tk = 10; Tim = 0.2; dT = 2;
% Расчет сигнала — прямоугольного импульса 
t = 0:Ts:10; N = length(t); 
Um = 1; 
Q = 3;
t1 = fl oor(dT/Ts)+1; t2 = fl oor((Tim+dT)/Ts)+1; 
s = zeros(1,N); s(t1:t2) = 1;
fi gure(1)
plot(t, s); title(‘Исходный сигнал’); pause
% Формирование импульсной характеристики СФ s1(t)=s(t0-t)
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for i =1:N
  s1(i) = s(N-i+1);
end
Nt = fl oor(Tim/Ts);
fi gure(2)
plot(1:length(s1),s1);title(‘Обращенный сигнал’); pause
%Расчет и рисование графика выходного сигнала СФ (его АКФ)
Ks = conv(s1, s); Ns = length(Ks);
fi gure(3)
plot(1 : Ns, Ks);
title(‘Автокорреляционная функция сигнала’); pause
%Настройка временного диапазона s1(t) -> g(t)
t1 = fl oor((Tk-dT-Tim)/Ts)+1; t2 = fl oor((Tk-dT)/Ts)+1; 
g = s1(t1:t2); Ng = length(g);
fi gure(4)
plot(1:Ng, g); title(‘Импульсная характеристика СФ’); pause
% Определение коэффициента передачи СФ по g(t) 
na = 0; nb = Ng-10;
[bp, ap] = prony(g, nb, na);
% Расчет коэффициента передачи СФ 
[hp, wp] = freqz(bp, ap);
fi gure(5)
plot(wp(1:256)/pi, abs(hp(1:256)));
title(‘АЧХ согласованного фильтра’);pause
% Расчет и сравнение графиков сигнала на выходе СФ и АКФ
Uf = fi lter(bp, ap, s);
fi gure(6)
plot(1:length(Uf), Uf, 1:2:length(Ks),Ks(1:2:length(Ks)));
title(‘Сигнал на выходе СФ и АКФ сигнала’);
pause
% Формирование шума по заданному отношению с/ш 
q=10^(Q/10);
n = randn(1,N)/sqrt(Nt*q/sum(s.^2));
zn = fi lter(bp, ap, n);
sn = s+n;
zsn = fi lter(bp,ap,sn);
zsg = fi lter(g,1,sn);
fi gure(7)
plot(t, n, t,sn); 
title(‘Шум и сигнал+шум на входе СФ’);pause
fi gure(8)
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plot(t, zn, t,zsn,t,zsg); 
title(‘Шум и сигнал+шум на выходе СФ’);
Согласованный фильтр по отношению к входному процессу ведет 
себя как интегратор спектральных составляющих со строго опреде-
ленными начальными фазами. В момент окончания обнаруживаемо-
го импульса все составляющие должны иметь одинаковую фазу и, как 
следствие, максимальный уровень на выходе фильтра.
5.1.2. Оптимальная линейная фильтрация случайных сигналов 
Оптимальным в смысле выделения случайного сигнала является 
линейный фильтр, частотный коэффициент которого выбран таким 
образом, что дисперсия сигнала ошибки оказывается минимальной.
Допустим, что на вход такого фильтра подаются полезный сиг-
нал s(t) и помеха n(t). Оба случайных процесса гауссовы, стационар-
ные, взаимно некоррелированы и заданы своими спектрами мощно-
сти Ws(ω) и Wn(ω). Минимальная дисперсия ошибки достигается при 
коэффициенте передачи, равном [1, 12, 14]
 | ( ) |
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При этом дисперсия сигнала ошибки вычисляется по формуле 
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Структурная схема моделирования оптимальной фильтрации 
представлена на рис. 5.3. Она содержит два канала формирования 
стационарных случайных процессов: один для сигнала, другой для 
помехи. Модели случайных процессов создаются двумя линейны-
ми формирующими фильтрами (ФФ) из псевдослучайных нормаль-
но распределенных чисел, генерируемых независимыми генерато-
рами (БГШ). В сумматоре сигнал и помеха складываются с весами, 
определяемыми отношением сигнал/шум. После сумматора адди-
тивная смесь поступает на оптимальный фильтр (ОФ), который вы-
деляет на выходе оценку полезного сигнала y t s t( ) ( )=  . Качество 
фильтрации определяется по уровню дисперсии ошибки оценива-
ния s2 2
1
1
1
=
-
-
=еN s t y ti
N
[ ( ) ( )] .
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Полезный сигнал
Ошибка
Σ(s–y)2
выделения
Выделенный сигнал
Помеха
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Рис. 5.3. Структурная схема моделирования оптимальной обработки
 случайных сигналов 
Реализация оптимального фильтра в системе MATLAB по энерге-
тическим спектрам Ws(ω)  и Wn(ω)  случайного сигнала s(t) и помехи 
n(t) соответственно выполняется c помощью процедур создания ре-
курсивного (yulewalk) или нерекурсивного (fi rls, remez) фильтров. 
Если известна автокорреляционная функция того или иного процесса, 
то в этом случае можно воспользоваться m-фунцией levinson, кото-
рая определяет коэффициенты соответствующего рекурсивного ФФ.
Пример 5.3. Проведем синтез и анализ оптимального фильтра, выде-
ляющего случайный сигнал с центральной частотой 1 Гц на фоне поме-
хи такого же типа, но с частотой 2 Гц. Сначала по образцовым выборкам 
сигнала и помехи находятся их энергетические спектры (функции pburg, 
pcov, pmcov, pmem, pmtm). По этим спектрам синтезируются формирую-
щие фильтры (функции yulewalk, fi rls, remez). Затем проводится про-
верка энергетического спектра случайного сигнала, сформированного 
синтезированным фильтром, на совпадение с его квадратом модуля АЧХ. 
В нашем случае формирующие фильтры заданы своими параметрами (это 
колебательные звенья), поэтому синтез формирующих фильтров не ну-
жен. Коэффициент передачи аналогового прототипа (колебательного кон-
тура) формирующих фильтров определяется формулой
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1 2 2 1 1
0
2
0 0
2 2
0
xw
xw w xw
, (5.7)
где ω0 — круговая резонансная частота; ξ — коэффициент затухания.
Сравнение результатов выделения полезного сигнала на фоне помехи 
показано на рис. 5.4. Ниже приведен текст m-файла, реализующего оп-
тимальную обработку. 
clear all
% Временные параметры случайных процессов
Ts = 0.01;  Fs = 1/Ts;
Nfft = 512; t = 0:Ts:10; N = length(t); 
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Q = 3;           % Отношение сигнал/помеха по мощности (в дБ)
q = 10^(Q/10);   % Отношение сигнал/помеха в разах
% Образец случайного сигнала 
% (реакция колебательного звена % с частотой 1 рад/с)
Um = 1; Vm = 1;
% Параметры формирующего фильтра 1 Гц (сигнал)
omu = 2*pi; dzu = 0.05;  omus = omu*Ts;
au(1) = 1 + 2*dzu*omus + omus^2 au(2) = -2*(1+dzu*omus) au(3) = 1;
bu(1) = Um*2*dzu*omus^2;
u1 = Um*randn(1, N);  u = fi lter(bu, au, u1);
Pmu = sum(u.^2)*Ts;  
fi gure(1)
plot(t, u, t, u1)
set(gca,’FontName’,’MS Sans Serif’)
title(‘Сигналы на выходе и входе ФФ с частотой 1 Гц’);
pause
% Энергетический спектр случайного сигнала  
Pu = pcov(u, 2, Nfft);  
Pumax = max(abs(Pu));
% Амплитудно-частотная характеристика формирующего фильтра 
[hu1, wu] = freqz(bu, au, Nfft/2); hu = abs(hu1).^2;
humax = max(hu);
% Сравнение АЧХ ФФ с энергетическим спектром сигнала 
k1 = round( length(Pu)/5); k2 = round( length(hu)/5);
fi gure(2)
plot(1:k1, abs(Pu(1:k1))/Pumax, 1:k2, hu(1:k2)/humax)
set(gca,’FontName’,’MS Sans Serif’)
title(‘Энергетический спектр и квадрат модуля АЧХ (1Гц)’);
pause
% Помеха (реакция колебательного звена с частотой 2 рад/с)
% Параметры формирующего фильтра 2 Гц (помеха)
omv = 4*pi; dzv = 0.1; omvs = omv*Ts;
av(1) = 1+2*dzv*omvs + omvs^2; av(2) = -2*(1+dzv*omvs); av(3) = 1;
bv(1) = Vm*2*dzv*omvs^2;
v1 = Vm*randn(1, N);   v = fi lter(bv, av, v1);
Pmv = sum(v.^2)*Ts;   
fi gure(3)
plot(t, v, t, v1), set(gca,’FontName’,’MS Sans Serif’)  
title(‘Сигналы на выходе и входе ФФ с частотой 2 Гц’);
pause
% Энергетический спектр помехи  
107
Лабораторная работа № 5. Моделирование обработки сигналов в среде Signal Processing  
Pv = pcov(v, 2, Nfft);
Pvmax = max(abs(Pv));
% Амплитудно-частотная характеристика ФФ помехи
[hv1,wv] = freqz(bv, av, Nfft/2); hv = abs(hv1).^2;
hvmax = max(hv);
% Сравнение АЧХ с энергетическим спектром помехи 
k1 = round( length(Pv)/5); k2 = round(length(hv)/5);
fi gure(4)
plot(1:k1, abs(Pv(1:k1))/Pvmax, 1:k2, hv(1:k2)/hvmax)
set(gca,’FontName’,’MS Sans Serif’)
title(‘Энергетический спектр и квадрат модуля АЧХ (2 Гц)’);
pause
% Расчет АЧХ оптимального оценивающего фильтра по формуле (3.5). 
hu2 = Um*Um*(hu1.*conj(hu1)); humax = max(hu2);
hv2 = Vm*Vm*(hv1.*conj(hv1)); hvmax = max(hv2);
for i = 1:length(hu2);
   Kopt(i) = hu2(i)/(hu2(i)+hv2(i)/q);
   w(i) = (i-1)/(length(hu2)-1);
end
% Строится график АЧХ фильтра и спектров сигнала и помехи 
k3 = 50;
fi gure(5)
plot(1:k3, Kopt(1:k3)/max(Kopt), 1:k3, hu2(1:k3)/humax,...
 1:k3, hv2(1:k3)/hvmax)
set(gca,’FontName’,’MS Sans Serif’)
title(‘АЧХ оптимального фильтра, спектры 1 Гц и 2 Гц’);
pause
% По найденной АЧХ вычисляются коэффициенты полиномов 
% функции передачи оптимального фильтра.
[b, a] = yulewalk(35, w, Kopt);
%b = fi rls(240, w, Kopt); a=1;
% Сравниваются графики АЧХ фильтра и спектра сигнала 
[huv, wuv] = freqz(b, a, Nfft/2); huvmax = max(abs(huv));
k1 = round(length(Pu)/5);  k2 = round( length(huv)/5);
fi gure(6)
plot(1:k1,abs(Pu(1:k1))/Pumax,1:k2,abs(huv(1:k2))/huvmax,...
     1:k2,Kopt(1:k2)/max(Kopt));
set(gca,’FontName’,’MS Sans Serif’)
title(‘Энергетический спектр сигнала и АЧХ ОФ’)
pause
% Формируется входной случайный процесс (сигнал + помеха) 
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% и пропускается через оптимальный фильтр. 
% Сравниваются графики исходного сигнала и выделенного сигналов.
u = u/std(u); v = v/std(v);  % Нормировка процессов по мощности
upv = u + v/sqrt(q);
fi gure(7)
plot(t, u, t, v/sqrt(q), t, upv); 
set(gca,’FontName’,’MS Sans Serif’)
title(‘Сигнал, помеха и сигнал+помеха на входе ОФ’);pause
Uf = fi ltfi lt(b, a, upv);
fi gure(8)
plot(t, u, t, Uf/std(Uf))
set(gca,’FontName’,’MS Sans Serif’)
title(‘ Исходный сигнал и выделенный сигнал на выходе ОФ’)
Sigma2 = var(u-Uf/std(Uf))
Sigma = sqrt(Sigma2)
RelErr = Sigma/std(u)
Нормированные исходный и выделенный сигналы
Um = 1, Vm = 1 u1(t)U1(t)
u1
(t)
, U
1(
t)
0 1 2 3 4 5
t, c
6 7 8 9 10
3
2
1
0
–1
–2
–3
Рис. 5.4. Сравнение случайных сигналов: исходного u1(t) 
и выделенного оптимальным фильтром на фоне помехи U1(t)
Относительная ошибка выделения (при Q = 3 дБ), равная отно-
шению дисперсии ошибки к дисперсии исходного сигнала, соста-
вила для сигналов, изображенных на рис. 5.4, величину около 0,21. 
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5.2. Домашнее задание
1. Получить у преподавателя исходные данные для проектирова-
ния согласованного и оптимального фильтров: вид детермини-
рованного сигнала и энергетический спектр случайного сигна-
ла. Шум считать независимым гауссовым. 
2. Определить вид импульсной характеристики оптимального 
фильтра и нарисовать ее график. 
3. Вычислить спектральную плотность заданного детерминиро-
ванного сигнала, используя дискретное преобразование Фурье. 
4. Определить примерный вид АЧХ оптимального фильтра для 
выделения случайного сигнала на фоне шума при отношениях 
сигнал/шум q = 10 дБ и 20 дБ.
5.3. Лабораторное задание
1. Выполнить средствами системы MATLAB синтез согласован-
ного фильтра во временной области для обнаружения детерми-
нированного сигнала на фоне независимого гауссового шума. 
При составлении скрипт-файла использовать наборы команд 
из примера 1.2.
2. Провести исследование процесса обработки синтезирован-
ным фильтром смеси сигнала и шума при q1 = 3 дБ, q2 = 10 дБ 
и q3 = 20 дБ. Сопоставить между собой графики и максималь-
ные значения откликов фильтра, а также положения этих мак-
симумов на временной оси относительно обнаруживаемого сиг-
нала.
3. Синтезировать согласованный фильтр в частотной области для 
обнаружения детерминированного сигнала на фоне независи-
мого гауссового шума. При составлении скрипт-файла исполь-
зовать подходящие наборы команд из примера 5.1.
4. Провести исследования, аналогичные п. 2, согласованно-
го фильтра, синтезированного в частотной области (см. при-
мер 5.2).
5. Сформировать полезный случайный сигнал по его энергети-
ческому спектру (или автокорреляционной функции), задан-
ном преподавателем. Случайный сигнал должен быть получен 
на выходе соответствующего формирующего фильтра. При со-
ставлении скрипт-файла использовать подходящие наборы ко-
манд из примера 5.3. Проверить адекватность модели сигнала.
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6. Сформировать на выходе соответствующего формирующего 
фильтра помеховый случайный сигнал по его энергетическому 
спектру (или автокорреляционной функции), заданному препо-
давателем. При составлении скрипт-файла использовать подхо-
дящие наборы команд из примера 5.3. Проверить адекватность 
модели помехи.
7. Провести синтез оптимального фильтра для выделения случай-
ного сигнала на фоне заданной помехи (независимого шума) 
и определить относительные ошибки фильтрации при трех 
отношениях сигнал/шум по мощности: q1 = 3 дБ, q2 = 10 дБ 
и q3 = 20 дБ (см. пример 5.3).
5.4. Содержание отчета
1. Цель работы.
2. Исходные данные для проектирования согласованного филь-
тра — вид временной зависимости, спектральная плотность — 
и оптимального фильтра — энергетические спектры сигнала 
и помехи.
3. Исходный текст скрипт-файла, реализующего согласованную 
обработку во временной области.
4. Сравнение результатов временного и частотного методов обра-
ботки детерминированного сигнала на фоне независимых шу-
мов: графики входных и выходных сигналов, величины и по-
ложения максимумов (при q1 = 3 дБ, q2 = 10 дБ и q3 = 20 дБ).
5. Исходный текст скрипт-файла, реализующего оптимальную 
обработку случайного сигнала в частотной области.
6. Результаты фильтрации случайного сигнала на фоне коррели-
рованной помехи (независимых шумов): графики входных и вы-
ходных сигналов, абсолютные и относительные ошибки (при 
q1 = 3 дБ, q2 = 10 дБ и q3 = 20 дБ).
7. Совмещенный график АЧХ оптимального фильтра при трех от-
ношениях сигнал/шум: q1 = 3 дБ, q2 = 10 дБ и q3 = 20 дБ. Срав-
нительный анализ изображенных на графике зависимостей.
8. Выводы по работе. 
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Контрольные вопросы
1. Дайте определение согласованного фильтра, оптимального 
фильтра, «обеляющего» фильтра, формирующего фильтра.
2. Назовите функции приложения SPT системы MATLAB, кото-
рые позволяют синтезировать согласованный фильтр по фор-
ме сигнала или его автокорреляционной функции.
3. Назовите функции SPT, которые позволяют синтезировать со-
гласованный фильтр по спектральной плотности сигнала или 
его энергетическому спектру.
4. Приведите последовательность команд системы MATLAB для 
проверки синтезированных дискретных фильтров на устойчи-
вость.
5. Какие критерии правильности синтеза фильтров существуют 
и каким образом они могут быть реализованы средствами си-
стемы MATLAB?
6. Приведите оценку количества дискретных отсчетов для полу-
чения 10 %-го доверительного интервала отношения сигнал/
шум при доверительной вероятности 90 % (и 99 %) при стати-
стическом моделировании согласованного фильтра.
7. Каким образом при моделировании оптимального фильтра из-
меняются количество дискретных отсчетов, доверительный ин-
тервал и доверительная вероятность по сравнению с этими же 
характеристиками при моделировании согласованного филь-
тра?
8. Что должно быть включено в модель анализа оптимального 
фильтра (см. рис. 5.3) при обработке сигнала на фоне аддитив-
ной коррелированной помехи?
9. Поясните алгоритм синтеза фильтра, оптимального для выде-
ления случайного сигнала на фоне суммы коррелированной по-
мехи и белого шума.
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Моделирование конечных автоматов
Ц ель работы: Ознакомление с методами описания и моделиро-вания поведения конечных автоматов на примерах детермини-рованного (автомат Мура) и стохастического (марковская од-
носвязная цепь) автоматов.
Работа состоит из четырех частей: домашнего задания, коллоквиума, 
расчетно-экспериментальной  части и оформления полученных ре-
зультатов в виде отчета. При подготовке домашнего задания следует 
использовать сведения, приведенные ниже в п. 6.1 и работах [15, 16]. 
6.1. Конечные автоматы и их программная реализация 
6.1.1. Дискретнодетерминированные модели
В теории автоматов (раздел теоретической кибернетики) некото-
рая система представляется в виде конечного автомата тогда, когда 
она перерабатывает дискретную информацию и меняет свое внутрен-
нее состояние лишь в допустимые моменты времени. Автомат можно 
представить как некоторое устройство (черный ящик), которое может 
иметь некоторые внутренние состояния и на которое подаются вход-
ные сигналы и с которого снимаются выходные сигналы. Конечным 
автоматом называется автомат, у которого наборы внутренних состо-
яний и входных сигналов (а следовательно, и набор выходных сигна-
лов) являются конечными множествами. В теории автоматов эти на-
боры или конечные множества называются алфавитами.
Конечный автомат можно представить как математическую схему 
(F-схему), характеризующуюся шестью составляющими: конечным 
множеством X входных сигналов; конечным множеством Y выходных 
сигналов; конечным множеством Z внутренних состояний; началь-
ным состоянием z0, z Z0 О ; функцией переходов j( , )z x ; функцией 
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выходов y( , )z x . Автомат, задаваемый F-схемой, которая имеет обо-
значение F Z X Y z=< >, , , , ,j y 0 , функционирует в дискретном време-
ни, моментами которого являются такты, т. е. примыкающие друг к 
другу равные интервалы времени, каждому из которых соответствуют 
постоянные значения входного и выходного сигналов, а также значе-
ния внутренних состояний. 
Обозначим состояние, а также входной и выходной сигналы, со-
ответствующие t-му такту при t = 0, 1, 2, ..., через 0, х(t), у(t). При 
этом, по условию, z(0) = z0, и z z Z0, О , x XО , y YО . В момент 
t, будучи в состоянии z(t), автомат способен воспринять на вход-
ном канале сигнал x t X( )О  и выдать на выходном канале сиг-
нал y t z t x t Y( ) ( ( ), ( ))= Оy , переходя при этом в новое состояние 
z t z t x t Z( ) ( ( ), ( ))+ = О1 j . Если на вход конечного автомата, уста-
новленного в начальное состояние z0, подавать в некоторой после-
довательности буквы входного алфавита х(0), х(1), х(2), ..., т. е. не-
которое входное слово, то на выходе автомата будут последовательно 
появляться буквы выходного алфавита у(0), y(1), у(2), ..., образуя тем 
самым выходное слово. Это автомат первого рода, называемый так-
же автоматом Мили. Автомат второго рода, у которого выход равен 
y t z t Y( ) ( ( ))= Оy , т. е. функция выходов не зависит от входной пе-
ременной х(t), называется автоматом Мура.
По числу состояний различают конечные автоматы с памятью и без 
памяти. Автоматы с памятью имеют более одного состояния в неко-
торый момент времени, а автоматы без памяти (комбинационные или 
логические схемы) имеют всегда состояние, однозначно совпадающее 
со значением на выходе. При этом работа комбинационной схемы 
заключается в том, что она ставит в соответствие каждому входному 
сигналу х(t) определенный выходной сигнал у(t), т. е. реализует логи-
ческую функцию вида y t x t( ) ( ( ))= j , t = 0, 1, 2, ... .Эта функция назы-
вается булевой, если алфавиты Х и Y, которым принадлежат значения 
сигналов х и у, состоят из двух букв.
Простейший табличный способ задания конечного автомата осно-
ван на использовании таблиц переходов и выходов, строки которых 
соответствуют входным сигналам автомата, а столбцы — его состоя-
ниям. При этом обычно первый слева столбец соответствует началь-
ному состоянию z0. На пересечении x-й строки и z-го столбца табли-
цы переходов помещается соответствующее значение j( , )z x  функции 
переходов, а в таблице выходов — соответствующее значение y( , )z x  
функции выходов. Для автомата Мура обе таблицы можно совместить, 
получив так называемую отмеченную таблицу переходов, в которой 
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над каждым состоянием z автомата (столбец таблицы) стоит соответ-
ствующий этому состоянию выходной сигнал y.
Описание работы автомата Мили представлено таблицами пере-
ходов j( , )z x  и выходов y( , )z x  (табл. 6.1), а автомата Мура — табли-
цей переходов (табл. 6.2).
Таблица 6.1
Конечный автомат Мили
X
Z
z0 z1 z2, …, zm–1 zm
Переходы
x1 φ(z0, x1) φ(z1, x1) ... φ(zm, x1) 
x2 φ(z0, x2) φ(z1, x2) ... φ(zm, x2) 
... ... ... ... ...
xn φ(z0, xn) φ(z1, xn) ... φ(zm, xn) 
Выходы 
x1 ψ(z1, x1) ... ψ(zm, x1) 
x2 ψ(z1, x2) ... ψ(zm, x2) 
... ... ... ...
xn ψ(z1, xn) ... ψ(zm, xn) 
y1 y2,…, yk–1 yk
Y
Таблица 6.2
Конечный автомат Мура
X
Z
z0 z1 z2, …, zm-1 zm
x1 φ(z0, x1) φ(z1, x1) φ(zm, x1) 
x2 φ(z0, x2) φ(z1, x2) φ(zm, x2) 
... ... ... ...
xn φ(z0, xn) φ(z1, xn) φ(zm, xn) 
ψ(zi)
y1 y2, …, yk–1 yk
Y
6.1.2. Дискретновероятностные модели
В общем виде вероятностный автомат можно определить как дис-
кретный потактный преобразователь информации с памятью, функ-
ционирование которого в каждом такте зависит только от состояния 
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памяти в нем и может быть описано статистически. Рассмотрим мно-
жество G, элементами которого являются всевозможные пары (x, z), 
где х, z — элементы входного подмножества Х и подмножества состо-
яний Z соответственно. Если существуют две такие функции φ и ψ, 
и с их помощью осуществляются отображения G → Z и Z → Y, то говорят, 
что Р = <Z, X, Y, φ, ψ > определяет автомат детерминированного типа. 
Более общая математическая схема строится следующим образом. 
Пусть Ф — множество всевозможных пар вида (zk, yj), где yk — эле-
мент выходного подмножества Y. Потребуем, чтобы любой элемент 
множества G индуцировал на множестве Ф некоторый закон распре-
деления следующего вида:
элементы из Ф ... (x1, y1) ... (x1, y2) ... (xK, yJ)     
                         (zk , yj ) ... b11 ... b12 ... bKJ
При этом bkj
j
J
k
K
=
==
ее 1
11
, где bKJ — вероятности перехода автомата 
в состояние zk и появления на выходе сигнала yj, если он был в состо-
янии zk и на его вход в этот момент времени поступил сигнал хi . Чис-
ло таких распределений, представленных в виде таблиц, равно числу 
элементов множества G. Обозначим множество этих таблиц через В. 
Тогда четверка элементов Р = < Z, X, Y, B > называется вероятност-
ным автоматом (Р-автоматом).
Пусть элементы множества G индуцируют некоторые законы рас-
пределения на подмножествах Y и Z, что можно представить соответ-
ственно в следующем виде:
  элементы из Y          ... y1    y2 ... yJ-1     yJ
                          (zs , yj ) ... q1    q2 ... q3       qJ 
При этом q j
j
J
=
е =
1
1 , где qj — вероятности появления выходного 
сигнала yj . 
  Элементы из Z     ... z1    z2   ... zK-1     z1K
                 (zs, xj )       ... p1    p2   ... pK-1     pK
При этом pk
k
K
=
=
е 1
1
, где pk  — вероятности перехода автомата в со-
стояние zk. Для обеих таблиц выполняется условие, что Р-автомат на-
ходился в состоянии zs и на его вход поступил входной сигнал xj.
Если для всех s и j имеет место соотношение pk · qj = bkj, то такой 
Р-автомат называется вероятностным автоматом Мили. Это требова-
ние означает выполнение условия независимости распределений для 
нового состояния Р-автомата и его выходного сигнала.
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Пусть теперь определение выходного сигнала Р-автомата зависит 
лишь от того состояния, в котором находится автомат в данном так-
те работы. Другими словами, пусть каждый элемент выходного под-
множества Y индуцирует распределение вероятностей выходов, име-
ющее следующий вид:
элементы из Y   ...  y1  ...  y2   ...   yJ-1   ...  yJ 
                         zs  ...  q1  ...  q2   ...   qJ-1  ...  qJ
Если для всех s и j имеет место соотношение ps · qj = bsj, то такой 
Р-автомат называется вероятностным автоматом Мура. Частным слу-
чаем Р-автомата являются автоматы, у которых либо переход в новое 
состояние, либо выходной сигнал определяются детерминированно. 
Если выходной сигнал определяется детерминированно, то такой ав-
томат называется Y-детерминированным вероятностным автоматом. 
Аналогично Z-детерминированным вероятностным автоматом назы-
вается Р-автомат, у которого выбор каждого нового состояния явля-
ется детерминированным.
Пример 6.1. Пусть задается Y-детерминированный Р-автомат Мура, 
имеющий бинарный (x1 = 0, x2 = 1) алфавит и четыре возможных состо-
яния: z1, z2, z3, z4. Для каждого входного сигнала (xi, i = 0,1) составляется 
своя матрица переходов:
для входного сигнала x1                                                для входного сигнала x2
Z z1 z2 z3 z4 Z z1 z2 z3 z4
z1 0,5 0 0 0,5 z1 0,1 0,2 0,3 0,4
z2 0 0 1 0 z2 0 0,5 0,5 0
z3 0,7 0 0 0,3 z3 0,3 0,6 0 0,1
z4 0 0.6 0 0,4 z4 0,25 0,25 0,25 0,25
Выходная матрица Y-детерминированного автомата Мура довольно 
проста:
Z z1 z2 z3 z4
Y 1 0 1 0
Числа в таблицах переходов — вероятностные меры, или просто ве-
роятности, числа же в таблице выходов — вещественные числа выходно-
го алфавита.
В статистической радиотехнике часто используется марковская 
модель стохастического автомата, называемая марковской цепью. 
Согласно теории марковских процессов новое состояние этой цепи 
зависит только от прежнего состояния и условной вероятности пере-
хода в это новое состояние, если цепь была в заданном прежнем со-
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стоянии. Следовательно, марковская цепь не имеет входных сигна-
лов, «работает» сама от себя, и определяется одной стохастической 
матрицей переходов. Эта матрица квадратная, ее порядок равен чис-
лу состояний цепи.
Одной из важнейших характеристик марковской цепи являют-
ся ее финальные вероятности, означающие вероятность пребыва-
ния в некотором состоянии на протяжении «бесконечного» интер-
вала наблюдения.
Пример 6.2. Требуется оценить суммарные финальные вероятности 
пребывания марковской цепи в состояниях z1 и z4, заданной стохастиче-
ской матрицей переходов, совпадающей с матрицей переходов для пер-
вого сигнала (см. пример 6.1). При использовании аналитического подхо-
да можно записать известные соотношения из теории марковских цепей 
и получить систему уравнений для определения искомых финальных ве-
роятностей. При этом начальное состояние z0 можно не учитывать, так 
как начальное распределение не оказывает влияния на значения финаль-
ных вероятностей Pф. Матрица P имеет сумму строк, равную нулю, поэто-
му ее дискриминант также равен нулю (матрица имеет ранг меньше свое-
го порядка). Поэтому сначала транспонируем матрицу P, затем заменим 
одну (здесь последнюю) строку всеми единицами (условие нормировки).
P =
0.5 0 0 0,5
0 0 1 0
0,7 0 0 0,3
0 0.6 0 0,4
P1 =
0,5 0 0,7 0
0 0 0 0,6
0 1 0 0
1 1 1 1
Система линейных уравнений, определяющая вектор Pф, имеет вид 
 (P1 – I) · Pф = [0, 0, 0, 1]Т. (6.1)
Решая систему уравнений (6.1), получим искомые финальные веро-
ятности (табл. 1.3). Их сумма оказалась не равной 1, поэтому они про-
нормированы.
Таблица 6.3
Результаты решения (6.1) для финальных вероятностей
Скрипт-файл решения (1.1) Решение до нормировки Решение после нормировки
P1 = P’;
P1(4,:) = ones(1,4);
P1 = P1-eye(4);
E=[0; 0; 0; 1];
Pf = P1\E
0,41176
0,29412
0,29412
0,49020
0,27632
0,19737
0,19737
0,32895
118
М. П. Трухин. Математическое моделирование радиотехнических устройств и систем
6.1.3. Разработка моделей конечных автоматов в системе MATLAB
При моделировании конечного автомата сначала определяются 
входной X и выходной Y алфавиты, а также алфавит состояний авто-
мата Z. Это могут быть числа натурального ряда, двоичные коды, сим-
волы, слова национальных алфавитов, специальные знаки и т. п. Для 
упрощения обозначений принимаются числа натурального ряда 1, 2, 
3, ... или их двоичные представления. Функции перехода задаются та-
блицами, формы которых были приведены в п. 6.1.1.
Пример 6.3. Составить m-функцию, моделирующую детерминиро-
ванный автомат Мура при следующих значениях его параметров:
X = {1, 2, 3, 4, 5, 6}; Z = {1, 2, 3, 4};  z0 = 0; Y = {00, 01, 10, 11}; 
X z0 Z(1) Z(2) Z(3) Z(4)
X(1) 1 1 1 2 3 4
X(2) 2 1 2 3 4 1
X(3) 3 1 3 4 3 4
X(4) 4 1 4 1 2 3
X(5) 5 1 1 1 1 1
Y
00 00 01 10 11
function z = Fi(z0,x,Tabl)
% Функция перехода конечного автомата Мура
%[z]=Fi(z0,x,Tabl)
% z0 — начальное состояние
% x — входной сигнал
% Tabl - таблица переходов размером (Nx * Nz)
z(1) = Tabl(x(1),z0);
l = length(x);
for i = 2:l
   z(i) = Tabl(x(i),z(i-1)+1);
end
function y = Psi(z)
% Функция выхода конечного автомата Мура
%[y] = Psi(z)
l = length(z);
y(1:2,1:l)=’ ‘;
for i=1:l
  switch z(i)
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  case 1, y(:,i) = [‘0’;’0’];
  case 2, y(:,i) = [‘0’;’1’];
  case 3, y(:,i) = [‘1’;’0’];
  case 4, y(:,i) = [‘1’;’1’];
  otherwise, y(:,i) = [‘? ‘;’?’];
  end
end
Результаты моделирования при входном сигнале из 15 элементов:
x = [ 1  2  3  4  5  1  2  3  4  5  4  3  2  1] ;
» z = Fi(1, x, T);
z =   1  2  4  3  1  1  2  4  3  1  4  4  1  1 
» y = Psi(z);
y =   0  0  1  1  0  0  0  1  1  0 1  1  0  0
      0  1  1  0  0  0  1  1  0  0 1  1  0  0
Моделирование вероятностного автомата продемонстрируем 
на примере Y-детерминированного автомата из п. 6.1.2. Это дискрет-
ный односвязный скалярный марковский процесс с четырьмя возмож-
ными состояниями. Составим m-функцию, в которой по случайному 
числу от датчика равномерно распределенных чисел и вектору веро-
ятностей находится случайный номер состояния процесса.
Пример 6.4. Проверка функции вероятностного перехода. В начале 
примера составим m-функцию StepT(Pr), которая по вектору вероятно-
стей состояний Pr находит номер состояния s.
function s =  StepT(Pr)
% Функция выбора случайного состояния на один шаг
% s=StepT(Pr)
l = length(Pr);
x = rand(1);
h = 0;
for i = 1:l
  h = h+Pr(i);
  if x<h 
   s = i;
   break
  end
end
Зададим вектор вероятностей состояний 
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     Z =  [ Z(1)    Z(2)   Z(3)   Z(4)]
или Pr = [ 0.7000    0      0     0.3000];  
После обращения в цикле к m-функции StepT(Pr) 20 раз получим сле-
дующий случайный массив состояний, в котором присутствуют только 
два, причем среди них 14 состояний «№ 1» и 6 состояний «№ 4»:
Состояния Z(t) = 1 4 4 1 4 1 1 4 1 1 1 1 1 1 1 1 4 1 4 1
function M = Markow(z0,P,n)
% Генерация марковской последовательности
% M = Markow(z0,P,n)
% z0 — начальное состояние
% P — вероятностная матрица переходов
% n — количество шагов
M(1) = StepT(P(z0,:));
for i = 2:n
   M(i) = StepT(P(M(i-1),:)); 
end
Проведем вычислительный эксперимент с марковской цепью, вос-
пользовавшись m-функцией Markow. Выберем в качестве стохастической 
матрицу переходов P из примера 6.2 и зададим n = 100 временных ша-
гов. После обработки 100 случайных чисел получим, что доля нахожде-
ния цепи в каждом состоянии очень близка к финальным вероятностям: 
— состояния цепи   Z(1)        Z(2)        Z(3)        Z(4);
— финальные вероятности  0,2763    0,1973   0,1973    0,3289;
— экспериментальные данные    0,27         0,19       0,19        0,35.
6.2. Домашнее задание
1. Ознакомиться с формами представления моделей конечных ав-
томатов, приведенных в п. 6.1.1 и п. 6.1.2.
2. Составить схему детерминированного конечного автомата Мура 
с входным алфавитом из 3 символов, алфавитом состояний из 7 
символов и выходным алфавитом из 2 символов, т. е. предло-
жить функции перехода и выхода этой схемы.
3. Составить m-файл для моделирования конечного автомата, 
определенного в предыдущем пункте.
4. Составить схему вероятностного Y-детерминированного конеч-
ного автомата с входным алфавитом из 2 символов, алфавитом 
состояний из 10 символов и выходным алфавитом из 2 симво-
лов, т. е. предложить функции вероятностного перехода и вы-
хода этой схемы.
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5. Составить m-файл для моделирования конечного автомата, 
определенного в п. 4 домашнего задания.
6. Записать m-файл моделирования комбинационной схемы — 
двоичного шифратора и дешифратора для шифрования 32 букв 
кириллицы.
6.3. Лабораторное задание
1. Составить и провести моделирование комбинационной схе-
мы — двоичного шифратора-дешифратора на 32 символа.
2. По составленному в домашнем задании m-файлу смоделировать 
поведение детерминированного конечного автомата при пода-
че на его вход последовательности из 1000 элементов входного 
алфавита. Начальное состояние выбрать первым из возможных. 
Вычислить автокорреляционную функцию и энергетический 
спектр выходного процесса и построить его гистограмму.
3. Повторить выполнение п. 2 лабораторного задания при других 
(два-три) начальных состояниях и той же входной последователь-
ности. Провести сравнение автокорреляционных функций, энер-
гетических спектров и гистограмм и сделать выводы о зависимо-
сти характеристик выходного сигнала от начального состояния. 
4. По составленному в домашнем задании m-файлу смоделировать 
поведение вероятностного Y-детерминированного конечного 
автомата при подаче на его вход последовательности из 1000 
элементов входного алфавита. Начальное состояние выбрать 
первым из возможных. Вычислить автокорреляционную функ-
цию и энергетический спектр выходного процесса и построить 
его гистограмму.
5. Повторить выполнение п. 3 лабораторного задания при дру-
гих (остальных) начальных состояниях и той же входной по-
следовательности. Провести сравнение автокорреляционных 
функций, энергетических спектров и гистограмм с получен-
ными выше в п. 4, и сделать выводы о зависимости характери-
стик выходного сигнала от начального состояния вероятност-
ного конечного автомата.
6. Составить стохастическую матрицу переходов марковской цепи 
на 10 состояний и с помощью m-функции Markow получить в ре-
зультате моделирования 1000 значений состояния цепи. Опре-
делить финальные вероятности выбранной марковской цепи, 
убедиться в их независимости от начального состояния. 
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6.4. Содержание отчета
1. Цель работы.
2. Описание составленных в домашнем задании к лабораторной 
работе m-функций системы MATLAB: назначение, входные 
и выходные параметры, исходный текст функций.
3. Результаты моделирования комбинационной схемы — шифра-
тора и дешифратора.
4. Описание моделируемого детерминированного конечного ав-
томата Мура: входной, выходной алфавиты, алфавит состоя-
ний, матрицы и графы перехода и выхода, m-файлы.
5. Графики фрагментов (от 50 до 100 значений) входной и выход-
ной последовательностей, соответствующий график состояний 
детерминированного автомата Мура. 
6. Результаты анализа выходной зависимости автомата Мура от 
начального состояния, АКФ, энергетические спектры и гисто-
граммы.
7. Описание моделируемого вероятностного Y-детерминирован-
ного конечного автомата: входной, выходной алфавиты, ал-
фавит состояний, вероятностная матрица перехода и выхода, 
m-файлы.
8. Графики фрагментов (от 50 до 100 значений) входной и выход-
ной последовательностей, график состояний автомата. Резуль-
таты анализа выходной зависимости вероятностного автомата 
от начального состояния, АКФ, энергетические спектры и ги-
стограммы.
9. Результаты исследования марковской цепи: матрица перехода, 
аналитические и экспериментальные значения финальных ве-
роятностей, гистограммы выходного процесса, анализ зависи-
мости выходного процесса от начального состояния, использу-
емые m-файлы.
10. Выводы по работе. 
Контрольные вопросы
1. Дайте определение конечного автомата, детерминированного 
автомата, вероятностного автомата, марковской цепи.
2. Поясните различия в поведении детерминированного и веро-
ятностного конечных автоматов. 
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3. В чем состоит различие автоматов Мили и Мура?
4. Почему комбинационные схемы также относят к классу конеч-
ных автоматов?
5. Что такое Y-детерминированный вероятностный автомат? Чем 
он отличается от Z-детерминированного автомата?
6. Какие динамические процессы можно представить марковски-
ми моделями?
7. Как сказывается на работе автомата наличие или отсутствие па-
мяти его состояний?
8. Приведите пример односвязной, 2-связной и 3-связной мар-
ковской последовательности.
9. В чем отличие схемы моделирования коррелированной после-
довательности с помощью линейного фильтра от использова-
ния марковской модели?
10. Какую роль играют автокорреляционная функция и энергети-
ческий спектр в анализе процессов в конечных автоматах?
11. Может ли появиться тренд при моделировании конечных ав-
томатов?
12. Какие функции системы MATLAB могут быть использованы 
для моделирования конечных автоматов? 
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Лабораторная работа № 7. 
Моделирование системы 
массового обслуживания
Ц ель работы: Определение характеристик системы массового обслуживания M/M/1/1 методом статистического моделиро-вания и их сравнение с характеристиками, полученными рас-
четным путем.
Работа состоит из четырех частей: домашнего задания, коллоквиума, 
расчетно-экспериментальной части и оформления полученных ре-
зультатов в виде отчета. При подготовке домашнего задания следу-
ет использовать сведения, приведенные ниже в п. 7.1 и в [7, 17, 18]. 
7.1. Системы массового обслуживания 
Системы массового обслуживания (СМО) представляют собой 
класс математических схем, разработанных в теории массового об-
служивания и различных приложениях для формализации процессов 
функционирования систем, которые по своей сути являются процес-
сами обслуживания [19]. 
В любом элементарном акте обслуживания можно выделить две ос-
новные составляющие: ожидание обслуживания заявки и собственно 
обслуживание заявки. Это можно изобразить в виде некоторого i-го 
устройства обслуживания Ki (см. рис. 7.1), состоящего из накопите-
ля заявок Bi, в котором может одновременно находиться l Li i= ј0 1, , ,  
заявок, где Li — емкость i-го накопителя, и устройства обслужива-
ния заявок (сервера или просто обработчика) Xi. На каждый элемент 
устройства обслуживания Ki поступают потоки событий: в накопи-
тель Bi — поток заявок wi, на обработчик Xi — поток управляющих ко-
манд на обслуживание ui.
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Рис. 7.1. Модель устройства обслуживания заявок
7.1.1. Показатели эффективности функционирования СМО 
Основной целью изучения СМО является исследование распре-
делений различных параметров, характеризующих состояние систе-
мы (например, длины очереди, времени ожидания начала обслужи-
вания, вероятности данному вызову получить отказ и т. д.). Главный 
интерес при этом представляют эргодические теоремы, описывающие 
поведение указанных характеристик на большом промежутке време-
ни. Например, одной из характеристик эффективности работы авто-
матической телефонной станции является доля вызовов, получивших 
отказ, т. е. предел p при t → ∞ (если он существует) отношения r(t)/e(t) 
числа r(t) вызовов, потерянных за время t, к общему числу e(t) вызо-
вов, поступивших за это время. Этот предел можно с достаточными 
на то основаниями называть вероятностью отказа. 
Показателями, характеризующими системы с ожиданием, явля-
ются предельные (при n → ∞) распределения вероятностей Pr{ }w xn <  
и Pr{ }q xn <  для времени wn, которое n-й вызов ожидал для начала об-
служивания с момента прихода, и для длины qn очереди в момент по-
явления в системе n-го вызова.
Метод исследования часто состоит в отыскании марковских про-
цессов или последовательностей, характеризующих состояние си-
стемы. Если, например, случайные величины tej  и twj  распределены 
экспоненциально и при разных индексах независимы, то «процесс 
очереди» q(t) будет марковским и допускает описание с помощью 
простых дифференциальных уравнений для стационарного распре-
деления. В других случаях обычно пытаются построить случайные 
моменты времени t1, t2, ..., такие, что r(ti) или значения других харак-
теристик (например, времени ожидания), взятые в моменты t1, t2, ..., 
образовывали бы цепь Маркова. Это так называемый метод вложен-
ной цепи Маркова. Этот метод часто используется в модифицирован-
ном виде, когда строятся полумарковские процессы, описывающие 
интересующие нас состояния системы.
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В более сложных случаях приходится использовать асимптотиче-
ские методы или прибегать к моделированию случайных процессов, 
описывающих поведение систем массового обслуживания по мето-
ду Монте-Карло.
Решение практических задач заключается в установлении зави-
симости между характером потока заявок на входе, производитель-
ностью одного канала, числом каналов и эффективностью обслужи-
вания.
В качестве критерия эффективности могут быть использованы раз-
личные функции и величины:
— среднее время простоя системы; 
— среднее время ожидания в очереди; 
— закон распределения длительности ожидания заявок в очереди; 
— средняя доля заявок, получивших отказ, и т. д. 
Выбор критерия зависит от вида системы. Например, для систем 
с отказами главной характеристикой является абсолютная пропуск-
ная способность — среднее число заявок, которое может обслужить 
система за единицу времени. Наряду с абсолютной рассматривается 
также относительная пропускная способность — средняя доля посту-
пивших заявок, обслуженных системой, равная отношению среднего 
числа заявок, обслуживаемых системой в единицу времени, к средне-
му числу поступивших за это время заявок. 
Помимо этих характеристик при анализе систем с отказами мо-
гут интересовать и другие характеристики — среднее число занятых 
каналов, среднее относительное время простоя одного канала и систе-
мы в целом. 
Для систем с неограниченным ожиданием (без потерь) пропуск-
ная способность теряет смысл, так как каждая заявка будет обслуже-
на. В этих системах критериями эффективности функционирования 
являются характеристики ожидания: среднее время простоя в очере-
ди, среднее число заявок в очереди, среднее время пребывания заявок 
в системе, коэффициент простоя и коэффициент загрузки обслужи-
вающей системы.
Для систем с ограниченным ожиданием интерес представляют обе 
группы характеристик: как абсолютная и относительная пропускная 
способность, так и характеристики ожидания.
При анализе процессов, протекающих в системе массового об-
служивания, необходимо знать основные параметры системы: число 
каналов n, интенсивность потока заявок λ, производительность каж-
дого канала μ, условия образования очереди и порядок передачи за-
явок на обслуживание.
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7.1.2. Математические модели потоков событий 
Рассмотрим на оси времени (0, t) ординарный поток событий 
и найдем среднее число событий, наступающих на интервале време-
ни Δt, примыкающем к моменту времени t. Получим
 0 1 10 1 1Ч + Ч = ЧP t t P t t P t t( , ) ( , ) ( , )D D D ,
где P t t0 ( , )D  — вероятность отсутствия события и P t t1( , )D  — вероят-
ность наличия события на интервале Dt . Тогда среднее число собы-
тий, появляющихся на участке времени Dt  в единицу времени, со-
ставит P t t1( , )D / Dt . Предел этого выражения при Dt ® 0  (если он 
существует) называется интенсивностью lim( ( , ) / ) ( )
D
D D
t
P t t t t
®
=
0 1
l  ор-
динарного потока событий. Интенсивность потока может быть любой 
неотрицательной функцией времени, имеющей размерность, обрат-
ную размерности времени. Для стационарного потока его интенсив-
ность не зависит от времени и представляет собой постоянное значе-
ние, равное среднему числу событий, наступающих в единицу времени 
l l( )t = = const .
Одним из центральных вопросов организации СМО является вы-
яснение закономерностей, которым подчиняются моменты поступле-
ния в систему заявок (или событий) на обслуживание. Рассмотрим 
наиболее употребляемые математические модели входных потоков.
Простейший пуассоновский поток. Для решения большого числа 
прикладных задач бывает достаточным применить математические 
модели однородных потоков, удовлетворяющих требованиям стаци-
онарности, отсутствия последействия и ординарности. Если поток 
удовлетворяет названным требованиям, он называется простейшим 
пуассоновским потоком.
Для простейшего потока число n событий, попадающих на любой 
интервал T, распределено по закону Пуассона: 
 Pr( , )
( ) exp( )
!
, , ,n T
T T
n
n
n
=
-
= ј
l l
1 2  (7.1) 
Вероятность того, что на интервале времени Δ не появится ни од-
ного события, равна 
 Pr( , ) exp( )0 D D= -l , (7.2)
и тогда вероятность противоположного события равна
 Pr( , ) exp( )n і = - -1 1D Dl .  (7.3)
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Поскольку, по определению Pr( )z < D , это функция распределе-
ния вероятности случайной величины Δ, то отсюда получим, что слу-
чайный интервал времени между событиями Δ распределен по экс-
поненциальному закону
 f
dF
d
e( ) ( )D D
D
D= = -l l ,  (7.4)
где параметр λ называют интенсивностью потока. Причем математи-
ческое ожидание и дисперсия этого распределения равны
 M D[ ] / , [ ] /D D= =1 1 2l l . (7.5)
Потоки с ограниченным последствием (потоки Пальма) . Потоком 
Пальма называется поток, обладающий свойствами стационарности, 
ординарности и независимости интервалов времени Δ между собы-
тиями. Требование независимости интервалов Δ является более сла-
бым, чем требование беcпоследействия, поэтому такие потоки назы-
вают также потоками с ограниченными последействиями.
Пусть в систему поступает поток заявок типа Пальма. Заявка, за-
ставшая все каналы занятыми, получает отказ. Если при этом время 
обслуживания имеет показательный закон распределения, то поток 
необслуженных заявок является потоком Пальма. Простейший по-
ток является частным случаем потока Пальма. Его независимые ин-
тервалы распределены по экспоненциальному закону. 
Еще одним примером потоков Пальма являются потоки Эрланга, 
которые могут быть получены следующим образом. Если из простей-
шего потока исключается каждое второе требование, то оставшийся по-
ток образует поток Эрланга второго порядка; если в потоке сохраняет-
ся каждое третье, то это — поток Эрланга третьего порядка и т. д. Для 
потока k-го порядка функция плотности для интервала Δ имеет вид: 
 f
kk
k
( )
( ) exp( )
( )!
,D
D D
D=
-
-
>
-l l l1
1
0 .  (7.6)
C увеличением порядка k при больших значениях интервала Δ 
функция fk(Δ) убывает, но ее математическое ожидание и дисперсия 
пропорционально возрастают:
 M k D k[ ] / , [ ] /D D= =l l 2 . (7.7)
При достаточно большом k (практически при k > 5 ) поток Эрлан-
га k-го порядка можно считать нормальным с параметрами, показан-
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ными в формуле (7.7). Это следует из того, что интервал времени Δ 
между двумя последовательными событиями в потоке Эрланга k-го 
порядка представляет собой сумму k независимых случайных вели-
чин с одним законом распределения и на основании центральной пре-
дельной теоремы распределение этой суммы при k → ∞ стремится 
к нормальному закону (рис. 7.2).
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Рис. 7.2. Гистограммы распределений интервалов потока Эрланга
 при k = 5 (а) и  k = 10 (б)
Задавая различные значения k в соотношении (7.6), можно полу-
чить потоки, обладающие различными последействиями — от полного 
его отсутствия (k = 1 — пуассоновский поток) до полной функциональ-
ной связи между моментами появления событий (k → ∞ — регулярный 
поток).
Большое распространение в моделировании СМО нашел вейбул-
ловский поток, у которого интервал Δ между событиями распределен 
по закону Вейбулла [5, 7]:
 f m e mw
m m( ) ( ) , ,( )D D DD= > і- -b b b1 1 0 , (7.8)
где m — параметр формы, β — масштабный параметр. При m → ∞ ФПВ 
fw(Δ)вырождается в δ-функцию Дирака в точке 1/β. Вейбулловский по-
ток также ординарный и стационарный и при m = 1 см превращается 
в пуассоновский поток с интенсивностью, равной β (рис. 7.3). Под-
робные сведения о методике компьютерного моделирования потоков 
Пуассона, Эрланга и Вейбулла приведены в [2, 15].
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Рис. 7.3. Экспериментальные функции распределения интервалов 
потоков Пальма
7.1.3. Основные аналитические соотношения для СМО M/M/1/1
Рассмотрим простейшую систему массового обслуживания с ожи-
данием — одноканальную систему (k = 1), в которую поступает про-
стейший поток заявок с интенсивностью λ, а интенсивность обслу-
живания заявок равна μ. Заявка, поступившая в момент, когда канал 
занят, становится в очередь и ожидает обслуживания. При этих при-
нятых предположениях в обозначениях Д. Кендалла будет иметь ме-
сто классическая система обслуживания типа М/М/1/1 (одноканаль-
ная система с марковским входящим потоком заявок и марковским 
потоком обслуживания). 
Система с ограниченной длиной очереди. Допустим сначала, что ко-
личество мест в накопителе (буфере) ограничено числом B, т. е. если 
заявка пришла в момент, когда в очереди стоит B заявок, она поки-
дает систему необслуженной. 
Пронумеруем все возможные состояния системы по числу заявок, 
находящихся в системе, как ожидающих, так и обслуживаемых (сто-
хастический граф показан на рис. 7.4):
Z0 — канал свободен;
Z1 — канал занят, очереди нет;
Z2 — канал занят, в очереди 1 заявка;
Z3 — канал занят, в очереди 1 заявка;
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...
Zn — канал занят, в очереди n – 1 заявка;
...
ZB+1 — канал занят, в очереди B заявок.
Все интенсивности потоков, приходящих в систему, соответству-
ют стрелкам слева направо (обозначены λ), а покидающих систему 
— справа налево (обозначены μ). Такой граф соответствует извест-
ной схеме марковской цепи, называемой схемой «рождения и гибели». 
λ
z0 z1 z2 zn zB+1
Очереди нет
μ μ μ μ μ μ
λ λ λ λ λ
Рис. 7.4. Стохастический граф СМО M/M/1/1 
(схемы «рождения и гибели»)
Составим алгебраические уравнения для вероятностей состояний 
Pr( ) , , , ,Z p i Bi i= = +0 1 1 . Связь нулевого состояния с первым опи-
сывается уравнением 
 l mp p0 1= , (7.9)
второго с третьим — 
 l m l mp p p p1 1 0 2+ = + . (7.10)
Учитывая выражение (7.9), можно сократить в равенстве (7.10) рав-
ные друг другу слагаемые и получить простую связь (по аналогии) для 
последующих состояний:
 l mp p n Bn n- = = ј +1 2 3 1, , , , . (7.11)
Дополненная условием нормировки pii
B
=
=
+е 10
1  система уравне-
ний однозначно определяет предельные вероятности состояний си-
стемы массового обслуживания. Последовательное решение систе-
мы алгебраических уравнений (7.11) методом подстановки приводит 
к общей формуле
 p p p n Bn
n
n
n= = = ј +-
l
m
r


, , , ,
1
1
1
0 0 1 2 1 , (7.12)
в которой выражение для вероятности нулевого состояния с учетом 
условия нормировки будет иметь вид:
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 p B0 2 3 1
1
1
=
+ + + +ј+ +r r r r
 (7.13)
или, учитывая, что знаменатель представляет собой геометрическую 
прогрессию, 
 p B0
1
1 2
=
-
- +
r
r
. (7.14)
Выражение (7.14) справедливо только при ρ < 1. Сумма геометри-
ческой прогрессии со знаменателем ρ = 1 равна B + 2, в этом случае 
p B0 1 2= +/ ( ) .
Вероятность отказа. Заявка получает отказ только в том случае, ког-
да накопитель содержит B заявок и канал занят. Это состояние соот-
ветствует крайней правой вершине стохастического графа, поэтому
 P pотк B
B
B
= =
-
-+
+
+1
1
2
1
1
r r
r
( )
.  (7.15)
Относительная пропускная способность равна доле заявок, не по-
лучивших отказ:
 q Pотк
B
B
= - = -
-
-
+
+1 1
1
1
1
2
r r
r
( )
.   (7.16) 
Абсолютная пропускная способность равна числу заявок, не полу-
чивших отказ:
 A q
B
B
= = -
-
-
ж
и
з
ц
ш
ч
+
+l l
r r
r
1
1
1
1
2
( )
.   (7.17) 
Средняя длина очереди определяется как математическое ожида-
ние дискретной случайной величины r — числа заявок, находящихся 
в очереди. Поскольку эти вероятности уже найдены, то 
 r M r p p n p nn
n
B n
n
B n
n
B
= = = =
=
+ -
=
+ -
=е е е[ ] (  )r r r r r0 0 02
1 2 2
2
1 2 1
1
2 . (7.18)
Последняя сумма в выражении (7.18) представляет собой произво-
дную по ρ от геометрической прогрессии, тогда, используя это пред-
ставление и выражение для p0 из формулы (7.14), окончательно по-
лучим
 r
B B B
B
=
- + -
- - +
r r r
r r
2
2
1 1
1 1
( ( ) )
( )( )
. (7.19)
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Среднее число заявок, находящихся в системе, определяется как 
математическое ожидание суммы всех заявок в накопителе и кана-
ле: y r x= + . Так как величина r  уже известна, то определим сред-
нее число заявок x , находящихся на обслуживании. Поскольку канал 
один, то дискретная случайная величина x  может быть равна либо 0 
с вероятностью p0 , либо 1 с вероятность 1 0- p , откуда
 x p p
B
B
= Ч + Ч - =
-
-
+
+0 1 1 10 0
2
2
( )
r r
r
  (7.20)
и среднее число заявок в системе равно
 y r x r
B
B
= + = +
-
-
+
+
r r
r
2
21
.  (7.21)
Среднее время ожидания заявок в очереди определяется как матема-
тическое ожидание суммы всех возможных времен ожидания заявок 
в накопителе. Любая заявка будет ждать начала обслуживания, пока 
не продвинутся последовательно все предшествующие с интенсив-
ностью μ. Поэтому среднее время ожидания первой в очереди заяв-
ки равно p1/μ, второй в очереди заявки равно p2 · 2/μ, третьей — p3 · 3/μ 
и т. д. Если же номер заявки превышает размер накопителя, то заяв-
ка в очередь не вставляется и вероятность ее ожидания равна нулю. 
Итак, среднее время ожидания равно
 t p p p p
B
Bож = + + +ј+1 2 3
1 2 3
m m m m
,
которое после подстановки и упрощения представляется выражением
 t
B B B
Bож
=
- + -
- - +
r
m
r r r
r r
2
2
1 1
1 1
( ( ) )
( )( )
. (7.22)
Сравнивая это выражение с (7.19), замечаем, что 
 t
r r
ож = =rm l
, (7.23)
т. е. среднее время ожидания равно среднему числу заявок в очере-
ди, деленному на интенсивность потока входных заявок (первая фор-
мула Эрланга).
Среднее время пребывания заявок в системе определяется как мате-
матическое ожидание суммы времени ожидания заявок в накопите-
ле и времени обслуживания в канале. Последнее равно произведению 
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относительной пропускной способности системы на среднее время 
обслуживания одной заявки: t
q
об = m
. Отсюда
 t t t
r q
СМО ож об= + = +» …
. (7.24)
Возможные колебания случайных значений относительно вычис-
ленных математических ожиданий можно оценить с помощью дис-
персии, которая относительно легко вычисляется при известных дис-
кретных распределениях вероятностей (7.12).
Пример 7.1. Автозаправочная станция (АЗС) может быть представ-
лена моделью СМО. Предположим, что площадка при станции рассчи-
тана на три машины (B = 3). Поток машин, прибывающих на АЗС, имеет 
интенсивность λ = 0,25 машин в минуту (среднее время между ними со-
ставляет 4 минуты). Процесс заправки продолжается в среднем 5 минут. 
Определим основные числовые характеристики. Сначала найдем при-
веденную интенсивность потока заявок:
r l m= = =/ , / , , ,0 25 0 2 1 25  так как m = =1 5 0 2/ , .
Вероятности всех пяти возможных состояний на АЗС:
p
p p
0
1 2
2
1 1 25
1 3 05
0 122
1 25 0 122 0 152 1 25 0 122 0
=
-
-
=
= Ч = = Ч =
,
,
, ;
, , , ; , , , ;
, , , ; , , , .
191
1 25 0 122 0 238 1 25 0 122 0 2973
3
4
4p p= Ч = = Ч =
 
Вероятность отказа Pотк = 0 297, .
Относительная пропускная способность АЗС q P= - =1 0 703отк , .
Абсолютная пропускная способность АЗС A q= = Ч »l 0 25 0 703 0 176, , ,  ма-
шин в минуту или 1 машина каждые 5,69 минуты.
Среднее число машин в очереди r = - + - Ч
- -
»
1,25 )1,25 )
( )( )
2 3
5
1 3 1 3 1 25
1 1 25 1 1 25
1 56
( ( ,
, ,
, .
Среднее число машин, находящихся на обслуживании, x = -
-
»
1,25 1 25
1 1 25
0 88
5
5
,
,
, .
Среднее число машин на АЗС y r x= + = + =1 56 0 88 2 44, , , .
Среднее время ожидания машины в очереди t rож = = =l
1 56
0 25
6 24
,
,
,  ми-
нуты.
Среднее время, проведенное машиной при заправке на этой АЗС, соста-
вит t t tСМО ож об= + = + = + »6 24 0 703 0 2 6 24 3 515 9 78, , / , , , ,  минуты.
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Возможности оценки характеристик с использованием аналитиче-
ских моделей теории массового обслуживания являются весьма огра-
ниченными по сравнению с требованиями практики исследования 
и проектирования радиотехнических систем, формализуемых в виде 
Q-схем. Несравненно большими возможностями обладают имита-
ционные модели, позволяющие исследовать Q-схему, задаваемую 
в форме Q W Y H Z R A=< >, , , , ,  без ограничений. Один из вариантов 
имитационной модели, оформленной с использованием графических 
ресурсов системы MATLAB, предлагается для определения статисти-
ческих свойств в настоящей лабораторной работе.
7.2. Домашнее задание
1. Ознакомиться в [18, 19] с алгоритмами формирования потоков 
Пуассона, Эрланга и Вейбулла.
2. Составить m-файл для формирования временной последова-
тельности потоков Пуассона и Эрланга при различных пара-
метрах этих потоков.
3. Составить блок-схему алгоритма моделирования системы мас-
сового обслуживания в виде одноканальной схемы с ожиданием.
4. Составить блок-схему алгоритма моделирования системы мас-
сового обслуживания в виде одноканальной схемы с отказами.
5. Просмотреть демонстрационный файл sf_server.mdl по моде-
лированию сервера (команда sf_server в командном окне си-
стемы MATLAB).
7.3. Лабораторное задание
1. Запустить m-файл SMO.ﬁ g. После появления интерфейса в ко-
мандной строке (см. рис. 7.5) найти и выполнить команду Ини-
циализация/Количество прогонов, задав сначала 20 прогонов. 
Выбрав команду Параметры системы, задать параметры моде-
ли СМО:
 Интенсивность заявок = 1;
 Интенсивность обработки = 1;
 Емкость буфера = 1.
 С помощью команды Представление результатов выбрать по-
каз гистограмм и графиков. Запуская процесс моделирования 
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кнопкой Пуск, посмотреть несколько вариантов представления 
изображений гистограмм и графиков. Выбрать наиболее пред-
ставительный вариант и сохранить его в файле отчета. 
Рис. 7.5. Интерфейс программы моделирования СМО
2. Увеличить число прогонов до 200. Заполнить таблицу. При за-
полнении ячеек таблицы проводить усреднение, повторяя мо-
делирование при неизменных параметрах от 3 до 5 раз. 
 Примечание: При появлении одинаковых результатов модели-
рования переходить к следующему варианту значений параме-
тров системы массового обслуживания. 
Результаты моделирования СМО
Интенсивность поступления λ = 1, интенсивность обработки μ = 1
Емкость 
буфера
Количество 
отказов
Занятость 
канала
Среднее 
время
Средняя 
очередь
Средняя
задержка
1
2
3
4
5
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3. Повторить п. 2 лабораторного задания при B = 1 и заполнить 
подобные таблицы при интенсивности обработки, равной 2, 3, 
4 и 5 с–1.
4. Повторить п. 2 лабораторного задания при B = 2, 3,4,5 и запол-
нить таблицы при интенсивности обработки, равной 1, 2, 3, 4 
и 5 с–1.
5. Повторить п. 2 и п. 3 лабораторного задания при иной интен-
сивности λ поступления заявок (получить дополнительные ука-
зания от преподавателя) и заполнить соответствующие табли-
цы результатов моделирования.
6. Построить с помощью команды surf 3D-графики количества 
отказов и занятости канала в координатах «Емкость буфера — 
Интенсивность обработки» и сохранить оба графика в фай-
ле отчета.
7.4. Содержание отчета
1. Цель работы.
2. Описание одноканальной системы массового обслуживания 
с ожиданием и с отказами. Блок-схема алгоритма моделирова-
ния СМО с отказами. М-файлы моделирования потоков Пуас-
сона и Эрланга.
3. Копия экрана, отображающего интерфейс программы модели-
рования СМО с кратким описанием параметров моделирова-
ния.
4. Графики гистограмм и временных последовательностей резуль-
татов моделирования при числе прогонов, равном 20, и пояс-
нения к ним.
5. Таблицы результатов моделирования при большом числе про-
гонов с необходимыми пояснениями.
6. Графические представления результатов моделирования 
(см. рис. 7.6).
7. Определение по аналитическим выражениям (7.12)–(7.24) рас-
четных значений параметров СМО с отказами и сравнение их 
c результатами моделирования.
8. Выводы по работе. 
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Входной лоток заявок
Ожидание заявок в буфере
Канал обслуживания заявок
а
Входные интервалы Интервалы обслуживания
б
Рис. 7.6. Графические представления результатов моделирования СМО:
а — потоки при n = 25, λ = 1, μ = 1; б — гистограммы при n = 500, λ = 1, μ = 1
Контрольные вопросы
1. Назовите основные типы систем массового обслуживания.
2. Назовите состав и основные свойства моделей систем массо-
вого обслуживания.
3. В чем состоит существенное отличие моделирования системы 
массового обслуживания от моделирования динамической си-
стемы? 
4. Какие модели потоков событий вы знаете? Назовите их свой-
ства, области применения.
5. Почему входной поток и поток обслуживания моделируемой 
СМО называются марковскими потоками?
6. Приведите состав m-файла моделирования пуассоновского по-
тока.
7. Назовите основные характеристики модели системы с ожида-
нием.
8. Каким образом можно определить среднее время занятости ка-
нала?
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9. В чем состоит отличие времени ожидания заявки от времени ее 
обслуживания? Отличие времени ожидания от времени пребы-
вания в системе массового обслуживания?
10. Можно ли утверждать, что статистические характеристики мо-
делирования системы массового обслуживания будут одинако-
выми при количестве прогонов, равном 1000, и количестве про-
гонов, равные 200, повторенном 5 раз?
11. Приведите тип (функцию) статистической связи между коли-
чеством заявок и суммарным временем их появления в пуас-
соновском потоке.
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Моделирование типовых динамических звеньев
Ц ель работы: Исследование временных и частотных характери-стик типовых динамических звеньев с использованием прило-жений MATLAB и Simulink.
Работа состоит из четырех частей: домашнего задания, коллоквиума, 
расчетно-экспериментальной  части и оформления полученных ре-
зультатов в виде отчета. При подготовке домашнего задания следует 
использовать сведения, приведенные в п. 8.1. 
8.1. Основные теоретические сведения о модели звена
Под типовым динамическим звеном понимают устройство любо-
го физического вида и конструктивного оформления, поведение ко-
торого описывается линейным обыкновенным дифференциальным 
уравнением (ОДУ) не выше второго порядка [20]
 T
d y
dt
T
dy
dt
y k
d u
dt
du
dt
u2
2
2
2 1 2
2
2
2 1
+ + = + +( ),t t   (8.1)
где u(t) и y(t) — входная и выходная величины соответственно; 
T T1 2 1 2, , ,t t  — постоянные времени; k — передаточный коэффи-
циент. 
При нулевых начальных условиях уравнение (8.1) можно предста-
вить в виде передаточной функции звена
 H p
Y p
U p
k p p
T p T p
( )
( )
( )
( )
,= =
+ +
+ +
t t2
2 2
1
2
2 2
1
1
1
  (8.2)
где Y p( )  и U p( )  — изображения по Лапласу входной и выходной ве-
личин, т. е. U p L u t( ) { ( )}= , Y p L y t( ) { ( )}= , где L{ }Ч  — прямое преоб-
разование Лапласа, p j= +s w  — комплексная частота. 
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Знаменатель передаточной функции (8.2) называется характери-
стическим полиномом, а его корни — полюсами. Корни полинома чис-
лителя в (8.2) называются нулями передаточной функции. Перечень 
типовых динамических звеньев и их передаточных функций приведен 
в табл. 8.1. Расположение нулей и полюсов на комплексной плоско-
сти p j~ ( , )s w  называется картой (англ. map) нулей и полюсов и вме-
сте с передаточным коэффициентом k однозначно определяет дина-
мическое звено.
Определение динамического звена в дуальной — временной — 
системе координат выражается его временными характеристиками. 
Временные характеристики динамического звена — это его реакция 
на входные воздействия стандартного вида при определенных на-
чальных условиях.
Переходная функция h(t) звена — это реакция звена (выходной сиг-
нал) на единичное ступенчатое воздействие δ(t) при нулевых началь-
ных условиях:
 h t L
H p
p
( ) ( )=
м
н
о
ь
э
ю
-1 ,  (8.3)
где L- Ч1{ }  — обратное преобразование Лапласа. Таблица преобразо-
ваний Лапласа приведена в [20].
Весовая переходная функция звена — это реакция звена (выходной 
сигнал) на единичный импульс δ(t) при нулевых начальных условиях:
 h t L H p( ) { ( )}= -1 .  (8.4)
Весовая переходная функция звена удовлетворяет следующим ус-
ловиям:
 g t( ) = 0  при t < 0 , g d
t
( )t t < Ґт
0
. (8.5)
Первое условие в выражении (8.5) называют условием физической 
реализуемости звена, а второе является условием устойчивости звена. 
Между двумя переходными функциями существует связь
 g t dh t
dt
h t g d
t
( )
( )
, ( ) ( )= = т t t
0
. (8.6)
Пример 8.1. Построить графики переходных функций для инерци-
онного звена первого порядка H p k
Tp
( ) =
+1
 с параметрами k T= =5 1, . 
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Текст скрипт-файла системы MATLAB и результаты его работы приведе-
ны ниже. Используемая в скрипт-файле встроенная m-функция tf опре-
деляет тип переменной p как относящейся к классу символьных комплекс-
ных переменных, поэтому запись команды H = k/(T*p+1) воспри нимается 
как определение коэффициента передачи динамического звена. Другие 
m-функции — step и impulse — автоматически вычисляют и строят его 
переходную и импульсную характеристики.
%Переходная  функция 
p = tf('p'); 
k = 5; T = 1; 
H = k/(T*p+1) 
subplot(211) 
step(H) 
subplot(212) 
impulse(H) 
 
Transfer function: 
 5 
----- 
p + 1 
Рис. 8.1. Переходная и импульсная функции 
инерционного звена первого порядка 
Неминимально-фазовое звено характеризуется тем, что у него 
сдвиг фазы по модулю больше, чем у минимально-фазового звена, 
имеющего одинаковую с первым амплитудную частотную характе-
ристику. Для минимально-фазовых устойчивых звеньев амплитуд-
но-частотная характеристика однозначно определяет передаточную 
функцию звена.
Пример 8.2. Построить графики частотных характеристик: ЛАЧХ, 
ЛФЧХ, АФЧХ для инерционного звена первого порядка H p k
Tp
( ) =
+1
 
с параметрами k T= =5 1, . Скрипт-файл системы MATLAB, реализую-
щий это построение, приведен ниже.
Частотные характеристики звена (см. рис. 8.2) определяют его реак-
цию на гармонический входной сигнал в установившемся режиме. Ком-
плексный коэффициент усиления получают из передаточной функции 
H p( )  при подстановке в нее p j= w :
H j
Y j
U j
H j H R jI H e( )
( )
( )
Re( ( )) Im( ( )) ( ) ( ) ( ) ( )w
w
w
w w w w w j w= = + = + = ,
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где H R I( ) ( ) ( )w w w= +2 2  — амплитудная частотная характеристика 
(АЧХ); j w w
w
( )
( )
( )
= arctg
I
R
 — фазовая частотная характеристика (ФЧХ); 
R I( ), ( )w w  — вещественная и мнимая части комплексного коэффици-
ента усиления.
% Частотные  
% характеристики 
 
k = 5; T = 1; 
H =tf([k],[T 1],… 
'variable','p') 
subplot(121) 
bode(H),grid 
subplot(122) 
nyquist(H) 
 
Transfer function: 
 5 
----- 
p + 1  
Рис. 8.2. Частотные характеристики звена первого порядка 
в форме диаграмм Боде и Найквиста
При изменении частоты от 0 до ∞ конец вектора H j( )w  описывает 
на комплексной плоскости кривую, называемую годографом (АФЧХ). 
С целью сокращения вычислений в теории регулирования часто ис-
пользуют логарифмические частотные характеристики.
Логарифмическая амплитудная частотная характеристика (ЛАЧХ) 
определяется как L Hm( ) lg ( )w w= 20 . Величина Lm( )w  откладывается 
по оси ординат в децибелах. Логарифмическая фазочастотная харак-
теристика (ЛФЧХ) j w( )  вычисляется в градусах. По оси абсцисс от-
кладывается величина lg( )w , которая имеет две единицы измерения: 
декаду и октаву. На практике при построении ЛАЧХ используют так-
же их асимптотические приближения — совокупность отрезков пря-
мых линий с наклонами, кратными величине ±20 дБ/дек.
Звено называется минимально-фазовым, если все нули и полюсы 
его передаточной функции имеют отрицательные или равные нулю 
вещественные части. Звено называется неминимально-фазовым, если 
хотя бы один нуль или полюс его передаточной функции имеют по-
ложительную вещественную часть.
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Пример 8.3. Построить асимптотическую ЛАЧХ для инерционного 
звена первого порядка H p k
Tp
( ) =
+1
. Комплексный коэффициент усиле-
ния для рассматриваемого звена равен H j H j( ) ( )exp( ( ))w w j w= , где ФЧХ 
j w w( ) ( )= -arctg T , АЧХ H H j k
T
( ) | ( ) |w w
w
= =
+2 2 1
, а соответствующая 
ЛАЧХ имеет вид
L H k Tm( ) lg ( ) lg lgw w w= = - +20 20 20 1
2 2 .
Низкочастотная асимптота при w® 0  имеет уравнение L km( ) lgw = 20  
(при w1 /T ), а высокочастотная асимптота при w®Ґ  имеет уравнение 
L k Tm( ) lg lgw w= -20 20  (при w1 /T ). Из последнего выражения лег-
ко определить частоту среза при wср , решив уравнение при Lm( )wср = 0 , 
откуда wср = k T/ . Наклон высокочастотной асимптоты равен —20 дБ/
дек, а пересечение двух асимптот происходит в точке wс =1/T . Часто-
та wC  называется частотой сопряжения. График асимптотической ЛАЧХ 
представлен на рис. 8.3.
Lm, дБ
20 lgk
–20 дБ/дек
0
lg ωc
lg ω, дек
lg ωcp
Рис. 8.3. Асимптотическая ЛАЧХ звена первого порядка
Точная ЛАЧХ изображена штриховой линией. Наибольшее ее откло-
нение будет в точке wс =1/T и равно Δ = 3,01 дБ.
Пример 8.4. Найти реакцию инерционного звена первого порядка 
H p
k
Tp
( ) =
+1
с параметрами k T= =1 1,  на синусоидальное воздействие 
u t t( ) sin= 2 w , возникающее в момент времени t = 0. Представим ком-
плексный коэффициент усиления в виде H j H j( ) ( )exp( ( ))w w j w= , тог-
да выходной сигнал в установившемся режиме будет равен 
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y t H j t( ) | ( ) | sin( ( ))= +w w j w2 . Здесь H j
j
j( ) , exp( , )3
1
1 3
0 316 1 249=
+
= -  
и выходной сигнал y t t( ) , sin( , )= -0 632 3 1 249 . Эти вычисления могут быть 
проведены в системе MATLAB по программе, приведенной на рис. 8.4.
H = tf([1],[1 1]); 
Hj3 = evalfr(H,j*3); 
Hmag = abs(Hj3) 
argH = angle(Hj3) 
t = 0:0.02:5; 
u = 2*sin(3*t); 
y =Hmag*2*sin(3*t+argH); 
plot(t,u,t,y) 
 
Hmag =  0.3162 
argH =  -1.2490 
 
Рис. 8.4. Входное воздействие u(t) и реакция y(t) инерционного звена
8.2. Домашнее задание 
1. Получить от преподавателя индивидуальный вариант задания 
линейного динамического звена. Задания для лабораторной ра-
боты приведены в табл. 8.1.
2. Для передаточной функции заданного звена составить текст 
m-файла, содержащий соответствующую SISO-tf модель звена, 
а также встроенные функции (step, impulse, bode, nyguist), ре-
ализующие построение временных и частотных характеристик. 
 Параметры звеньев выбрать из следующих диапазонов: 
 k = 1–50; T = 0,005–1; ζ = 0–1.
3. Определить по таблице обратных преобразований Лапласа ана-
литические выражения временных характеристик заданного ди-
намического звена. 
4. Для заданной передаточной функции звена получить математи-
ческую модель в виде соответствующей задачи Коши для ОДУ.
8.3. Лабораторное задание
1. Для заданной передаточной функции звена с помощью встро-
енного редактора MATLAB создать m-файл, подготовленный 
при выполнении домашнего задания. Отладить текст и полу-
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чить в командном окне графические и текстовые результаты 
расчета характеристик динамического звена.
2. По полученным кривым временных и частотных характери-
стик определить параметры звена и сравнить их с заданными. 
Результаты сравнения свести в таблицу на стр. 141.
3. Исследовать влияние постоянных времени и коэффициента 
демпфирования на временные и частотные характеристики ди-
намического звена.
4. Создать m-файл, содержащий встроенные функции символь-
ных вычислений (ilaplace, simplify), позволяющих получить 
аналитические выражения переходных функций с помощью 
формул обращения (8.3) и (8.4). Сравнить результаты с выра-
жениями, предварительно полученными по таблице изображе-
ний по Лапласу [20].
Таблица 8.1 
Варианты заданий
№ 
п/п Тип звена Передаточная функция Н(р)
Статические (позиционные)
1 Безынерционное k
2 Апериодическое 1-го порядка (инерционное)
k
Tp +1
3 Неустойчивое 1-го порядка k
Tp -1
4 Апериодическое 2-го порядка
k
T p T p
k
T p T p
T T T T T T T
1
2 2
2 3 4
3 4 1 1
2
2 3 4 1
1 1 1
1
2
4
+ +
=
+ +
= ± - і і
( )( )
,
( ), ,, 2 2T
5 Колебательное
k
T p T p2 2 2 1
0 1
+ +
< <
V
V,
6 Неустойчивое колебательное 
k
T p T p2 2 2 1
0 1
- +
< <
V
V,
7 Консервативное
k
T p2 2 1+
Интегрирующие (астатические)
8 Идеальное интегрирующее
k
p T p
T
k
; ;
1 1
и
и =
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№ 
п/п Тип звена Передаточная функция Н(р)
9 Реальное интегрирующее
k
p Tp( )+1
10 Интегродифференцирующее k p
Tp
( )t +
+
1
1
11 ПИ-звено (изодромное) 1-го порядка
k p
p
k
T p
k k T
k
( )
; ,
t
t
+
= + = =
1 1 1
1 1
и
и
12 ПИИ-звено (изодромное) 2-го порядка
k p p
p
k
k
p
k
p
k k k k
( )
;
,
t Vt
t Vt
2 2
2 2
1
2
2
2
1
2 1
2
+ +
= + +
= =
Дифференцирующие (форсирующие)
13 Идеальное дифференцирую-щее kp
14 Реальное дифференцирующее kp
Tp +1
15 ПД-звено (форсирующее)1-го порядка k p( )t +1
16 ПДД-звено (форсирующее) 2-го порядка k p( )t
2 2 1+
5. Для передаточной функции заданного звена получить аналити-
ческие выражения частотных характеристик: АЧХ, ФЧХ, ЛАЧХ, 
АФЧХ. Найти соответствующую асимптотическую ЛАЧХ и по-
строить ее график, совмещенный с точкой сопряжения ЛАЧХ.
6. Для заданной передаточной функции звена путем графической 
сборки создать в Simulink динамическую S-модель и сохранить 
ее на диске. Провести моделирование в Simulink с целью полу-
чения временных и частотных характеристик звена.
7. Найти реакцию звена на синусоидальное воздействие u(t) = 
= Usinω(t), возникающее в момент времени t = 0, U = 2, ω = 2π/T. 
Подтвердить полученный результат с помощью системы 
MATLAB, содержащей встроенные функции evalfr,abs,angle. 
Сравнение результатов моделирования динамического звена
Тип звена Метод получения данных k T ζ τ T1 T2 T3
Теоретический
Экспериментальный
Окончание табл. 8.1
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8.4. Содержание отчета
1. Название и цель работы.
2. Структурная схема исследуемого в работе звена в виде динами-
ческой S-модели. 
3. Математическая модель в виде соответствующей задачи Коши 
для ОДУ.
4. Аналитические выражения переходных функций, полученных 
по передаточной функции звена.
5. Аналитические выражения частотных характеристик АЧХ, 
ФЧХ, ЛАЧХ, ЛФЧХ, АФЧХ, полученных по передаточной 
функции звена. Асимптотическая ЛАЧХ звена, частоты сопря-
жения.
6. Реакция звена на синусоидальное воздействие с подтвержде-
нием результатов в виде расчетов в системе MATLAB. 
7. Графики частотных характеристик звена: АЧХ, ФЧХ, ЛАЧХ, 
ЛФЧХ, АФЧХ при выбранных параметрах звена.
8. Графики переходных функций при выбранных параметрах звена.
9. Таблица, содержащая выбранные параметры звена, и параме-
тры, определенные по графикам переходных функций и частот-
ных характеристик.
10. Выводы по работе:
1) анализ таблицы на стр. 147 с результатами моделирования;
2) оценка влияния параметров звена (постоянные времени, 
коэффициент демпфирования) на его переходные функции 
и частотные характеристики.
Контрольные вопросы
1. Какие виды стандартных сигналов используются в теории ав-
томатического управления (ТАУ) 
2. Что называется передаточной функцией звена?
3. Какие звенья относятся к типовым?
4. Что такое статические и динамические характеристики звена?
5. Дать определение переходной и весовой функций (переходно-
го процесса) динамического звена.
6. Как связаны весовая и переходная функции звена с его пере-
даточной функцией?
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7. Как получить аналитические выражения для переходных функ-
ций простейших динамических звеньев?
8. Какие свойства звена можно определить по переходным функ-
циям? Пояснить на конкретных примерах.
9. Какой физический смысл имеют амплитудная и фазовая ча-
стотные характеристики?
10. Как с помощью системы MATLAB можно получить график 
следующих частотных характеристик звена: АЧХ, ФЧХ, АФЧХ, 
ВЧХ, МЧХ, ЛАЧХ, ЛФЧХ?
11. Что понимается под асимптотическими ЛАЧХ и ЛФЧХ дина-
мического звена? Указать особенности их построения.
12. Какие звенья относятся к минимально-фазовым? 
13. Можно ли производить непосредственное измерение параме-
тров частотных характеристик до завершения переходного про-
цесса?
14. Объясните смысл единиц измерения: децибелл, декада, октава.
15. Как получить частотные характеристики теоретическим путем 
по известной передаточной функции звена?
16. Приведите условие физической реализуемости динамическо-
го звена.
17. Приведите условие устойчивости динамического звена по ча-
стотным и временным характеристикам.
18. Какой график строит m-функция nyquist системы MATLAB?
19. Поясните этапы получения аналитического выражения для 
свободного движения линейной автономной системы; какие 
функции MATLAB можно использовать для этой цели?
20. Поясните, выполнение каких условий, накладываемых на нули 
и полюсы коэффициента передачи, дает наличие колебатель-
ных составляющих в свободном движении линейной автоном-
ной системы.
21. Поясните, при каких условиях нули и полюса коэффициента 
передачи определяют наличие апериодических составляющих 
в свободном движении линейной автономной системы.
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Разработка блоков РЭС в среде Simulink
Ц ель работы: Ознакомление с правилами создания подсистем и собственных блоков пользователя для формирования спе-циализированных библиотек моделей в среде Simulink (ver. 8).
Работа состоит из четырех этапов: домашнего задания, коллоквиу-
ма, расчетно-экспериментальной части и оформления полученных 
результатов в виде отчета.
9.1. Разработка подсистем, блоков и библиотек пользователя
Пакет Simulink системы MATLAB [4] обеспечивает создание моде-
лей радиотехнических устройств, внутри которых могут располагаться 
подсистемы (субмодели). Внутри подсистем первого уровня, в свою 
очередь, могут располагаться подсистемы второго уровня и т. д. Это 
напоминает ситуацию, когда сложная система набирается из отдель-
ных систем — модулей, каждый из которых, в свою очередь, является 
системой или устройством. Такой принцип конструирования слож-
ных моделей имеет ряд важных достоинств:
— появляется возможность разбивки решаемой задачи на ряд бо-
лее мелких задач, решаемых подсистемами;
— каждая подсистема может модифицироваться отдельно и ис-
пользоваться в полной системе после многократного редакти-
рования (отладки);
— существенно упрощается вид основной модели за счет исклю-
чения из нее второстепенных блоков.
Иерархические модули, создаваемые пользователем средствами 
Simulink, могут быть двух видов: подсистемы и блоки. Подсистемы — 
это локальные специализированные модели, которые применяются, 
в основном, для упрощения представления сложных моделей. Блоки 
Simulink представляют собой универсальные (настраиваемые) моде-
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ли, с их помощью создаются модели более высокого уровня, они мо-
гут объединяться в библиотеки. 
В пакете Simulink имеется большое число блоков, готовых для 
построения самых различных типов радиотехнических средств. Они 
классифицированы по отдельным группам, образуя в целом удобную 
для использования среду визуального проектирования РЭС.
9.1.1. Создание подсистемы из части основной модели РЭС
Пакет Simulink дает возможность выделить в любой модели неко-
торый связный (внутри прямоугольной области) набор блоков и пре-
вратить его в подсистему. 
Решение задачи создания подсистемы начинается с того, какие 
блоки должны быть включены в эту подсистему. В сложных блок-
схемах — это не простая процедура, поскольку требуется обязатель-
ное включение выделяемых блоков в некоторую прямоугольную об-
ласть. Если число выделяемых блоков невелико, то можно собрать 
их в группу из различных мест, нажав клавишу Shift. Далее нужно 
выбрать пункт в главном меню Edit > Create Subsystem. После вы-
полнения этой команды на месте выделенных блоков появится блок 
подсистемы. Следует обратить внимание на то, что для этой опера-
ции недоступна команда Undo (отмена последней операции). Поэто-
му перед выделением части модели в подсистему рекомендуется со-
хранить исходную модель под каким-либо новым именем с помощью 
команды Save as… в меню File окна модели Simulink.
Надписи под блоками можно сделать на русском языке. Но злоу-
потреблять этим не стоит, поскольку большинство терминов (в том 
числе названия блоков) имеет международный характер и выполне-
но на английском языке. Кроме того, введение русскоязычных над-
писей может вызвать серьезные сбои в работе модели.
Вызов и просмотр подсистемы. Чтобы вызвать подсистему для про-
смотра или модификации, достаточно навести на нее курсор мыши 
и дважды щелкнуть левой кнопкой. Появится окно созданной под-
системы внутри окна модели.
Назначение портов ввода и вывода в подсистемах. Состав блоков 
и соединений в подсистеме остался тем же, что и в исходной моде-
ли. Основное отличие проявляется в том, что в подсистеме автомати-
чески появились новые блоки — порт входа In1 и порт выхода Out1. 
Порты изображаются овалом с номером внутри и подписями. Благо-
даря этим портам подсистема включается в состав основной модели. 
Если выделенный под подсистему блок содержит несколько входов 
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и выходов, то в подсистеме появится несколько портов ввода и пор-
тов вывода. Они будут обозначены как In1, In2, In3, ... и Out1, Out2, 
Out3, ...(рис. 9.1).
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Рис. 9.1. Подсистема: обозначение, использование и состав
Заметим, что порты входа и выхода могут переименовываться поль-
зователем при условии, что их имена будут уникальными.
Использование браузера моделей для работы с подсистемами. Окно 
подсистем полностью аналогично окну основной системы. Поэтому 
при работе с подсистемами возможно использование всех средств, 
которые имеются в этом окне. Например, можно запустить браузер 
модели , нажав кнопку  в панели инструментов субмодели. Брау-
зер удобно использовать для сложных моделей, когда подсистем мно-
го и они образуют древовидную структуру. Эту структуру можно на-
блюдать в левом окне браузера.
Модификация и редактирование подсистемы. Модификация и ре-
дактирование подсистемы ничем не отличаются от этих операций для 
моделей, используемых при создании обычных блок-схем. Поэтому 
ограничимся простым примером — замена в уже созданной подсисте-
ме одного блока на другой. Намеченный к удалению блок выделяется, 
и далее используется команда удаления Clear в контекстном меню. 
Эту же команду Clear можно выполнить и из подменю Edit главного 
меню окна подсистемы. После выполнения команды Clear выделен-
ный блок исчезнет и на его место можно ввести новый.
Нажатием кнопки вызова библиотеки  в панели инструментов 
окна подсистемы вызывается окно библиотеки. В нем следует выбрать 
нужный раздел библиотеки и нужный блок, после чего мышью пере-
нести новый блок на место ранее удаленного блока. При точной за-
мене соединения восстанавливаются автоматически. Таким образом, 
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благодаря применению подсистем можно корректировать последние, 
не меняя основную модель.
Просмотр свойств подсистемы. Подсистема имеет окно свойств. 
Его можно вызвать для просмотра и редактирования с помощью ко-
манды меню File > Model Properties окна модели (рис. 9.2). Окно 
свойств подсистемы имеет четыре вкладки:
— Main — основные данные подсистемы: название файла, содер-
жащего модель, даты создания и модификации, номер версии;
— Callbacks — используемые в подсистеме стандартные функ-
ции вызова при нажатии указателя мыши на ее блок;
— History — данные об истории подсистемы;
— Descriptions — содержательная информация о работе подси-
стемы.
Ри с. 9.2. Подсистема, ее содержание и окно свойств
П араметры портов ввода и вывода. Порты ввода и вывода являются 
вполне полноценными блоками. Они имеют почти одинаковые окна 
настройки. Окна портов позволяют задавать параметры:
— Port number — номер порта (закладка Main);
— Port dimension — размерность порта (–1 при динамической 
установке размерности входного сигнала);
— Sample time — эталонное время;
— Date type — тип данных (выбор из раскрывающегося списка);
— Signal type — тип сигнала (вещественный или комплексный).
Порт вывода Out1 может иметь дополнительные параметры:
— Output when disable — выход при пассивности системы;
— Initial output — инициализация выхода,
которые определяются при включении определенных условий.
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Управление исполнением подсистемы. Полный доступ ко всем свой-
ствам и параметрам подсистемы (а также любого блока и модели в це-
лом) возможен с помощью Проводника модели (Model Explorer), 
который вызывается при нажатии кнопки  в инструментальном 
меню (рис. 9.3).
Рис. 9.3. Окно проводника модели
Окно проводника разделено на три панели, управляющие просмо-
тром, редактированием и отладкой (принцип «сверху вниз»):
— Model Hierarchy — древовидная структура всей модели, выбор 
строки задает доступные для модификации классы объектов;
— Column View — в раскрывающемся списке панели можно вы-
брать любые из использующихся в модели классов объектов, 
в данном случае связь подсистемы с внешними блоками (System 
I/O); 
— Sink Block Parameters — детальное отображение и возмож-
ная модификация свойств и параметров объектов, выбранных 
на второй панели.
9.1.2. Построение подсистем на основе блока Subsystem
Создание подсистем путем выделения в них части модели не всег-
да приемлемо. Такой путь соответствует подходу «от общего к частно-
му». Но нередко бывает предпочтителен другой подход — «от частного 
к общему». Применительно к технике проектирования это означает, 
что сначала создаются подсистемы, а затем уже из них — общая мо-
дель системы. Такой подход получил самое широкое признание при 
создании сложных систем, поскольку он позволяет работать одновре-
менно над рядом гораздо более простых систем.
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В этом варианте построения субсистемы сначала открывается 
чистое окно для будущей модели. Назовем его первым окном. Да-
лее открывается окно разделов библиотеки Simulink, из которого 
перетаскивается мышью в первое окно блок SubSystem из раздела 
Signals&Systems. Потом после двойного щелчка по блоку SubSystem 
открывается второе пустое окно — окно подсистемы. В его названии 
имеется дополнение /SubSystem. Переместив это окно в удобное ме-
сто (рядом с окном разделов библиотеки Simulink), можно постро-
ить блок-схему подсистемы согласно алгоритму ее функционирова-
ния. Блок-схема должна содержать необходимое количество входных 
и выходных портов. После этого подсистема сохраняется под каким-
нибудь мнемоническим именем и может быть использована в пер-
вом окне для создания иерархической блок-схемы сложной модели.
9.1.3. Управляемые подсистемы
Типы управляемых подсистем. В ряде случаев подсистемы должны 
быть управляемыми, т. е. проявлять активность только при наличии 
какого-то управляющего события или сигнала. Такие системы назы-
вают Condicionally Executed SubSystem (CES). Они обеспечивают 
упрощение создания сложных систем и дают простое решение зада-
чи синхронизации параллельных процессов.
В Simulink для создания управляемых подсистем служат два бло-
ка, расположенных в библиотеке в разделе Signals&Systems. Это бло-
ки включения Enable и триггера Trigger (пусковое устройство). Эти 
блоки можно размещать только в подсистемах — попытка их переноса 
в окно основной системы приводит к появлению сообщения об ошибке.
Наличие в подсистеме указанных блоков является формальным 
признаком отнесения ее к типу управляемых подсистем. В зависимо-
сти от логики работы управляемых подсистем они делятся на три ос-
новных типа:
— Е-подсистемы — подсистемы, управляемые блоками Enable;
— Т-подсистемы — подсистемы, управляемые блоками Trigger;
— ЕТ-подсистемы — подсистемы, управляемые как блоками 
Enable, так и блоками Trigger.
Е-подсистемы. Чтобы сделать подсистему Е-подсистемой, доста-
точно перенести в нее блок Enable и задать (если нужно) его параме-
тры. Включение его в подсистему приводит к появлению нового вхо-
да на пиктограмме подсистемы, расположенного сверху. Это и есть 
управляющий вход, и он является внешним признаком того, что под-
система стала управляемой. Поскольку блок Enable всего лишь зада-
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ет признак управляемости подсистемы, этот блок никуда не подклю-
чается (рис. 9.4). 
Окно параметров блока Enable содержит главный параметр States 
when enabled, задающий состояние подсистемы перед запуском. Со-
стояние параметра может быть:
— held (сохранение) — применение предшествующего состояния;
— reset (сброс) — применение начального состояния (перед запу-
ском).
Кроме того, если установлен флажок Show output port, то блок 
Enable приобретает выходной порт, который можно использовать для 
управления другими подсистемами или блоками. В пассивном состо-
янии подсистемы сигнал на выходе выходного порта равен 0, а в ак-
тивном равен 1. 
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Рис. 9.4. Модель с Е-подсистемой (а) и содержимое Е-подсистемы (б)
Т-подсистемы. Для придания подсистеме статуса Т-системы до-
статочно ввести в нее блок триггера Trigger. После этого подсистема 
с определенными ограничениями становится управляемой по триг-
герному входу, т. е. управление происходит по перепаду управляю-
щего сигнала.
Работа Т-подсистем имеет ряд отличительных признаков:
— подсистема работает только на том шаге, на котором имел ме-
сто перепад управляющего сигнала;
— подсистема не возвращается в исходное состояние, и ее теку-
щее состояние сохраняется до очередного запуска;
— отсутствует параметр Output when disabled у блока выхода;
— возможны различные виды обозначения входного порта управ-
ляющего сигнала;
— в блоках подсистемы, имеющих параметр эталонного времени 
Sample time, следует задавать этот параметр равным –1.
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Большинство этих признаков носит существенный ограничитель-
ный характер. К сожалению, последний признак нередко присутству-
ет даже в неявном виде. Например, для аналоговых интеграторов не 
задается параметр Sample time в явном виде, но фактически этот па-
раметр отличен от –1. Поэтому попытка напрямую использовать ин-
тегратор в Т-подсистеме обычно обречена на провал.
Пример применения Т-подсистемы. Наглядный пример построе-
ния Т-подсистем имеется среди демонстрационных примеров па-
кета Simulink 4 (рис. 9.5). В этом примере заданы три подсистемы-
«пустышки». Они соответствуют трем типам Т-подсистем с разными 
вариантами управления. Обозначения таких подсистем, их графиче-
ское представление и окно параметров блока Trigger одной из подси-
стем показаны на рис. 9.6. В ней входной и выходной порты соединены 
напрямую друг с другом, и такая Т-подсистема активна, т. е. работает 
как короткозамкнутая перемычка, только тогда, когда это разреша-
ет управляющий порт. Таким образом, она превращается в управля-
емый ключ, логика которого определяется параметром Trigger type. 
Этот параметр может иметь следующие значения:
− rising — срабатывание при нарастании сигнала управления;
− falling — срабатывание при спаде сигнала управления;
− either — срабатывание как при нарастании, так и спаде управ-
ляющего сигнала;
− function-call — срабатывание по логике заданной S-функции, 
в этом случае управляющий вход имеет обозначение f ().
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Рис. 9.5. Пример применения простейших Т-подсистем
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Пример на рис. 9.5 интересен тем, что 
в нем используются все три возможных типа 
сигналов управления с внутренней логикой. 
Создаваемые этой моделью (с ее подсистема-
ми) сигналы представлены на рис. 9.7, а. Ге-
нерация сигналов начинается в момент пуска 
моделирования. Это важно для понимания 
отличия Т-подсистем от ЕТ-подсистем.
ЕТ-подсистемы — это подсистемы, использующие одновременно 
описанные выше механизмы управления, реализованные блоками 
Enable и Trigger. На применение таких подсистем оказывают влия-
ние ограничения, присущие обеим подсистемам. Для создания ЕТ-
подсистем дополним модели на рис. 9.5 блоками Enable. У этих под-
систем появится второй вход, на который можно подать, например, 
решающий сигнал от генератора перепада (см. рис. 9.8), формирую-
щий прямоугольные последовательности скважности 2 и частотой в 4 
раза ниже частоты генератора, управляющего блоками Trigger. Та-
ким образом обеспечивается генерация сигналов на выходе подсистем 
только при наличии сигнала на их дополнительных входах.
На рис. 9.7, б показаны осциллограммы выходных импульсов но-
вой модели. Как и следовало ожидать, сигналы на выходах подсистем 
появляются спустя время задержки перепада (2 такта Sample time). 
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Рис. 9.7. Осциллограммы при различных режимах моделей Т-подсистем (а) 
и моделей EТ-подсистем (б)
Применение блоков Goto, Goto Tag Visibility и From. Чем сложнее 
моделируемая система, тем труднее представить ее графическое изо-
Рис. 9.6. Т-подсистема
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бражение, особенно если желательно, чтобы оно не выходило за пре-
делы окна модели, видимые на экране монитора. В подобном случае 
весьма полезными являются блоки Goto и From, позволяющие созда-
вать в моделях (и в подсистемах) невидимые связи. Применение этих 
блоков показано на рис. 9.9. 
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Рис. 9.8. EТ-подсистемы, составленные из T-подсистем примера на рис. 9.5 
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Рис. 9.9. Пример моделей EТ-подсистем с блоками Goto и From
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Здесь блок Goto подключен к выходу генератора управляющего пе-
репада, а блоки From и From1 подключены к входам Е-управления пер-
вой и третьей подсистем. Таким образом, управляющий перепад по-
дается на эти входы без использования дополнительных соединений. 
Связь между блоком Goto и блоками From задается меткой A. В окне 
параметров блока Goto — передатчика сигнала на блоки From — име-
ются два параметра: 
— Tag — имя (метка) передаваемых данных (здесь символ A);
— Tag visibility — область видимости передаваемых данных.
Блок From имеет единственный параметр Tag. С позиции приме-
нения языков программирования блоки From и Goto подобны проце-
дурам и обращениям к ним. Такое представление достаточно есте-
ственно, если учесть, что Simulink является средством визуального 
программирования. Кроме того, такое представление делает доста-
точно очевидным смысл параметра Tag visibility блока Goto, ко-
торый используется для передачи данных с установленной областью 
видимости и может принимать следующие значения:
— local — локальные данные, доступные только той подсисте-
ме, в которой имеется блок Goto (визуальный признак — мет-
ка в квадратных скобках [A], как на рис. 9.9);
— scoped — данные, область действия которых распространяется 
на все подсистемы более низкого уровня;
— global — глобальные данные, доступные всем подсистемам 
и основной системе (визуальный признак — метка в фигурных 
скобках {A}).
9.2. Создание собственных блоков 
Маскированные подсистемы. Пользователь, всерьез занявший-
ся моделированием систем и устройств, рано или поздно сталки-
вается с необходимостью подготовки собственных блоков, обла-
дающих свойствами стандартных блоков из библиотеки пакета 
Simulink. Здесь надо отметить, что сами по себе подсистемы, опи-
санные в предшествующих пунктах, такими качествами не облада-
ют. Главное отличие подсистем от блоков в том, что подсистемы не 
имеют ни своей уникальной пиктограммы, ни окна параметров и не 
связаны с разделом библиотеки.
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9.2.1. Разработка пользовательского блока
Для построения пользовательских блоков Simulink предлагает спе-
циальный механизм маскирования подсистем. Маскированные под-
системы — это подсистемы, имеющие специальный признак (маску), 
скрывающий их внутреннюю, иногда достаточно сложную структу-
ру. В результате такая подсистема в деталях не видна и воспринима-
ется как библиотечный модуль. Маскированные подсистемы облада-
ют рядом важных достоинств:
— они имеют свои пиктограммы с уникальными изображениями;
— их можно использовать как библиотечные блоки;
— у них есть свое окно установки параметров;
— есть возможность в любой момент сбросить маску и наблюдать 
структуру блока;
— применение масок расширяет возможности построения слож-
ных моделей;
— имеется возможность легко отредактировать подсистему, пре-
вращенную в маскированную;
— повышается наглядность моделей-диаграмм;
— повышается защищенность подсистемы от модификации, в том 
числе преднамеренной.
Для создания маскированных подсистем надо выполнить следу-
ющие операции:
— разработать и протестировать модель с соответствующими бло-
ками;
— выделить часть блоков и оформить их в виде подсистемы;
— задать подсистеме статус маскированной подсистемы;
— с помощью специального редактора масок создать окно уста-
новки параметров, документацию под маскированную подси-
стему и ее справочную систему;
— выполнить (если необходимо) тестирование основной модели 
с ее маскированными подсистемами и прочими блоками;
— выполнить (если необходимо) редактирование созданной ма-
скированной подсистемы;
— демаскировать (если необходимо) подсистему.
Большая часть этих операций выполняется с помощью редактора 
демаскированных подсистем, или просто масок.
Создание начальной модели. Рассмотрим следующий пример. Пусть 
нужно создать модель, выполняющую функцию вычисления значе-
ния у = aх2 + b, где a и b — константы. Для возведения х в квадрат до-
статочно использовать умножитель, на оба входа которого подан сиг-
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нал х. Подключив к выходу умножителя масштабирующий блок Gain 
с коэффициентом передачи а, получим сигнал aх2. К этим блокам нам 
необходимо добавить сумматор, на один вход которого надо подать 
сигнал с умножителя, а на другой — выход константы b. В итоге на его 
выходе будем иметь сигнал aх2 + b. 
Такую функцию реализует модель, представленная на рис. 9.10. 
На этом рисунке показаны осциллограммы входного синусоидально-
го сигнала (пунктирный график) и выходного сигнала (непрерывный 
график) при следующих параметрах: коэффициент передачи блока a 
равен 1 и константа b равна 0.
Sine Wave Product
Constant
x a
b 1
0.5
0
–0.5
–10 2 4 6 8 10
Gain Scope
x^2 ax^2+b
Рис. 9.10. Исходная модель для создания блока квадратора
Выходной сигнал очень напоминает синусоиду, но удвоенной ча-
стоты и с добавлением постоянной составляющей. Это говорит о том, 
что с помощью подобного устройства в принципе легко создать ши-
рокодиапазонный удвоитель частоты, что представляет определен-
ный интерес для радиотехники, где умножители частоты применя-
ются довольно широко.
Подготовка к маскированию подсистемы. Из исходной модели хо-
рошо видно, что, исключив из нее источник синусоидального сигна-
ла и осциллограф, получим функционально законченный блок. На-
зовем его квадратором (Quadrator) и приступим к его маскированию.
Первое, что необходимо сделать, — это перейти от конкретных па-
раметров блоков к обобщенным. Так, необходимо задать коэффици-
ент передачи масштабирующего блока Gain равным не 1, а a (a — пе-
ременная, которая впоследствии будет принимать любые значения). 
Далее вместо константы 1 у блока Constant следует задать значение b. 
Кроме того, надо выделить отведенные под подсистему блоки. Все это 
показано на рис. 9.11.
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x
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Рис. 9.11. Создание подсистемы из набора блоков (а) 
и окно создания маски (б)
Выполнив команду меню Edit>Create Subsystem, создадим на базе 
выделенных блоков подсистему. Особенности этого процесса деталь-
но описывались в п. 9.1.2. Отметим лишь, что если выполнить двой-
ной щелчок мышью на блоке подсистемы, то появится окно с графи-
ческой моделью подсистемы (рис. 9.11, б).
Запуск редактора маски. Для создания маски достаточно выделить 
нужную подсистему, установив на ней курсор мыши и щелкнув ее ле-
вой кнопкой, после чего выбрать команду Mask Subsystem… меню Edit. 
Эта команда запускает редактор маски, появляется окно с открытой 
незаполненной вкладкой (рис. 9.11, б).
Описание редактора маски. Редактор маски имеет четыре вкладки. 
Отметим их назначение:
— Icon&Ports — подготовка пиктограммы (значка) блока;
— Parameters — ввод параметров блока;
— Initialization — установка начальных значений параметров;
— Documentation — подготовка документации по блоку.
Следует отметить, что после создания маски команда Undo не ра-
ботает, так что в процессе задания параметров маски не стоит нажи-
мать клавишу ОК. В ходе ввода данных целесообразно пользоваться 
клавишей Apply. Она вводит заданные данные, и некоторые из них 
тут же отражаются на виде пиктограммы маски.
Создание окна параметров блока. Как отмечалось, окно редактора 
маски появляется с открытой вкладкой Icon&Ports. Однако создание 
пиктограммы блока (или его значка) — не первоочередное дело. Важ-
нее оформить окно ввода параметров, которое может содержать пара-
метры блока, а также флажки. Для блока Quadrator надо создать окно 
с двумя параметрами a и b. Редактор маски позволяет задать до 14 па-
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раметров и элементов управления, причем разного вида. Для созда-
ния данных окна параметров служит вкладка Parameters (рис. 9.12). 
При первом открытии эта вкладка содержит пустой список. Пер-
вая строка списка появляется при нажатии кнопки , располо-
женной слева. В строке, отводимой для каждого параметра, имеет-
ся шесть столбцов:
— Prompt — расшифровка (подсказка) имени переменной в ма-
ске;
— Variable — имя переменной соответствующего параметра; 
— Type — типы управления параметром (edit — доступен для ре-
дактирования и модификации);
— Ev aluate — значение переменной может задаваться в форме 
выражения системы MATLAB;
— Tunable — значение переменной может изменяться при работе;
— Tab name — управление вводом большого списка переменных.
Рис. 9.12. Подготовка данных в окне задания параметров блока
При создании списка переменных используются также кнопки 
из левого ряда: Delete — стереть выделенную позицию списка; Up — 
поднять выделенную позицию списка вверх; Down — опустить выде-
ленную позицию списка вниз. Ниже списка находятся два поля In 
dialog:, которые управляют включением в работу строк ввода (Enable 
parameter) и его отбражением в маске (Show parameter). Следует про-
верить наличие отметок для всех строк (параметров ввода).
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Результат описания параметров блока представлен на рис. 9.13, а.
                                   а                                                                           б
Рис. 9.13. Окно задания параметров сразу после их описания (а)
 и после описания пиктограммы блока (б)
Дополнительные возможности задания параметров. На вкладке 
Parameters (см. рис. 9.12) имеется поле Dialog callback, в которое 
можно ввести команды системы MATLAB. Эти команды будут выпол-
няться при вводе параметров блока, т. е. при открытии маски. Раскры-
вающийся список Type позволяет задать следующие типы элементов 
интерфейса в будущем окне задания параметров блока:
— edit — обычное поле для ввода параметра;
— checkbox — флажок (ввод типа «галочка»);
— popup — меню в виде раскрывающегося списка;
— DataTypeStr — параметр блока в виде строки;
— Minim um — контроль выхода значения параметра за минимум;
— Maximum — контроль значения параметра по макси муму;
Вкладка Initialization (рис. 9.14, а) имеет поле Initialization 
command, которое содержит заданные по правилам языка програм-
мирования MATLAB команды инициализации параметров. Напри-
мер, если нужно задать начальные значения параметров a = 1 и b = 0, 
то в это поле необходимо записать строки a=1; и b=0;. Все имена 
и начальные значения параметров можно отредактировать, если воз-
никнет необходимость изменить интерфейс окна параметров блока.
Подготовка описания и документации блока. Библиотечные блоки 
Simulink имеют два основных типа описания:
— описание блока, размещенное вверху окна ввода параметров;
— справочное описание блока, размещаемое в справочной систе-
ме (help-системе пакета Simulink).
Вкладка Documentation позволяет создавать описания обоих ти-
пов. Пример описания для создаваемого блока дан на рис. 9.14, б.
166
М. П. Трухин. Математическое моделирование радиотехнических устройств и систем
Рис. 9.14. Окно инициализации параметров (а), 
окно описания и справки (б)
Поле Mask description (Описание маски блока) служит для вво-
да текстового описания блока, которое будет размещено вверху окна 
параметров блока. Его размером не стоит злоупотреблять. Поле Mask 
help (Справка по блоку) служит для ввода текстовой части справ-
ки, которая будет размещена в справочной системе Simulink. Справ-
ка должна быть достаточно подробной. Таким образом реализуются 
единообразные правила описания блоков, созданных пользователем, 
и стандартных библиотечных блоков.
Создание простой пиктограммы блока. Для ее подготовки надо от-
крыть вкладк у Icon&Ports окна редактора маски. На рис. 9.15, а при-
веден текст в поле Icon Drawing commands, создающий иконку блока 
(рис. 9.15, б) в виде прямоугольника с надписью внутри из двух строк: 
Quadrator и у = ах^2 + b. В это поле можно вставлять текстовые 
и графические команды создания пиктограммы. Они задаются по пра-
вилам языка программирования Си. Так, для создания указанной пик-
тограммы использована команда вывода текста disp(‘Текст’) посе-
редине пиктограммы. Чтобы разбить строку текста (в данном случае 
Quadrator и у = ах^2 + b) на две строки, использован специальный 
символ перевода строки \n.
Sine Wave
disp('Quadrator\ny = a*x^2+b'); x y
Scope
Subsystem
Quadrator
y = a*x^2+b
Рис. 9.15. Создание простой пиктограммы
Проверка модели с созданной маской. Если выполнить двойной щел-
чок мыши на созданной маскированной подсистеме (маске), то поя-
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вится окно ввода параметров блока квадратора a и b (см. рис. 9.13, б). 
Запустив модель кнопкой пуска моделирования, можно наблюдать 
работу модели и, в частности, появление осциллограмм. Сравнение 
их с осциллограммами исходной модели показывает полную иден-
тичность полученных таким образом осциллограмм, и это свидетель-
ствует о том, что созданная нами маскированная подсистема работа-
ет так, как это было задумано.
Вывод описания и справки маски. В верхней части окна параметров 
созданной маскированной подсистемы можно увидеть ранее созданное 
описание блока. Если нажать мышью кнопку Help в этом окне, то поя-
вится раздел стандартной справочной системы Simulink с текстом также 
ранее введенной справки (см. рис. 9.14, б). Итак, созданная маскиро-
ванная подсистема приобрела все атрибуты библиотечного блока. Впро-
чем, одно важное отличие есть: в то время как библиотечные модули 
защищены от модернизации, маскированные модули остаются доступ-
ными для редактирования. Более того, их легко можно демаскировать.
Маски-справки. На диаграммах моделей часто можно увидеть бло-
ки со справочными данными. Их активизация открывает окно с тек-
стом справки и описанием диаграммы. Пользователь также может 
создать подобные блоки в виде масок. Они могут иметь пиктограмму 
в виде вопросительного знака или текста с пояснением правил рабо-
ты с такой маской. Обычно двойной щелчок мышью на пиктограм-
ме такого блока открывает его окно и выводит текст справки. Можно 
также задать специальную функцию открытия, описав ее в поле Open 
function окна свойств блока Block Properties. Однако эта возмож-
ность используетя довольно редко.
Средства специального оформления пиктограмм. На вкладке 
Icon&Ports представлены дополнительные возможности для оформ-
ления пиктограмм — раскрывающиеся списки:
— Block frame — тип отображения рамки пиктограммы: Visible — 
рамка видна, Invisible — рамка не видна;
— Icon transparency — задание прозрачности пиктограммы: 
Opaque — пиктограмма непрозрачна, Transparent — она прозрач-
на. Если пиктограмма прозрачна, то через новое изображение 
будет просматриваться старое. Иногда это бывает полезно: на-
пример, если старое изображение содержит входные и выходные 
порты и их подписи, то они будут видны на новой пиктограмме;
— Icon units — задание условий масштабирования и типа графи-
ки: Autoscale — автоматическое масштабирование; Normalized — 
нормализованное масштабирование (все размеры приведены 
к 1), Pixel — представление графики в пикселах;
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— Icon rotation — возможности вращения пиктограммы: Rotate 
— пиктограмма может вращаться, Fixed — ее положение фик-
сировано.
Пользователь может легко опробовать действие параметров, вво-
димых этими раскрывающимися списками. Например, на рис. 9.16 
показан пример поворота на 90 градусов пиктограммы против часо-
вой стрелки (Counterclockwise), созданной ранее. При таком поворо-
те потребуется скорректировать связи между блоками.
Sine Wave
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y
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Рис. 9.16. Пример поворота пиктограммы (а) 
и осциллограммы сигналов при a = 2 и b = 1 (б)
9.2.2. Создание библиотек пользователя
Библиотека пользователя может быть составлена как из созданных 
им блоков, так и из блоков, взятых из встроенных в Simulink библио-
тек. Как показывает практика, большинству пользователей возмож-
ности встроенных библиотек Simulink кажутся явно избыточными 
и пользователи ощущают даже некоторый дискомфорт от постоянно-
го поиска нужных им блоков. Выход из этой ситуации вполне очеви-
ден — надо создавать свои специализированные библиотеки. Такие 
библиотеки по структуре и характеру применения должны удовлетво-
рять правилам, существующим для встроенных библиотек:
— размещаться в своих окнах;
— иметь представление в виде пиктограмм блоков;
— иметь должную сопровождающую документацию.
При создании библиотек и их применении следует учитывать, что 
между блоком в модели и блоком в библиотеке устанавливается специ-
альная связь. В прежних версиях MATLAB перенос блоков из какого-
либо раздела встроенных библиотек в окно библиотеки пользователя 
требовал разрыва связи с блоками встроенных библиотек и создания 
связи с блоками в окне библиотеки пользователя. Для этого приме-
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нялась команда Break Library Link (Разорвать связь с библиотекой). 
В Simuli nk ver. 8 эта команда исключена.
Окно библиотеки пользователя. Библиотека, или набор блоков 
пользователя, может быть создана в специальном окне библиотек 
пользователя. Это окно открывается командой File > New > Library. 
Нетрудно заметить, что это окно имеет несколько упрощенный ин-
терфейс. В частности, в нем нет средств запуска процесса моделиро-
вания. Окно создается пустым. В конце строки состояния окна име-
ется сообщение (Unlocked), говорящее о том, что библиотека открыта 
и может изменяться и пополняться.
Перенос блоков в окно библиотеки. В Simulink ver. 8 перенос би-
блиотечных блоков в окно новой библиотеки пользователей заметно 
упростился. Достаточно, расположив рядом окно браузера библиотек 
и окно новой библиотеки, перетащить в последнюю нужные блоки. 
Связи между ними и встроенной библиотекой редактировать не нуж-
но. Можно также перенести в окно новой библиотеки и созданные 
маскированные подсистемы. Прямо перетащить их в окно новой би-
блиотеки нельзя — в ней действует «правило одностороннего движе-
ния». Это значит, что блоки можно перемещать из окна библиотеки 
в окно модели, но никак не наоборот. Тем не менее есть путь выпол-
нить и эту операцию. Для этого достаточно выделить нужную маску, 
командой Edit > Copy меню окна моделей Simulink поместить ма-
ску в буфер, а затем (наметив курсором мыши положение) командой 
Edit > Paste поместить маску в окно новой библиотеки. На рис. 9.17 
показана созданная таким образом новая библиотека блоков Student.
После заполнения блоками новая библиотека блокируется ко-
мандой меню Edit > Locked. После этого библиотека становится 
недоступной для пополнения и модернизации. Впрочем, можно раз-
блокировать библиотеку командой Edit > Unlocked и выполнить ее 
модернизацию. Завершается создание новой библиотеки ее записью 
на диск с помощью команды меню File > Save as... окна новой 
библиотеки. Библиотека хранится в виде файла с заданным именем 
и расширением (таким же, как и у файлов моделей Simulink). 
Остается отметить, что внутри окна новой библиотеки можно соз-
дать окна ее разделов. Таким образом, структура библиотеки может 
быть многоуровневой.
Применение библиотек пользователя. Работа с библиотеками поль-
зователя ничем не отличается от работы со встроенными в Simulink 
библиотеками. С помощью команды в виде имени библиотеки (ее 
файла) можно вызвать окно новой библиотеки. Из него, как обыч-
но, мышью можно перетащить нужные блоки в создаваемую модель.
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Рис. 9.17. Созданная новая библиотека блоков Student
9.3. Домашнее задание
1. Ознакомиться с порядком создания блоков и подсистем по  при-
веденному выше методическому описанию .
2. Составить блок-схему расчетов в полиномиальном блоке 
 F(x) = a1*x.^5+a2*x.^4+a3*x.^3+a4*x.^2+a5*x+a6
 и подготовить информацию для создания его маски.
3. Просмотреть состав стандартной библиотеки и выбрать 15 — 
20 блоков для включения в собственную библиотеку.
4. Сопоставить метки сигналов на рис. 9.18 с нелинейными бло-
ками, входящими в подсистему, изображенную на рис. 9.1.
5. Определить по графикам рис. 9.18 приблизительное количе-
ство временных отсчетов и величину шага интегрирования при 
стандартных параметрах моделирования в Simulink.
9.4. Лабораторное задание
1. Запустить MATLAB и посмотреть с командной строки демон-
страционные приме ры: enablesub, triggeredsub, datatypedemo, 
feedbacksystem. Изменив параметры блоков, записать в рабо-
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чее пространство временные зависимости, показанные в бло-
ках Scope, и построить соответствующие графики с помощью 
функции plot:
— пример enablesub: изменить период импульсного генерато-
ра с 5 с на 2 с, а значения блоков констант приравнять (0 0);
— пример triggeredsub: частоту синусоиды с 8 на 2 рад/с;
— пример datatypedemo: изменить типы данных с int8 на int16 
и uint8 на uint16;
— пример feedbacksystem: записать блок-схему примера и око-
ло блоков привести значения всех параметров этих блоков.
 При окончании работы с демонстрационными примерами 
на требование записи выбирать отказ (No), чтобы не менять их 
первоначальные установки.
2. Запустить Simulink и повторить действия, описанные в пун-
кте 9.2.1 при разработке квадратора. Составить и отладить блок-
схему в составе ET-подсистемы (квадратора), синус-генерато-
ра, импульсного генератора и осциллографа. 
3. Создать маскируемый полиномиальный блок пятой степени, вы-
полнив все действия по формированию его блок-схемы и икон-
ки. Проверить работу блока на работе с синусоидой, а также с век-
тором коэффициентов полинома [0  1  2  3   4   5   6   7   8   9  10].
Рис. 9.18. Графики зависимостей нелинейных преобразований
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4. Сформировать индивидуальную библиотеку, включив в нее вы-
бранные в домашнем задании блоки из стандартной библиоте-
ки, квадратор и разработанный полиномиальный блок. Резуль-
таты работы показать преподавателю.
9.5. Содержание отчета
1. Цель работы.
2. Список стандартных блоков, выбранных для индивидуальной 
библиотеки с кратким описанием их функций и настраивае-
мых параметров.
3. Последовательность действий по созданию маскируемого по-
линомиального блока с указанием его блок-схемы и проекти-
руемой иконки.
4. Полные блок-схемы и результаты моделирования модифици-
рованных демонстрационных примеров согласно п. 1 лабора-
торного задания с пояснениями и комментариями.
5. Блок-схема и результаты моделирования ET-подсистемы с ква-
дратором.
6. Блок-схема, иконка, копии закладок редактора масок и резуль-
таты моделирования полиномиального блока. Привести также 
фрагмент Help-системы, поясняющий работу полиномиально-
го блока.
7. Копия окна с составом индивидуальной библиотеки.
8. Выводы по работе. 
Контрольные вопросы
1. Какие типы блоков имеются в пакете Simulink?
2. Что такое подсистема, чем она отличается от блока?
3. Назовите основные атрибуты иконки, пиктограммы и значка 
блока.
4. В чем главное отличие E-системы от T-системы?
5. Поясните на выбранном примере работу E-системы, на соот-
ветствующем примере работу T-системы. Поясните на том же 
примере работу ET-системы.
6. Поясните алгоритм взаимодействия блоков From и Goto.
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7. Приведите порядок создания маскируемого блока.
8. Укажите основные приемы по созданию маски блока с помо-
щью редактора масок.
9. Приведите примеры создания текстового и графического об-
разов на иконке блока.
10. Поясните связь всех фрагментов окна ввода и текстовых запи-
сей в закладках редактора маски.
11. Как сформировать и использовать индивидуальную библио-
теку?
12. Поясните функциональное назначение блоков в разделах Con-
tinuous, Discrete и  User-Defi ned Functions.
13. Определите вид и конечное значение (в момент окончания мо-
делирования) функциональной зависимости, представленной 
на рис. 9.19, при стандартных параметрах моделирования. 
Clock ScopeGain
0.1 eu
Math
Function
Рис. 9.19. Модель функциональной зависимости
14. Что означает параметр Time tolerance в окне задания параметров 
решателя, выполняющего моделирование в Simulink (рис. 9.20)?
Рис. 9.20. Окно выбора параметров моделирования
174
Лабораторная работа № 10. 
Моделирование канала передачи данных
с исправлением  ошибок
Ц ель работы: Практическая проверка корректирующей способ-ности избыточного кода на модели лабораторной установки, а также исследование характеристик системы передачи инфор-
мации с решающей обратной связью (РОС).
10.1. Систематические коды
10.1.1. Общие определения
Систематическим называют избыточный групповой n-значный 
код, каждая группа которого содержит m информационных и k = n-m 
контрольных символов, при этом расположение информационных 
и контрольных символов в каждой группе неизменно [21, 22]. 
Избыточное кодирование систематическим кодом (n,m) заключа-
ется в расчете контрольных символов для текущей m-разрядной ин-
формационной группы и формирования n-разрядной группы избы-
точного кода. Правило вычисления контрольных символов называют 
правилом кодирования. На приемной стороне реализуется корректи-
рующая способность избыточного кода: для принятой n-разрядной 
группы вычисляется исправляющий вектор, указывавший на номера 
ошибочно принятых разрядов. Исправление ошибочно принятых раз-
рядов производится инвертированием символов этих разрядов. Пра-
вильное исправление ошибок проводится только в том случае, когда 
число ошибочно принятых разрядов (кратность ошибки) не превы-
шает величины q d= -( ) /1 2 , где d — кодовое расстояние избыточно-
го n-значного кода. Правило вычисления исправляющего вектора на-
зывают правилом декодирования [21, 23].
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При кодировании n-значным кодом возможно 2n различных ко-
довых групп (векторов). Из этого числа 2m кодовых векторов являют-
ся разрешенными, которые и используются для передачи информа-
ции, поступающей на избыточное кодирование в виде m-разрядных 
групп. Остальные векторы числом (2n – 2m) не используются для пе-
редачи информации и называются запрещенными. Под правилом ко-
дирования можно понимать правило, по которому устанавливается 
соответствие каждой m-разрядной информационной группе одного 
из 2m разрешенных векторов n-значного избыточного кода. Под пра-
вилом декодирования можно понимать правило, по которому уста-
навливается соответствие каждому принятому n-значному вектору 
одного из разрешенных кодовых векторов.
Для построения избыточного кода, т. е. для определения разре-
шенных n-значных кодовых векторов, а также правил кодирования 
и декодирования, строятся производящая G и проверяющая H ма-
трицы. Производящая матрица G имеет порядок m nґ , ее строками 
могут быть ненулевые n-значные векторы, содержащие не менее d-1 
единиц, линейно независимые и отличающиеся друг от друга не ме-
нее чем в d-2 разрядах, где d — требуемое кодовое расстояние. Прак-
тически производящая матрица может быть построена дополнением 
единичной матрицы I порядка m mґ  к матрице a порядка m m nґ -( ) :
 G =
й
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к
к
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ъ
ъ
ъ
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Строки дополнительной матрицы a должны содержать не менее 
d–1 единиц и различаться друг от друга не менее чем в d–2 разрядах.
Производящая матрица определяет множество 2m разрешенных 
векторов избыточного n-значного кода. Часть разрешенных векторов 
записана строками производящей матрицы (m векторов), остальная 
часть из 2m–m–1 векторов находится в результате линейной комби-
нации строк производящей матрицы, т. е. суммированием по mod(2) 
строк матриц в любых сочетаниях. Строки проверочной матрицы ор-
тогональны строкам производящей матрицы G. К разрешенным век-
торам относят также нулевой вектор.
Проверочная матрица H имеет порядок k×n и при задании про-
изводящей матрицы G в виде (10.1) может быть определена таким 
образом:
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Проверочная матрица H линейной комбинацией строк порожда-
ет множество векторов h, ортогональных всем разрешенным векто-
рам кода. Как известно, условие ортогональности двух векторов x и y 
выражается соотношением
 x yi i
i
n
=
е =
1
0 , (10.3)
где сумма рассматривается по  mod(2).
Проверочная матрица H необходима для вычисления исправля-
ющего вектора r, который находится в результате матричного про-
изведения
 r Hb=   (10.4)
проверочной матрицы H на принятый вектор b. Алгоритм (10.4) опре-
деляет правило декодирования в виде k проверок (по числу строк про-
верочной матрицы) на четность:
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В результате этих проверок вычисляются разряды исправляющего 
вектора ri. Если все проверки дают нулевую сумму (сумма по mod 2), 
то ошибка не фиксируется. При этом либо ее нет совсем, либо ее 
кратность выходит за пределы корректирующей способности кода. 
И в том и в другом случае нулевые суммы r i ki , ,=1 , являются свиде-
тельством ортогональности принятого вектора b векторам h, что ука-
зывает на принадлежность принятого вектора множеству разрешимых 
векторов. При ненулевом векторе r фиксируется факт ошибочно-
го приема отдельных разрядов переданного вектора. Если кратность 
ошибки не превышает допустимой величины, при которой возможно 
иcправление ошибок, то по вычисленному вектору r i ki , ,=1 , можно 
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однозначно определить номера ошибочно принятых разрядов, поль-
зуясь заранее подготовленной таблицей соответствия. Такая таблица 
устанавливает соответствие каждому вектору r определенного номера 
и/или комбинации номеров ошибочно принятых разрядов.
10.1.2. Систематический код (7.4)
В настоящей лабораторной работе изучается систематический 
код (7,4). Такой код имеет расстояние d = 3 и, следовательно, на при-
емной стороне возможно исправление однократных ошибок. Други-
ми словами, код обладает корректирующей способностью при усло-
вии искажения только одного разряда 7-разрядной группы.
Код (7,4) может быть построен с различными правилами кодиро-
вания и декодирования. Построим код по изложенной выше методи-
ке. Производящую матрицу G запишем в виде
 G =
й
л
к
к
к
к
щ
ы
ъ
ъ
ъ
ъ
1 0 0 0 0 01
01 0 0 11 0
0 01 0 1 01
0 0 01 111
.   (10.6)
Тогда проверочная матрица H  примет вид:
 H =
й
л
к
к
к
щ
ы
ъ
ъ
ъ
0111 1 0 0
11 01 01 0
1 011 0 01
.   (10.7)
Непосредственными вычислениями нетрудно убедиться в ортого-
нальности любой пары векторов из множеств g и h, порождаемых ма-
трицами G и H соответственно.
Правило декодирования согласно соотношениям (10.4) выража-
ется тремя проверками на четность:
 
r b b b b
r b b b b
r b b b b
1 2 3 4 5
2 1 2 4 6
3 1 3 4 7
= + + +
= + + +
= + + +
;
;
.
  (10.8)
В каждой проверке участвует определенная подгруппа разрядов 
принятого 7-значного вектора b. В результате проверок вычисляет-
ся исправляющий вектор r. Построим таблицу соответствия каждо-
му вектору r номера ошибочно принятого разряда. Если ошибка про-
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изошла в разряде b(1) и только в этом разряде, то r1 = 0; r2 = 1;  r3 = 1. 
При ошибочном приеме разряда b(2) значения исправляющего век-
тора r1 = 1; r2 = 1;  r3 = 0. Продолжая вычисления, приходим к выво-
ду, что искомая таблица соответствия дается проверочной матрицей, 
если столбцы этой матрицы рассматривать в качестве векторов r. При 
этом номер столбца, к которому относится вычисленный вектор r, 
и есть номер ошибочно принятого разряда.
Проверочная матрица задает и правила кодирования, т. е. прави-
ла вычисления контрольных разрядов. За контрольные разряды удоб-
но принять такие, которые входят в каждую проверяемую подгруппу 
один раз. Для рассматриваемого кода (7,4) за контрольные разряды 
k k k1 2 3, ,  следует принять последние три разряда b b b5 6 7, ,  7-знач-
ного вектора b, а информационную группу разрядов m m m m1 2 3 4, , ,  
разместить на позициях первых четырех разрядов: b b b b1 2 3 4, , , . Кон-
трольный разряд должен дополнять свою подгруппу до четного чис-
ла единиц. Поэтому правила кодирования, записанные на основании 
выражения (10.8) и принятого размещения контрольных и информа-
ционных разрядов, принимают вид:
 
k m m m
k m m m
k m m m
1 2 3 4
2 1 2 4
3 1 3 4
= + +
= + +
= + +
;
;
.
  (10.9)
Код (7,4) можно построить и так, чтобы исправляющий вектор 
в двоичном исчислении непосредственно давал номер ошибочно-
го принятого разряда. Очевидно, в этом случае проверочная матри-
ца должна иметь вид:
 H =
й
л
к
к
к
щ
ы
ъ
ъ
ъ
0 0 01 111
011 0 011
1 01 0 1 01
.   (10.10)
Код с проверочной матрицей данного вида называют кодом 
Хемминга [21].
Правило образования разрядов исправляющего вектора получает-
ся при записи всех разрядов bi в виде двоичного кода, т. е.
 b b b1 2 70 0 01 0 01 0 0111= = =; ; ,
и каждая проверка есть сумма по mod(2) всех разрядов, в номерах 
которых 1 стоит в младшем (r1), во втором (r2) и третьем (r3) разря-
дах кода, т. е.
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r b b b b
r b b b b
r b b b b
1 1 3 5 7
2 2 3 6 7
3 4 5 6 7
= + + +
= + + +
= + + +
;
;
.
  (10.11)
Уравнения кодирования (с учетом расположения контрольных раз-
рядов на последних позициях a a a5 6 7, ,  7-значного кода) будут по-
лучены путем приравнивания проверочных уравнений ri нулю в виде
 
a a a a
a a a a
a a a a
5 2 3 4
6 1 3 4
7 1 2 4
= + +
= + +
= + +
;
;
.
  (10.12)
Характеристики кода Хемминга приведены ниже в табл. 10.1 [21].
Таблица 10.1
Характеристики кода Хемминга
Число возможных 
ошибок C i7
Кратность ошибки
1 2 3 4 5 6 7
7 21 35 35 21 7 1
Число необнаруженных 
ошибок 0 0 7 7 0 0 1
10.2. Описание лабораторной установки
Избыточное помехоустойчивое кодирование цифровой информа-
ции в зависимости от организации работы системы передачи и ее ус-
ловий работы может быть использовано по-разному.
Так, в радиолиниях связи чаще всего корректирующие коды ис-
пользуются для исправления ошибок малой кратности (1,2) при пе-
редаче дискретной информации — команд, разовых измерений, букв. 
При передаче непрерывной информации кодовым методом между от-
счетами сообщений, как правило, существует значительная статисти-
ческая или функциональная связь. В этом случае предпочтительнее 
использовать корректирующую способность кода для обнаружения 
ошибок и стирания неправильных кодовых комбинаций (отсчетов 
сообщения). Возможно также совместное использование в радио-
линиях исправляющей и обнаруживающей способности кода в тех 
случаях, когда скорость передачи информации менее важна, чем ее 
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помехоустойчивость, применяются системы связи с обратным кана-
лом. При этом корректирующая способность кода в большей степе-
ни используется для обнаружения ошибок. При обнаружении ошиб-
ки на приемной стороне на передающую сторону посылается сигнал 
на повторение неправильно принятой комбинации. Повторение про-
изводится до тех пор, пока не будет принята информация без ошибок. 
При этом получателю выдаются либо безошибочные кодовые ком-
бинации, либо комбинации, в которых произошла необнаруженная 
ошибка. Ошибочные комбинации могут быть получены, если необ-
наруженная ошибка возникла при единичной передаче, либо при по-
вторениях с обнаружением, а при N+1 повторении возникает необна-
руженная ошибка. Вероятность остаточной ошибки при этом может 
быть получена как
      p p p p p p p p
p
p
i
i
о ст н о o o н о o o н о н о o o
н о
o о
= + + + = + =
-=
Ґ
е2
1 1
   (10.13)
и характеризует качество системы с переспросом. Для конкретной по-
меховой ситуации величины p pн о o o,  зависят от свойств кода.
Основным назначением исследуемой лабораторной установки яв-
ляется изучение одного из методов избыточного кодирования кор-
ректирующим систематическим кодом (7,4) в системе с обратным 
каналом и неограниченным числом переспросов, измерение и рас-
чет некоторых характеристик системы.
Установка состоит из следующих основных частей:
1. 4-разрядный датчик информационного двоичного кода.
2. Кодирующее устройство, реализующее код (7,4).
3. Прямой канал связи для последовательного способа передачи 
кода.
4. Датчик искажений в линии связи.
5. Приемный регистр 7-разрядного кода.
6. Схема коррекции, обнаруживающая и исправляющая ошибки.
7. Входной регистр приемника для 4 информационных разрядов.
8. Обратный канал связи.
9. Схема регистрации ошибок в канале связи.
10. Схема индикации результатов эксперимента.
11. Схема управления и синхронизации работы установки.
Функциональная схема моделируемой системы передачи данных 
в лабораторной работе приведена на рис. 10.1 и рис. 10.2. Она состоит 
из двух устройств: устройства передачи и устройства приема. Семи-
разрядное кодовое слово формируется на передающей стороне (муль-
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типлексор) и через модель канала связи передется на приемную сто-
рону (демультиплексор). Последний показан на обоих рисунках для 
повышения наглядности представления всей системы.
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Рис. 10.1. Упрощенная функциональная схема устройства передачи 
лабораторной установки
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Рис. 10.2. Упрощенная функциональная схема устройства приема 
лабораторной установки
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Датчик информации представляет собой двоичный счетчик, кото-
рый при подаче на него запускающих импульсов позволяет реали-
зовать любую кодовую комбинацию 4-разрядного двоичного кода. 
Смена информации в датчике может производиться как вручную — 
последовательным нажатием кнопки, так и автоматически. По сиг-
налу обнаружения ошибки, поступающему с обратного канала, сме-
на кодовой комбинации в датчике информации запрещается. 
Кодирующее устройство формирует значения трех проверочных раз-
рядов кода. Оно выполнено на сумматорах по модулю 2. Кодирова-
ние и запись в передающий регистр происходит в параллельном по-
тенциальном коде.
В линии связи происходит последовательная передача кода. Для 
этого тактовый генератор производит последовательное считывание 
информации с разрядов передающего регистра, формируя кодовые 
посылки, следующие с частотой F = 1000 Гц. Длительность кодовой 
группы приблизительно в 8 раз меньше периода ее повторения. Пау-
за между группами кодов используется для работы схем обнаружения 
и исправления ошибок на приемной стороне. Приемный регистр ли-
нии связи преобразует последовательный код в параллельный, и ра-
бота последующих устройств происходит по окончании записи кода.
Датчик искажений инвертирует значение разряда кода на проти-
воположный при совпадении импульса генератора хаотической им-
пульсной помехи (ХИП) с соответствующим разрядом кода. Меняя 
интенсивность появления импульсов ХИП, можно обеспечить раз-
личное значение вероятности ошибки и ее кратность. Искажения пе-
редаваемых кодов в реальной установке можно также вводить вруч-
ную тумблерами П1—П7  «Искажения разрядов».
Схема коррекции ошибок состоит из логических схем, формирую-
щих исправляющий вектор: сумматоров по модулю 2, дешифратора, 
который определяет ошибочно принятый разряд и формирует истин-
ное значение искаженного информационного разряда. Эта же схема 
используется для формирования признака «обнаружения» и «необ-
наружения» ошибок в 7-разрядной группе, но yжe без определения 
номера искаженного разряда. При необнаружении ошибки по об-
ратному каналу передается импульсный сигнал разрешения, с при-
ходом которого код на выходе датчика информации изменяется. При 
обнаружении ошибки кодовая комбинация на датчике не изменяет-
ся и передается до тех пор, пока она не будет принята правильно или 
«просколзнет» необнаруживаемая ошибка.
Выходной регистр приемника формирует значения информацион-
ных разрядов для получателя после схемы коррекции ошибок и вы-
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дает на индикацию значение выходного кода и номер разряда, в ко-
тором произошла одиночная ошибка.
Схема регистрации ошибок (блок сравнения) работает на принци-
пе антисовпадения, регистрируя несовпадения передающего и приня-
того информационного кода без логической обработки. Таким обра-
зам, эта схема фиксирует все комбинации, поступившие на приемную 
сторону с ошибками.
Схема управления реальной установки обеспечивает следующие 
режимы работы:
а) «ручной режим» с разовым набором информационных кодов, 
введением искажений в разряды и разовой передачей кода 
(7,4). Этот режим служит для изучения корректирующих воз-
можностей кода и логики работы схем кодирования и деко-
дирования. Работа в этом режиме осуществляется кнопками 
«Ручной набор кода» и «Передача». Состояния соответствую-
щих регистров передатчика и приемника показываются в схе-
ме индикации;
б) «автоматический режим» с периодической сменой информаци-
онных кодов, которая производится с частотой F = 1500 Гц. В ав-
томатическом режиме кодовые группы передаются через линию 
связи с помехами, где подвергаются искажениям. На приемной 
стороне ошибки обнаруживаются. При включенном обратном 
канале ошибочно принятые комбинации повторяются.
Характеристики системы для различных режимов можно снять, 
фиксируя общее число обнаруженных ошибок N00 и число ошибоч-
ных кодов Nобщ при различном уровне помех в канале связи. Уровень 
помех регулируется ручкой «Интенсивность ХИП».
Регистрация числа ошибок производится двумя счетчиками им-
пульсов, включенными параллельно, т. е. все управление ведется с од-
ного счетчика командами «Сброс» и «Пуск». Необходимое время из-
мерения (Тизм = 30 с) устанавливается переключателем «Экспозиция» 
на обоих счетчиках.
Структурная схема Simulink-модели реальной установки приведена 
на рис. 10.3. Она полностью соответствует реальной установке, изо-
браженной на рис. 10.1 и рис. 10.2. 
На верхней половине рис. 10.3 представлена модель передающей 
части вместе с каналом связи и источником помех, на нижней поло-
вине — модель приемной части вместе с регистраторами и сравнива-
ющими устройствами.
В передающей части информационный код формируется двоич-
ным 4-разрядным счетчиком либо от генератора периодических им-
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пульсов Pulse Generator, либо от генератора хаотических импульсов 
XIP Generator. 
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Рис. 10.3. Блок-схема модели для исследования статистических
характеристик систематического кода (7,4)
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Частота следования импульсов равна 1 Гц. На этой фиксированной 
частоте работает вся Simulink-модель установки. Весь процесс фор-
мирования кода, его прохождения через канал связи и обработки вы-
полняется за один такт, т. е. за 1 секунду. Сформированный счетчи-
ком и дополненный проверочными битами 7-разрядный код назван a, 
после ручного ввода (переключатели P1-P7) ошибок — a1, а его изме-
ненный образ после прохождения через канал связи с помехами — b. 
Уровень помех задается в блоке Pomecha установкой числового значе-
ния вероятности битовой ошибки (BER) в пределах от 0 до 1. 
На приемной стороне из принятого кода b в блоке декодирова-
ния DeCoder формируется код ошибки r, на основе которого в блоке 
дешифрации Deshifrator определяются номера ошибочно приня-
тых разрядов кода b. Информация об ошибочно принятых разрядах 
в виде 4-разрядного кода c передается в блок коррекции Corrector, 
где у принятого кода b инвертируются ошибочно переданные разря-
ды. Код, полученный в результате коррекции, называется ac. В бло-
ке Analys он сравнивается с переданным кодом a1, подсчитывает-
ся число ошибочно принятых разрядов Nosh и формируется сигнал 
ошибки в виде числа, равного 1, если ошибки есть, и 0, если их нет. 
Для сравнения откорректированного принятого кода ac из рабо-
чего пространства (WS = Work Space) системы MATLAB вызывает-
ся первоначальный (истинный, не подвергавшийся ручной модифи-
кации) код a. Включение и отключение обратной связи выполняется 
переключателем P8.
Установка позволяет исследовать свойства систематического кода 
(7,4) как в пошаговом режиме, так и на определенном интервале дис-
кретного времени. Управ-
ление режимами прово-
дится с помощью блока 
Synchronization указа-
нием числа тактов (вре-
менных шагов). 
Статистические харак-
теристики свойств кода 
(7,4) можно посмотреть 
в дополнительном окне 
(рис. 10.4), которое вы-
зывается при щелчке мы-
шью по блоку Obrabotka.
Рис. 10.4. Окно вывода результатов 
исследования статистических характеристик 
систематического кода (7,4)
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10.3. Подготовка к лабораторной работе
В процессе домашней подготовки необходимо выполнить:
1. Ознакомиться с теоретическими сведениями и лабораторной 
установкой по методическому описанию и учебной литерату-
ре из предложенного списка. Сопоставить описание натурной 
лабораторной установки с ее Simulink-моделью, выявить раз-
личия в их структурных схемах.
2. Исходя из правила декодирования, используемого в установке, 
найти примеры обнаруживаемых и необнаруживаемых ошибок 
высокой кратности.
3. Определить следующие характеристики используемого кода 
(7, 4):
— коэффициент обнаружения h=
N
N
ОБН ;
— вероятность необнаруженной ошибки pн о  для pош = 0 1, ;
— вероятность остаточной ошибки pост  для системы с об-
ратной связью и бесконечным числом переспросов для 
pош = 0 1, .
4. Продумать методику измерений и вычислений следующих ха-
рактеристик установки :
— скорость передачи информации при отсутствия искажений;
— скорость передачи информации с обратным каналом при 
наличии помех;
— вероятности ошибки в одном разряде pош .
5. Подготовить ответы на контрольные вопросы.
10.4. Лабораторное задание
1. Убедиться на примерах в корректирующей способности кода 
при наличии только однократных ошибок.
2. Убедиться в способности кода обнаруживать одно- и двукрат-
ные ошибки, а в отдельных случаях ошибки и более высокой 
кратности.
3. Проверить факт необнаружения ошибки высокой кратности, 
определенных в п. 3 домашнего задания.
4. Определить скорость передачи кодовых групп R 1/с.
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5. Изменяя интенсивность хаотической импульсной помехи 
(ХИП) от минимума (0) до максимума (1), измерить в автома-
тическом режиме за Tизм = 2^14 с общее число ошибочных ко-
довых групп NОБЩ  и число кодовых групп с обнаруженными 
ошибками.
6. По данным измерений вычислить и построить зависимости ве-
роятностей p pн о o o,  от эквивалентной вероятности искажения 
разряда кода pош  (вероятности битовой ошибки BER). Срав-
нить в одной из точек результат эксперимента и расчета.
Методические указания для проведения расчетов. По результатам 
эксперимента при проведении работы определяются:
N = RTИЗМ — общее число переданных кодов, где R (код/с) — ско-
рость передачи кодовых групп;
NОБЩ — общее число ошибок в канале связи за время измерения 
Tизм = 2^14 с;
NОО — число обнаруженных ошибок за время Tизм = 2^14 с при раз-
личных интенсивностях помех в канале связи. Величины NОБЩ и NОО 
характеризуют число ошибок для всей 7-разрядной кодовой комби-
нации. 
Пользуясь результатам эксперимента, можно рассчитать вероят-
ности: 
pн о  — необнаружения ошибки в виде p p pн о ош о о= - ;
pош  — эквивалентная вероятность искажения одного разряда кода, 
определяемая из соотношения
 p p p npnобш код ош ош= = - - »1 1( ) ,
если pош < 0 1, , и при этом предполагается, что ошибки возникают 
в разрядах независимо;
pн о  — необнаружения ошибки в виде p p pн о ош о о= - ;
p p pi n i
i
n
Wiн о теор ош ош= -
-
=
е ( )1
1
 — теоретическая вероятность необ-
наружения ошибки;
pост  — остаточная вероятность необнаружения ошибки приме-
няемого кода (7,4) в системе с ОС, определяемая по значению Wi, где
Wi — число необнаруживаемых кратных ошибок в коде (дано 
в табл. 10.1).
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10.5. Требования к отчету
В отчете должны содержаться:
1. Формулировка целей и задач лабораторной работы.
2. Функциональная схема и блок-схема Simulink-модели экспе-
риментальной установки.
3. Результаты домашней подготовки.
4. Результаты проведения лабораторных экспериментов.
5. Выводы по результатам теоретических и экспериментальных 
исследований с обсуждением причин их выявленных несовпа-
дений. 
Контрольные вопросы
1. Какой избыточный код реализован в установке?
2. Сколько различных модификаций имеет систематический
код (7,4)? Чем они могут различаться?
3. Отобразить логику работы дешифратора.
4. Как определяются правила кодирования и декодирования по за-
данной проверочной матрице?
5. Как по результатам эксперимента оценить вероятность иска-
жения одного разряда кодовой группы?
6. За единицу времени передается R кодовых групп. Из этого чис-
ла A групп поступает на приемную сторону с ошибками. Нали-
чие ошибок установлено в В группах. Оценить по этим данным 
вероятность ошибочной выдачи кодовой группы в СПИ с ре-
шающей обратной связью.
7. Как определить экспериментально скорость передачи кодовых 
групп, реализованную в лабораторной установке?
8. Известна вероятность искажения pош  одного разряда кодовой 
группы. Определите вероятность передачи без ошибок кодовой 
группы.
9. Корректирующую способность кода (7,4) можно использовать 
для исправления ошибок или для обнаружения ошибок. Что 
выгоднее?
10. Будет ли передаваться информация при одновременном вклю-
чении искажения разряда и ХИП в системе с ОС?
11. Составить циклограмму работы установки с ОС (по приведен-
ному выше описанию).
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