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Combinatorial structure of the parameter plane of
the family λ tan z2
Santanu Nandi
Abstract: In this article we will discuss combinatorial structure of the parameter plane of the
family F = {λ tan z2 : λ ∈ C∗, z ∈ C}. The parameter space contains components where the
dynamics are conjugate on their Julia sets. The complement of these components is the bifurca-
tion locus. These are the hyperbolic components where the post-singular set is disjoint from the
Julia set. We prove that all hyperbolic components are bounded except the four components of
period one and they are all simply connected.
1 Introduction
Quasi-conformal mappings play an important role in studying parameter spaces of holomorphic
dynamical systems because they are used to characterize when maps in the same family have
similar dynamics. A very useful technique called quasi-conformal surgery was introduced by
Douady[1]. It is this flexibility that produces the basis for what is known as quasi-conformal
surgery, in which we change mappings and sometimes also the spaces involved. When the con-
struction is successful the final goal is to end with a holomorphic map with the desired properties,
obtained via the Measurable Riemann Mapping Theorem.
Definition. Let µ be a Beltrami coefficient. The Beltrami equation associated to µ is the partial
differential equation
fz¯ = µ(z)fz
Theorem 1.1. (Measurable Riemann Mapping Theorem on C) Let µ be a Beltrami coefficient
of C. Then, there exists a unique quasi-conformal map f : C→ C such that f(0) = 0, f(1) = 1
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and µf = µ. Futhermore, if µt is a family of Beltrami coefficients such that µt(z) depends ana-
lytically on t for any z ∈ C, then ft depends analytically on t.
Definition. A meromorphic map f is called hyperbolic if it is expanding on its Julia set; that is,
there exist constants c > 0 and K > 1 such that for all z in a neighborhood V ⊃ J , |(fn)′(z)| >
cKn.
The key idea to investigate the combinatorial structure of the parameter plane is to understand
the regions in which the dynamical systems are quasi-conformally conjugate on their Julia sets.
For the maps in F , the λ-plane is divided into center capture component and its complement.
In the center capture component, the Julia set is a Cantor set. The complement is further di-
vided into hyperbolic components in which fλ has connected Julia set and the Fatou set consists
of simply connected components. Each of these components has a unique boundary point λ∗,
called a virtual center such that for any sequence λn inside the component converging to λ∗,
the multiplier map ρ(λn)→ 0. These components are called hyperbolic shell components in the
parameter plane of F . We prove that the virtual center is the unique boundary point of a pair
of hyperbolic shell components.
We denote the hyperbolic components in the parameter plane as follows:
C0 = {λ ∈ C∗ : All singular values are in the immediate basin of 0}
C = {λ ∈ C∗ : All singular values eventually land in the immediate basin of 0 but do not belong
to the immediate basin of 0.}
H = {λ ∈ C∗ : Asymptotic values are attracted to an attracting (not super-attracting) periodic
point.}
Definition. A hyperbolic component in C ∪ C0 is called a capture component. C0 is called the
central capture component since it contains the parameter singularity, the origin. A hyperbolic
component in H is called a shell component.
We use the following theorem in this context.
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Theorem 1.2. IfW is a hyperbolic component of the interior ofM, then the multiplier ρ(c), c ∈
W of the attracting cycle mapsW conformally onto the open unit disk D. It extends continuously
to ∂W and maps W homeomorphically onto the closed disk D¯. The point in W where ρ(c) = 0
is called the center of W.
The organization of this paper is as follows: In section 2, we discuss the topological structure of
the hyperbolic capture components in the parameter space. We use the coding of the centers to
give an indexing of the capture components. This coding describes the itinerary of the capture
components in the parameter plane. Section 3 is devoted to giving combinatorial structure of
the hyperbolic shell components in the parameter plane. The itinerary of a hyperbolic shell
component is determined by its virtual center. We investigate how these components fit together
at the virtual centers. We also prove that the shell components are bounded except the shell
components of period one. We study the bifurcation and boundedness properties of the shell
components in section 4. The bifurcation along the boundary of the shell components demon-
strate the itinerary of the shell components. We also prove that all shell components except the
period one components are bounded. We thank Linda Keen for the figure 1 and figure 2 of this
article.
2 Capture components
The following two lemmas are preliminary results about the symmetry of the parameters. These
are used later to prove main results of this article.
Lemma 2.1. For any λ in a hyperbolic component the attracting (super-attracting) cycles of
fλ and fλ¯ are complex conjugates; so are their multipliers (trivial for the super-attracting case).
Proof. For any fλ in F we have
fkλ (λi) = f
k
λ¯ (λi)
= fkλ¯ (−iλ¯)
= fkλ¯ (iλ¯) for k ∈ Z+
Therefore the orbits of the asymptotic values of fλ and fλ¯ are conjugates.
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Suppose λ is in a hyperbolic shell component and suppose zp is a periodic point of fλ with period
p. Then z¯p is a periodic point of fλ¯. Their multipliers are ρ(λ) = [f
p
λ(zp)]
′ and ρ(λ¯) = [fk
λ¯
(z¯p)]
′.
Thus it is clear that ρ(λ¯) = ρ(λ).
Lemma 2.2. Suppose λ is in a hyperbolic component and {zp}, p ≥ 1 is an attracting periodic
cycle of fλ. Then f−λ, f±λi have attracting periodic cycles {−zp}, {∓zpi} respectively. If ρ(λ)
is the multiplier of the attracting cycle of fλ then (−1)pρ(λ), (∓i)pρ(±λi) are multipliers of the
attracting cycles of f−λ, f±λi.
Proof. Let z0 be a periodic point of fλ of period p ≥ 1. Then fp−λ(−z0) = −fpλ(z0) = −z0.
Suppose that there exists an integer q < p such that fq−λ(−z0) = −z0. Then −fqλ(z0) = −z0 so
that fqλ(z0) = z0 contradicting the hypothesis.
Now we prove that f±λi has the attracting periodic cycle {±zpi}. It is clear that fpλi(z0) =
−ifpλ(z0) = −iz0. Therefore fpλi(−z0i) = −ifpλ(−z0i) = −ifpλ(z0) = z0, for p ≥ 1. Suppose that
there exists an integer q < p such that fqλi(−z0i) = −z0i. Thus fqλi(−z0i) = −z0i implies that
fqλi(z0) = z0, contradicts the hypothesis. The proof for f−λi follows similarly. For the multiplier
map, the proof is the following.
ρ(−λ) =
p−1∏
i=0
f ′−λ(zi) = (−1)p
p−1∏
i=0
f ′λ(zi) = (−1)pρ(λ).
ρ(±λi) =
p−1∏
i=0
f ′±λi(zi) =
p−1∏
i=0
∓if ′λ(zi) = (∓i)pρ(λ).
Proposition 2.3. Let Bn = {λ ∈ C∗ : fnλ (λi) = 0}. B = ∪∞n=1Bn. Then B is the set of pre-zeros
of the maps in F .
Proof. For n = 1, set B1 = {c1k =
√
kpi : k = ±1,±2, . . .} so that ±B1 contains all pre-images of
0. For n = 2, set B2 = {λ : f2λ(±λi) = 0}. Therefore fλ(±λi) = ±
√
kpi, for some k ∈ Z∗. Suppose
that fλ(λi) = pk =
√
kpi. Then λ can be determined by solving fλ(±λi) = ±
√
kpi, k ∈ Z∗. The
numerical solution λ = (x, y) can be obtained by iterating λm+1 = φ(λm) = (φ1(λm), φ2(λm))
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where φ is defined below. From λm+1 = ±
√
arctan pkλm we get the following formula.
Let Xk,j = 12 arctan
−2xpk
x2+y2−p2k
+ jpi, j ∈ Z, Yk = 12 ln
√
4x2y2+(p2k+x
2−y2)2
x2+(pk+y)2
.
From above we have the following:
φ1,j(λm) =
√
Xk,j+
√
X2k,j+Y
2
k
2 , φ2,j(λm) =
Yk
|Yk|
√
Xk,j+
√
X2k,j+Y
2
k
2 .
We have introduced the index j to indicate the branch of the solution of the arctangent. We get
B2 = {λk,j ∈ C | λ is a solution of fλ(±λi) = ±pk, k ∈ Z∗}. As k →∞, fλ(±λi) →∞ implies
that the solution of the above equation λk,j → sj =
√
(2j+1)pi
2 , j ∈ Z as k →∞.
Similarly B3 consists of all solutions λ so that f2λ(±λi) = ±pk, k ∈ Z∗. For a solution λ of the
above equation, one more index has been introduced. In general any point in Bp can be coded as
λk,j1,j2,...,jp−1 where the indices are determined by the branches of the solution in all intermediate
steps. The point λk,j1,j2,...,jp−1 is in a neighborhood of sk,j1,j2,...,jp−1 for large enough jp−1 where
sk,j1,j2,...,jp−1 is a pre-pole of order p. Thus each point in Bp can be indexed in a suitable way to
to recognize the pre-zeros of this family of maps.
There is a unique point in each of the capture components such that the corresponding asymp-
totic values of fλ are mapped to the origin by finite iterations of fλ. These points are called the
centers of the components. The following proposition describes a characterization of these centers
of the capture components. The result can be used to give an indexing of the capture components.
Proposition 2.4. For each n and cnk ∈ Bn, k ∈ Z, there are capture components Cnk containing
cnk so that fnλ (cnk i) = 0. The point cnk is called the center of the component Cnk .
Proof. At each point c1k ∈ ±B1, fλ=c1k (c1k i) = 0. Then fλ has only one super-attracting periodic
cycle and the asymptotic values ±λi = ±(c1k i) are pre-periodic. 0 is always a super-attracting
fixed point for λ ∈ C∗. For λ in a hyperbolic component in the parameter space, the forward
orbit of the asymptotic values must be in the stable set (Fatou set). Using quasi-conformal
conjugacy and the Böttcher map, there is an open set U such that for all λ′ ∈ U, λ′ 6= λ, fλ′ is
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quasi-conformally conjugate to fλ. Therefore the dynamical behavior of fλ′ coincides with the
dynamical behavior of fλ on their Julia sets. Let C1k be the largest neighborhood of c1k where
this quasi-conformal conjugacy can be extended. Then C1k is a capture component with center
at c1k . We see in Theorem 2.6 that c1k is the unique point in C1k such that c1k i is pre-periodic.
As n→∞ the set of points in B1 tends to ∞ along the real and imaginary lines.
Using the indexing of the pre-zeros from proposition 2.3 we get that λk,j1,j2...jp−1 is the solution
of the equation fpλ=ck,j1,j2...jp−1 (λi) = 0 [or f
p
λ=ck,j1,j2...jp−1
(−λi) = 0]. Then ck,j1,j2...jp−1 =
λk,j1,j2...jp−1 is the center of the capture component Ck,j1,j2...jp−1 .
Using the indices that refer to the branches of the arctangent, one can actually give a coding to
the capture components, based on how many iterations fλ takes to map the asymptotic values
to the immediate basin of zero. Using the proposition 2.4 we can give a more precise definition
of a capture component as follows.
Definition. The capture components of depth i ≥ 1 are the connected components Cn1,n2,...,ni
of C, where Cn1,n2,...,ni = {λ ∈ C : f iλ(±λi) ∈ A0λ(0) and f i−1λ (±λi) /∈ A0λ(0)} and A0λ(0) is the
immediate attracting basin of zero. The indices n1, . . . , ni indicate the inverse branches of the
arctangent that map 0 back to ±λi. C0 is the only capture component of depth zero containing
the origin.
Lemma 2.5. Let Ck be a capture component containing λ ∈ Bk, k ∈ N. Let A0λ(0) be the
immediate attracting basin of zero corresponding to fλ. Then for all λ ∈ Ck, fkλ (λi) ∈ A0λ.
Proof. Since λ0 is the center of Ck, we have fkλ (λ0i) = 0. Let us define g(λ) = fkλ (λi), λ ∈ Ck.
Then g(λ) is a well-defined holomorphic map from Ck to
⋃
λ∈Ck A0λ(0). Thus g(Ck) is a connected
component in
⋃
λ∈Ck A0λ(0) containing 0. But the only connected component of
⋃
λ∈Ck A0λ(0)
containing 0 is the immediate attracting basin of 0 of fλ0 . Therefore fkλ (λi) is in the immediate
basin of 0 for all λ ∈ Ck.
The connectivity of capture components is proved in the following theorem. We use the tech-
nique of quasiconformal surgery introduced by Douady [1]. See Branner-Fagella [2] for a full
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discussion about quasi-conformal surgery.
Theorem 2.6. Any capture component in C is simply connected.
Proof. Let λ0 ∈ C so that fkλ0(λ0i) = 0. Let ψλ0 be the Böttcher map ψλ0 : A0λ0(0) → D which
conjugates fλ0 on the immediate basin of 0 to the map z 7→ z2 in D. Then λ 7→ ψλ(fkλ (λi)) is
a holomorphic map from a neighborhood U of λ0 to a neighborhood of the origin for some k.
Define the map Φ : U → D by Φ(λ) = ψλ(fk+1λ (λi)) where ψλ is the Böttcher map conjugating
fλ near 0 to a map z 7→ z2 in a neighborhood of the origin. We claim that the map ΦU is a
proper map and is a local homeomorphism. Let λ0 ∈ U so that 0 = ΦU (λ0). The idea of this
surgery construction is the following: for any point z near 0, we can build a map fλ(z) such
that ΦU (λ(z)) = z, or in other words we can find a local inverse of ΦU . This proves that the
component containing the center is open.
Let Aλ0(0) be the pre-image of A0λ0(0) under f−kλ0 and let Wλ0 be the connected component of
Aλ0(0) containing fkλ0(λ0i). Let Vλ0 be any small neighborhood of fk+1λ0 (λ0i) contained in A0λ0(0).
Consider Bλ0 ⊂ Wλ0 to be the pre-image of Vλ0 containing fkλ0(λ0i). Note that by continuity it
is the preimage given by the itinerary of the center λ0. For any 0 <  < min{|z0|, 1 − |z0|} we
consider D(z0, ), the disk of radius  centered at z0. For any z ∈ D(z0, ), choose a diffeomor-
phism δz : Bλ0 → Vλ0 with the following properties:
i) δz0 = fλ0 ;
ii) δz coincides with fλ0 in a neighborhood of ∂Bλ0 for any z;
iii) δz(fkλ0(λ0i)) = ψ
−1
λ0
(z);
We consider the following mapping for any z ∈ D(z0, ):
Gz : C→ C :
Gz(w) =
 δz(w) if w ∈ Bλ0 ,fλ0(w) if w /∈ Bλ0 .
We construct an invariant almost complex structure σz with bounded dilatation ratio. Let σ0
be the standard complex structure of C. We define a new almost complex structure σz in C by
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σz(w) =

(δz)
∗σ0 on Bλ0
(fkλ0)
∗σ0 on f−kλ0 (Bλ0), ∀k ≥ 1 (where defined)
σ0 on C \ {∪n≥1f−kλ0 (Bλ0) ∪Bλ0}
By construction σ is Gz− invariant, i.e (Gz)∗σ = σ and σ has bounded distortion since δz is a
diffeomorphism and fλ0 is holomorphic in the attracting basin. Applying the Measurable Rie-
mann Mapping Theorem we obtain a quasi-conformal map φz : C → C such that φz preserves
the complex structure σz, i.e (φz)∗σ = σ. The map φz is uniquely determined up to an affine
transformation; therefore it can be determined by what it does to two points. We assume φ fixes
the origin and maps the two asymptotic values to a pair of points symmetric with respect to the
origin. Then the map Fz = φz ◦ Gz ◦ φz−1 is meromorphic with 0 as a fixed critical point of
multiplicity two. Fz respects the dynamics: it has a super-attracting periodic cycle. Moreover
Fz is quasi-conformally conjugate to Gz in the respective basins of attraction and is conformally
conjugate to Gz everywhere else. Then Fz is a meromorphic map of the form ν tan(a2z2 + a0)
for some a2, a0 ∈ C, a2 6= 0 [3]. Doing a suitable change of variable and composing with an
affine transformation, if necessary, we can get a λ ∈ C∗ such that fλ(z) = (kφz) ◦Gz ◦ (kφz)−1.
By construction φz0 is the identity map for z = z0. Therefore there exists a continuous function
z : D(z0, ) 7→ λ(z) ∈ U such that λ(z0) = z0 and Fλ(z) = φz ◦ Gλ(z0) ◦ φz−1. Moreover φz is
holomorphic on A0λ0(0) conjugating Fλ0 to Fλ(z). Hence from the following commutative diagram:
A0λ(z)(0)
φz←−−−− A0λ0(0)
ψλ0−−−−→ Dyfλ(z) yfλ0 yz 7→z2
A0λ(z)(0)
φz←−−−− A0λ0(0)
ψλ0−−−−→ D
we have that ψλ(z) = ψλ0 ◦ φ−1z is the Böttcher Coordinate of A0λ(z)(0).
Finally we conclude that Φ(λ(z)) = ψλ(z)(f◦k+1λ(z) (λi)) = z, since f
◦k+1
λ(z) (λi) = φz ◦G◦k+1z ◦φ−1z =
φz ◦Gz(f◦kλ0 (λ0i)) = φz ◦ ψ−1λ0 (z) = φz ◦ φ−1z ◦ ψ−1λ(z)(z) = ψ−1λ(z)(z).
By the Riemann-Hurwitz formula, Φ is a degree one covering map. Therefore Φ−1(z) is a compact
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set and Φ : Ck → D is a proper map. That completes the proof.
Lemma 2.7. Let us assume λ ∈ R or λ ∈ = and |λ| <√pi4 . Then λ ∈ C0.
Proof. We will prove the lemma when λ is in the positive real axis. For the imaginary axis the
proof follows similarly. We see that λ =
√
pi
4 is a repelling fixed point of fλ. Suppose 0 < λ <
√
pi
4 .
It follows that |fλ(λi)| = | − λ tanx2| < |λ| and
|f2λ(λi)| < |λ tanλ2| < |λ|
...
|fnλ (λi)| < |λ|.
Therefore the post singular orbit of fλ is bounded in the dynamic plane for λ in the interval
(−pi/4, pi/4). For any small neighborhood Iλ ⊂ R in the parameter space with |λ| <
√
pi
4 , f
n
λ (λi)
form a normal family in Iλ. Therefore Iλ must be in a hyperbolic component in the parameter
space. In proposition 3.1, of the next section we prove that there is no shell component intersect-
ing R and =. Thus Iλ must be in one of the capture components. As λ can be chosen arbitrarily
close to the origin, Iλ ⊂ C0. Hence λ ∈ C0.
3 Arrangement of the hyperbolic shell components at a vir-
tual center
We investigate the combinatorial structure of the hyperbolic components that are not capture
components in the parameter space. We denote shell components as Ωp, where the period of the
attracting cycle is p.
Proposition 3.1. Suppose λ ∈ R or λ ∈ =. Then λ is not in any hyperbolic shell component
in the parameter space.
Proof. We prove it by contradiction. Suppose λ ∈ R, and λ is in a shell component. Then fλ
has an attracting periodic cycle of period p ≥ 1 and one of the asymptotic values is attracted to
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the attracting periodic fixed point (not the super-attracting fixed point). We label the attracting
periodic components {Ui}p−1i=0 so that the asymptotic value λi ∈ U1 and denote the periodic fixed
point in Ui by zi. By our assumption λi ∈ = and
fλ(λi) = λ tan(λi)
2 = −λ tanλ2 ∈ R.
This implies that f◦nλ (λi) ∈ R, ∀n ∈ N. As f◦pnλ (λi)→ z1 as n→∞ all periodic points in this
cycle are on R. As fλ(λi) ∈ U2 ∩ R, f◦npλ (fλ(λi)) ∈ U2 ∩ R for all n and f◦npλ (fλ(λi)) → z2 as
n → ∞. Since U2 is simply connected and symmetric about the real line, there is an interval
I ⊂ U2 containing both fλ(λi) and z2. We take a branch g of f−1λ so that g(I) is an interval that
contains λi in U1. Thus g(I) ⊂ =. Let γ be a path in U1 joining z1 and λi. Using the symmetry of
fλ with respect to the real and imaginary axes we have−U¯1, U¯1,−U1 are also in the stable domain.
Therefore they have a non-empty intersection with U1. Therefore U1 = −U1 = −U¯1 = U¯1. Thus
the degree of fλ : U1 → U2 is at least two. Since U1 is a bounded periodic component, U1
must contain the critical point, the origin. Contradiction! We can use similar argument to get a
contradiction when λ ∈ =.
Definition. Let ρλ denote the multiplier of an attracting or neutral periodic cycle of fλ. If Ωp
is an arbitrary shell component and ∆∗ is the unit disk punctured at the origin, the multiplier
map ρ : Ωp → ∆∗ is defined by λ 7→ ρλ. For each α ∈ R the internal ray R(α) is defined by
R(α) = ρ−1(re2piiα), 0 < r < 1.
The following two theorems describes very important topological properties of the hyperbolic
shell components. The theorems are proved in Fagella-Keen [3].
Theorem 3.2. For each shell component Ωp of H, the multiplier map ρλ : Ωp → ∆∗ is a
covering map.
Theorem 3.3. For any λ∗ and λ in the component Ωp, there exists a unique quasi-conformal
map g such that fλ∗ ◦ g = g ◦ fλ.
Let Hl denotes the right half plane. From Theorem 3.2 we have that the multiplier map
ρλ : Ω → D∗ is a universal covering. Hence there is a conformal homeomorphism φ : Hl → Ω,
unique up to precomposition by a Mobious transformation such that (ρλ ◦ φ)(w) = ew. Under
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the map φ : Hl → Ω, the boundary of Ω corresponds to the imaginary axis.
Now we are in a position to characterize the virtual center in the boundary of a shell component.
Here we give a formal definition of the virtual center of a shell component. We use the following
definition from [3].
Definition. Let Ω be a shell component and ρ : Ω→ D be the multiplier map. A point λ ∈ ∂Ω
is called a virtual center if for any sequence λn ∈ Ω with λn → λ, the multiplier map ρ(λn)→ 0.
Let Tk = {w ∈ Hl|2kpi < =w < 2(k + 1)pi} where k = 0,±1,±2, . . . . Every open set Tk is a hor-
izontal strip of Hl. Let Vk = φ(Tk). Then Vk is an open subset of Ω obtained by cutting Ω along
R(k) for all integers k whereR(k) is the image of the boundary of the horizontal strip Tk under φ.
The boundary of Vk, ∂Vk consists of three curves R(k),R(k+ 1), and {φ(2piα) : k < α < k+ 1}
together with their endpoints. These curves are all regular simple arcs; hence ∂Vk is a Jordan
curve. By the Unifomization Theorem and the Carathéodory theorem the conformal isomor-
phism φ|Vk extends to a homeomorphism of V k onto T k.
The boundary piece of Ω, {φ(2piα) : k < α < k + 1} is a regular arc. It may not be regular at
the endpoints φ(2kpi) and φ(2(k+ 1)pi). The points where the boundary of Ω fails to be smooth,
are called the cusps of Ω. Each cusp is mapped under φ to a point 2kpii for some integer k.
Computer pictures show that the cusps of the unbounded shell components (see Proposition 4.5)
lie in each quadrant which contains the component. The pictures show that there are saddle
node bifurcation points along the boundary of any component Ω ∈ H and there are components
attached to Ω at these points.
We show that if p > 1, the asymptotic values of the functions corresponding to the virtual centers
of Ωp are pre-poles of order p − 1. For p = 1 the virtual center of Ω1 is infinity. First we prove
the lemma under the assumption that the components are bounded.
Lemma 3.4. For any bounded hyperbolic shell component Ωp with p > 1, the virtual center λ∗
is finite and f (p−1)λ (λ
∗i) =∞; that is, λ∗i is a pre-pole of order p− 1.
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Proof. Let λ ∈ Ωp and fλ has an attracting periodic cycle of period p. Let U0 be the unbounded
component containing asymptotic tract and z0 ∈ U0 be the periodic fixed point. Suppose
zi = fλ(zi−1) be the attracting periodic cycle. This implies that U1 contains λi and z1. Denote
the pre-image of z0 in the periodic cycle by zp−1. There exists n ∈ Z such that f−1λ,n(z0) = zp−1
and f−1λ,n(U0) = Up−1 where n is the index to denote the inverse branch of arctan . Since U0
contains an asymptotic tract, ∂Up−1 contains a pole sn. We note that there is a pre-asymptotic
tract at sn in Up−1 containing a pre-image of either z = ±i
√
it or ±√it for large t > 0. If ∂Up−1
would contain any other pole there would be another pre-asymptotic tract in Up−1 at this pole
containing the pre-image of the same segment and fλ|Up−1 would not be injective.
Since the maps fλ for λ in Ωp are quasi-conformally conjugate on their Julia sets, the pre-pole
varies continuously with λ in Ωp. Suppose λ moves along an internal ray R(α) to the virtual
center λ∗ as r → 0, so that
lim
λ
R−→λ∗
ρλ = 0.
Since (tan z2)′ = 2z sec z2 and λ = zi
tan z2i−1
, it follows that
ρλ = [f
p
λ(z0(λ)]
′
=
p∏
i=1
f ′λ[f
i−1
λ (z0(λ)]
= 2p
p∏
i=1
2zizi−1
sin 2z2i−1
.
The only way some factor may tend to 0 as λ→ λ∗ is for sin 2z2i−1 →∞ for some i, or equivalently
=z2i−1 →∞. Since z0 is in the asymptotic tract, we conclude that =z20 →∞. By hypothesis p > 1
and λ∗ 6=∞ so that zp−i 6= zp−1 for i 6= 1. Therefore
lim
λ
R−→λ∗
λ tan z2p−1(λ)
= lim
λ
R−→λ∗
z0(λ)
=∞.
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We can say further that
lim
λ
R−→λ∗
zp−1(λ)
= lim
λ
R−→λ∗
f−1λ,n(z0(λ))
= sn.
and
lim
λ
R−→λ∗
z1(λ) = λ
∗i
so that λ∗i is a prepole of order p− 1.
Proposition 3.5. Let Ωp be a hyperbolic shell component such that for λ ∈ Ωp, fλ has
an attracting p-periodic cycle {z0, z1, z2, . . . , zp−1}. If the virtual center λ∗ = ∞, then for
j = 0, 1, . . . , p− 1 as λ varies along some internal ray R(α) in Ωp,
z∗j = limλ R−→λ∗ zj(λ) =∞.
Proof. For λ ∈ Ωp, let z0 = z0(λ) belongs to the component U0 that contains an asymptotic
tract of λi. Then λi and z1(λi) both belong to the component U1. Let us assume that λ moves
along the internal ray R(α) in Ωp to the limit point λ∗ = ∞. Because we assumed λ∗ is a
virtual center, lim
λ
R−→λ∗
ρ(λ) = 0. It follows that =z20(λ) → +∞. We need to show that z∗1 =
lim
λ
R−→λ∗
z1(λ) = ∞. If not, ∃ a sequence λn → λ∗ in Ωp such that lim
λn
R−→λ∗
z1(λ) = c 6= ∞. Then
z1(λn) = λn tan(z0(λn))
2 implies
lim
λn
R−→λ∗
tan(z0(λn))
2 = lim
λn
R−→λ∗
z1(λn)
λn
= 0.
Therefore the curve z0(λ), λ ∈ R(α) is bounded and lim
λn
R−→λ∗
z0(λ) = mpi for some integer m
or z0(λ) is unbounded but comes arbitrary close to infinitely many integral multiples of pi. Ei-
ther possibility contradicts =z20(λ)→ +∞. Thus for zj , j = 2, 3, . . . , p−1 we can argue as follows:
If zj 6→ ∞ as λ → λ∗, j = 2, 3, . . . , p − 1, then ∃ a sequence λn → λ∗ in Ωp such that
lim
λn
R−→λ∗
zj(λ) = c 6=∞, j = 2, . . . , p− 1. Arguing as above we get either zj−1(λ) is bounded and
lim
λn
R−→λ∗
zj−1(λ) = mpi for some integer m or zj−1(λ) is unbounded but comes arbitrary close to
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infinitely many integral multiples of pi. In either case an arbitrary small neighborhood of mpi
contains an attracting fixed point of order p > 1 for infinitely many λn. That is an arbitrary
small neighborhood of zero contains zj(λn) for infinitely many λn. But zero is a critical point
and a super-attracting fixed point. The hypothesis λ ∈ Ωp and the fact that the immediate basin
of zero contains an attracting fixed point of order p > 1 give a contradiction.
The following lemma is proved for more general families in [3]. We state them for our families.
Lemma 3.6. Let Ωp, p ≥ 1 be a hyperbolic shell component and λn ∈ Ωp be such that λn → λ∗
where λ∗ ∈ ∂Ωp. Let {a0n, a1n, . . . , ap−1n } be the attracting periodic cycle of fλn such that a1n
is in the component of the immediate attracting basin that contains the asymptotic value λni.
Suppose |ajn| → ∞ as n→∞. Then j = 0 and
a) a1n → λni as n→∞.
b) ap−1n tends to a pole of f∗λ .
c) ak−in tends to a pre-pole of f∗λ .
d) The multiplier map ρn → 0 as n→∞.
Proposition 3.7. If λ∗i is a pre-pole of fλ∗ of order p− 1, p > 1, then ∃ λ near to λ∗ such that
f
(p−1)
λ (λi) ∈ A, for a given asymptotic tract A.
Proof. Let A be an asymptotic tract such that A = {z : =z2 > r, <z, =z > 0} for large enough
r, r > 0. Let U be a small neighborhood around λ∗i and V be the corresponding neighborhood
around λ∗ such that λ ∈ V iff λi ∈ U. Suppose the assumption in the proposition is not true.
Then ∀λ ∈ V, f (p−1)λ (λi) /∈ A. Now we can define a map g : V → C by g(λ) = f (p−2)λ (λi) so
that g is bijective and g(V ) is an open set around sn = f
(p−2)
λ (λi). Choose the branch of f
−1
λ
such that f−1λ (A) is an open set attached at sn. We get Uλ = ig−1(g(V ) ∩ f−1λ (A)) is an open
set attached at λ∗i but λi is not in Uλ and this is true for all λ ∈ V. So ∀λ ∈ V, f−1λ (Uλ) is
bounded. But because λ∗i is in a virtual cycle of fλ∗ , it follows that f−1λ∗ (Uλ∗) is unbounded.
Contradiction!
The proof of the following Lemma is modeled on the proof for the tangent family in Keen-Kotus
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[4].
Lemma 3.8. Let λ∗i be a pre-pole of fλ∗ of order p − 1 for λ∗ in the parameter space of
F = {λ ∈ C∗ : fλ(z) = λ tan(z)2}. Then there exists λ near λ∗ such that fλ has an attracting
periodic cycle of period p > 1.
Proof. Let us choose an arbitrary small  > 0 and a set U = B(λ∗i, ), a disk with center λ∗i
and radius . Let V be the corresponding neighborhood of λ∗ in parameter space such that
λ ∈ V iff λi ∈ U. Let us choose an asymptotic tract A of fλ for large enough r > 0, such that
A = {z : =z2 > r, <z, =z > 0}. For λ ∈ V consider the common pre-asymptotic tracts,
In = ∩λ∈V f−1λ,n(A)
attached to the pole sn. We can find 0 < η = η(r) such that | arg λ − arg λ∗| < η for λ ∈ V.
Hence the angle between f−1n,λ(R) and R or = is bounded and In contains some triangular domain
with one vertex at sn. Let g : V → C be a map defined by g(λ) = f (p−2)λ (λi). Then g(V ) is an
open set containing sn and there exists open set V + ⊂ V such that V + = g−1(In). For any
λ ∈ V +, f (p−1)λ (λi) belongs to an asymptotic tract A = {z : =z2 > r′,<z,=z > 0} where
possibly r′ < r. Moreover for the inverse branch such that
f
−(p−2)
np−2,λ∗(sn) = λ
∗i
we have the property vλ = f
−(p−2)
np−2,λ (sn) 6= λi by Hurwitz’s Theorem. Then vλ is defined by
choosing the branch by analytic continuation and the imaginary part of the square of the pre-
image wλ,k = f−1λ (vλ) lies in the upper half plane and continuously depends on λ and =w2λ,k
goes to ∞ as λ→ λ∗.
Now consider ζλ = |vλ − λi| and Bλ = B(vλ, ζλ). Then f (p−2)λ (Bλ) is a neighborhood around
sn and taking the principal part we get f
(p−1)
λ (Bλ) is a subset of C \DRλ where DRλ is a disk
around the origin of radius |f (p−1)λ (λi)| ≈ Rλ with Rλ → ∞ as λ → λ∗. We need to prove that
=(f (p−1)λ )2(λi) > =w2λ,k for k ≤ k0 for some k0 ∈ Z. Let
M = max
z∈U¯,λ∈V¯
|(fp−2λ )′(z)|.
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As |λ| >> |ζλ|, we have wλ,k = f−1λ (vλ) = f−1λ (λi+ ζλ) =
√[
1
2i log
iζλ
2λ−iζλ
]
.
We do the following calculation to estimate =wλ,k :
log
iζλ
2λ− iζλ
= log | iζλ
2λ− iζλ |+ i(θλ + pik), k ∈ Z
≈ log |ζλ|+ i(θλ + pik), k ∈ Z.
We choose a branch of the square root function so that <wλ,k, =wλ,k > 0.
So wλ,k ≈ 1√2
√
(θλ + pik)− i log |ζλ|, k ∈ Z
≈ Rkλei
argPkλ
2 where Rkλ =
1√
2
√
(θλ + pik)2 + (log |ζλ|)2 and Pkλ = (θλ + pik)− i log |ζλ|.
Therefore |f−1n,λ(wλ,k)− sn| ≈
√
λ
Rkλ
, k ∈ Z
|f−(p−1)np−1,λ (wλ,k)− λi| ≥ |f−1n,λ(wλ,k)− sn| · minz∈U¯,λ∈V¯ |(f
p−2
λ )
′(z)|
|f−(p−1)np−1,λ (wλ,k)− λi| ≥ 1M
√
λ
Rkλ
.
Since ζλ is assumed small we can get k0 ∈ Z such that 1M
√
λ
Rkλ
≥ ζλ, ∀k ≤ k0.
Therefore |f (p−2)λ (λi)− sn| ≤ |f−1n,λ(wλ,k)− sn|, ∀k ≤ k0
so that |f (p−1)λ (λi)| > |wλ,k|, ∀k ≤ k0. It follows that
=(f (p−1)λ )2(λi) > =w2λ,k.
Now we will construct a domain T for some fixed λ ∈ V + inside the asymptotic tract A such
that fpλ(T) ⊂ T. Let R˜λ = 12 (log |ζλ|)− . Take A = {z : =z2 > R˜λ} so that vλ ∈ fλ(A). Let I±
be the two rays meeting at sn such that the triangular domain T between them is contained in
f−1λ,n(A) and such that f (p−2)λ (λi) ∈ T . Let S be the triangular region with vertex at vλ bounded
by J± = f−(p−2)np−2,λ (I±) and an arc of the boundary of fλ(A) so that λi ∈ S.
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Finally let S = ∪k∈Zf−1λ,k(S). Then S is an asymptotic tract whose boundary is formed by pre-
images of ∂S, i.e it is made up of arcs f−1λ,k(J±) that meet at wλ,k. Now consider S˜ = f (p−1)λ (S).
This is a triangle with a vertex at infinity, the sides meeting there are rays and the third side is
an arc of a circle centered at the origin and the radius is slightly smaller than |f (p−1)λ (λi)|. To
prove fpλ(S) ⊂ S, we need to check:
1. =(f (p−1)λ (λi))2 > R˜λ and
2. fλ(I±) ⊂ A.
Now λ was chosen so that f (p−1)λ (λi) is in the asymptotic tract of the asymptotic value λi, hence
changing the argument we can insure 1 holds. 2 can be insured by decreasing the angle between
I± if necessary.
Lemma 3.8 shows that there is a hyperbolic component attached to the point λ∗ in the parameter
plane. The proof shows that it is a shell component and therefore every virtual cycle parameter
is a virtual center.
Remark 3.1. For a shell component, although both asymptotic values are attracted to the peri-
odic cycle, one is preferred in the sense that one is contained in the periodic component of Fatou
set while the other is contained in a pre-periodic component. The above construction finds the
preferred asymptotic value.
We have just shown that if λ∗ is a virtual center then it is virtual cycle parameter. Thus the set
{∞,±λ∗i, fλ∗(±λ∗i), f2λ∗(±λ∗i), . . . , fpλ∗(±λ∗i)}
is a cycle, considered with appropriate limits. This cycle behaves like a super-attractive cycle
with a singular value, namely the asymptotic value.
Set
Dp = {λ∗ : fpλ∗(λ∗i) =∞}, D = ∪pDp.
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Now we can prove that for λ∗ ∈ Dp−1 we can find a quadruplet {Ωpi}4i=1 such that λ∗ is a virtual
center for the quadruplet. We will first show that each virtual cycle parameter corresponds to a
virtual center of a shell component.
Theorem 3.9. Let Ω be a shell component of period p ≥ 2 and λ∗ ∈ ∂Ω. Then λ∗ is a virtual
center if and only if λ∗ is a virtual cycle parameter.
Proof. Let λ∗ be the virtual center. Let λn be a sequence of parameters in Ω such that λn → λ∗
as n → ∞ and let {a0n, . . . , ap−1n } be the corresponding attracting cycle of fλn . If one of the ajn
tends to infinity as n→∞, then by Lemma 3.8 we are done. Now suppose that all points of the
periodic cycle converge to finite points and the multiplier tends to 0. It follows that the periodic
cycle is super-attracting and the cycle contains a critical point. That contradicts the assumption
that λ∗ is in ∂Ω. By the definition of a virtual cycle parameter at least one of the points of the
cycle is the point at infinity. The multipliers of the cycles of λn tend to the multiplier of the
virtual cycle of λ∗ and λ∗ is a virtual center.
Proposition 3.10. If λ∗i is a prepole of fλ∗ of order p− 1 then there are four hyperbolic com-
ponents {Ωpi}4i=1 attached at λ∗ such that fλ, λ ∈ Ωpi , has an attracting cycle of period p.
Proof. We saw in Proposition 3.7 and in Lemma 3.8 that given a virtual center at λ∗ of or-
der p − 1 and an asymptotic tract, we can have an unbounded periodic component containing
the asymptotic tract. Given an asymptotic tract A, we can choose Ωp at λ∗ uniquely so that
fp−1λ (λi) ∈ A. As there are four asymptotic tracts, there are four hyperbolic components of order
p attached to a virtual center of order p− 1.
Proposition 3.11. Suppose λ∗ ∈ Dp−1 so that for λ ∈ Ωip, f (p−2)λn (λni) = sn. That is λ∗ is the
virtual center of a quadruplet {Ωip}4i=1 so that fλ has attracting p-periodic cycle for a λ ∈ Ωpi .
Then there exists a sequence of component quadruplets {Ωip, k}4i=1, k ∈ Z with virtual centers
λ∗k ∈ Dp where f (p−1)λ∗k (λ
∗
ki) = sk and λ
∗
k → λ∗ as |sk| → ∞.
Proof. Choose an arbitrary small  > 0 and let U = B(λ∗i, ) be a small neighborhood around λ∗i
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in the dynamic plane and let V = D(λ∗, ) be the corresponding open set in the parameter space.
Consider g(λ) = f (p−2)(λi), λ ∈ V. Then g(U) is an open set containing sn. Taking the principal
part of fλ∗ , we get f
(p−1)
λ∗ (U) is an unbounded set and ∃ k0 ∈ Z such that ±sk ∈ f (p−1)λ∗ (U), ∀k ≥
k0. The sk are pre-poles of higher order converging to sn so they are in f
(p−2)
λn
(U). Thus there
are λ∗k ∈ D(λ∗, ) such that f (p−1)λ∗k (λ
∗
ki) = ±sk. So λk ∈ Dp. Using Lemma 3.8, Proposition 3.9,
we get λ∗k is a virtual center for {Ωip}4i=1 for all i. Furthermore we have λ∗k → λ∗ as |sk| → ∞.
Proposition 3.12. Let λn ∈ Dp. Then λn is a virtual center for a sequence of components
{Ωip, n}4i=1 with itineraries np = (n1, n2, . . . , np).
(a) If (n1, n2, . . . , np−1) are the same for all λn and np = n then the sequence λn has accumula-
tion point in D0 = {∞}.
(b) If (n2, n3, . . . , np) are the same for all λn and n1 = n then the accumulation point of λn is
λ ∈ Dp−1 where λ is a virtual center with itinerary np−1 = (n2, . . . , np) with f (p−2)λ (λi) = sn2 .
Proof. Consider the set S = C \ ∪p−1k=1Dp−1. Define a map g : S → Cˆ by g(λ) = fpλ(λi). We have
removed the set ∪p−1k=1Dp−1 because g would have essential singularities at those points and g is
well-defined in S. From the construction of the set S we see that g has poles for λ ∈ Dp and g is
holomorphic elsewhere. Suppose λ′ is an accumulation point of λn ∈ S. If λ′ 6∈ ∪p−1k=1Dk ∪ {∞}
then g(λ) is well-defined and holomorphic in a neighborhood of λ′. On the other hand λ′ is an
accumulation point of poles of g and then g has a non-removable singularity at λ′. Thus we
arrive at a contradiction. We claim that λ′ ∈ Do = {∞}. Thus λn = f−1λn ◦ (f−1np−1 ◦ (. . . f−1n1 (∞)))
implies that λ2n is in Ln where Ln is the half open vertical strip between ln−1 = (n−1/2)pi/2+ it
and ln = (n + 1/2)pi/2 + it, t ∈ R, n ∈ Z containing the line ln−1. So the only accumulation
point λn can have is at ∞.
As n1 varies, we can write λn = (f−1np ◦ f−1np−1 ◦ . . . ◦ f−1n2 ) ◦ f−1n (∞). Therefore λn → λ∗ implies
λ∗ = (f−1np ◦ f−1np−1 ◦ . . .) ◦ (lim|n|→∞)f−1n (∞) = (f−1np ◦ f−1np−1 ◦ . . .)(lim|n|→∞ sn) = (f−1np ◦ f−1np−1 ◦
. . . f−1n2 )(∞) ∈ Dp−1.
Proposition 3.13. Let λn ∈ Dp ∩ R (or Dp ∩ =). Then λn is a virtual center for a sequence of
components {Ωip,n}4i=1 with itineraries np = (n1, n2, . . . , np).
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(a) If (n1, n2, . . . , np−1) are the same for all λn and np = n then the sequence λn has accumula-
tion point in D0 = {∞}.
(b) If (n1, . . . , nj−1, nj+1, . . . , np) are the same for all λn and nj = n for 1 ≤ j ≤ np−1,
then the accumulation point of λn is λ ∈ Dj−1 where λ is a virtual center with itinerary
np−j = (nj+1, . . . , np) where f
◦(p−j−1)
λ (λi) = snj+1 .
Proof. The proof of (a) is similar to the proof of Proposition 3.12 (a). To prove (b) we see that,
if nj = n, we can write
λn = f
−1
np ◦ f−1np−1 ◦ . . . ◦ f−1n ◦ f−1nj+1 ◦ . . . ◦ f−1n1 (∞). Therefore λn → λ∗ implies
λ∗ = (f−1np ◦ f−1np−1 ◦ . . . ◦ lim|n|→∞ f−1n (◦f−1nj−1 . . . ◦ f−1np (∞)) = (f−1np ◦ f−1np−1 ◦ . . . ◦ f−1nj−1(∞)) (By
part (a)). In other words, f (p−j)−1λ∗ (λ
∗i) = snj−1 .
4 Bifurcation at the boundaries and the boundedness of
shell components
We have proved in Theorem 3.2 that there is a universal covering map, namely the multiplier
map, ρλ : Ωp → D∗ which can be lifted to a conformal isomorphism φ : Hl → Ωp, where Hl
denotes the right half plane so that (ρλ ◦ φ)(c) = exp2piic : Hl → D∗ and the map φ extends
continuously to the boundary of Hl.
Definition. We define a boundary point λ ∈ ∂Ωp to be a point of internal angle α if λ =
ρ−1λ (e
2piiα).
Suppose λ0 is a boundary point of Ωp where fλ0 has a parabolic periodic cycle. If there is another
component Ωq, with boundary point λ0, and if p|q, then Ωq is called a bud of Ωp and if q|p then
Ωq is called a root of Ωp. In a standard period doubling bifurcation each attractive cycle of period
p bifurcates to an attractive periodic cycle of period q = 2p. For maps in λ tan z family, (in [5]) it
is shown that a non-standard period doubling bifurcation occurs where a single attractive cycle
bifurcates to two distinct attractive cycles of the same period. This kind of bifurcation is called
cycle doubling bifurcation.
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Figure 1: Arrangement of the hyperbolic components.
Keeping this in mind, we see that each of the lines P (α) = {φ(t+ 2piiα)|t ∈ (−∞, 0), α ∈ (0, 1)}
corresponds to an internal ray with the multiplier having a real value and one end of the ray cor-
responds to a virtual center while the other corresponds to the multiplier taking the value 1 or -1.
Furthermore we will see that all period doubling bifurcations occur along internal rays with
α = qp with gcd(q, p) = 1, p 6= 0 and any period p cycle bifurcates into a period of qp cycle. Since
both asymptotic values have the same forward orbit, there is only one periodic attractive cycle
for λ in a shell component. Therefore there can be no occurrence of cycle doubling bifurcations
in this family.
The proof of the following results follows the text in [5]. We summarize the results here. We
will see that the bud components are again shell components.
Theorem 4.1. Let Ω be a shell component of F . Let λ ∈ ∂Ω, ρλ = e2pii
q
p with gcd(q, p) =
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1, p 6= 0, 1 and fpλ(z0) = z0. Then there is a map f˜λ such that f˜λ has one repelling cycle at z0
and one attracting cycle of period p.
Proposition 4.2. Let Ωn be an arbitrary shell component of period n. Suppose λ0 ∈ ∂Ωn such
that mλ0 is a p-th root of unity and let f(z) be analytic in a neighborhood of the periodic point.
Then there is a perturbation f˜n of fn such that f˜ has a finite number of attracting periodic
cycles of period np.
Theorem 4.3. For a given shell component Ωn of period n, there are components Ωnp called
bud components attached to Ωn at the point of internal argument q/p, p 6= 0, 1 and gcd(p, q) = 1.
The period of Ωnp is np.
Let Ωnp be a bud component attached to Ωn at the boundary point λ∗ of Ωn of internal argu-
ment qp . The point λ
∗ is the root of Ωnp. Let mλ : Ωnp → D∗ be the conformal covering map
induced by the multiplier. There are n periodic points zi, i = 1, 2, . . . , n of fλ∗ of period n
with
∏n
i=1 f
′
λ∗(zi) = e
2piq/pi. For λ ∈ Ωnp, for each i = 1, 2, . . . , p in the n disjoint neighbor-
hoods Ni of zi, there are p periodic points ξij of fλ of period np and ξij → zi as λ → λ∗.
Therefore in the bud component Ωnp, the multiplier of the attracting cycle of period np satisfies
mλ =
∏n
i=1
∏p
j=1 f
′
λ∗(ξij)→
∏n
i=1
∏p
j=1 f
′
λ∗(zi) =
∏p
j=1 e
2piq/pi = e2piqi as λ→ λ∗.
Therefore like the cusps, the root λ∗ of a component Ω is mapped under φ (as defined earlier
φ : Hl → Ωp) to a point 2kpi for some integer k. The computer picture shows that the boundary
of Ω is smooth at its root λ∗.
Using Proposition 4.2, we see that the buds in turn have buds. For any component Ωp we can
locate the bud components attached to Ωp by following the internal rays of rational arguments.
Let Ωp be an unbounded shell component. We can denote the bud components of Ωp attached
to it at its boundary points of internal argument q1p1 . The component has period p1. We can then
locate the bud components of Ω q1
p1
. The one attached to it at its boundary points with internal
argument q2p2 is denoted by Ω q1q2p1p2
. This bud component has period p1p2. Suppose we are at a
component Ω q1q2...qk
p1p2...pk
of period p1p2 . . . pk where q1q2...qkp1p2...pk are all in Q/Z. Following the internal
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Figure 2: Arrangement of the capture and shell components along the imaginary axis, CC =
Capture Component, Number = Period of the component.
ray of Ω q1q2...qk
p1p2...pk
of argument qk+1pk+1 ∈ Q/Z, we can locate a bud component attached to it at the
point of internal argument qk+1pk+1 . The period of this bud is p1p2 . . . pkpk+1. This gives us a way
to code the components.
However we may need to locate a component attached to the current component at the virtual
center. In this case, we see in Proposition 3.7 that the period of that component is same as the
period of the current component. We proved that all shell components appear in quadruplet and
each quadruplet has a unique virtual center. Since the four components are attached at their
shared virtual center, coding the virtual centers give a coding of the component quadruplets. By
Proposition 3.7, given an asymptotic tract, we can choose a shell component from a quadruplet at
a given virtual center. Therefore the coding can be done by adding another subscript i = 1, 2, 3, 4
and by choosing the corresponding asymptotic tract that are in the periodic domain.
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4.1 Unbounded components
Proposition 4.4. For λ of the form, λ = ±i√it or λ = ±√it there exists some s > 0 such that
for all t > s > 0, fλ has only one attracting fixed point (the origin is always a super-attracting
fixed point). These λ′s belong to unbounded shell components.
Proof. First we will show that there is a periodic cycle for such t and hence the multiplier map
ρ(λ) < 1.
If λ =
√
it, t > 0, then
fλ(λi)
=
√
it tan(it)
= −i
√
it tanh t.
f2λ(λi)
=
√
it tan(it tanh2 t)
= −i
√
it tanh(t tanh2 t)
...
Therefore
|fnλ (λi)|
= | − i
√
it tanh(t tanh2 . . . (t tanh2 t))) . . .)|
≤ |
√
it|
Thus fnλ (λi) is on the line l = −i
√
iy, y > 0, for all n and the line l = −i√iy, y > 0, is forward
invariant under fλ for λ =
√
it. Moreover |fnλ (i
√
it)| < |√it| implies that the sequence fnλ forms
a normal family and is bounded by |λ| and therefore λ = √it is in a shell component for some
t > 0. Also the orbit of the asymptotic values is bounded by |λ| = √t. Therefore the periodic
point zi of the limit function satisfies |zi| < |λ| and zj = −i
√
ixj , for some xj > 0.
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Let {zj = −i
√
ixj}p−1j=0 , p > 1 be the set of periodic points and Uj be the corresponding periodic
components labeled such that U0 contains an asymptotic tract. The component U1 containing
the asymptotic value λi contains the periodic point z1 such that |z1| > |zj | for j 6= 1. This
implies the asymptotic value is in the component containing the asymptotic tract and therefore
the periodic component is invariant.
Since the central capture component is a simply connected component containing the origin, the
component meets the line l, and there is some s > 0 such that the above holds for all t > s > 0.
If λ = −√it, t > 0, imitating the above calculation we get the fixed point i√ix, x > 0. For
λ = i
√
it or λ = −i√it the proof follows by similar argument.
In the rest of this section our main goal is to prove that the shell components of period greater
than one are bounded. To prove this we need to discuss the boundaries of the unbounded hyper-
bolic components. The next result describes the asymptotic behavior of the boundaries of the
unbounded hyperbolic components. In Theorem 4.7, we will conclude the section with the final
result.
Proposition 4.5. Let Ωj1, j = 1, 2, 3, 4 be the unbounded shell components containing λ =
±√it, t > s > 0 for some s (see 3.5 for the coding of shell components). The index j denotes the
asymptotic tract, contained in the periodic domain of fλ. Then the boundary of Ω
j
1 is asymptotic
to the curve ±√|t| ± ie2√|t| as <λ = |t| → ∞.
Proof. We will prove this only for Ω11, the unbounded shell component in the first quadrant. The
proof for other components follows by the symmetry. Let z = z(λ) be an attracting fixed point
of fλ for λ ∈ Ω11. Then fλ(z) = z implies that λ tan z2 = z. The multiplier map ρλ is given by
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Figure 3: Curve : |H(u)| = 1
ρλ = 2λz sec
2 z2 with |ρλ| < 1 or equivalently |2λz sec2 z2| < 1. So we have,
2λz sec2 z2
=
2λz sin z2
sin z2 cos z2. cos z2
=
4λz tan z2
sin 2z2
=
2.2z2
sin 2z2
=
2u
sinu
, u = 2z2.
So the above condition can be written as
∣∣ 2u
sinu
∣∣ < 1.
Let H(u) = 2usinu .
In u = x + iy plane the curve |H(u)| = 1 has two branches symmetric about the x-axis and
contained in the upper half and lower half regions. The boundary of |H(u)| = 1 is asymptotic
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to the curve |x| ± ie2|x| as |x| → ∞ and |H(u)| < 1 in the upper and lower half regions. Looking
at these curves in the z-plane, we have ±√|t| ± ie2√|t| as |t| → ∞.
Let S(u) =
√
u
(
√
2 tanu/2)
. The set of u that satisfies |S(u)| ≥ 1 is unbounded and contains region
in the upper and lower half planes. The regions meet the upper and lower half planes in two
unbounded, simply connected domains. If we set λ = S(u), then the function maps each of these
unbounded regions to some domain Ω in the λ−plane so that fλ has an attracting fixed point.
That implies these unbounded regions are mapped to a hyperbolic shell component Ω of period
one. Since S maps the lines x = 0, y 6= 0 to λ = √it for t > s > 0 for some s, then Ω = Ω11.
The asymptotic behaviour of Ω11 directly follows from the asymptotic behavior of the curves
|H(u)| = 1. By the symmetry in F , the boundary of the other unbounded shell components
behave in the same way.
Proposition 4.6. Let Ω2 be the bud component tangent to Ω1 at λk as above. The virtual
center λ∗ is equal to ski where sk denotes the pole of fλ(z).
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Proof. We claim that λ∗ is finite. If not, there will be a sequence of λj in some internal ray in
Ω2 with an end point at λk and the other end point tending to λ∗. For simplicity, we omit the
subscript j for both sequences in parameter space and use it for the corresponding sequence for
periodic points. Consider λ = λ1 + iλ2, zj = xj + iyj , j = 0, 1 where zj are the corresponding
periodic points of period 2. We denote Xj = <z2j and Yj = =z2j . From the equation z1 = λ tan z20
we get
X1 =
λ1 sin(2X0)− λ2 sinh(2Y0)
cos(2X0) + cosh(2Y0)
(A)
Y1 =
λ1 sinh(2Y0) + λ2 sin(2X0)
cos(2X0) + cosh(2Y0)
(B)
As λ → ∞, Y0 → ∞. We have that λ2 ≥ e|2
√
t|. Then |X1| ≥ |λ1 + λ2 sinh(2Y0)| implies that
|X1| ≈ λ2 →∞. Using periodicity we can interchange X1, Y1 by X0, Y0 in the equations (A) and
(B). As |X1| → ∞, the term λ2 sin(2X1) in Y0 oscillates. Since Y0 →∞ the term |λ1 sinh(2Y0)|
must grow faster than |λ2 sin(2X0)|which implies that 2Y0 ≈ ±λ1 → ∞. Using periodicity, we
get |X0| ≈ ±λ2 → ∞ and 2Y1 ≈ ±λ2 → ∞ similarly. Therefore we can estimate the multiplier
map as
28
|2ziλ sec2 zi| ≈ |2λ22.e±2λ1|
so that |ρλ| ≈ 4λ42e±4λ1 or |ρλ| ≈ 4λ42. So the multiplier map grows with 4λ42 along the internal
ray as λ tends to λ∗. Therefore the multiplier cannot tend to zero.
Thus λ∗ is finite and it is a pre-pole of fλ∗ of order one. For each bifurcation parameter
λk ∈ ∂Ωi1∩∂Ωj2, there is some internal curve γk in Ωj2 with one end at λk and the other end at sn
for some n. From the discussion of the section 4 we have that the curves γk are all disjoint and
lie in order. From the Lemma 3.4, we get that each of these γk has one-to-one correspondence
with sn ∈ ∂Ω2. Thus by renaming the virtual center, if needed, we get the conclusion.
Theorem 4.7. The hyperbolic shell components Ωp are bounded component for p > 1.
Proof. For each integer n, we can choose parameters ±sn,±sni; Choose the period two shell
components ±Ω2,n,±Ω2,ni,±Ω2,n,±Ω2,ni budding off the shell component of period one and are
attached to the respective virtual centers. Choose curves ±γn,±γni,±γn,±γni in ±Ω2,n,±Ω2,ni,
±Ω2,n,±Ω2,ni respectively such that the curves ±γn,±γni,±γn,±γni with the boundary arcs of
Ωj1, j = 1, 2, 3, 4 enclose a region. Any shell component Ωp, p > 1 except ±Ω2,n,±Ω2,ni,±Ω2,n,
±Ω2,ni lies in one of these bounded region as defined above. That proves Ωp is bounded.
Corollary 4.8. All capture components are bounded.
Proof. Given a capture component, Cnk locate the center cnk . Now we can choose±snk+1 , ±snk+1
and follow the technique used in the proof of 4.7 to find a region encloses Cnk . That proves the
result.
29
References
[1] B. Branner and A. Douady. Surgery on complex polynomials. In Holomorphic dynamics,
pages 11–72. Springer, 1988.
[2] B. Branner, N. Fagella, and X. Buff. Quasiconformal surgery in holomorphic dynamics,
volume 141. Cambridge University Press, 2014.
[3] N. Fagella and L. Keen. Dynamics of purely meromorphic functions of bounded type. arXiv
preprint arXiv:1702.06563, 2017.
[4] L. Keen and J. Kotus. Dynamics of the family λ tan z. Conformal Geometry and Dynamics
of the American Mathematical Society, 1(4):28–57, 1997.
[5] W.H.Jiang. Dynamics of λ tan z, ph.d thesis. 1991.
30
