Let Y be a Gaussian vector whose components are independent with a common unknown variance. We consider the problem of estimating the mean of Y by model selection. More precisely, we start with a collection S = {Sm, m ∈ M} of linear subspaces of R n and associate to each of these the least-squares estimator of µ on Sm. Then, we use a data driven penalized criterion in order to select one estimator among these. Our first objective is to analyze the performance of estimators associated to classical criteria such as FPE, AIC, BIC and AMDL. Our second objective is to propose better penalties that are versatile enough to take into account both the complexity of the collection S and the sample size. Then we apply those to solve various statistical problems such as variable selection, change point detections and signal estimation among others. Our results are based on a non-asymptotic risk bound with respect to the Euclidean loss for the selected estimator. Some analogous results are also established for the Kullback loss.
Introduction
Let us consider the statistical model (1) Y i = µ i + σε i , i = 1, . . . , n,
where the parameters µ = (µ 1 , . . . , µ n ) ∈ R n and σ > 0 are both unknown and the ε i 's are i.i.d. standard Gaussian random variables. We want to estimate µ by model selection on the basis of the observation of Y = (Y 1 , . . . , Y n ) .
To do this, we introduce a collection S = {S m , m ∈ M} of linear subspaces of R n , that hereafter will be called models, indexed by a finite or countable set M. To each m ∈ M we can associate the least-squares estimatorμ m = Π m Y of µ relative to S m where Π m denotes the orthogonal projector onto S m . Let us denote by the Euclidean norm on R n . The quadratic risk E µ −μ m 2 ofμ m with respect to this distance is given by
If we use this risk as a quality criterion, a best model is one minimizing the right-hand side of (2). Unfortunately, such a model is not available to the statistician since it depends on the unknown parameters µ and σ 2 . A natural question then arises: to what extent can we select an elementm(Y ) of M depending on the data only, in such a way that the risk of the selected estimatorμm be close to the minimal risk
The art of model selection is to design such a selection rule in the best possible way. The standard way of solving the problem is to definem as the minimizer over M of some empirical criterion of the form
where pen and pen denote suitable (penalty) functions mapping M into R + . Note that these two criteria are equivalent (they select the same model) if pen and pen are related in the following way:
pen (m) = n log 1 + pen(m) n − D m , or pen(m) = (n − D m ) e pen (m)/n − 1 .
The present paper is devoted to investigating the performance of criterion (4) or (5) as a function of collection S and pen or pen . More precisely, we want to deal with the following problems:
(P1) Given some collection S and an arbitrary nonnegative penalty function pen on M, what will the performance E µ −μm 2 ofμm be? (P2) What conditions on S and pen ensure that the ratio E µ −μm 2 /R(µ, S) is not too large. (P3) Given a collection S, what penalty should be recommended in view of minimizing (at least approximately) the risk ofμm?
It is beyond the scope of this paper to make an exhaustive historical review of the criteria of the form (4) and (5) . We simply refer the interested reader to the first chapters of McQuarrie & Tsai (1998) for a nice and complete introduction to the domain. Let us only mention here some of the most popular criteria, namely FPE, AIC, BIC (or SIC) and AMDL which correspond respectively to the choices pen(m) = 2D m , pen (m) = 2D m , pen (m) = D m log(n) and pen (m) = 3D m log(n). FPE was introduced in Akaike (1969) and is based on an unbiased estimate of the mean squared prediction error E Y −μ m 2 . AIC was proposed later by Akaike (1973) as a Kullback-Lieber information based model selection criterion. BIC and SIC are equivalent criteria which were respectively proposed by Schwarz (1978) and Akaike (1978) from a Bayesian perspective. More recently, Saito (1994) introduced AMDL as an information-theoretic based criterion. AMDL turns out to be a modified version of the Minimum Description Length criterion proposed by Rissanen (1983 Rissanen ( , 1984 . The motivations for the construction of FPE, AIC, SIC and BIC criteria are a mixture or heuristic and asymptotic arguments. From both the theoretical and the practical point of view, these penalties suffer from the same drawback: their performance heavily depends on the sample size and the collection S at hand.
In the recent years, more attention has been paid to the non-asymptotic point of view and a proper calibration of penalties taking into account the complexity (in a suitable sense) of the collection S. A pioneering work based on the methodology of minimum complexity and dealing with discrete models and various stochastic frameworks including regression appeared in Barron and Cover (1991) and Barron (1991) . It was then extended to various types of continuous models in Barron, Birgé & Massart (1999) and Birgé & Massart (1997 , 2001a , 2006 . For the Gaussian regression framework that we consider in this paper, Birgé & Massart (2001a , 2006 consider model selection criteria of the form (6) crit(m) = Y −μ m 2 + pen(m) σ 2 and propose new penalty structures which depend on the complexity of the collection S at hand. These penalties can be viewed as generalizing Mallows'C p (heuristically introduced in Mallows (1973) ) which corresponds to the choice pen(m) = 2D m in (6). However, Birgé & Massart only deal with the favorable situation where the variance σ 2 is known, although they provide some hints to estimate it in Birgé & Massart (2006) . Unlike Birgé & Massart, we consider here the more practical case where σ 2 is unknown. Yet, our approach is similar in the sense that our objective is to propose new penalty structures for criteria (4) (or (5)) which allow to take both the complexity of the collection and the sample size into account.
The paper is organized as follows. In Section 2, we start with some examples of model selection problems among which variable selection, change point detection and denoising. This section gives the opportunity to both motivate our approach and make a review of some collections of models of interest. We address problem (P 2) in Section 3 and analyze there FPE, AIC, BIC and AMDL criteria more specifically. In Section 4, we address Problems (P 1) and (P 3) and introduce new penalty functions. In Section 5, we show how the statistician can take advantage of the flexibility of these new penalties to solve the model selection problems given in Section 2. Section 6 is devoted to a simulation study allowing to compare the performance of the AMDL criterion with ours on some examples. In Section 7, we provide an analogue of our main result replacing the L 2 -loss by the Kullback loss. The remaining sections are devoted to the proofs.
To conclude this section, let us introduce some notations to be used all along the paper. For each m ∈ M, D m denotes the dimension of S m , N m the quantity n − D m and µ m = Π m µ. We denote by P µ,σ 2 the distribution of Y . We endow R n with the Euclidean inner product denoted < ., . >. For all x ∈ R, (x) + and x denote respectively the positive and integer parts of x, and for y ∈ R, x ∧ y = min {x, y} and x ∨ y = max {x, y}. Finally, we write N * for the set of positive integers and |m| for the cardinality of the set m.
Some examples of model selection problems
In order to illustrate and motivate the model selection approach to estimation, let us consider some examples of applications of practical interest. For each example, we shall describe the statistical problem at hand and the collection of models of interest. These collections will be caracterized by a complexity index which is defined as follows.
Definition 1. Let M and a be two nonnegative numbers. We say that a collection S of linear spaces {S m , m ∈ M} has a finite complexity index (M, a) if |{m ∈ M, D m = D}| ≤ M e aD for all D ≥ 1.
Let us note here that not all countable families of models do have a finite complexity index.
2.1. Detecting non-zero mean components. The problem at hand is to recover the non-zero entries of a sparse high-dimensional vector µ observed with additional Gaussian noise. We assume that the vector µ in (1) has at most p ≤ n − 2 non-zero mean components but we do not know which are the null of these. Our goal is to find m * = {i ∈ {1, . . . , n} | µ i = 0} and estimate µ. Typically, |m * | is small as compared to the number of observations n. This problem has received a lot of attention in the recent years and various solutions have been proposed. Most of them rely on thresholding methods which require a suitable estimator of σ 2 . We refer the interested reader to Abramovitch et al. (2006) and the references therein. Closer to our approach is the paper by Huet (2006) which is based on a penalized criterion related to AIC.
To handle this problem we consider the set M of all subsets of {1, . . . , n} with cardinality not larger than p. For each m ∈ M, we take for S m the linear space of those vectors s in R n such that s i = 0 for i ∈ m. By convention S ∅ = {0}. Since the number of models with dimension D is n D ≤ n D , a complexity index for this collection is (M, a) = (1, log n).
Variable selection.
Given a set of explanatory variables x (1) , . . . , x (N ) and a response variable y observed with additional Gaussian noise, we want to find a small subset of the explanatory variables that adequately explains y. This means that we observe
i corresponds to the observation of the value of the variable x (j) in experiment number i, Y i is given by (1) and µ i can be written as
where the a j 's are unknown real numbers. Since we do not exclude the practical case where the number N of explanatory variables is larger than the number n of observations, this representation is not necessarily unique. We look for a subset m of {1, . . . , N } such that the least-squares estimatorμ m of µ based on the linear span S m of the vectors
, j ∈ m, is as accurate as possible, restricting ourselves to sets m of cardinality bounded by p ≤ n − 2. By convention S ∅ = {0}.
A non-asymptotic treatment of this problem has been given by Birgé & Massart (2001a) and Candès & Tao (2006) when σ 2 is known. To our knowledge, the practical case of an unknown value of σ 2 has not been analyzed from a non-asymptotic point of view. Note that when N ≥ n the traditional residual least-squares estimator cannot be used to estimate σ 2 . Depending on our prior knowledge on the relative importance of the explanatory variables, we distinguish between two situations.
2.2.1.
A collection for "the ordered variable selection problem". We consider here the favorable situation where the set of explanatory variables x (1) , . . . , x (p) is ordered according to decreasing importance up to rank p and introduce the collection
of subsets of {1, . . . , N }. Since the collection contains at most one model per dimension, the family of models {S m , m ∈ M o } has a complexity index (M, a) = (1, 0).
2.2.2.
A collection for "the complete variable selection problem". If we do not have much information about the relative importance of the explanatory variables x (j) it is more natural to choose for M the set of all subsets of {1, . . . , N } of cardinality not larger than p. For a given D ≥ 1, the number of models with dimension D is at most N D ≤ N D so that (M, a) = (1, log N ) is a complexity index for the collection {S m , m ∈ M}.
2.3. Change-points detection. We consider the functional regression framework
where {x 1 = 0, . . . , x n } is an increasing sequence of deterministic points of [0, 1) and f an unknown real valued function on [0, 1). This leads to a particular instance of (1) with µ i = f (x i ) for i = 1, . . . , n. In such a situation, the loss function
is the discrete norm associated to the design {x 1 , . . . , x n }.
We assume here that the unknown f is either piecewise constant or piecewise linear with a number of change-points bounded by p. Our aim is to design an estimator f which allows to estimate the number, locations and magnitudes of the jumps of either f or f , if any. The estimation of change-points of a function f has been addressed by Lebarbier (2005) who proposed a model selection procedure related to Mallows' C p .
2.3.1. Models for detecting and estimating the jumps of f . Since our loss function only involves the values of f at the design points, natural models are those induced by piecewise constant functions with change-points among {x 2 , . . . , x n }. A potential set m of q changepoints is a subset {t 1 , . . . , t q } of {x 2 , . . . , x n } with t 1 < · · · < t q , q ∈ {0, . . . , p} with p ≤ n − 3, the set being empty when q = 0. To a set m of change-points {t 1 , . . . , t q }, we associate the model
where F m is the space of piecewise constant functions of the form q j=0 a j 1 [t j ,t j+1 ) , with (a 0 , . . . , a q ), ∈ R q+1 , t 0 = x 1 and t q+1 = 1, so that the dimension of S m is |m| + 1. Then we take for M the set of all subsets of {x 2 , . . . , x n } with cardinality bounded by p. For any D with 1 ≤ D ≤ p + 1 the number of models with dimension D is n−1 D−1 ≤ n D so that (M, a) = (1, log n) is a complexity index for this collection.
2.3.2.
A collection of models for detecting and estimating the jumps of f . Let us now turn to models for piecewise linear functions g on [0, 1) with q + 1 pieces so that g has at most q ≤ p jumps. We assume p ≤ n − 4. We denote by C ([0, 1)) the set of continuous functions on [0, 1) and set t 0 = 0 and t q+1 = 1, as before. Given two nonegative integers j and q such that q < 2 j , we set D j = k2 −j , k = 1, . . . , 2 j − 1 and define
For each m = {t 1 , . . . , t q } ∈ M (m = ∅ if q = 0), we define F m as the space of splines of degree 1 with knots in m, i.e.,
and the corresponding model
Note that 2 ≤ dim(S m ) ≤ dim(F m ) = |m| + 2 because of the continuity constraint. Besides, let us observe that M is countable and that the number of models S m with a dimension D with 2 < D ≤ p + 2 is infinite, which implies that this collection does not have a finite complexity index.
2.4. Estimating an unknown signal. We consider the problem of estimating a (possibly) anisotropic signal in R d observed at discrete times with additional noise. This means that we observe the vector Y given by (1) with
where x 1 , . . . , x n ∈ [0, 1) d and f is an unknown function mapping [0, 1) d into R. To estimate f we use models of piecewise polynomial functions on partitions of [0, 1) d into hyperrectangles. We consider the set of indices
. . , k i } and denote by F m the space of piecewise polynomials P such that the restriction of P to each hyperrectangle
is a polynomial in d variables of degree not larger than r. Finally, we consider the collection of models S m = (P (x 1 ), . . . , P (x n )) , P ∈ F m , m ∈ M.
Note that when m = (r, k 1 , . . . , k d ), the dimension of S m is not larger than (r +1) d k 1 . . . k d . A similar collection of models was introduced in Barron, Birgé & Massart (1999) for the purpose of estimating a density on [0, 1) d under some Hölderian assumptions.
Analyzing penalized criteria with regard to family complexity
Along the section, we set φ(x) = (x − 1 − log(x))/2 for x ≥ 1 and denote by φ −1 the reciprocal of φ. We assume that the collection of models satisfies for some K > 1 and (M, a) ∈ R 2 + the following assumption:
The collection of models S = {S m , m ∈ M} has a complexity index (M, a) and satisfies
If a = 0 and a = log(n), Assumption (H K,M,a ) amounts to assuming D m ≤ δ(K)n and D m ≤ δ(K)n/ log 2 (n) respectively for all m ∈ M where δ(K) < 1 is some constant depending on K only. In any case, since γ 2 ≤ 2φ(K) (K − 1) −2 ≤ 1/2, Assumption (H K,M,a ) implies that D max ≤ n/2.
3.1.
Bounding the risk ofμm under penalty constraints. The following holds. Theorem 1. Let K > 1 and (M, a) ∈ R 2 + . Assume that the collection S = {S m , m ∈ M} satisfies (H K,M,a ). Ifm is selected as a minimizer of Crit L (defined by (4)) among M and if pen satisfies
then the estimatorμm satisfies
In particular, if pen(m) = K 2 φ −1 (a)D m for all m ∈ M,
for some constant C depending on K and M only.
If we except the situation where {0} ∈ S, one has R(µ, S) ≥ σ 2 . Then, (10) shows that the choice pen(m) = K 2 φ −1 (a)D m leads to a control of the ratio E µ −μm 2 /R(µ, S) by the quantity Cφ −1 (a) which only depends on K and the complexity index (M, a). For typical collection of models, a is either of order of a constant (independent of n) or of order of a log(n). In the first case the risk bound we get leads to an oracle-type inequality showing that the resulting estimator achieves up to constant the best trade-off between the bias and the variance term. In the second case, φ −1 (a) is of order of a log(n) and the risk of the estimator differs from R(µ, S) by a logarithmic factor. For the problem described in Section 2.1, this extra logarithmic factor is known to be unavoidable (see Donoho and Johnstone (1994) , Theorem 3).
We shall see in Section 3.3 that the constraint (8) is sharp at least in the typical situations where a = 0 and a = log(n).
3.2. Analysis of some classical penalities with regard to complexity. In the sequel, we make a review of classical penalties and analyze their performance in the light of Theorem 1.
FPE and AIC. As already mentioned, FPE corresponds to the choice pen(m) = 2D m . If the complexity index a belongs to [0, φ(2)) (φ(2) ≈ 0.15), then this penalty satisfies (8) with K = 2/φ −1 (a) > 1. If the complexity index of the collection is (M, a) = (1, 0), by assuming that D m ≤ min {n − 6, 0.39(n + 2) − 1} we ensure that Assumption (H K,M,a ) holds and we deduce from Theorem 1 that (9) is satisfied with K/(K − 1) < 3.42. For such collections, the use of FPE leads thus to an oracle-type inequality. The AIC criterion corresponds to the penalty pen(m) = N m e 2Dm/n − 1 ≥ 2N m D m /n and has thus similar properties provided that N m /n remains bounded from below by some constant larger than 1/2. AMDL and BIC. The AMDL criterion corresponds to the penalty (11) pen(m) = N m e 3Dm log(n)/n − 1 ≥ 3N m n −1 D m log(n).
This penalty can cope with the (complex) collection of models introduced in Section 2.1 for the problem of detecting the non-zero mean components in a Gaussian vector. In this case, the complexity index of the collection can be taken as (M, a) = (1, log(n)) and since φ −1 (a) ≤ 2 log(n), Inequality (8) holds with K = √ 2. As soon as for all m ∈ M, (12) D m ≤ min n − 5.7 log(n), 0.06(n + 2) (3 log(n) − 1) 2 − 1 Assumption (H K,M,a ) is fulfilled andμm satisfies then (9) with K/(K −1) < 3.42. Actually, this result has an asymptotic flavor since (12) and therefore (H K,M,a ) hold for very large values of n only even if D m = 1.
The BIC criterion corresponds to the choice pen(m) = N m e Dm log(n)/n − 1 and one can check that pen(m) stays smaller than φ −1 (log(n))D m when n is large. Consequently, Theorem 1 cannot justify the use of the BIC criterion for the collection above. In fact, we shall see in the next section that BIC is inappropriate in this case. According to Theorem 1, BIC should rather be used for collections S whose complexity indices a are smaller than inf m∈M φ(N m log(n)/n) < log(n)/2. 3.3. Minimal penalties. The aim of this section is to show that the constraint (8) on the size of the penalty is sharp. We shall restrict ourselves to the cases where a = 0 and a = log(n). Similar results have been established in Birgé & Massart (2006) (Proposition 8) for criteria of the form (6).
3.3.1. Case a = 0. For collections with such a complexity index, we have seen that the conditions of Theorem 1 are fulfilled as soon as pen(m) ≥ CD m for all m and some universal constant C > 1. Besides, the choice of penalties of the form pen(m) = CD m for all m leads to oracle inequalities. The following proposition shows that the constraint C > 1 is necessary to avoid the overfitting phenomenon.
Proposition 1. Let S = {S m , m ∈ M} be a collection of models with complexity index(1, 0). Assume that pen(m) < Dm for somem ∈ M and set C = pen(m)/Dm. If µ = 0, the indexm which minimizes Criterion (4) satisfies
where c and c are positive functions of C only.
Explicit values of c and c can be found in the proof which is delayed to Section 10.2.
3.3.2. Case a = log(n). We restrict ourselves to the collection described in Section 2.1.
We have already seen that the choice of penalties of the form pen(m) = 2CD m log n for all m with C > 1 was leading to a nearly optimal bias and variance trade-off (up to an unavoidable log(n) factor) in the risk bounds. We shall now see that the constraint C > 1 is sharp.
Proposition 2. Let C 0 ∈]0, 1[. Consider the collection of linear spaces S = {S m | m ∈ M} described in Section 2.1 and assume that p ≤ (1−C 0 )n and n > e 2/C 0 . Let pen be a penalty satisfying pen(m) ≤ 2C 4 0 |m| log(n) for all m ∈ M. If µ = 0, the cardinality of the subset m selected as a minimizer of Criterion (4) satisfies
where c and c are positive functions of C 0 (to be explicitly given in the proof ).
Proposition 2 shows that AIC and FPE should not be used for model selection purposes with the collection of Section 2.1. Moreover, if p log(n)/n ≤ κ < log(2) then the BIC criterion satisfies pen(m) = N m e Dm log(n)/n − 1 ≤ e κ D m log(n) < 2D m log(n) and also appears inadequate to cope with the complexity of this collection.
From general risk bounds to new penalized criteria
Given an arbitrary penalty pen, our aim is to establish a risk bound for the estimator µm obtained from the minimization of (4). The analysis of this bound will lead us to propose new penalty structures that take into account the complexity of the collection. Throughout this section we shall assume that D m ≤ n − 2 for all m ∈ M.
The main theorem of this section uses the function Dkhi defined below.
Definition 2. Let D, N be two positive numbers and X D , X N be two independent χ 2 random variables with degrees of freedom D and N respectively. For x ≥ 0, we define
Note that for D and N fixed, x → Dkhi[D, N, x] is decreasing from [0, +∞) into (0, 1] and satisfies Dkhi[D, N, 0] = 1.
Theorem 2. Let S = {S m , m ∈ M} be some collection of models such that N m ≥ 2 for all m ∈ M. Let pen be an arbitrary penalty function mapping M into R + . Assume that there exists an indexm among M which minimizes (4) with probability 1. Then, the estimatorμm satisfies for all constants c ≥ 0 and K > 1,
Unless M is finite, a minimizer of Crit L does not necessarily exist for an arbitrary penalty function. Take for example, M = Q n and for all m ∈ M set pen(m) = 0 and S m the linear span of m. Since inf m∈M Y − Π m Y 2 = 0 and Y ∈ ∪ m∈M S m a.s.,m does not exist with probability 1. In the case wherem does exist with probability 1, the quantity Σ appearing in right-hand side of (14) can either be calculated numerically or bounded by using Lemma 6 below (Section 9.2).
Let us now turn to an analysis of Inequality (14). Note that the right-hand side of (14) consists of the sum of two terms,
and Σ = Σ(pen), which vary in opposite directions with the size of pen. There is clearly no hope in optimizing this sum with respect to pen without any prior information on µ.
Since only Σ depends on known quantities, we suggest to choose the penalty in view of controlling its size. As already seen, the choice pen(m) = K 2 φ −1 (a)D m for some K > 1 allows to obtain a control of Σ which is independent of n. This choice has the following drawbacks. Firstly, the penalty penalizes the same all the models of a given dimension although one could wish to associate a smaller penalty to some of these because they possess of a simpler structure. Secondly, it turns out that in practice these penalties are a bit too large and leads to an underfitting of the true by advantaging too much small dimensional models. In order to avoid these drawbacks, we suggest to use the penalty structures introduced in the next section.
4.1.
Introducing new penalty functions. We associate to the collection of models S a collection L = {L m , m ∈ M} of non-negative numbers (weights) such that
When Σ = 1 then the choice of sequence L can be interpreted as a choice of a prior distribution π on the set M. This a priori choice of a collection of L m 's gives a Bayesian flavor to the selection rule. We shall see in the next section how the sequence L can be chosen in practice according to the collection at hand.
Given some K > 1, let us define the penalty function pen L
Proposition 3. If pen = pen L K,L for some sequence of weights L satisfying (15), then there exists an indexm among M which minimizes (4) with probability 1. Besides, the estimatorμm satisfies (14) with Σ ≤ 2K 2 Σ /(K − 1).
As we shall see in Section 6.1, the penalty pen L K,L or at least an upper bound can easily be computed in practice. From a more theoretical point of view, an upper bound for pen K,L (m) is given in the following proposition the proof of which is postponed to Section 10.5.
Then, we have the following upper bound on the penalty pen L K,L (m)
When D m = 0 and N m ≥ 4, we have the upper bound
In particular, if L m ∨ D m ≤ κn for some κ < 1 then there exists a constant C depending on κ and K only, such that
We derive from Proposition 4 and Theorem 2 (with c = 0) the following risk bound for the estimatorμm.
where C is a positive quantity depending on κ and K only.
Note that (19) turns out to be an oracle-type inequality as soon as one can choose L m of the order of D m for all m. Unfortunately, this is not always possible if one wants to keep the size of Σ under control. Finally, let us mention that the structure of our penalties, pen L K,L , is flexible enough to recover any penalty function pen by choosing the family of weights L adequately. Namely, it suffices to take
to obtain pen L K,L = pen. Nevertheless, this choice of L does not ensure that (15) holds true unless M is finite.
How to choose the weights?
5.1. One simple way. One can proceed as follows. If the complexity index of the collection is given by the pair (M, a), then the choice
for some a > a leads to the following control of Σ
In practice, this choice of L is often too rough. One of its non attractive features lies in the fact that the resulting penalty penalizes the same all the models of a given dimension. Since it is not possible to give a universal recipe for choosing the sequence L, in the sequel we consider the examples presented in Section 2 and in each case, motivate a choice of a specific sequence L by theoretical or practical considerations.
5.2.
Detecting non-zero mean components. For any D ∈ {0, . . . , p} and m ∈ M such that |m| = D, we set
and pen(m) = pen L K,L (m) where K is some fixed constant larger than 1. Since pen(m) only depends on |m|, we write (21) pen(m) = pen(|m|).
From a practical point of view,m can be computed as follows. Let Y 2 (n) , . . . , Y 2 (1) be random variables obtained by ordering Y 2 1 , . . . , Y 2 n in the following way
andD the integer minimizing over D ∈ {0, . . . , p} the quantity
Then the subsetm coincides with (1), . . . , (D) ifD ≥ 1 and ∅ otherwise. In Section 6, a simulation study evaluates the performance of this method for several values of K.
From a theoretical point of view, our choice of L m 's implies the following bound on Σ
As to the penalty, let us fix some m in M with |m| = D. The usual bound log n D ≤ D log(n) implies L m ≤ D(2+log n) ≤ p(2+log(n)) and consequently, under the assumption
for some κ < 1, we deduce from Corollary 1 that for some constant C = C (κ, K), the estimatorμm satisfies
As already mentioned, we known that the log(n) factor in the risk bound is unavoidable. Unlike the former choice of L suggested by (20) (with a = log(n) + 1 for example), the bound for Σ we get here is not independent of n but rather grows with n at rate log(n). As compared to the former, this latter weighting strategy leads to similar risk bounds and to a better performance of the estimator in practice.
Variable selection.
We propose to handle simultaneously complete and ordered variable selection. Firstly, we consider the p explanatory variables that we believe to be the most important among the set of the N possible ones. Then, we index these from 1 to p by decreasing order of importance and index those N − p remaining ones arbitrarily. We do not assume that our guess on the importance of the various variables is right or not. We define M o and M according to Section 2.2 and for some c > 0 set L m = c|m| if m ∈ M o and otherwise set
For K > 1, we select the subsetm as the minimizer among M of the criterion m → Crit L (m) given by (4) with pen(m) = pen L K,L (m). This choice of L m 's leads to the following bound on the residual term Σ
Besides, we deduce from Corollary 1 that if p satisfies
It is interesting to compare the risk bound (23) to that we can get by using the former choice of weights L given in (20) (with a = log(N ) + 1), that is
Up to constants, we see that (23) improves (24) by a log(N ) factor whenever the minimizer m * of E µ −μ m 2 among M belongs to M o .
5.4.
Multiple change-points detection. In this section, we consider the problems of change-points detection presented in Section 2.3.
5.4.1.
Detecting and estimating the jumps of f . We consider here the collection of models described in Section 2.3.1 and associate to each m the weight L m given by
where K is some number larger than 1. This choice gives the following control on Σ
Let D be some arbitrary positive integer not larger than p. If f belongs to the class of functions which are piecewise constant on an arbitrary partition of [0, 1) into D intervals then µ = (f (x 1 ), . . . , f (x n )) belongs to some S m with m ∈ M and |m| ≤ D − 1. We deduce from Corollary 1 that if p satisfies
5.4.2.
Detecting and estimating the jumps of f . In this section, we deal with the collection of models of Section 2.3.2. Note that this collection is not finite. We use the following weighting strategy. For any pair of integers j, q such that q ≤ 2 j − 1, we set
Since an element m ∈ M may belong to different M j,q , we set L m = inf {L(j, q), m ∈ M j,q }. This leads to the following control of Σ
π 2 e(3e − 2) 6(e − 1) 2 < 9.5.
For some positive integer q and R > 0, we define S 1 (q, R) as the set of continuous functions f on [0, 1) of the form
The following result holds.
Corollary 2. Assume that n ≥ 9. Let K > 1, κ ∈]0, 1[, κ > 0 and p such that
Let f ∈ S 1 (q, R) with q ∈ {1, . . . , p} and R ≤ σe κ n/q . If µ is defined by (7) then there exists a constant C depending on K and κ, κ only such that
We postpone the proof of this result to Section 10.7. 5.5. Estimating a signal. We deal with the collection introduced in Section 2.4 and to each m = (r, k 1 , . . . , k d ) ∈ M, associate the weight L m = (r + 1) d k 1 . . . k d . This leads to the following upper bound for Σ
. For α = (α 1 , . . . , α d ) and R = (R 1 , . . . , R d ) in ]0, +∞[ d , we denote by H(α, R) the space of (α, R)-Hölderian functions on [0, 1) d , which is the set of functions f : [0, 1) d → R such that for any i = 1, . . . , d and t 1 , . . . , t d , z i ∈ [0, 1)
In the sequel, we set x 2 n = x 2 /n for x ∈ R n . By applying our procedure with the above weights and some K > 1, we obtain the following result.
Corollary 3. Assume n ≥ 14. Let α and R fulfill the two conditions
Then, there exists some constant C depending on r and d only, such that for any µ given by (7) with f ∈ H (α, R),
The rate n −2α/(2α+d) is known to be minimax for density estimation in H (α, R), see Ibragimov and Khas'minskii (1981) .
Simulation study
In order to evaluate the practical performance of our criterion for the examples of Sections 2.1 and 2.3, we have carried out a simulation study. For the sake of comparison, we also include the performance of AMDL. We chose this criterion because it is very simple to calculate. Moreover, from a theoretical point of view, it satisfies the assumption of Theorem 1 (see Section 3). The calculations are made with R www.r-project.org/ and are available on request. 6.1. Computation of the penalties. The calculation of the penalties we propose requires that of the EDkhi function or at least an upper bound for it. For 0 < q ≤ 1, the value EDkhi(D, N, q) is obtained by numerically solving for x the equation
where F D,N denotes a Fisher random variables with D and N degrees of freedom (Section 9.2, Lemma 6). However, this value of x cannot be determined accurately enough when q is too small. Rather, when q < e −500 and D ≥ 2, we bound the value of EDkhi(D, N, q) by solving for x the equation
where B (p, q) stands for the beta function. This upper bound follows from formula (51), Section 9.2, Lemma 6. (27) and (21) respectively.
6.2.
Detecting non-zero mean components. We consider the problem presented in Section 2.1. We implement the procedure described in Section 5.2 with three values K = 1, 1.1, 1.2 and denoteD byD K emphasizing thus the dependency over K. Even though the theory does not cover the case K = 1, it is worth studying the behavior of the procedure for this value. As a benchmark, we implement the AMDL criterion which selects the set (1), . . . , (D AMDL ) whereD AMDL minimizes among those D ∈ {1, . . . , p}.
For θ = (n, p, k, s) ∈ N 3 × R, we denote by P θ the distribution of a Gaussian vector Y in R n whose components are independent with common variance 1 and mean µ i = s if i ≤ k and µ i = 0 otherwise. Let Θ = (2 j , p, k, s), j ∈ {5, 9, 11, 13} , p = n/ log(n) , k ∈ I p , s ∈ {3, 4, 5}
Our criterion with where I p = 2 j , j = 0, . . . , log 2 (p) ∪ {0, p} .
For each θ ∈ Θ, we evaluate the performance of each criterion as follows. On the basis of the 1000 simulations of Y of law P θ we estimate the risk R
It turns out that, in our simulation study, O(θ) = k for all n and s.
Results. When k = 0, the two procedures give similar results, see Table 1 . Since the penalty functions of the considered criteria equal 0 for D = 0, the larger the penalty for D ≥ 1, the better. This is exactly what we get for our criterion when K increases, and for the AMDL procedure when n increases. When k is positive, Table 2 gives, for each n, the maximum of the risk ratios over k and s. It shows that the largest values of the risk ratios are attained by the AMDL method and for large values of k. Actually, the 3 log(n) term in the penalty function of the AMDL method leads to over-penalize large dimensions. Even in the favorable case of a large signal to noise ratio, AMDL is unable to estimate k when k and n are large. For example, Table 3 presents the values of the risk ratios when k = n/16 and s = 5, for several values n. When n is large, the mean of the D AM DL 's is nearly equal to 0, while when n = 32, the procedure gives good results. This over-penalisation phenomenon is illustrated by Figure 1 that compares the penalty functions of the AMDL procedure with the one of our procedure when K = 1.1.
Let us now turn to the case where k is small. The results for k = 1 are presented in table 4. When n = 32, the methods are nearly equivalent, the AMDL ones being slightly Our criterion with K = 1 K = 1. Table 3 . Case k = n/16 and s = 5. Estimated risk ratio and mean of the D's.
better. But for larger values of n, our estimator is better than the AMDL ones whatever the value of K.
Finally let us discuss the choice of K. When k is large, the risk ratios do not vary with K (see Table 3 ), but Table 4 shows that K must stay close to 1 in order to avoid over-penalization. We suggest to take K = 1.1. 6.3. Piecewise constants for change points detection. We address the problem presented in Section 2.3.1 and implement the procedure described in Section 5.4.1 with three values K = 1, 1.1, 1.2. We denote byD K the estimated number of jumps of f , that iŝ D K = |m| − 1. We compare the performance of our criterion to that of AMDL which corresponds to Criterion (4) with pen(m) given by (11). We denote byD AMDL the estimated number of jumps of f which is obtained by this criterion.
Let us denote by I the set of integers n such that n = 2 j with j ∈ {4, 5, 6, 7, 8, 10} and for each n ∈ I, let K n = {1, 4, n/16, n/8, n/4}. We set Θ = {(n, k), n ∈ I, k ∈ K n }. For each θ = (n, k) ∈ Θ, the vectors τ θ ∈ N k+1 and s θ ∈ R k are chosen once and for all as follows: τ θ 0 = 0, τ θ k = n, and if k > 1, the τ θ l 's are drawn from a uniform random distribution in {2, . . . , n − 1}. Then the s θ l 's are drawn from a uniform distribution in [−3, 3] . For each Our criterion with K = 1 K = 1.1 K = 1.2 AMDL Histogram Histogram Histogram Histogram n R = 0 = 1 ≥ 2 R = 0 = 1 ≥ 2 R = 0 = 1 ≥ 2 R = 0 = 1 ≥ 2 32 3.6 7.3 84.8 7.9 3.9 9.8 84.6 5.6 4.5 12.9 82. Table 4 . Case k = 1 and s = 5. For each n, estimated risk ratio followed by the percentages of simulations for which D is equal to 0, 1 and greater than 1.
Our criterion with n K = 1 K = 1. Table 5 . For each n, maximum of the estimated risk ratios r(θ) over the values of (k, τ, s). θ = (n, k) ∈ Θ, we denote by P θ the law of a Gaussian vector in R n whose components are independent with common variance 1 and mean µ i = k l=1 s θ l 1 i∈]τ θ l−1 ,τ θ l ] . We choose p = n/ log(n) when k ≤ n/8 and p = 5n/16 when k = n/4. For each θ we assess the performance of the procedures by estimating on the basis of the 500 simulations, the risk ratios r(θ) = R(θ)/O(θ) with
where µ D is the vector g in S m that mimimizes µ − g 2 when |m| = D + 1. Moreover, denoting by D * the value of D for which the minimum of µ − µ D 2 + D is reached, we compare the D K 's and D AMDL to the D * 's.
Results. The maximum of the risk ratios over the values of k are shown at Table 5 . When n is small, the AMDL criterion is slightly better or equivalent to our criterion. When n Our criterion with K = 1 K = 1.1 K = 1.2 AMDL D * r D r D r D r D 1 1.2 1.02 1.04 1.0 1.02 1.0 1.04 1.0 3 3.8 2.2 3.9 2.1 4.0 2.0 3.9 2.0 7 3.1 4.5 3.2 4.4 3.3 4.2 3.6 3.9 11 3.3 6.9 3.3 6.7 3.4 6.5 3.8 5.6 25 4.1 11.4 5.0 9.5 6.2 7.2 8.6 2.6 Table 6 . Case n = 128. For each (k, τ, s), values of D * , and for each criteria, values of the estimated risk ratios r and means of the D's.
Our criterion with K = 1 K = 1.1 K = 1.2 AMDL D * r D r D r D r D 1 1.2 1.01 1.1 1.002 1.1 1.002 1.1 1.002 4 3.7 3.3 3.7 3.2 3.8 3.1 3.8 3.1 54 3.7 41.1 3.8 39.9 3.9 38.9 6.5 27.9 102 3.3 60.8 3.3 58.5 3.4 56.6 6.3 33.9 191 3.1 108.6 3.5 98.8 4.1 85.9 11.7 4.9 Table 7 . Case n = 1024. For each (k, τ, s), values of D * , and for each criteria, values of the estimated risk ratios and means of the D's.
is greater than 32, the risk ratios are smaller when our criterion is used. Compared to AMDL, our criterion performs all the better that n is large. Tables 6 and 7 show the risk ratios and the means of the D's, for n = 128 and n = 1024. It appears that the AMDL procedure greatly underestimates D * when D * is large. This behaviour is due to the over-penalization of large dimensions: the 3 log(n) factor in the penalty function being too large. Finally, let us remark that the choice of K in our method is not crucial, and we suggest to choose K = 1.1. 7. Estimating the pair (µ, σ 2 ) Unlike the previous sections which focused on the estimation of µ, we consider here the problem of estimating the pair θ = (µ, σ 2 ). All along, we shall assume that M is finite and consider the Kullback loss defined between P µ,σ 2 and P ν,τ 2 by
Given some finite collection of models S = {S m , m ∈ M} we associate to each m ∈ M, the estimatorθ m of θ defined bŷ
For a given m, the risk ofθ m can be evaluated as follows. K P θ , P ν,τ 2 = K (P θ , P θm ) = n 2 log 1 + µ − µ m 2 nσ 2 and provided that N m > 2,
In particular, if D m ≤ N m and N m > 2, then
As expected, this proposition shows that the Kullback risk of the estimatorθ m is of order of a bias term, namely K (P θ , P θm ), plus some variance term which is proportional to D m , at least when D m ≤ (n/2) ∧ (n − 3) .
Let us now introduce some definition. We shall use the convention EFish[D, N, q] = 0 for q > 1. Note that the restriction N ≥ 3 is necessary to ensure that E (F D,N ) < ∞.
Given some penalty pen * from M into R + , we shall deal with the penalized criterion
for which our results will take a more simple form than with Criteria (4) and (5). In the sequel we defineθ =θm wherem = arg min m∈M Crit K (m).
Theorem 3. Let S = {S m , m ∈ M}, α = min {N m /n| m ∈ M} and K 1 , K 2 be two numbers satisfying K 2 ≥ K 1 > 1. If D m ≤ n − 5 for all m ∈ M then the estimatorθ satisfies (33)
and
In particular, let L = {L m , m ∈ M} be a sequence of non-negative weights. If for all m ∈ M, pen * (m) = pen K K 1 ,K 2 ,L (m) with
This result is an analogue of Theorem 2 for the Kullbach risk. The expression of Σ is akin to that of Theorem 2 apart from the additional term of order ne −n/(4K 2 2 ) |M| 4/(αn) . In most of the applications, the cardinalities |M| of the collections are not larger than e Cn for some universal constant C, so that this additional term usually remains under control.
An upper bound for the penalty pen K K 1 ,K 2 ,L is given in the following proposition the proof of which is delayed to Section 10.5. Proposition 6. Let m ∈ M, with D m ≥ 1 and N m ≥ 9. We set D = D m +1, N = N m −1 and ∆ = L m + log 5 + 1/(N − 2) 1 − 5/(N − 2) .
Then, we have the following upper bound on the penalty pen K
8. Proofs of Theorems 2 and 3 8.1. Proof of Theorem 2. We write henceforth ε m = Π m ε and µ m = Π m µ. Expanding the squared Euclidean loss of the selected estimatorμm gives
Let m * be an arbitrary index in M. It follows from the definition ofm that it also minimises over M the criterion Crit(m) = − μ m 2 + pen(m)σ 2 m and we derive
For each m, we bound < µ − µ m , ε > from above by using the inequality
where u m = µ − µ m / µ − µ m when µ − µ m = 0 and u m is any unit vector orthogonal to S m otherwise. Note that in any case, < u m , ε > is a standard Gaussian random variable independent of ε m 2 . For each m, let F m be the linear space both orthogonal to S m and u m . We boundσ 2 m from below by the following inequality (38) N mσ 2 m σ 2 ≥ Π Fm ε 2 where Π Fm denotes the orthogonal projector onto F m .
By using (37), (38) and the fact that 2 − 1/K ≤ K, Inequality (36) leads to
where U m = ε m 2 + < u m , ε > 2 and V m = Π Fm ε 2 . Note that U m and V m are independent and distributed as χ 2 random variables with respective parameters D m + 1 and N m − 1. 8.1.1. Case c = 0. We start with the (simple) case c = 0. Then, by taking the expectation on both side of (39), we get
To conclude, we note that
and m * is arbitrary among M. where we used for the final steps a m = E V m ≤ 1. Going back to the bound (39), we obtain in the case c > 0
Now, the independence of U m andV m together with Jensen's inequality ensure that
so taking expectation in (40) gives
To conclude we follow the same lines as in the case c = 0.
8.2. Proof of Theorem 3. Let m be arbitrary in M. In the sequel we write K(m) for the Kullback divergence K P µ,σ 2 , Pμ m,σ 2 m , namely
We also set φ(x) = log(x) + x −1 − 1 ≥ 0 for all x ≥ 0, δ = 1/K 2 and for each m, we define the random variable ξ m as the number < u m , ε > with u m = µ − µ m / µ − µ m when µ − µ m = 0 and u m is any unit vector orthogonal to S m otherwise. We split the proof of Theorem 3 into four lemmas.
Lemma 1. The indexm satisfies
where for all m ∈ M
Proof. We have
In the view of (41), since δ = 1/K 2 ≤ 1/K 1 < 1 we have
and thus,
Finally, we get the result sincem satisfies by definition n log σ 2 m /σ 2 m ≤ pen * (m) − pen * (m).
Lemma 2. For all m ∈ M, we have E (R 1 (m)) ≤ D m /2.
Proof. Since φ is nonnegative, we have
Since ε and −ε have the same distribution, note that
Consequently, the result follows by taking the expectation on both sides of (43). Proof. Note that R 2 (m,m) ≤ R 2,1 (m,m) + R 2,2 (m,m) where
It remains to bound the expectation of these two terms. It follows from the definition ofm and the inequality 1 − e −u ≤ u which holds for all u ≥ 0 that
pen * (m).
As to E [R 2,2 (m,m)], we apply Holder's inequality with p = αn/4 + 1, q = p/(p − 1) and have
, and by using that P ε 2 ≤ n(1 − δ) ≤ exp(−nδ 2 /4) (see Laurent & Massart (2000) Lemma 1) together with (46) (note that N m > 2p for all m ∈ M)
Lemma 4. Under the assumption that N m ≥ 5 for all m ∈ M, we have
, it suffices to bound E [F (m)] from above for all m. As in the proof of Theorem 2, we introduce U m = ε m 2 + ξ 2 m and V m = Π Fm ε 2 ≤ N mσ 2 m /σ 2 . Since δ = 1/K 2 , we get
Since, Um/(Dm+1) Vm/(Nm−1) is distributed as a Fisher random variable with D m + 1 and N m − 1 degrees of freedom the result follows by taking the expectation on both sides and using N m ≥ 5.
End of the proof of Theorem 3. By taking the expectation on both sides of (42) and using Lemmas 2,3 and 4 (we recall that δ = 1/K 2 ) we obtain, 
which leads to (33) since m is arbitrary in M. Note that the latter series is not larger than m ∈M (D m + 1)e −L m for pen * (m ) = pen K K 1 ,K 2 ,L (m) by defintion of EFish.
Some preliminary results
The aim of this section is to establish some technical results we shall use along the proofs. 9.1. Some inequalities on χ 2 random variables. The following holds.
Lemma 5. Let V be a χ 2 random variable with N > 2 degrees of freedom and noncentrality parameter a. We have
Let p be some positive integer. If N > 2p then,
.
Besides, equality holds in (46) for a = 0.
Proof. For all t ≥ 0
where the final equality follows from the change of variables x = 2t/(2t + 1).
In (45), the lower bound follows easily from the inequality exp(−ax/2) ≥ (1 − x) a/2 . For the upper bound, we integrate by parts and get
As to (46), it is obtained by integrating p times the inequality E e −tV ≤ (2t + 1) −N/2 between 0 and infinity. 9.2. Some upper bounds on Dkhi and Fish. We recall that φ(t) = (t − 1 − log(t)) /2 for all t ≥ 1. For two positive integers D and N , F D,N denotes a Fisher random variable with D and N degrees of feedom and we set (48) B(N/2, D/2) = 1 0 t N/2 (1 − t) D/2 dt and for all t ≥ 1,
Lemma 6. Let D and N be two positive integers. For all x ≥ 0,
If D ≥ 2 and x ≥ D then
Next lemma states similar bounds on Fish(D, N, x).
Lemma 7. Let D and N be integer fulfilling D ≥ 1 and N ≥ 3. Then, for any x ≥ 0,
where F D,N is a Fisher random variable with D and N degrees of freedom.
Moreover, when x ≥ N N −2 and D ≥ 2, we have the upper bounds
Proof of Lemma 6. We recall that
where X D and X N are two independent χ 2 variables, with D and N degree of freedom. We remind also the reader that the pdf function of a χ 2 (D) variable is given by
Expanding E [(X D − αX N ) + ] and using the relationship
To get the first part of the lemma, simply set α = x/N . We now turn to the second part of the lemma. Let Z be a random variable with beta distribution with parameters 1 + N/2, D/2. Since F D,N +2 has the same distribution as (N + 2)(1 − Z)/(DZ), by setting t x = N/(N + x) we have
where we used an integration by parts and the formula B(1 + N/2, D/2) = N D B(N/2, 1 + D/2). By integrating again by parts for D ≥ 2 and x ≥ D, we get
which entails (51). We recall that
with t x = N/(N + x). An integration by parts ensures that for D ≥ 2
. When x ≥ D, combining this inequality with (51) gives (52) The deviation inequality on Fisher random variables available in Baraud et al (2003) p.249 gives for all z ≥ 1,
By using the inequality log(1 + u) ≥ u − u 2 /2 which holds for all u ≥ 0 we deduce that
which concludes the proof of (53).
Proof of Lemma 7. The proof is similar to that of Lemma 6. We recall that Fish(D, N, x) = E((F D,N − x) + )/E(F D,N ) and that the density of F D,N is given by .
where we used for the second equality the change of variable y = αz with α = (D+2)N (N −2)D . To get the first part of the lemma, simply note that E(F D,N ) = N/(N − 2) by (45).
As before, to get the second part of the lemma we use that F D,N has the same distribution as N (1 − Z)/(DZ), where Z is a beta random variable with parameters N/2, D/2. Setting t x = N/(N + Dx) we then have
which, integrating by parts the first term, gives
When x ≥ N/(N − 2) and D ≥ 2, another integration by parts gives
which entails (55). Moreover, integrating again by parts ensures that for D ≥ 2
which leads to (56).
Proofs
10.1. Proof of Theorem 1. We apply Theorem 2 with c = K 2 φ −1 (a), set t a,K = Kφ −1 (a) and get
Let us apply Inequality (53) with D + 1 ≥ 2 in place of D, N = n − D − 1 and x = t a,K (n − D − 1)(D + 1)/(n − D + 1), the assumptions N ≥ 1 and x ≥ D + 1 being fulfilled since D ≤ D max . Besides, note that φ(t a,K ) ≥ a + φ(K) so that for such values of D ψ D+1,n−D−1 (t a,K ) = φ(t a,K ) − (D + 1)(t a,K − 1) 2 4(n + 2) ≥ a + φ(K) 2 and 2t a,K ≤ n − D + 1. Consequently, we obtain
which combined with (58) leads to the result.
10.2. Proof of Proposition 1. Since for µ = 0, the minimizerm does not depend on the value of σ 2 , we may assume that Y is distributed as a standard Gaussian variable of R n . Let L = (1 − C) 2 /256. We define
and for all m ∈ M.
Finally, we set Ω = Ω 1 ∩ Ω 2 m∈M Ω m . By using the following deviation inequalities on χ 2 random variables X with D degrees of freedom (see Laurent and Massart (2000) )
we bound from above Ω c with the successive choices X = Ym 2 ∼ χ 2 (Dm), To conclude the proof it remains to check that Ω ⊂ {Dm ≥ (1 − C)Dm/2}. On the one hand, note that it follows from the definition ofm that
and therefore
On the other hand, on the event {Dm < (1 − C)Dm/2} ∩ Ω we have
/2 and c = L∧c . As in the proof of Proposition 1, we reduce to the case where Y 1 , . . . , Y n are i.i.d standard Gaussian random variables. In the sequel, we sort this sample in the following way
Let m * the (random) subset of M given by {(1), . . . , (D)}. Under the assumptions on p and pen, we known that N m * ≥ C 0 n and pen(m * ) ≤ 2C 4 0 D log(n). Consequently, it follows from the definition ofm that i ∈m
On the event {|m| ≤ (1 − C 0 )D }, we deduce
It remains to bound from above the probabilities of Ω 1 and Ω 2 . We use Inequality (59) 
To bound from above P (Ω 2 ) we use the following bound on the distribution function of the length of a standard Gaussian variable.
This inequality follows by an integration by parts, namely for x ≥ 2
We apply (60) with x = 2C 0 log(n) (which is not smaller than 2 since n ≥ e 2/C 0 ), use the fact N m * ≥ C 0 n,
Putting these bounds on P (Ω 1 ) and P (Ω 2 ) together leads to the result. 
It follows from the definitions of Crit L and pen L K,L that for some nonnegative constant c = c(Y, D, n, m),M
is a subset of m ∈ M D | EDkhi(D + 1, N − 1, e −L m ≤ c and is therefore also finite. We deduce that Crit L is minimum for some element of the finite setM = n−2 D=0M D , showing thus thatm exists. The remaining part of the proposition follows by taking c = 0 in Theorem 2. Let us now turn to the proof of (61). Since D ≥ 2 and x ≥ D, we can apply (52) Since ∆(1 − 5/N ) = L m + log 5 + 1/N , Inequality (61) follows, completing thus the proof of (17). We turn to (18). When D m = 0, we obtain (18) We deduce from (50) As a consequence pen K K 1 ,K 2 ,L (m) ≤
10.6. Proof of proposition 5. It follows from the expression of the Kullback divergence that
where φ is defined for x > 0 by φ(x) = log(x) + x −1 − 1. In the sequel, we set b m = µ − µ m 2 /σ. Equality (28) follows from easy computations. Since D m ≤ n/2 and N m ≥ 3, the upper bound of inequality (31) follows from the inequality − log(1 − x) ≤ 2x which holds for x ≤ 1/2. It remains to prove (29) and (30). 10.6.1. Upper bound on the risk. By using the concavity of logarithm, Jensen's inequality and Lemma 5 we obtain E [K (P µ,σ , Pμ m,σm )]
10.6.2. Lower bound on the risk. Since µ m ∈ S m , K (P µ,σ , Pμ m,σm ) satisfies K (P µ,σ , Pμ m,σm ) ≥ K (P µ,σ , P µm,σm ). Therefore, so does its expectation. Now, since φ is nonnegative, we also have
10.7. Proof of Corollary 2. We start with an approximation lemma.
Lemma 8. For all f ∈ S 1 (q, R) and j ≥ 1 such that 1 ≤ q ≤ 2 j − 1, there exists m ∈ M j,q and g ∈ F m such that f − g ∞ ≤ Rq2 −j .
Proof of the lemma. For j ≥ 1 and a ∈ [0, 1], we define a (j) = inf{x ∈ D j : x ≥ a}. For all x ∈ [0, 1), one can write
We take for x ∈ [0, 1),
Since one may have a (j)
i−1 = a (j) i for some indices i, the function g belongs to some space F m with m ∈ M j,q and q ≤ q. By taking (any) m ∈ M j,q such that m ⊂ m, one has g ∈ F m .
For each i ∈ {1, . . . , q + 1}, we either have a i−1 ≤ a (j) i−1 < a i ≤ a 
Since a 0 = a (j) 0 = 0, a q+1 = a (j) q+1 = 1, and |a (j) i − a i | ≤ 2 −j , we obtain for f ∈ S 1 (q, R)
We take m ∈ M j,q as in the lemma above with j such that 2 j−1 ≤ max q, nR 2 q σ 2 ≤ 2 j .
We deduce from Proposition 4 (Inequality (17)) that when p ≤ (κn − 2) ∧ (n − 9) and R ≤ σe κ n/q , we have pen L K,L (m) ≤ C(K, κ)q 2 j q 36q (1−κ)n log e2 j q ≤ C(K, κ, κ )q 1 + log 1 ∨ nR 2 qσ 2 .
Besides, µ − µ m 2 σ 2 1 + pen L K,L (m) N m ≤ nR 2 q 2 2 −2j σ 2 1 + pen L K,L (m) N m ≤ q 1 + pen L K,L (m) N m ≤ C (K, κ, κ )q 1 + log 1 ∨ nR 2 qσ 2 , and the result follows from (14). It follows from our choice of η ≥ R(r+1) α (n/2) α/d and the assumption n ≥ 14 that (r + 1) d k 1 · · · k d ≤ n/2 ≤ n − 2.
Moreover under the assumptions n α R 2α+d i ≥ R d σ 2α and n α/d R i ≥ 2 α/d R(r + 1) α we have k i ≥ 1 for all i. Consequently, m ∈ M.
From formula (4.25) in Barron, Birgé and Massart (1999) we know that there exist a constant C = C(d, r) and a piecewise polynomial P in F m such that
Moreover, since the assumptions of Proposition 4 hold, we have pen L K,L (m) ≤ C(K)L m ≤ C(K)(r + 1) d R 2d/(2α+d) n/σ 2 d/(2α+d)
where the second inequality follows from the fact that η ≥ R d/α σ 2 /n α/(2α+d) . It remains to apply Theorem 2 to obtain the result.
