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 This study aims to present a mobile robot system that can follow a specific person. Since the proposed system 
learns clothing features, physical features, and the position information of a target person, the target person does 
not need to have an extra device, such as smartphone, to send a signal to the robot. This online learning allows a 
user freely to choose any person as a target, and to change to a new target at any time. In addition, the proposed 
system uses a particle filter to predict the position of the target person when occluded. To evaluate the proposed 
system’s performance, we conducted tests under various conditions. 
 
 
 
1．はじめに 
近年，ロボット工学が発展し，人の生活を支援するロ
ボットの開発が行われている．例として，筋萎縮性側索
硬化症などが原因で手足の両方が麻痺してしまっている
患者でも利用できる視線で操作する車いす[1]が挙げられ
る．しかし，この車いすは，特定人物の追従を行いたい
場合，追従対象者を注視し続ける必要があり，使用者に
負担がかかってしまうという問題点がある．追従対象者
のスマートフォン等と車いすを連携させ，その機能を利
用して追従させることも可能であるが，この方法では使
用者が追従対象者を自由に選ぶことが難しい． 
そこで本研究では，追従対象者を多数の人物の中から
自由に指定するために，短時間で追従対象者の特徴を学
習し，識別・追従できるシステムを考案する． 
固定カメラを用いた人物追跡の従来研究として，人物
の位置情報や進行方向，人物周辺の色情報を特徴量に用
いたもの[2]があるが，固定カメラを用いているため，シ
ステムを搭載した移動ロボット等による追従実験は行わ
れていない．移動ロボットによる追従を行った従来研究
としては，追従対象者の衣服特徴を特徴量に用いたもの
[3]や，衣服特徴に加え体格特徴や歩容特徴を特徴量に用
いたもの[4]があるが，オクルージョン時に追従対象者の
位置を推定し続けるようなオクルージョンへの対策は十
分に検討されていない． 
本研究では，追従対象者の衣服特徴や体格特徴，位置
情報を用いて識別・追従を行う．また，オクルージョン
時は Particle filter[5]を用いた追従対象者の位置推定を行
い，よりオクルージョンに頑健な識別・追従を行う． 
 
 
 
2．Particle filter 
 Particle filter とは追跡対象の状態の仮説(Particle)を多数
生成し，各 Particle の当てはまり度合い(尤度)を計算して，
対象の状態を推定する手法である．Particle filter は人物追
跡[6]や物体追跡[7]などで成果を挙げている． 
Particle filter の一般的な処理手順を以下に示す． 
（1）初期設定 
追跡対象座標の周辺に Particle を散布する．また，速度
を各 Particle に与える． 
（2）予測 
適当な状態方程式をモデルとして，各 Particle を速度に
基づいて移動させる． 
（3）尤度計算 
各 Particle の尤度を計算する． 
（4）リサンプリング 
尤度の低い Particle を削除し，尤度の高い Particle に重
ねて再配置する． 
（2）~（4）を繰り返すことにより，追跡対象周辺に Particle
が集合し，対象の状態を推定することができる． 
本研究では，オクルージョン時に対象者の位置を推定
するために Particle filter を用いる． 
 
3．提案手法Ⅰ 
3.1. 使用機器 
 Microsoft 社の多機能センサーXbox one Kinect(図 1A)を
使用する．デバイスには RGB カメラや深度センサーが搭
載されており，これらを用いることで，カラー画像や前
方にいる人物の骨格座標を取得することができる(図 1B)． 
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図 1 Kinect 
 
   
図 2 衣服特徴      図 3 体格特徴 
 
3.2. 特徴量 
特徴量として，衣服特徴と体格特徴を用いる． 
衣服特徴は，Kinect が取得した脊椎中央骨格座標周辺
のカラー画像をトリミングして抽出する．対象者の衣服 
特徴を抽出した例を図 2 に示す．抽出すべき衣服特徴の
範囲は Kinect と対象者との距離に依存して変化するため，
対象者の深度情報を用いて，衣服特徴として抽出する範
囲を決定する．そして，抽出した衣服特徴の HSV ヒスト
グラムを求め特徴量とする． 
 体格特徴は，Kinect が取得した骨格座標を用いて抽出
する．対象者の体格特徴を取得した例を図 3 に示す．取
得した骨格座標から，左右肩の距離，左右腰の距離，首
から腰中央の距離の 3 つを算出し，3 次元特徴量として用
いる． 
3.3. アルゴリズム 
 提案手法のアルゴリズムは準備，追従，ロストの 3 フ
ェイズで構成されている．以下に各フェイズのアルゴリ
ズムを示す． 
（a）準備フェイズ 
準備フェイズはシステム開始時に実行され，開始後 30
フレーム(1sec)で追従対象者の衣服特徴と体格特徴を取
得する．衣服特徴は取得した 30 フレームの HSV ヒスト
グラムを平均化する．体格特徴は取得した 30 フレームの
3 次元特徴量を用い，最尤推定で 3 次元正規分布(体格特
徴正規分布)を生成する．体格特徴正規分布の平均ベクト
ルと分散共分散行列をそれぞれ𝜇と∑とする． 
30 フレームの各特徴量を取得した後に，170 個の
Particle を Kinect が取得した追従対象者の脊椎中央骨格座
標周辺に散布する．この Particle は Kinect に対する 3 次元
相対座標に散布し，各座標軸に対する速度を設定する．
座標は平均値を脊椎中央骨格座標とした正規乱数で初期
化し，速度は平均値を 0 とした正規乱数で初期化する． 
これらの処理が完了した後，追従フェイズに移行する． 
（b）追従フェイズ 
追従フェイズは，毎フレーム実行される．まず，追従
対象者を Kinect が追跡できているかを判定する．追従対
象者を Kinect が追跡できていない場合，ロストフェイズ
へ移行する． 
Kinect が追跡できていた場合，まず Particle を等速直線
運動モデルに基づいて移動する． 
次に各 Particle の尤度を計算する．本研究では衣服特徴
尤度と，距離尤度の 2 つを求める．衣服特徴尤度は追従
対象者の衣服特徴と，Particle 周辺画素の HSV ヒストグラ
ムを Histogram Intersection[8]で比較することで求める．
Histogram Intersection は 2 つのヒストグラムの類似度を求
める手法である．HSV ヒストグラムはそれぞれ Hue（色
相），Saturation（彩度），Value（明度）を表しており，
HSV ヒストグラムの各類似度をそれぞれ𝑆𝐻，𝑆𝑆，𝑆𝑉とす
ると，i(=1,…,170)番目の Particle の衣服特徴尤度𝐿𝐻𝑆𝑉
(𝑖) は𝑆𝐻，
𝑆𝑆，𝑆𝑉を合算した 
 
𝐿𝐻𝑆𝑉
(𝑖)
 =  
𝑆𝐻 + 𝑆𝑆 + 0.5𝑆𝑉
2.5
 
 
とする．衣服特徴を識別に利用する場合，光源による照
明変化を考慮する必要がある．そこで，照明変化に対し
てロバストにするために，𝑆𝑉に 0.5 の重みを乗じている．
距離尤度はParticleと追従対象者の脊椎中央骨格座標の距
離を基に求める．i 番目の Particle の座標を(𝑝𝑥
(𝑖)，𝑝𝑦
(𝑖)，𝑝𝑧
(𝑖)
)，
追従対象者の脊椎中央骨格座標を(𝑇𝑥，𝑇𝑦，𝑇𝑧)とすると，
距離尤度𝐿𝐷𝑖𝑠𝑡
(𝑖) を 
 
 𝐿𝐷𝑖𝑠𝑡
(𝑖)
 =  
𝛼
√(𝑃𝑥
(𝑖)
− 𝑇𝑥)
2
+ (𝑃𝑦
(𝑖)
− 𝑇𝑦)
2
+ (𝑃𝑧
(𝑖) − 𝑇𝑧)
2
 
 
とする．ここで，𝛼は経験的に求めた 0.5 とする．i 番目の
Particle の尤度𝐿(𝑖)は𝐿𝐻𝑆𝑉
(𝑖) と𝐿𝐷𝑖𝑠𝑡
(𝑖) を合算した 
 
𝐿(𝑖) =  𝐿𝐻𝑆𝑉
(𝑖)
 +  𝐿𝐷𝑖𝑠𝑡
(𝑖)
 
 
とする． 
 そして，全 Particle の中で尤度が低い 70 個の Particle を
削除し，尤度が高いParticleに重ねて再配置する．この時，
再配置する Particle に設定する速度は，尤度が高い Particle
の平均速度を平均値とした正規乱数で与える． 
 最後に追従対象者の衣服特徴と体格情報を移動平均で
更新し，追従対象者の脊椎中央骨格座標に向かってロボ
ットを移動させる． 
（c）ロストフェイズ 
 ロストフェイズは，追従対象者を Kinect が追跡できて
いない場合に実行される．まず，各 Particle を等速直線運
動モデルに基づいて移動する． 
 次に，Particle 重心周辺に人物がいないかを判定する．
(4) 
(5) 
(6) 
(7) 
人物がいた場合，その人物が追従対象者かを判定する．
判定には衣服特徴尤度と，体格特徴で重みをつけた距離
尤度を用いる．衣服特徴尤度ℓ𝐻𝑆𝑉は追従対象者の衣服特
徴と，検出された人物の衣服特徴を Histogram Intersection
で比較し，式(1)と同様に尤度を求める．体格特徴で重み
をつけた距離尤度はParticle重心と検出された人物の脊椎
中央骨格座標との距離およびその人物の体格特徴尤度を
基に求める．まず，検出された人物の体格特徴を取得し，
追従対象者の体格特徴正規分布を基に追従対象者らしさ
求める．検出された人物の体格特徴を?⃗?とすると，追従対
象者らしさℓ𝐵𝑜𝑑𝑦は 
 
ℓ𝐵𝑜𝑑𝑦 =  
1
(2𝜋)
3
2√|∑|
𝑒𝑥𝑝 {−
1
2
(?⃗? − 𝜇)∑−1(?⃗? − 𝜇)} 
 
 
で与えられる．計算を簡略化するために，実装では両辺
に対数をとる．𝑙𝑜𝑔ℓ𝐵𝑜𝑑𝑦がある閾値𝜃𝐵を下回っていた場
合，その人物は追従対象者らしくないと考えられる．次
に，Particle 重心と検出された人物の脊椎中央骨格座標と
の距離を求める．Particle 重心の座標を(𝐶𝑥，𝐶𝑦，𝐶𝑧)，脊
椎中央骨格座標を(𝐵𝑥，𝐵𝑦，𝐵𝑧)とすると，体格特徴で重み
をつけた距離尤度ℓ𝐷𝑖𝑠𝑡は 
 
ℓ𝐷𝑖𝑠𝑡  =  
𝛽
𝛾√(𝐶𝑥 − 𝐵𝑥)2 + (𝐶𝑦 − 𝐵𝑦)
2
+ (𝐶𝑧 − 𝐵𝑧)2
 
 
とする．𝛽は経験的に求めた 1 とする．𝛾は体格特徴から
その人物が追従対象者らしくないと考えられた場合に乗
じるペナルティであり， 
 
γ =  {  
1
3
           
(𝑙𝑜𝑔ℓ𝐵𝑜𝑑𝑦 >  𝜃𝐵)
(𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒)
 
 
とする．𝜃𝐵は経験的に求めた−15とする． 
検出された人物の追従対象者らしさ ℓ はℓ𝐻𝑆𝑉とℓ𝐷𝑖𝑠𝑡を
合算した 
 
ℓ =  ℓ𝐻𝑆𝑉 + ℓ𝐷𝑖𝑠𝑡 
 
とする．ℓがある閾値𝜃ℓをこえていた場合，その人物を追
従対象者として再設定する．また，検出された複数人が
閾値を超えていた場合，最大の尤度をもつ人物を追従対
象者とする．追従対象者を再設定した場合，その人物の
脊椎中央骨格座標周辺に Particle を生成しなおし，追従フ
ェイズへ移行する． 
 追従対象者が再設定されなかった場合，Particle の重心
に向かってロボットを移動させる．また，長時間追従対
象者を再設定できなかった場合は，安全性を考慮し移動
ロボットの動作を停止させる． 
   
図 4 移動ロボット     図 5 実験環境 
 
   
A                                          状況 1           状況 2           状況 3 
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A                                  状況 10                状況 11          状況 12 
図 6 状況設定 
 
3.4. 動作実験 
 提案手法Ⅰの性能を評価するために，複数の状況を考
案し動作実験を行った．各状況で正しく対象者を追従で
きるかを確認する． 
 動作実験では移動ロボットとして，HCR Robot 社製の
Mobile Robot Kit を使用した．Kinect やノート PC を搭載
した外観を図 4 に示す．動作実験を行った環境を図 5 に
示す．動作実験は段差のない室内で，カーテンを閉め一
定の照明条件で行った． 
 実験参加者は全て成人男性である．各実験はそれぞれ
が異なる衣服を着用している場合と，類似している衣服
を着用している場合の 2 通りを行った．各状況の設定を
図 6 に示す．状況 1 では，追従対象者と共に 2 人の非対
象者が並進する．追従対象者にオクルージョンは発生し
ない．状況 2 および状況 3 では，非対象者が追従対象者
と移動ロボットの間を，進行方向に対し垂直に歩行する
ことで，追従対象者にオクルージョンが発生する．状況 2
では非対象者が移動ロボットの近くを歩行し，状況 3 で
は非対象者が追従対象者の近くを歩行する．状況 4では，
非対象者が追従対象者とロボットの間を，進行方向に対
し斜めに歩行することで，追従対象者にオクルージョン
が発生する．状況 5 および状況 6 では，曲がりながら歩
行する追従対象者と移動ロボットの間を非対象者が歩行
することで，追従対象者にオクルージョンが発生する．
状況 5 では追従対象者が曲がり始める直前にオクルージ
ョンが発生し，状況 6 では追従対象者が曲がり終わった
直後にオクルージョンが発生する．状況 7 および状況 8
では，2 人の非対象者が同時に追従対象者と移動ロボット
の間を歩行することで，追従対象者にオクルージョンが
発生する．また，状況 8 では，追従対象者の近くを 1 人
の非対象者が並進する．状況 9 および状況 10 では，2 人
の非対象者が連続して追従対象者と移動ロボットの間を
歩行することで，追従対象者にオクルージョンが発生す
る．また，状況 10 では追従対象者の近くを 1 人の非対象
者が並進する．状況 11 では，非対象者が追従対象者と移
動ロボットの間を，進行方向に対し垂直に歩行すること
で，追従対象者にオクルージョンが発生し，追従対象者
はオクルージョンが発生する直前に加速を行う．状況 12
では，非対象者が追従対象者と移動ロボットの間を，進
行方向に対し垂直に歩行することで，追従対象者にオク
ルージョンが発生し，追従対象者はオクルージョン中に
加速を行う．状況 11 および状況 12 は低速で加速する場
合と，高速で加速する場合の 2 条件を行う． 
 状況 1 ~ 10 では所期の動作を実現することができた．
例として状況 2 の動作を図 7 に示す．オクルージョン直
前ではParticleが追従対象者周辺に集合していることがわ
かる(図 7A)．オクルージョン後は各 Particle が状態ベクト
ルに基づいて移動し，追従対象者の位置を推定している
ことがわかる(図 7B)．そして，オクルージョン解消後に
再び同一人物を追従対象者として再設定することができ，
追従フェイズに移行していることがわかる(図 7C)． 
一方，状況 11 および状況 12 では低速条件と高速条件
の両方で所期の動作を実現することができなかった．例
として状況 11 の動作を図 8 に示す．状況 2 と同様にオク
ルージョン直前では Particle が追従対象者周辺に集合し，
オクルージョン後は各Particleが状態ベクトルに基づいて
移動していることがわかる(図 8A，B)．しかし，オクルー
ジョン解消後にも同一人物を追従対象者として設定する
ことができず，ロストフェイズを長時間繰り返した後，
動作を停止した(図 8C)． 
（5）考察 
状況 11 および状況 12 の高速条件で所期の動作を行え
なかった原因を考察する．提案手法Ⅰではロストフェイ
ズに入ると，Kinect が検出し，かつ Particle 重心周辺の探
索範囲に存在する人物が追従対象者らしいかを判定する．
状況 11 および状況 12 の高速条件で追従対象者にオクル 
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(C) 
図 7 提案手法Ⅰ 状況 2 動作例 
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(C) 
図 8 提案手法Ⅰ 状況 11 動作例 
 
(8) 
(9) 
(10) 
ージョンが発生した後，Kinect の人物検出状況を観察す
ると，オクルージョン解消後も追従対象者を人物検出で
きていないことが確認された．これはオクルージョンが
発生し解消するまでの間に，追従対象者が Kinect の人物
検出可能範囲から外れてしまったことが原因だと考えら
れる．この問題を解消するためには，より頑健な人物検
出機能を用いる必要がある．例として OpenPose が挙げら
れる．OpenPose とはオープンソースのライブラリで，深
層学習を用いて 2 次元動画像から人物の骨格座標を検出
することができるものである．OpenPose は Kinect に比べ，
より多人数かつ広範囲で人物検出を行える．OpenPose は
2 次元動画像のみに対応しているため，単体では提案手法
Ⅰで行っているような 3 次元での骨格座標取得ができな
いが，Depth カメラを組み合わせることによって，3 次元
での骨格座標取得も可能であると考えられる．このよう
な人物検出機能を用いることで，状況 11 および状況 12
の高速条件に生じた問題点を解消することができると考
えられる．ただし，OpenPose は非常に処理負荷が高く, 多
くの PC に搭載されている GPU 性能ではリアルタイムで
の活用が難しいといった問題点もある． 
 次に，状況 11 および状況 12 の低速条件で所期の動作
を行えなかった原因を考察する．状況 11 および状況 12
の高速条件と違い，低速の場合はオクルージョン解消後
に，Kinect が同一人物を人物検出することはできていた
が，追従対象者として再設定することができなかった．
これは，追従対象者に速度変化が生じたことで，Particle
と追従対象者の位置に大きく差が生じ，Particle 重心周辺
の探索範囲から追従対象者が外れてしまったことが原因
だと考えられる．本研究ではより速度変化に対応するた
めに新たに提案手法Ⅱを提案する． 
 
4．提案手法Ⅱ 
4.1. アルゴリズム 
提案手法Ⅱは，追従対象者の急な加減速や方向転換に
頑健にするために，Particle の速度ベクトルにノイズを加
える．提案手法Ⅱは，提案手法Ⅰの追従フェイズに一部
変更を加えたものである．提案手法Ⅰの追従フェイズで
は，まず各 Particle を状態ベクトルに基づいて移動させて
いた．提案手法Ⅱでは，この移動を行う前に，各 Particle
の速度にノイズを付与する．i 番目の Particle の速度をそ
れぞれ𝑣𝑥
(𝑖)，𝑣𝑦
(𝑖)，𝑣𝑧
(𝑖)とし，それぞれに付与するノイズを
𝑛𝑥
(𝑖)，𝑛𝑦
(𝑖)，𝑛𝑧
(𝑖)とすると，以下のように i 番目の Particle
の速度を変化させる． 
 
𝑣𝑥
(𝑖)
←  𝑣𝑥
(𝑖)
+ 𝑛𝑥
(𝑖)
 
 
𝑣𝑦
(𝑖)
←  𝑣𝑦
(𝑖)
+ 𝑛𝑦
(𝑖)
 
 
𝑣𝑧
(𝑖)
←  𝑣𝑧
(𝑖)
+ 𝑛𝑧
(𝑖)
 
 
𝑛𝑥
(𝑖)，𝑛𝑦
(𝑖)，𝑛𝑧
(𝑖)は平均値を 0 とした正規乱数で与える． 
4.2. 動作実験 
 提案手法Ⅱの性能を評価するために，動作実験を行っ
た．動作実験は提案手法Ⅰで行った状況 11および状況 12
のそれぞれに対して低速条件で行った． 
状況 11では所期の動作を実現することができた．動作
例を図 9に示す．オクルージョン直前では Particle が追従
対象者周辺に集合していることがわかる(図 9A)．また，
この時に追従対象者は加速を行っている．オクルージョ
ン後は各 Particle が状態ベクトルに基づいて移動し，追従
対象者の位置を推定していることがわかる(図 9B)．そし
て，オクルージョン解消後に再び同一人物を追従対象者
として再設定することができ，追従フェイズに移行して
いることがわかる(図 9C)．一方，状況 12では所期の動作
を実現することができなかった．動作例を図 10 に示す．
オクルージョン直前ではParticleが追従対象者周辺に集合
していることがわかる(図 10A)．オクルージョン後は各
Particle が状態ベクトルに基づいて移動していることがわ
かる(図 10B)．また，この時に追従対象者は加速を行って
いる．オクルージョン解消後にも同一人物を追従対象者
として設定することができず，ロストフェイズを長時間
繰り返した後，動作を停止した(図 10C)． 
4.3. 考察 
状況 11の低速条件では所期の動作を実現することがで
きた．これは，提案手法Ⅱでは Particle の状態ベクトルに
ノイズを付与することによって，わずかな時間で追従対
象者の加減速に対応することができたためだと考えられ
る． 
状況 12 の低速条件で所期の動作が実現できなかった
原因を考察する．提案手法Ⅰと提案手法Ⅱのロストフェ
イズ時は，Particle のリサンプリングが行われず，等速直
線運動モデルに基づいて移動のみが行われる．つまり，
ロストフェイズの最中に追従対象者が加減速を行った場
合，Particle はその速度変化を感知することができず，追
従対象者と Particle の位置にずれが生じてしまう．その結
果，オクルージョンが解消した後も，Particle 重心周辺の
探索範囲に追従対象者が存在せず，再設定することがで
きなかったと考えられる．この問題を解消するためには，
ロストフェイズ時にParticle重心周辺の探索範囲を動的に
拡大することが有効であると考えられる．状況 12 のよう
に，長時間追従対象者を再設定することができていない
場合は，Particle 重心周辺から離れた位置に追従対象者が
存在する可能性が高いと考えられる．このことより，ロ
ストフェイズが実行されたフレーム数に基づいて Particle
の重心周辺の探索範囲を拡大していくことによって，追
従対象者とParticleとの位置に生じるずれに対応すること
ができ，追従対象者を再設定することができるようにな
ると考えられる． 
また，実際に追従を行う場面では，追従対象者がより
複雑な加減速を行うことがあると考えらえる．提案手法 
 (A) 
 
 
(B) 
 
 
(C) 
図 9 提案手法Ⅱ 状況 11 動作例 
 
 
(A) 
 
 
(B) 
 
 
(C) 
図 10 提案手法Ⅱ 状況 12 動作例 
 
では Particle の移動に等速直線運動モデルを用いている．
これを加速度運動モデルに変更することで，より複雑な
加減速に対応することができると考えられる． 
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