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１．はじめに
近年，景気分析における実証分析の手法は複雑化している。代表的な
モデル１）としては，Kim／Nelsonモデル（Kim and Nelson（１９９８））の，
マルコフ切替（Markov Switching）モデルを内包する動学的ファクター
（Dynamic Factor）モデルを挙げることができる。このモデルは，景
気指数CI（Composite Index）と景気基準日付，および，景気後退確率
を同時推定するモデルであり，その後の景気分析に大きな影響を与えた。
計量経済学的にKim／Nelsonモデルを捉えると，二つのモデルの混合
型のモデルであると考えることができる。動学的ファクターモデル
（Stock and Watson（１９８９,１９９１））は，複数のマクロ変数が，一つの
共通因子（ファクター）の線形関数になっていると定式化され，計量経
済学的に目に見えない『景気』というものを定義したエポックメイキン
グな研究である。そして，共通因子がマルコフ切替モデル（Hamilton
（１９８９））に従う，すなわち，正の成長率を持つ状態と負の成長率を持つ
状態を確率的に行き来すると定式化される。この研究は，単変量経済変
論 説
ベイズ計量経済学的に景気を捉える
大 鋸 崇
１）その他のモデルについては，フィナンシャルレビュー第５７号「景気循環の局
面判断」特集の小巻（２００１），浅子・加納・和合（２００１），また，その後の発
展としては浅子・福田（２００３），浅子・宮川（近刊）が詳しい。
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数の循環変動における山谷を経験則に基づき決定するNBERのBry＝
Boschan法（Bry and Boschan（１９７１））の計量経済学的な接近と考える
ことができる。これら二つの研究をあわせたものがKim／Nelsonモデル
であるといえる。
ここで，推定方法について考えてみよう。動学的ファクターモデルは，
所謂，線形ガウシアン状態空間モデル２）として定式化される。これより，
カルマンフィルターが適用可能であり，尤度評価が難しくなく，最尤法
で推定可能である。一方，マルコフ切替モデルは，ハミルトンフィル
ターを用いることにより，尤度評価が可能であり，同様に最尤法が適用
できる。それぞれ最尤法が適用できるということは，何らかのプログラ
ミング言語と数値最適化のプロシージャーが利用可能であれば，モデル
を推定し分析を行うことができるということである。
ハイブリッド型のモデルであるKim／Nelsonモデルはどうであろうか。
このモデルは，状態空間モデルであるが，潜在変数である共通因子に離
散の確率変数を内包していることから，正規性および線形性が崩れてし
まう。このことから，カルマンフィルターが適用できない。また，共通
因子は，直接観測できない潜在変数なので，ハミルトンフィルターも適
用できない。すなわち，近似なしには尤度評価が困難で，容易には厳密
な最尤法で推定ができないのである。
一般的に，非線形性や非正規性を内包する状態空間モデルの推定は難
しいとされている。そこで，近年では二通りの方法でこの問題を解決し
ようという試みが行われてきた。一つは非線形フィルタリングの手法で
ある。非線形フィルタリングの研究分野では多くの研究３）がなされてき
ているが，非線形非ガウシアン状態空間モデルのへの適用を考えた場合，
２）詳しくは，Harvey（１９８９）を参照のこと。
３）West and Harrison（１９９７）が詳しい。
ベイズ計量経済学的に景気を捉える
８６ （２５２）
インポータンス・サンプリング４）（Importance sampling）やパーティク
ル・フィルター５）（particle filter）などを使うことが考えられる。これら
を使うことにより，尤度評価が可能となり，シミュレーション最尤法を
行うことができる。
もう一つは，ベイズ統計学に基づくマルコフ連鎖モンテカルロ（Bay-
esian Markov Chain Monte Carlo：MCMC）法である。これは，シミュ
レーション（乱数発生）を用いてパラメーターの分布を繰り返し発生さ
せることによりパラメーターについての推論を行うというものである。
Chib and Greenberg（１９９６）により計量経済学に本格的に応用されるよ
うになった。MCMC法は，モデルの尤度が解析的に求められない場合６）
に有効な計量的手法であり，Kim／Nelsonモデルも，Kim and Nelson
（１９９８）の論文では，MCMC法を用いて推定される。推定方法の詳しい
解説は，Kim and Nelson（１９９９a），渡部（２００２）などでなされている。
Chib and Greenberg（１９９５）以降，MCMC法は，計量経済学のあら
ゆる方向に７）応用されてきた。それは，Kim／Nelsonモデルのように古典
的な最尤法が適応不可能なモデルのパラメーター推定が可能となるとい
うのが第一の理由であるがそれだけではない。ベイズ統計学的推論では，
パラメーターそれ自体が確率変数であると仮定するため，パラメーター
の点推定は，データが与えられた場合のパラメーターの分布８）を積分し
４）状態空間モデルにおけるインポータンスサンプリングについては，Durbin
and Koopman（２００１），また，その和訳である和合・松田（２００４）等を参照の
こと。
５）基本概念はCarpenter, Clifford, and Fearnhead（１９９８），Doucet（１９９８），Liu
and Chen（１９９８）によって同時発生的に与えられ，Pitt and Shephard（１９９９）
のAuxiliary Particle Filterは，サンプリングの効率性を向上させている。
６）尤度評価に多重積分が含まれる場合，例えば確率的ボラティリティー変動モ
デルや多項プロビットモデルなどのパラメーター推定に用いられる方法であ
る。
７）和合（２００５），伊庭他（２００５）を参照のこと。
８）これを事後分布と呼ぶ。
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て，期待値として求められる。一方，古典的最尤法では，尤度を最大化
するようなパラメーターを点推定値とすることから，最適化が必要とな
る。この時，モデルが複雑で非線形性などがある場合，尤度関数の解析
的な最適値が求めることができないことからコンピューターによる数値
最適化が行われることとなる。数値最適化では最大値（global maxi-
mum）なのか極大値（local maximum）を判別することが難しく，う
まく計算できない，所謂，収束しないことも多々ある。他方，ベイズ統
計学的推論では，点推定値は，確率密度関数を積分した期待値であるか
ら，数値最適化におけるような問題は発生しない。
パラメーターの仮説検定や区間推定において必要なパラメーターベク
トルの分散共分散行列９）は，古典的最尤法では，情報行列の逆行列１０）と
して与えられる。これは，クラメール・ラオの下限１１）と呼ばれ，これが
成立するためには，大標本１２）であることとパラメーターベクトルの漸近
正規性が必要である。大標本について言及すると，株価収益率を分析す
るファイナンス計量分野や個票分析を行うミクロ計量分野などのように
標本サイズが十分に大きいと考えられる場合には，クラメール・ラオの
下限が達成されていると考えられるので問題はないであろう。しかし，
マクロ計量分野では，標本サイズ nが大きい場合でも月次データで数百，
年次データでは数十個に限られる場合も多く，大標本とはいいがたい。
いうまでもなく景気分析もこのケースに分類されるであろう。すなわち，
クラメール・ラオの下限に基づく標準誤差では，標準誤差を過小推定し
てしまい，仮説検定の結果に重大な誤りを犯してしまう可能性がある。
９）パラメーターベクトルの分散共分散行列の対角要素の平方根が最尤推定量の
標準誤差となる。
１０）尤度関数のヘッシアン行列に－１をかけたものとして計算される。
１１）畠中（１９９１），Greene（２００３）等を参照のこと。
１２）標本サイズ n→∞。
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また，尤度が評価できないような複雑なモデルや開発されて間もない新
しいモデルでは，漸近正規性も保証されているのか判らない場合がある。
この場合も，標準誤差にバイアスが生じてしまい，仮説検定において間
違いを犯すこととなるであろう。
他方，ベイズ統計学的推論においては，事後分布と呼ばれるデータを
条件としたパラメーターの分布が解析的に，もしくは，シミュレーショ
ンを通じて，明示的に求めることができるので，標本サイズに応じた分
布が求められる。この分布を用いて，推論を行えばよいので，標本サイ
ズによる上記のような問題は発生しない。最尤法で求めたパラメーター
の推定値の非線形関数の標準誤差は，デルタ法などを用いて近似的に計
算されるが，ベイズ統計学的には，期待値同様，何らかの方法で積分を
解けばよいので，近似等を使う必要もない。特に，シミュレーションを
用いた積分を行う場合，サンプリングされた標本を，非線形関数に代入
すれば即，非線形関数の分布が求められるので直感的かつ簡単である。
また，ベイズ統計学は，モデル選択においても明確な基準が存在する。
近年，最尤法では，非入れ子型のモデル選択においては情報量基準１３）に
よるモデル選択が主流となっているが，明確なモデル選択の基準は与え
られない。ベイズ統計学では，ベイズファクターと呼ばれる明確な判断
基準が存在し，その大小でモデル選択を行う。詳しくは，第三節で解説
を行う。
以上では，ベイズ統計学の優位性を述べたが，一方，近年まであまり
実用されてこなかったことには，二つの理由がある。一つは，事前分布
と呼ばれる分析者の主観的な分布に推定結果が左右されるという恣意性
の問題である。これは，近年では無情報事前分布１４）を用いることによっ
て解消され，そのことが，分析者を増やした一因となっている。二つ目
１３）情報量基準もベイズ的な考え方を基としている。
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の理由は，積分の問題である。事後分布を積分することにより，期待値，
すなわち，点推定値を求めるのであるが，パラメーターは通常，ベクト
ルであるので，多重積分が必要となる。また，モデルに潜在変数などが
ある場合も，潜在変数の数だけの多重積分を解かなければならず，解析
解を求めることは至難の技である。また，多重積分の次数が低くても，
その積分自体が解けないケースも多々あり，問題となっていた。しかし，
近年のコンピューターの発展により，従来ではスーパーコンピューター
で計算していたようなシミュレーションを用いた数値積分法１５）が，家庭
用のPCで実行できるようになったことが大いに貢献している。
以上のように，近年のMCMC法を含むベイズ統計学の発展において，
その利便性が見直されている。そこで，本稿では，ベイズ統計学の基礎
概念から，景気分析においてMCMC法を用いて何ができるのか，また，
近年どのように応用研究が行われているのかを概観することとする。
本稿は以下のような構成となっている。以下，第二節では，ベイズ統
計学とシミュレーションを用いたベイズ統計学的推論について概観する。
第三節では，MCMC法について概観する。第四節では，近年の景気分
析におけるMCMC法の利用について概観する。最後に第五節で結論と
今後の展望を述べる。
２．ベイズ統計学とモンテカルロ積分
本節では，MCMC法の基礎となるベイズ統計学とその推論について
の手法を概観する。前節でも述べたが，推論においてベイズ統計学では
積分を用いる。積分を解析的に解ければよいが，そうでない場合，シ
１４）分析者がパラメーターの分布に対して，事前情報を持たないと仮定するよう
な事前分布。Jeffreys（１９６１）が最も一般的であるが，事前分布の分散を大き
くすることによっても表現できる。
１５）コンピューター集約的な方法という。
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ミュレーション（乱数発生）を行い解いていくこととなる。その際に用
いられるのがモンテカルロ積分であり，その解説も本節で行う。
２．１ ベイズ推論
ベイズ統計学では，古典的な計量経済学的手法と異なり，パラメー
ター集合θが，ある確率分布に従うと仮定する。yをデータ，π（・）を確
率密度関数を表すとすると，ベイズの定理に基づき，事後分布は以下の
ように表される。
π（θ｜y）＝ π（
y｜θ）π（θ）
∫π（y｜θ）π（θ）dθ，
∝π（y｜θ）π（θ）， 
ここで，π（θ）は，事前分布を表し，分析者のパラメーターに関する主
観的な情報を表す確率分布１６）である。また，π（y｜θ）は，パラメーター
所与の下でのデータの同時分布を表しており，尤度である。右辺の分母
は基準化定数である。この定式化からわかるように，左辺の事後分布
π（θ｜y）は，分析者の事前情報がデータを通じて更新されたものである
といえる。このようにして，求められた事後分布についての推論１７）を行
う統計的手法がベイズ統計学である。
パラメーターの推定値（期待値）は，
E［θ｜y］＝∫θπ（θ｜y）dθ， 
という積分を解けば求められることになる。対して，最尤法による推定
値は，尤度の最頻値（モード）をニュートン法などの数値最適化法を用
いて求めている。数値最適化法は，多峰型の目的関数を取り扱う場合，
大域的な最大値が保証されず，初期値に依存し局大値を選択してしまう
１６）近年では，恣意性の排除のため，無情報事前分布や分散の大きな事前分布を
用いることが多い。
１７）事後分析という。
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可能性がある。これに対し，積分による期待値の算出では目的関数の表
面形状に依存せず安定的な推定値を得ることが可能となる。これが，ベ
イズ統計学的な手法の利点である。また，任意の可積分関数 f（・）につ
いて，以下のことが言える。
E［ f（θ）｜y］＝∫f（θ）π（θ｜y）dθ. 
以上のように，パラメーター推定する際に積分が必要となるが，この
積分は解析的に解けるものばかりではない。そこで，必要な数値積分法
の一つがモンテカルロ積分である。
２．２ モンテカルロ積分
ここで，事後分布π（θ｜y）は，多変量正規分布などの乱数発生の方法
が良く知られた分布であるとする。関数 f（θ）の期待値 E［ f（θ）｜y］を推
定する場合，モンテカルロ積分は，以下のような手順で行われる。
 パラメーターの事後分布π（θ｜y）からG個の乱数標本を発生させ，
｛θ（１），…，θ（G）｝とする。
 このサンプリングされた標本を用いて，
f＾ G＝G－１
G
Σ
g＝１
f（θ（g））. 
を計算し，推定値とする。
 ある一定の条件１８）を満たせば，G→∞の時， f＾ G→E［ f（θ）｜y］が成
立する。
すなわち，パラメーターの推定値は以下のように与えられる。
θ＾＝G－１
G
Σ
g＝１
θ（g）. 
また，このとき得られた標本｛θ（１），…θ（G）｝の各要素について度数分布
１８）Roberts and Smith（１９９４），Tierny（１９９４）等を参照のこと。
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表を書くことができる。この性質を用いて区間推定が可能となる。これ
は，ベイズ統計学の場合，信用区間１９）（credible interval）と呼ばれ，標
本の順序統計量を用いて，９５％信用区間なら，［２．５％点，９７．５％点］と
すればよく，これを基に推論を行えばよい。より一般的に， f＾ Gの信用
区間も｛ f（θ）（１）），…，f（θ（G））｝を用いることにより同様な手順で求めるこ
とができる。以上のように，もし，事後分布π（θ｜y）が乱数発生の方法
が良く知られた分布であるならば，最尤法のような最適化の手順を踏ま
ずにパラメーター推定ができることがわかるであろう。また，最尤法で
は通常，f（θ＾）を推定しているため，仮説検定にデルタ法などの近似の
必要性が出てくるが，ベイズ統計学では，直接 f（θ）の分布が標本
｛f（θ（１）），…，f（θ（G））｝として利用可能となることから，近似の必要はな
いことがわかる。
以上では，事後分布からの乱数発生が容易な場合について解説を行っ
た。しかし，導出した事後分布が必ずしもよく知られた密度関数の形を
しているとは限らない。そのような場合，二通りの対処方法が考えられ
る。一つは，様々な工夫によって事後分布を作り上げることによってな
される。この方法で代表的な方法２０）が逆関数法と受容棄却法である。も
う一つが，サンプリングを繰り返す際にマルコフ連鎖を用い，一回前の
標本に依存させてサンプリングすることで，事後分布に収束させるマル
コフ連鎖モンテカルロ法である。
３．マルコフ連鎖モンテカルロ法
前節では，モンテカルロ積分，すなわち，サンプリングが独立試行で
１９）古典的な計量経済学の場合，信頼区間（confidential interval）という言葉が
用いられる。
２０）逆関数法については中妻（２００３），伏見（１９８９）等を参照のこと。その他の方
法については大森（２００１）参照。
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行われる場合２１）について解説を行った。本節では，よく知られた分布か
らのサンプリングをマルコフ連鎖に基づき行うことで，良く知られてい
ない同時確率密度分布へと収束させることのできるマルコフ連鎖モンテ
カルロ法２２）の解説を行う。
３．１ ギブス・サンプリング法
ギブス・サンプリング（Gibbs Sampling）法は，前にサンプリングさ
れた値に依存しサンプリングを行うマルコフ連鎖を用いたモンテカルロ
法（MCMC法）である。この方法は，パラメーター集合θがM個のブ
ロック｛θ１，θ２，…，θM｝に分けられるとき，同時事後確率密度π（θ｜y）か
らθを発生させることは困難だが，それぞれの条件付事後分布２３）
π（θm｜θ１，…，θm－１，θm＋１，…，θM，y），f or m＝１，２，…，Mはよく知られた分
布２４）となっており，θmが簡単に発生させることができる場合に有効な方
法である。具体的には，サンプリングは以下のように行われる。Ｇ個の
標本がほしいとすると，
（０） θに適当な初期値θ（０）を与える。
（１―１） π（θ１｜θ（０）２ ，…，θ（０）M ，y）からθ１を発生させ，θ（１）１ とする。
（１―２） π（θ２｜θ（１）１ ，θ（０）３ ，…，θ（０）M ，y）からθ２を発生させ，θ（１）２ とする。
…
（１―ｍ） π（θm｜θ（１）１ ，…，θ（１）m－１，θ（０）m＋１，…，θ（０）M ，y）からθmを発生させ，
θ（１）m とする。
２１）独立連鎖という。
２２）入門書としては，Gemerman and Lopes（２００６），Dagpunar（２００７）などを参
照のこと。
２３）Full Conditional Distributionという。
２４）部分的に良く知られた分布ではなくなる場合もあり，その場合は受容棄却法
やメトロポリス法などの乱数発生のアルゴリズムをギブスサンプリングの中
に取り入れたハイブリッド型のアルゴリズムを考えればよい。
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…（１―Ｍ） π（θM｜θ（１）１ ，…，θ（１）M－１，y）からθMを発生させ，θ（１）M とする。
（２―１） π（θ１｜θ（１）２ ，…，θ（１）M ，y）からθ１を発生させ，θ（２）１ とする。
…
（Ｇ―Ｍ） π（θM｜θ（G）１ ，…，θ（G）M－１，y）からθMを発生させ，θ（G）M とする。
このように繰り返し条件付分布からサンプリングすることにより標本
｛θ（１），…，θ（G）｝が得られる。G→∞の時，この標本は同時事後密度関数
π（θ｜y）から発生された標本と同等となることが知られている。実際に
は，同時事後密度関数π（θ｜y）に分布収束するまでの標本は削除し，残
りのサンプルを使用することとなる。すなわち，｛θ１，θ２，…，θM｝を一通
りサンプリングするのをサンプリング一回と数えるとし，Ｇ個の標本を
得るためには，分布収束するまでの期間２５）としてｂ回必要だとすると，
全部でＧ＋ｂ回のサンプリングを行い，最初のｂ回分の標本を捨て，残
りのＧ個の標本を用いて事後分析を行うことになる。このようにして，
ギブス・サンプリングは行われる。
３．２ データ拡大法
本稿は，景気におけるMCMC法の利用を主眼においているので，こ
こで，予測および欠損値を含む潜在変数の取り扱いについて言及する。
もちろん，景気動向指数や景気基準日付は内閣府によって公表され，広
く一般で使用されているが，基本的には目に見えない観測できない変数
である。また，Mariano and Murasawa（２００３）のように２６），景気指標
として月次GDPを取り上げ，四半期データから月次データを推定する
場合など，月次GDPはもちろん計測されておらず２７），潜在変数であると
２５）Burn-in（バーンイン）期間という。
２６）この研究は，古典的な計量経済学的アプローチで分析がなされている。
２７）日本経済研究センターなどの民間シンクタンクでは推計が行われている。
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考えられるだろう。
ベイズ統計学では，観測できない潜在変数２８）はパラメーターと同等の
扱いをし，確率変数だと考える。これをデータ拡大法２９）と呼ぶ。与えら
れたデータをy，モデルのパラメーターベクトルをθ，潜在変数をxとす
る。もちろん最終的に必要なのは事後分布π（θ｜y）から発生させられた
標本｛θ（１），…θ（G）｝であるが，潜在変数xが介在するために，
π（θ｜y）＝∫π（θ，x｜y）dx, 
を考える必要がある。しかし，ここで，π（θ，x｜y）からの乱数発生が可
能だとすると，π（θ｜y）は，π（θ，x｜y）の周辺分布であるので，
π（θ，x｜y）から発生させられた標本は，π（θ｜y）から発生させられた標
本と同等となる。ここで，ギブス・サンプリングを応用すると，
π（θ，x｜y）からの乱数発生は，以下のようなアルゴリズムで可能となる。
（０） θに適当な初期値θ（０）を与える。
（１―１） π（x｜θ（０），y）から，x（１）を発生させる。
（１―２） π（θ｜x（１），y）から，θ（１）を発生させる。
…
（ｇ―１） π（x｜θ（g－１），y）から，x（g）を発生させる。
（ｇ―２） π（θ｜x（g），y）から，θ（g）を発生させる。
これをｇ＝ＧとなるまでＧ回繰り返すことにより，Ｇ個の標本
｛θ（１），…，θ（G）｝が得られる。分布収束のためのバーンイン期間が必要で
あり，実際にはｇ＝Ｇ＋ｂ回までサンプリングを行わなければならない。
もちろん，潜在変数について得られた標本｛x（１），…，x（G）｝も重要である。
例えば，xが予測値であれば，単に標本平均を計算することで最適予測
を推定することになり，また，順位統計量を調べれば，９５％信用区間を
２８）予測値，欠損値，状態空間モデルやマルコフ切替モデルの潜在変数など。
２９）Tanner and Wong（１９８４）参照。
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考えることが可能である。動学的ファクターモデルであれば，潜在変数
の標本平均がCIの推定値となる。また，その９５％信用区間を考えるこ
とも順位統計量を考えればよいので容易である。マルコフ切替モデルに
おいては，潜在変数が離散的な確率変数３０）となっており，景気拡大期で
あれば１，後退期であれば０となるようなxを考え，サンプリングを行
うが，以下のような式で景気後退確率ptが推定できる。
pt＝
１
G
G
Σ
g＝１
１（xt＝０）， 
ここで，xtは，xのt期の要素を示し，１（・）はインデックス関数であり，
括弧内の事象が正しければ１，そうでなければ０となるような関数であ
る。通常，この確率が０．５を超えるかどうかを調べることにより景気の
局面や山谷は決定される。このように，サンプリングされた標本は，工
夫次第で様々な用途に応用可能である。
３．３ 収束について
ここでは，MCMCにおけるサンプリングの目的となる事後分布への
収束について言及する。収束に関して詳しくは，Robert and Casella
（１９９９），Mengersen, Robert and Guihenneuc-Jouyaux（１９９９）等を参照
のこと。
ベイズ統計学における目的は，あくまで，式の積分を解くことにあ
る。解析的に解けない場合，独立連鎖のモンテカルロ積分を用いて数値
的に解けばよいことは前述した。独立連鎖の場合，ある回にサンプリン
グされた乱数θ（g－１）と，次の回にサンプリングした乱数θ（g）との間に相
関（自己相関）はない。一方，MCMC法では，マルコフの推移確率に
従ってサンプリングが行われているわけであるので，乱数間に自己相
３０）基本的な考え方はAlbert and Chib（１９９３）参照のこと。
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関３１）を持つ。ここで，自己相関が高ければ高いほど，事後分布への収束
が遅いことが知られている。すなわち，MCMC法は，独立連鎖に近い
方が効率性３２）が高いとされる。例えば，パラメーターをギブス・サンプ
リングする場合を考えると，サンプリングブロックをなるべく少なくし
たほうが良いということである。その理由は，サンプリングブロック内
では，それぞれのパラメーターは，独立にサンプリングされているから
である。特に，マルコフ切替モデル３３）や状態空間モデル３４）などでは，潜
在変数の数が標本サイズ以上になる場合が多く，それらをいかに効率的
に少ないサンプリングブロックでサンプリングのアルゴリズムを組むか
は工夫が必要である。
３．４ モデル選択
ベイズ統計学を用いて計量モデルを分析するにあたり有用な点として
は，モデル選択にあると前述した。ベイズ統計学におけるモデル選択手
法は，古典的な尤度比に基づくものと異なり，比較するモデルが非入れ
子型（non-nested）でもかまわない点が特筆すべきところである。
ここで，Ｋ個の候補となるモデルがあると考え，それぞれを｛M１，M２，
…，Mk｝とする。ここで，モデルがMkであったとすると，周辺尤度３５）は
以下のように与えられる。
π（y｜Mk）＝∫π（y｜θk，Mk）π（θk｜Mk）dθk. 
３１）パラメ－ターの推定値θ＾の標準誤差を推定する際には注意が必要である。通
常，Parzen Windowなどを用いてこれに対処している。
３２）効率性を測る方法が，非効率性因子であり，Geweke（１９９２）および大森（２００５
a）参照。
３３）ハミルトンフィルターとCarter and Kohn（１９９４）の組み合わせで，各期の景
気の状態（拡大期，後退期）を表す潜在変数は，標本期間一括してサンプリ
ングができる。
３４）Durbin and Koopman（２００２）のシミュレーション・スムーザーを用いること
によって，潜在変数は標本期間を一括してサンプリングできる。
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ここで，yは観測値，θkはモデルMkにおけるパラメーター集合，
π（y｜θk，Mk）はモデルMkにおけるyの確率密度関数，π（θk｜Mk）は同様に
モデルMkにおけるパラメーターの事前分布である。ベイズ統計学にお
けるモデル選択は事後オッズ比により測られる。事後オッズ比は以下の
ように与えられる。
π（Mk｜y）
π（Ml｜y）
＝
π（y｜Mk）
π（y｜Ml）
×
π（Mk）
π（Ml）
	
π（Mk）は，それぞれのモデルに関する事前分布を表している。また，
右辺第一項はベイズファクターと呼ばれ，周辺尤度の比として与えられ
る。通常，事前分布は分析者がどのモデルがよいかという情報をもって
いないとするので，モデルごとに同一な分布を仮定すると，事後オッズ
比はベイズファクターと一致しする。これにより，周辺尤度のモデル毎
に計算し，その値が高いモデルを採択すればよいことになる。マルコフ
連鎖モンテカルロ法へのベイズファクターの適用に関してはChib
（１９９５），大森（２００１）などを参照のこと。
４．景気分析におけるベイズ統計学の利用
本節では，近年の景気の計量分析の流れを概観する。Chib and
Greenberg（１９９６）によってベイズ統計学的マルコフ連鎖モンテカルロ
法が計量経済学に導入された後，数多くのベイズ統計学に基づく計量分
析が行われてきており，それは，景気分析にも波及した。それを代表す
３５）これは，分析に用いる事後分布式の分母の基準化定数にあたる。Jeffreysの
無情報事前分布を設定すると，分母の積分が解けなくなり基準化定数が評価
できなくなるので，モデル選択を行う場合のパラメーターの事前分布は，無
情報事前分布を用いることができない。このような場合，何らかの事前分布
を設定した上で，事前分布の分散を十分に大きく設定することで『無情報』
を表現することが多い。ただし，パラメーター推定を行うのみであれば，無
情報事前分布でもかまわない。
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るのが，Kim／Nelsonモデルである。しかし，依然として従来から用い
られている最尤法などの分析のも多い。本節では包括的なレビューが行
われている文献を紹介した後，近年のベイズ統計学の応用を中心とした
日本の景気研究について言及する。
海外における景気分析で包括的なものとして，２００１年のInternational
Journal of Forecasting（Volume１７, Issue３）において，特集号が組ま
れており，景気の計量分析を概観する上では便利である。日本では，
２００１年のフィナンシャルレビュー第５７号（財務省財務総合政策研究所）
では，浅子和美一橋大学経済研究所教授責任編集による「景気循環の局
面判断」特集が組まれており詳しい。また，２００２年には，内閣府による
新たな景気指数の試作に関する調査研究報告書が作成されており，
Kim／Nelson型景気指数の研究が，東京大学経済学部の福田慎一教授，
一橋大学経済研究所の渡部敏明教授，および，日本経済新聞社によって
行われている。浅子・福田（２００３），浅子・宮川（近刊）では，包括的
な景気分析が行われており，景気研究，計量分析双方の大きな助けとな
るであろう。
日本におけるKim／Nelsonモデルの応用研究として代表的なものは，
Watanabe（２００３）が挙げられよう。Watanabe（２００３）は，Kim／Nelson
モデルを日本の一致系列の相関性向の異なる３種類の４系列グループに
ついて推定を行い詳細な分析を行っている。また，比較対象として動学
的ファクターモデルも推定を行っている。それらのモデルに対し，事後
オッズ比を用いてモデル選択を行い，CIおよび景気基準日付を決定す
るための好ましいモデルおよびデータ系列を選択している。その結果に
よると，モデルはKim／Nelsonモデルが選択され，一致系列として採用
すべき系列は，それぞれの相関が高い系列を選択するよう勧めている。
また，酒井（２００６）は，動学的ファクターモデルとKim／Nelsonモデル
を一致４系列と先行４系列に適用し，先行指数における偽シグナルの危
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険性を指摘している。
マルコフ切替モデルを応用した景気の研究としては以下のようなもの
が挙げられる。マルコフ切替モデルは，Kim／Nelsonモデルのように，
循環的な変動を捉えるばかりではなく，構造変化の分析にも数多く用い
られている。景気循環の構造変化の分析においての研究としては，Kim
and Nelson（１９９９b）, McConnell and Prez-Quiros（２０００）, Blanchard
and Simon（２００１）, Stock and Watson（２００２）, Kim, Nelson, and Piger
（２００４）などがあり，アメリカにおける景気変動の構造変化の分析を行っ
ている。これらの研究では，米国において１９８０年代に景気変動の安定性
が高まった原因を探ろうとしているが，統一的な見解は示されていない。
また，Artis, Krolzig, and Toro（２００４）では，ヨーロッパ諸国について
も同様な研究が行われており，推定結果からも，米国同様，安定化して
きているとの分析がなされている。
渡部・飯星（２００７）では，日本における景気循環の構造変化の分析を
同様に行っている。これは，マルコフ切替AR（Auto-regressive）モデ
ルを用いたベイズ分析を行っている。この研究では，構造変化点を一つ
に限定せず，Chib（１９９８）に従い，事後オッズ比で変化点の個数まで推
定し，結果として２時点（オイルショック後とバブル崩壊）で構造変化
が観測されたと結論付けている。変動特性の変化は欧米とは対照的で，
近年循環の振幅は大きくなり，短期的変動のボラティリティーも大きく
なった。また，構造変化点を考慮しないと景気の転換点の推定が正確に
できないことも指摘している。また，渡部・内山（２００４）では，最尤法
を用いて同様の分析を行っている。内山（２００２）ではアメリカの，また，
内山（２００３）では日本の一致４系列に対してVAR（Vector Auto-regres-
sive）モデルにマルコフ切替モデルを組み込むことによって，景気の山
谷の時点の推定を行っている。推定方法は，EMアルゴリズムを用いて
いる。通常，マルコフ切替モデルは単変量のデータに適用する例が多い
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が，これらの研究では，多変量データに適用することによって，ある系
列にスパイク（異常値）などが存在しても，その影響に引きずられるこ
となく頑健な推定結果が得られると説明されている。
Oga and Oya（２００６）では，CIは観測できない景気循環に誤差を含ん
で観測されるものであると考え，マルコフ切替モデルを潜在変数とする
状態空間モデルを提案し，従来のHamilton型マルコフ切替モデルとの
比較分析を行っている。推定結果から，従来型のモデルよりも，観測誤
差を考慮したモデルがベイズ的モデル選択を行った場合，データへの適
合性が高いことが示されている。また，内閣府の景気基準日付との比較
分析を行っている。その結果，バブル崩壊後の一時期のみ，景気の山谷
の決定に特徴的なずれが見出され，景気基準日付の決定に政策的な配慮
があったことが伺える結果が示されている。
日本の景気の継続時間についての分析では大森（２００５b）が挙げられ
る。大森（２００５b）は，生存時間解析の観点から景気の継続時間に関す
る研究を行っている。生存時間解析の分野でもモデルが複雑化すると最
尤法での推定が困難である。そのような中，マルコフ連鎖モンテカルロ
法を用いたベイズ統計学の枠組みの中でDIの分析を行っている。また，
複数のモデルから事後オッズ比を用いたモデル選択を行っている。また，
推定結果から，景気の継続時間は通常のマルコフ切替モデルで定式化さ
れるように一定ではないことを指摘している。
大屋（２００６）では，統計的サーベイランスのアプローチを基にベイズ
統計学的な景気の転換点の検出問題の研究を行っており特徴的である。
この研究では，既存のモデルに補完的にこのモデルを用いることにより，
景気の局面の判断をより正確にできるとしている。
景気分析では近年，地域別景気指標が注目を集め，Review of Eco-
nomics and Statisticsの２００５年８７号，vol.４では，地域別景気指標の特集
号が組まれている。その中で，Crone and Clayton-Matthews（２００５）
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は，米国の５０州についての動学的ファクターモデルの推定結果を示し，
分析を行っている。また，Owyang, Piger, and Wall（２００５）では，マ
ルコフ切替モデルによる各州の景気の局面についての分析を行っている。
この，分析では，Crone（２００２）による，各州のCIをデータとして利用
している。同様に，Crone（２００５）では，各州の景気循環の特性に注目
し，グループ分けを試みている。
日本の地域別景気指標の分析はまだ少ない。奥村・谷崎（２００４）では，
県別のIIP（鉱工業生産指数）を地方ごとにまとめ，マルコフ切替ARモ
デルを適用し分析を行っている。推定結果から，平均的な全国の景気と
景気動向が異なる地域が存在し，また，地方の景気は，平均的な景気と
相関が高いタイプと，比較的常に景気が良いタイプ，不況に好況が混在
するタイプの３タイプに分類することができるとしている。Wall
（２００６）では，日本の県別IIPをマルコフ切替モデルに適用し，各県別の
景気の局面の推定を行い全国の景気局面との比較を行っている。一方，
Hayashida and Hewings（２００７）では，IIPを使用するのではなく，日
本の地域別のCIを動学的ファクターモデルで推定した後，そのCIに関
してマルコフ切替モデルを当てはめるという手法で，地域的な景気指標
の作成を行っている。
和合・各務（２００５）では，空間計量経済学（Spatial Econometrics）
を応用した空間パネルプロビットモデル（Kakamu and Wago（２００５））
を用いて，地域間の景気の相互作用についてベイズ統計学に基づいた分
析している。結果として，地域の景気には空間的な正の相互作用，すな
わち，景気の良い県が近隣の景気を牽引する効果があることが示されて
おり興味深い。
５．結論と今後の展望
以上本稿では，近年，景気の計量分析分野で注目されているベイズ統
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計学的手法，マルコフ連鎖モンテカルロ法の解説と，近年の研究動向に
ついてまとめた。特に，景気循環や景気の局面などといった目に見えな
い変数をモデル化し推定するという方面で，マルコフ連鎖モンテカルロ
法が有用な手法であることが知られるようになり，多くの研究がなされ
ている。しかし，変数を増やすということは，必要以上のモデルの複雑
さを生み，推定効率の悪化を引き起こす原因にもなりかねないので，注
意が必要である。実際に，近年の研究でも最尤法の利用は依然として多
く，分析対象となるモデルの尤度評価などにおいて問題がある場合等の
補完的な意味合いでマルコフ連鎖モンテカルロ法が利用されるケースが
多い。
従来からなされているNBER流の景気指標作成にかかる時間的な問題
が大きく，景気の山谷の判断には，その山もしくは谷を経過後，約一年
の期間が必要とされる。そのような中，計量経済学的な景気分析への要
求は，標本内における景気基準日付などのもっともらしさだけではなく，
近い未来に景気はどうなるのかという予測における速報性であると考え
る。しかし，日本におけるそのような研究はほとんどない。また，景気
の拡大期と後退期の変動特性の違いや，各循環における変動特性を取り
入れるような分析も，海外においては盛んにされているが，日本におい
てはまだ少数であり，今後の研究が望まれるところであろう。また，地
域別の景気分析もまだ始まったばかりであり，空間計量経済学を応用し
た分析が望まれる。
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Summary
Capturing Business Cycles from a Bayesian Viewpoint
Takashi OGA
This paper is a survey of empirical studies analyzing business cy-
cles from the perspective of Bayesian econometrics. Kim and Nelson
（１９９８）use a hybrid model; Dynamic factor model of Stock and Wat-
son（１９８９）and Markov switching model of Hamilton（１９８９）. From
the point of view, it is more important dealing with non-linear and
non-Gaussian econometric models, recently. Although the classical
econometric approaches have difficulty in these models, the Bayesian’s
do easily. The fact leads heavy usage of Bayesian methods in estimat-
ing business cycles.
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