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We present a method for solving the stochastic projected Gross-Pitaevskii equation (SPGPE) for a three-
dimensional Bose gas in a harmonic-oscillator trapping potential. The SPGPE contains the challenge of both
accurately evolving all modes in the low energy classical region of the system, and evaluating terms from
the number-conserving scattering reservoir process. We give an accurate and efficient procedure for evaluat-
ing the scattering terms using a Hermite-polynomial based spectral-Galerkin representation, which allows us
to precisely implement the low energy mode restriction. Stochastic integration is performed using the weak
semi-implicit Euler method. We extensively characterize the accuracy of our method, finding a faster than ex-
pected rate of stochastic convergence. Physical consistency of the algorithm is demonstrated by considering
thermalization of initially random states.
PACS numbers: 05.10.-a, 03.75.-b, 02.60.Cb, 02.70.-c
I. BACKGROUND
A. Introduction
Providing a quantitative description of non-equilibrium dy-
namics of Bose-Einstein condensates (BECs) at finite temper-
ature is an ongoing challenge [1, 2]. Classical field meth-
ods have been a popular tool to describe finite temperature
BECs, utilizing the tractability of the Gross-Pitaevskii equa-
tion (GPE) to simulate the dynamics of many highly occu-
pied modes of the system [3, 4]. These highly occupied co-
herent modes are treated with a classical field approximation,
enabling the dynamics of these modes to be treated nonper-
turbatively. These methods have been used to treat of both
equilibrium and non-equilibrium systems in a range of finite
temperature systems [4–15].
Introducing coupling between the coherent region and the
remaining incoherent reservoir results in a stochastic GPE,
which includes damping and noise terms from the reservoir
interaction. Such a description has been derived microscop-
ically [16–19], allowing for these methods to provide an ab
initio description of non-equilibrium dynamics. There are
now numerous examples in the literature of the application
of stochastic GPEs to a range of systems, including vortex de-
cay [20–22], soliton decay [23, 24], defect formation across
phase transitions [25–29], spinor condensates [30–33], polari-
ton condensates [34], equilibrium properties [35], and low di-
mensional systems [36–45].
Currently, most applications of stochastic GPEs have only
included growth processes, where collisions between two in-
coherent region atoms lead to a change in population of the
coherent region. The damping term that arises from this pro-
cess is similar to that of the damped GPE [46–50], and is rela-
tively simple to implement numerically. In the stochastic pro-
jected GPE (SPGPE) of Gardiner et al. there are scattering
reservoir processes, where a collision between coherent and
incoherent atoms results in energy change with no popula-
tion transfer. These scattering terms have been recently im-
plemented in Ref. [51], showing a dominant effect on highly
non-equilibirum dynamics.
In this paper, we present a numerical method for evolving
the SPGPE, including the scattering terms. Numerically solv-
ing the SPGPE involves two major technical challenges: (i)
All moderately occupied coherent modes play an important
role in finite temperature non-equilibrium dynamics. Thus all
modes beneath a well-chosen cutoff must be propagated ac-
curately. (ii) The deterministic term arising from the reser-
voir interaction is non-local, while the noise is multiplicative
and spatially correlated. Thus accurately and efficiently im-
plementing the scattering terms is a challenge. Previous work
has shown how a spectral approach [52, 53] can be used within
the PGPE formalism to precisely implement the energy cut-
off, and provide a means for accurate evolution of all low en-
ergy coherent modes for a Bose gas with both contact [54] and
dipolar interactions [55]. In this work we extend these meth-
ods for the PGPE, providing a numerical method for evolving
the full SPGPE that evaluates the scattering terms, while still
propagating all coherent modes accurately. We thus give a
complete spectral-Galerkin method for the SPGPE.
This paper is organized as follows: In the rest of this sec-
tion we briefly review the SPGPE formalism. In Sec. II we
outline our spectral approach, and outline the equations for
the mode amplitudes we need to evaluate to solve the SPGPE.
In Sec. III we present our algorithm for evaluating the scat-
tering terms using a Gauss-Hermite quadrature approach. In
Sec. IV we characterize the accuracy of our approach, with re-
sults demonstrating the convergence with quadrature grid size
and evolution time step size. We present an example of the us-
age of the SPGPE, showing the evolution of a random initial
state to equilibrium.
B. SPGPE theory
We briefly outline the key formalism of the SPGPE rele-
vant to our work (see Refs. [1, 16, 17, 51] for full details).
Here we consider a system of bosons confined in a three-
dimensional trapping potential, described by the dimension-
less single-particle Hamiltonian
Hsp = H0 + δV (r, t), (1)
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2where r = (x, y, z), and
H0 = −1
2
∇2 + 1
2
3∑
j=1
λ2jx
2
j , (2)
is the dominant contribution to the single particle Hamiltonian
and defines our c-field basis, any time dependent perturbation
potential is included in δV (r, t), and λj = ωj/ω0 is the rela-
tive trap frequency in each direction j = {x, y, z}. Note that
we work in dimensionless units throughout this paper, using
harmonic oscillator units of length x0 =
√
~/mω0, energy
E0 = ~ω0, and time t0 = 1/ω0, where m is the particle mass,
and ω0 is a chosen reference frequency.
In our c-field approach we divide the modes of our system
into two subspaces according to their occupation, which we
refer to as the coherent (C) and incoherent (I) regions [6]. The
low energy C region contains highly occupied modes, which
are dominated by classical fluctuations. In this case, we may
use a classical field approximation to treat these highly oc-
cupied modes [1]. The remaining I region contains sparsely
occupied modes, and plays the role of a thermal reservoir.
The SPGPE is a stochastic equation of motion for the C-field,
which accounts for the reservoir interactions from the I re-
gion. Treating the I region semi-classically and assuming spa-
tially constant reservoir interaction rates [25, 51], the evolu-
tion equation is given in Stratonovich (S) form by [51]
(S)dψ(r, t) = dψ
∣∣∣
H
+ dψ
∣∣∣
γ
+ (S)dψ
∣∣∣
ε
, (3)
with
dψ
∣∣∣
H
= P {−iLψdt} , (4)
dψ
∣∣∣
γ
= P {γ(µ− L)ψdt+ dWγ(r, t)} , (5)
(S)dψ
∣∣∣
ε
= P {−iVε(r, t)ψdt+ iψdWε(r, t)} , (6)
where the evolution of the c-field is formally restricted to the
C region by the projector operator
Pf(r) ≡
∑
n∈C
φn(r)
∫
d3r′φ∗n(r
′)f(r′), (7)
where φn(r) are eigenstates of the single-particle Hamilto-
nian satisfying H0φn = nφn, and the summation includes
all modes the C region defined as
C = {n : n ≤ cut} , (8)
where cut is the single-particle energy cutoff defining the
C region.
The first term of the SPGPE (4) describes the Hamiltonian
evolution, where
Lψ ≡ (Hsp + CNL|ψ|2)ψ, (9)
is the Hamiltonian evolution operator for the C region, where
the dimensionless nonlinearity constant is CNL = 4pia/x0,
where a is the s-wave scattering length. On its own Eq. (4) is
the PGPE, a nonlinear Schro¨ndiger equation for the C-field as
an isolated microcanonical system [1].
The remaining terms in the SPGPE account for distinct
reservoir interactions.
1. Growth reservoir interaction
Eq. (5) describes the growth reservoir interaction, where
two I-region atoms collide leading to population growth of
the C-region. The rate of this process is set by γ [25], and the
Gaussian complex noise has the non-vanishing correlation
〈dW ∗γ (r, t)dWγ(r′, t)〉 = 2γTδC(r, r′)dt, (10)
where
δC(r, r
′) =
∑
n∈C
φn(r)φ
∗
n(r
′), (11)
is a delta function in the C region.
2. Scattering reservoir interaction
Eq. (6) describes the number conserving scattering reser-
voir interaction where energy and momentum are transferred
between the C and I regions, without population transfer. This
process is described by the effective potential
Vε(r, t) = −M
∫
d3k
eik·r
(2pi)3/2
ikˆ ·
∫
d3r′
eik·r
′
(2pi)3/2
j(r′, t),
(12)
where kˆ = k/|k|, the C-field current is
j(r, t) =
i
2
(ψ∇ψ∗ − ψ∗∇ψ) , (13)
and
M = 16pia
2
x20
1
eβ(cut−µ) − 1 . (14)
The real scattering noise dWε has the non-zero correlation
〈dWε(k, t)dWε(k′, t)〉 = 2MT|k| δC(k,−k
′)dt, (15)
where the correlation is anti-diagonal in k-space so can be
easily sampled numerically [see Sec. III D].
3. Scattering SPGPE
By neglecting the growth terms in the SPGPE (3), we arrive
at the scattering SPGPE
(S)dψ = dψ
∣∣∣
H
+ (S)dψ
∣∣∣
ε
(16)
= −iP {(L+ Vε(r, t))ψdt− ψdWε(r, t)} . (17)
In this work we are concerned with developing a method for
evaluating the terms involved with the scattering processes.
Since including the growth terms is a relatively simple exten-
sion of the PGPE algorithm [25], we will consider only the
scattering SPGPE only from here onwards.
3II. FORMAL ALGORITHM
A. Spectral representation
We use the single-particle eigenstates as our spectral basis,
so we write the c-field as
ψ(r, t) =
∑
n∈C
cn(t)φn(r), (18)
where cn are time dependent complex amplitudes and n rep-
resents all quantum numbers required to specify a single-
particle state. This choice is convenient because it allows us to
efficiently implement the projection by restricting the spectral
modes [as indicated in Eq. (18)] to the set indicated in Eq. (8)
defining the C region.
B. Mode evolution
1. Spectral-Galerkin formulation
We exploit that H0 is diagonal in the spectral basis and
use a Galerkin approach [52], where we project the scattering
SPGPE (16) onto the spectral basis. This leads to a system of
equations for the evolution of the amplitudes, i.e.
(S) dcn = −i[ncn +Gn + Sn]dt+ dBn, (19)
where
Gn ≡ C
∫
d3rφ∗n(r) |ψ(r, t)|2ψ(r, t), (20)
Sn ≡
∫
d3rφ∗n(r)Vε(r, t)ψ(r, t), (21)
dBn ≡ −i
∫
d3r
{
φ∗n(r)ψ(r, t)
∑
m
ζm(r)dwm
}
, (22)
are the nonlinear matrix elements of the two-body interac-
tion, scattering effective potential, and scattering noise terms
respectively. We introduce the functions ζm(r) later [see
Sec. III D 2], and dwm is the standard real Wiener process sat-
isfying
〈dwn〉 = 0 (23)
〈dwmdwn〉 = δmndt. (24)
There are two main steps in solving this equation: (i)
time-evolution to step this equation forward in time [see
Sec. II B 2]; and (ii) evaluating the non-linear matrix elements
(20)-(22) at each time step [see Sec. III].
2. Stochastic time evolution algortihm
Because the noise associated with the scattering reservoir
interaction is multiplicative, we use the weak vector semi-
implicit Euler algorithm [56–59] to evolve our stochastic
equations forward in time. As this algorithm is extensively
discussed in the literature we briefly review the algorithm
here. Equation (19) is of the general form
(S) dcn = an(t, c) dt+ dBn(t, c, dwm), (25)
where an = −i[ncn+Gn+Sn], we use the notation c to rep-
resent the dependence of matrix elements on the full field (ψ),
and the noise matrix elements depends on the Wiener process
dwm. The solution is propagated to a set of discrete times
tj = j∆t, where ∆t is the step size, and we denote that solu-
tion at time tj as c
(j)
n . Using this solution, the solution at the
next time-step is computed as c(j+1)n = c(j) + ∆c(j), where
∆c(j)n = an(t¯j , c¯
(j)) ∆t+ dBn(t¯j , c¯
(j),∆w(j)m ), (26)
with
c¯(j)n ≡
1
2
(c(j)n + c
(j+1)
n ), (27)
t¯j ≡ 1
2
(tj+1 + tj), (28)
〈∆w(j)m ∆w(j)n 〉 = ∆t δmn. (29)
Note formally ∆w(j)n ≡
∫ tj+1
tj
dwn, however in practice we
sample ∆w(j)m as a real Gaussian distributed random variable
of variance ∆t [c.f. Eq. (29)].
III. EVALUATION OF THE SCATTERING SPGPE
MATRIX ELEMENTS
Here we give a full description of our algorithm to effi-
ciently and accurately evaluate the scattering SPGPE matrix
elements in the harmonic oscillator basis. This expands on
the brief overview of our method presented in Ref. [51].
A. Harmonic-oscillator state properties
We firstly discuss some important properties of our single-
particle basis used in this work.
1. Seperability
The eigenstates of the basis Hamiltonian (H0) are separable
into one dimensional basis states, that is,
φn(r)↔ φλxα (x)φλyβ (y)φλzγ (z), (30)
n ↔ εα + εβ + εγ , (31)
cn ↔ cαβγ , (32)
where φλxα (x) are eigenstates of the dimensionless 1D
harmonic-oscillator Hamiltonian[
−1
2
d2
dx2
+
1
2
λ2xx
2
]
φλxα (x) = εαφ
λx
α (x), (33)
4where the harmonic-oscillator states take the form
φλxα (x) = λ
1/4
x hαHα(
√
λxx)e
−λxx2/2, (34)
where the normalization constant is hα = [2αα!
√
pi]−1/2, and
Hα(x) is a Hermite polynomial of degree α, defined by the
recurrence relation
Hα+1(x) = 2xHα(x)− 2αHα−1(x), α = 1, 2, ... (35)
with H0(x) = 1, and H1(x) = 2x. The eigenvalue is the
single-particle energy given by α = λx(α + 12 ), where α is
a non-negative integer (we use Greek subscripts to denote 1D
eigenstates). The C region is defined by the region containing
all modes below the single-particle energy cutoff
C = {α, β, γ : εα + εβ + εγ ≤ cut}, (36)
so that within the C region there exist Mx (≈ cut) distinct
1D eigenstates in each direction, and MT ≈ MxMyMz/6
total 3D basis states in the C region.
For this work we will consider a spherically symmetric sys-
tem (λx = λy = λz = 1), to avoid cumbersome notation
involving λ. However the work presented in this paper can
be easily generalized for any trap anisotropy, by retaining the
general form of Eq. (34). Thus we drop any reference to λ,
and consider a system with M modes in the C region in each
direction.
2. Step operators
Step operators allow us to represent certain operators ex-
actly in the spectral basis. The step operators are defined as
aˆ+x =
1√
2
(
− ∂
∂x
+ x
)
, (37)
aˆ−x =
1√
2
(
∂
∂x
+ x
)
. (38)
We then find that the matrix representation of the step opera-
tors in the spectral basis is
(aˆ+x )αβ ≡
∫
dxφ∗α(x)aˆ
+
x φβ(x) (39)
=
√
β + 1δα,β+1, (40)
and similarly,
aˆ+x =
√
βδα,β−1. (41)
For our purposes, this allows us to differentiate in the spectral
basis exactly, since
(∂ˆx)αβ =
1√
2
(a−x − a+x )αβ (42)
=
√
β
2
δα,β−1 −
√
β + 1
2
δα,β+1. (43)
This 1D procedure is applied in the same manner to include y
and z. It is important that we can apply the derivative operator
exactly in the spectral basis, since we need to evaluate the c-
field current (13) to evaluate the scattering effective potential
term.
For a further discussion on the use of step operators to cal-
culate observables, see Ref. [54].
B. Two-body interaction term
Here we briefly review our scheme for numerically integrat-
ing the nonlinear contact interaction term (20) using Gauss-
Hermite quadrature, which is described in complete detail in
Ref. [54]. This algorithm calculates the nonlinear interac-
tion term exactly for a harmonically trapped system, and is
required to integrate the scattering SPGPE (16).
Firstly, using (18) and the form of the basis states (34), we
can write the c-field as
ψ = Q(r)e−(x
2+y2+z2)2/2, (44)
where
Q(r) ≡
∑
{αβγ}∈C
cαβγ(t)hαHα(x)hβHβ(y)hγHγ(z) (45)
is a polynomial of maximum degree M − 1 in each indepen-
dent coordinate due to the energy cutoff.
The interaction term (20) is forth order in the field, so we
can write it in the form
Gαβγ =
∫
d3r e−2(x
2+y2+z2)Pαβγ(x, y, z), (46)
where
Pαβγ(x, y, z) ≡ CNLhαHα(x)hβHβ(y)hγHγ(z)
×|Q(x, y, z)|2Q(x, y, z) (47)
is a polynomial of maximum degree 4(Mx − 1) in each co-
ordinate. We evaluate (46) using Gauss-Hermite quadrature.
The general form of the NQ point quadrature rule is∫ ∞
−∞
dxW (x)f(x) ≈
NQ∑
j=1
wjf(xj), (48)
where W (x) is a Gaussian weight function, and wj and xj
are the quadrature weights and roots. The Gauss-Hermite
quadrature is exact if f(x) is a polynomial of maximum de-
gree 2NQ − 1. Since the exponential in (46) takes the form
of the appropriate weight function for Gauss-Hermite quadra-
ture, we can evaluate the interaction matrix element exactly
by
Gαβγ =
∑
ijk
wiwjwkPαβγ(xi, xj , xk), (49)
using a three-dimensional spatial grid with 2(M − 1) points
in each direction, where the {xi} and {wi} are the 2(M −
1) roots and weights of the one-dimensional Gauss-Hermite
quadrature with weight function W (x) = e−2x
2
.
5C. Scattering effective potential term
To compute the effective potential matrix elements (22), we
adapt the scheme developed for evaluating the dipolar interac-
tion term in the PGPE [55]. Here the calculation involves the
Fourier transform of the current (13), whose momentum space
form is then Fourier transformed to form the effective poten-
tial (12). As we are using a nonuniform quadrature grid to
represent the c-field, we follow Ref. [55] in using an auxiliary
harmonic-oscillator basis to perform the Fourier transforms.
Firstly we calculate the c-field current density (13) by
j(r) =
3∑
v=1
jv(r)ev (50)
where the index v = {x, y, z} represents each spatial dimen-
sion with corresponding unit vector ev , and
jv(r) =
i
2
(ψ∂vψ
∗ − ψ∗∂vψ) , (51)
where Eq. (51) can be calculated exactly using step operators
[see section III A 2]. Now using similar arguments to section
III B, each component of the current can be written in the form
jv(r) = Rv(x, y, z)e
−(x2+y2+z2), (52)
whereRi is polynomial of maximum degree 2(M−1) in each
coordinate (due to the projector).
Following Ref. [55], we introduce a set of auxiliary
harmonic-oscillator states,
χα(x) = h¯αH¯α(x)e
−x2 , (53)
where the exponential argument is chosen to match Eq. (52).
These states are eigenstates of the harmonic oscillator Hamil-
tonian, with a trapping potential twice as tight as that defining
the spectral basis (33). Noting this, the auxiliary states are re-
lated to the spectral basis modes by χα(x) = 21/4φα(
√
2x).
Due to the same exponential factor, we can represent each
component of the current [i.e. (51)] as
jv(r) =
∑
αβγ
dvαβγχα(x)χβ(y)χγ(z), (54)
where dvαβγ is a set of 8M
3 auxiliary basis coefficients for
each component of j(r). Since the auxiliary oscillator states
form an orthonormal basis, we can evaluate these basis coef-
ficients by
dvαβγ =
∫
d3r χ∗α(x)χ
∗
β(y)χ
∗
γ(z)jv(r), (55)
=
∫
d3r e−2(x
2+y2+z2)Zvαβγ(x, y, z), (56)
where
Zvαβγ(x, y, z) = e
2(x2+y2+z2)χ∗α(x)χ
∗
β(y)χ
∗
γ(z)jv(r), (57)
is a polynomial of maximum degree 4(M − 1) in each spatial
dimension. We can use the same Gauss-Hermite quadrature
to integrate (56) as we used for the nonlinear interaction term
(46), as the weight function and maximum polynomial degree
are both W (x) = e−2x
2
. Thus Eq. (56) can be calculated
exactly for each component of the current, by
dvαβγ =
∑
ijk
wiwjwkZ
v
αβγ(xi, yj , zk), (58)
where the quadrature roots {xi}, and weights {wi}, are the
same as used in (49).
To evaluate the effective potential (12), we must Fourier
transform each component of the current. Since the harmonic-
oscillator states are eigenstates of the Fourier transform oper-
ator,
χα(kx) = (−i)−α 1
(2pi)1/2
∫
dxe−ikxxχα(x), (59)
we can efficiently evaluate the Fourier transform with knowl-
edge of auxiliary basis amplitudes of the current (dvαβγ) by
j˜v(k) =
∑
αβγ
(−i)−(α+β+γ)dvαβγχα(kx)χβ(ky)χγ(kz).
(60)
Thus (60) will represent the Fourier transform of the current
on the quadrature grid exactly. We can now evaluate the scat-
tering effective potential term (12) by evaluating
Φ(k) = kˆ · j(k) = kxj˜x(k) + ky j˜y(k) + kz j˜z(k)|k| , (61)
and computing the inverse Fourier transform of Eq. (61). To
compute the inverse Fourier transform, we expand Vε(r) in
the auxiliary basis
Vε(r) ≈
∑
αβγ
fαβγχα(x)χβ(y)χγ(z), (62)
where
fαβγ = −iM
∫
d3k (i)−(α+β+γ)χ∗α(kx)χ
∗
β(ky)χ
∗
γ(kz)Φ(k).
(63)
We integrate (63) using a Gauss-Hermite quadrature, via
fαβγ = −iM
∑
ijk
w¯iw¯jw¯kTαβγ(ki, kj , kk), (64)
where
Tαβγ(ki, kj , kk) = e
2(k2i+k
2
j+k
2
k)χ∗α(ki)χ
∗
β(kj)χ
∗
γ(k¯k)
×Φ(ki, kj , kk). (65)
Here the quadrature roots {ki} and weights {w¯i} are found
from the weight function e−2k
2
i . Since in general Φ(k) cannot
be represented exactly in the oscillator basis, our quadrature
rule (63), and thus Eq. (62), are approximations. Hence the
number of k-grid quadrature points required is somewhat ar-
bitrary [see Sec. IV A]. We investigate how the accuracy of the
scattering matrix element depends on the number of quadra-
ture points in Sec. IV.
6From the form of Eq. (62), we see that the effective poten-
tial matrix elements we require (21) are of the form
Sαβγ =
∫
d3r e−2(x
2+y2+z2)Yαβγ(x, y, z), (66)
where
Yαβγ(r) = hαHα(x)hβHβ(y)hγHγ(z)Vε(r)Q(r), (67)
whereQ(r) represents the c-field and is given by Eq. (45). Al-
though our expression for Vε(r) is approximate, once in this
form, Yαβγ takes the form of a polynomial of degree 4(M−1)
in each coordinate. Thus we can integrate Eq. (66) exactly us-
ing the same Gauss-Hermite quadrature sum as for Eq. (49),
i.e. using a three-dimensional spatial grid with 2(M − 1)
points in each direction, where the {xi} and {wi} are the
2(M−1) roots and weights corresponding to the weight func-
tion W (x) = e−2x
2
.
D. Scattering noise term
1. Correlation function
A noise with the necessary correlations (15) can be con-
structed as
dW˜ε(k) =
√
2MTdt
|k|
∑
αβγ
dwαβγ φ˜αβγ(k). (68)
Here we have made use of the Fourier transformed modes
φ˜αβγ(k) = (−i)(α+β+γ)φαβγ(k). The phase factors arising
in Fourier transforming the modes generates the antidiagonal
delta-function we require, since∑
αβγ
(−1)(αβγ)φαβγ(k)φαβγ(k) =
∑
αβγ
φαβγ(k)φαβγ(−k)
= δC(k,−k), (69)
where we have used Eq. (11).
2. Computing the matrix elements
To implement the noise in our Galerkin approach, we need
to evaluate the matrix elements corresponding to Eq. (22).
This means we need to project the noise in position space
onto our spectral basis. Since numerically we form the correct
scattering noise correlation in Fourier space [see Eq. (68)], we
need to compute
dWε(r, t) =
∫
d3k
eik·r
(2pi)3/2
dW˜ε(k), (70)
=
∑
αβγ
ζαβγ(r)dwαβγ , (71)
where the {dwαβγ} are real Gaussian distributed random vari-
ables [see Eq. (23)-(24)], and where
ζαβγ(r) ≡
∫
d3k
eik·r
(2pi)3/2
Θαβγ(k), (72)
where
Θαβγ(k) =
√
2MT
|k| φ˜α(kx)φ˜β(ky)φ˜γ(kz), (73)
where the {φ˜α(kx)} are the Fourier transformed basis states.
Thus to evaluate the scattering noise matrix elements (22), we
must apply ζαβγ to the Gaussian distributed random variables.
We now outline how we evaluate the scattering noise matrix
elements.
Firstly, we can represent Eq. (73) in the form
Θαβγ(k) = Xαβγ(k)e
−(kx+ky+kz)/2, (74)
where
Xαβγ(k) = (i)
−(α+β+γ)hαHα(kx)hβHβ(ky)
×hγHγ(kz)
√
2MT
|k| . (75)
In order to compute the inverse Fourier transform of Eq. (74)
to form ζ, we use a similar process as in Sec. III C. Here we do
not need to use the auxiliary basis states necessary for com-
puting j˜(k), since the exponential term in Eq. (74) matches
that of the standard basis states. Thus, we can calculate ζ(r)
using the expansion of ζ(r) in the standard spectral basis
ζαβγ(r) ≈ nαβγφα(x)φβ(y)φγ(z), (76)
where
nαβγ =
∫
d3k (i)−(α+β+γ)φα(kx)φβ(ky)φγ(kz)Θαβγ(k).
(77)
Eq. (76) is approximate [c.f. Eq. (62)] since we can not repre-
sent Xαβγ(k) as a polynomial. We evaluate the integral using
a Gauss-Hermite quadrature
nαβγ =
∑
ijk
w˜iw˜jw˜kUαβγ(k˜i, k˜j , k˜k), (78)
where
Uαβγ(k˜i, k˜j , k˜k) = e
(k˜2i+k˜
2
j+k˜
2
k)φ∗α(k˜i)φ
∗
β(k˜j)φ
∗
γ(k˜k)
×Θ(k˜i, k˜j , k˜k), (79)
where the quadrature roots {k˜i} and weights {w˜i} correspond
to the weight function W = e−k
2
i . Since our Gauss-Hermite
quadrature is approximate, the number of k points is again
somewhat arbitrary here. See Sec. IV for further discussion.
Finally, since the matrix elements we require (22) are third
order in the field, they can be cast in the form
dBαβγ =
∫
d3r e−
3
2 (x
2+y2+z2)Uαβγ , (80)
where
Uαβγ(r) = hαHα(x)hβHβ(y)hγHγ(z)
×Q(r)
∑
κλµ
ζκλµ(r)dwκλµ, (81)
7where Q(r) represents the c-field and is given by Eq. (45), so
Uαβγ(r) is a polynomial of degree 3(Mx − 1) in each coor-
dinate. Thus we can evaluate Eq. (80) using a Gauss-Hermite
quadrature
Bαβγ =
∑
ijk
wˆiwˆjwˆkUαβγ(xˆi, xˆj , xˆk). (82)
This quadrature is exact using a three-dimensional grid with
3(Mx − 1)/2 quadrature points in each coordinate, where the
grid points {xˆi} and quadrature weights {wˆi} correspond to
the weight function W (x) = e−3x
2/2.
E. Summary of the algorithm
Here we give a summary of our algorithm for calculating
the scattering SPGPE matrix elements. We split our summary
into two sections, first dealing with the deterministic terms
followed by the noise term.
1. Fourth order field matrix elements - Gn and Sn
For each Euler step, the procedure for calculating these ma-
trix elements is as follows:
Step 1: We firstly transform the c-field from the spectral to spa-
tial representation via
ψ(rs) =
∑
σ
Usσcσ, (83)
where σ = {αβγ}, rs = (xi, xj , xk) are the quadra-
ture points associated with the weight functionW (x) =
e−2x
2
, and Usσ = UiαUjβUkγ are the precomputed
transformation matrices. These are the one-dimensional
basis states evaluated at the quadrature grid points
Uiα = φα(xi). (84)
Step 2: Differentiate the field
c′xσ =
∑
κλµ
(∂ˆx)ακ(Iˆy)βλ(Iˆz)γµcκλµ, (85a)
c′yσ =
∑
κλµ
(Iˆx)ακ(∂ˆy)βλ(Iˆz)γµcκλµ, (85b)
c′zσ =
∑
κλµ
(Iˆx)ακ(Iˆy)βλ(∂ˆz)γµcκλµ, (85c)
where the derivative operators are given by Eq. (43),
and the Iˆ are the identity operators.
Step 3: Transform the differentiated fields to position space
ψ′x(rs) =
∑
σ
Usσc
′
xσ, (86a)
ψ′y(rs) =
∑
σ
Usσc
′
yσ, (86b)
ψ′z(rs) =
∑
σ
Usσc
′
zσ, (86c)
so we can then form the position space current current
via Eq. (50), where we have
jv(rs) =
i
2
[ψ(rs)ψ
′
v(rs)
∗ − ψ(rs)∗ψ′v(rs)] . (87)
Step 4: The weighted position space current is constructed for
each component of j(rs)
Jx(rs) ≡ wse2r2sjx(rs), (88a)
Jy(rs) ≡ wse2r2sjy(rs), (88b)
Jz(rs) ≡ wse2r2sjz(rs), (88c)
where ws = (wi, wj , wk) are the quadrature weights
associated with the weight function W (x) = e−2x
2
.
Step 5: We compute the Fourier transform of each component
of the current by
j˜kx(kt) =
∑
s
WstJx(rs), (89a)
j˜ky (kt) =
∑
s
WstJy(rs), (89b)
j˜kz (kt) =
∑
s
WstJz(rs). (89c)
Here the precomputed transformation matrix is
Wir =
∑
α
(−i)αχα(kr)χα(xi), (90)
where the k-space quadrature grid is based on the
weight function W (k) = e−2k
2
. Eq. (90) combines
both steps of the Fourier transform into one operation
[jx(r)→ dαβγ , and dαβγ → j˜kx(k)].
Step 6: In Fourier space we form the projection of the cur-
rent onto kˆ. We then premultiply with the quadrature
weights to form
F˜(kt) ≡ w˜te2k2t kˆt · j˜(kt). (91)
Step 7: Inverse transforming takes us back to position space.
and computes the effective potential Vε:
Vε(rs) = −iM
∑
t
W ∗stF˜(kt). (92)
8Step 8: We combine the two-body interaction and scattering ef-
fective potential terms into a single integrand (since the
quadrature sum has the same weight function for both
cases),
g(rs) = wse
2r2s
[
CNL|ψ(rs)|2 + Vε(rs)
]
ψ(rs). (93)
Step 9: Inverse transforming f(rk) completes the integration of
Eq. (20) and Eq. (21), giving the required matrix ele-
ments
Gσ + Sσ =
∑
s
U∗sσg(rs). (94)
2. Third order field matrix elements - Scattering noise dBn
To implement the noise, we generate dwσ at the start of
each Euler step. Then for each iteration of Eq. (26), we per-
form the following steps:
Step 1: We transform the random variables to Fourier space via
Ψ(k˜t) =
∑
σ
U˜tσdwσ (95)
where the precomputed transformation matrices are the
Fourier transformed basis states
U˜tσ = (−i)(α+β+γ)φα(k˜u)φβ(k˜v)φγ(k˜w), (96)
where the tilde notation implies the k-space quadrature
grid is based on the weight function W (k) = e−k
2
.
Step 2: We form the appropriate correlation function in k-
space, and then compute the inverse Fourier transform:
f(rˆs) =
∑
t
X∗st
√
2TM
|k˜t|
Ψ(k˜t) (97)
where
Xir =
∑
α
(−i)αφα(k˜r)φα(xˆi), (98)
where the hat notation implies the position space
quadrature grid is based on the weight function
W (x) = e−3x
2/2.
Step 3: We now need to transform the c-field to position space,
onto the grid based on the three-field weight function:
ψ(rˆs) =
∑
σ
Uˆsσcσ, (99)
where now the precomputed transformation matrices
are
Uˆsσ = φα(xˆi)φβ(xˆj)φγ(xˆk). (100)
Step 4: We form the appropriate integrand of dBn,
b(rˆs) = wˆse
3rˆ2s/2ψ(rˆs)f(rs). (101)
Step 4: The inverse transform of b(rˆs) completes the required
integration
dBσ =
∑
s
Uˆ∗sσb(rˆs). (102)
IV. ACCURACY OF ALGORITHM
In this section, we discuss how we can control the accuracy
of our algorithm, and quantify the accuracy of our approach of
both spatial and temporal integration using various measures.
A. k-space quadrature grid
Both the deterministic and noise terms involve k-space in-
tegrals which are evaluated as approximate quadrature sums
[evaluating Eq. (92), and Eq. (97) respectively]. To control
the accuracy of these steps, we can vary the size of the appro-
priate k-space quadrature grid.
For a given cut, the transform to momentum space is ex-
actly invertible [j(r) W−→ j(k) W
†
−−→ j(r)] if the quadrature
grid sizes are chosen by Nx ≥ N0x , Nk ≥ N0k , where
N0x ≡ 2Mx − 1, N0k ≡ 2Mx. We choose an even number
of k-grid points to avoid a quadrature point at k = 0 where
both the deterministic and noise terms are singular. To inves-
tigate the effect of the k-grid on the accuracy of our method,
we vary the number of k quadrature points used by
Nk = N
0
k + ∆Nk, (103)
N ′k = N
0′
k + ∆N
′
k, (104)
where Nk is the total number of quadrature grid points, and
∆Nk is the number of quadrature points added to the refer-
ence value N0k . Eq. (103) refers to the number of quadra-
ture points used to evaluate the deterministic term, i.e. the
quadrature points are based on the weight function e−2k
2
i [see
Eq. (65)]. Eq. (104) refers to the quadrature grid for evaluat-
ing the noise term, i.e. the quadrature points are based on the
weight function e−k
2
i [see Eq. (81)]. For the remainder of this
section we associate ∆Nk and ∆N ′k with the quadrature grid
for the deterministic and noise terms respectively.
B. Effective potential term convergence for a breathing mode
A Gaussian wave function undergoing radial breathing pro-
vides a rare example where we can analytically calculate
Vε(r) for a case where∇ · j 6= 0. Here we consider the Gaus-
sian wave function
ψ(r) =
√
N
(piσ2)3/4
e−r
2/2σ2+iκr2/2, (105)
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FIG. 1. (Color online) Relative error in the potential Vε(r) with
varying ∆Nk [see (110)], for a Gaussian wave function with N =
1000, σ = 1, κ = 0.5. cut = 20 cut = 30. The two curves
correspond to cut = 20 (red squares), and cut = 30 (blue circles).
which corresponds to a radial breathing oscillation. This wave
function has a non-zero current density, given by
j(r) = κr|ψ|2, (106)
from which we find [using Eq. (12)] the radially symmetric
potential
V Aε (r) = −
N2Mκσ√
2(piσ2)3/4
g(r/σ), (107)
where
g(x) =
[√
2
pi
+
(
1√
2x
−
√
2x
)
e−x
2
erfi(x)
]
, (108)
with erfi(x) ≡ −ierf(ix). The potential is most significant at
r = 0, where
V Aε (r = 0) = −
N2Mκσ√
2(piσ2)3/4
√
8
pi
. (109)
To quantify the accuracy of our numerical evaluation of Vε(r),
we use the relative error measure
δVε = 1−
∣∣∣∣ Vε(r = 0)V Aε (r = 0)
∣∣∣∣ . (110)
In Fig. 1 we plot δVε as a function of ∆Nk, for the Gaus-
sian wave function [Eq. (105)], with N = 1000, σ = 1, and
κ = 0.5. We show the relative error for Vε evaluated with
cut = 20 and cut = 30, corresponding to Mx = 19 and
Mx = 29 respectively. In both cases δVε rapidly converges
with ∆Nk. We see that in general our algorithm does not
become increasingly accurate with ∆Nk, with no gain in ac-
curacy for ∆Nk > 16. However in general we see good accu-
racy, with δVε < 10−4 for all ∆Nk.
C. Matrix elements convergence
Here we test the accuracy of calculating the matrix elements
[Eqs. (20)-(22) ] for a randomized state cαβγ . A high energy
randomized state will test the accuracy of both low energy
modes and modes near the cutoff, thus will be a useful test
for the suitability of our algorithm to finite temperature non-
equilibrium dynamics.
We use a random state of the form
cσ = ησ + iξσ, (111)
where {ησ} and {ξσ}, are normally distributed Gaussian ran-
dom variables with zero mean and unit variance. For the re-
sults in this section, we use a cutoff of cut = 20 soMx = 19.
We renormalize our initial field so that N = 1× 104, and use
scattering reservoir parameters ofM = 0.005, T = 5.
1. Effective potential term matrix elements
We first consider Sσ , the scattering potential matrix ele-
ments given by Eq. (21). To test the accuracy of our method
we calculate the relative error of the matrix elements, given
by
ES(∆Nk) = |Sσ(∆Nk)− S
A
σ |
|SAσ |
, (112)
where Sσ(∆Nk) is the scattering matrix element calculated
with a k-space quadrature grid specified by ∆Nk, and SAσ is
a more accurate matrix element calculation. We calculate SAσ
using a k-space quadrature grid with ∆Nk = 128 quadrature
points.
In Fig. 2 we show ES(∆Nk) for some representative cases
of σ = (α, β, γ). We see ES is smaller for lower-order matrix
elements. In general, ES decreases with ∆Nk for all basis
coefficients.
2. Noise matrix elements
We now test the accuracy of the scattering noise matrix el-
ements dBσ [see Eq. (22)]. Here we quantify the error with
the measure
EB(∆N ′k) =
|dBσ(∆N ′k)− dBAσ |
|dBAσ |
, (113)
where dBσ(∆N ′k) are the scattering noise matrix elements
calculated with a k-space quadrature grid specified by ∆N ′k,
where the quadrature weight function is that appropriate to
the noise term. Here the reference dBAσ is calculated using a
k-space quadrature grid with ∆N ′k = 128 points.
In Fig. 2 we plot EB(∆N ′k) for various σ = (α, β, γ), find-
ing a smaller error with increasing grid size. The noise term
is generally less accurate than the deterministic term, with EB
over an order of magnitude larger than ES for low-order ma-
trix elements. For higher-order matrix elements, it becomes
hard to distinguish between the accuracy of the noise and de-
terministic term, with both having a similar error.
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FIG. 2. (Color online) Relative error in individual matrix elements as
∆Nk (or ∆N ′k) is varied. The error in the scattering potential matrix
elements ES(∆Nk) (red squares), and scattering noise matrix ele-
ments EB(∆N ′k) (blue circles), are shown for various single-particle
basis states. All cases correspond to cut = 20.
3. All nonlinear matrix elements
Finally we consider the combination of all nonlinear matrix
elements, Fσ = Gσ + Sσ + dBσ . To evaluate Gσ , we use
a nonlinearity constant of CNL = 0.005. We use the relative
error measure
δF ≡ ||Fσ − F
A
σ ||2
||FAσ ||2
, (114)
where
||Λσ|| ≡
∑
σ
|Λσ|2, (115)
where Fσ are the approximate matrix elements calculated by
our algorithm, and FAσ are more accurately calculated matrix
elements. δF includes both the deterministic and noise terms
from the scattering processes, so we can measure the com-
bined effect of these terms on the accuracy of our algorithm.
Since both the deterministic and noise terms have indepen-
dent quadrature grids which affect the accuracy, we use two
different measures of δF . We refer to δF when we determine
FAσ with a quadrature grid of ∆Nk = 128 for the determin-
istic term, and ∆N ′k = 0 for the noise term. Secondly, we
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FIG. 3. (Color online) Relative error in the combined matrix ele-
ments [see Eq. (114)], for cut = 20 (red squares) and cut = 30
(blue circles). Top: δF (∆Nk), showing the effect of the k-space
quadrature grid corresponding to the potential term, with ∆N ′k = 0.
Bottom: δF ′(∆N ′k), showing the effect of the k-space quadrature
grid corresponding to the noise term, with ∆Nk = 0.
refer to δF ′ when we determine FAσ with a quadrature grid of
∆Nk = 0 for the deterministic term, and ∆N ′k = 128 for the
noise term. These two different measures allow us to examine
the effect each k-space quadrature grid we employ has on the
accuracy of the combined matrix elements.
In Fig. 3 we show results for δF with varying ∆Nk, and
δF ′ with varying ∆N ′k. We see excellent accuracy for all
∆Nk in both measures, with the relative error reducing with
increasing grid size in either case. Since δF is weighted by
the size of each matrix element, a large relative error in small
matrix elements has only a small effect on δF . Thus the larger
error seen in high energy matrix elements in Fig. 2 has a min-
imal effect on δF . For larger cut we see a smaller error, with
little change in the rate of convergence.
D. Propagation convergence
In this section we present evolution convergence results for
our algorithm for the scattering SPGPE. To test the evolution
of our algorithm, we propagate an initial random state given
by Eq. (111), with an energy cutoff of cut = 20, and we
normalize our c-field to N(t = 0) = 1× 104 87Rb atoms, so
the nonlinearity constant is C = 0.02. We choose reservoir
parameters of T = 20,M = 0.005, and evolve our initial
state with the scattering SPGPE using the semi-implicit Euler
algorithm for one trap cycle with a final time of τ = 2pi.
In the following sections, we will test the accuracy of our
11
10−8
10−6
10−4
10−2
|δ
N
|
δN ∝ ∆t4 .5
10−3 10−2 10−1
10−5
10−4
10−3
10−2
|δ
E
|
∆t
δE ∝ ∆t1 .8
FIG. 4. (Color online) Number (δN ) and energy (δE) convergence
with step size ∆t. The relative error is determined after t = 2pi,
where ∆t corresponds to 6400, 3200, 1600, 800, and 400 time steps
in order of increasing ∆t. Simulation results (red squares) are fitted
by the labeled power laws.
evolution by examining the dependence on time step size ∆t,
and on both ∆Nk and ∆N ′k. As the SPGPE is a stochas-
tic equation of motion, we look at ensemble averages of 500
trajectories for each parameter {∆t,∆Nk,∆N ′k} considered.
We consider a unique initial condition for each trajectory.
1. Time step convergence
In this section we consider the case ∆Nk = ∆N ′k = 0, and
examine the convergence with ∆t. To quantify our accuracy,
we use the following measures:
δN =
〈
N(t = 0)−∑σ |cσ(τ)|2
N(t = 0)
〉
, (116)
δE =
〈
E(τ)− EA(τ)
EA(τ)
〉
, (117)
δcσ =
〈 |cσ(τ)− cAσ(τ)|2
|cAσ(τ)|2
〉1/2
, (118)
δX =
〈∑
σ |cσ(τ)− cAσ(τ)|2∑
σ |cAσ(τ)|2
〉1/2
. (119)
where δN is the change in normalization, δE is the relative
change in energy, where the c-field energy is given by
E =
∫
d3r ψ∗Hspψ +
C
2
∫
d3r |ψ|4. (120)
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FIG. 5. (Color online) Mode amplitude convergence with ∆t. δcσ
represent the error in individual modes [see Eq. (118)]. δX repre-
sents the error over all C-region modes [see Eq. (119)].Simulation
results (red squares) are fitted by the labeled power laws.
δcσ is the relative change in individual mode amplitudes, and
δX is the relative difference of all mode amplitudes. Quan-
tities with a subscript ‘A’ denote that quantity is calculated
from a more accurate simulation, and angle brackets represent
an ensemble average. Since the scattering SPGPE is formally
number conserving, δN provides an immediate indication of
accuracy without needing a more accurate simulation.
To test the convergence with ∆t, we perform 500 simula-
tions with a time step of ∆tA = τ/12800, i.e. use 12800 steps
in the evolution time of 1 trap period (τ = 2pi). Simulations
with a step size ∆tA are our accurate simulations for consider-
ing the convergence tests. Each simulation with step size ∆tA
has a different random initial condition. To understand the ef-
fects of ∆t on convergence we repeat the SPGPE simulation
for each trajectory using an identical initial state, while reduc-
ing the time step size to δt = ∆tA/2p, for p = {1, 2, 3, 4, 5}.
To test stochastic convergence for each trajectory, we use the
identical noise as for the accurate simulation.
The first two measures of numerical accuracy [(116) and
(117)] represent measures of weak convergence [56]. These
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FIG. 6. (Color online) Measures of convergence with k-space
quadrature grid size, for simulations with fixed ∆t = 0.001. Red
squares: Accuracy with varying δNk for fixed δN ′k = 0, where the
accurate simulations have ∆Nk = 50. Blue circles: Accuracy with
varying δN ′k for fixed δNk = 0, where the accurate simulations have
∆N ′k = 50
two measures show for an ensemble of simulations at a given
time step ∆t, the difference between the average number and
energy, and their more accurate respective value. Fig. 4 shows
δN and δE, where we observe good convergence with ∆t.
The relative errors are at the level of less than 1% for all time
steps considered.
The final two measures of error [(118) and (119)] show the
root mean squared difference of the mode amplitudes from our
simulations with an accurate value. As these are the solutions
to the scattering SPGPE, these measures determine stochastic
convergence in the strong sense [56]. δcσ shows the relative
error in the individual mode amplitudes. In Fig. 5 we show
δcσ for the basis-states σ = (0, 0, 0), (2, 4, 6), and (4, 10, 3).
In all cases we see convergence faster than ∆t1.5, as we reduce
∆t. The error increases for higher-order modes with quite
large relative error in the (4, 10, 3) state, which is near the
cutoff. To give an idea of the effect all modes have on the
accuracy of a simulation we calculate δX , which takes into
account the relative error of each mode. In Fig. 5 we see δX ∝
∆t1.8, with accuracy of greater greater than 1% for the smaller
time steps. We see that the larger error in δcσ for high energy
modes has little effect on δX , since δX depends on the size
of each element.
Figs 4 and 5 show that all measures of accuracy converge at
least as fast as the strong vector semi-implicit Euler method
of Ref. [56], which converges as ∆t1 with decreasing ∆t
for both strong and weak measures of convergence. In prin-
ciple it is possible to generate higher order algorithms, but
this task becomes rapidly complex with increasing desired
accuracy, requiring the sampling of many additional auxil-
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FIG. 7. (Color online) Column densities and phase slices (through
the z = 0 plane), for the SPGPE evolution of an initial random state
with T = 20, M = 0.01. The initial random state at t = 0 evolves
into equilibrium, where we show the final state after 10 trap cycles
of evolution.
iary noise terms [56]. Here we find quite fast convergence
using the weak semi-implicit Euler method, suggesting that
the noise is commutative, in which case the strong and weak
methods are equivalent.
2. k-space grid convergence
In this section we investigate the effect that the k-space
quadrature grid has on the convergence of our algorithm. We
consider the measures δN, δE, and δX , for fixed ∆t = 0.001,
i.e. 800 integration steps. For each trajectory (as described
above), we evolve the scattering SPGPE with the same ini-
tial conditions and same noise, while varying ∆Nk and ∆N ′k
independently.
Firstly we consider the case of varying ∆Nk with fixed
∆N ′k = 0, where we plot δN, δE, and δX calculated after
τ = 2pi in Fig. 6 (red squares). To calculate these measures of
accuracy, we use an accurate value based on simulations with
∆Nk = 50. Varying ∆Nk has no effect on δN , while δE and
δX both converge rapidly.
The case of varying ∆N ′k with fixed ∆Nk = 0 is shown
in Fig. 6 (blue circles), where we see δN, δE, and δX behave
in a similar manner. In all cases for either varying ∆Nk or
∆N ′k, the accuracy is very good even for the cases ∆Nk = 0
and δN ′k = 0, consistent with Fig. 3.
The good accuracy for all k-space quadrature grid sizes
shown in Fig. 6 means that increasing ∆Nk or ∆N ′k has only
a minor benefit on the accuracy of our algorithm for calculat-
ing the SPGPE matrix elements. The most significant gains
arise from controlling the time step size ∆t.
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FIG. 8. (Color online) Energy (E) and system width (〈x2〉) averaged
over 100 trajectories, showing the evolution of a random initial state
to thermal equilibrium. (red curves) SPGPE simulations for T = 20,
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E. Random state evolution to equilibrium
Having characterized the accuracy of our algorithm, we
now look at a practical example of using the SPGPE. Here we
evolve a random initial state into thermal equilibrium with the
SPGPE, and examine some thermodynamic quantities which
are commonly of interest in c-field calculations.
As in Sec. IV D we use a randomized initial state for each
trajectory given by Eq. (111), with normalization 1×104 87Rb
atoms, and use an energy cutoff of cut = 20. We evolve the
scattering SPGPE for 10 trap cycles using 1600 integration
steps per trap cycle, and set ∆Nk = ∆N ′k = 0. To visualize
our simulations, we look at the column density given by
nc(x, y) =
∫
dz|ψ(r)|2. (121)
In Fig. 7 we show the column density and phase (slice through
z = 0) of our initial random state. At t/2pi = 10 once equi-
librium has been reached, we see phase coherence has devel-
oped over regions of finite c-field density. Fluctuations in the
density are caused by both the scattering noise and from fluc-
tuations arising from PGPE evolution, and are characteristic
of a finite temperature equilibrium state.
The images in Fig. 7 highlight that individual trajectories
of the SPGPE can be thought of as showing the corresponding
dynamics of a single experimental run [1]. However when cal-
culating thermodynamics quantities or correlation functions,
we must calculate ensemble averages. Fig. 8 shows the c-
field energy (E), and system width (〈x2〉), where we calculate
these quantities as an ensemble average over 100 trajectories
of scattering SPGPE evolution. Results are shown for two
different reservoir temperatures of T = 10 and T = 20. For
each temperature we consider reservoir interaction amplitudes
ofM = 0.005 andM = 0.01. We see the high energy of the
random initial state rapidly decreases as the system evolves to-
wards equilibrium. Note the decay time decreases with larger
M, and the final equilibrium energy increases with T . The
evolution of the system width 〈x2〉 follows a similar trend to
the energy. The large spread of density in the initial state [see
Fig. 7] decreases as a well defined Bose-Einstein condensate
emerges as equilibrium is attained. The equilibrium system
width increases with temperature, due to an increased thermal
density contained in the c-field. The results in Fig. 8 show that
for a given temperature, the equilibrium reached is indepen-
dent ofM. This is an important result to verify, as it gives a
good test of the implementation of the noise [51].
V. CONCLUSIONS
We have presented a method to numerically solve the
SPGPE for a finite temperature Bose gas in a three-
dimensional harmonic trap. Our algorithm allows us to ac-
curately and efficiently implement the terms for the scatter-
ing reservoir interaction, while maintaining a consistent im-
plementation of the projector via a spectral approach.
We have extensively tested the accuracy of our evaluation of
matrix elements associated the deterministic and noise terms,
steps which are not exact within our Gauss-Hermite integra-
tion scheme. We have shown how the accuracy of these terms
can be controlled with increasing order of k-space quadrature
grid. While this leads to increased accuracy, for the systems
considered in this paper our procedure showed good accuracy
for all grid sizes considered. However care should be taken
when implementing this algorithm in any novel system, to en-
sure similar convergence of matrix elements is achieved.
We presented convergence rates with respect to time-step
size used in our weak semi-implicit Euler implementation.
For all measures considered the weak semi-implicit Euler
method exhibits rapid convergence (faster than ∆t1), in both
the strong and weak sense, although the precise rate depends
on the observable in question. The algorithm converges more
rapidly than the strong semi-implicit algorithm, indicating that
the scattering noise may be commutative [56]. We found that
the choice of time step is more important to the accuracy of
SPGPE evolution than the k-space quadrature grid size.
Finally we demonstrated typical usage of the SPGPE by ex-
amining the evolution of a random initial state to thermal equi-
librium. The thermodynamic equilibrium results are found to
to be independent ofM, as must hold for a physically consis-
tent implementation of the reservoir interaction.
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