Abstract. This paper has the following main results. Let S be a polynomial ring in n variables, over an arbitrary field. Let M be the family of all monomial ideals in S.
Introduction
Let S = k[x 1 , . . . , x n ] be a polynomial ring in n variables, over a field k. The title of this paper makes reference to those monomial ideals M in S, for which the quotient module S/M has projective dimension n, and the present work is entirely concerned with the study of such ideals.
We begin to examine projective dimension n in the context of squarefree monomial ideals. We show that the only squarefree monomial ideal M for which the projective dimension of S/M equals n is the maximal ideal M = (x 1 , . . . , x n ). This result turns out to be instrumental in the proof of a later theorem, where we characterize the class of all monomial ideals with large projective dimension. This characterization, in turn, is an avenue to three results that we discuss below.
General consensus says that the problem of describing the Betti numbers of an arbitrary monomial ideal of S is utopian. In homological degree n, however, such description is particularly simple. In fact, we give the total, graded, and multigraded Betti numbers of S/M , in homological degree n, for every monomial ideal M of S.
Another theorem proven in this article states that when the quotient S/M has projective dimension n, the sum of its Betti numbers is at least 2 n . This result, already known for Artinian monomial ideals [Ch, CE] , is related to the Buchsbaum-Eisenbud, Horrocks conjecture, which has been investigated and generalized over the course of the years [CE] , [PS, Conjectures 6.5, 6.6, and 6.7] . The proof of our theorem has strong combinatorial flavor.
Finally, we show that when M is Artinian and the n th Betti number of S/M is 1, M must be of the form M = (x α1 1 , . . . , x αn n ), where the α i are positive integers. Combining this result with [Pe, Theorem 25 .7] (a criterion for S/M to be Gorenstein), we obtain the following. If b n (S/M ) = 1, then S/M is Cohen-Macaulay if and only if S/M is Gorenstein if and only if M = (x α1 1 , . . . , x αn n ), for some α 1 , . . . , α n ≥ 1. The organization of the article is as follows. Section 2 is about background and notation. Sections 3 and 4 prepare the ground to characterize all monomial ideals with large projective dimension. This characterization is the content of section 5. Section 6 is the heart of this work; it is in this section that we prove the three theorems advertised above.
Background and Notation
Throughout this paper k is an arbitrary field, and S represents a polynomial ring over k, in a finite number variables. The letter n is always used to denote the number of variables of S. The letter M represents a monomial ideal in S. With minor modifications, the construction that we give below can be found in [Me] .
Construction 2.1. Let M be generated by a set of monomials {l 1 , . . . , l q }. For every subset {l i1 , . . . , l is } of {l 1 , . . . , l q }, with 1 ≤ i 1 < . . . < i s ≤ q, we create a formal symbol [l i1 , . . . , l is ], called a Taylor symbol. The Taylor symbol associated to ∅ is denoted by [∅] . For each s = 0, . . . , q, set F s equal to the free S-module with basis {[l i1 , . . . , l is ] : 1 ≤ i 1 < . . . < i s ≤ q} given by the We define the multidegree of a Taylor symbol [l i1 , . . . ,
. Note: In our construction above, the generating set {l 1 , . . . , l q } is not required to be minimal. Thus, S/M has many Taylor resolutions. We reserve the notation T M for the Taylor resolution of S/M , determined by the minimal generating set of M . (Although some authors define a single Taylor resolution of S/M , our construction is general, like in [Ei] .) Definition 2.2. Let M be a monomial ideal, and let
be a free resolution of S/M . We say that a basis element [σ] 
F is said to be a minimal resolution if for every i, the differential matrix (f i ) of F has no invertible entries. Definition 2.3. Let M be a monomial ideal, and let
• For every i ≥ 0, the i th Betti number
• For every i, j ≥ 0, the graded Betti number b i,j (S/M ) of S/M , in homological degree i and internal degree j, is
• For every i ≥ 0, and every monomial l, the multigraded Betti number b i,l (S/M ) of S/M , in homological degree i and multidegree l, is
• The projective dimension pd (S/M ) of S/M is pd (S/M ) = max{i : b i (S/M ) = 0}.
Definition 2.4. Let L be a set of monomials, and let M be a monomial ideal with minimal generating G.
• An element m ∈ L is a dominant monomial (in L) if there is a variable x, such that for all m ′ ∈ L \ {m}, the exponent with which x appears in the factorization of m is larger than the exponent with which x appears in the factorization of m ′ . In this case, we say that m is dominant in x, and x is a dominant variable for m.
• L is called a dominant set if each of its monomials is dominant.
• M is called a dominant ideal if G is a dominant set.
• If G ′ is a dominant set contained in G, we will say that G ′ is a dominant subset of G. (This does not mean that the elements of G ′ are dominant in G, as the concept of dominant monomial always depends on a reference set.)
Example 2.5. Let M be minimally generated by G = {a 2 b, ab 3 c, bc 2 , a 2 c 2 }, and let G ′ = {a 2 b, ab 3 c, bc 2 }. Note that ab 3 c is the only dominant monomial in G, being b a dominant variable for ab 3 c. It is easy to check that G ′ is a dominant set and, given that
For a more detailed treatment of the concept of dominance, see [Al] .
Auxiliary Results
Note: since the free modules of T M are graded by multidegree, if a = αx
Proof. Let G be the minimal generating set of M . Let
be a minimal resolution of S/M , obtained from T M by means of consecutive cancellations. Let [θ] be a basis element of F n and let
By the minimality of F, none of the a i is invertible, and at least one of the a i is not zero, say a r = 0. It follows that
. By the minimality of F, none of the b i is invertible, and at least one of the b i is not zero, say b s = 0. It follows, mdeg . Therefore, l must be divisible by x j+1 , and l must not be divisible by any of x j+2 , . . . , x n . Then, the only possibility is l = x j+1 . It follows that x j+1 is in G, and
We have proven that x 1 , . . . , x n ∈ G, and [
The notation that we introduce below retains its meaning until the end of this section. , by [Al, Lemma 3.2(iv) ], and the result holds by induction hypothesis. 
Proof. Since the process of making consecutive cancellations must eventually terminate, there is a number v ≥ 0, such that F 0 = F, F 1 , . . . , F v are resolutions of S/M defined as above, and F v is a minimal resolution. That is:
. . .
where F v is a minimal resolution of S/M . Suppose, by means of contradiction, that at least
are not equal to l, it follows from Theorem 3.3 that the entry c 
The ideal M ′ will be referred to as the twin ideal of M .
The notation introduced in Construction 4.1 retains its meaning until the end of this section.
Note that M ′ is not minimally generated by {m
} because some generators of this set are redundant; moreover, some monomials are duplicated. However, nonminimal generating sets will play an important role in this section. 
Proof. Let
• f i is well defined. 
, and these elements are of the form
Thus,
Let us assume that F k−1 has been defined. If there is an invertible entry a 
are in the basis of G u and determine an entry b
Proof. The proof is by induction on u. If u = 0, (i) and (ii) are the content of Theorem 4.5. Let us assume that parts (i) and (ii) hold for u − 1. We will prove parts (i) and (ii) for u. (i) We need to show that G u can be defined by the rule 
Note: Since the process of making consecutive cancellations between pairs of basis elements of A must eventually terminate, there is an integer u ≥ 0, such that F 0 , . . . , F u are resolutions of S/M ′ defined as above, and each entry a πθ is an entry of G u , determined by basis elements
Proof. This is an immediate consequence of Theorem 4.7(ii), and the fact that a Proof. The set of basis elements of F u with multidegree m and homological degree i is given by
Likewise, the set of basis elements of G u with multidegree m and homological degree i is given by 
Finally, by Theorem 4.9, we have that
Characterization Theorems
In this section, S = k[x 1 , . . . , x n ] for an arbitrary, but fixed n ≥ 1. Let l = x 
Proof. Let l = mdeg [σ] , and let {l 1 , . . . , l q } be the set of all monomials in G dividing l. Let M l = (l 1 , . . . , l q ). By [GHP, Theorem 2 .1], the minimal resolution F l of S/M l is the subresolution of F, defined by the basis elements of F whose multidegrees are divisors of l. Thus, [σ] is in the basis of F l and, hence, pd(S/M l ) = n. Suppose, by means of contradiction, that for some 1 ≤ i ≤ n, x i ∤ l. Then none of the generators of M l is divisible by x i , and M l is a monomial ideal in k[x 1 , . . . , x i , . . . , x n ]. It follows from the Hilbert Syzygy theorem that pd(S/M l ) ≤ n − 1, an absurd. Thus, l must be of the form l = x 
q must be of the form:
where, for all 1 ≤ i ≤ q, and all 1 ≤ j ≤ n, β ij = α j , if α ij = α j 0, if α ij = α j . In particular, x j appears with exponent either α j or 0 in the factorization of each generator l 
Hence, we can interpret
After reordering the subindices, we may assume that l
n . This means that:
n , with α 2i < α i , for all i = 2. . . .
x αn n , with α ni < α i , for all i = n. This implies that each x i appears with exponent α i in the factorization of l i , and with exponent α ki < α i in the factorization of l k , if k = i. It follows that the set L = {l 1 , . . . , l n } is dominant (where l i is dominant in x i ), of cardinality n, which proves (i) and (ii). Moreover, lcm(L) = lcm(l 1 , . . . , l n ) = x The next theorem is essentially a converse to Theorem 5.1.
Theorem 5.2. Let M be minimally generated by G. Suppose that there is a subset L of G with the following properties: (i) L is dominant. (ii) #L = n. (iii) No element of G strongly divides lcm(L).

Then, there is a basis element [σ] of the minimal resolution F of S/M , such that hdeg[σ] = n, and mdeg[σ] = lcm(L). Moreover, if [τ ] is in the basis of F, and [τ ] = [σ], then mdeg[τ ] = lcm(L).
Proof. Let L = {l 1 , . . . , l n }, where each l i is dominant in x i and let lcm(L) = l. Let G l = {m ∈ G : m | l}, and let M l be the ideal generated by G l . If we express l 1 , . . . , l n in the form:
αnn n among its generators. Moreover, it follows from (iii) that if m ∈ G l , there must be an index i, such that x i appears with exponent α ii in the factorization of m. Therefore, m is divisible by l 
Proof. (i) ⇒ (ii) Since pd(S/M ) = n, the minimal resolution of S/M must contain a basis element in homological degree n. By Theorem 5.1, there exists L ⊆ G, such that L is dominant, #L = n, and no monomial in G strongly divides lcm(L).
(ii)⇒(i) By Theorem 5.2, the minimal resolution of S/M must contain a basis element in homological degree n. By the Hilbert Syzygy theorem, pd(S/M ) = n.
Main Results
The following notation is fixed for the rest of this section. Let n be the number of variables of S. Let G be the minimal generating set of M , and let D M denote the class D M = {D ⊆ G : D is a dominant set of cardinality n, such that no generator of G strongly divides lcm(D)}. Next, we give the total and graded Betti numbers of S/M , in homological degree n.
Example 6.4. Let M be minimally generated by G = {x In the next corollary, we give the Betti numbers of an arbitrary monomial ideal in three variables. Trivariate monomial resolutions have been completely described [Mi,MS] , but our aim is to show how easily we can obtain the Betti numbers, once we know the elements of D M . Our next goal is to show that monomial ideals with large projective dimension satisfy the inequality
n . The next lemma will be a useful tool to prove this fact.
Lemma 6.7. Let M be minimally generated by G. Suppose that G contains a dominant set D of cardinality n, such that no element of G strongly divides lcm(D). Let 1 ≤ i 1 < . . . < i q ≤ n, where 1 ≤ q ≤ n. Let A be the class of all subsets A of G satisfying the following conditions: 
. . , m iq }, and let B = {l ∈ G : l | lcm(D) and if x j appears with the same exponent in the factorizations of l and lcm(D), then j ∈ {i 1 , . . . , i q }}. Notice that
Let L ′ be an arbitrary subset of L, and let p = #D L ′ . Then the number of sets H, such that 
we have that k ∈ {i 1 , . . . , i q }; say k = i r . It follows that m ir / ∈ D L ′ , and thus, p = #D L ′ < #D ′ = q which, in turn, implies that #A L ′ = 2 q−p is even. Finally, #A is a finite sum, all of whose terms are even, with the only exception of #A ∅ = 1. We conclude that #A =
Proof. By Theorem 5.1, the minimal generating set G of M contains a dominant set D of cardinality n, such that no element of G strongly divides lcm(D). Let 1 ≤ i 1 < . . . < i q ≤ n, where 1 ≤ q ≤ n. Let A ′ be the class of all Taylor . It follows that the restriction f ↾ A determines a bijective correspondence between the class A defined in Lemma 6.7, and the class A ′ , just introduced. By Lemma 6.7, we have that #A ′ is odd. ′ . Hence, after making all the consecutive cancellations that lead to F, we will have eliminated an even number of Taylor symbols from the family A ′ . Since A ′ has odd cardinality, the basis of F must contain at least one element of A ′ . Let U be the class of all strictly increasing sequences 1 ≤ i 1 < . . . < i q ≤ n, where 0 ≤ q ≤ n. Let V be the basis of F. We define the application g : U → V as follows: Notice that the number of sequences in U is #U = n q=0 n q = 2 n . Since g is one-to-one,
The final main result that we intend to prove states that Artinian monomial ideals M (equivalently, ideals M with codim(S/M ) = n) for which b n (S/M ) = 1, are complete intersections. The proof of this fact requires the following lemma.
Lemma 6.9. Let M be minimally generated by G = {x Proof. By induction on n. If n = 1, there is nothing to prove. If n = 2, G must be of the form G = {x k+1 , l 1 , . . . , l q }, where α 1 , . . . , α k+1 ≥ 1, q ≥ 1, and l 1 , . . . , l q are divisible by x k+1 . Let L = {l i : 1 ≤ i ≤ q, and x 1 | l i }. First, let us consider the case L = {l 1 , . . . , l q }. Let l ∈ L be such that exponent with which x 1 appears in the factorization of l is less than or equal to the exponent with which x 1 appears in the factorization of any other monomial of L.
k+1 } is a dominant set of cardinality k + 1 such that no monomial in G strongly divides lcm(D 1 ). Likewise, let l ′ ∈ L be such that the exponent with which x k+1 appears in the factorization of l ′ is less than or equal to the exponent with which x k+1 appears in the factorization of any other monomial of L.
′ } is a dominant set of cardinality k + 1 such that no monomial in G strongly divides lcm(D 2 ).
Since lcm(D 1 ) = lcm(D 2 ), it follows from Corollary 6. 1 ∈ L 1 .) Let γ 1 be the smallest exponent with which x 1 appears in the factorization of any monomial of L 1 , and let m 1 ∈ L 1 be such that x 1 appears with exponent γ 1 in the factorization of m 1 . Then
is a dominant set of cardinality k + 1. Since no monomial of G ′ strongly divides lcm(E ′ 1 ), it follows that no monomial of G strongly divides lcm(E 1 ). Likewise, let L 2 be the set of all monomials m of G that factor as m = x 1 ∈ L 2 .) Let γ 2 be the smallest exponent with which x 1 appears in the factorization of any monomial of L 2 , and let m 2 ∈ L 2 be such that x 1 appears with exponent γ 2 in the factorization of m 2 . Then E 2 = {m 2 } ∪E ′ 2 is a dominant set of cardinality k + 1. Since no monomial of G ′ strongly divides lcm(E ′ 2 ), it follows that no monomial of G strongly divides lcm(E 2 ). The fact that lcm(E ′ 1 ) = lcm(E ′ 2 ) implies that lcm(E 1 ) = lcm(E 2 ) and, by Corollary 6.
Proof. We will prove the logically equivalent statement:
The proof is by induction on n. If n = 1, the result holds trivially. Let us assume now that the theorem holds for n = k. k+1 ∈ G ′ 1 .) Let l 1 ∈ G ′ 1 be such that the exponent with which x k+1 appears in the factorization of l 1 is less than or equal to the exponent with which x k+1 appears in the factorization of any other monomial of G ′ 1 . Then D 1 ∪{l 1 } is a dominant set of cardinality k+1, that is not strongly divisible by any monomial of G. Likewise, let G k+1 ∈ G ′ l 2 ∈ G ′ 2 be such that the exponent with which x k+1 appears in the factorization of l 2 is less than or equal to the exponent with which x k+1 appears in the factorization of any other monomial of G 
