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Abstract
Wind effects on buildings are commonly studied by testing 3D printed building models in a
wind tunnel. A challenge with 3D printing is that the edges of these models may not be
perfectly sharp, but rounded with a radius of curvature, 𝑅. It is well known that when edges
are significantly rounded, the aerodynamics of the building can be altered (Robertson, 1991;
Mahmood 2011), leading to inaccurate predictions of full-scale surface pressures and wind
loads. However, there is presently no guidance on model edge radii prescribed in wind tunnel
testing standards such as ASCE 49-12. The objective of the present study is to define a
practical limit for edge curvature, beyond which, separating flow behaviour is no-longer
representative of flow around a sharp-edged bluff body.
To investigate the effect of edge radii on the separating and reattaching flow, a wind tunnel
study was conducted on a generic low-rise building. Models of the building were constructed
in four scales (1:200, 1:100, 1:50 and 1:25), each with five non-dimensional radii, 𝑅/𝐻,
where 𝐻 is the model height. In total, twenty model configurations were tested in similar
upstream flow conditions. It was found that pressure coefficients in regions of separated flow
were most sensitive to changes in 𝑅/𝐻. Changes in the pressure distributions with 𝑅/𝐻
suggest that the increased curvature weakens and supresses the vortices near model edges
responsible for severe suctions. These changes in the pressure distributions in these regions
lead to changes in area-averaged pressure coefficients and overall uplift coefficients.
The change in pressure distributions appeared to be a continuous function of 𝑅/𝐻. As a
result, differences in the pressure distributions may continue to appear as 𝑅/𝐻 continues to
decrease. Thus, it is suggested that the edges of the wind tunnel models ought to be as sharp
as possible. However, within the limitations of measurement uncertainty in the current
experimental setup, it was determined that discrepancies in pressure distributions may
continue to be discernable up to 𝑅/𝐻=1.3%. Therefore, it is proposed that edge radii of wind
tunnel models should not exceed 𝑅/𝐻 = 1.3% to ensure similarity of model-scale and fullscale results.
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ii

Lay Summary
Wind effects on buildings are commonly studied by testing scaled, 3D printed building
models in a wind tunnel. As the wind tunnel operates, pressure taps across the model surfaces
measure surface pressures which are used to predict full-scale wind loads. A challenge with
3D printed models is that the edges may not be perfectly sharp, but rounded with a radius of
curvature, R. It is well known that when edges are significantly rounded, the aerodynamics of
the building can be altered (Robertson, 1991; Mahmood 2011), leading to inaccurate
predictions of full-scale wind loads. However, there is presently no guidance on model edge
radii prescribed in wind tunnel testing standards such as ASCE 49-12. The objective of the
present study is to define a practical limit for edge curvature, beyond which, the
aerodynamics and predicted wind loads have significantly changed.
To investigate the effect of edge radii, a wind tunnel study was conducted on a generic lowrise building. Models of the building were constructed in four scales (1:200, 1:100, 1:50 and
1:25), each with five non-dimensional radii, R/H, where H is the model height. In total,
twenty model configurations were tested. It was found that surface pressures in regions near
model edges are most sensitive to changes in R/H. These changes in the surface pressures
subsequently lead to discrepancies in the predicted wind loads.
The change in surface pressures appear to be a continuous function of R/H. As a result,
differences in the pressure distributions may continue to appear as continues to decrease and,
thus, it is suggested the edges of wind tunnel ought to be as sharp as possible. However,
within the limitations of measurement uncertainty in the current experimental setup, it was
determined that discrepancies in pressure distributions may continue to be discernable up to
R/H =1.3%. As a result, it is proposed that edge radii of wind tunnel models should not
exceed R/H = 1.3% to ensure similarity of model-scale and full-scale results.
.
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1

Introduction
In building design, wind effects must be considered. The most common way to study
wind effects is through a pressure or loading study in a boundary layer wind tunnel.
During these studies, a scaled model of a building is constructed and placed in the wind
tunnel. As the wind tunnel operates, pressure taps located throughout the model surfaces
measure pressures using a pressure-scanning module connected through plastic tubing.
The pressures are measured across the model surfaces simultaneously as a series of
pressure coefficient time histories,
𝑪𝒑(𝒕) =

𝒑(𝒕) − 𝒑𝟎
𝟏
𝟐
𝟐 𝝆𝑼𝒓𝒆𝒇

(1-1)

where 𝑝(𝑡) is the surface pressure time history at a give tap, 𝑝0 is the static pressure, 𝜌 is
the fluid density and 𝑈𝑟𝑒𝑓 is a reference velocity (Flay, 2013). These pressure coefficients
can then be used to predict full-scale wind-induced loads and structural responses
(Holmes, 2015)
To accurately simulate wind effects in a wind tunnel, both building shape and flow
conditions need to be properly scaled. Building shape is scaled by achieving geometric
similarity. In other words, the body dimensions of the full-scale building and the model in
all three coordinates have the same linear scale ratios (White, 2009).
Flow conditions on the other hand, are scaled by matching the behaviour of the turbulent
boundary layer upstream of the building, namely the velocity profile and turbulence
characteristics. One approach linking the flow and building is through Jensen number
similarity (Holmes, 2015) , where the Jensen number is defined as
𝑱𝒆 =

𝑯
𝒛𝟎

(1-2)

𝐻, being the building height, and 𝑧0 being the roughness length, which is dependent on
upstream terrain. Similarity of the flow and building scales require that
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(𝑱𝒆)𝒑 = (𝑱𝒆)𝒎

(1-3)

where subscripts 𝑝 and 𝑚 denote prototype and model, respectively. In this approach to
flow scaling, 𝑧0 represents all features of the atmospheric boundary layer, including the
velocity profile and turbulence characteristics.
Perfect similarity in building shape and flow conditions is difficult to achieve.
Mismatches in scaling are thought to cause discrepancies between 𝐶𝑝’s measured at
different scales, as has been reported in literature. A wind tunnel study on a low-rise
building model by Stathopoulos and Surry (1983) found that at three different model
scales (1:500, 1:250 and 1:100), local peak 𝐶𝑝’s were underestimated by up to 30% as
scale increased. However, it appears that discrepancies in data are possibly due to
mismatches upstream flow conditions as they report a mismatch in both 𝐽𝑒 and roof
height turbulence intensity at the different model scales.
Even with better matching of upstream turbulence, peak pressures estimated in wind
tunnel studies may still underestimate full-scale findings. A study on pressures around a
residential structure showed that a better match in roof height turbulence intensity and
turbulent length scales produces close agreement in both full-scale and model-scale mean
and root mean square, RMS, 𝐶𝑝’s (Liu, et al., 2009). However, model-scale peak
pressures still tend to underestimate full-scale measurements. The authors did not discuss
the underlying cause of discrepancies, but suggests that it may be related to a difference
in skewness of the full-scale and model-scale 𝐶𝑝 measurements. Hoxey et al. (1998)
suggest discrepancies between full-scale and model-scale pressures maybe due to a
mismatch in Reynolds number, which alters vortex behaviour at roof eaves.
The causes of the discrepancies in 𝐶𝑝 with model scale are not yet fully explained in
literature but is thought to be related primarily to mismatches in scaling parameters and
the subsequent effect on separating and reattaching flow behaviour. The nature of
separating and reattaching flow behaviour is further discussed in the following sections,
as are the possible sources of mismatches and their effects.

3

1.1 Separating and reattaching flow around a sharp-edged
bluff body
As flow approaches a building surface, it separates at the building corners and reattaches
further downstream on the surface (if the building is long enough) to form a separation
bubble, as shown in Figure 1-1. At the corner, the boundary layer separates to form a
separated shear layer, which is a thin region of flow that exhibits high shear and vorticity
(Holmes, 2015). These separated shear layers roll up to form vortices that shed
downstream. The vortices produced by the separated shear layer create extreme suctions
on building surfaces beneath the vortex core (Tieleman et al.2001).

Figure 1-1 Separating and reattaching flow on a generic sharp-edged bluff body
(from Akon and Kopp, 2016).
For high-rise buildings, these vortices are typically the strongest along the edges of the
building walls. However, for low-rise buildings, the strongest vortices and greatest
suctions are on the roof, as most of the oncoming flow is directed up and over the top of
the building. As flow approaches a low-rise building with a flat or low-pitched roof, it
separates at the roof edges and, if the roof is large enough, flow reattaches further
downstream on the roof (Kopp, 2013). At wind directions normal to walls, flow separates
at the windward eave and high suctions are observed on the windward portion of the roof.
However, at oblique angles, as shown in Figure 1-2, incident cornering winds produce a
pair of conical vortices at the roof corner (Holmes, 2015) . The vortices produce high
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suctions along lines extending from the corner of the building and that are located below
the axis of the conical vortices (Tieleman, Surry, & Lin, 1994).

Figure 1-2 Conical vortices at oblique wind directions (from Holmes, 2015).
The magnitude and spatial distribution of 𝐶𝑝 across the building surface are highly
influenced by the separating and reattaching flow. However, the behaviour of the
separated shear layer is highly dependent on parameters used for scaling. At least three
scaling parameters are known to have significant influence:
1. Reynolds number
2. Free stream turbulence (turbulence intensity and length scale)
3. Edge radius
As a result, mismatches in scaling parameters may alter separated shear layer behaviour
and can subsequently produce discrepancies in 𝐶𝑝 magnitudes and spatial distributions.

1.1.1 Influence of Reynolds number
Typically speaking, flow can be scaled through dynamic similarity where length, time
and force scale ratios match in both model and full scale (White, 2009). Dynamic
similarity can be achieved by matching the Reynolds numbers, defined as

𝑅𝑒 =

̅̅̅̅
𝑈𝐻 𝐻
𝜈

(1-4)

such that
𝑹𝒆𝒑 = 𝑹𝒆𝒎

(1-5)

5

where ̅̅̅̅
𝑈𝐻 is the mean velocity at mean roof height, 𝐻 is mean roof height, 𝜈 is kinematic
viscosity of the fluid and subscripts 𝑝 and 𝑚 denote prototype and model, respectively.
For curved bodies, such as a two-dimensional circular cylinder, the separation point and
subsequent flow behaviour around the body are highly sensitive to 𝑅𝑒 (Achenbach,
1968). As flow behaviour changes, the resultant surface pressure distribution changes as
well, and thus a match in 𝑅𝑒 would be necessary to produce similar 𝐶𝑝 distributions
across the surface.
However, on sharp-edged bluff bodies such as buildings, the separation point is fixed at
the body corners. It is commonly believed that since the separation point is fixed, the
resultant aerodynamic characteristics and surface pressures are invariant with 𝑅𝑒 (Larose
and D’Auteuil, 2006; Irwin, 2008). Subsequently, 𝑅𝑒 similarity is often relaxed in wind
engineering applications, and testing standards such as ASCE 49-12 prescribe wind
tunnel tests to be conducted beyond 𝑅𝑒 = 1.1 × 104 to avoid Reynolds number effects in
test results (ASCE 49-12, 2012).Though the separation point is fixed on sharp-edged
bluff bodies, the 𝐶𝑝 measured on surfaces near flow reattachment may still exhibit 𝑅𝑒
effects. A study by Hoxey et al. (1998) observed that a reduction in 𝑅𝑒 by one order of
magnitude caused a reduction in mean 𝐶𝑝 by 0.25 in roof regions where flow reattached
after separating at the windward eave. It is suggested that the reduction in 𝐶𝑝 is a result
of longer separation bubble at higher 𝑅𝑒 (Hoxey et al., 1997) and that the behaviour of
the trailing edge of the separation bubble may be 𝑅𝑒 sensitive (Hoxey et al., 1998).

1.1.2 Influence of free stream turbulence
Free stream turbulence must also be matched to ensure similarity in tests. One of the most
important turbulence parameters is the streamwise turbulence intensity,
𝑰𝒖 =

𝝈𝒖
̅
𝑼

(1-6)

6

̅ are the RMS of the fluctuating component of streamwise fluid velocity
where 𝜎𝑢 and 𝑈
and mean streamwise velocity, respectively (Cao, 2013).
As free stream turbulence is introduced into upstream flow and approaches the body, it
becomes stretched and distorted by the mean flow field around the body (Bearman,
1972). The distorted turbulence interacts with separated shear layers to enhance turbulent
mixing, increasing fluid entrainment and causing separated flow to reattach closer to the
separation point (Gartshore, 1973). Numerous studies on sharp-edged bluff bodies have
observed that as 𝐼𝑢 increases in the upstream flow, the separated flow reattaches closer to
the separation point, thereby producing smaller separation bubbles. (Hillier and Cherry,
1981; Kiya and Sasaki 1983; Akon and Kopp, 2016).
Furthermore, increased freestream turbulence produces larger fluctuating surface
pressures. Fluctuating pressures are linked to the development and growth of the
separated shear layer (Cherry, et al., 1984; Saathoff and Melbourne, 1997) which is
enhanced as 𝐼𝑢 and turbulence length scale 𝐿𝑢𝑥 are increased (Hillier & Cherry, 1981) as
defined below
∞

𝑳𝒖𝒙 = ∫ 𝑹𝒖𝒖 (𝒙)𝒅𝒙

(1-7)

𝟎

where 𝑅𝑢𝑢 is the spatial correlation coefficient of the fluctuating velocity 𝑢 in the streamwise direction 𝑥 (Cao, 2013). The enhanced growth of the separated shear layers
accelerates vortex production and maturation which results in larger peak suctions on
building surfaces (Tieleman, 2003), which occur much closer to the edge (Morrison &
Kopp, 2018).
For conical vortices, vertical turbulence intensity 𝐼𝑣 is also a pertinent parameter. Quick
changes in vertical wind direction can change the location of conical vortex (Wu et al.,
2001). As a result, discrepancies in 𝐼𝑣 may alter the peak suction distribution on the roof
produced by conical vortices.
The various scales of turbulence in flow also need to be considered, as turbulence at
different scales are responsible for different aspects of separated shear layer behaviour.
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According to Saathoff and Melbourne (1997), small-scale, high frequency turbulence
enhances shear layer rollup, thereby enhancing vortex shedding frequency. Conversely,
large-scale, low frequency turbulence enhances vortex maturation, producing stronger
vortices and consequently greater surface suctions. Scaling the turbulence content in the
upstream flow is typically achieved by matching the non dimensional turbulence
spectrum, across all non dimensional turbulence frequencies,
𝒇𝑺𝒖 (𝒇) 𝒇𝑯
,
̅
̅
𝑼
𝑼

(1-8)

where 𝑓 and 𝑆𝑢 (𝑛) are frequency and spectral density function, respectively (Holmes,
2015).
Ideally, the non-dimensional turbulence spectra of flow at various model scales ought to
match at all frequencies, but in practice, this can be difficult to achieve. Large scale, low
frequency turbulence that is used with small model scales (say 1:500) may not be
reproducible at larger model scales (such as 1:20), as these eddies when scaled up would
larger than the tunnel itself (Asghari Mooneghi et al., 2016; Wu and Kopp, 2018). As
result, it is possible that at larger model scales, some large-scale turbulence will be
missing in the flow. Missing large- scale turbulence would reduce vortex maturation, and
in turn reduce the magnitude of peak pressure coefficients on the building surface
(Tieleman, 2003).

1.1.3 Influence of rounded edges
Building models used for wind tunnel testing are typically 3D printed using fused
deposition modelling (FDM) which allows these models to be produced relatively easily
and quickly. However, a challenge to 3D printing is that a 3D printer may not be able to
capture small building details, namely the sharp corner edges (Comminal et al., 2019).
Since 3D printing involves layering a continuous bead of material, corners where two
building faces intersect may be slightly curved with a radius, 𝑅, whereas in full-scale, the
radius of these corners would be smaller (i.e. 𝑅 →0) as illustrated in Figure 1-3.
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Figure 1-3 Comparison of a sharp (left) and curved (right) building corner.
The size and accuracy of corner radii produced by 3D printing is dependent on bead
width (Ghareghpagh et al., 2019) and tool path of the nozzle (Comminal et al., 2019)
which can vary by printer. It is possible that the smallest corner radii producible by a
given 3D printer will not be small enough to ensure geometric similarity at the building
edges. In other words:
𝑹
𝑹
( ) >( )
𝑯 𝒎
𝑯 𝒑

(1-9)

Models lacking a sufficiently sharp corner can pose a significant issue in wind tunnel
testing, as a change edge geometry can alter the behaviour of the separated shear layer. If
the radius of curvature on the edge of a bluff body is sufficiently large, flow may remain
attached around the body. Subsequently, the lack of flow separation will alter the
pressures on the surface.
A full-scale study conducted on a low-rise building with a sharp and curved eaves
showed that the flow did not seem to separate nor recirculate when the eave was curved
(Robertson, 1991), as shown in Figure 1-4. The suppression of flow separation prevented
or weakened vortex production in the separated shear layer, resulting in reduced mean 𝐶𝑝
near the leading edge, as shown in Figure 1-5. Due to its ability to suppress or weaken
vortices on the roof, rounded roof edges have been explored as a method to mitigate high
suctions on roofs (Surry and Lin 1995; Kopp et al., 2005; Dong et. al. 2019).

9

Figure 1-4 Flow around curved (left) and sharp (right) eave (from Robertson,1991).

Figure 1-5 Mean 𝑪𝒑 along roof with curved and sharp eaves (from Robertson ,
1991).
Flow visualization by Mahmood (2011) shows that rounded roof edges have similar
effects on conical vortices. As shown in Figure 1-6, conical vortices at the corner of the
roof become smaller and weaker as 𝑅 increases. Eventually as 𝑅 was increased to 𝑅/𝐻 =
25%, conical vortices at the corner disappeared altogether. Mean 𝐶𝑝’s along the leading
edge of the roof at oblique wind directions, are shown in Figure 1-7. Important to note is
that Mahmood (2011) reports their sharpest edge to be 𝑅 = 0 mm , though the actual
edge radius might be slightly larger due to manufacturing limitations. As shown in Figure
1-7, similar to 𝐶𝑝’s in Figure 1-5, mean suctions are reduced as the edge radius increases,
which is likely attributed to the suppression of vortex production.
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Figure 1-6 Flow visualization of corner vortices with increasing edge curvature (R in
mm, from Mahmood 2011).

Figure 1-7 Mean Cp plotted by roof corner at oblique wind angles (from Mahmood,
2011). Note that 𝑯 was 40mm, so 𝑹 = 10mm corresponds 𝑹/𝑯 = 25%. “50501”
refers to tap location on the TTU WERFL building.
The mechanisms that weaken and suppress vortex production are not entirely clear. One
potential explanation is that as that 𝑅 increases, the separated shear layer remains closer
to the body surface. A study on a flat plate with a semicircular nose has shown that as 𝑅𝑒
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increased (in this case, 𝑅𝑒 is defined using 𝑅 as a characteristic length), the separated
shear layer was increasingly forced to curve in the stream-wise direction (Ota, Asano, &
Okawa, 1981) . In other words, as 𝑅 increases, the separated shear layer may remain
closer to the roof and may reattach further upstream than would be expected in a sharpedged case. The smaller distance between the roof and the shear layer may reduce the
size of the vortices produced, thereby reducing suctions experienced near roof edges.

1.2 Objectives
It is clear from literature that a sufficiently curved edge can weaken or suppress vortex
generation and subsequently reduce pressures experienced on a body surface. The
concern in wind tunnel testing is that if the edges on a 3D printed model are curved due
manufacturing limitations, vortices produced around model edges may be weaker than
what would be expected of a sharped-edged building at full-scale. As a result, pressures
and subsequently design wind loads determined from a study conducted on a building
model with curved edges may be underestimated in these situations.
There is presently no guidelines in wind tunnel testing standards such as ASCE 49-12 to
prescribe a limit on the edge radii of wind tunnel models. Consequently, the objective of
this thesis is to determine a practical limit for edge radii curvature, beyond which,
separating flow behaviour is no-longer representative of flow around a sharp-edged bluff
body.
To evaluate the effects of edge radii, a generic low-rise building was tested at the
Boundary Layer Wind Tunnel Laboratory. Models of the building were constructed in
four model scales and five edge non-dimensional radii, 𝑅/𝐻, leading to twenty model
configurations. Pressures on the roof of the model were analyzed to evaluate the effect of
edge radii on separating flow behaviour at both normal and oblique wind directions.
Significant changes to pressure results were defined as differences in pressures which
exceed the measurement uncertainty of the pressure measurement system. The smallest
edge radius that produced differences beyond measurement uncertainty was determined
as the limit to edge radius.
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Experimental Approach
A wind tunnel pressure study was conducted on generic low-rise buildings at the
Boundary Layer Wind Tunnel Laboratory at the University of Western Ontario. Models
of the building were constructed at four different scales that are commonly used for
testing low-rise buildings (1:200, 1:100, 1:50 and 1:25). Edges on the models were
interchangeable in order to vary edge radii and a total of five edge radii were tested at
each scale, making for a total of twenty test configurations. Flow conditions in the wind
tunnel were selected with the aim of simulating similar turbulence content at each model
scale.

2.1 Model Design
2.1.1 Building Size
The generic building that was tested was sized based on three parameters: the prototype
building height, 𝐻𝑝 , the plan aspect ratio 𝐿/𝑊 and the wall aspect ratio W/H. The
selected size is summarized in Table 2-1. A generic building design was determined by
surveying a variety of low-rise building studies as summarized in Table 2-2. The
subscript 𝑝 and 𝑚 denote prototype and model. Dimensions of the buildings are defined
in Figure 2-1.

Figure 2-1 Definition of building dimensions (L>W).
Table 2-1 Selected Building Sizing
𝑯𝒑 [𝒎]
4

𝑾/𝑯
2.5

𝑳/𝑾
1.5

𝑳/𝑯
3.75
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Table 2-2 Survey of various low-rise building wind tunnel studies
Study
Dong et al. 2019
Shao et al. 2018
Duthinh et al. 2017
Akon and Kopp 2016
Wu and Kopp 2016
Kim and Tamura 2014
Mahmood 2011
Fritz et al. 2008
Wu and Sarkar 2006

Ho et al. 2005

Kopp, Surrey and Mans
2005
Surry and Lin 1995
Robertson 1991
Stathopoulos and Surry
1983

H m[m]

Scale
200
200
100
50
50
100
150
200
1
100
100
100
100

Min
0.20
0.03
0.12
0.08
0.24
0.08
0.10
0.04
0.04
0.03
4.00
0.04
0.04
0.04
0.04

50
50
1
500
250
100

Hp [m]

Max
-

W/H

L/W

Roof
Slope

0.065
0.049
0.12
0.12
0.12
0.12

Min
40.00
5.00
12.00
4.00
5.00
4.00
6.10
6.10
4.00
3.60
3.60
3.60
3.60

Max
9.80
9.80
12.19
12.19
12.19
12.19

Min H
3.00
2.00
1.00
2.31
2.21
2.29
1.00
2.28
5.02
5.02
2.28
6.78
3.58
13.56
10.17

Max H
6.20
6.20
2.00
1.06
4.00
3.00

3.00
2.00
1.58
1.56
1.42
0.44
1.00
1.51
1.99
1.99
1.51
1.56
1.48
1.56
0.63

4:12
1:12
.
10°
2.39°
2.39°
1:48 -1:2
1:12
1:12
1:12

0.09

-

4.60

-

6.76

-

1.49

-

0.08
4.14
0.01
0.02
0.05

-

3.90
4.14
4.90
4.90
4.90

-

2.35
3.12
4.98
4.98
4.98

-

1.48
1.86
1.25
1.25
1.25

1:60
10°
1:12
1:12
1:12
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The various geometric parameters have different effects on the pressure distribution
across surfaces. The prototype height, 𝐻𝑝 is important as the magnitude of the areaaveraged pressures, and subsequent loads, are a function of building height (Kopp &
Morrison, 2018). To ensure that results of roof pressure coefficients are comparable to
other low-rise building studies, an 𝐻𝑝 of 4 m was selected, as it has been commonly used
in literature and approximately relates to a one story building. Additionally, based on
Table 2-2, 𝐿/𝑊 was selected to be 1.5 as it has been commonly used in many studies.
The aspect ratio of the wall with the smallest breadth, 𝑊/𝐻, is also important as it
significantly affects the 𝐶𝑝 distribution on the roof, namely the reattachment length of
separated flow on the centreline (Akon & Kopp, 2016). For a flow where wind direction
is normal to a building wall, wind flows up the wall and separates as it reaches the roof
and then reattaches downstream. Due to flow separation, the region located upstream of
the mean reattachment point experiences high magnitudes of 𝐶𝑝 and large spatial
variation as shown previously in Figure 1-5 . The span where the majority of the
significant spatial variation of peak 𝐶𝑝 occur within a distance of 𝐻 from the leading
edge (Kopp & Morrison, 2018). To ensure that the reattachment lengths and surface areas
affected by high suctions comparable to other low-rise building studies, a wall aspect
ratio of 2.5 was selected, which was within the range of aspect ratios examined in Table
2-2.

2.1.2 Tap Layout
Taps were placed across the walls and roofs of the building models. On the roof, taps
were laid out in an evenly spaced grid so that pressure contours can be produced to
observe the effects of flow separation. Taps on the roof of the 1:200 model were spaced
by 12.5mm in order to have a lie of taps on the middle of the roof, and so that these taps
could be in identical locations across the other model scales as shown in Figure 2-1.
When model scales increased and where space allowed, tap density was increased, with a
focus on building edges and corners where pressures change rapidly.
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Figure 2-2 Example of 1:200 (left) and 1:100 (right) model roof tap layout.
The goal of the present roof tap layout was to have geometric similarity of tap locations
across all model scales so that direct comparison of pressure and uplift coefficients is
possible. However, in retrospect, tap density should have been increased on the 1:200
model. As noted by Kopp and Morrison (2018), the largest changes in pressures
distributions occur within a distance of 1𝐻 from the roof edges . Since only two rings of
taps are present within this region on the 1:200 model, it is possible that tap layouts at
smaller model scales may not have fully captured the rapid change in pressure
distribution.
Taps along wall surfaces also have a minimum spacing of 12.5mm to have taps in
identical location between model configurations; however, tap resolution is not as high.
The focus of the present study is primarily on the roof, and since many models were
tested, a lower tap density on walls reduces instrumentation and testing time. Where
possible, the tap resolution is increased near wall and roof edges to capture rapid changes
in pressures. Where the edge itself was large enough, some taps are placed on the
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building edge. The wall tap layout for a 1:100 wall is shown below in Figure 2-3. Tap
layouts of all models are included in Appendix A.

Figure 2-3 1:100 wall tap layout.

2.1.3 Edge radii sizing
In the present study, edge radius is presented as a ratio, 𝑅/𝐻. Model height 𝐻 was chosen
as a non-dimensionalizing parameter since both length scales are associated with the
separation bubble length because:
1. As edge radius 𝑅 is sufficiently large, flow remains attached around the building
edge. Therefore, it is presumed that as 𝑅 increases, the separation bubble on the
roof ought to shrink.
2. Roof regions which experience high suctions are within the separation bubble,
and the size of these regions are related to the building height (Kopp & Morrison,
2018).
Given the relations of 𝑅 and 𝐻 with the size of the separation bubble, the parameter 𝑅/𝐻
may be directly proportional to separation bubble size as is further discussed in Chapter
4. Thus, low-rise buildings with similar 𝑅/𝐻 ought to experience similar separated flow
behaviour if the free stream turbulence and building aspect ratios are the same, as
previously discussed in section 1.1.2.
The smallest 𝑅/𝐻 was 0.3% . This edge radii is the combination of the smallest
controllable edge radius producible through 3D printing at the University Machine
Services and the height of the smallest model at 1:200 scale. Wind tunnel models were
constructed using an EOS 3D printer whose smallest controllable radius is 0.0635 mm.
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The sharpest model configuration is somewhat similar to the edge radii of buildings in
full-scale. In building construction, various materials may be used for cladding, including
sheet metal, masonry and glass. Measurements of edge curvature on masonry and glass
cladding components was difficult to find. The most detailed information on edge radius
available was for composite metal cladding systems made of bended sheet metals. A
survey of the edge radii of metal cladding systems was conducted by examining CAD
drawings from four manufacturers, which are in Appendix B, seem to vary between 1.2
to 5 mm, as summarized below in Table 2-3. When applied to the present building
dimensions, this would result in a full – scale 𝑅/𝐻 of 0.03% to 0.125%.
Table 2-3 Survey of metal panel cladding systems
Manufacturer
Atas International Inc.
Vicwest
Alucobond
Centria

Radius of Curvature [mm]
Parapet
Wall Corner
1.6
5
1.2
3.2
1.6
1.6
3.9
3.9

The radius on the sharpest models (𝑅/𝐻 = 0.3%) is one order of magnitude greater than
the sharpest edge reported at full-scale, should the building use metal cladding. However,
as will be further examined below, it is not expected that local pressures will change
significantly below 𝑅/𝐻 = 0.3%, so this value is representative of a “sharp” edge.
The larger 𝑅/𝐻 that were selected were based on 𝑅/𝐻 which had been shown to
significantly alter flow and surface pressures in other low-rise building/ bluff body
aerodynamics studies, as summarized in Table 2-4. Based on the review of literature,
changes to flow structure and surface pressure distributions tend to appear at 𝑅/𝐻 > 10%
in both smooth and turbulent upstream flows. Also to note is that detailed model
manufacturing information were not reported in most studies. The exception was the
study by Carssale et al. (2014) who report a dimensional tolerance of 0.1% of cylinder
width ranging from 50-150mm.
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Table 2-4 Studies of bluff bodies with curved edges
Study name

Geometry

Scale

Hm[m]

Dong et al. 2019
van Hinsberg et al. 2017

Low -rise bldg.
Square Cyl.
Various rect.
Cyl.

200
n/a

0.2
0.06

Wang and Gu 2015
Carassale et al. 2014
Mahmood 2011
Surry and Lin 1995
Robertson 1991
Cooper 1985
Delany and Sorensen
1953

Square Cyl.
TTU Bldg..
TTU Bldg..
Silsoe Bldg..
Trucks
Square Cyl.

n/a
0.05 to
0.15
0.04
0.078
5.3

n/a
100
50
1
10 to 4
n/a

2:1 Rect. Cyl.

n/a

0.03 to 0.3
0.015to
.15

R/H
Min Max
0%1 18%
16% 29%
0%1

15%

0%

13%

0%1
10%
12%
0%1
2%

25%
25%
33%

4%

50%

Model Material
Not reported
Stainless steel
Organic glass
Aluminum
Plexiglas
Acrylic
Sheet metal
Not reported
Lacquered wood

To minimize the number of edge radii, 𝑅, considered, five 𝑅/𝐻 ranging from 0.3% to
20% were considering, varying each by a factor of 2. A summary of all model
configurations considered is provided in Table 2-5. A visual representation of the model
radii being considered is shown in Figure 2-4.
Table 2-5 Wind tunnel model configurations

1

Scale

Hm [mm]

Wm [mm]

Lm [mm]

1:25
1:50
1:100
1:200

160
80
40
20

400
200
100
50

600
300
150
75

R/H =
0.3%
0.508
0.254
0.127
0.0635

R/H=
2.5%
4
2
1
0.5

Rm [mm]
R/H =
5%
8
4
2
1

R/H =
10%
16
8
4
2

Edge geometry reported as “Sharp”, actual edge radius nor manufacturing tolerances were provided.

R/H =
20%
32
16
8
4
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Figure 2-4 Visualization of edge radii considered

2.1.4 Building Sign Conventions
Due to symmetry, the models are tested at azimuths, 𝜃, from 0 to 90° in 5° increments as
defined by Figure 2-5.

Figure 2-5 Azimuth 𝜽 sign convention.
To observe the effect of edge radii in normal flow directions, three lines of taps are
included around the middle model walls and roof as defined below in Figure 2-6. The
purpose of these lines is to capture the separating flow behaviour in normal wind
directions.
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Figure 2-6 Lines of taps located on models.
Midlines are divided based on building surface. The location of the tap on the surface is
denoted as 𝑆, whose origin differs based on surface. On plots for pressure distributions, 𝑆
is normalized by the length of the surface. For midlines M1 and M2, surfaces S1, S2 and
S3 refer to the windward wall, roof and leeward wall, respectively, as shown in Figure
2-7. The origin for tap locations on each surface is denoted by red arrows.

Figure 2-7 M1 and M2 midline sign convention (side view).
The sign convention for M3 is shown in Figure 2-8. S1 refers to the windward wall, S2
and S4 are the side walls and S3 is the leeward wall.
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Figure 2-8 M3 midline sign convention (plan view).
Additionally, lines of taps along the longest roof edges were used to observe high
suctions produced by conical vortices, these lines of taps as well the sign convention for
tap locations is shown in Figure 2-9. Tap coordinates were normalized using building
plan dimensions, i.e., y/𝐿 and 𝑥/𝑊. Important to note is that the origin of this sign
convention is located at the roof corner where the edge curvature of the roof edge
intersect.

Figure 2-9 Tap lines in red for pressures at oblique angles (plan view).
As previously discussed, the axis of rotation of the conical vortex is located along a ray
extending from the roof corner, and offset from the roof edge by an angle, 𝜙𝑐 . The
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location of the conical vortex core can be estimated by the location of the maximum
mean pressure coefficient on the roof (Banks, Meroney, Sarkar, Zhao, & Wu, 2000). As
shown in Figure 2-10, the location of the maximum pressure coefficient along a given tap
line is denoted by 𝑙𝑐 and the location of the conical vortex axis may be estimated with 𝜙𝑐 ,
where:
𝒅
𝝓𝒄 = 𝐭𝐚𝐧−𝟏 ( )
𝒍𝒄

(2-1)

Figure 2-10 Approximation of conical vortex axis angle, 𝝓𝒄 , using the location of the
maximum ̅̅̅̅̅̅
𝑪𝒑𝑯 , 𝒍𝒄 , observed along a tap lines (in red).
Effects of edge radius on area-averaged 𝐶𝑝’s and overall uplifts are examined in Chapter
5. Three building regions are considered for area averages: the middle of the windward
roof edge, the windward roof corner, and the windward wall, as shown in Figure 2-11.
Area-averaged pressure coefficients for the middle of the roof (1) and wall (3) are
examined at a 0° azimuth flow direction, while values at the roof corner were examined
at a 45° azimuth. Pressures and forces acting normal and away from building surfaces are
presented as negative values.
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Figure 2-11 (1) Middle roof, (2) roof corner and (3) wall regions examined for area
averaging.

2.2 Flow simulation
In order for surface pressures to be comparable between models of different scales, the
upstream flow characteristics need to be similar. To ensure similarity, a wind tunnel setup
must be selected such that the flow produced is similar across the chosen model scales in
terms of turbulence spectra, mean velocity profiles and turbulence intensity at roof
height.
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2.2.1 Terrain Simulation
Wind tunnel testing was conducted in BLWT II at the Boundary Layer Wind Tunnel
Laboratory, 1:25 and 1:50 scale models were tested in January 2019 while 1:100 and
1:200 models were tested in May 2019. The dimensions of the wind tunnel are shown
below in Table 2-6.
Table 2-6 BLWT II Dimensions
Tunnel Length
Width
Inlet Height
Outlet Height

39 m
3.36 m
1.85 m
2.5 m

Upstream flow conditions can be controlled using roughness blocks along the fetch of the
tunnel and spires and barriers at the tunnel inlet, as shown in Figure 2-12. Six standard
configurations and their resultant flows were considered to find flow that would be
similar at the chosen model scales. Details of the selected configurations are in Appendix
C.

Figure 2-12 Red spires and 15" barrier.
A typical test setup is shown in Figure 2-13. Building models were set on the wind tunnel
turntable. A standard 1.22 m radius proxy board was placed around the models and
fastened to the turntable by screws. Seams around model base and proxy board were
sealed with tape to prevent “jetting” during testing.
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Figure 2-13 Typical wind tunnel setup for 1:50 scale model and Open 15 exposure.

2.2.2 Exposure Selection
Free stream turbulence greatly affects the aerodynamic behaviour of sharp-edged bluff
bodies, as discussed in section 1.1.2. Turbulence can be described to contain a spectrum
of eddies producing velocity fluctuations at various frequencies and length scales (Cao,
2013). In the context of flow around bluff bodies, the content of the turbulence spectrum
can be separated into two categories: small-scale and large-scale turbulence. Small-scale
turbulence is related to high frequency eddies which affect the aerodynamic behaviour of
bluff bodies by interacting with shear layer roll-up in separating and reattaching flow
(Tieleman 2003, Lander et al. 2016). Large-scale turbulence has larger eddies producing
low frequency fluctuations which can be considered quasi-steady (Asghari Mooneghi et
al., 2016) but can affect the maturation of vortices form in separated flow (Tieleman,
2003). The turbulence content can be described using the non-dimensional power spectral
density and frequency as:
𝒇𝑺𝒖 (𝒇) 𝒇𝑯
,
̅
𝛔𝟐𝐮
𝑼

(2-2)

As discussed, large-scale turbulence is difficult to replicate, and may be missing in wind
tunnel simulations at larger model-scales. Since small-scale turbulence is primarily
responsible for the separating and reattaching flow behaviour, it is sufficient to only
match the small-scale, high frequency portion of the non-dimensionalized turbulence
spectra to ensure aerodynamic similarity (Asghari Mooneghi et al., 2016). Discrepancies
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in large-scale turbulence content can be later accounted for by a quasi-steady (QS) model
if needed (Wu & Kopp, 2018; Asghari Mooneghi et al., 2016). However, this approach
was not used in the present study, so the focus in exposure selection was on matching the
high frequency portion of the spectra as closely as possible. Subsequently, only mean and
RMS pressure coefficients are used to define a suitable 𝑅/𝐻 in the present work.
In order to compare spectra between wind profiles for various model scales, the streamwise velocity time history was examined at the model height. Streamwise velocity time
histories were measured using a Cobra probe sampling all three velocity components at
625 Hz for 3 minutes. Spectra were estimated using segments of 2048 samples with 50%
overlap. No filter was applied to velocity measurements
The most important portion of the spectra to match was the portion which could not be
corrected for using a QS model. The rationale was that, if for some reason, turbulence
spectra conditions in the wind tunnel are difficult to match, we could at least match the
high frequency portion at which the QS model cannot correct for. According to Wu and
Kopp (2018) difference in spectra for length scales larger than 𝐿𝑐 = 5𝐻 could be
accounted for by a QS model. As a result, using the mathematical manipulation below, a
non-dimensionalalized cut-off frequency, 𝑓𝑐 , was defined, above which, the streamwise
turbulence spectra ought to match,
𝑳𝒄 = 𝟓𝑯 ; 𝚫𝑻𝒄 =

𝒇𝒄 =

𝟓𝑯 𝟏
=
̅
𝒇𝒄
𝑼

̅
𝑼
𝒇𝒄 𝑯
𝒐𝒓
= 𝟎. 𝟐
̅
𝟓𝑯
𝑼

(2-3)

(2-4)

̅ can be defined as 𝑈
̅ = 𝐿/ΔTc where 𝐿 is a
where Δ𝑇𝑐 is a time scale and thus velocity 𝑈
length scale
After comparing six different wind tunnel profiles at four roof heights, the best match
that could be made in the spectra at 𝑧 = 𝐻 is shown in Figure 2-14. The selected spectra
show a reasonable match above

𝑓𝐻
̅
𝑈

> 0.1 , meaning that the small-scale turbulence

content similar. However, it is evident that the integral scales are different amongst the
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simulations and that there is a mismatch in the low-frequency portion of the spectra. As a
result, direct comparison of peak pressure coefficients between different model scales is
not possible.

Figure 2-14 Velocity spectra of the selected profiles at model roof height z=H.
Non-dimensional mean velocity profiles of these selected exposures also match
reasonably, as shown in Figure 2-15. Important to note is that measurements of the
profile below the 1:200 model height (2cm) were not made as the probe was getting very
close to the tunnel floor. For the sake of comparison and to address the missing velocity
measurements at smaller model scales, a logarithmic mean velocity profile was fitted to
data, defined as
̅ (𝒛) =
𝑼

𝒖∗
𝒛
𝐥𝐧 ( )
𝜿
𝒛𝟎

(2-5)

where 𝑢⋆ and 𝜅 are the friction velocity and Karman constant (≈0.4), respectively (Cao,
2013).
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Figure 2-15 Non dimensional mean velocity profile of selected profiles where (×)
indicate measurements and (– ) represent fitted profile.
Roof height streamwise and vertical turbulence intensities, 𝐼𝑢 and 𝐼𝑣 , respectively are
presented below in Table 2-7. It can be seen that there is a reasonable match in 𝐼𝑢
amongst the chosen model scales. Some differences are observed in 𝐼𝑣 which may affect
peak pressure distributions along the roof at oblique wind directions (Tieleman,
Reinhold, & Hajj, 2001), although peaks are not a focus in the present study.
Table 2-7 Summary of selected profiles
Scale
̅̅̅̅
𝑼
𝑯 [m/s]
𝑰𝒖 (𝑯) [%]
𝑰𝒗 (𝑯) [%]
𝑹𝒆𝑯
Blockage
Ratio

1:200
8.05
15.5
9.4
1.1×104
0.01%

1:100
8.83
14.4
8.6
2.4×104
0.1%

1:50
10.86
16.1
12.2
5.8×104
0.2%

1:25
11.78
14.1
10.9
1.3×105
0.8%
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𝑅𝑒𝐻 was not held constant in order to observe any potential 𝑅𝑒𝐻 dependencies in
pressure coefficients. 𝑅𝑒𝐻 sensitivity could provide another way to evaluate a limit on
𝑅/𝐻, since pressure coefficients around a sharp-edged bluff body are thought to be
invariant with 𝑅𝑒𝐻 above 104 . Also, blockage ratios were fairly small so no corrections
were made for blockage effects
As can be seen, there are slight differences in the profiles, which is always a challenge in
such experiments, especially with limited degrees of freedom for the roughness elements
in the test section.

2.3 Data Acquisition
Pressure coefficients were measured using electronic pressure scanners. Pressures taps
connected to electronic pressure scanners via approximately 2’ of 1/16” ID plastic tubing.
Restrictors were added to the tubing, resulting in negligible attenuation or distortion of
surface pressure fluctuations with frequencies up to about 200 Hz (Ho et al., 2005). For
the estimation of pressure spectra, a 200 Hz low-pass filter was applied to pressure time
histories to address distortions in pressure fluctuations above 200Hz. Similar to velocity
spectra, the pressure spectra at select tap locations were determined using segments of
2048 samples with 50% overlap.
In the present study, pressure coefficients were sampled at 625 Hz to match the Cobra
probe sampling rate. Additionally, static pressure used to determine the zero output of the
scanners are taken from the Pitot static tube at the reference height and fed directly to all
pressure scanners during calibration.
Due to different model scales and mean velocities at the roof height, sampling times
varied between model scales. The sampling rate and sampling duration were determined
using the non-dimensionalized sampling time
𝑇𝑠 ̅̅̅̅
UH
𝐻

(2-6)
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where 𝑇𝑠 , 𝑈𝐻 and 𝐻 are sample time, mean roof height velocity and model height
respectively. Typical sampling duration, 𝑇𝑠 , for 1:50 scale low-rise testing is 3 minutes
(180 s). A non-dimensional sampling time was determined for the 1:50 scale
configurations which was then used to determine a sampling time for other model scales.
The selected sampling rates and durations are summarized in Table 2-8.
Table 2-8 Sample times of wind tunnel tests
Scale

𝑯 [m]

1:200
1:100
1:50
1:25

0.02
0.04
0.08
0.16

𝑼𝑯
[m/s]
8.0
8.83
10.86
11.78

𝒇𝒔 [Hz]

𝑻𝒔 [s]

625
625
625
625

60
120
180
300

(𝒇𝒔 )−𝟏 ̅̅̅̅
𝑼𝑯
𝑯
0.64
0.35
0.22
0.12

𝑇𝑠 ̅̅̅̅
UH
𝐻
2.4×104
2.6×104
2.4×104
2.2×104

A wire-stayed mast is attached to the tunnel ceiling to place a cobra probe 1𝐻 above the
center of the roof of every model. The cobra probe measured 3D velocity at 625 Hz
simultaneously with pressure measurements so that a QS model could be applied later,
following Wu and Kopp (2018). Vibrations in the cobra probe and mast were of concern;
however, no vibrations were visually observed during testing.
Wind tunnel tests were conducted for the 1:200, 𝑅/𝐻 = 0.3% and 1:25, 𝑅/𝐻 = 0.3%
models with and without the mast in place. No differences in mean and RMS 𝐶𝑝’s were
observed for tests with and without the mast at 1:25 scale. However, a slight scalar offset
was observed with 1:200 data, though it is within measurement uncertainty, which will be
further discussed in Chapter 3. Subsequently, it was assumed that the mast posed no
blockage issues. Pressure coefficients measured on the roof with and without the mast are
shown in Appendix D.

2.4 Data Analysis
The mean and the standard deviation of pressure coefficients were primarily used to
evaluate effects of varying edge radii. For a given pressure coefficient time history of 𝑛
samples, the mean pressure coefficient is defined as
̅̅̅̅̅̅
𝑪𝒑𝑯 =

∑𝒏𝒊=𝟏 𝑪𝒑𝑯𝒊
𝒏

(2-7)
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Fluctuating pressures were characterized by the standard deviation of the pressure
coefficient time history defined as
𝟏

∑𝒏𝒊=𝟏(𝑪𝒑𝑯𝒊 − ̅̅̅̅̅̅
𝑪𝒑𝑯 )𝟐 𝟐
̃
𝑪𝒑
=
[
]
𝑯
𝒏−𝟏

(2-8)

Peak values of 𝐶𝑝, 𝐶𝑝𝑚𝑎𝑥 and 𝐶𝑝𝑚𝑖𝑛 , are important as they estimate the critical wind
loads which a building may experience. Since there is a mismatch in integral length
scales, peak pressure coefficients from tests at different model scales could not be
directly compared nor used as a way to evaluate a suitable 𝑅/𝐻. However, peak values
from tests in the same model scale could still be compared and used to observe 𝑅/𝐻
effects since upstream flow conditions are identical.
In the present study, peak pressure coefficients were determined using a Gumbel
distribution estimated with the Lieblein best linear unbiased estimator method (Lieblein,
1974), as this is a common extreme value estimation method in wind engineering
(Gavanski et al., 2016).
To evaluate the peak pressure coefficient at given tap, the 𝐶𝑝𝐻 time history was divided
into 30 equally sized segments. The largest instantaneous 𝐶𝑝𝐻 sampled within each of
these segments, 𝐶𝑝𝑝𝑘𝑔𝑖 , are then recorded, ranked in ascending order and assigned
estimators 𝑎𝑖 and 𝑏𝑖 . The Lieblein BLUE estimators used in the present analysis were
determined by Hong et al. (2013) for 30 peaks (𝑛𝑝𝑘𝑔 = 30). The estimators and 𝐶𝑝𝑝𝑘𝑔𝑖
were then combined to determine the scale factor, 𝛼, and the location parameter, 𝑢, of the
Gumbel distribution
𝒏𝒑𝒌𝒈

𝜶 = ∑ 𝑪𝒑𝒑𝒌𝒈𝒊 𝒃𝒊

(2-9)

𝒊
𝒏𝒑𝒌𝒈

𝒖 = ∑ 𝑪𝒑𝒑𝒌𝒈𝒊 𝒂𝒊
𝒊

(2-10)
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These parameters are used to determine the cumulative Gumbel distribution
function 𝐹(𝐶𝑝𝐻𝑚𝑖𝑛 ) for peak suctions,
𝑭(𝑪𝒑𝑯𝒎𝒊𝒏 ) = 𝐞𝐱𝐩(− 𝒆𝒙𝒑(−𝜶(𝑪𝒑𝑯𝒎𝒊𝒏 − 𝒖)))

(2-11)

For the present application, the 80% fractile peaks , i.e. (𝐹(𝑪𝒑𝑯𝒎𝒊𝒏 ) = 0.8), were
compared which was found by rearranging the equation 2-11 into
𝑪𝒑𝑯𝒎𝒊𝒏 = (− 𝐥𝐨𝐠(− 𝐥𝐨𝐠(𝟎. 𝟖)) 𝜶) + 𝒖

(2-12)
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Uncertainty Analysis
3.1 Introduction
The present study seeks to investigate the effect of edge radii on surface pressures. To be
confident that observed changes to surface pressures are due to changes in aerodynamic
behaviour and not measurement uncertainty, an uncertainty analysis must be conducted.
Pressures on the model surfaces are measured by pressure taps connected to solid state
pressure scanners by plastic tubing. The measurements directly from the scanners are
represented as 𝐶𝑝𝑟𝑒𝑓 ,
𝑪𝒑𝒓𝒆𝒇 (𝒕) =

𝒑(𝒕) − 𝒑𝟎
𝟏 ̅
𝟐 𝝆𝑼𝒓𝒆𝒇

(3-1)

where 𝑝(𝑡) is the instantaneous surface pressure, 𝑝0 is the static pressure, 𝜌 is air density,
̅𝑟𝑒𝑓 is the mean reference velocity measured by a Pitot-static tube in the wind tunnel, 57
𝑈
inches above the tunnel floor.
For measured values to be comparable, pressure coefficients were re-referenced to roof
height velocities using
̅ 𝒓𝒆𝒇 𝟐
𝑼
𝑪𝒑𝑯 (𝒕) = 𝑪𝒑𝒓𝒆𝒇 (𝒕) (
)
̅̅̅̅
𝑼𝑯

(3-2)

where 𝐶𝑝𝐻 (𝑡) is the instantaneous pressure coefficient referenced to roof height and ̅̅̅̅
𝑈𝐻 is
the mean velocity measured at the model roof height.
The purpose of the uncertainty analysis is to determine the uncertainty bounds, 𝑤𝐶𝑝𝐻 ,
related to the measurement of 𝐶𝑝𝐻 . In other words, the aim is to determine how large the
difference between two 𝐶𝑝𝐻 measurements must be in order to be confidently
unattributed to measurement uncertainty.

34

3.2 Approach
The determination of 𝑤𝐶𝑝𝐻 involves a three step process, which follows prior work by
Quiroga (2006):
1. Determination of the elemental error of each variable used to calculate 𝐶𝑝𝐻
2. Determination of overall uncertainty of 𝐶𝑝𝐻
3. Incorporation of uncertainty associated with statistical moments of 𝐶𝑝𝐻

3.2.1 Elemental error
Various devices and systems are used to measure 𝐶𝑝𝑟𝑒𝑓 and velocities (𝑈𝑟𝑒𝑓 and 𝑈𝐻 ),
each of which introduces uncertainty into the measurement of 𝐶𝑝𝐻 . These uncertainties
are elemental errors, which include uncertainty from equipment and well as variability in
testing conditions. To determine 𝑤𝐶𝑝𝐻 , the elemental errors must first be identified and
categorized as either:
1. A bias limit, 𝐵, - systematic uncertainty that is unchanged between tests
2. A precision limit, S, – random error that varies between tests
Sources of elemental error in the wind tunnel pressure measuring system at BLWT II
were identified by Quiroga Diaz (2006) and are presented in Table 3-1.
Table 3-1 Sources of Elemental Error
𝑪𝒑𝒓𝒆𝒇
Error Source
Scanner Accuracy
Scanner Thermal Zero Shift
Thermal Stability
A/D Converter Accuracy
A/D Converter Repeatability
Terrain
Tap Dimension
Tap Burrs
Tap Angle
Cobra Probe Accuracy

Reference
Quiroga Diaz (2006)
Quiroga Diaz (2006)
Quiroga Diaz (2006)
Quiroga Diaz (2006)
Quiroga Diaz (2006)
Mans et al. (2002)
Shaw (1960)
Arts et al. (1994)
Erwin (1964)
Velocity (𝑼𝒓𝒆𝒇 , 𝑼𝑯 )
TFI (n.d.)

Value
0.0305[𝐶𝑝𝐻 ]
0.0305[𝐶𝑝𝐻 ]
0.00061[𝐶𝑝𝐻 ]
0.0073[𝐶𝑝𝐻 ]
0.0073[𝐶𝑝𝐻 ]
0.04[𝐶𝑝𝐻 ]
0.01[𝐶𝑝𝐻 ]
0.006[𝐶𝑝𝐻 ]
0.001[𝐶𝑝𝐻 ]
0.5 [m/s]

Type
Bias
Precision
Precision
Precision
Precision
Bias
Bias
Bias
Bias
Bias
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Errors associated with static pressures are assumed to be accounted for by pressure
scanner uncertainties, since during calibration, static pressures from the Pitot static tube
are fed directly to scanners to provide the static reference (Quiroga Diaz, 2006). Another
source for errors in static pressures may be misalignment of the pitot but are omitted
since these errors are negligible within a misalignment of ± 20° (Quiroga Diaz, 2006).
The bias and precision uncertainty for each variable used to determine 𝐶𝑝𝐻 in equation 32, are combined to find the overall bias and precision limit for that given variable. This is
done through a root sum squared method (Coleman & Steele, 2009), for a variable, 𝑥,
𝟏

𝟏

𝑩𝒙 = (∑𝑩𝟐𝒙,𝒊 )𝟐 ; 𝑺𝒙 = (∑𝑺𝟐𝒙,𝒊 )𝟐

(3-3)

The overall uncertainty for 𝑥 is determined by combining the bias and precision limit
using
𝟏

𝒘𝒙 = [𝑩𝟐𝒙 + (𝒕𝑺𝒙 )𝟐 ]𝟐

(3-4)

where 𝑡 is a Student t value, dependent on degrees of freedom. Since time histories of
pressure coefficients measured at taps exceed 30 samples, 𝑡 = 1.96 for a 95% confidence
level (Wheeler & Ganji, A.R., 1996).

3.2.2 Uncertainty of 𝐶𝑝𝐻
𝐶𝑝𝐻 is a function of multiple variables; thus, to determine the uncertainty of 𝐶𝑝𝐻 ,
uncertainties of the constituent variables must be combined. Consider the general case of
a quantity, 𝑅 ,which is a function of multiple variables, i.e.,
𝑹 = 𝒇(𝒙𝟏 , 𝒙𝟐 , … , 𝒙𝒏 )

(3-5)

The uncertainty of the result 𝑅, 𝑤𝑅 , such that the uncertainty bounds of 𝑅 are ± 𝑤𝑅
(Wheeler & Ganji, A.R., 1996), is,
𝒏

𝟏

𝝏𝑹 𝟐 𝟐
𝒘𝑹 = [∑ (𝒘𝒙𝒊
) ]
𝝏𝒙𝒊
𝒊=𝟏

(3-6)
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where 𝑤𝑥𝑖 is the uncertainty associated with the variable 𝑥𝑖 .
Applying the equation above to equation 3-2 for 𝑤𝐶𝑝𝐻 , the expression becomes

𝒘𝑪𝒑𝑯 = [(𝒘𝑪𝒑

̅ 𝟐𝒓𝒆𝒇
𝑼
𝒓𝒆𝒇

𝟐
̅̅̅̅
𝑼𝑯

𝟐

) + (𝒘𝑼𝒓𝒆𝒇

̅ 𝒓𝒆𝒇
𝟐𝑪𝒑𝒓𝒆𝒇 𝑼
𝟐
̅̅̅̅
𝑼𝑯

𝟐

) + (𝒘𝑼𝑯

̅ 𝟐𝒓𝒆𝒇
−𝟐𝑪𝒑𝒓𝒆𝒇 𝑼
𝟑
̅̅̅̅
𝑼𝑯

𝟏
𝟐 𝟐

) ]

(3-7)

Substituting terms from equation 3-2, and following the manipulation by Quiroga Diaz
(2006), the expression simplifies to

𝟐

𝒘𝑪𝒑𝑯 = [ (𝒘𝑪𝒑𝒓𝒆𝒇 (

𝟏
𝟐 𝟐

𝟐

𝑪𝒑𝑯
𝟐𝑪𝒑𝑯
𝟐𝑪𝒑𝑯
)) + (𝒘𝑼𝒓𝒆𝒇 (
)) + (𝒘𝑼𝑯 (−
)) ]
̅ 𝒓𝒆𝒇
̅̅̅̅
𝑪𝒑𝒓𝒆𝒇
𝑼
𝑼𝑯

(3-8)

𝟏

𝒘𝑪𝒑𝒓𝒆𝒇 𝟐
𝒘𝑼𝒓𝒆𝒇 𝟐
𝒘𝑪𝒑𝑯
𝒘𝑼 𝑯 𝟐 𝟐
= [(
) + (𝟐
) + (−𝟐
) ]
𝑪𝒑𝑯
𝑪𝒑𝒓𝒆𝒇
𝑼𝒓𝒆𝒇
𝑼𝑯

(3-9)

Clearly, 𝑤𝐶𝑝𝐻 is dependent on nominal the values of the variables. Since these variables
may differ between model scales (𝐶𝑝𝐻 , 𝐶𝑝𝑟𝑒𝑓 and ̅̅̅̅
𝑈𝐻 ), 𝑤𝐶𝑝𝐻 will also differ between
scales.

3.2.3 Standard Error of 𝑟 𝑡ℎ order statistical moments
Typically, 𝐶𝑝𝐻 is presented as a first or second order statistical moment (mean and RMS,
respectively). The uncertainty involved in determining these statistical moments can be
accounted for in 𝑤𝐶𝑝𝐻 as a standard error for an 𝑟 𝑡ℎ order moment, 𝑉𝑎𝑟[𝑚𝑟 ]. The
standard error associated with the statistical moment is then combined with 𝑤𝐶𝑝𝐻 to
determine the uncertainty of the mean and RMS 𝐶𝑝𝐻 .
𝟏

𝒘𝒎𝒓 = [𝒘𝟐𝑪𝒑𝑯 + 𝒕𝑽𝒂𝒓[𝒎𝒓 ]]𝟐

(3-10)

A set of independent samples is required to determine standard error (Benedict & Gould,
1996). A 𝐶𝑝𝐻 time history from a typical tap is used as the sample set. However, samples
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from the time history may not be independent since surface pressures at a fixed location
in separated and reattaching flow are temporally correlated (Cherry, Hillier, & Latour,
1984). To obtain a set of independent 𝐶𝑝𝐻 values from the time history, the
autocorrelation function, 𝑅𝑥𝑥 , and integral time scale, 𝑇, were determined from the time
history of interest with
𝒃

(3-11)

𝑻 = ∫ 𝑹𝒙𝒙 𝒅𝝉
𝟎

where 𝑏 is the time step where the first occurrence of the down crossing of 𝑅𝑥𝑥 past zero
occurs and 𝑑𝜏 is time step.
Multiple samples taken within the integral time scale cannot be considered independent,
since within this time period, 𝑅𝑥𝑥 > 0. A set of independent samples was then formed by
taking consecutive samples from the time history, that are separated by a time 𝑇. When
applied to all model configurations, the size of the independent sample sets, 𝑛, exceeded
1000, which is suitable for determining the standard error of statistical moments of
turbulent quantities (Benedict & Gould, 1996).
Second and fourth order statistical moments were determined from the independent
sample set and used to estimate the standard error using (Stuart & Ord, 1994)
𝟏

𝒎𝟐 𝟐
)
𝒏

̅̅̅̅̅̅
𝑽𝒂𝒓[𝑪𝒑
𝑯] = (

(3-12)
𝟏

𝟏 (𝒎𝟒 − 𝒎𝟐𝟐 ) 𝟐
̃
𝑽𝒂𝒓[𝑪𝒑
]
=
[
]
𝑯
𝒏
𝟒𝒎𝟐
Mean results determined for each model scale is presented below in Table 3-2.

(3-13)
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Table 3-2 Mean of standard errors of 𝑪𝒑𝑯 statistical moments
SCALE
1:200
1:100
1:50
1:25

̅̅̅̅̅̅
𝑽𝒂𝒓 [𝑪𝒑
𝑯]
0.011
0.005
0.007
0.005

̃
𝑽𝒂𝒓[𝑪𝒑
𝑯]
0.009
0.004
0.006
0.005

3.2.4 Nominal values for uncertainty estimates
In equation 3-9, nominal values for 𝑝𝐻 , 𝑈𝑟𝑒𝑓 and 𝑈𝐻 are required to determine 𝑤𝐶𝑝𝐻 .
̅𝑟𝑒𝑓 and ̅̅̅̅
Nominal values of 𝑈
𝑈𝐻 were taken as the mean reference and roof height
velocities measured by Cobra probes. For nominal values of 𝐶𝑝𝐻 , a normalized pressure
coefficient 𝐶𝑝𝐷 was used due to account for an observed scalar offsets in 𝐶𝑝𝐻 results.
When examining data, for a given 𝑅/𝐻 across different scales, a scalar offset was
observed in the ̅̅̅̅̅
𝐶𝑝𝐻 profile on surfaces affected by to separated flow behaviour, namely
the roof and leeward wall. An example of this observation is shown below for the M1
midline in Figure 3-1.

Figure 3-1 ̅̅̅̅̅̅
𝑪𝒑𝑯 at 𝑹/𝑯 = 0.3% plotted along the M1 midline on (a) roof and (b)
leeward wall.
The magnitude of ̅̅̅̅̅
𝐶𝑝𝐻 increases slightly as the scale diminishes, and this trend persists
on the leeward wall of all model configurations. The trend could be due blockage effects,
since the frontal area of the models vary significantly with scale. However, as shown in
Table 2-7, the blockage ratios are well below the recommended limit of 5% (ASCE 49-
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12), and these differences in mean pressure coefficients are within the uncertainty
estimates which will be later discussed.
Upon examining the mean velocity measured 1𝐻 above the model roof during testing, it
is possible that the offset is due to a slight mismatch in the mean velocity profile. As
shown in Figure 3-2. The mean velocity measured above the model increases slightly
with model scale. Subsequently, blockage effects are expected to be negligible, and it is
more likely that these offsets are due to measurement uncertainty in the static pressure or
a slight mismatch in the mean velocity profile.

Figure 3-2 Mean velocity measured 1𝑯 above the center of models at a 90° azimuth
In order to compare findings between different model scales and address the scalar offset,
̅̅̅̅̅
𝐶𝑝𝐻 is normalized by a base pressure coefficient 𝐶𝑝𝑏 , producing a parameter,
𝑪𝒑𝑫 (𝒕) = 𝑪𝒑𝑯 (𝒕) − 𝑪𝒑𝒃

(3-14)

Base pressure was taken as the average ̅̅̅̅̅
𝐶𝑝𝐻 across the leeward wall of the model
following Castro and Robins (1977). In flow past bluff bodies, base pressure is observed
to be relatively uniform on surfaces unaffected by separated flow behaviour. The base
pressure coefficient ought to be consistent across model scales if flow conditions and
upstream turbulence behaviour are similar. If upstream turbulence is similar, vortex
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generation and subsequently wake behaviour downstream ought to be similar across
model scales, leading to a similar base pressure (Lander, Letchford, Amitay, & Kopp ,
2016).
Using this normalizing approach, it was shown that the ̅̅̅̅̅
𝐶𝑝𝐻 distributions on the roof and
leeward wall collapse onto a single curve as shown in Figure 3-3. Subsequently, for
̅̅̅̅̅
comparison of results across model scales, 𝐶𝑝
𝐷 will be used as a nominal value for
determining 𝑤𝐶𝑝𝐻 as well as to compare 𝐶𝑝𝐻 results across different model scales.

Figure 3-3 ̅̅̅̅̅̅
𝑪𝒑𝑫 at 𝑹/𝑯 = 0.3% plotted along the M1 midline on (a) S2 roof and (b)
S3 leeward wall.
̅̅̅̅̅
As pressure varies spatially on a model surface, the maximum 𝐶𝑝
𝐷 measured on the roof
along the midline M1 at a 0° azimuth for the sharpest (𝑅/𝐻 = 0.3%) model taken as the
nominal value of 𝐶𝑝𝐻 two reasons.
1. It is a relatively high value and would provide a reasonably large estimation of
𝑤𝐶𝑝𝐻
2. This nominal value of 𝐶𝑝𝐷 is relatively consistent across most model
configurations (all model scales, 0.3% ≤ 𝑅/𝐻 < 5%),
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Further expanding on the second point, for a given model scale, the average of the
̅̅̅̅̅
nominal 𝐶𝑝
𝐷 across varying 𝑅/𝐻 are presented in Table 3-3 along with the coefficients of
variance. As shown below, these values are similar across model scales and edge radii.
Table 3-3 Nominal 𝑪𝒑𝑫 used for determination of 𝒘𝑪𝒑𝑯
SCALE
1:200
1:100
1:50
1:25

̅̅̅̅̅̅
𝑪𝒑𝑫
-1.153
-1.091
-0.937
-0.947

𝑪𝒐𝑽
0.022
0.019
0.031
0.062

3.3 Results
Three different approaches were used to determine 𝑤𝐶𝑝𝐻 , each with a different
application.
Method A – 𝑤𝐶𝑝𝐻 estimated assuming pressures scanners and Cobra probes are accurate
and that the only source of uncertainty is random error. In other words, equation 3-9
becomes
𝒘𝑪𝒑𝑯 𝒘𝑪𝒑𝒓𝒆𝒇
=
𝒂𝒏𝒅 𝒘𝑪𝒑𝒓𝒆𝒇 = 𝒕𝑺𝑪𝒑𝒓𝒆𝒇
𝑪𝒑𝑯
𝑪𝒑𝒓𝒆𝒇

(3-15)

Uncertainty determined in this manner is useful for comparing results from experiments
that are repeated using the exact same experimental setup.
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Method B – 𝑤𝐶𝑝𝐻 estimated assuming that cobra probes are accurate and that pressure
scanners are the only source of uncertainty or
1

2 2
𝑤𝐶𝑝𝐻 𝑤𝐶𝑝𝑟𝑒𝑓
2
=
𝑎𝑛𝑑 𝑤𝐶𝑝𝑟𝑒𝑓 = [𝐵𝐶𝑝
+
(𝑡𝑆
)
]
𝐶𝑝
𝑟𝑒𝑓
𝑟𝑒𝑓
𝐶𝑝𝐻
𝐶𝑝𝑟𝑒𝑓

(3-16)

This method assumes that when comparing 𝐶𝑝𝐻 from models of the same scale, since
𝑈𝑟𝑒𝑓 and 𝑈𝐻 come from the same set of Cobra probe measurements, uncertainty from the
velocity measurements are already accounted for.
Method C – All sources of uncertainty are included. The 𝑤𝐶𝑝𝐻 estimated with this
method is an absolute uncertainty i.e., how far off measured results can potentially be
from the “true” values. Uncertainties from this method could be used to compare values
with studies from other wind tunnel laboratories. By including all sources of errors, all
elemental errors used in Table 3-1 are included and all terms in equation 3-9 are used,
i.e.,
𝟏

𝒘𝑪𝒑𝑯
𝑪𝒑𝑯

𝒘𝑼̅𝒓𝒆𝒇 𝟐
𝒘𝑪𝒑𝒓𝒆𝒇 𝟐
𝒘𝑼̅𝑯 𝟐 𝟐
= [(
) + (𝟐
) + (−𝟐
) ]
̅ 𝒓𝒆𝒇
̅̅̅̅
𝑪𝒑𝒓𝒆𝒇
𝑼
𝑼𝑯

(3-17)

Results from these three methods are presented below in Table 3-4. As more elemental
errors are considered from A to C, it is clear that uncertainty bounds increase. Also, there
is observed to be an increase in 𝑤𝐶𝑝𝐻 with the model-scale which is further discussed in
the following section.
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Table 3-4 𝒘𝑪𝒑𝑯 determined using various methods

A

B

C

𝒘𝑪𝒓𝒆𝒇

𝒘̅̅̅̅̅̅
𝑪𝒑𝑯

𝒘𝑪𝒑
̃
𝑯

0.0322
0.0322

𝒘𝑼̅
N/A
N/A

0.110
0.091

0.109
0.091

50

0.0322

N/A

0.059

0.059

25
200
100
50

0.0322
0.0756
0.0756
0.0756

N/A
N/A
N/A
N/A

0.050
0.256
0.213
0.139

0.050
0.256
0.213
0.138

25
200

0.0756
0.0815

N/A
0.5

0.118
0.277

0.118
0.277

100

0.0815

0.5

0.230

0.230

50

0.0815

0.5

0.150

0.150

25

0.0815

0.5

0.127

0.127

Scale
200
100

̃𝐻 measured in the sharpest
Application of the estimated 𝑤𝐶𝑝𝐻 to ̅̅̅̅̅
𝐶𝑝𝐻 and 𝐶𝑝
configuration 𝑅/𝐻= 0.3% along the M1 roof (S2) is shown in Figure 3-4 and Figure 3-5,
̃𝐻 .
respectively. Differences in ̅̅̅̅̅
𝐶𝑝𝐻 amongst different models scales is larger than in 𝐶𝑝
Also, scalar offsets in ̅̅̅̅̅
𝐶𝑝𝐻 is within 𝑤̅̅̅̅̅̅
𝐶𝑝𝐻 determined via methods B and C. This would
suggest that the scalar offset attributed to measurement of uncertainty rather than
significant differences in aerodynamic behaviour.
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Figure 3-4 ̅̅̅̅̅̅
𝑪𝒑𝑯 on M1 roof at R/H = 0.3% with 𝒘̅̅̅̅̅̅
𝑪𝒑𝑯 determined from (a) Method A (b) Method B (c) Method C.

̃
Figure 3-5 𝑪𝒑
determined from (a) Method A (b) Method B (c) Method C.
̃
𝑯 on M1 roof at R/H = 0.3% with 𝒘𝑪𝒑
𝑯
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3.4 Discussion of uncertainty estimates
As previously noted, Table 3-4 shows that 𝑤̅̅̅̅̅̅
decrease as the model scale
̃
𝐶𝑝𝐻 and 𝑤𝐶𝑝
𝐻
increases. This trend would seem peculiar, as uncertainty estimates may be interpreted as
absolute values, independent of the model-scale and instead, wholly dependent on the
equipment used. Following this line of thought, since the same equipment is used for
each test, the uncertainty estimate shouldn’t change. However, the trend is explained by
examining the uncertainty estimation process, and it will be shown to be caused by the
differences in ̅̅̅̅
𝑈𝐻 .
Focusing on Method A, the first step in determining 𝑤𝐶𝑝𝐻 is to determine the sources of
uncertainty (as summarized in Table 3-1). Elemental errors associated with 𝐶𝑝𝑟𝑒𝑓 came
from scanner manufacturing specifications and are expressed as percentages of the full
measurement range. In the case of the pressure scanners, the full measurement range is
5V and random uncertainty, such as the zero thermal shift, is as small as 0.2% of the full
range or 0.01V. These elemental errors are constant since they only depend on the
scanners themselves, which are reused from test to test.
The sources and magnitudes of the elemental errors do not change between scales since
equipment is reused; however, what changes is the magnitude of pressures measured by
the scanner. Though the scanners have a full-range of 5V, only a very small portion of
this range is used during testing. According to Quiroga Diaz (2006), a value of 𝐶𝑝𝑟𝑒𝑓 = 1
or free stream dynamic pressure measured in the center of the wind tunnel test section,
relates only to a voltage of 0.328V on the scanners. Out of all the tests conducted, the
largest instantaneous 𝐶𝑝𝑟𝑒𝑓 measured was 1.62, implying that the largest voltage
experienced by scanners amongst all tests were, at most, 0.53V, merely 10% of the fullrange. As a result, uncertainties whose voltages are small compared to the full
measurement range (5V) become much more significant considering the actual range of
voltage being used.
̅̅̅̅̅
In the current approach, the largest 𝐶𝑝
𝐷 from a roof midline, summarized in Table 3-3,
are used to estimate 𝑤̅̅̅̅̅̅
since they represent a reasonably large magnitude of
̃
𝐶𝑝𝐻 and 𝑤𝐶𝑝
𝐻
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𝐶𝑝𝐻 measured in testing. The actual pressures measured and their associated voltages at
these points (𝐶𝑝𝑟𝑒𝑓 ), are very small and decrease with scale as shown below in Table 3-5.
Consequently, as the scale decreases, the actual pressure decreases, as does the voltage
output. Thus, sources of uncertainty, which are fixed, become larger relative to the actual
scanner voltage output, leading to the higher 𝑤𝐶𝑝𝐻 estimates.
Table 3-5: Nominal values of variables used in uncertainty estimation
NOMINAL VALUES
Scale
200
100
50
25

̅̅̅̅̅̅
𝑪𝒑𝑫
-1.15
-1.09
-0.94
-0.95

̅ 𝑯 [m/s]
𝑼
8.05
8.83
10.87
11.79

̅ 𝒓𝒆𝒇 [m/s]
𝑼
14.82
14.82
14.71
14.71

̅̅̅̅̅̅̅̅
𝑪𝒑𝒓𝒆𝒇
-0.34
-0.39
-0.51
-0.61

𝒘̅̅̅̅̅̅
𝑪𝒑𝑯
(Method A)
0.110
0.091
0.059
0.050

For instance, the nominal ̅̅̅̅̅
𝐶𝑝𝐷 in Table 3-5 at 1:25 and 1:200 scales would produce 0.21V
and 0.11V, respectively. Considering just the thermal-zero offset of 0.01V, the
uncertainty increases from 4.7% to 9.1% relative to the scanner output voltage in the
1:200 and 1:25 scale tests, respectively. From this example, it is clear that as scale
increases, the relative significance of elemental errors decreasing, reducing 𝑤𝐶𝑝𝐻 .This is
further illustrated by examining equation 3-15. In Method A, since it is assumed that
there is no variation in 𝑈𝑟𝑒𝑓 and 𝑈𝐻 and so,
𝒘𝑪𝒑𝑯 𝒘𝑪𝒑𝒓𝒆𝒇
=
𝑪𝒑𝑯
𝑪𝒑𝑹𝒆𝒇

(3-18)

However, as illustrated by Table 3-5, the nominal ̅̅̅̅̅
𝐶𝑝𝐷 is nearly constant between scales,
and, as shown by Table 3-4, 𝑤𝐶𝑝𝑟𝑒𝑓 is unchanged as it is dependent on the equipment
which does not change. Consequently, since 𝐶𝑝𝐻 and 𝑤𝐶𝑝𝑟𝑒𝑓 are essentially fixed values
1

it could be said that 𝑤𝐶𝑝𝐻 ∝ 𝐶𝑝

𝑟𝑒𝑓

.

This reasoning could also be applied to Method C which includes the bias errors
associated with 𝐶𝑝𝑟𝑒𝑓 and the influence of the velocity terms, with results summarized in
Table 3-6. In this method, equation equation 3-17 can rearranged to observe the relative
influence of each variable,
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𝑤𝐶𝑝𝑟𝑒𝑓

2

𝑤𝑈𝑟𝑒𝑓

2

1
2 2

1
𝑤𝐶𝑝𝐻
𝑤𝑈
𝑤𝐶𝑝𝐻
= [(
) + (2
) + ( −2 𝐻 ) ] ⇒
= [𝑎 + 𝑏 + 𝑐]2
𝐶𝑝𝐻
𝐶𝑝𝑟𝑒𝑓
𝑈𝑟𝑒𝑓
𝑈𝐻
𝐶𝑝𝐻

(3-19)

where, 𝑎, 𝑏 and 𝑐 represent the relative importance of uncertainty associated with
𝐶𝑝𝑟𝑒𝑓 , 𝑈𝑟𝑒𝑓 and 𝑈𝐻 , respectively.
Table 3-6: Influence of various terms in Method C
SCALE
1:200
1:100
1:50
1:25

𝒘𝑪𝒑𝒓𝒆𝒇
0.081
0.081
0.081
0.081

𝒘𝑼
0.5
0.5
0.5
0.5

𝒂
0.239
0.211
0.159
0.134

𝒃
0.005
0.005
0.005
0.005

𝒄
0.015
0.013
0.008
0.007

𝒘̅̅̅̅̅̅
𝑪𝒑𝑯
0.277
0.230
0.150
0.127

𝒘𝑪𝒑
̃
𝑯
0.277
0.230
0.150
0.127

From Table 3-6, it is clear that 𝑝𝑟𝑒𝑓 , or the ‘𝑎’ term in equation 3-19, has the greatest
influence on the estimation of 𝑤𝐶𝑝𝐻 . However, the magnitude of surface pressures is
dependent on the velocity of the flow which decreases with model scale for the way in
which these experiments were conducted. Thus, it can be said that the true driver of
varying estimations of 𝑤𝐶𝑝𝐻 is the velocity in the wind tunnel. In other words, the higher
the velocity, the higher the surface pressures, and, thus, the lower the relative significance
of elemental error sources.
Since uncertainty in 𝐶𝑝𝐻 is dependent on velocity, it would suggest that studies using
pressure scanners ought to be performed at the highest velocity possible. By increasing
wind tunnel velocity, the pressure and subsequently voltage range experienced by the
scanner would increase. A larger range of measurement reduces the relative significance
of measurement uncertainties in scanner uncertainties, thereby producing results that are
more accurate. However, running the tunnel at its maximum speed could present
additional challenges.
From experience of the BWLTL staff, testing at speeds beyond the standard 15 m/s at the
reference height can destroy proximity models used to replicate the effects of surrounding
structures on local wind flow. This would especially be a challenge for studies on
buildings in urban areas, since models of surrounding buildings are constructed with light

48

weight foam. If tests were to be conducted at higher wind speeds, these models may
require additional reinforcement from guy-wires, which may alter the local flow.
In the present study, no surrounding buildings were considered. In hindsight, it may have
been possible to run tests at higher speeds to minimize uncertainty in results, though
vibrations on the cobra probe mast may become an issue at these speeds.
Another concern with increased velocities is whether sampling rates of pressure scanners
are fast enough to capture peak pressures.
Sampling rates are typically scaled with the non dimensional parameter
𝒇𝒔 𝑳
̅
𝑼

(3-20)

̅ are sampling rate, length scale (typically building height) and mean
where 𝑓𝑠 , 𝐿 and 𝑈
wind speed, respectively.
On a low-rise building at full-scale, peaks are observed to rise and fall within about 0.2
seconds (Surry, et al., 2007). In order to capture these peaks, a sampling rate at least
twice as fast as the occurrence of peaks is needed, i.e. 2 × 1/0.2 seconds. Therefore, to
adequately capture these peaks at full-scale, the required full-scale sampling rate, 𝑛𝑝 ,
would be at least 10 𝐻𝑧.
Using the present generic building (𝐻𝑝 = 4𝑚) and assuming a full-scale ̅̅̅̅
𝑈𝐻 of 38 m/s to
represent strong wind conditions (Stathopoulos & Surry, 1983), the resultant nondimensional sampling rate is 1.053. Assuming a typical model scale of 1:50 and
assuming the tunnel can run such that 𝑈𝐻 for the model is 30 m/s , matching nondimensional sampling rate would require a model scale sampling rate 𝑛𝑚 of 394 Hz.
Considering the pressure scanners at the BLWTL can reach sampling rates of up to 800
Hz, being able to sample at an adequate rate does not seem to be a concern.
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3.5 Summary of findings
In conclusion, the uncertainty 𝑤𝐶𝑝𝐻 was estimated by examining the pressure
measurement system and following analysis procedures outlined in Quiroga (2006) and
Wheeler and Ganji (2009). The determined uncertainty 𝑤𝐶𝑝𝐻 from Method B can be used
to compare datasets with from configurations with the same model scale. However,
𝑤𝐶𝑝𝐻 determined from Method C is more appropriate to compare datasets from different
wind laboratories.
It was also observed that 𝑤𝐶𝑝𝐻 increased as velocity at the model height, ̅̅̅̅
𝑈𝐻 decreased.
Uncertainties in pressure scanners are fixed values and are relatively small compared to
the entire measurement range of the device. However, since measurements in the present
experiments only use a small portion of the full range, the uncertainties were large
relative to measurements. Due to the way experiments were conducted, at smaller scales,
̅̅̅̅
𝑈𝐻 reduces and subsequent pressures experienced on model surfaces decreased,
diminishing the measurement range. Consequently, as ̅̅̅̅
𝑈𝐻 reduces, measurement
uncertainty from pressure scanners became more significant, leading to larger uncertainty
estimates for 𝑤𝐶𝑝𝐻 . Based on this, it is recommended that future studies of low-rise
buildings be run at higher wind speeds.
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Spatial pressure coefficient distributions
4.1 Introduction
Spatial pressure coefficient distributions across the building surfaces differ depending on
flow directions. For low-rise buildings, flow directions can be categorized as:
1. Normal flow directions; where the wind direction is normal to a building wall. As
flow approaches a windward wall, it separates at the windward roof edge,
producing high suctions on the windward portion of the roof.
2. Oblique flow directions; where wind direction is angled relative to the building
surfaces. As flow approaches the roof, a pair a pair of conical vortices form at the
windward corner and extend downstream. These vortices produce high suctions
on surfaces underneath their core.
As previously discussed in Chapter 1, edge radius can significantly alter the magnitude
and spatial distribution of 𝐶𝑝𝐻 . The focus of this chapter is to examine the effect of edge
radius on roof pressure distributions at both normal and oblique wind directions. Changes
to distributions can then be used to define a practical limit on model edge radius.

4.2 Normal flow directions
For normal flow directions, pressure distributions and flow behaviour can be
characterized using pressure coefficients measured along a line of taps at the middle of
body surfaces. An example is shown below in Figure 4-1. In the study by Castro and
Robins (1977), mean pressure coefficients were determined along the middle a sharpedge, surface mounted cube. The results in Figure 4-1 is representative of typical
pressures that would be observed around a sharp-edged bluff body in turbulent boundary
layer flow.
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Figure 4-1 Mean 𝑪𝒑 on a surface mounted cube in turbulent flow (from Castro and
Robins, 1977).
Up the windward wall (A in Figure 4-1), pressure rises to a maximum at the stagnation
point. The location of the stagnation point is at 0.65H from the base of the wall and is
invariant with upstream turbulence intensity (Akon & Kopp, 2016). Additionally,
literature has shown that the magnitude of the mean pressure coefficient at the stagnation
point is usually between 0.7 to 0.85 (Hong, 2017).
On the roof (B in Figure 4-1), mean pressure coefficients reach a maximum value of
about -1 near the leading edge due to separated flow and the production of vortices.
Downstream, flow reattaches, reducing the pressure coefficient to a base magnitude.
Pressure coefficients beyond this point remain, uniform as shown on the leeward wall (C
in Figure 4-1).
It is expected that 𝑅/𝐻 would have greatest influence on the pressures along the top
surface where flow separates. As 𝑅/𝐻 increases, the vortices produced at the windward
roof edge weaken and shrink in size (Mahmood, 2011). Weaker vortices would
subsequently produce smaller magnitudes of mean and fluctuating 𝐶𝑝𝐻 . Additionally,
increased 𝑅/𝐻 has been found to promote earlier flow reattachment (Robertson, 1991) so
it is expected that ̅̅̅̅̅
𝐶𝑝𝐻 would recover further upstream, thereby reducing the size of the
area near the windward roof edge, affected by high suctions.
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4.2.1 M1 and M2 Midline Results
Mean, RMS and peak 𝐶𝑝𝐻 along the M1 midlines on 1:25 models are plotted in Figure
4-2, as per sign conventions in Figure 2-7. Results from other model scales can be found
in Appendix E.
Mean and fluctuating 𝐶𝑝𝐻 along the windward wall, Figure 4-2 (a), (d) and (g), showed
similar behaviour across all model scales and edge radii. Similar to the findings in Figure
4-1, ̅̅̅̅̅
𝐶𝑝𝐻 rises to a maximum at the stagnation point. The average magnitude of ̅̅̅̅̅
𝐶𝑝𝐻 and
location of the stagnation point across all model configurations were shown to be fairly
consistent and similar to findings in literature, as summarized below in Table 4-1. At
larger 𝑅/𝐻 , however, the stagnation point seems to occur further down the wall as the
size of the curvature begins to significantly alter the geometry of the windward wall.
Table 4-1 Comparison of stagnation points
Study
Mean Value M1 (CoV)
Mean Value M2 (CoV)
Castro and Robins (1977)
Richards et al. (2001)
Hong (2017)

Geometry
Low-rise building
Low-rise building
Cube
Cube
Various

̅̅̅̅̅
𝑪 𝑷𝑯
0.70 (0.04)
0.63 (0.06)
0.8
0.67 - 0.92
0.7- 0.85

Location (H)
0.7 (0.17)
0.68 (0.17)
0.7 - 0.8
0.8
~0.8
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Figure 4-2 Results for 1:25 models along M1 for (a) to (c) mean, (d) to (f) RMS, and ,(g) to (i) peak 𝑪𝒑𝑯 .
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Pressure coefficients along the roof (Figure 4-2 (b), (e) and (h)) is where the influence of
the edge radius is most apparent. Similar to Castro and Robins (1977), an immediate
jump in mean and fluctuating 𝐶𝑝𝐻 occurs on the windward portion of the roof near the
separation point. Downstream, mean and fluctuating 𝐶𝑝𝐻 decrease towards a constant
value.
As 𝑅/𝐻 increases, three notable trends in the 𝐶𝑝𝐻 distributions are observed on the roof.
1. The magnitude of the maximum observed 𝐶𝑝𝐻 increases.
2. The location of the maximum 𝐶𝑝𝐻 moves upstream, and for 𝑅/𝐻 > 5%, the
highest magnitudes are observed on the roof edge itself.
3. 𝐶𝑝𝐻 recovers to uniform base values further upstream.
The three trends are likely associated with earlier flow reattachment on the roof as 𝑅/𝐻
increases. Should the flow reattach further upstream, it would be expected that the
absence of separated flow would cause both mean and fluctuating 𝐶𝑝𝐻 to decrease
towards base values further upstream.
Furthermore, a drastic change in 𝐶𝑝𝐻 distributions on the roof occur at 𝑅/𝐻 ≥ 10%. At
these larger radii, magnitudes on the windward portion of the roof are significantly
reduced and the largest magnitudes of 𝐶𝑝𝐻 were observed on the edge itself. Robertson
(1991) reports similar findings for a roof where eave radii were increased to 𝑅/𝐻 =
12.5% . In his study, it was suggested that this behaviour is associated with the flow
remaining attached around windward eave. Subsequently, in the present experiments, the
flow around the roof edge may also remain attached at 𝑅/𝐻 ≥ 10% . Also, at these
larger radii, the increased suctions the edge may be caused the acceleration of the
attached flow around the edge.
Pressure coefficients along the leeward wall, Figure 4-2 (c), (f) and (i), are unaffected by
̃𝐻 across the leeward wall are within
the varying edge radius. Differences in ̅̅̅̅̅
𝐶𝑝𝐻 and 𝐶𝑝
the measurement uncertainty, suggesting that there is no discernable change in pressure
coefficients along these surfaces. The unchanged pressure distribution along the leeward
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wall would imply that within the range of 𝑅/𝐻 examined, the behaviour of the the
leeward separated shear layer and fluid recirculation behind the model is unaffected,
(Taylor, Palombi, Gurka, & Kopp, 2010).

4.2.2 M3 Midlines
The pressure coefficient distributions across the walls are characterized by the M3
midlines. M3 results for the 1:25 models are shown in Figure 4-3, and are plotted
according to the sign convention in Figure 2-8. Plots for models at other scales are found
in Appendix E.
Results of the M3 midlines are in good agreement with observations along the M1 and
M2 midlines. On the windward wall (Figure 4-3(a), (e) and (i)), 𝐶𝑝𝐻 does not change
along the breadth of the wall and is unaffected by a change in 𝑅/𝐻. The only difference
is at the edges of the wall (𝑆1/𝐻 ≈ ±0.5 ) where suctions increase on the edge as the
radius of edge curvature increases.
Along the sidewalls (Figure 4-3 (b), (d), (f) and (h)),where the flow separates, the mean
and RMS 𝐶𝑝𝐻 distributions show the same trends with 𝑅/𝐻 that were observed on the
roof of M1 and M2. Near the separation point at the wall edge, mean and RMS 𝐶𝑝𝐻
increase to a maximum and then recover to a base value downstream as flow reattaches.
Just like the 𝐶𝑝𝐻 behaviour along the roof, as 𝑅/𝐻 increases, the magnitude of mean and
fluctuating 𝐶𝑝𝐻 along the side walls increases and the pressure recovers further upstream.
Thus, from the identical behaviour, the same flow mechanism is likely occurring on the
wall and roof edges.
Along the leeward wall (Figure 4-3 (c), (g) and (k)), 𝑅/𝐻 𝐶𝑝𝐻 across the breadth of the
wall is unchanged with 𝑅/𝐻. The lack of variation would further support the hypothesis
that the radii examined have no effect on flow recirculation behind the model, as long as
the flow on the building has reattached on the roof and side walls.
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Figure 4-3 Results for 1:25 models along M3 for, (a) to (d) mean, (e) to (h) RMS, and (i) to (l) peak 𝑪𝒑𝑯 .
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4.2.3 Discussion
4.2.3.1 Changes in roof ̅̅̅̅̅̅
𝐶𝑝𝐻 distributions
A limit on 𝑅/𝐻 may be defined as an edge radius that produces changes in pressure
distributions beyond uncertainty. In other words, should a given 𝑅/𝐻 produce differences
in the magnitude of ̅̅̅̅̅
𝐶𝑝𝐻 beyond 𝑤̅̅̅̅̅̅
𝐶𝑝𝐻 , it could be confidently said that a change in
aerodynamics has occurred.
It is clear from the results that for normal wind directions, edge curvature primarily
affects the separating and reattaching flow behaviour responsible for high suction near
building edges. As shown in the previous section, spatial pressure distributions varied the
greatest with 𝑅/𝐻 along the roof of M1 and M2. Two observations are clear, for larger
𝑅/𝐻 values:
1. The maximum observed magnitude of ̅̅̅̅̅
𝐶𝑝𝐻 observed along the midline increases.
2. Pressure recovers to base magnitudes further upstream.
̅̅̅̅̅
To quantify these two trends, two parameters, 𝐶𝑝
𝐷 𝑚𝑎𝑥 , and 𝑙𝑠 , were used, as defined in
̅̅̅̅̅
̅̅̅̅̅
Figure 4-4. 𝐶𝑝
𝐷 𝑚𝑎𝑥 is defined as the maximum 𝐶𝑝𝐷 observed across the midline and
characterizes the change in maximum observed magnitudes of ̅̅̅̅̅
𝐶𝑝𝐻 distributions.
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Figure 4-4 Definitions of ̅̅̅̅̅̅
𝑪𝒑𝑫 𝒎𝒂𝒙 and 𝒍𝒔 .

The reattachment length of the separated flow is characterized by the distance from the
leading edge, 𝑙𝑠 , where the pressure distribution reduces to base values, i.e., ̅̅̅̅̅
𝐶𝑝𝐻 = 𝐶𝑝𝑏 .
̅̅̅̅̅
̅̅̅̅̅
In terms of the 𝐶𝑝
𝐷 distributions, 𝑙𝑠 is the location 𝑆2/𝐿 at which 𝐶𝑝𝐷 = 0 since
̅̅̅̅̅̅
𝑪𝒑𝑫 = ̅̅̅̅̅̅
𝑪𝒑𝑯 − 𝑪𝒑𝒃

(4-1)

̅̅̅̅̅
However, due to measurement uncertainty, the actual location where 𝐶𝑝
𝐷 = 0 may be
ambiguous, since this point can be anywhere the pressure measurement is within
̅̅̅̅̅̅
𝑪𝒑𝑫 = 𝟎 ± 𝒘̅̅̅̅̅̅
𝑪𝒑𝑯

(4-2)

Thus, to eliminate this ambiguity, 𝒍𝒔 is defined as the point at which the pressure has
crossed the uncertainty bounds of the base pressure magnitude or
(̅̅̅̅̅̅
𝑪𝒑𝑫 )𝒍𝑺 = 𝟎 + 𝒘̅̅̅̅̅̅
𝑪𝒑𝑯
This definition of 𝑙𝑠 is shown above in Figure 4-4.

(4-3)
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Though uncertainty varies with 𝑈𝐻 , the uncertainty of the 1:200 scale case of method C
(𝑤̅̅̅̅̅̅
𝐶𝑝𝐻 = 0.277) was used, since it has the largest bounds and hence encompasses the
uncertainty related to results of models of all scales that were considered.
Values for 𝐶𝑝𝐷𝑚𝑎𝑥 and 𝑙𝑠 for M1 and M2 midlines are in Figure 4-5 and Figure 4-6,
respectively.

Figure 4-5 (a) M1 ̅̅̅̅̅̅
𝑪𝒑𝑫 𝒎𝒂𝒙 and (b) M1 𝒍𝒔

Figure 4-6 (a) M2 ̅̅̅̅̅̅
𝑪𝒑𝑫 𝒎𝒂𝒙 and (b) M2 𝒍𝒔
̅̅̅̅̅
From the figures above, as 𝑅/𝐻 increases, 𝐶𝑝
𝐷 𝑚𝑎𝑥 increases, and the reattachment
length characterized by 𝑙𝑠 reduces. The observations would suggest that as edge radii
increases, the separated shear layer reattaches earlier, but produces stronger suctions on
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the windward portion of the roof. Trends in 𝑙𝑠 with 𝑅/𝐻 are continuous within the range
of edge radii considered.
̅̅̅̅̅
To determine the edge radii at which ̅̅̅̅̅
𝐶𝑝𝐻 distributions are altered, the 𝐶𝑝
𝐷 𝑚𝑎𝑥 observed
on the sharpest models were compared to those observed on models at 𝑅/𝐻 > 0.3%.
̅̅̅̅̅
Should the difference in 𝐶𝑝
𝐷 𝑚𝑎𝑥 be greater than measurement uncertainty, it can be said
that a change in the pressure coefficient distribution and subsequent aerodynamic
behaviour had occurred. In other words for a given model scale, should,
̅̅̅̅̅̅
[𝑪𝒑
𝑫 𝒎𝒂𝒙 ]

𝟎.𝟑%

̅̅̅̅̅̅
− [𝑪𝒑
𝑫 𝒎𝒂𝒙 ] 𝑹 > 𝒘𝑪𝒑𝑯

(4-4)

𝑯

a clear change in flow behaviour has occurred, and it can be said that the given 𝑅/𝐻
should not exceeded. A summary of findings for M1 and M2, are shown below in Table
4-2 and Table 4-3, respectively. Differences which were beyond measurement
uncertainty are highlighted in red.
̅̅̅̅̅̅
Table 4-2 Differences in𝑪𝒑
𝑫 𝒎𝒂𝒙 in M1 (values exceeding uncertainty in red)
̅̅̅̅̅
[𝐶𝑝
𝐷 𝑚𝑎𝑥 ]

0.3%

R/H [%]

Scale
2.5
5
10
20

̅̅̅̅̅
− [𝐶𝑝
𝐷 𝑚𝑎𝑥 ] 𝑅

𝐻

1:200
-0.05
-0.10
-0.15

1:100
-0.08
-0.10
-0.11

1:50
-0.04
-0.09
-0.24

1:25
-0.06
-0.18
-0.40

-0.10

-0.24

-0.10

-0.34

Table 4-3 Differences in ̅̅̅̅̅̅
𝑪𝒑𝑫 𝒎𝒂𝒙 in M2 (differences exceeding uncertainty in red)
̅̅̅̅̅
[𝐶𝑝
𝐷 𝑚𝑎𝑥 ]

0.3%

R/H [%]

Scale
2.5
5
10
20

̅̅̅̅̅
− [𝐶𝑝
𝐷 𝑚𝑎𝑥 ] 𝑅

𝐻

1:200
-0.04
-0.11
-0.16

1:100
-0.08
-0.11
-0.24

1:50
-0.08
-0.13
-0.35

1:25
-0.06
-0.24
-0.50

-0.16

-0.30

-0.08

-0.42
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From these results, differences beyond 𝑤̅̅̅̅̅̅
𝐶𝑝𝐻 are observed at 𝑅/𝐻 =5% for models in
both 1:50 and 1:25 scale. As a result, it is clear that flow behaviour at normal wind
directions is altered when edge curvature is increased to 𝑅/𝐻 is increased to 5%.
̅̅̅̅̅
Another notable observation is the spread of 𝐶𝑝
𝐷 𝑚𝑎𝑥 and 𝑙𝑠 as 𝑅/𝐻 increases amongst
the different model scales. As 𝑅𝑒 was not kept constant amongst model scales, there is a
variation in 𝑅𝑒 by up to an order of magnitude. The subsequent spread of results would
suggest that 𝑅𝑒 effects become more prominent as the edge radii increases.
The increased 𝑅𝑒 sensitivity with larger radii could be explained by considering the flow
around a cylinder. On a cylinder, the separation point and the transition point in the shear
layer is highly dependent on 𝑅𝑒. Changes in the locations of these two points can have
significant effects on the aerodynamics and subsequent surface pressures (Schewe, 2001).
It is possible, that around a rounded edge, flow is analogous to that around a cylinder in
that the separation point located on the edge may vary significantly with 𝑅𝑒, thereby
altering the pressure distribution. The shift in the separation point may scale with the size
of the edge radii itself. For instance, at sharper edges, changes in the separation point is
small relative to the dimensions of the model, producing minimal changes in the pressure
distributions and so the pressure distribution is perceived as 𝑅𝑒 insensitive. However, as
the radii increases, the shift in the separation point could be significantly larger relative to
the size of the model, leading to more pronounced differences surface pressure
distributions.
̅̅̅̅̅
However, differences in 𝐶𝑝
𝐷 𝑚𝑎𝑥 at 𝑅/𝐻=0.3% are within uncertainty amongst the
various model scale, suggesting that at 𝑅/𝐻 =0.3%, pressures are independent of 𝑅𝑒
over this range. Since 𝑅𝑒 independence is a key feature of sharp-edged bluff behaviour,
within the limitations of current measurement equipment, 𝑅/𝐻 = 0.3% may be
considered “sufficiently sharp” and representative of that on a sharp-edged building.
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4.2.4 Fluctuating pressure coefficient spectra
To further examine the effect of 𝑅/𝐻 on fluctuating pressures, the power spectral
densities of the fluctuating pressure coefficients are examined along the M1 midline. The
̃𝐻 2 , was determined near the leading edge at
normalized pressure spectra, 𝑓𝑆𝑝(𝑓)/𝐶𝑝
𝑆2/𝐿 = 0.16, and further downstream at 𝑆2/𝐿 = 0.5 as shown in Figure 4-7. Additionally,
the non-dimensional power spectral density of the fluctuating velocity at roof height from
Figure 2-14 are included for comparison. Spectra from other model scales are in
Appendix F.

Figure 4-7 Normalized fluctuating pressure coefficient and velocity spectra on M1
of 1:25 models at (a) 𝑺𝟐/𝑳 = 0.16 and (b) 𝑺𝟐/𝑳 = 0.5.
It is clear from Figure 4-7 that across the roof span, the edge radii produces a continuous
change in the fluctuating pressure spectra. There are two notable trends that appear,
which may shed light on the influence of edge radii on the behavior of the separated shear
layer. As 𝑅/𝐻 increases:
̅̅̅̅
1) The high-frequency peak in the fluctuating pressure spectra, observed at 𝑓𝐻/𝑈
𝐻
≈ 0.3 at 𝑅/𝐻 =0.3%, shifts towards the small-scale range.
2) The large-scale, low frequency content increases, while small-scale, highfrequency content reduces. When 𝑅/𝐻 is significantly increased, a second peak
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appears at the low-frequency range at around the same wave number of the peak
in the fluctuating velocity spectra.
̅̅̅̅
First, the peak at 𝑓𝐻/𝑈
𝐻 ≈ 0.3 for the sharpest model shifts towards the small-scale
region as 𝑅/𝐻 increases. At 𝑅/𝐻 = 20%, based on the trends of the pressure spectra, it is
̅̅̅̅
quite possible that the peak continues to shift beyond 𝑓𝐻/𝑈
𝐻 = 3. However, the actual
location of the peak is not observable in the above plots due to the 200 Hz low-pass filter
applied to pressure signals.
The peak in the high-frequency range of the pressure spectra is associated with the
predominant vortical structure in separated shear layer. In similar studies, this peak is
̅ ≈ 0.5, where 𝑋𝑟 is the reattachment length of the separated
widely reported at 𝑓𝑋𝑟 /𝑈
flow (Cherry et al. 1984; Lee and Sung 2001; Hudy et al. 2003). As this peak moves
towards the small-scale range, it is inferred that the vortical structures in the shear layer
shrink in size. Subsequently, it is possible that as the edge radius increases, the vortical
structures responsible for severe suctions shrink and weaken, thereby reducing surface
pressures near the leading edge, as observed in section 4.2.1.
The second notable observation is the increase in low-frequency content and decrease in
high-frequency content in the pressure spectra as 𝑅/𝐻 increases. The high-frequency
content of the pressure spectra caused by the turbulent structures produced by the
separated flow at the roof edge. As radii increases, the high-frequency content reduces,
implying that the influence of the separated shear layer weakens or disappears.
Most notably, at 𝑅/𝐻 = 20% , the high frequency content of the pressure spectra has
significantly diminished and the shape of the pressure spectra at the low-frequency range
resembles that of the fluctuating velocity spectra. It is therefore suggested that at 𝑅/𝐻 =
20%, the fluctuations in the surface pressures are predominantly due to fluctuations in the
upstream flow, rather than the influence of vortices in the separated shear layer. Dalley
(1996) proposes that this behavior in the fluctuating pressure spectra can imply that rather
than separating at the leading edge, the flow has remained attached and has accelerated
around the edge.
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4.2.5 Possible flow mechanisms
It is clear from present findings and literature that as 𝑅/𝐻 is sufficiently increased, the
flow will remain attached, leading to a drastic change in spatial pressure coefficient
distributions. However, at smaller 𝑅/𝐻, before complete flow reattachment occurs, the
flow behaviour is not fully explained.
One hypothesis is that as 𝑅/𝐻 increases, the separated shear layer is forced to curve
increasingly in the streamwise direction (Ota et al., 1981). In doing so, the separated
shear layer is closer to the surface downstream of the separation point. Subsequently, the
vortices produced by the shear layer may be much closer to the roof and the proximity of
the shear layer to the surface may encourage the flow to reattach further upstream.
Additionally, these vortices may be smaller as suggested by the fluctuating pressure
spectra discussed in the previous section.
The proposed flow mechanism may be able to explain the trends in 𝑅𝑀𝑆 and peak 𝐶𝑝𝐻
on the roof in Figure 4-2 (e) and (h).Typically speaking, vortices that have greater
vorticity and are closer to the surface, produce larger fluctuating surface suctions
(Saathoff & Melbourne, 1997). From Figure 4-2 (e) and (h), it is clear that the maximum
magnitudes 𝑅𝑀𝑆 and peak 𝐶𝑝𝐻 increases with 𝑅/𝐻 and these maximums occur closer to
the separation point. It could be inferred that as 𝑅/𝐻 increases, the separated shear layer
is forced closer to the roof, and the vortices that are shed remain close to the roof near the
edge as well, producing the large fluctuating suctions that are observed.

4.3 Oblique flow directions
At oblique flow directions, conical vortices are formed at the windward roof corner and
are responsible for severe suctions near the roof edges. To examine the effect of edge
radii on conical vortices, contours of mean and fluctuating pressures on the roof were
examined. Additionally, pressure coefficients were examined along three line of taps
along the longest edge of the models as shown previously in Figure 2-9. Similar to
analysis at normal wind direction, differences pressure coefficients with 𝑅/𝐻 beyond
measurement uncertainty can also be used to define a practical limit on edge radii.
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4.3.1 Roof contours
Roof contours of mean. RMS and peak 𝐶𝑝𝐻 are plotted for 1:25 scale models in Figure
4-8. The white area on the edges of the contours represent the area occupied by the edge
curvature, which are not considered in the contour.
Near the edges of the roof are petal-shaped regions of severe mean and fluctuating
suctions produced by conical vortices. As the radius of roof edges increase, both the
magnitude of the suctions and size of the regions diminish. Subsequently, it can be
inferred that the size and strength of the conical vortices diminish as 𝑅/𝐻 increases. Flow
visualization by Mahmood (2011) confirms this behaviour. For a 45° azimuth, vortices
on the roof corner were observed to shrink when 𝑅/𝐻 at 12.5% and disappear at 𝑅/𝐻 =
25% (Mahmood, 2011). Additionally, Mahmood (2011) reports significant reductions in
mean pressure coefficients along the roof edge at these radii. Similarly, contours of ̅̅̅̅̅
𝐶𝑝𝐻
on the roof of low-rise models by Dong et al. (2019) report that areas behind roof edges
at oblique angles shrink significantly as curvature is increased to 𝑅/𝐻 = 12.5% .
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Figure 4-8 Contours of 1:25 models at 𝜽 = 𝟒𝟓° with various 𝑹/𝑯 for, (a) to (e) mean, (f) to (j) RMS and, (k) to (o) peak 𝑪𝒑𝑯 .
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4.3.2 Pressures along the roof edges
To quantify the changes in spatial distributions, 𝐶𝑝𝐻 along the longest roof edge were
examined along lines of taps defined in Figure 2-9. Results for the 1:25 models are shown
in Figure 4-9 to Figure 4-11. Findings from other model scales are presented in Appendix
G.
Spatial pressure distributions change significantly near the roof edges. As shown in
Figure 4-9 the magnitudes of both mean and fluctuating 𝐶𝑝𝐻 are the highest at the roof
edge, at 𝑥/𝐿 = 0.01, where the entire tap line is the closest to the separation point at the
roof edge. The most severe suctions along this line were at the roof corner, at y/L ≈0,
appear to be very sensitive to changes in edge radii. As 𝑅/𝐻 increases, the magnitudes of
𝐶𝑝𝐻 seem to reduce drastically, suggesting a weakening of the conical vortices.
Further from the roof edge, in Figure 4-10 and Figure 4-11, the magnitudes of 𝐶𝑝𝐻 are
not as high. High suctions are observed near the shorter roof edge, at 𝑦/𝐿 ≈ 0, and are
attributed to the conical vortex produced at that shorter edge. However, a second local
maximum in mean and fluctuating 𝐶𝑝𝐻 magnitudes occurs further downstream and are
produced by the conical vortex formed on the longer roof edge. The location of the
maximum mean and peak pressures along this region is strongly associated with the mean
location of the vortex core (Banks et al., 2000) and is used in later analysis to estimate the
effect of edge radii on the vortex location.
Pressure coefficients within this local maximum are shown to vary continuously with
𝑅/𝐻. As edge radii increases, suctions are reduced. When 𝑅/𝐻 is increased to 20%, it
could be inferred from the uniform 𝐶𝑝𝐻 distribution that conical vortices may have been
supressed altogether. Mahmood (2011) observed a similar uniform pressure distribution
along the roof edge at 𝑅/𝐻 =25%, and reported a disappearance in conical vortices near
the windward corner.
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Figure 4-9 Mean 𝑪𝒑𝑯 along longest roof edge at 𝜽 = 𝟒𝟓° at (a) x/L = 0.01, (b) x/L = 0.10 and (c) x/L = 0.23.

Figure 4-10 RMS 𝑪𝒑𝑯 along longest roof edge at 𝜽 = 𝟒𝟓° at (a) x/L = 0.01, (b) x/L = 0.10 and (c) x/L = 0.23.

Figure 4-11 Peak 𝑪𝒑𝑯 along longest roof edge at 𝜽 = 𝟒𝟓° at (a) x/L = 0.01, (b) x/L = 0.10 and (c) x/L = 0.23.
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4.3.3 Discussion
4.3.3.1 Changes in ̅̅̅̅̅̅
𝐶𝑝𝐻 distributions
From Figure 4-9 to Figure 4-11, it is clear that increased edge radii weaken the conical vortices,
and thereby reduce the magnitudes of the severe mean and fluctuating pressure coefficients. In
order to compare the data from various model scales, the normalized mean pressure coefficient
̅̅̅̅̅
𝐶𝑝
𝐷 , defined in equation 3-14, was used to account for a scalar offset observed in data from
varying model scales. An example of this scalar offset is shown below in Figure 4-12.

Offset

Figure 4-12 Mean 𝑪𝒑𝑯 along roof edge at oblique angles at 𝒙/𝑳=0.23 and 𝑹/𝑯=0.3%.
However, unlike the analysis of midline pressures, the base pressure coefficient, 𝐶𝑝𝑏 , was taken
to be ̅̅̅̅̅
𝐶𝑝𝐻 at the tap at the center of the roof, rather than the mean pressure along a leeward
surface. The reason for the change in definition is because at a 45° azimuth, the center of the
roof is observed to be outside of the influence of conical vortices, as shown by the contours in
Figure 4-8, and the tap location is identical on all model configurations. Using this alternate
definition for base pressure, ̅̅̅̅̅
𝐶𝑝𝐻 appears to collapse well as shown in Figure 4-13.
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Figure 4-13 Mean 𝑪𝒑𝑫 along roof edge at oblique angles at 𝒙/𝑳=0.23 and 𝑹/𝑯=0.3%.
Similar to the analysis in the normal flow directions, changes in the pressure distributions were
̅̅̅̅̅
quantified using the largest observed 𝐶𝑝
𝐷 magnitude along the line of taps. Depending on the
proximity of the tap line to the roof edge, different pressure distribution patterns were observed.
As a result different definitions of the local maximum are used, depending on the proximity of
the tap line to the roof edge. For the tap line closest to the roof edge (𝑥/𝑊 = 0.01), the
̅̅̅̅̅
parameter, 𝐶𝑝𝑐𝑚𝑎𝑥1 , is used, defined in Figure 4-14 as the maximum 𝐶𝑝
𝐷 observed near the roof
corner.
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Figure 4-14 Definition of 𝑪𝒑𝒄𝒎𝒂𝒙𝟏 along x/W = 0.01.
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For tap lines further away from the roof edge (𝑥/𝑊 = 0.01 and 0.23), a second maximum is
observed away from the corner that is associated with the conical vortex formed along the long
roof edge. This second maximum is defined as 𝐶𝑝𝑐𝑚𝑎𝑥2 as shown in Figure 4-15. Also, since the
location of maximum suction is associated with the location of the vortex core, the parameter 𝑙𝑐
was used, defined as the location of the 𝐶𝑝𝑐𝑚𝑎𝑥2 relative to the short roof edge. 𝑙𝑐 could
subsequently be used to estimate the angle of the vortex 𝜙𝑐 , as shown in Figure 2-10 and
examine any potential changes in vortex location with 𝑅/𝐻.
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Figure 4-15 Definition of 𝐂𝐩𝐜𝐦𝐚𝐱𝟐 and 𝐥𝐜 along x/W = 0.1.
Results for 𝐶𝑝𝑐𝑚𝑎𝑥1 are plotted against 𝑅/𝐻 in Figure 4-16 and it is clear that suctions are
reduced as edge radii increases. At 1:25 scale, a slight increase of 𝑅/𝐻 to 2.5% produces a
difference well beyond uncertainty (𝑤̅̅̅̅̅̅
𝐶𝑝𝐻 = 0.118). The behaviour of the 1:25 model shows
that 𝑅/𝐻 should not exceed 2.5% as pressure coefficients near the windward corner are
especially sensitive to changes in edge radii.
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Figure 4-16 𝑪𝒑𝒄𝒎𝒂𝒙𝟏 at x/W = 0.01 at 𝟒𝟓° azimuth.
However, the difference observed between 𝑅/𝐻 = 0.3% and 2.5 % is well beyond the uncertainty
bounds, and so it is possible, that a changes beyond the measurement uncertainty may occur at a
radii smaller than 2.5%. In other words, a practical limit on edge radii may be smaller than 2.5%.
Since the behavior of 𝐶𝑝𝑐𝑚𝑎𝑥1 appears to be a continuous function of 𝑅/𝐻, a linear interpolation
the points from the 1:25 curve shows that difference in 𝐶𝑝𝑐𝑚𝑎𝑥1 of 𝑤̅̅̅̅̅̅
𝐶𝑝𝐻 = 0.118 would occur
at 𝑅/𝐻 = 1.3%. This interpolated edge radii would present a more suitable limit on edge
curvature.
Another notable observation in Figure 4-16 is the significant spread in findings at the sharpest
edge curvature. Since there is a significant spatial variation in pressure coefficients at the corner,
the discrepancy in data may have been due to varying tap density. At larger scales, the larger
model surfaces allowed for higher tap density. As a results, taps at the edge of larger models may
̅̅̅̅̅
have been able to better capture severe suctions on roof corner. This is best illustrated by the 𝐶𝑝
𝐷
near the corner of the 𝑥/𝐿 = 0.01 tap line in Figure 4-17.
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Figure 4-17 ̅̅̅̅̅̅
𝑪𝒑𝑫 at 𝒙/𝑾= 0.01 near the roof corner for 𝑹/𝑯 = 0.3%.
As shown above, the largest mean suctions are observed within a small region between 0 <

𝑦
𝐿

<

0.1 where there is significant spatial variation. The higher tap density of the 1:25 and 1:50 was
able to capture the maximum suctions at 𝑦/𝐿 = 0.04. However, it is clear that the tap density of
the 1:100 and 1:200 models could not capture this maximum, leading to smaller estimations of
𝐶𝑝𝑐𝑚𝑎𝑥1 in Figure 4-16.
However, 𝑅𝑒 dependency of the flow behaviour at the windward corner still seems possible. In
Figure 4-17, the 1:25 and 1:50 have similar tap density but still observe a reduction in the suction
at 𝑦/𝐿 =0.04. Other literature have similarly found that pressure coefficients influenced by
conical vortices are prone to 𝑅𝑒 effects. At a 45° flow direction, Lim et al. (2007) report an
increase of -0.5 beneath conical vortices when 𝑅𝑒 was increased by an order of magnitude.
Despite the perceived 𝑅𝑒 effects, it is still clear that as 𝑅/𝐻 increases, the maximum suction
observed at the corner reduces significantly at the corner.
Further away from the roof edge the maximum observed mean suctions show better collapse.
Compared to 𝐶𝑝𝑐𝑚𝑎𝑥1 , it is shown in Figure 4-18, magnitudes of 𝐶𝑝𝑐𝑚𝑎𝑥2 are smaller in
magnitude, but still reduce as 𝑅/𝐻 increases, suggesting the continual reduction in vortex
strength. It should be noted that no tap line was present at 𝑥/𝑊 = 0.1 in 1:200 models.
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Figure 4-18 𝑪𝒑𝒄𝒎𝒂𝒙𝟐 at (a) x/W = 0.1 and (b) ) x/W = 0.23.
Differences in 𝐶𝑝𝑐𝑚𝑎𝑥2 from the sharpest case are summarized below in Table 4-4 and Figure
4-6 where difference beyond measurement uncertainty are highlighted in red. It is clear that
pressure coefficients at oblique wind directions are significantly more sensitive to changes in 𝑅𝑒.
As 𝑅/𝐻 increases to 2.5%, changes in pressure magnitudes are beyond measurement uncertainty,
though the differences are not as dramatic compared to at the windward roof corner.
Table 4-4 Comparison of 𝑪𝒑𝒎𝒂𝒙𝒄𝟐 at 𝒙/𝑾= 0.1
[𝑪𝒑𝒄𝒎𝒂𝒙𝟐 ]𝟎.𝟑% − [𝑪𝒑𝒄𝒎𝒂𝒙𝟐 ] 𝑹

𝑯

R/H [%]

Scale
2.5
5
10
20

1:100
-0.08
-0.27
-0.39
-0.92

1:50
-0.25
-0.31
-0.77
-0.91

1:25
-0.07
-0.21
-0.46
-0.95

Table 4-5 Comparison of 𝑪𝒑𝒎𝒂𝒙𝒄𝟐 at x/W = 0.23
[𝑪𝒑𝒄𝒎𝒂𝒙𝟐 ]𝟎.𝟑% − [𝑪𝒑𝒄𝒎𝒂𝒙𝟐 ] 𝑹

𝑯

1:200
-0.04
-0.12
-0.15

1:100
-0.06
-0.15
-0.26

1:50
-0.10
-0.16
-0.29

1:25
-0.07
-0.20
-0.32

20

-0.21

-0.44

-0.40

-0.44

R/H [%]

Scale
2.5
5
10
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Estimates of the vortex position 𝑙𝑐 are shown in Figure 4-19 but do not show a clear trend in
vortex position. However, the estimate of 𝜙𝑐 in Figure 4-20 shows that as 𝑅/𝐻 increases, 𝜙𝑐
reduces, indicating that the axis of rotation of the conical vortices are angled increasingly closer
to the roof edge.

Figure 4-19 𝒍𝒄 at (a) x/W = 0.1 and (b) ) x/W = 0.23.

Figure 4-20 𝝓𝒄 at (a) x/W = 0.1 and (b) ) x/W = 0.23.
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4.3.3.2 Possible flow mechanisms
In the analysis of the normal flow directions, it was hypothesized that the increased edge
curvature caused the separated shear layer to form closer to the roof surface, and allowing the
separated flow to reattach closer to the separation point. The hypothesis may extend to the shear
layer behaviour in oblique wind direction. If the increased edge radii caused the flow to reattach
closer to the roof edge at oblique angles, the subsequent conical vortex would potentially form
closer to the roof edge, resulting in the reduction in 𝜙𝑐 observed in Figure 4-20. Additionally,
since flow at the roof edges may reattach closer to the separation point, it may be possible that
that the maturation of the conical vortices is impeded, resulting in weaker vortices, producing the
observed reduction in suctions at the roof edge.
The hypothesis that increased 𝑅/𝐻 values force the separated shear layer to form closer to the
roof may be supported by turbulence intensity measurements by Mahmood (2011). At oblique
wind directions, the turbulence intensity profiles were measured above the windward roof corner
with varying edge radii, as shown in Figure 4-21.

Figure 4-21 Turbulence intensity above roof corner with varying radii at 𝜽 = 𝟒𝟓° where
𝑹 is in mm and 𝑯= 40mm (from Mahmood, 2011).
As shown above, turbulence intensity at the top of the profile is remains relatively invariant with
height and is close to the turbulence intensity in the upstream flow (about 17% at roof height).
Approaching the roof , the turbulence intensity exceeds the ambient values which would be
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indicative of the region occupied by conical vortex. On the sharpest case, (𝑅= 0), increased
turbulence intensity was observed up to a height of 10mm or 0.25𝐻 above the model roof.
However, when the edge curvature was increased to 𝑅 = 10 mm (or 𝑅/𝐻= 25%), turbulence
intensities close to roof do not exceed ambient values, suggesting that the separated shear layer,
or conical vortex is very close to the roof surface. As a result, it can be said that as edge
curvature is increased, the height of the conical vortex itself is smaller, or the core is perhaps
closer to roof.

4.4 Summary of findings
For normal flow directions, the maximum observed ̅̅̅̅̅
𝐶𝑝𝐻 near the roof edge increases with edge
radius, and the flow reattaches closer to the roof edge. When increased to 𝑅/𝐻= 10 %, suctions
near the windward roof were significantly reduced, and the lack of local maxima suggested that
flow had remained attached. However, differences in ̅̅̅̅̅
𝐶𝑝𝐻 distributions beyond measurement
uncertainty were found when 𝑅/𝐻 was increased to 5%.
For oblique flow directions, high magnitudes of 𝐶𝑝𝐻 attributed to conical vortices reduced for
larger 𝑅/𝐻 values. Based on flow visualization and flow measurements by Mahmood (2011) the
reduction in suction may be attributed to the weakening and shrinking of conical vortices as edge
curvature increases. 𝐶𝑝𝐻 were highest at the windward corner, and the maximum observed ̅̅̅̅̅
𝐶𝑝𝐻
near the corner where differences beyond uncertainty were observed at 𝑅/𝐻 =2.5%.
However, since pressures at the windward corner were extremely sensitive to changes in edge
radius, it is possible that differences will continue to appear at edge radii smaller than 2.5%.
Since the changes in the pressure profiles appear to be a continuous function of 𝑅/𝐻, by
interpolating the current data set, it was estimated that changes to the mean pressure profile
would continue up to 𝑅/𝐻 = 1.3%, below which, differences would not be discernable due to
measurement uncertainty.
As a result, it is recommended that edge radii on low-rise building models do not exceed 𝑅/𝐻 =
1.3% to avoid significant changes aerodynamic behaviour and subsequent surface pressures.
However, since these differences vary continuously with 𝑅/𝐻, it may be more prudent to ensure
models edges are simply as sharp as possible.
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Area-Averaged Pressure Coefficients and Uplift
5.1 Introduction
Pressure coefficients from a number of measurement points on a building surface are averaged so
that an overall wind load can be determined on the building component (Holmes, 2015). In the
previous chapter, an increase to curvature was shown to alter the spatial distribution of pressures
on a surfaces, namely that it reduces the sizes of areas the experiencing high suctions.
Consequently, edge curvature may lead to underestimations of area-averaged pressure
coefficients and subsequently wind loads. The purpose of this chapter is to investigate this issue.
Three areas on the building models are examined to observe curvature effects on area-averaged
pressure coefficients: the roof corner, the middle of the roof edge and the wall edge. These three
locations are selected since pressure coefficients are significantly influenced by 𝑅/𝐻 in these
regions. Additionally, the overall uplift coefficients were examined using pressure coefficients
on the model roofs to investigate the effect of edge curvature on uplift.

5.2 Calculation method
For a region on the model with a surface area of 𝐴𝑡𝑜𝑡 and 𝑛 taps in the region, the time history of
the area-averaged pressure coefficient 𝐶𝑝𝑎𝑣𝑔 (𝑡), is
𝒏

𝑪𝒑𝒂𝒗𝒈 (𝒕) = ∑
𝒊=𝟏

𝑪𝒑𝑯𝒊 (𝒕)𝑨𝒊
𝑨𝒕𝒐𝒕

(5-1)

where 𝐶𝑝𝐻𝑖 (𝑡) and 𝐴𝑖 are the pressure coefficient time history and tributary area of the 𝑖 𝑡ℎ tap,
respectively. From 𝐶𝑝𝑎𝑣𝑔 (t), mean, RMS and peak values can be determined for comparison.
The overall uplift acting on the roof can also be determined by applying equation 5-1 to the
entire roof area to determine overall uplift coefficient
𝒏

𝑪𝑭𝒁 (𝒕) = ∑
𝒊=𝟏

where 𝐴𝑟𝑜𝑜𝑓 is the total surface area of the roof.

𝑪𝒑𝑯𝒊 (𝒕)𝑨𝒊
𝑨𝒓𝒐𝒐𝒇

(5-2)
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For a given tap, the tributary area is defined as a rectangular region surrounding the tap, whose
boundaries are equidistant between the tap of interest and its neighboring taps. An example of a
tributary area for a tap on the roof corner is shown in Figure 5-1.

v
Figure 5-1 Tributary area example for a tap at a roof corner.
To note in Figure 5-1, is that tributary areas extend over the projected area occupied by
curvature. The rationale to this approach is that typical wind tunnel studies neglect edge radii on
models, as these curved area would not exist on the full-scale building.
For 𝐶𝑝𝑎𝑣𝑔 to be comparable amongst the different model configurations, identical tap locations
and tributary areas need to be used. Tap layouts on the models are designed such that tap
locations on the smallest (1:200) models are present in tap layouts of all model configurations.
Consequently, 𝐶𝑝𝑎𝑣𝑔 determined with tap locations and tributary areas using the 1:200 layouts
would produce results that are comparable amongst all models. However, the concern with the
1:200 tap layouts is that the sparsity of taps may not adequately capture the dramatic spatial
variation of surface pressure near the edges. To address this issue, 𝐶𝑝𝑎𝑣𝑔 is also determined
using tap layouts from larger model scales where taps are more closely spaced. As a result, for
each surface of interest, , 𝐶𝑝𝑎𝑣𝑔 was determined using three tap configurations, A, B and C,
which refer to the use of tap locations from 1:200, 1:100 and 1:50 models, respectively. The
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average tap spacing for each regions and tap configuration is summarized below in where
tributary area is normalized by 𝐻 2 .

Region

Table 5-1 Average tributary area, 𝑨𝒊 /𝑯𝟐 , per tap configurations and model regions

Roof Corner
Middle of Roof Edge
Wall Edge
Entire Roof

Tap Configuration
A
B
C
0.27
0.08
0.02
0.27
0.08
0.03
0.26
0.13
0.05
0.27
0.08
n/a

Since tap density is sparser on smaller model scales, tap configurations from larger model scales
may not be applicable to smaller models. The applicability of the tap configurations to each
model scale is summarized in Table 5-2.
Table 5-2 Tap and tributary area configurations and their applicability to model scales,

Scale

denoted with ×

1:200
1:100
1:50
1:25

Tap Configuration
A
B
C
×
×
×
×
×
×
×
×
×

The tributary areas of these three tap configurations at the windward roof corner, are shown in
Figure 5-2. 𝐶𝑝𝑎𝑣𝑔 at the roof corner is determined for a 𝜃 = 45° flow direction. The smallest
tributary area considered in each of the three configurations consist of a single tap at the corner.
For larger areas, neighbouring taps and their tributary areas are included, with the area growing
towards the center of the roof. As shown by Figure 5-2, tap resolution increases and tributary
areas shrink from configurations A to C, which would presumably better capture high suctions
and the effects of 𝑅/𝐻.
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Figure 5-2 Tap locations and tributary areas on roof corer using (a) “A” Configuration,
(b) “B” Configuration and (c) “C” Configuration. Tap locations are denoted with + and
boundaries of 𝑨𝒕𝒐𝒕 considered are shown in bold lines.
The tap locations and tributary areas for 𝐶𝑝𝑎𝑣𝑔 determined by the middle of the roof edge are
illustrated in Figure 5-3. Similar to the roof corner, the smallest area considered consists of a
single tap at the middle of the roof edge. 𝐶𝑝𝑎𝑣𝑔 in this region were determined for a 𝜃 = 0 ° flow
direction. For larger areas, 𝐶𝑝𝑎𝑣𝑔 is determined by including surrounding taps with the total area
growing towards the center of the roof.
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Figure 5-3 Tap locations and tributary areas on the middle of roof edge using (a) “A”
Configuration, (b) “B” Configuration and (c) “C” Configuration. Tap locations are
denoted with + and boundaries of 𝑨𝒕𝒐𝒕 considered are shown in bold lines.
Area-averages on the wall were determined by the windward wall edge on the eastern elevation
for a 𝜃 = 0° flow direction. The smallest area considered taps along the entire height of the wall,
as it is expected that surface pressure varies spatially with breadth more than height. The
tributary areas used to determine 𝐶𝑝𝑎𝑣𝑔 at the walls are illustrated below in Figure 5-4.

Figure 5-4 Tap locations and tributary areas on wall using (a) “A” Configuration, (b) “B”
Configuration and (c) “C” Configuration. Tap locations are denoted with + and
boundaries of 𝑨𝒕𝒐𝒕 considered are shown in bold lines.
Total uplift on roof the were considered using a grid of taps as shown in Figure 5-5. Only
configurations A and B were considered since, as will be shown in later analysis, the effect of tap
resolution on area-averaged pressure coefficients lessens as the size of the total area increases.
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Figure 5-5 Tap location and tributary areas for determination of uplift using (a) "A"
Configuration and (b) "B" Configuration.

5.3 Results
5.3.1 Area-averaged pressure coefficients
Mean, RMS and peak area-averaged pressure coefficients using the “A” tributary areas are
plotted as a function of surface areas in full-scale dimensions in Figure 5-6 for the 1:25 models.
Results from other model scales can be found in Appendix I.
In general, differences are most notable for smaller area near the edges where flow separates. As
the total area increases, 𝐶𝑝𝑎𝑣𝑔 curves tends to collapse towards a singular value since areas away
from edges are not as influenced by separated flow behaviour and, thereby, invariant with 𝑅/𝐻.
𝐶𝑝𝑎𝑣𝑔 in all regions within 0.3% ≤ 𝑅/𝐻 ≤ 5% show close agreement, particularly on the roof
corner ((a) to (c)) and the wall edge ((g) to (i)). However, it is likely that the similarity of results
were due to the lack of tap resolution, which could not capture the rapid changes in spatial
pressure distributions near the model edges. This is immediately clear when compared to results
determined from “C” tributary areas in Figure 5-7.
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Figure 5-6 1:25 𝑪𝒑𝒂𝒗𝒈 using configuration A of (a) to (c) roof corner , (d) to(f) middle of roof edge and, (g) to (i) wall.

85

Figure 5-7 1:25 𝐂𝐩𝐚𝐯𝐠 using configuration C of, (a) to (c) roof corner , (d) to(f) middle of roof edge and, (g) to (i) wall.
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The behaviour of area-averaged pressure coefficients is better captured by the denser tap layout.
The susceptibility of smaller areas near edges to changes in 𝑅/𝐻 is clearly illustrated in Figure
5-7, the most significant of which are on roof corner, in (a) to (c). The observations reflects
findings from section 4.3, where at oblique flow directions, the magnitude of both mean and
fluctuating 𝐶𝑝𝐻 at the roof corner are sensitive to small changes in 𝑅/𝐻. The trends observed in
1:25 Scale models are reflected in other models scales. For the present discussion of trends, the
results of the 1:25 models using “C” Configuration will be used since the better capture the
effects of 𝑅/𝐻 in smaller areas.

5.3.1.1 Roof corner
At the roof corner, Figure 5-7(a) to (c), the magnitude of 𝐶𝑝𝑎𝑣𝑔 steadily reduces as 𝑅/𝐻
increases. The effects of edge radius are most prominent in smaller areas (𝐴𝑡𝑜𝑡 <8 𝑚2 ) which
suggests that the effects may be limited to regions close to building edges. From previous
findings in Chapter 4, the reduction in 𝐶𝑝𝑎𝑣𝑔 in this region is likely related to the weakening of
conical vortices as the edge radii increase. Differences in 𝐶𝑝𝑎𝑣𝑔 between the sharpest
configuration and 𝑅/𝐻=2.5% are shown to be significant up to an area of 2.25 𝑚2 . However, as
the area continues to increase, the effects of 𝑅/𝐻 become negligible.

5.3.1.2 Middle of roof edge and wall
𝐶𝑝𝑎𝑣𝑔 on the middle of the roof edge, Figure 5-7 (d) to (f), and the wall, Figure 5-7 (g) to (i)
show similar behaviour. As 𝑅/𝐻 increases, the magnitude 𝐶𝑝𝑎𝑣𝑔 increases, reflecting the
increase in local 𝐶𝑝𝐻 magnitudes as 𝑅/𝐻 increases in normal flow directions, as discussed in
section 4.2. The observation seems to be contrary to the initial hypothesis that at increased 𝑅/𝐻,
the earlier flow reattachment produce smaller regions of high suction, thereby reducing 𝐶𝑝𝑎𝑣𝑔
estimates. It can then be said that for normal flow directions, the change of 𝐶𝑝𝐻 magnitude with
𝑅/𝐻 plays a greater role than changes in spatial distribution in producing discrepancies in
𝐶𝑝𝑎𝑣𝑔 . It is also shown that the influence of 𝑅/𝐻 lessens in these regions as the area increases,
which again highlights the susceptibility of smaller areas near edges to the effects of varying
𝑅/𝐻.
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5.3.2 Uplift coefficient
Uplift coefficients determined using “A” and “B” tap configurations are shown below in Figure
5-8 and Figure 5-9, respectively. Findings from other model scales are found in Appendix J.
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Figure 5-8 (a) Mean, (b) RMS and (c) Peak 𝑪𝑭𝒁 from 1:25 model using configuration “A”.

Figure 5-9 (a) Mean, (b) RMS and (c) peak 𝑪𝑭𝒁 of 1:25 Model using configuration "B".
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Comparing Figure 5-8 and Figure 5-9, tap resolution does not seem to produce significant
differences in 𝐶𝐹𝑍 . The similarity of 𝐶𝐹𝑍 between both figures demonstrates that the effect of tap
resolution on area-averaged pressure coefficient is not as significant as the area considered
increases. Also, as 𝐶𝐹𝑍 where 𝑅/𝐻 ≤ 5% seem to overlap, the effect of 𝑅/𝐻 is shown to not be
as pronounced at larger areas. The effect of increased edge radii are not apparent until 𝑅/𝐻 was
increased to 10% where a significant reduction in the uplift coefficient was observed. As noted in
Chapter 4, as 𝑅/𝐻 increases, separated flow tends to reattach further upstream as 𝑅/𝐻.
Subsequently, with less of the roof exposed to separated flow, a smaller portion of the roof area
experiences high suction when 𝑅/𝐻 increases, leading to lower uplift coeficients.
Another notable observation is that the 𝐶𝐹𝑍 increases steadily with azimuth. As azimuth
increases, the flow direction becomes increasingly perpendicular to the longest roof edge. With a
larger edge upstream, flow separates over a greater portion of the roof, and the area on the roof
subjected to high suctions increases, thereby increasing the up lift.

5.4 Discussion
5.4.1 Influence of edge curvature
From the results, it is clear that the change in 𝐶𝑝𝑎𝑣𝑔 is continuous with 𝑅/𝐻 and that the
behaviour may be explained by the changes to pressure profiles examined in Chapter 4. To
̅̅̅̅𝑎𝑣𝑔 to the sharpest case was used
quantify the effect of edge radius, a ratio comparing the 𝐶𝑝
̅̅̅̅𝒂𝒗𝒈 (𝑨𝒕𝒐𝒕 )] 𝑹
[𝑪𝒑
𝒓̅ =

𝑯

̅̅̅̅𝒂𝒗𝒈 (𝑨𝒕𝒐𝒕 )]
[𝑪𝒑

(5-3)

𝟎.𝟑%

̅̅̅̅𝑎𝑣𝑔 determined from the sharpest model.
where 𝑟̅ = 1 would indicate a perfect match with the 𝐶𝑝
The ratio 𝑟̅ from 1:25 models are shown below in Figure 5-10. It is clear that the effects of edge
radius is continual as the curves approach 𝑟̅ =1 as 𝑅/𝐻 reduces. Additionally, smaller areas , i.e.
< 10 𝑚2 , are especially prone to 𝑅/𝐻 effects, the most sensitive area being the roof corner in
̅̅̅̅𝑎𝑣𝑔 of over 50%.
Figure 5-10 (a) where an increase to 𝑅/𝐻 = 5% resulted in a reduction in 𝐶𝑝
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Figure 5-10 𝒓̅ of 1:25 using “C” tributary areas at(a) roof corner, (b) middle of roof edge
and (c) wall.
The peaks were also examined using a similar a ratio as defined below and show similar
behaviour in Figure 5-11.
[𝑪𝒑𝒂𝒗𝒈𝒎𝒊𝒏 (𝑨𝒕𝒐𝒕 )] 𝑹
𝒓𝒎𝒊𝒏 =

𝑯

[𝑪𝒑𝒂𝒗𝒈𝒎𝒊𝒏 (𝑨𝒕𝒐𝒕 )]

(5-4)

𝟎.𝟑%

Figure 5-11 𝒓𝒎𝒊𝒏 of 1:25 using “C” tributary areas at(a) roof corner, (b) middle of roof
edge and (c) wall.
Amongst the radii considered, 𝑅/𝐻 = 2.5% most closely replicates the mean and peak 𝐶𝑝𝑎𝑣𝑔 of
the sharpest model, and effects of edge curvature reduce as the area increases. However, for
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areas smaller than 2𝑚2 , peak and mean 𝐶𝑝𝑎𝑣𝑔 experience reductions as high as 30% at 𝑅/𝐻 =
2.5% at the roof corner.
When applying 𝑟̅ and 𝑟𝑚𝑖𝑛 to uplift coefficients, the effects of 𝑅/𝐻 are not as significant. As
shown in, Figure 5-12, reductions in both mean and peak uplift are not apparent until 𝑅/𝐻 was
increased to 10%. However, at 𝑅/𝐻 = 2.5% , discrepancies within 7% are observed in the mean
and peak uplift coefficient.

Figure 5-12 (a) 𝒓 ̅ and (b) 𝒓𝒎𝒊𝒏 of 𝑪𝑭𝒁 from 1:25 models using "A" tributary areas.

5.4.2 Influence of model scale
Results at the other model scales illustrate the behaviour presented so far with 𝑹/𝑯 and 𝑨𝒕𝒐𝒕 .
However, the magnitude to which these differences are observed tend to differ, which would
suggest some kind of 𝑹𝒆 effect. Scaling effects are best illustrated by comparing 𝒓̅ and 𝒓𝒎𝒊𝒏
determined from various models at the roof corner where 𝑹/𝑯 = 2.5% in Figure 5-13.
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Figure 5-13 Comparison of (a)𝒓̅ and (b) 𝒓𝒎𝒊𝒏 at the roof corner with R/H=2.5% and "B"
tributary areas.
From the three model scales, it is clear that at smaller areas, mean and peak 𝑪𝒑𝒂𝒗𝒈 experience a
greater reduction at smaller model scales. The trend illustrates that that 𝑹𝒆 effects may be
significant in pressures affected by conical vortices which is in agreement with literature (Lim,
Castro, & Hoxey, 2007). For uplift coefficients, scaling effects are not clear at 𝑹/𝑯 = 2.5%,
however, at 𝑹/𝑯 =20%, it is clear that a greater reduction in 𝑪𝑭𝒁 is experienced at larger model
scales, as shown below.

Figure 5-14 Comparison of (a) 𝒓̅and (b) 𝒓𝒎𝒊𝒏 of 𝑪𝑭𝒁 with 𝑹/𝑯 = 20% at various model
scales.
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5.4.3 Influence of tap resolution and tributary area
The comparison of 𝐶𝑝𝑎𝑣𝑔 in Figure 5-6 and Figure 5-7 clearly show that higher tap resolution
can better estimate 𝐶𝑝𝑎𝑣𝑔 and capture the effects of 𝑅/𝐻 near the edges. Higher tap density near
edges would better capture high suctions, leading to higher estimations of 𝐶𝑝𝑎𝑣𝑔 for small areas
̅̅̅̅𝑎𝑣𝑔 on the roof corners
near edges. An example of this observation would be comparing the 𝐶𝑝
on Figure 5-6(a) and Figure 5-7(a). In Figure 5-6(a) where the sparser “A” taps were used, at
̅̅̅̅𝑎𝑣𝑔 is -0.4 and appears to be invariant with 𝑅/𝐻.
𝐴𝑡𝑜𝑡 = 2.25 𝑚2 , the magnitude of 𝐶𝑝
̅̅̅̅𝑎𝑣𝑔 as high as -1.1, and was able to
Conversely, in Figure 5-7(a), “C” tributary areas report 𝐶𝑝
̅̅̅̅𝑎𝑣𝑔 with 𝑅/𝐻.
capture the reduction of 𝐶𝑝
The concern then, is that the predicted effect of 𝑅/𝐻 may be more dramatic as the tap resolution
increases. To investigate this effect, a portion of the windward roof corner was examined on the
1:25 models where there was enough space for added accent taps. The area considered is
illustrated below Figure 5-15 and is equivalent to a full-scale area of 2.45 𝑚2

Figure 5-15 𝟐. 𝟒𝟓𝒎𝟐 area on windward roof corner of 1:25 models considered.
̅̅̅̅𝐻 contours were plotted along with tap locations used in
Using the grid of taps in the area, 𝐶𝑝
̅̅̅̅𝐻 of all taps in
“A” and “B” in Figure 5-16. These contours were determined by interpolating 𝐶𝑝
Figure 5-15. It can be seen that taps from “A”, were not close enough to the edge to capture the
highest suctions, nor were able to capture the changes in spatial distribution with 𝑅/𝐻.
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̅̅̅̅𝑯 contours ° roof corner of 1:25 models at 𝜽 = 𝟒𝟓° and “A” taps (+) and
Figure 5-16 𝑪𝒑
“B” taps (×) with (a) 𝑹/𝑯= 0.3%, (b) 𝑹/𝑯 = 2.5% and (c) 𝑹/𝑯 = 5%.
As tap density increases, the magnitude of 𝐶𝑝𝑎𝑣𝑔 may increase and the perceived effect of 𝑅/𝐻
may be more dramatic. From the area illustrated in Figure 5-15, 𝐶𝑝𝑎𝑣𝑔 were determined using all
three tap configurations and plotted below in Figure 5-17. It is clear that the “A” tap layout
underestimates 𝐶𝑝𝑎𝑣𝑔 and does not capture the effect of increasing edge radii. When tap density
was increased in layout “B” the reduction in 𝐶𝑝𝑎𝑣𝑔 as 𝑅/𝐻 increases is now observable, but the
magnitude is overestimated

Figure 5-17 (a) Mean, (b) RMS and (c) peak 𝑪𝒑𝒂𝒗𝒈 determined on 𝟐. 𝟒𝟓𝒎𝟐 roof corner at
𝜽 = 𝟒𝟓° on a 1:25 model.
However, the effect of tap resolution disappears as the area grows larger. Repeating the
comparison of 𝐶𝑝𝑎𝑣𝑔 with tap resolution a larger region at the roof corner in Figure 5-18, 𝐶𝑝𝑎𝑣𝑔
shows closer agreement amongst tap resolutions as plotted in Figure 5-19. Given that the tap
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resolution has less of an effect as the area increases, it may be possible to determine uplifts using
“A” tributary areas without significantly underestimating results

Figure 5-18 𝟕. 𝟖𝟓𝒎𝟐 area on windward roof corner of 1:25 models considered.

Figure 5-19 (a) Mean, (b) RMS and (c) peak 𝑪𝒑𝒂𝒗𝒈 determined on 𝟕. 𝟖𝟓𝒎𝟐 roof corner at
𝜽 = 𝟒𝟓° on a 1:25 model.

5.5 Summary of findings
Area-averaged pressure coefficients and overall uplift on the roof were examined on models with
varying edge curvature. As curvature increased, trends in 𝐶𝑝𝑎𝑣𝑔 followed those observed in 𝐶𝑝𝐻
distributions in the previous chapter. Near the roof edges in normal flow directions, 𝐶𝑝𝑎𝑣𝑔
increased with 𝑅/𝐻 whereas on the roof corner at oblique wind directions, 𝐶𝑝𝑎𝑣𝑔 steadily
reduced with increased edge curvature, which is likely due to the weakening of conical vortices
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on the roof. The effects of edge curvature on area-averaged pressure coefficients appeared to be
the greatest for small areas near building edges. Additionally, as 𝑅/𝐻 increased, 𝐶𝐹𝑍 reduced and
is likely due to the shrinking areas of high suctions on the roof produced by separated flow.
𝐶𝑝𝑎𝑣𝑔 in small areas at the roof corner were the most sensitive to 𝑅/𝐻 effects and also exhibit
𝑅𝑒 effects. At 𝑅/𝐻=2.5%, discrepancies of up to 30% in both mean and peak 𝐶𝑝𝑎𝑣𝑔 for areas
smaller than 2 𝑚2 . Conversely, discrepancies in mean and peak uplifts remain within 10% when
edge curvature is increased to 2.5%. However, with the proposed limit of 1.3% from the previous
chapter, these discrepancies in area-averaged pressure coefficients may be smaller.
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Conclusions
6.1 Summary of findings
From the series of wind tunnel tests conducted, it is clear the edge curvature of wind tunnel
models can significantly affect flow behaviour and subsequent pressure distributions across
model surfaces.

6.1.1 Point pressure coefficients
From the point pressure measurements discussed in Chapter 4, an increase in 𝑅/𝐻 can alter the
magnitude of local pressure coefficients and reduce the size of areas experiencing severe
suctions. The effects of edge radii are most pronounced on surfaces affected by separated and
reattaching flow, i.e., areas near building edges. On these surfaces, increases in 𝑅/𝐻 can produce
changes in pressure distributions that are beyond measurement uncertainty.
For flow in normal wind directions an increase in 𝑅/𝐻 to 5% increases the magnitude of mean
and fluctuating pressure coefficient beyond measurement uncertainty near the roof and wall
edges. Additionally, the increased edge radii causes surface pressures to recover further
upstream, which would imply the larger edge radii promote flow reattachment.
Conversely, the roof corner at oblique wind directions experiences significant reductions of 𝐶𝑝𝐻
magnitudes at larger edge radii. Significant reductions in both mean and fluctuating 𝐶𝑝𝐻 at the
roof corner are observed at 𝑅/𝐻 = 2.5%. However, suctions at the windward roof corner were
highly sensitive to edge radii, and it is expected that differences beyond measurement uncertainty
would continue to occur up to 𝑅/𝐻 = 1.3%.
Also, for both normal and oblique flow directions, signs of 𝑅𝑒 effects in pressure coefficients
become more pronounced as 𝑅/𝐻 increases, though they were not discernable for the sharpest
models tested (𝑅/𝐻 = 0.3%).

6.1.2 Area-averaged pressure coefficients
Following the prescribed limit of 𝑅/𝐻 =2.5%, significant changes in area-averaged pressure
coefficients were observed. In normal flow directions, areas near roof edges and wall-edges
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observed increase in peak 𝐶𝑝𝑎𝑣𝑔 by as much as 22%, whereas on the roof corner, peak 𝐶𝑝𝑎𝑣𝑔
reduced by as much as 30%. These significant discrepancies in 𝐶𝑝𝑎𝑣𝑔 can potentially lead to
inaccurate predicitions of wind loads for building surfaces near edges.
The effect of edge radius is most significant for small areas (< 2.25 𝑚2 ) near the building edges,
which suggests that differences in 𝑅/𝐻 mainly affects pressures within the separation bubble.
For larger areas ( > 8𝑚2 ) the effects are not as pronounced. For instance, when edge radii
increased to 𝑅/𝐻 =2.5%, mean and fluctuating uplift coefficients produced discrepancies within
7%.

6.2 Definition and limit of edge radius
The present study has shown that discernable differences in pressure coefficient distributions are
discernable up to 𝑅/𝐻 = 1.3%. As such, to ensure similarity in aerodynamic behaviour, it is
proposed that the edge radii of low-rise wind tunnel models should not exceed 𝑅/𝐻 = 1.3%.
Modern 3D printing techniques should be able to reach this limit fairly easily. In the present
study, models were constructed through finite deposition modeling using bead widths of 0.06
mm. Applying this radii to the 1:50 models (which is a typical scale used in low-rise building
studies) would produce a model with 𝑅/𝐻 = 0.08 % which is well below the proposed limit. In
addition, surface finishing on the models may be able to reduce the edge radii further.
However, since the effect of 𝑅/𝐻 on pressure distributions appeared to be continuous, the
proposed edge radii is limited by the measurement uncertainty of the experimental setup. As a
result, differences may continue to occur using edge radii below this limit and so it can be said
that the edge radii of models ought to be as sharp as possible, or within the estimated 𝑅/𝐻 range
of full scale cladding elements of 0.03% to 0.125%, as discussed in section 2.1.3.

6.3 Future work
Though the present work has proposed a limit on edge radii, additional work is required to refine
the estimation of this limit and better understand the underlying flow mechanism. Five
considerations for future work are proposed.
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6.3.1 Repeating experiments
The effect of edge curvature on pressure distributions is shown to be continuous, so it is possible
that discrepancies in 𝐶𝑝𝐻 may continue to occur below 𝑅/𝐻 = 1.3%. Subsequently, the present
experiments ought to be repeated on models with 𝑅/𝐻 < 1.3% to determine whether the
changes in pressure coefficients continue to occur at smaller radii. These discrepancies may be
fairly small, so in order to observe these differences, experiments ought to be designed with a
focus on minimizing measurement uncertainty. This may include conducting the wind tunnel
experiments at higher speeds to minimize the effect of measurement uncertainty in pressure
scanners, as discussed in section 3.4. Additionally the influence of edge radii on parapets should
also be investigated, as parapets are commonly used in low-rise buildings and can alter surface
pressure distributions on the roof (Kopp et al., 2005).

6.3.2 Flow visualization
It is clear that increased edge radii alters the behaviour of the separating and reattaching flow and
facilitates flow reattachment. It is hypothesized that this behaviour may be a result of the larger
edge radii forcing the separated shear layer to be formed closer to the model surface. To
investigate this hypothesis, a flow visualization study, such as through PIV, ought to be
conducted on similar models with varying radii. By measuring the flow quantities around model
edges, the effect of edge radii on the separated shear layer can be observed.

6.3.3 Investigating the effects of free stream turbulence
The design of the present experiments was such that small-scale turbulence and turbulence
intensity matched reasonably in the upstream flow. Since upstream turbulence is known to
significantly alter separating and reattaching flow behaviour, the experiments ought to be
repeated in varying upstream flow conditions to determine whether similar behaviour in 𝐶𝑝𝐻
with 𝑅/𝐻 occurs. Such experiments could be conducted by using the same models but varying
the upstream flow conditions to simulate a variety of terrains.
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6.3.4 Investigating potential Reynolds number effects
As presented in Chapter 4, some discrepancies in pressure profiles as well as in the pressure
spectra are observed amongst the different model scales. These discrepancies become more
apparent as the edge radii increases and are speculated to be due to 𝑅𝑒 effects in the separating
shear layer. To investigate potential 𝑅𝑒 sensitivity of the flow around a rounded edge, the wind
tunnel tests in the present study could be repeated at varying wind speeds to examine a broader
range of 𝑅𝑒.
By using multiple model scales, a broader range of 𝑅𝑒 values could be observed. However, this
could present additional challenges. As noted by Lim et al. (2007) and as demonstrated by the
present study, large-scale turbulence in the upstream flow is difficult to match amongst various
model scales. As a result, such a study on a surface mounted bluff body in turbulent boundary
layer flow may not be able to separate the influence of 𝑅𝑒 from the influence of missing largescale turbulence.
To isolate the effect of 𝑅𝑒 and focus on only the separated shear layer at the rounded edge, a
study using 2D bluff body, such as a blunt plate with rounded edges, is proposed. The body
would be suspended in the middle of the tunnel, rather than be surface mounted, and would be
tested in smooth flow to remove the need to scale the upstream turbulence. Additionally, the
plate would need to be sufficiently elongated, such that the reattachment of the separated flow is
observable and wake effects are minimized. Subsequent pressure measurements along the middle
of the plate along with flow visualization may shed light on 𝑅𝑒 effects.
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6.3.5 Application of proposed limit to high-rise buildings
The proposed limit on edge radii is presented as a radii normalized by building height since
height is related to the length of the separation bubble. For high-rise buildings, plan dimensions
are of greater influence on the spatial distribution of pressure coefficients (Liu et al., 2019).
Thus, in order to apply the proposed limit of 𝑅/𝐻=1.3% to high-rise buildings, the proposed
limit should be redefined using a plan dimension, rather than the building height.
A possible way to translate the proposed limit to a high-rise building model, is by using location
of the stagnation point relative to the separation point, 𝑆 defined in Figure 6-1, as the
characteristic length. For a low-rise buildings, 𝑆 is invariant with upstream turbulence, and is
approximately 0.35𝐻 on the windward wall (Akon & Kopp, 2016). For high-rise buildings, the
stagnation point is typically in the middle of the wall breadth 𝑏, i.e. 𝑆 = 𝑏/2 .

Figure 6-1 Distance of stagnation point to separation point 𝑺 on (a) a low-rise building (side
view) and (b) a high-rise building (plan view).
By redefining the limit 𝑅/𝐻 = 1.3%, using 𝑆, the limit would become
𝑹 𝑹 𝑹
= → = 𝟏. 𝟗%
𝒃
𝑺
𝒃
𝟐

(6-1)

However, the validity of this conversion will need to be investigated through additional wind
tunnel testing of a high-rise model with varying radii.
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Appendix A: Tap Layouts
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Appendix B: CAD drawings of composite metal cladding systems
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Appendix C: Wind tunnel exposures
To produce turbulent boundary layer flows, roughness blocks are used upstream of the testing
site and can be raised to a specified height as shown below.

Roughness blocks are grouped into “banks” upstream of the testing site. Within each bank, all
roughness blocks are raised to the same specified height. A plan view of a bank is shown in in
the figure below. There are eleven banks in total in the wind tunnel of varying fetches as
summarized in the table on the following page.

Fetch

Bank Region
Fetch length (ft)

#1
8

#2
8

#3
16

Tunnel wall

#4
16

#5
8

#6
8

#7
8

#8
8

#9
8

#10
8

TurnTable
8

#11
16
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Based on the exposures used, which in the present work are banks are raised to various heights.
Roughness block heights for “Flat 0” and “Open 15” are summarized below along with the use
of other devices in the tunnel.
Bank #
1
2
3
4
5
6
7
8
9
10
11
Machine Nuts
Red Spires
15" Barrier

Block Height [inch]
Flat 0
Open 15
0
2.7
0
2.7
0
2.7
0
2.7
0
2.7
0
2.7
0
0.3
0
0.3
0
0.3
0
0.3
0
0
No
Yes
Yes
Yes
No
Yes
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Appendix D: Comparison of data with mast
During testing, a mast was placed above building model to simultaneously measure velocity
above the model during testing as shown below. For 𝑅/𝐻 = 0.3%, the 1:25 and 1:200 scale
models were tested with and without the mast to check for blockage effects.

1:25 R/H =0.3% model with mast
Plotted below are mean and RMS pressure coefficients for the two midlines on the model roofs
as defined in chapter 4. No discernable difference is observed for 1:25 scale results, though a
slight scalar offset is observed in ̅̅̅̅̅
𝐶𝑝𝐻 for the 1:200 scale results. However, differences were
within uncertainty bounds, and thus it was assumed that the mast posed no blockage issues
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Appendix E: Midline plots

Midline Sign Conventions
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Appendix F: Fluctuating pressure coefficient spectra along M1
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Appendix G: Roof pressure contours at 𝜽 = 𝟒𝟓 °
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Appendix H: Corner line 𝑪𝒑𝑯 plots
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Appendix I: Area-averaged pressure coefficients
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Appendix J: Uplift coefficients

190

191

192

Curriculum Vitae
Name:

Kytin Kwan

Post-secondary
Education and
Degrees:

University of Western Ontario
London, Ontario, Canada
2013-2018 B.E.Sc..

Honours and
Awards:

Ontario Graduate Scholarship
2018-2019, 2019-2020
Advanced Materials and Biomaterials Interdisciplinary Research
Award
2015

Related Work
Experience

Teaching Assistant
The University of Western Ontario
2018-2020
Engineering Assistant
The Boundary Layer Wind Tunnel Laboratory
2017-2018

