In 2009, Joselli et al introduced the Neighborhood Grid data structure for fast computation of neighborhood estimates in point clouds. Even though the data structure has been used in several applications and shown to be practically relevant, it is theoretically not yet well understood. The purpose of this paper is to present a polynomial-time algorithm to build the data structure. Furthermore, it is investigated whether the presented algorithm is optimal. This investigations leads to several combinatorial questions for which partial results are given. arXiv:1710.03435v1 [math.CO] 
Introduction
The neighborhood grid data structure can be used to compute estimates of neighborhoods in point sets. It has been introduced by Joselli et al. [1] , [2] . In order to give a short introduction to the data structure, consider the example in Figure 1 . It shows how points from a point cloud ( Figure 1a ) are placed in a grid (Figure 1b ). The order in which the points are given is random, thus there placement in the grid is also. After the placement, only the coordinates of the points are considered in the grid (Figure 1c ). The grid as obtained in Figure 1c will now be sorted. Each row should grow in the first coordinates from left to right, each column should grow in the second coordinates from bottom to top. A corresponding sorted grid is given in Figure 2a . Note how it, in this example, recovers the combinatorial neighborhood relation from the points. In order to use the neighborhood grid to determine a neighborhood estimate for a given point, find that point in the sorted grid. Then, consider a small neighborhood around that point, e.g. the one-ring around it. The size of this neighborhood should not depend on the number of inserted points such that this lookup runs in constant time (asymptotically). From that neighborhood, find the closest point to the considered point and output it as estimated nearest neighbor. In this report, we collect new results on the neighborhood grid data structure. Malheiros and Walter [3] investigated several iterative building strategies for the data structure. Despite the evidences of practical relevance, as given in the publication cited above, neither Joselli nor Malheiros investigated the asymptotic building times of the grid or answered the question for a timeoptimal building algorithm. Therefore, this paper contains:
• a polynomial-time algorithm to build a neighborhood grid (Theorem 1, page 5),
• combinatorial results on the number of possible sorted placements (Theorem 2, 7),
• a complete list of unique sorted placements for n ∈ {1, 2, 3} (Section 3.5),
• a proof of non-existence of unique sorted placements for n ≥ 4 (Section 3.5).
So far, some questions remain unanswered:
• Is the presented algorithm time-optimal?
• For a given n ∈ N, n ≥ 4, what is a point configuration with the least or largest number of stable states?
For the case of the latter question we present a conjecture, see page 16.
The Neighborhood Grid
In this first section, we present the neighborhood data structure, fix corresponding notation, and prove a first theorem on a polynomial-time building algorithm.
Definition of the Data Structure
Given a set of points P = {p 1 , . . . , p N | p i ∈ R d }. In the following we will assume that N = n 2 for some n ∈ N and d = 2. Therefore each point is given
where p i1 will be referred to as x-and p i2 as y-value. Furthermore, we assume that p i = p j for all i = j. Consider Section 4 for the general case without these restrictions. Finally, we can restrict w.l.o.g. to p i ∈ N 2 for all i ∈ [N ], see Section 3.1 for an explanation of this restriction.
The points will be placed in an n × n matrix, where each cell of the matrix contains a point p i . That is, we consider a matrix M ∈ (R 2 ) n×n which then has the form
Ultimately, we want to order the points in the matrix such that the following state is reached.
The matrix M as given in (1) is said to be in a stable state if and only if the following two conditions are satisfied for any i, j ∈ [n], i = j.
For all
In other words, a matrix M is in a stable state, if the points in each row of M are ordered lexicographically according to the first and then the second coordinate. Similarly, all columns of M have to be ordered lexicographically according to the second and then the first coordinate. An illustration of Definition 1 is given in Figure 3 . We call a stable state unique, if there exists no other stable state for the same point configuration P .
Polynomial-Time building algorithm
Now the following question arises naturally. For any set of points P as specified above, is there a bijective placement π : [n 2 ] → [n] × [n], i → (k, ) such that the matrix M π (P ) with M = (p π −1 (n,1)1 , p π −1 (n,1)2 ) . . . (p π −1 (n,n)1 , p π −1 (n,n)2 ) . . . . . . . . .
is in a stable state. In other words, given n 2 points, can these be written into an n × n matrix s. Theorem 1. For every set of points P = {p 1 , . . . , p N | p i ∈ R 2 } there is a bijective placement π such that M π (P ) is in a stable state. A placement π can be found in O(N log(N )).
Proof. Consider the points p 1 , . . . , p N as a sequence. Sort this sequence according to the first condition given in Definition 1. Obtain a sequence (q 11 , q 12 ), (q 21 , q 22 ), . . . , (q N 1 , q N 2 ), where for i, j ∈ [n], i < j we have q i1 < q j1 or (q i1 = q j1 ∧ q i2 < q j2 ). Now split this sequence into n blocks as follows:
(q 11 , q 12 ), . . . , (q n1 , q n2 )
. Now consider each sequence Q i and sort it according to the second condition given in Definition 1. Obtain a sequence R k := (r 11 , r 12 ), (r 21 , r 22 ), . . . , (r n1 , r n2 ), k ∈ [n], where for i < j we have r i2 < r j2 or (r i2 = r j2 ∧ r i1 < r j1 ). That is, the points in the sequence R k are sorted according to the second condition of Definition 1. Furthermore, for i < j, any point from R i satisfies the first condition of Definition 1 when compared to any point from R j , since the R k derive from the Q k . Therefore, placing the sequence R k into the kth column of the matrix M results in a stable state. Concerning the runtime, in the first step, N points were sorted, which takes O(N log(N )). In the second step, n sets of n points each were sorted, which takes n · O(n log(n)) = O(n 2 log( √ N )) = O(N log(N )). Hence, the stable state was computed in O(N log(N )).
An illustration of the procedure presented by this theorem is given in Figure 4 . Theorem 1 imposes an upper bound on the runtime of any time-optimal comparison-based algorithm that creates a stable state of a matrix M . The next question is then: What is a lower bound? A trivial lower bound is given by the number of points in the matrix, N . In the next section, we investigate whether this lower bound can be raised to N log(N ).
Combinatorial Results
In order to better understand the search space for any sorting algorithm that is to build a stable state of a matrix M , we start by counting the number of possible stable states and giving two necessary conditions on their uniqueness. Then, we proceed to give a list of all point configurations P for n ∈ {1, 2, 3} that omit to a single, unique stable state. As a last part of this section, we investigate which point configuration has the largest number of stable states.
Counting Stable States and a lower Bound
Concerning the stable state of a matrix, it is not important what actual x-or y-values the points have, but only how these values compare to each other. Therefore, the setup can be simplified by fixing the x and y values on the set [N ] . In terms of the p i the restriction is
In this restricted set we can quantify several of the occurring states. Concerning the second statement, a matrix is in a stable state if both conditions of Definition 1 are met. Because of the restriction given by (3), the equality case is never met in either condition of Definition 1. Therefore, for each condition, it suffices to check the x-or y-values respectively, neglecting the other. When setting up the x-values for the first row, one can pick n of the possible N values, which then admit to a unique order. Therefore, for the x-values in the first row, there are n 2 n possibilities. For the second row, there are n 2 −n n possibilities, until there is n 2 −(n−1)n n = 1 possibility for the last row. Overall, there are
possibilities to put x-values into the matrix and obtain a stable state from them. Accordingly, there are (n 2 )! (n!) n ways to write y-values into the matrix and obtain a stable state. Hence, overall, there are (n 2 )! (n!) n 2 stable states. Finally, because of the first two results, the fraction of stable fillings amongst all fillings of the matrix are (n 2 )! (n!) n 2 ((n 2 )!) 2 = 1 (n!) 2n .
Uniqueness of Stable States
In the previous section it was shown that the running time of the algorithm outlined in Theorem 1 gives an upper bound on the sorting problem. To prove a lower bound, we assume the following. Assumption 1. Given some n ∈ N, assume that there is a set P of points p 1 , . . . , p N such that there exists a unique stable state for P .
Given that assumption, optimality of the Algorithm of Theorem 1 follows by the following argument:
Proof. Given an n ∈ N and the set of points P assumed to exist. Then the unique stable state in particular satisfies the first condition of Definition 1 for every row. Therefore, the algorithm needs to sort every row, which takes O(n log(n)) time for each row, that is n · O(n log(n)) = O(N log(N )) time in total. Hence, given Assumption 1, O (N log(N ) ) is a lower bound on the computation of a stable state.
Note that the assumption of the existence of a unique stable state is crucial in this argument. If the assumption was proven to be wrong, the algorithm can pick any stable state to create a sorting of the rows there, which could lead to a faster than O(N log(N )) algorithm because of the larger search space. Concerning Assumption 1, it is not at all obvious that for a given point configuration, there has to be a unique stable state. Three point configurations are given in Figure 5 , where two have a unique stable state, while the other one has two stable states. The uniqueness of the stable state of the 2 × 2 matrix shown follows by this reasoning: The element (1, 1) has to be placed in the upper left corner, since it has x-, as well as lowest y-value compared to all other elements. The element (2, 4) has largest y-value, therefore it needs to be placed in the lower row. But it also has second lowest x-value, therefore it has to be placed in the lower left or upper right corner. Taken these two arguments together, the element has to be placed in the lower left corner. Finally, the shown configuration is the only way to complete the matrix to a stable state. 1. Is there a unique stable state for every n ∈ N?
2. Can we classify all unique stable states?
First Necessary Condition on Stable States
For a necessary condition on the uniqueness of a stable state reconsider the algorithm outlined in Theorem 1. Note that the n smallest x-values are placed in the first column, the n second-smallest x-values are placed in the second column, etc. Finally, a stable state is obtained from this procedure. Furthermore, the algorithm can be run the other way around, placing the n smallest y-values in the first row, the n second-smallest y values in the second row, and so on to reach a stable state. In the following, we will call these two conditions x-bin and y-bin condition. Assume now that a stable state is given, which violates the x-, the y-, or both bin conditions. Then applying the algorithm from Theorem 1 with sorting according to the violated bin condition gives another stable state for the same points. This observation establishes the following necessary condition for the uniqueness of a stable state. Figure 6 . However, the point configuration admits to a second stable state, shown on the right side of Figure 6 . This showcases that x-and y-bin condition are only necessary, but not sufficient conditions.
(2, 3) (4, 4)
(1, 1) (3, 2) (3, 2) (4, 4)
(1, 1) (2, 3) Theorem 2 already tells us that there are (n 2 )!/(n!) n ways to put x-values into the matrix such that they form a stable state. Furthermore, there are (n 2 )! possible ways to fill the matrix with x-values. How many of these satisfy the condition of Theorem 3.
Second Necessary Condition on Stable States
Theorem 4. There are (n!) 2n stable states that satisfy both the x-and the y-bin condition.
Proof. Assume the x-and y-bin condition holds, then the first row contains the n smallest y-values, while the first column contains the n smallest xvalues. Either values can be permuted arbitrarily without destroying the stable state. This holds for every row and every column. Therefore, there are (n!) n ways to reorganize the rows and similarly (n!) n ways to reorganize the columns and still obtain a stable state. Hence, (n!) 2n stable states satisfy both bin conditions.
The situation established in Theorems 2 and 4 can be visualized as in Figure 7 . However, we can derive even more from the algorithm of Theorem 1.
Given the terminology and results from Section 3.3, we can derive an even stronger necessary condition for unique stable states. Namely, the following holds:
Theorem 5. Given an n × n matrix m in stable state. If the stable state is unique, then any k × k submatrix of m with k ∈ [n] is in a unique stable state.
Proof. Given some n × n matrix m in a unique stable state. Assume there exists some k × k submatrixm of m, k ∈ [n], such thatm is not unique, but has a different stable statem. Assume thatm occupies rows r, . . . , r +(k −1) and columns c, . . . , c + (k − 1) in m.
Because of the first necessary condition on stable states (Section 3.3) we know that the x-values of any elements in columns 1, . . . , c − 1 are smaller and the x-values of any elements in the columns c + k, . . . , n are larger than all xvalues inm respectively. This remains true independent of any reordering, in particular form. The same argument holds for the y-values in rows 1, . . . , r − 1 and the y-values in rows r + k, . . . , n when compared with the y-values of m. Therefore, replacingm bym in m gives another stable state, which violates the uniqueness of m.
Enumeration of all unique Stable States
The number of unique stable states for any n ∈ N is given in Table 1 . All unique stable states for n = 2 and n = 3 are shown in Figures 8 and 9 The fact that for n ≥ 4 there is no point configuration with a single unique stable state, it raises the following question:
Open 1. Given n ∈ N, n ≥ 4, what is a point configuration P with the minimum number of stable states among any point configuration with n 2 points?
The worst Stable State
We proceed by turning the question from the last paragraph around. What is the maximal number of stable states a point configuration can obtain for some given n ∈ N. In order to investigate this question, we first turn to a specific point configuration, for which we can count the number of stable states. Consider the "identity": {(1, 1), (2, 2), . . . , (n 2 , n 2 )}. Counting the number of stable states for the identity is equivalent to placing only one number in each field of the n × n matrix, which then has to satisfy both conditions of Definition 1.
In order to count the number of stable states for the identity, we introduce the concept of Ferrers Diagrams and Young tableaux. Taken from [4] .
Definition 2. Let λ = (λ 1 , λ 2 , . . . , λ ) be a partition of N . The Ferrers diagram of λ is an array of N cells having left-justified rows with row i containing λ i cells for 1 ≤ i ≤ .
Consider for example N = 4. Then N can be partitioned in five different ways:
as illustrated in Figure 10 . Clearly, the number of standard Young tableaux of shape λ = (n, . . . , n) for N = n 2 is equal to the number of stable states for the identity. Denote by f λ the number of standard λ-tableaux. In order to compute it, we introduce the concept of hooks.
Definition 4.
If v = (i, j) is a node in the diagram of λ, then it has hook It is now easy to state the hook formula of Frame, Robinson, and Thrall.
Theorem 6. Let λ = (λ 1 , . . . , λ ) be a partition of N . Then
In the concrete case of the identity, where N = n 2 , λ = (n, . . . , n), we have
Therefore, the number of stable states of the identity is given by
.
The results for n ∈ {1, 2, 3} and computational experiments lead us to state the following conjecture.
Conjecture 1. Given n ∈ N, the number of stable states of any point configuration P on n 2 points is less or equal to f (n,...,n) .
If the number of stable states of any point configuration is indeed bounded from above by f (n,...,n) , then the running time of any decision-based algorithm is has to be bounded from below log
Therefore, given Conjecture 1, the algorithm presented in Theorem 1 has optimal running time.
The number f (n,...,n) established in Equation 4 does not only count the number of Young Tableaus of the shape (n, . . . , n) and thus the number of stable states of the identity, but also has a connection to posets (partially ordered sets) which we will explain here shortly.
Definition 5. Given a set A and a symmetric, anti-symmetric, and transitive relation on the elements of A. Then (A, ) is called a partially ordered set, short: poset.
The specific entities that we want to relate to in poset theory are the linear extensions of a poset. Our aim is to count the number of linear extensions of a specific poset, the so-called n × n lattice.
Definition 7. The poset (X n , ) with X n = {(i, j) | 1 ≤ i ≤ j ≤ n} and (i, j) (k, ) if and only if i ≥ k and j ≥ is called the n × n lattice.
The following theorem now relates the number of linear extensions of the n×n lattice to the number of standard Young Tableaus of the shape (n, . . . , n).
Theorem 7. The number of linear extensions of the n × n lattice is exactly f (n,...,n) as given in Equation 4.
Proof. Given a linear extension f of the n × n lattice, it induces an (n, . . . , n) Young Tableau by (A ij ) i,j=1,...,n = (f (i, j)) i,j=1,...,n . Furthermore, the map f → (f (i, j)) i,j=1,...,n is injective.
This relationship gives another possible leverage on Conjecture 1.
General Case
In Section 2.1 we made several restrictions. In the following, we will show that the data structure, as well as the presented results and algorithms do not suffer from these restrictions.
Not a square number of points. A first assumption was that we are given exactly N = n 2 points in the point set P . How can the structure handle a general number of points? Given m ∈ N points P = {p 1 , . . . , p m } with n 2 ≥ m being the smallest square larger or equal to m. Let x max be the largest first coordinate and let y max be the largest second coordinate, i.e.
x max := max{p 11 , . . . , p m1 }, y max := max{p 12 , . . . , p m2 }.
Add n 2 − m auxiliary points of the form (x max + 1, y max + 1) to P . In the algorithm of Theorem 1, these auxiliary points can be forced into the last two sequences Q n−1 , Q n and thus be placed at the lowest rows or rightmost columns of the grid where they can be neglected in any neighborhood queries.
Larger dimension than 2. The second assumption was that the points p i ∈ P are two-dimensional. For higher dimensions, d ≥ 2, consider a ddimensional grid with side length n instead of a matrix, i.e. M ∈ (R d ) n×...×n . Denote by p i = (p i1 , . . . , p id ), p j = (p j1 , . . . , p jd ) ∈ P two point from P stored at cells (c 1 , . . . , c d ), (c 1 , . . . , c d ) ∈ [n] d in M . There are now d sorting conditions, for each ∈ [d] there is a condition:
