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A bone loading estimation algorithm was previously developed that provides in vivo loading conditions required for in vivo bone remodelling simulations. The algorithm derives a bone's loading history from its microstructure as assessed by high-resolution (HR) computed tomography (CT). This reverse engineering approach showed accurate and realistic results based on micro-CT and HR-peripheral quantitative CT images. However, its voxel size dependency, reproducibility and sensitivity still need to be investigated, which is the purpose of this study. Voxel size dependency was tested on cadaveric distal radii with micro-CT images scanned at 25 mm and downscaled to 50, 61, 75, 82, 100, 125 and 150 mm. Reproducibility was calculated with repeated in vitro as well as in vivo HR-pQCT measurements at 82 mm. Sensitivity was defined using HR-pQCT images from women with fracture versus non-fracture, and low versus high bone volume fraction, expecting similar and different loading histories, respectively. Our results indicate that the algorithm is voxel size independent within an average (maximum) error of 8.2% (32.9%) at 61 mm, but that the dependency increases considerably at voxel sizes bigger than 82 mm. In vitro and in vivo reproducibility are up to 4.5% and 10.2%, respectively, which is comparable to other in vitro studies and slightly higher than in other in vivo studies. Subjects with different bone volume fraction were clearly distinguished but not subjects with and without fracture. This is in agreement with bone adapting to customary loading but not to fall loads. We conclude that the in vivo bone loading estimation algorithm provides reproducible, sensitive and fairly voxel size independent results at up to 82 mm, but that smaller voxel sizes would be advantageous.
Introduction
Over the last decade, several computational models have been proposed to simulate bone remodelling at the bone microstructural level [1] [2] [3] [4] [5] [6] . It was demonstrated that such models can predict bone structural changes owing to osteoporosis [7, 8] , changes in loading [7, 9] and drug treatment [10, 11] . In most of these studies, however, the artificially generated microstructures used do not reflect the bone microstructure of individual patients, although the microstructure is a major determinant of bone strength [12, 13] . Furthermore, loading conditions are often simplified, and do not accurately represent physiological loading. As such, these studies can provide general information about the effects of the different factors involved, but could not provide patient-specific predictions of mechanical bone adaption or disease and treatment responses.
With the introduction of in vivo high-resolution (HR) computed tomography (CT) imaging, it has become possible to measure the actual bone microstructure in living animals [14 -17] and even in patients [18 -21] . To enable patient-specific predictions, however, patient-specific loading conditions also need to be specified. Moreover, owing to the form -function relationship in bone, the loading conditions applied should be those that formed the actual bone microstructure. Only in that case it would be possible to make realistic patient-specific predictions of changes in bone microstructure.
In earlier studies, we therefore developed a bone loading estimation algorithm for the determination of such in vivo loading conditions based on in vivo HR-CT images. With this method, a bone's loading history is derived from its microstructure by finding a set of external loads that leads to the most homogeneous tissue loading distribution found by optimization. It is assumed that bone strives for such a state through continuous bone remodelling, whereby bone cells add or remove bone at locations of high and low tissue loading, respectively [16, [22] [23] [24] [25] [26] . The approach was first successfully tested with in vivo micro-CT data from an animal experiment where mice had their caudal vertebra loaded in vivo [15, 27] . Subsequently, the algorithm showed an accuracy of 4.4% as determined using synthetic bone structures where the loading history was exactly known and thus the accuracy could be calculated [28] . Based on HR peripheral quantitative CT (HR-pQCT) images, realistic estimates were then obtained at the human distal radius in agreement with reported values in the literature from in vivo force measurements at the radioulnocarpal joint using a pressure-sensor device [29] . Most recently, estimated loading magnitudes and patterns at the hip joint of dogs and humans were in good agreement with in vivo forces as measured using instrumented implants [30] .
Although this new methodology is promising, the voxel size dependency, reproducibility and sensitivity of the bone loading estimation algorithm still need to be investigated. Only if the approach is fairly independent of the voxel size provided by HR-pQCT, as well as precise and sensitive enough to detect significant differences between subjects with different loading histories, can it be applied in predictions of bone remodelling based on in vivo data and in a patient-specific manner. Therefore, the purpose of this study was to determine the voxel size dependency, reproducibility and sensitivity of the in vivo bone loading estimation algorithm thus providing a reference for future studies.
Methods

Bone loading estimation algorithm
The load estimation approach developed previously [27] is based on the assumption that bone strives for a state of homogeneous tissue loading distribution that is accomplished through continuous bone remodelling. To derive bone loading histories, therefore, tissue loading distributions of n predefined plausible load cases are independently calculated for each load case, i, using micro-finite-element (micro-FE) analysis and scaled until the most homogeneous tissue loading distribution, U i , represented as strain energy density (SED), is found when adding the resultant tissue loading of all load cases together. This is achieved with a least-squares optimization technique finding the scaling factors, s i , by minimizing the residual, r(s i ), over the bone volume, V
where k is a reference value for physiological mechanical tissue loading that was set to an SED of 0.02 MPa, which is in the range of direct in vivo strain gauge measurements of 2000 -3000 microstrains during daily activities [31] . This target value has also led to load estimates comparable to in vivo joint force measurements in the human hip [30] . The loading history is finally derived from the unit load magnitude and the scaling factors. An overview of the method is depicted in figure 1. 
Micro-finite-element modelling
Segmented images were converted into micro-FE models, and layers of material with a Young's modulus of 15 MPa were added at both ends of the model mimicking load transfer in the 9 mm section similar to the load transfer in the whole distal radius. This was investigated in an earlier study determining the material properties of the soft layers in such a way that the tissue loading in the 9 mm section model best matched the whole model tissue loading [29] . For bone, a Young's modulus of 6.8 GPa and a Poisson's ratio of 0.3 were assumed [32] . As the unit load cases are not straightforward to define in the human distal radius, loading in all three orthogonal directions as indicated by the arrows in figure 1 were prescribed. We recently showed that these three load cases led to realistic mechanical bone adaptation [33] . Because loading is applied to the layers of soft material, displacements were prescribed as boundary conditions. A unit displacement was applied in each of the three spatial directions, and each of these three load cases were analysed separately. Micro-FE analyses were performed using the recently introduced octree-based FE-solver ParOSol [34] .
Voxel size dependency
Loading was estimated based on human distal radius micro-CT images from five female cadaveric distal radii obtained from the Amsterdam Medical Center with unknown medical history and donor ages ranging from 58 to 95 years from a previous study [35] . With bone volume fractions of 20.5%, 20.1%, 14.2%, 10.7% and 7.2%, respectively, these specimens satisfactorily cover the range from healthy to osteoporotic bone. Radii were assessed by micro-CT (70 kV, 114 mA, 300 ms integration time) at an isotropic voxel size of 25 mm (vivaCT 80, Scanco Medical AG, Switzerland).
To determine the voxel size dependency of the load estimation algorithm, images were downscaled to voxel sizes of 50, 61, 75, 82, 100, 125 and 150 mm (figure 2). The voxel sizes of 61 and 82 mm were chosen to represent clinical HR-pQCT scanners currently available. The percentage error was then calculated for each of the three prescribed load case (represented as displacement, u) and voxel size with jððu original =u downscaled Þ À 1Þ Â 100% j, and the correlation between load estimates was quantified based on the models with the original voxel size and the downscaled versions using Pearson's correlation coefficient.
Reproducibility
The reproducibility of the estimates was determined from repeated measurements of cadaveric forearms as well as in vivo repeated measurements previously imaged by HR-pQCT (60 kV, 1000 mA, 100 ms integration time) at an isotropic voxel size of 82 mm (XtremeCT, Scanco Medical AG) [18] . For the in vitro reproducibility, 14 intact formalin-fixed cadaveric forearms were scanned three times with repositioning of the specimens after each measurement [36] . The donors had donated their bodies to the Institute of Anatomy at the Ludwig-Maximilians-University Munich according to German legislative requirements. For the in vivo reproducibility, 15 healthy subjects with ages ranging from 21 to 47 years were scanned in vivo three times at the distal forearm within one month [18] . Reproducibility was characterized by the standard deviation (s.d.) and coefficient of variation (CV) precision errors (PE), PE SD and PE %CV , respectively, as well as the interclass correlation coefficient (ICC) and its lower and upper 95% CIs, ICC lower and ICC upper , respectively. These measures were determined according to a previous study developing the statistics for reproducibility studies using bone samples [37] .
Sensitivity
Sensitivity was determined based on two sets of human distal radius HR-pQCT images. In the first instance, the estimated rsif.royalsocietypublishing.org J. R. Soc. Interface 13: 20150991
loading was compared between subjects with and without a history of a distal forearm fracture. In the second, the estimated loading was compared between subjects with low (below the 25th percentile) and high (above the 75th percentile) bone volume fraction. Because fractures occur independent from the long-term loading history, and because bone does not adapt to fall loads, no difference in the first set is expected. In contrast, owing to bone's capability of adapting its mass to mechanical loading, a significant difference in the second set is expected. The data were collected from a prior study [38] of 100 postmenopausal women with a distal forearm fracture who were compared with 105 age-matched control women without fracture. The Mayo Clinic's Institutional Review Board approved the study, and written informed consent was obtained from all subjects; the present analysis was based on de-identified data. The distal radius of the study subjects was assessed by HR-pQCT (XtremeCT, Scanco Medical AG) at an isotropic voxel size of 82 mm. For fracture subjects, the non-fractured distal forearm was imaged, whereas the non-dominant arm was imaged for controls. In this study, only radius images from the left side were used to ensure comparable bone shape and orientation between subjects, leading to 53 samples for the fracture group and 86 samples for the non-fracture group. Grouping the same dataset according to bone volume fraction led to 35 samples with low bone volume fraction and to 35 samples with high bone volume fraction. In both instances, subjects remained age-matched. Student's t-test was used to compare the load estimates between the two groups.
Image processing
Image data were gathered from different studies that were previously conducted at different locations and times as stated in the voxel size dependency, reproducibility and sensitivity study description above. In this study, image processing was performed in line with these previous studies.
For the micro-CT dataset used to determine the voxel size dependency, original greyscale images were Gaussian filtered (sigma ¼ 1.2, support ¼ 1 voxel) and then segmented using a fixed global threshold (210/1000 of the maximum greyscale value or 450 mg HA cm 23 ) in accordance with the protocol used in the study when the bones were scanned [39] . A 9 mm section of the radius was scanned to enable comparison with the HR-pQCT data for which this is the recommended scanning region. Original greyscale images were downscaled with averaging between voxels and segmented with a fixed global threshold afterwards. This threshold was defined in such a way that the resulting bone volume fraction matched the bone volume fraction of the original high-resolution image. Unconnected parts were removed after thresholding. Downscaling was used rather than rescanning of the images to make sure that the pure effect of image resolution could be studied in agreement with a previous study where the voxel size dependency of microstructural properties in trabecular bone was investigated [39] .
For the three HR-pQCT datasets, the 9 mm section of the radius was used as recommended by the manufacturer. Original greyscale images were Laplace -Hamming filtered (weighting factor ¼ 0.5, cut-off frequency ¼ 0.4, amplitude ¼ 1.0) and then thresholding using a global threshold (400/1000 of the maximal greyscale value or 1970 mg HA cm 23 ). This filtering is recommended by the manufacturer to sharpen HR-pQCT images. After segmentation, images of the sensitivity dataset were longitudinally aligned, and the second and third images were registered to the first image in the reproducibility datasets [40] .
Results
The voxel size dependency study revealed that trabecular bone appeared to be partly lost in the centre of the radius as the voxel size increased drastically (figure 2). Mean (maximum) percentage errors of the estimated loading were 3.1% (11.2%), 8 The in vitro reproducibility study revealed coefficient of variation precision errors, PE %CV , of 3.97%, 2.43% and 4.51% for the load cases in the x-, y-and z-direction, respectively. Besides showing a high in vitro reproducibility with respect to PE %CV , the load estimation algorithm also shows a high in vitro reproducibility of subject-specific measures with ICC, of at least 0.98 (table 1) . The in vivo reproducibility study revealed CV PE %CV , of 10.24%, 3.57% and 8.80% for the load cases in the x-, y-and z-direction, respectively. While showing an acceptable in vivo reproducibility with respect to PE %CV , the load estimation algorithm shows a high in vivo reproducibility of subject-specific measures with ICC of at least 0.93 (table 2) . To visualize the in vitro and in vivo reproducibility, the variation of the estimated loading within the three repeated measurements was compared with the population variation with respect to bone volume fraction and estimated loading ( figure 4) . It illustrates the high in vitro reproducibility, because the estimates of the three repeated measurements are tightly clustered together, representing the small variation in bone volume fraction and estimated loading within one sample. In contrast, the spread of these clusters, and thus the variation in bone volume fraction and estimated loading within the population, is much bigger. It also illustrates the good in vivo reproducibility, especially for subjects where bone volume fraction does not differ between the three measurements. The sensitivity study found no statistically significant difference between the estimated loading of subjects with and without fracture ( p ¼ 0.8), whereas a clear difference ( p , 0.0001) was found between subjects with low and high bone volume fraction (table 3). In the two groups of the second set, the average bone volume fraction is 36% and 53%, and the summed percentage strain 11% and 16%, respectively, showing a clear difference in bone volume fraction as well as estimated loading. In the fracture set, summed percentage strain is 13% for both groups, showing no difference in estimated loading between the fracture and non-fracture group.
Discussion
The voxel size dependency, reproducibility and sensitivity of a previously developed in vivo bone loading estimation algorithm were determined in this study. Our results indicate that the average (maximum) error at 61 mm is limited to 8.2% (32.9%). The results are highly reproducible in vitro and fairly reproducible in vivo, as well as sensitive to distinguish high and low bone mass subjects.
For voxel sizes larger than 61 mm, the error increases considerably ( figure 3) . Load estimations based on images from the current generation of HR-pQCT scanners (voxel size of 82 mm) might be affected with an average (maximum) error of 16.7% (70.5%). Considering that the loading at the wrist is not well known and cannot be directly measured noninvasively in any event, this might still be good enough to gain an impression of the loading situation at the wrist and therefore run bone remodelling simulations based on the estimated loading. However, a voxel size of 82 mm seems at the edge of the minimum required, and larger voxel sizes should not be used.
Estimates based on repeated in vitro measurements showed PEs between 2.4% and 4.5%; thus, the algorithm provides highly reproducible results in vitro (table 1 and figure 4 ). The reproducibility is slightly lower compared with the results of other in vitro studies using HR-pQCT images of the human radius, which revealed values between 0.45% and 2.93% for the calculation of mechanical parameters [36] . The high subject-specific ICCs between 0.98 and 0.99 are, however, comparable to these in vitro studies (table 1) . In vivo reproducibility of morphometric parameters and stiffness were reported to be less than 4.5% [18, 20, 41 ] and 3.5% [20, 41] , respectively. For the load estimation algorithm, we found in vivo PEs between 3.6% and 10.2%, showing comparable values to these previous in vivo studies for one load case and higher values for the other two load cases (table 2 and figure 4 ). The in vivo reproducibility could be improved by accounting for individual segmentation thresholds within subjects to achieve exactly the same bone fraction for each measurement, because the algorithm seems to be sensitive to small differences in bone volume fraction (figure 4).
The bone loading estimation algorithm did not detect any significant difference between subjects with and without a history of a distal forearm fracture, whereas it clearly detected a Table 2 . In vivo reproducibility of the bone loading estimation algorithm in the human distal radius. A load estimate for one subject consists of three load cases. difference between subjects with low and high bone volume fraction (table 3) . This indicates that subjects with and without a distal forearm fracture have virtually the same loading history. One would probably expect that outcome, because bones are not adapted to fall loads. However, bone mass and thus also bone volume fraction is adapted to a bone's customary loading history [16, [22] [23] [24] [25] [26] , which explains the significant difference between the latter group and suggests that subjects with a low bone volume fraction routinely load their bones less than subjects with a high bone volume fraction. This study also has its limitations. To determine the voxel size dependency, only data from five cadaveric samples were used. This is a relatively low number of subjects, although we think it is sufficient to detect voxel size dependencies, especially because they satisfactorily cover the range from healthy to osteoporotic bone. It has also been shown that the voxel size dependency was not dependent on bone volume fraction and therefore, the state of the bone, such as osteoporotic bone, is likely not to affect the overall findings about the voxel size dependency [39] . Further, we tested only one site, the distal radius. Our results are thus restricted to the distal forearm; however, this is a frequent fracture site and thus clinically relevant. Finally, the results are also restricted to the load cases defined and the way they are applied to the bone in the micro-FE models. We do not know whether different load cases would lead to different results.
Conclusion
The previously developed in vivo bone loading estimation algorithm showed a low voxel size dependency at 61 mm, a very high in vitro reproducibility comparable to other in vitro studies and an in vivo reproducibility comparable to other in vivo studies for one load case but with higher values for the other two, and sensitivity to clearly distinguish . In vitro and in vivo reproducibility of the bone loading estimation algorithm for the three load cases in the human distal radius. Estimated loading is correlated with bone volume fraction, showing that the variation in estimated loading and bone volume fraction is much smaller within the three repeated measurements compared to the variation between subjects and thus within the population. For each subject, the three estimates are plotted using the same symbol whereas the symbols are different for each subject. Figure 3 . Voxel size dependency of the bone loading estimation algorithm for the three load cases in the human distal radius. Each subject is represented with a single line.
rsif.royalsocietypublishing.org J. R. Soc. Interface 13: 20150991 between subjects with a different loading history. We conclude that this newly developed in vivo bone loading estimation algorithm provides reproducible, sensitive and fairly voxel size independent results at up to 82 mm but that voxel sizes of 61 mm would be advantageous.
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