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INTRODUÇÃO 
A teoria dos espaços de interpolação é hoje um ramo da ana 
lise funcional. A teoria teve suas origens na análise de Fourier 
clássica quando procurava-se meios elementares de obter estilla~ 
em urna vez obtida as estimadas em 
P1 
e L 
Tipicamente, se (x8 ; O < e < 1) e (Y 8 ; O < e < l) são famílias 
de espaços de Banach e T é um operador linear limitado entre os 
espaços x 8 e Y8 quando e = O e e 1 queremos então con-
cluir que T e também limita do de x 8 em Y 8 para todo o coj~ 
to O < 8 < 1. Ainda mais, gostariamos de ter a estimada: 
C ( 11 T 11 X 4 y 
o o 
l-e ) ( 11 T 11 X y 
1 4 1 
O problema é então procurar métodos de construção de espa-
ços x 8 a partir de pares de espaços dados (X 0 ,x 1) que satisfa 
çam a propriedade de interpolação acima. Neste contexto, traba-
lha-se então, com dois espaços x 0 e x 1 e um parâmetro e. 
A idéia de se desenvolver teorias de interpolação para va-
rias espaços de Banach começou, independentemente em vários pai 
ses, em 1958. Uma variedade de métodos para encontrar teoremasde 
interpolação foram criados: o método dos traços (Lions -[21]), o 
método dos espaços intermediários (Gagliardo- {16]), o método 
das médias (Lions-Peetre- [24]), o K e o J-método (Peetre-[26]), 
o método complexo (Calderón - [ 4 ] ) , o método das escalas (Krein-
[ 18] ) . 
O estudo completo e sistemático da teoria complexa de in-
terpolação para dois espaços e um parâmetro foi feito p:Jr calderón 
em [5]. Por outro lado, extensões desse método foram feitas por 
A. Favini [ 9], A. Yoshikawa [33], G. Sparr [31], D. L. Fernandez 
[12] I J. r. Bertolo [ 2] e G. Dore, D. Guidetti, A. Venni [6 J. 
i i 
As extensões feitas por Favini, Yoshikawa e Sparr conside-
ram (n + 1) espaços e n parâmetros e as extensões dadas por 
Fernandez, Bertolo e Dore-Guidetti-Venni tratam com 2n espaços 
e n parâmetros. Esta passagem é Útil nas aplicações como por 
exemplo na teoria da aproximação rnultiparamétrica. 
O objetivo deste trabalho é generalizar o método das esca-
las entre dois espaços de Banach e um parâmetro para escalas bi 
paramétricas entre quatro espaços de Banach e estabelecer al~ 
relações entre o método das escalas e o método complexo de inter 
polação. 
Para termos urna idéia geral do trabalho passamos a descre-
ver de forma suscinta o conteúdo dos capítulos. 
No Capítulo O damos algumas definiçÕes básicas e teoremas 
que serão sistematicamente usados nos outros capitulas. Os con-
ceitos e teoremas enunciados podem ser vistos em [20]. O Único 
fato novo neste capítulo (pelo menos não temos referência) e o 
critério de analiticidade para funções definidas na polifaixa S2 
(Teorema 0.5.8). 
No Capitulo l estudamos a teoria das escalas múltiplas de 
espaços de Banach e estabelecemos teoremas gerais de interpolação 
(Teoremas 1.7.10 e 1.8.1). 
No Capitulo 2 ,estudamos o método complexo de interpolação 
para gerar espaços intermediários entre quatro espaços de Banach. 
Neste sentido os três primeiros paragrafos são devidos essencial 
mente a D. L .. Fernandez [ 12] e J. I. Bertolo [ 2] . Em seguida 
obtemos um teorema de interpolaçáo (Teorema 2.8.1) utilizando a 
noção de completamento relativo. Esta noção, embora simples, se-
rá fundamental no estudo da dualidade dos espaços intermediários 
(Teorema 2.9.4} pois evita a apresentação de um segundo método 
complexo de interpolação para o estudo da dualidade como vistoern 
[ 2] . No § 11, relacionamos os espaços intermediários obtidos pelo 
método complexo com a teoria das escalas múltiplas do Capitulo 1 
e como aplicação obtemos os espaços de Bessel-Nikol'skii comouma 
iii 
escala múltipla obtida da interpolação complexa entre quatro es-
paços de Sobolev-Nikol' skii. No § 12 definimos a escala analí ti 
ca de espaços e obtemos um teorema de interpolação do tipo Ries z-
Thorin para estas escalas. 
Quero deixar aqui meus agradecimentos ao Prof. Dr. Dicesar 
Lass Fernandez pela dedicação e orientação neste trabalho. 
Agradeço também ao Prof. Dr. João Ivo Bertolo pela paciên-
cia em ouvir-me nas minhas exposições. 
Finalmente à Bell e meus filhos Ivam e André pelas possi-
veis e certas omissÕes. 
CAPÍTULO O 
IMERSÃO DE ESPAÇOS DE BANACH, FUNÇÕES BIHARMÕNICAS E 
UM CRIT~RIO DE ANALITICIDADE 
INTRODUÇÃO. Neste capitulo daremos algumas definiçÕes básicas e 
teoremas que serao sistematicamente usados nos outros capítulos, 
razão pela qual resolvemos enunciá-los aqui. Os conceitos e teo-
remas, bem como suas demonstrações, dos quatro primeiro parágra-
fos, podem ser visto em [20]. o Único fato novo neste capitulo 
(pelo menos não temos referência) é o critério de analiticidáde 
para funções definidas na polifaixa 5 2 (Teorema 0.5.8). 
0.1. IMERSÃO DE ESPAÇOS DE BANACH 
0.1.1. DEFINIÇÃO. Diremos que um espaço de Banach E 1 está ime..JL 
DO em um espaço de Banach 
tisfeitas: 
E 
o 
se as seguintes condições são sa-
( l) 
(i) 
(i i) 
x E E1 implica que X E E . 
o 
o espaço 
sobre E1 
E 
o 
induz uma estrutura de espaço vetorial 
coincidindo com a estrutura de 
{iii) Existe uma constante c tal que 
llxiiE < c llxiiE
1 o 
para todo X E E1• 
o menor valor possível da constante c em ( 1) .é .chamada 
constante de imersão de E 1 em E . Dizemos também que E 1 está o 
algébrica e topologicamente imerso em E . 
o 
2 
Algumas vezes o termo imersão é usado num sentido mais am-
plo. Ao invés das condições (i) e (ii) exigimos a existência de 
uma transformação 
vando E1 
11 j (x) 11 E 
em E 
o 
linear injetora j (o operador de imersão) le-
·e então a condição (l) e escrita na forma 
< C li X li E l. Em tal situação sempre identificamos E 1 com 
o 
sua imagem 
0.1.2. DEFINIÇÃO. O espaço E 1 está den~amente imehho em 
as condições (i)-(iii) valem e também: (iv) E 1 é denso em 
E se 
o 
No que segue nós denotaremos a imersão de E 1 
lo simbolo E 1 c E o 
em E 
o 
E 
o 
ne 
O .1. 3. DEFINIÇÃO. Diremos que o espaço E 1 está n.onma.tme.vde. imeJL 
~o em E se E 1 o é denso em E e a constante de imersão o 
excede l, isto e, < 11 X 11 El 
0.2. COMPLETAMENTO RELATIVO 
Sejam 
notaremos por 
e espaços de Banach tais que E . 
o 
o conjunto dos elementos de 
rnite, em E , de sequências de elementos de 
o 
ma de E 1, ou seja: 
(l) EOl = {x E E X o = lirn X n (em E ) ' o n + ~ 
X 
n 
Obviamente EOl é um subespaço vetorial de 
norma neste espaço por 
li X 11 O l inf R 
E 
E 
o 
E que 
o 
sao 
limitadas na 
El e llx 11 E 
n l 
. Definimos 
< 
na o 
De 
li-
no r 
R) 
uma 
onde o ínfimo é tomado sobre todos os R para os qUais ·existem 
sequências {xn} com a propriedade (1). 
3 
Temos então E1 c E01 c E e o 
< C 11 X 11 O I 
onde C é o constante de imersão de E 1 
está normalmente imerso em E então 
em E . Assim, se 
o 
E0 1 também estará. O es-
o 
paço E 0 1 é chamado completamente de E 1 relativo a E0 . 
Veremos agora o 
e llxli 01 ==r. 
significado geométrico de 
Por definição o elemento 
E 01 .Seja xE 
x pertence ao fe 
R > r. Tomando l.lffi3_ cho em E 
o 
sequência 
priada de 
de qualquer bola de 
R ~ r e para todo 
rn 
elementos de 
com raio 
escolhendo uma sequência apr~ 
construir uma sequência 
E1 com a propriedade (1) 1 nós podemos 
{x'} c E 1 tal que x'-+ x em E e m _ rn _
1 
o 
llx' 11 -+ r 
rn E 1 
quando oo. Então x = rx' (llx' 11 E ) converge pa 
m m m 1 
ra x em E
0 
e 11Xm11 El = r. Então x pertence ao fecho em E0 da 
bola (e até mesmo da esfera) de raio r de E1. 
0.2.1. TEOREMA. O espaço normado E 01 e um espaço de Banach. 
A seguir enunciaremos alguns resultados cujas demonstrações 
podem ser encontradas em [20]. 
0.2.2. LEMA. Se -E 1 nao coincide com 
não coincide com E . 
o 
E 
o 
0.2.3. LEMA. O completamento E 01 de EOl 
c ide com E 0 1. 
então também 
relativo a E coin 
o 
0.2.4. LEMA. Uma condição necessária 
ja isometricamente imerso em E 01 é 
chada (em E 1 ) na topologia induzida 
e suficiente para que E 1 s~ 
que a bola de E 1 seja fe-
pela norma de E . 
o 
0.2.5. DEFINIÇÃO. O espaço E1 e dito eompie~o em relação a E o 
4 
se Eo1 coincide com E 1 (isometricamente) . 
0.2.6. LEMA. Se 
E 2 em relação a 
E2 c E 1 c Eo então o completamente E12, de 
E 1 , está imerso em E 02 com constante de imer 
sao não excedendo 1. O completamente de El2 com relação a E 
o 
coincide com E02 (isometricamente). 
0.2.7. COROLÁRIO. se E 12 e completo com relação a E , 
o 
E 12 coincide com E02. 
0.3. ESPAÇOS DUAIS DE ESPAÇOS DE BANACH IMERSOS 
então 
Se o espaço E1 está imerso no espaço E então a restri 
o 
-çao a E 1 de todo funcional linear contínuo f(x) definido em 
E induz um funcional sobre E1 de modo natural. Este funcio-o 
nal é continuo na norma de E 1 . com efeito, 
I f lxl I < 11 f li E, 11 X li E :éll: llfiiE' 
o o o 
Então, urna transformação linear de E' 
o 
E' -em e 1 obtida. Se El 
- denso então funcional nulo E' nao e em E existe um na o em que 
o o 
se anula identicamente em E 1. Neste caso a transformação na o e 
injetiva. outro lado, - denso E então trans-Por se El e em a 
o 
formação - injetiva E' está imerso E' constante de e e em e a 
o 1 
imersão - excede na o <r. 
A quantidade 
I f lxl I 
sup = li fll E, (f E E') 
X E E1 llxiiE 1 
o 1 
será urna seminorma sobre E' se El nao é denso em E e urna 
o o 
norma sobre E' se E1 e denso em E . 1 o 
A seguir enunciaremos alguns resultados cujas demonstra~s. 
podem ser encontradas em [20]. 
0.3.1. LEMA. O completamente EOl de E 1 relativo a E con-o 
siste dos elementos de E 
o 
tados na semi norma li f 11 E 1 
1 
induzindo funcionais sobre 
de acordo com a fÓrmula 
E' lirni-
o ' 
x(f)~f(x). 
0.3.2. COROLÂRIO. A norma do funcional x(f) com respeito a se-
minorma 1lf11E' e igual a 11xii 01 , isto e, 
1 
( l) 11 X 11 O 1 sup ]f(xl]. 
fEE~, li f!IE,__-::_1 
1 
0.3.4. DEFINIÇÃO. Seja E um espaço de Banach. Um subespaço v e-
torial M' c E' e dito no4mativo se 
sup ]f(xll (x E E) • 
f EM I I 11 f li E'_:::_ 1 
A igualdade 0.3.2. (1) e o lema 0.2.4, implica o seguinte teorema 
0.3.5. TEOREMA. Sejam E 1 e E o espaços de Banach com: E1 C E 0 • 
A condição necessária e suficiente para que E' c E' 
o 1 
se'ja norm~ 
tiva é que 
lentemente, 
E 1 seja isometricamente imerso em E 01 , ou, equiva-
a bola de E 1 seja fechada 1 em _E 1.-/ na topologia indu-
zida pela norma de E 
o 
No caso em que E 1 está densamente imerso em 
os seguintes teoremas. 
E ternos 
o 
0.3.6. TEOREMA. é densamente imerso em E então E' e 
o o 
completo com respeito a E;. 
0.3.7. TEOREMA. Se E 1 c Eo e E 1 é reflexivo então 
completo em relação a 
0.3.8. TEOREMA. Se 
densamente imerso em 
em E 01 • o espaço E 0 1 
E • 
o 
e densamente imerso em E 
o 
e 
E' então 1 
pode ser 
está isometricamente 
isometricamente imerso em 
6 
E' é 
o 
imerso 
E 11 de 1 
modo natural e, nesta identificação natural nós podemos assumir 
que E 01 = Eo n E~. 
0.4. ESPAÇOS DE BANACH INTERMEDIÁRIOS 
0.4.1. Denotaremos por o o conjunto dos pares 
(j = 1,2), ou seja tais que kj = O ou 1 
o= { (0,0), (1,0), (0,1), (1,1)}. 
0.4.2. Consideremos a familia JE = (Ek, k E O) de quatro espa-
ços de Banach imersos (continuamente) num mesmo espaço vetorial 
topologico Hausdorff V. Famílias deste tipo são chamadas famí-
lias admissíveis de espaços de Banach em relação a v. 
Se E = (E , k E D) é uma família admissível de espaçosde k 
Banach em relação a V, consideremos sua envol tória linear kJE 
e sua intersecção nJE, definidas por 1 
~ .JE = {x E V I x = 1: xk , xk E Ek} 
kEO 
e 
{x E v I x E Ek VkEO}. 
Estes espaços são espaços de Banach quando considerados,re~ 
pectivamente, com as normas 
_i 
I ll 11 X 11 :ElE 
{ 2) 11 x 11 nJE 
~ inf { :E 
kED 
I X ~ 
max { [[ x [[E , k E 0} 
k 
L x 
kEO k 
7 
Notamos que nE c Ek c LJE com constante de imersão me-
nor ou igual a um. 
No caso em que os espaços da família JE são tais que se 
k > k' (ordem parcial) então Ek C Ek' nos temos que nE coin 
cide com E11 como conjunto e o espaço ~JE com E Ainda mais, 
o o 
estes espaços são isomorfos, pois se x E E 11 então 
11 X li E 
l l 
< 11 x 11 nJE max I li x 11 E 11 x 11 E 11 x 11 E 11 x 11 E ) 
11 lO 01 DO 
< max(l, C10 , c 0 1, C00 ) llxiiE 
l l 
onde Ck é a constante de imersão de E 11 em Ek . Agora, para 
x E E 00 teremos 
xll > 11 X 11 L; ]E ~ in f L E o o kED 
min ( 1' 1 1 > 
' ' Cl o Co1 
> rnin ( l '· 
llxkiiE 
1 
Cn-
1 
cll 
) 
X 
k 
in f 
llxiiE 
~ L X ) 
kED k 
> 
( :E II~IIEoo' kED 
o o 
onde ck é a constante dEl imersão de. Ek em E 0 o. 
L xk) X 
kED 
O. 4. 3. DEFINIÇÃO. Um espaço de Banach X é chamado espaço inter 
mediário em relação a família admissível E = (Ek , k E D) se ti 
vermos as imersões 
I 1) n:E c x c LJE • 
8 
Lembremos que o simbolo c significa algébrica e continuamente . 
imerso. 
0.5. FUNÇÕES BIHARMÕNICAS, NÜCLEO DE POISSON E UM CRIT~RIO DE 
ANALITICIDADE PARA A POLIFAIXA S 2 
0.5.1. Denotaremos por Sz = sl X sl 
o conjunto dos pares z = (z 1 ,z 2 ) em 
a 2-faixa unitária, isto é, 
a: 2 tais que O < Re ( z . ) < 1 
- J -
e Im z . E JR, j = 1, 2. Por 
J 
o 
S2 entenderemos o interior de S2. 
Sendo z. = x. + iy. escreveremos z = x + iy onde x= (x 11 x 2 ) J J J 
e Y 
Observe que a fronteira de s 2 e o conjunto 
O conjunto 
F { z E Sz z = k + iy, k E D} = 851 X dSl 
é dito fronteira reduzida de S2 e no nosso estudo desempenha 
um papel fundamental. 
0.5.2. DEFINIÇÃO. Dizemos que urna função u (real ou complexa) 
definida em 5 2 e b~hahmÔn~ea em um dominio E = E 1 x E2 c S2 se 
u(z 1 ,z 2 ) 
(xj,yj), 
e 
a2u 
+ 
~x2 
l 
Observe 
e harmônica separadamente, em 
j = 1,2, isto é, u (x 1 ,y 1 ) E 
z2 
a 2u o ; a 2u + a 2u o ~ -- ~ 
dy~ ax2 2 dy~ 
que toda função holornorfa u 
(zj ~ 
E ~ CC 
par de variáveis 
x. + 
J 
é 
2 u (y2,y2) E C (E2) 
zl 
iyj 
' 
j 1, 2} . 
biharmônica em E 
pois se fatorarmos o operador laplaciano na forma 
ó ~ (-'-
ax i 
a 
ay 
) (-'-
ax + i -'-) 3y 
9 
e escrevermos u(z 1 ,z 2 ) = U(xl,yl;Xz,yz) + iV(xl,Yl;x2 ,yz) 
mos, em cada variável zj separadamente, que a condição 
tere 
e equivalente ao sistema du _ . du 
--ax. +l~ :::: o 
J J 
u ~--v y. X. 
J J 
que sao precisamente as condiçÕes de Cauchy-Riemann. Também, a 
parte real de qualquer função anal i ti c a em E e biharmônica em E 
mas não é obviamente, analítica, se u{z) nao e constante. Ainda 
mais, u e biharmônica em E se e somente se as partes 
imaginária são biharmônicas em E. (Ver [ 27] ) • 
real e 
0.5.3. o nÚQteo de Po~~6on para a faixa unitária s 1 pode ser 
obtido do núcleo de Poisson para o semiplano através de uma apli 
caçao conforme do semiplano sobre a faixa. 
Explicitamente, estes núcleos são: 
(l) P (z,t) ~ li 
o 
(2) P 1 (z,t) ~ li 
sen 1f x 
coshTr(t -y) -cos 7TX 
sen 1r x 
COS h 7T ( t - y) + COS 7T X 
, Z =X + iy e 0 < X < 1. 
1 Z =X + iy e 0 < X < 1. 
Agora para k = (k 1,k2 ) E O definimos o k-núcleo de Poisson p~ 
ra a polifaixa S2 como sendo; 
(3) 
2 
Pk(z,t) ~ Il 
j~l 
onde 
onde 
e que 
z = (z 1 ,z 2 ) com z.=x.+iy. (j=l,2) e t J J J 
Observemos que Pk(z,t) são não negativos e 
2 
x(k) = rr 
j=l 
x(k) 
1-k. 
[(l-k.)+(-1) 3 x 
J j 
Re (z.), O < x 
J 
10 
< l) 
o Lema a seguir e uma versao do principio do módulo máximo 
para a polifaixa s 2 . 
0.5.4. LEMA. Sejam F um espaço de Banach e f : s 2 -+F uma 
o 
função contínua e limitada em S2 , holomorfa em s 2 tal que pa-
ra todo 
Então 
2 y E JR 
llf(z)IIF < M 
e 
11 f (k + iy) 11 F < M. 
para todo 
DEMONSTRAÇÃO. Ver [ 2 ] , pg. 3. 
OBSERVAÇÃO. Se F = JR ou .. <r então podemos substituir a anal i 
o o 
ticidade em s 2 pela biharmonicidade em S2 . 
Veremos agora um critério de analiticidade para funções 
definidm na polifaixa s 2 . 
0.5.5. LEMA. Sejam gk (t) funções (reais ou 
e limitadas em :ffi 2 ' para cada 
definida em s2 satisfazendo as 
( l) F e biharmônica em 
k E O. Então 
condiçÕes: 
o 
Sz. 
(2) F e contínua e limitada em 52 • 
complexas) 
existe uma 
(3) F(k + it) = gk(t), tE n< 2 , k E O. 
Mais ainda, 
( 4) 
= X + iy e 
F (z) = ~ 
kEO 
Pk(z,t)gk(t)dt 
DEMONSTRAÇÃO. Ver [ 2 ] , pg. 158. 
11 
contínuas 
função F 
Do principio do módulo máximo para a polifaixa s 2 e do 
lema anterior segue o corolário abaixo. 
o 
0.5.6. COROLÂRIO. Seja F(z) uma função biharmônica em Sz, con 
tínua e limitada em Sz. Então 
F (z) = ·r F (k 
m" 
O. 5. 7. COROLÂR.IO. seja A um espaço de Banach complexo e 
o 
f : s2 ~ A analítica em s 2 , contínua e limitada em S2 . Então: 
f (z I = L 
kED f f(k + it)Pk(z,t)dt JR2 
12 
DEMONSTRAÇÃO. Considere a função h(z) igual ao membro direito 
da igualdade acima e para L E A' teremos pelo corolário 
tior: 
L(h(z)) = f L(f(k + it))Pk(z,t)dt lR2 
portanto h{z) = f(z). 
= L(f(z)) 
ante-
0.5.8. TEOREMA. Sejam gk(t) funções complexas continuas e limi 
tadas em :rn 2 , k E D. Para que uma função tjJ (z), z E s 2 , da for-
ma: 
~ (z) L 
kED 
o 
seja analítica em S2 é condição necessária e suficiente que p~ 
ra qualquer função escalar ~(z) contínua e limitada em s 2 , ana 
o 
lítica em s 2 e nula em z =e= (e 1,e 2 ) valha a igualdade 
(l) L 
kED 
DEMONSTRAÇÃO. Condição Necessária. 
Como W(z)~(z) é analítica em 
s 2 segue do corolário 0.5.6 que 
co < e < 11 
o 
s 2 , contínua e limitada em 
p(z).(z) = L J p(k + it).(k + it)Pk(z,t)dt. 
kED JRZ 
Em z = 8 teremos, como tjJ(k + it) 
O- p(B)~(B) - E 
kED f 2 IR 
Condição Suficiente. Pelo lema. 
çao u(z) contínua e limitada em 
0.5.5. podemos encontrar 
o S 2 , biharmônica em S 2 
que u(k+it) = gk{t), k E O. Assim 
:;; 
kED 
r J u(k+itiPk(G,tldt- u(BI- u(f 1 (0), f 2 (0))-
IR' 
1 
(2nl 2 . 
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uma fun-
e tal 
onde f. (z) é uma transformação conforrre do disco D (O ,1) na faixa s 1 
e dada por: 
J 
tal que f.(OI-8. 
J J 
-i TIS. in8J. J 1 ze - e ) 
- in log(~=-------~~--
z - l 
i2ne. 
,zEO::,zf.l,e J j=l,2. 
--i TIS. 
Observemos que -e __ Jll e que 
( is I - - l f. e e 2gua a it ou l+it 
- ein8jl/(ein~ 
(O<s<2TI). 
J 
se 
h 
I 2 I 
Definindo h(s) = h(sl,sz) 
is. 
Re f. (e J) - k. onde 
J J 
de "função associada" a 
:;; 
kED 
is.1 is2 
= gk(ik 1 - if1 (e ), ik 2 -if2 (e )) 
{k 1 ,k 2 ) E D (neste caso chamamos 
teremos: 
l h(S! 1 S 2 )dsldSz 
( 2 TI I 2 
A igualdade (2) permanece válida se substituirmos a função 
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gk(t) por S(t)gk(t) onde f3{t) é continua e limitada em JR 2 e 
h 1 e a função associada a S(t)gk(t). Assim 
I 3 I L 
kED 
Agora, para z ~ (zl,Zz) E Sz 1 
teiro positivo, sejam: 
inz. irr8. 
'P . ( z . ) = (e J - e J) I (e 
J J 
2 -EZ~ 
~ (z) = n \O.(z.)e J 
j=l J J 
2 
e S I z I = n • . I z . I 
j=l J J 
Da igualdade (1) temos 
~ 
kED 
f
2rr f2rr 
0 0 
h 1 ( s 1 , s 2 ) ds 1 ds 2 
~ > O e n. (j=l,2) um numero in 
J 
inz. -in8. n. 
J 
-e J) l J 
e passando ao limite quando E 7 O obtemos 
e da igualdade (3) temos 
l 
12rrl 2 
onde 
,, 
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is1 isz 
if1 (e )), k2 + i(ik2 if2 (e ))) 
is1 is2 
x gk(ik1 - if1 (e ) , ik 2 -if,(e )) 
is. 
(Re f. (e l) ~ k J j I k (k,,k,) E O). 
Ou seja 
is. in.s. 
Como ~ . (f . (e J ) ) ~ e l l 
J J 
Assim 
[ exp ( i 
e portanto 
~ 
isz 
f 2 (e ))h(s 1 ,s 2 ). 
j 1,2, temos 
2 in.s. 
n e J J = exp(i 
j~l 
n.s.) l h(s 1 , s 2 ) J J 
i(nlsl+nzsz) 
n. s . ) • 
J J 
l h { s 1 , s 2) e ds 1 ds 2 = O. 
(h) 2 
Vemos então que os coeficientes de Fourier c ~ c 
-n -n1 ,-n2 
-sao nulos se - n. < O, j = 1,2. 
J 
de h 
Mostraremos a seguir que se uma das componentes dos indi-
ces dos coeficientes de Fourier de h for negativa então o res-
pectivo coeficiente será nulo. Vamos então mostrar ~ 
n. > O 
J 
j = 1,2. 
Consideremos, para t 2 fixo em lR, as funções: 
16. 
Para qualquer função ~ : s 1 4 ~ continua e limitada em s 1 , an~ o 
litica em S1 e nula em z = e 1 a igualdade (1) nos permite es 
crever: 
+oo 
(sI J l"(it 1 1g00 (t 1 ,t 2 1P 0 (e 1 ,t 1 1dt1 + 
-oo 
o. 
-oo 
Analogamente, para ~ nas condiçÕes acima, teremos: 
+oo 
(61 f l"(it 1 1go 1 (t 1 ,t2 1Po(e 1 ,t 1 1dt1 + 
-oo 
+oo 
+ f <P(l + it 1 1g 11 (t 1 ,t 2 1P 1 (e 1 ,tj)dt 1 O. 
-oo 
Escolhemos agora um numero s 2 em 
Para este número há duas possibilidades: 
is 2 
(O, 2 rr I distinto de 
Re f 2 (ei 52 ) = O 
Re f 2 (e ) = 1. Consideremos inicialmente o caso 
isz 
e fixemos t 2 {t 2 =-ifz(e )). Como g 0 {tl) e gl(t 1) são con-
tínuas e limitadas em R então pelo Lema anterior existe uma fun 
o 
s 1 , continua e limitada em 5 1 , tal que -çao u(z 1 ) harmônica em 
e 
Ainda mais, associadas às funções g 0 (t 1) e g 1 (tl) temos as fun 
çoes 
•' --.--
e 
Assim: 
-00 
onde 
e 
is 1 is1 
h(s 1 ,s 2 ) 
h(s 1 ,s 2 ) 
= g, (- if 1 (e ) ) se Re f 1 (e 
is 1 
= g 1 (i - i f 1 (e 
-oo 
2n 
u(f1 (O)) = l z;;- f 
l 
2n 
o 
2n 
( h(s 1 ,s2)ds 1 
lo 
is 1 
) ) se Re f 1 (e 
is1 
u(f1 (e ) )ds1 = 
is 2 
= g 00 (-if 1 (e ), - if2 (e ) ) se 
) 
is 1 
= o 
) = l. 
is1 isz is1 
= g 1aCi-if 1 {e ), - i f 2 (e ) ) se Ref1(e ) 
ou seja 
+oo 2n 1 
f l t ( 7) 1: g. (t 1,t2 )P. (eut 1)dt 1 = z;;- h(s 1 ,s 2 )ds 1 . JO J j=O 
-oo 
is2 
De modo analogo, se Re f 2 (e ) 1 obtemos 
( 8) 
onde 
is 1 
h(s 1 ,s 2 ) =g01 C-if 1 (e ), 
l 
2n 
is 2 
2n 
J h(s 1 ,s 2 )ds 1 
o 
i- if2 (e )) se 
17 
l 
e 
is 1 
=gl 1 (i-if 1 {e ), 
Agora sendo 
~ (z) = 
Í1TZ 
(e 
in e 1 
e ) I 
inz 
(e 
se 
-irr 81 n1 t:z 2 
- e ) ] e 
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definida para z E s 1 , usando (5) e (7) e procedendo como ante-
riormente encontramos 
Assim, 
l 
h 
l 
(2TI) 2 
l 
(2n) 2 
2n 2n 
L L in 1 s 1 -in 2 s 2 h(s 1,s 2 )e e ds 1ds 2 = 
-in2 s 2 
e ds 2 
De modo analogo, usando (6) e (8) obtemos 
c = o 
n 11 -nz 
o . 
e portanto, se pelo menos uma das componentes dos índices dos cre 
ficientes de Fourier de h for negativa então o respectivo coefi 
ciente é nulo. 
Desde que o sistema 
é um sistema ortogonal completo em L 2 ( [O 1 21r ] x [O, 2n ] ) e h 
pertence a este espaço segue que h e a soma de sua série de 
Fourier. Logo, 
onde 
Desde que 
(sl,s2) em 
r a Zj e 
h e 
h(s 11 s 2 ) = :E 
limidada 
n 1 >O 
n 2~0 
temos 
[ o' 2. l X [ O 1 2n e 
z2 em <C, 
n, 
L 
i==O 
I z 1 I < l, 
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que ]h(s 1 ,s 2 ) I < M para todo 
-
assim ]c I < M. 
n1 ,nz - Portanto pa-
]z,] < l teremos: 
M 
quaisquer que sejam os numeras inteiros nao negativos n 1 e n 2 • 
Isto implica que a série dupla 
e absolutamente convergente em D(O,l) x 0(0,1). 
Portanto a série acima define uma função h(z 1,z 2) holomor 
fa no disco duplo D(O,l) x D(O,l). Como h(z 1 ,z 2 ) e limitada 
neste disco ternos, para z 2 fixo, que existe o limite 
para quase todo s 1 em [ 0,2n]. De modo análogo existe o limi-
te 
lim . h(z 1 ,zz_) ls 2 
20 
para quase todo s 2 em [ 0,2TI], com z 1 fixo em D(O,l). 
Finalmente, sendo h analítica e limitada em D(O,l) x D(O,l) 
segue que o limite não tangencial de h existe ~em quase _todo 
ponto da fronteira reduzida 
C(O,l) X C(O,l) 
is1 
= {(e 
is1 isz 
isz 
'e ) 
e seu valor em (e , e ) é igual a 
Definimos agora a funçáo 
/51,52 E [ 0,2n]} 
o 
Obviamente G(z1,z2) é holomorfa e limitada em Sz e pode ser 
extendida continuamente em Sz. 
Ainda mais 
is1 isz 
h(e ,e ) 
- -1 -1 
= hlf1 lk1 + it,),fz (kz + itz)) = 
is1 . isz 
=gk(ik1-if 1 (e ), ikz - ifz (e ) ) 
Portanto obtemos uma função G(zl,zz) contínua e limitada em Sz, 
o 
analitica em S2 e tal que G(k + it) = gk(t). Então pelo Coro-
lário 0.5.6, temos: 
f lR2 gk (t) pk (z ,t) dt 
ou seja G(z) ~I z) • 
CAPÍTULO l 
ESCALAS MÜLTIPLAS DE ESPAÇOS DE BANACH 
Neste Capítulo desenvolvemos a teoria das escalas mÚltiplas 
de espaços de Banach. A idéia desta teoria é baseada na interpo-
lação de quatro espaços de Banach e dois parâmetros desenvolvida 
por Fernandez em [lO], [11] e [12]. Assim, da teoria usual de 
escala a um parâmetro entre dois espaços de Banach passaremos a 
estudar as escalas biparamétricas entre quatro espaços de Banach. 
Nos §1 e §2 deste CapÍtulo o conceito de escalas múltiplas 
de espaços de Banach é introduzido e simples propriedades são es 
tudadas. Nos §3 e §4 nós introduzimos o conceito de escalas 
normais e famílias relacionadas, definidas como aquelas famílias 
que podem ser conectadas por uma escala normal contínua. Nós ob-
temos uma cond.ição necessária e suficiente para que duas famílias 
sejam relacionadas (teorema 1.4.5). No §5 estudamos os efeitos 
sobre uma escala normal quando tornamos o seu completamento rela-
tivo. Nos §6, §7 e §8 nós construimos as escalas normais ~s 
e minimais e teoremas gerais de interpolação sao estabelecidos 
(Teoremas 1.7.10 e 1.8.1). 
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l.l. DEFINIÇÃO E PROPRIEDADES BÁSICAS 
Vamos denotar por O o conjunto dos k :::: (kl ,kz) E JR 2 tais 
que k. = o 
J 
Dados 
conjunto 
ou l,j=l,2. 
. 2 
a
00 
= a = {a 1 a ) 
o o' o 
e 
l 2 
a1 = (al ,0:1) em JR' 
' 
o 
onde ak = ak k = (akl , ak2 ) ser a chamado de família de vértices 
1 2 l 2 
pivoteada por e 
Urna família de quatro espaços de Banach 
JE (E 1 k E O) 
ak 
denomina-se um esqueleto de espaços pivoteado por 
Em tudo que segue suporemos que E i- E e que a00 < a11. aoo all 
l.l.l. DEFINIÇÃO; Uma família (E , a <a< a 11 ) de espaços de a oo- -
Banach é uma escala múltipla relativa ao esqueleto 
quando verificar as seguintes condições: 
(EMl) 
( l) 
te imerso em E e 
a 
11 X li E 
a 
< C(a,S) llxiiE 
s 
lE=(E ,k 
ak 
E 0) 
(EM2) 
I 2 l 
onde 
C = C I 6 , y, 6 1) tal que o 
<c 
e 
X E ES 
11 
j = 1, 2. 
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A condição (2) pode também ser escrita na forma 
onde 
u(k) ~ 
2 
[[X [[E 
y 
n ui k. e j=l J 
uj ~ (yJ k. 
J 
Observamos que 
ou seja 
ui !Si yi)/(Si = kj 1 1 
-
Sjl/ISi- sil se o 1 o 
L u (k) = 1 e que 
kED 
si l 
o 
k. ~ 
J 
j = 1,2. 
se k. 
J o' 
l. 
j ~ 1,2. 
(: ,, 
24 
1.1. 2. EXEMPLO. Dado quatro espaços de Banach JE = (Ek , k E D) 
t l k > k ' a que se então Ek está densamente imerso em Ek, F.:.n-
tão podemos construir uma escala (Ea' O 2 a~ 1) como segue: 
E E para I O, O J < (al,a2) < ( l' l) 
a 00 
E = Ell para (o:l,a:2) = ( 1 '1) 
a 
E = Elo para al = l e a 
E = Eo1 nara a2 l. a 
Neste caso C(f30 ,y,Brl = l para 81 = 8 11 < (1,1) e sendo Cor, 
as respectivas constantes de imersão de E o 1 , E 1 o e 
E 11 em E00 
teremos que 
pois 
11 X 11 E 
121212 
uruo uour urul 
C(S
0
,y,1) = C 1 o Co1 C11 para S 1 = 11,1) 
o o 
11 X 11 
o o 
1 2 
uouo 
= li X lJ OO 
l 2 1 2 1 2 
u 1u 0 u 0u 1 u 1u 1 
1 2 1 2 
uouo uluo 
< Cro Cor C11 11 X 11 E 11 X li E 
Boo .Sro 
Analogamente 
1 2 1 2 
uruo+urur 
c 1 o oara 811 
2 
o < S1 < 1 
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e 
1 2 1 2 
u 0 u 1+u 1u1 
C(f3
0
,ytf31) =Cal para 
A configuração e a seguinte: 
Eoo Eoo 
Eoo Eoo 1 
Uma escala construída deste modo e dita escala trivial. 
l.l. 3. EXEMPLO. Seja P =. (pl ,pz) um par com 1 < p, < ro, i=l,2. 
--1 
Uma sequência duola a =.(a ) de números reais (ou complexos) 
mn 
pertence a lp = ip~(lp 1 } se o numero obtido tornando-se a p 1 -no~ 
ma em m e a p 2 -norma em n é finito. O número assim obtido será 
denotado por 
Assim 
n 
11 a 11 ~ 11 a 11 P 
P1P2 mn i 
P! I 1/ ); 1 a 1 l Pz P 1 l Pz 
mn 
m 
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No que segue as letras P, Q, R,... sempre designarão pares 
P = (pl,pz), Q = (ql,q 2 ) , ... com componentes entre l e oo, i~ 
to é, 1 < p. < oo, i:=l,2. Também se G(P,Q, ... ,R) é uma relação 
- l 
entre P, Q , ... ,R isto significa que a relação vale para cada 
componente p.,q., ... ,r., 
l l l 
i=l,2. 
Aplicando sucessivamente a desigualdade de Minkowski tere-
mos, para a e b em ..CP: 
lia + 11 a 11 P + 
f_ 
llb 11 p 
f_ 
isto é, !p e um espaço normado. Ainda mais, -e um espaço de 
Banach. 
Temos também: 
(i) Se Q > P então .e_P c .t0 com imersão densa e cons-
tante de imersão igual a um. 
Com efeito, usando a desigualdade L I x I" < I L lx I ] a, a> l, 
n n -
teremos 
q, q2/q, l/q2 
11 a 11 Q ~ L L lamnl l J < 
n m 
P1 q2/P1 l/q2 
< I L I L lamnl < 
n m 
<e[ L 
A densidade decorre do fato que o conjunto das sequências 
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(a ) tal que 
mn 
a = O 
mn 
nara rn > N , n > N1 
o 
e denso em 
11 a 11 R 
(ii) p R Se Q > P e a E 9.. então a E Q, onde l/R= 8/P+ (1- 8)/Q, 
O < 6 = (8 1 ,8 2 ) < 1. Com efeito, usando sucessivarnen-
te a desigualdade de Holder teremos: 
r, rz/rl 1/r2 
~ l: l: 1amn1 J J 
n m 
e 1 rl (1-8 1 )r 1 rz/rl 1jr2 
~ l: l: lamnl X lamnl J J < 
n m 
P! elrz/pl q, (1-8 1 )r,/q 1 1/r2 
< [ l: l: lamn I l x [ l: I a I J < mn n m m 
< [l:[ l: 
r 2 jq 1 (1-8 1 ) /r 2 
J 
n m 
1/p 1 (8 2r 2 ) 
~[l:[l: J [ l: 
n m rn 
(1-e 1 le 2 (1-8 1 ) (1-8 2 ) 
11 a 11 11 a 11 q1P2 qlqz 
e portanto com a identificação .I.R(8) teremos que 
(E 8 , O 2 8 ~ 1) é uma escala relativa ao esqueleto 
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1.2. PROPRIEDADES DAS ESCALAS DE ESPAÇOS DE BANACH 
1.2.1. PROPOSIÇÃO. Se ·numa escala múltipla (Ea,a00 ~a 2 a11) re 
lativa ao esqueleto E~ (E ,k E D) substituirmos o indice 
ak 
a 
por um índice a de acordo com a fórmula: 
então os espaços 
tipla relativa ao esqueleto JE 
(KJ > O) , j 1,2. 
formam uma escala múl 
(E_ , k E O) • Isto segue das ~ 
ak 
çoes (y- S)/(y- a) ~ (y- S)/(y- a) e (S-Ô.)/(y- a)~ (S-a)/(y-a). 
Então, sem perda de generalidade, poderros assumir que 
e a 1 = a 11 = (1,1). 
-
a =a = (0,0) 
o 00 
1.2.2. PROPOSIÇÃO. Se normas equivalentes sao introduzidas nos 
espaços Ea de uma escala mÚltipla então eles ainda formam urna 
escala mÚltipla. 
1.2.3. PROPOSIÇÃO. Consideremos uma família de espaços de Banach 
e 
a 2 = a 22 • A configuração e a seguinte: 
,, 
:: l,----~~~--~~~---2 I I I 
' ' ' 
' ' ' 
----·----·----· 
' 
' ' ' ----·----·----·
ao ' 
a1 
1 
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etz = 1 2 (az,O'.z) 
azo 
Suponhamos que as subfamílias E formam escalas múltiplas 
relativas aos e-squeletos pi voteados por a 0 e a 1, a 1 e a 2 , 
a 1o e a2 1 , a 0 1 e a 12 . Então a condição necessária e suficiente 
para que a família (Ea, a0 ~a 2 etz) forme uma escala multipla 
relativa ao esqueleto pivoteado por a
0 
e a 2 
condições abaixo sejam satisfeitas: 
onde 
(i) Para todo y
0 
< al e Y1 > a1 vale 
2 
u(k) ~ 11 uj 
j~l Kj 
e 
se k, 
J 
e que as duas 
se 
l. 
k' = o, 
J 
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(i i) Nos lados do quadrado pivoteado oar e temos~ 
escalas simples, isto e; 
e (E N < N < a 2 ) a' '-'20 "" 
sao escalas simples. 
Lembramos que uma família de espaços de Banach (E ,a <a<6) 
a o- - o 
(a E JR) e uma escala simples se as duas condições abaixo forem 
satisfeitas: 
I a) Para s > a o espaço Es está densamente imerso em 
Ed e portanto 
11 X 11 E < c la, Sl 11 X 11 E 
a s 
lbl Existe uma constante C(a,S,y) finita em todos os po~ 
tos do dominio a < a < s < y < so tal que o - -
<C( S ).llxiiE(y-S)/(y-a) a, ,y 
a 
llxii~S-a)/(y-a) (xEE ). 
y y 
DEMONSTRAÇÃO. Condição suficiente. Suponhamos que para todo 
e sendo lli = (E , k E D) o esqueleto 
yk 
teado por y
0 
e y 1 tenhamos: 
pivo-
Se 
onde 
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1111 22 22 (a -y )/(y -y I x (a -y 1/(y -y I 
llxiiE 1 o 1 o 1 o 1 0 
yl 
Seja 6 tal que a
0 
< 6 < CXz. Devemos provar que 
X 
e = al <i basta tomar y ~ o o . o' 
SuoonhB..mos então que a 0 < 6 < a 1 . Como Ea e uma escala em 
ternos: 
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Az 
2 2 2 2 
x (8 -a )/(a 1-a ) o o 
2 2 2 2 
x (8 -a )/(al-a ) 
o o 
Em A4 usando a hipótese_ com r = a o o e teremos: 
(l) < 
X X 
Cai-a 1 lI <ai-a 1) x Caf-a2 ) I (a~-a2 ) 
X 11 X 11 O O O O 
E 
etzz_ 
( 2) 
~c [ 
I 3 l 
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Como Ea e uma escala simples nos lados do quadrado temos: · 
< c 
-Substituindo esta expressao em Az teremos: 
< 
111122/22 (8 -a )/(a 1-a )x(a1-8 ) (aj-a) ] o o o 
Como Ea e uma escala simples nos lados do quadrado temos: 
< c 
Substituindo esta expressao em A3 teremos: 
2 2 2 2 
x (8 -a )/(aj-a ) 
o o 
< 
22 22 22 22 (az-aj)/la2-a ) (aj-a )/(a2-a ) 
_2 C[ llxiiE 0 llxiiE 0 0 ] 
0'. o.oz 
o 
,j 
i 
' Agrupando os termos envolvendo 
(3); idem pfira os termos envolvendo 
\i 
panda os te'rmos envolvendo 11 x 11 E 
aoz 
li X li E 
"o 
em (l) ' ( 2) e 
11 x li E em (l) e (2) e agr:!c 
a,, 
em (1} e (3) teremos a nossa 
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tese. o raciocínio e análogo para e nos outros "quadrados". 
1.2.4. PROPOSIÇÃO. Se uma família (E , a < a< a 1) de espaços a o- -
normados é dada satisfazendo as condições (EMl) e (EM2) da defi-
nição 1.1.1, e pelo menos um dos espaços não e completo então 
(E , a < a < a 1 ) e dita uma escala incompleta. a o - -
Consideremos o completamento Ea dos espaços Ea. 
Assumimos que a seguinte condição é satisfeita: 
rr) Se {xn} e uma sequência de Cauchy em Es e llxniiE - o 
a 
o 
quando n- 00 então também llx 11 E 
-
o . 
n S 
OBSERVAÇÃO. Como ES é denso em E 8 a injeção de EB em Ea: (S >a) 
pode ser estendida a um único operador contínuo e 
mo o núcleo de e é o conjunto dos elementos de EB -que sao li 
mite de uma sequência de Cauchy em EB que tende a zero em E 
a 
vemos que a condição Tr) é necessária e suficiente para que e seja 
uma injeção, ou seja, podemos identificar ES corno subespaço de 
Em outras palavras seja x E E8 . Então existe uma sequência 
de elementos xn E EB tal que 11 xn- x 11 6 --~" O. Como E8 c Ea (6 >a) 
os elementos xn E Ea e por 1.1.1(1) formam uma sequência de 
Cauchy em E a. Logo existe um único ponto limi·te da sequência 
em E 
a 
-que e naturalmente identificado com o elemento 
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original X E Es. Então cada elemento de Es cor responde de mo-
do natural a um elemento de E 
a 
. o que a condição TI) enseja e 
que vários elementos de Es na o podem ir no mesmo elemento 
E a' pois se x' e x" em Es sao identificados com o mesmo 
mento de Ea então existem sequências 
tais que: 
[[X~ - X' 11 S _,. Ü 1 11 X~ - X 11 [] 6 -v Ü 
e de 1.1.1(1) temos que [[X 1 - X" [[ -+ Ü 
n n a 
o 
mos llx' - x" 11 -+O. Logo 
n n S x' = x". 
{x'} 
n 
e {x"} 
n 
em 
e llx'- x"l! -+O 
n n a 
e da condição TI) 
de 
ele-
te-
Então os espaços {E a' a
0 
< a .5_ a1} relativos~.ao esqueleto 
(E , k E O) 
ak 
formam uma escala com as imersões naturais ES c Ea 
(6 >a). A validade de 1.1.1(1) e (2) para os espaços Ea segue 
de um óbvio processo de limites. 
Encontraremos casos especiais de escalas incompletas onde 
todos os espaços E coincidem como conjuntos, ou seja, E = M, 
a a 
a <a< a 1 , mas diferem na norma. Esta escala será chamada esca o 
la incompleta com base M. 
Toda escala (Ea, a0 ~a~ a 1 ) pode ser obtida completando 
a escala com base E a, e as normas dos espaços Ea. 
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1.3. ESCALAS NORMAIS 
1.3.1. DEFINIÇÃO. Urna escala mÚltipla (E ,a < a < a11l ct 00 - - r ela-
tiva ao esqueleto lli = (E , k E D) é dita normal se 
"k 
C(a,SI ~ 
= C(S
0
,y,S 1 ) = 1 na definição 1.1.1, isto e, se as seguintes co~ 
dições são satisfeitas: 
(EN1) 
I 1 I 
(EN2) 
I 2 I 
onde 
Se 
Se 
a < B então E8 está densamente imerso em E e a 
< 11 X 11 E , 
s 
800 <B11e JE~ (E~, k E DI 
e o esqueleto pivoteado por e E s11 então 
< 
' 
X E E 0 , 
"11 
e j=l,2. 
1. 3. 2. OBSERVAÇÃO. A desigualdade 1. 3 .1 ( l) mostra que a função 
(x E E ) 
a, 
é "não decrescente" e limitada. Ainda 
mais, se 800 e sll sao dois pontos quaisquer do quadrado pi-
então a 
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combinação convexa de e nos dará um ponto 6 tal que: · 
tE (0,1), e das desigualdades 1.3.1(1) e (2) teremos: 
11 X 11 E < 
s 
< 
ou seja 
111 
11 XII ~z 11 X 112-tl t 11 X 11 ~ (1 -tl 
!3 00 610 Sol 
11 X 112-tl (1-tl 
s11 
t 2 l-t 2 11 X li E 11 X 11 E 
S00 s11 
lx "' E6 1 1 1 
(x E Es 1 
1 1 
1.3.3. PROPOSIÇÃO. SeJ· a K o quadrado pi voteado o_ o r a. e a !1 00 • 
A função I.Px (y) = 11 x 11 E 
y 
(x E E ) é contínua no interior de K. 0 1 1 
DEMONSTRAÇÃO. Se x :::: O então tpx(y) = 0 para todo y. 
x f O seja hx(y) ~ 1og ~x(y). De 1.3.2. (1) temos' 
lll 
Provaremos que hx é contínua em 
o 
K. 
Para 
Sejam o y E K, 
o 
o quadrado com centro 
em y 0 e lados de comprimento 26 onde /20 < d. 
A função hx (y) é limitada em K oois 
e portanto 
lhx (y) I < M, y E K. 
Seja y um ponto qualquer tal que 
O<ly-yl<o 
o 
28 
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K 
e definimos y
0 
+ u e y
0 
- u na reta que passa por y
0 
e y. 
Vamos escrever Y como combinação convexa de y 
0 
+ u e y 
0 
e escreveremos 
sim, se t c:: h 
De (l) teremos: 
y
0 
como combinação convexa de 
-I 
- Y 0 I • ó teremos 
y = t(y
0 
+ u) + (1- t)y
0 
l y + 
t (yo-u). 
1 + t 1 + t 
y e Yo - u. As-
,, 
ou seja 
( 2) h., (y) - hx (y0 ) < t
2[ M- h (y ) ] < t 2 [ M - h (y ) + 2M/t] 
r. X O X O 
e também 
hx(y
0
) <[1/(1+dih (y)+[(t 2+t2)/(1+t) 2 ]h (y - u) 
- X X O 
<[1/(l+t')]h (y]+[(t 2 + 2t)/ (1 + t2)] M 
- X 
-isto e, 
( 3) h ( y) - h ( y ) > - é ( M - h ( y ) + 2M/ t ] 
X X O X O 
De (2) e (3) teremos 
Ih (y)- h (y li< [!1- hx(y0 ) + 2M/t] t
2 
X X O 
< [M- h (y )] t 2 + 2Mt X O 
< <!Mt ~ [ 4'!1/ o] IY - y I . 
o 
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Logo a função 
o 
h (y) é contínua em K e portanto a função· 
X 
~x{y) também será contínua em 
da. 
o 
K e a proposição fica demonstra-
1.3.4. OBSERVAÇÃO. Consideremos agora uma escala normal incom-
pleta com base M, isto é, um espaço vetorial M no qual uma fa.m!_ 
lia de normas 11 x 11 a , (a <a~a 11 ), e dada satisfazendo as 00 - -
desigualdades 1. 3.1 (1) e (2). A função IP x (a) = 11 x 11 a (x E M) é 
contínua no quadrado pivoteado por e exceto possive_l 
mente na fronteira do quadrado. Vamos denotar por K este q·..1a-
drado. Se x = O então 1{) (a) = O para todo a em K. Seja então 
X 
x ~O. Provaremos que ~x(a) é contínua em a
00 
Com efeito, co 
mo ~P(a) é limitada e de 1.3.1(1) teremos 
(lI lim <P(yl 
y~o 
00 
De 1.3.1(2) com S -a e 
oo - 00 teremos 
( 2 I lim 
r~a 
00 
Assim {1) e (2) implicamque a função ~(a) é contínua em a
00 
Ainda mais, provaremos que <P(al é contínua em todos os pontos 
2 (al a2) al 1 (al,ao) e com < al e o' 
2 2 
a < a 1 • Geometricamente, a fun 
- <P (a I contínua çao e em: 
r' 
2 
a 
o 
ao! 
-----------i au 
K 
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Com efeito, consideremos um ponto (al,a2 ) que denotaremos por a. 
o 
Lembramos inicialmente que a definição 1.3.1 implica que 
os espaços formam escalas simples nos segme~ 
tos de K paralelos aos eixos coordenados. Portanto, nestes seg-
mentos a função !{Jx (a) é continua, como -função de uma variável, 
exceto possivelmente nos pontos finais destes segmentos. 
Analogamente a (1) e (2) concluímos que 
em a para "semi-vizinhanças" da forma 
V (a) 
ou, equivalentemente se 
Então, de 1.3.1(1) temos que 
( 3) lirn <f' (o) 
X 
{o E K I a > a} 
a, 
~ (a) ~ ''continua'' 
X 
Agora, como lfx (ai ,a~) e contínua (ex~ < al < ai) -e de 1.3.1(1) te:rros 
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-I 4 l lirn ~x(a) = ~x(a). 
a 4 a 
De (3) e (4) temos a continuidade desejada. De maneira análoga 
segue que ~ (al a2) é contínua nos pontos 
X ' 
1.3.5. DEFINIÇÃO. Uma escala normal (E , a <a< a 11 ) relati-a oo- -
va ao esqueleto lE = (E 
"k 
, k E O) tal que a função r..p (a)= 
X 11 xll E 
a 
(x E E ) 
"ll 
é contínua para todo o: no quadrado pi voteado p:>r o:
00 
e a 11 é dita uma ~~~ala »o~mal c_ontlnua. 
Neste caso dizemos que a escala (Eo:' o:
00 
<o:< a 11 ) ~on~eta 
a família lE = (E , k E O). 
"k 
1.3.6. EXEMPLO. Seja p = lp,,p2) um par com 1 < p. < 00 i= 1,2. 
' - l-
Uma função f(x,y) mensurável no espaço produto [o' 1] X [ o '1 l 
com a medida de Lebesgue pertence a Lp([0,1] X [0,1]) se o nu-
mero obtido tomando a p 1 -norma em x e a p 2 -norma em y, nesta 
ordem, é finito. O número assim obtido, finito ou não, sera deno 
tado por 11 f 11 p ou llf 11 
P1P2 
Quando p. < oo, i = 1,2, nós temos em particular: 
l 
1 l p 
[ J [f lfix,y) l- 1dx] 
o o 
PdP! 1/pz 
dy l 
e 
Se, ainda mais, cada pi = P,: 
1 
llfllp = [ J lflx,y) lpdxdy] 1/P = 
o 
llfll p 
Lp([0,1] x [0,1]) = Lp([0,1] x [0,1] ). 
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As letras P, Q, R, ... sempre designarão pares P = (p 1 ,p2 ), 
com componentes entre 1 e = Também, se p' = p/ (p -1) é o 
valor complementar de p então P' = P/ (P - 1) é o par cujas com-
ponentes sâo os valores complementares das componentes de P. 
Aplicando sucessivamente a desigualdade de Minkowski tere-
mos, para f e g em 
p 
L : 
11 f + g 11 p < 11 f 11 p + 11 g 11 p 
isto é, LP e um espaço normado. Ainda mais, LP e um espaço de 
Banach. 
Como estamos em espaços de medida unitária teremos, usando 
a desigualdade de Holder: 
(i) Se Q > P então LQ c LP e com imer 
-sao densa. 
Com efeito: 
Pz 
11 f 11 
P1P2 f
l fl Pl P2/P1 ~ [ if(x,yll dx] 
o o 
dy < 
q, p2fq, 
if(x,yll dx] dy < 
< [ ( [ ( 
o o 
q, qz/q, Pz/qz 
if(x,yll dx] dy] 
e portanto 11 f 11 P _:: 11 f 11 Q 
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Ainda mais, o conjunto das funções simples mensuráveis (co~ 
binação linear de funções características) é denso em qualquer 
espaço Lp e portanto L Q e denso em Lp. 
(ii) Se f E LQ([O,l] x [0,1]) e P < R< Q então 
(r( r 1 r 2 /r 1 l/r2 if(x,y) I dx] dy] 
1 l ~ [i I i ll'\x,y) 
o o 
r 1 (q1-r1)/(q1-p1 ) r 1 (r1-p1)/(q1-p1 ) r 2/r 1 l/r2 
if(x,y)l dx] dy] 
r' r' P! rz (q,-r,)/p, (q,-p,) 
< [J [J if(x,y)i dx] x 
o o 
r' q, r, (r,-p,)/q, (q,-p,) l/rz 
x [J if(x,yll ] l. < 
o 
< 
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1 1 
[ f [ f 
o o 
P1 rz/P1 iq1-q)/rz lq1-P1l 
ltlx,y) I dx l dy] X 
q1 rz/q1 lr1-P1l/rz lq1-P1l 
X lfix,yll dx] dy] ~ 
1 1 ~ { f [ I f 
o o 
P1 l/P1 rz(q,-r,)/(qz-pz) 
lfix,yll dx) l X 
P1 l/P1 r,lr,-p,)/(qz-pz) lq1-r1l/rz lq1-P1l 
lfix,y) I dx) ] dy} 
q1 l/q1 rz(q,-r,)/(qz-pz) 
lflx,y) I dx) ] 
X J
1 q 1 l/q1 r 2 (r,-p,)/(q,-
[l lflx,y) I dx) ] 
o 
< llf 11 
P1P2 
X 
X 
X 
X 
,-
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e portanto temos que (LR, P < R 2 Q) é uma escala normal relati-
va ao esqueleto E= (LP 1P2 ,Lp 1q 2 ,Lq 1p 2 Lq 1q 2). Ainda mais, 
lim 
(pn,qn)~(p,q) 
~ 11 f 11 p,q 
Com efeito, usando sucessivamente o resultado em um parâmetro te 
remos: 
(1) 
lllf 11 - li f 11 I < E * y Pn y p - llllf 11 -11 f 11 11 < Y Pn Y P qn- E * 111 f 11 - li f 11 I < E Pn~ pqn-
De (1) teremos: 
- ( llfllpq +c) < 11 f 11 < E pqn 
e portanto 
(2) 
Usando (1) novamente: 
e portanto 
,, 
I 3 l 11 f 11 q 
Pn n 
> llf 11 - 2o pq 
De (2) e (3) temos que llfllpnqn ~ llfllpq quando 
--j. (p,q). 
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Assim (LR, P <R< Q) e uma escala normal contínua relativa 
ao esqueleto JE. 
1.4. FAMÍLIA RELACIONADA 
1.4.1. DEFINIÇÃO. Uma família JE = (Ek, k E O) de espaços de Banach 
e di ta relacionada se Ek está normalmente imerso em Ek' para 
k > k' e existe uma escala normal contínua conectando a família 
JE. 
1.4.2. LEMA. Se (Ea, O < a < 1) é urna escala normal relativa ao 
esqueleto JE = (Ek , k E D) . Então 
lirn 11 xll E 
a.--;.(1,1) a 
< 11 X 11 
EOl 
onde E 0 1 e o completamento de E 11 relativo a E o 0 . 
DEMONSTRAÇÃO. Pela definição da norma em E 01 existe uma se-
quência {xn} c Ell tal que llx 11 E ~ llx 11 
n 11 E o 1 
e converge 
para x em E 0 0 . Então ternos: 
(1-a 1 ) (1-a 2 ) 
11 X - < 11 X - xn 11 E 11 x -
00 
(l-a 1 )a 2 
X jj X - X 11 E X 11 X -
n o 1 
< 
a 1 (1-a 2 ) 
X IIE n 1 o 
X 
11 X -
(1-a 1 ) (1-a 2 ) 
xn 11 E 
00 
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X 
a 1 (l-a 2 ) (l-a 1 )a 2 
x ( llxll + llx IIE I x (llxiiE + llx IIE I 
E1o n 10 01 n 01 
X (li X 11 E 
1 1 
l l 
+ li x 11 E ) a a ~ 
n 11 
a 1 (l-a 2 ) 
(llx 11 E 
1 o 
+ 11 X 11 o l I 
E 
X 
0!10!:2 
X ( llxll E 
l l 
+llxll 01 ) ~o E 
Em particular 
(1-a 1 1 (1-a 2 1 
11 x - xn 11 E 
00 
X (llxiiE + 
o 1 
(n-->-oo). 
11 X 11 O l) 
E 
X 
(n -->- oo). Agora, dado E > 0 
escolhemos a tal que > lim 
a~1 
11 X 11 E - E . Então, para 
a 
grande temos: 
llxll 
EOl 
= llx 11 E > 
n 11 
> 11 X 11 E - E > 
a 
11 X 11 - ZE, 
E 
·a 
Como E e arbitrário segue a tese. 
1.4.3. OBSERVAÇÃO: Segue imediatamente das escalas simples que: 
lim 
a~ k 
< 11 X 11 
E Ok 
(xEE 11 ), k E {(1,01,(0,1)} 
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onde EOk e o completamente de Ek relativo a E
00 
1. 4. 4. COROLÂRIO. Para 8 < 1 o espaço E S está isornetricamen-
te imerso em seu completamente relativo a E00 
DEMONSTRAÇÃO. Para x E E 11 a função 11 x 11 E e continua no po~ 
to S < 1 e pelo lema temos: 
11 x 11 oS > 
E 
lim 
a~ S 
o< s 
a 
Como a desigualdade contrária vale sempre temos: 
Como E.1 1 e denso em Ei3 esta igualdade extende-se a todos os ele 
mentes de E S. 
1.4.5. TEOREMA. Seja JE ~ (Ek , k E O) uma famÍlia de espaços de 
Banach tal que se k > k' então Ek está normalmente imerso em 
Ek' Para que a famÍlia JE seJa relacionada e condição necessâ 
ria e suficiente que Ek(k E O, (k t (0,0)} seja isometricamente 
imerso em seu cornpletamento relativo a E
00 
,, 
CONDIÇÃO NECESSÁRIA. Se a familia E e relacionada então existe 
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uma escala normal contínua (E , O < a < 1) conectando esta fami-
o 
lia. Pelo Lema 1.4.2 temos: 
11 X li E 
1 1 
lim 
a~ (1,1) 
llx 11 E 
a 
< 11 X 11 
E o l 
Como a desigualdade contrária vale sempre temos que as norrnasdos 
espaços e coincidem sobre E 11 . Para k = (1,0) ou 
(0,1) segue analogamente da observação 1.4.3. 
CONDIÇÃO SUFICIENTE. No espaço vetorial E 11 nos introduzimos 
uma família de normas pela fórmula: 
(1) 
= 
onde 
I f (X) I 
sup 
fEE' 
00 
sup 
f E E' 
00 
I f lx l I 
a(k) 
li llfiiE' 
kED k 
2 
a (k) = li [ (1 - kJ.) + 
j=1 
1-k. 
(-1) Jaj]_ 
A quantidade 11 x 11 E 
a 
da mais, para todo 
tem todas as propriedades de uma norma. Ain 
e f E E' a função 
00 F f (a) x, 
definida no quadrado pivoteado por (0,0) e (1,1) dada por: 
I 2 l 
I f (X) I 
F f I a) ~ --'-------',-~ 
x, a (k) 
1 f ixl I 
li filE' 
00 
TI 11 f 11 E' 
kED k 
" / llfiiE' 
( 00 
\li filE' 
01 
/llfiiE' 
f 00 
\ 
\ llfiiE' 
' 11 
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e contínua neste quadrado. Corno 11 f li E, _2 
k 
11 f 11 E' 
k' 
para k > k' e 
f E E' a função (2) é também "não decrescente" em a. Com efei 
00 
to, basta observar que 
]f (x) I 
F (0'.1 ,a2) ~ 
x,f l-a1 a1 
I\ filE' li filE' 
00 10 
(llfiiE' 00 
li filE' 
01 
(
"li filE' 
01 
I E1 o \>-o' ( m ' 
) llfiiE' 
' 11 
\"1 a' 
) 
e portanto F f(al,a2) é 11Crescente" em cada variável separada-
x, 
mente. Assim, se a < S temos: 
I 3 l 
Ainda mais, se (0,0) 
onde 
ui 
o 
e 
ui 
o 
-+ 
< li X 11 E 
< a < y < a 1 < o 
ai 
1 
al 
1 
ui ~ 
1 
1 I 1 2 2 a u u a 
o o o o 
yi 
ui 
al 1 
o 
1, ujo) o o + 
6 
(1,1) teremos: 
yi - ai 
o i 
ai aj' 
1 o 
uj o) 
1 1 
yj, i 
Das igualdades precedentes segue imediatamente: 
F f(y) 
x, 
ulu2 
o o ~ [Fx fia )] [F f(a 10 )] 
' 00 x, 
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1,2 
1, 2. 
I'' 
' 
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e portanto, tomando o supremo quando f E E' teremos 
00 
( 4) < 
Assim, o conjunto E 11 no qual uma família de normas 11 xll E 
a 
(O:éo<l) é dada satisfazendo as desigualdades (3) e (4) nos 
fornece uma escala normal incompleta contínua de espaços com ba-
se E 11 • As desigualdades (3) e (4) implicam que a condição TI) 
da proposição 1.2.4, é satisfeita e portanto os espaços obtidos 
completando o conjunto E 11 nas normas 11 x 11 E formam uma esca-
a 
la normal contínua. Com efeito, seja (x) c E 11 n uma sequência 
de Cauchy na norma de EY e llx IIE ~O quando n ~ oo. Então 
n oo 
de (4) teremos, para O < S < y, que 
llx IIE 
n S 
1 2 
u1u1 
llxnll E 
yly2 
Como as três Últimas parcelas do segundo membro da desigualdade 
são limitadas temos que: 
(5) llx 11 E ~ O 
n S 
quando n ~ oo para O < B < y. 
A sequência (~n(S)) = ( li x 11 E ) de funções contínuas de 
n S 
converge uniformemente no 4J.uadrado pi voteado por O e y pois: 
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11 x - x 11 -+ O quando n, m -+ oo 
n m y 
Assim, 
sup 
S" o 
I~'> (SI - I' (SI I ~ o 
n rn 
quando 
Então a função limite ~(~) é contínua no quadrado pivoteado por 
O e y e de ( 5) temos que <.p ( S) = O , O~ S < y. Então ;o(y) ~O 
e lim llxniiE =O. Ainda mais, de (3), (4) e da observação 1.3.4 
n-+= y 
temos que a função 11 X 11 E 
a 
é contínua no quadrado pi-
voteado por (0 1 0) e (1 1 1) exceto possivelmente nos pontos (l,a 2 ) 
e (al,l), O 2 al, a2 2 1, pontos estes que chamaremos de a. 
Corno o supremo de funções contínuas é uma função semi-contí 
nua inferiormente temos que: 
lim '~'x (a) ;. '~'x (a). 
a-+ ã 
Como nos lados do quadrado temos escalas simples e usando (3) te 
remos: 
lim '{J (a) 
- X 
a~ a 
'P (a) . 
X 
Assim I{J (a) e contínua no quadrado pivoteado por O e 1. 
X 
Ainda mais, para a= (0,0) temos 
11 X 11 E 
a=(O,O) 
= sup 
f E E' 
00 
lf(xl I I llfiiE' 
00 
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11 X 11 E 
00 
e como E11 é denso em E na norma de E o completamento 00 00 
de E 1 1 na norma 11 x 11 E 
a=(O,O) 
coincide com E 
00 
Também, para 
11 X li E 
a=(l,O) 
a 
= 
(1,0} ternos 
sup (I f (x) I I I 11 f 11 E, 
f EE I 1 o 
00 
e como está isometricamente imerso em seu completamente re 
lativo a E 00 
teremos pelo teorema 0.3.5, que: 
Analogamente 
11 X 11 E 
a=(O,l) 
llxiiE = llxiiE · 
a=(l,O) 10 
= 11 X li E 
o 1 
11 X 11 E 
a=(l,l) 
= 11 X 11 E 
l l 
Como E 11 e denso em Ek , k E o, na norma de Ek , o completame~ 
to de E 11 na norma 11 x 11 E coincide com o espaço Ek , k E O. 
a=k 
Então a família E é relacionada, isto é, o completamente 
de E ll nas normas (1) nos dá uma escala normal contínua 
'(E , O < a < 
a -
l) conectando esta família. 
'; 
!_i 
Pelo Teorema 0.3.5 as hipóteses do Teorema 1.4.5, admite 
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várias formulações equivalentes: 
1.4.6. TEOREHA. Seja a família JE = {Ek, k E D) tal que se k::._k' 
então Ek está normalmente imerso em Ek, . Para que lE seja re-
lacionada é necessário e suficiente que as seguintes condições 
equivalentes sejam satisfeitas: 
(i) As hipóteses do Teorema 1.4.5. 
(ii) O espaço E' 
o o 
e normativo em Ek, k E D, k I- (0,0). 
(iii) A bola de Ek (k E D, k 'I (0,0)) é fechada (em Ek) na 
topologia induzida pela norma de E 00 
Pelo Lema 0.2.3, teremos os seguintes Corolários: 
COROLÂRIO 1. Seja JE = (Ek, k E D) uma família tal que se k ..:_ k' 
então Ek está normalmente imerso em Ek 1 • Então a famÍlia JE = 
= (Eok, k E O), onde EOk é o completamento relativo de Ek em 
E
00 
, e relacionada. 
COROLÂRIO 2. Seja JE = (Ek,kE D) uma famÍlia tal que se k>k' 
então Ek está normalmente imerso em Ek' 
Se Ek -e completo em relação a E 00 (k E D) então a família 
lE e relacionada. Em particular, se Ek ' k ~ (0,0) e reflexivo 
então a família lE é relacionada. 
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O Teorema 0.3.8. nos conduz a: 
COROLÂRIO 3. Seja JE = (Ek , k E O) uma famÍlia tal que se k > k' 
então Ek está normalmente imerso em Ek, 
Se E' 00 está densamente imerso em 
mil ia lE é relacionada. 
E 1 (k E: O} então a k 
O Teorema 0.3.6, implica o seguinte corolário: 
COROLÂRIO 4. Sob as hipóteses do Corolário 3 a famÍlia 
(Ek_ , k E O) é relacionada. 
f a-
JE' 
1.5. CONDENSAÇÃO DE ESCALAS NORMAIS POR MEIO DE COMPLETAMENTO 
RELATIVO 
Seja uma escala normal de espaços de Banach {Ea , O < a < 1} 
relativa ao esqueleto 
Construiremos uma família de espaços que sao os com-
pletamento de Ea relativo a E0 
priedades desta famÍlia. 
Eoa c E0 , e veremos as pro-
1.5.1. PROPOSIÇÃO·. Para a< y o espaço E 0y c E0 a com constan-
te de imersão l. 
' 
Seja x ~ E 0Y, então existe uma sequência {x } C E , X --Jo- X 
n ~ n 
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em E e llxnll E ~ llxll o Eoy y 
Então llxniiE < llx n 11 E 
. l' E oa 11 x 11 o que 1mp 1ca que x E 
a y Eoy 
e 11 X 11 
Eoa 
< 11 X 11 
Eoy 
1.5.2. PROPOSIÇÃO. O completamente Eay de E y relativo a 
(a< y) coincide com E0Y. 
Temos que E C E C E . y a o 
Seja x E Eay. Então existe uma sequência {x } c E 
n y 
em E 
a 
e 11 X 11 
Eay 
quencia {xn} converge para x em 
llxll 
Eoy 
< 11 X 11 
Eay 
Pela imersão 
E t t X E Eoy 
0 
e por an o 
Inversamente, se x E E0y existe uma sequência 
em E 
o 
e 11 X 11 
Eoy 
E 
a 
com 
a se 
e 
Como {E O < a < 1} e uma escala normal temos para O <a< y 
a 
que: 
(1-aljyl) (1-aZ/yZ) 
< llx - x !I 
n m E 
00 
11 X -
n 
X 
I 
i 
< ]j X 
n 
X 
(1-aljyl) (a2jy2)+(aljyl) (1 -a2jy2)+(aljyl) (a2jy2) 
xj]x-xll < 
n m Eyly2 
(1-aljyl) (1-a2jy2) 
< ]] X - X ]j X 
n m E 
00 
X ( 2 11 X li ) 
Eoy 
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Corno converge para x em E 00 então :pela desigualdade 
E C E acima {x } é uma seqüência de Cauchy em 
n a oo 
ela converge para o mesmo elemento x em E 
a 
A . E Eay SSliD, X e 
li x li Eay < 11 x 11 Eoy. A desigualdade inversa mostrada anteriormente 
implica que os espaços Eay e E0y coincidem isometricamente. 
A Proposição 1.5.2, e o Lema 0.2.2, implicam: 
1.5.3. PROPOSIÇÃO. Se y > a e Ey r:, Ea então o espaço E0y es-
tá imerso em E e não coincidem com ele. 
a 
1.5.4. PROPOSIÇÃO. Se o espaço E
0 
nao é completo relativamen-
te a E00 , isto e, E
0
a ~ Ea., então os espaços E 0y estão irrersos, 
não densamente, em E0a para a < -y. 
Com efeito, para O <a< l o Corolário 1.4.4, implica que 
Ea está isornetricamente imerso em seu completamente relativo a 
e como 
-E nao e completo relativamente a 
a 
E 
00 
então 
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E 
a 
e um subespaço próprio de E 0 a. 
Por outro lado, para a < y temos E0 Y c E e consequente-
a 
mente E 0 y está imerso não densamente em E 0 a. 
1.5.5. PROPOSIÇÃO. Para O < 60 < y < 6 1 < 1 (6 00 < 611) temos 
ainda 
11 x 11 oy ~ 
E 
onde u. ~ 
J 
Convém 
v o a E 
00 ' 
(Sj 
1 
yjl/ISj 
1 
lembrar que 
k E o. 
(x E ES l 
1 1 
Sjl 
o 
E 
oSk 
j ~ 1,2. 
e o completame"nto de E6 relati k 
DEMONSTRAÇÃO. Seja x E E0611 . Então existe uma sequência 
{xn} c E611 tal que xn -+ x em E00 e 
{E } e uma escala normal temos: 
o 
(l) < 
llx li E < llxll a • Como 
n Bu Eof-lll 
1\ I' 
,, 
' 
' 
I 
11 
I ,I 
" i ,, 
I 
:,' 
'i 
,( 
li 
11 
!11 
I I 
i! 
' !i 
i1 
' 
,, 
I I 
!I 
' 
I 
" I 
11 
I 
' li j]. 
,I 
" I 
I' ;i 
Na demonstração da proposição 1.5.2, mostramos que 
ES . Agora, pelo Corolário 1.4.4, temos que 
DO 
isometricamente em E 0 Soo. Então, para todo E > O 
cientemente grande temos llxn 11 E < 
Soo 
llxll 00 + E. E ~->O O 
mente, para sll < 1, temos: 
li X 11 0 + E; Eo""Ol 
11 X 11 Q + E 
EoJ.J 1 O 
Substituindo em (1) obtemos: 
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em 
está imerso 
e n sufi-
Analoga-
(n > N) 
(l-u 1 ) (l-u 2 ) 
11 x 11 oy 
E 
< l n 
kE D 
k;'(l,l) 
( 11 X 11 Q 
o"k 
E 
Como E é arbitrário segue a tese. 
11 x 11 oS 
E ll 
Então a família de espaços de Banach E0 a tem todas as pro 
priedades de uma escala normal (E 0 a, a
0 
< a ~ a 1 ) (O-::._ a 0 < a 1 < 1) 
exceto que as imersões não são densas. 
1.6. ESCALAS NORHAL HAXIHAL E MINIHAL 
l. 6 .l. ESCALA NORMAL 11AXIHAL DE ESPAÇOS DE BANACH 
Seja JF ~ (Fk, k E D) uma fam:Llia de espaços de Banach tal 
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k > k • que se então Fk está normalmente imerso em Fk 1 • 
Consideremos agora todas as escalas normais contínuas incorn 
pletas (Ea., (0,0) <a< (1,1)) com base F 11 tal que 
( l) 11 X li E < 
k 
11 X 11 F , 
k 
k E O, 
Notemos que existe uma tal escala, a escala trivial, assim defi-
nida 
ou seja 
Em 
o < o < 
( 2) 
(E ' o < a 
Fll -nos 
= 11 x li F 
DO 
O < a < l 
a < l) ~ (F 1 l ' 11 X 11 F ) . 
00 
introduzimos uma família 
l, pela fórmula: 
sup 11 x 11 E 
o 
de normas 11 x 11 a 
onde o supremo e tomado sobre todas as escalas com a propriedade 
acima. 
Para uma escala fixa E0 e fixado x em função 
l{)x(a) = llxliE satisfaz 1.3.1( 2), é crescente e contínua em a, 
o 
(0,0) < a :5_ (1,1). 
A coleção de tais funções e uniformemente limitada para x 
fixo: 
I 3 l 
Então 11 X 11 
<P (a) ~ 
X 
a 
~ sup 11 x 11 E 
a 
< 11 X 11 E < 
1 1 
11 x li F 
11 
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para esta coleção de funções satisfaz 
1.3.1(2)' e crescente e contínua em a, O < a < 1. 
O completamente do espaço F11 
escala normal contínua de espaços 
rnax 
esqueleto (Ek , k E: D ) . Como 
nas normas 11 x 11 nos dá uma 
a 
Ernax O < a _< l, relativa ao 
a ' 
(X E F 11 ), de (2) 
e da escala trivial segue que 11 x 11
0 
= 11 x 11 F e consequentemente 
o 
os espaços e 
Ternos então 
coincidem. 
Ernax c.......--+ 
1 1 
~ 
onde ~ significa normalmente imerso. 
F 
00 
A escala então obtida é chamada eó~aia ~o~mat maximal cons-
truida da família JF = (Fk , k E D) e tem as propriedades: 
a) 
b) 
Emax = F 
00 00 
está normalmente imerso em Ernax k E o k ' . 
c) Se para alguma escala contínua (E , O < a < 1) 
a 
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rela-
tiva ao esqueleto E = (Ek , k E O) as desigualdades (1) 
valem então 
( 4 ) < 11 X 11 Emax 
a 
O < a < l 
Da propriedade c) segue que a escala normal maximal e defi-
nida de maneira única. 
Se a família F = (Fk, k E O) é relacionada então a escala 
normal maximal conecta esta família pois neste caso 11 x 11 k = 
(x E F 11 ), k E O, e portanto E~ax = Fk. 
O lema seguinte é mais geral. 
1.6.2 .. LEMA. O espaço coincide com o fecho de 
onde e o completamente de Fk relativo a F 
00 
11 xll F 
k 
DEMONSTRAÇÃO. Pelo Corolário 1 do Teorema 1.4.6, a família 
JF0 = (F0 k, k E D) é relacionada. Se F a e a escala normal conti 
nua conectando esta familia e como 
11 x 11 ok < 
F 
k E 0 (X E F11) 
então as propriedades 1.-6.1(1) sao satisfeitas para a~ família 
Fa. Então de 1.6.1(4) teremos: 
(l) 11 x 11 ok < 
F 
11 X 11 , Emax 
k 
Considerando agora a escala 
11 X 11 < Emax 
k 
11 X 11 F 
k 
k E 0, 
k E 0 (xEF 11 ). 
Emax teremos 
a 
e Emax = F 00 00 
Também, para todo X em Fk existe uma sequência 
X ~ X 
n 
Como X 
( 2) 
onde 
em F 
~ X 
n 
e llx 11 F = 11 X 11 Fok ao n k 
llxnll Emax < llxniiF k 
k 
em 
Emax temos 
o o 
11 x 11 ok 
E 
.<n X 11 ok 
F 
é o completamento de 
Então 
= 11 X 11 Fok 
k E O, 
relativo e Ernax. Como 00 
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a 
família E~ax é relacionada então pelo Teorema 1.4.5, e de (2) 
teremos: 
11 X 11 11 X 11 Eok 
< 11 X 11 Fok 
k E O, X E F11-
Emax 
k 
Usando (l) temos então: 
~ 
' llxll Emax 
11 X 11 Fok 
k E O, X E F11 
k 
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e o lema fica demonstrado. 
1.6.3. LEMA. Seja JF = (F k , k E D) uma família de espaços de 
Banach tal que se k > k' então Fk está normalmente imerso em 
Fk'. Seja ainda um funcional H(x,a), O~ a~ l, x E F11' que 
e uma seminorma para a fixo, satisfaz 1. 3.1 ( 2_.) e é contínua em 
a para x fixo e H(x,a) * O. Se 
então 
H (x, k) < ]] x ]] F 
k 
H(x,a) < 11 x 11 a Em X 
a 
DEMONSTRAÇÃO.: Definimos o funcional 
G(x,a) = sup H(x,o:J) 
a 1 .::_a 
e 
k E O 
O < a < l, 
G(x,O) = H(x,O). 
Este funcional é também uma serninorrna para fixo, satifaz 
l. 3 .l ( 2) ' e é urna funçâo contínua e crescente de a para x fixo, 
o < Cl. < 1. 
Ainda mais 
G(x,k) < llxiiF 
k 
k E O. 
Temos então uma escala normal incompleta contínua de base F11 com 
norma 
llxll ~ max {G(x,a), 
" 
llx 11 ma } • 
E X 
" 
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Esta escala satisfaz 1.6.1(1) e consequentemente 1.6.1(4) vale 
para ela. Portanto H(x,a) < llxll rnax (x E F11l. 
E 
" 
l. 6. 4. TEOREMA. A escala normal maximal 
Emax 0 
" ' 
_.::.. a _.::.. l, cons-
truida dos espaços Fk , k E D, é a escala maximal construida dos 
espaços sobre todo quadrado interior pi voteado por "o o 
DEMONSTRAÇÃO~ Seja Ho: a escala maximal construida dos espaços 
Emax a < a_< a 11 . Então 
a ' oo -k 
(1) 11 X 11 X Ema 
a 
e 
< X E " 00 
< a < 
11 X 11 ~ 
Emax 
k E O, para a ~ 
a 
pois c família lE ~ (Emax k E O) 1 · d , , e re aclona a. 
ak 
Definimos agora a família E , O < a < 1 a 
assim:. 
para ~a não pertencente ao quadrado pivoteado por 
E = li 
a a 
para a <a< 0'.11· o 
a 00 
E = Emax 
a a 
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Pelo que vimos em 1.2, os espaços Ea, O < a _.2. 1, formam 
uma escala normal. Ainda mais, esta escala é continua, tem as 
propriedades 1.6.1(1) e portanto 1.6.1(4) vale para ela. Em nos-
so caso, para a
00 
< a < a 11 a desigualdade 1. 6 .1 (.4) ;é 
( 2 I 
Como F ll 
X E F 1 1 I a 
Como 
Ha então 
c Emax ll 
< a < 
o 
o espaço 
H 
a 
< 
c Emax 
all 
a 11 • 
Fll 
11 X 11 Emax 
a 
de ( 1 I e (2) segue que 11 X 11 H 
a 
e densamente imerso em ambos 
1.7. ESPAÇOS DE INTERPOLAÇÃO E PARES DE INTERPOLAÇÃO 
~ 11 X 11 
Ernax 
a 
Emax 
a 
e 
Sejam JE = (Ek, k E D) e JF = (Fk, k E O) duas famílias de 
espaços de Banach imersas, algébrica e topologicamente, nos es-
paços de Hausdorff V e W respectivamente. No que segue as famí 
lias JE e lF sempre satisfazem esta condição. 
1.7.1. DEFINIÇÃO. Uma transformação linear 
T L E ~ 
kED k 
L F 
kED k 
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é um operador limitado da família JE na família JF se a restri 
çao T / Ek e um operador limitado de Ek em F k , k E O. 
NÓs denotamos por L(JE, F) o espaço vetorial de todos os 
operadores limitados da família JE na família JF. Este espaço 
é um espaço de Banach na norma. 
IITIIL(JE,JF) = max { 11 T 11 E ~F } • kE 0 k k 
Com efeito seja {T } uma sequência de Cauchy em L(IE,JF). n 
tão suas restrições a Ek, k E O, convergem em L(Ek,Fk) 
operadores Tk os quais coincidem em nEk pois, se 
então Tn(x) ~ Tk(x) em Fk e Fk c W, k E O. 
En-
para 
Então a sequência {Tn} converge em L(lli,F) para um ope-
rador T definido (de maneira única) pela fórmula: 
T (x} 
onde 
:E T 
kED k 
1.7.2. LEMA. Um operador limitado TE L(JE,F) gera um operador 
limita do de L Ek em 1: F k e de n Ek etn n F k . Ainda mais 
(l} 11 T 11 ~E ~L F 
k k 
< li T 11 L I lE' lF I 
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I 2 l < IITIIL(lE,JF) 
DEMONSTRAÇÃO. Para X E 1: E 
kED k 
e pela definição da norma na so-
ma de espaços de Banach temos 
IIT(x)II>:F < 
k 
< 
in f 
x=Le k 
in f 
x=l: e k 
( 1: 
kED 
( 1: IITIIE ~F 
kE D k k 
< IITIIL(JE,JF) Jlxlll:Ek o que implica (1). 
se x E n Ek então 
= max ( IIT(x)IIF ) < 
kE O k 
< IITIIL(lE,JF) 
max 
kED 
( IITIIE ~F llxiiE) 
k k k 
o que implica (2). 
1. 7.3. LEMA. Sejam G e H espaços de Banach e E e F espaços 
de Banach imersos em G e H respectivamente. Se um operador li-
mi tado T de G em H leva E em F então a restrição de T a E 
é um operador lirni tado de E em F. 
DEMONSTRAÇÃO. Basta mostrar que a restrição de T e E e um op.§_ 
radar fechado. 
Seja x -+ x em E e T (x } --t- y em F. Então 
n n 
X ~X 
n 
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em 
G e T(xn) --+ y em H. Logo T(x) = y. Assim o operador T e fe 
chado e portanto limitado. 
1. 7.4. COROLÁRIO. Sejam lE = (Ek, k E O) e lF = (Fk, k E O) duas 
famílias de espaços de Banach. Se um operador limitado de L E 
kEO k 
em L F 
kEO k 
leva em Fk 1 k E O, então este operador é limita 
do da famllia lE na família JF. 
l. 7. 5. DEFINIÇÃO. Sejam lE = (Ek , k E O) e lF = (Fk , k E O) duas 
famílias de espaços de Banach e G e H espaços intermediários en 
tre as famílias JE e JF respectivamente, ou seja 
e nJFCHCLJF, 
onde o simbolo c significa algébrica e continuamente imerso. O 
par (G,H) é chamado pah de inXehpoiação relativo a (JE,JF) se to-
do operador limitado de JE em JF leva G em H. 
Segue dos Lemas (1.7.2) e (1.7.3) que nas condições acima 
todo operador TE L(JE,:IF) é um operador limitado de G em H. 
1.7.6. LEMA. Se o par (G,H) é um par de interpolação relativo a 
(JE, JF) então existe uma constante c > O (constan"l.:e de iriterpola 
·.' -
ção) tal que : 
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I l l < C IITIIL(lE,lF) para todo TE L(lE,lF). 
DEMONSTRAÇÃO. Para todo operador T E L{E,F) nos tornamos sua 
restrição ao espaço G e definimos uma transformação linear cp tal 
que 
~ L(lE,lF) ~ L(G,H) 
T~-+T/G. 
Como vimos acima ~(T) e um operador limitado de G em H. Vamos 
provar que a transformação ~ e fechada. Com efeito, seJa T ~T n 
em 
T X 
n 
sao 
L(lE,lF) e ~ (T ) ~ s em L (G,H). Do Lema 1.7.2, segue que 
n 
~ T(x) em L F , 
k ED k 
X E L E 
kEO k 
e, em particular, para X E G. 
Como cf>(T ) ~ s temos que 
n 
T X -+ Sx em H (x E G) • Da irrer 
n 
H c 1: F 
kED k 
nos temos Tx = Sx (x E G), isto é, ~ (T) ~ T/G ~ 
= S. Como cf> é fechada então ela é limitada e ( 1) vale. 
1.7.7. LEMA. Se o par (G,H) é um par de interpolação relativo a 
(JE, :IF) e G e H denota o completamente de G e H relativo a 
1: F 
kED k 
respectivamente então o par (G,H) e um par 
interpolação relativo a (JE,:IF). Ainda mais 
de 
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DEMONSTRAÇÃO. Se x E G então existe uma sequência {x } c G. n 
Então, para todo 
tal que em e 11 xn 11 G = 11 x 11 G 
operador TE L(JE,JF') nós ternos T(xn) -+ T(x) em ~Fk e 
Logo Tx E H e 
1.7.8. TIPO DE UM PAR DE INTERPOLAÇÃO 
DEFINIÇÃO. O par (G,H) é dito um pan de lntenpota~ão do tipo a, 
(0,0) 2_ a,:: (1,1), relativo ao par (JE,JF) se ele é um par de in-
terpolação e vale a desigualdade: 
(1) 
onde 
(l-a 1 ) (l-a 2 ) 
<c IITIIE -'"F 
00 00 
a(k) 
=c JI IITIIE +F 
kED k k 
2 
a(k) = JI [(1- kJ.) + 
j=l 
(1-a:l) a2 ala2 al(1-a2) 
11 T 11 E F 10-+ 10 
IITIIE F IITIIE +F 01-+ 01 11 11 
k.+1 ' 
1-l) J aJ ] .. 
Se a constante c em (1} é igual a 1 então (G,H) é dito um 
par de interpolaçâo normalizado do tipo a relativo a ( JE, JF) • 
Teoremas que estabelecem que um par 
• (G 1 H) e um _par .de 
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interpolação relativa a um outro (E,F) sao chamados teoremas de 
interpolação. 
Consideremos agora as famílias (E , a < a < a 11 ) e a oo - -
8
00 
< 6 < 611l de espaços de Banach relativas aos esqueletos E= 
k E O) e JF = (F , k E O) respectivamente. 
~k 
1. 7.9. DEFINIÇÃO.- Dizemos que a família (Ea, a
00 
< a< a 11 ) tem: 
(2) 
(a) a propriedade de interpolação relativa à família (F 6 , 
soa 5:._ s 5:._ Sll) se o par {Ea,FS) é um par de interpola-
çao relativa a (JE,JF) onde B satisfaz a igualdade 
j=l,2, 
(b) a propriedade de interpolação normalizada relativa a fa 
rnÍlia {F 6 , 8 00 2 B 2 811l se o par (Ea,FB) é um par de 
interpolação normalizada do tipo 8 relativo a (IE, JF) 
onde 
j=l,2. 
(c) a propriedade de interpolação forte relativa a família 
{F 0 , 600 _2. (3 _.2. 6 11 } se cada parte dela (E, a <a< a 11 ) ~ a oo- -
0: 00 _:: 0: 00 < 0:11 _:: 0:11 , tem a propriedade de interpola-
çao normalizada relativa a correspondente parte da 
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família (F
6
, B
00 
< S < B11 ). A correspondencia e dada 
por (2). 
1. 7.10. TEOREMA. Seja JF = (Fk, k E D) uma família de espaços de 
Banach tal que se k > k' então F k está normalmente imerso em 
(Emax O < a < 1) a escala normal maximal construída 
a ' 
da família JF. Então esta escala tem a propriedade de interpela-
ção forte relativa a qualquer escala normal (F , (0,0) < a < (1,1)). a - -
DEMONSTRAÇÃO. Seja A o operador linear limitado levando 
em F1 1 tal que 
< ck 11 x 11 Ernax 
k 
( E Emax) X 11 , k E O. 
Mostraremos agora que a função 
H(x,a) 
(al-1) (l-a2) al (aZ-1) (al-l)a2 -ala2 
= C
00 
C 10 C 01 C 11 IIAxiiF a 
satisfaz as hipóteses do Lema 1.6.3. 
:E: imediato que H (x,a) é uma seminorma para o: fixo. Para 
verificar que H(x,a) satisfaz 1.3.1(2:}.· para x fixo basta ob-
servar que para o< s < y < 811 < 1. 
- 00 - -
temos: 
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IY1- 1)11- y2) 
y 1 I y2 - 1) 
ly1 - 1)y2 ~ 
onde uj ~ 1 sj - yj)/IS~ Sj) j ~ 1,2 
o 1 o 
UJ ~ IYj - Sj)/ISj - Sj) 1 o 1 o 
e observando que j = 1,2. 
Destasigualdades temos imediatamente 
'i 
e portanto a função H(x,a) satisfaz as condiçÕes do Lema 1.6.3. 
Logo 
r' 
' 
IIAxiiF 
a 
(l-a 1 ) (l-a2 ) al (l-a2) 
< Coo C1o 
(1-al) a2 ala2 
Co 1 C11 llxll m E ax 
a 
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Provamos então que a escala tem a propriedade de in-
terpolação normalizada relativa a O < a < 1. 
Desde que é maximal em qualquer quadrado interior a 
O < a < 1 isto implica que ela tem a propriedade de interpolação 
forte. 
1.8. ESCALAS MINIMAIS DE ESPAÇOS 
Na demonstração do Teorema 1.4.5, em que demos uma caracte-
rização para que uma família JE = (Ek , k E O) seja relacionada 
nós construimos uma escala normal contínua completando o espaço 
E 11 relativamente ao sistema de normas 
2 
onde a(k) = !I 
j~l 
uj 
k. e 
J 
sup 
f E E' 
00 
uj 
k. 
J 
I f (xl I 
!I llflla(k) 
kEO JCk 
= [ (l - k.) 
.J 
,i 
., 
k.+l 
aj + (- l) J l . Se a 
família E e relacionada então a escala acima conecta esta famí 
lia. Esta é -a escala -minimal- e- vamos denotá-la IXJY (~, O< a< 1) 
relativa aO esqueleto JE = (Ek, k E'D)-·. 
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1.8.1. TEOREHA. Sejam JE = (Ek, k ~ D) e lF ~ (Fk , k E O) duas 
família de espaços de Banach tal que se k > k' então 
está normalmente imerso em Ek' (Fk,) · 
Se as famílias E e F são relacionadas então a escala 
(E~in, O < a 2 l) tem a propriedade de interpolação normalizada 
relativa a escala min (F , O< a< 1}. 
a - -
DEMONSTRAÇÃO. Seja A o operador limitado tal que 
IIAxll F 
k ' 
k E 0 
Então o operador adjunto A* leva F' k em E' k e 
* liA f li E, (k E O) • 
k 
Seja X E E 11 • Então 
IIAxll m· 
F l'D 
a 
< 
sup 
f E F' 
00 
lf!Ax) I 
Il 11 f 11 a (k) 
kED Fk 
sup 
f E F 1 
00 
ca(k) IA*flxll [] 
kEO 
k sup 
f E F' 
00 [] 
kEO 
IA*f(x) I 
Il 11 f 11 a(k) 
kE O Fk 
< 
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c:(k) sup I g lxl I < TI 
kED g E E' TI 11 g 11 "~k) 00 
kED Ek 
TI a(k) ~ ck 11 x 11 min 
kED E a 

,, 
I 
CAP1TULO 2 
ESCALAS MÚLTIPLAS E UM ~TODO COMPLEXO DE INTERPOLAÇÃO 
Exporemos aqui um método complexo de interpolação para ge-
rar espaços intermediários entre quatro espaços de Banach. Este 
método foi introduzido por D. L. Fernandez em [ll] e algumas de 
suas propriedades foram estudadas por J.I. Bertolo-D.L.Fernandez 
em [ 3 ] • Os parágrafos § 1- ao § 3 são devidos, principalmente, a 
estes autores. Usaremos aqui, sistematicamente, as k-integrais de 
Poisson (integrais de Poisson múltiplas) já utilizadas em [3]. 
No § 8 obtemos um teorema de interpolação utilizando a noção de 
completarnento relativo introduzida no Capítulo O. Veremos que es 
ta noção, embora simples, será fundamental no estudo da dualida-
de dos espaços intermediários (teorema 2.9.4). No § 10 damos um 
teorema de rei te ração. No § 11 relacionamos os espaços interme-
diários obtidos pelo método complexo com a teoria das escalas múl 
tiplas do Capítulo l e como aplicação obtemos os ·.espaços de 
Bessel-Nikol 1 skii como espaços de interpolação complexa entre 
quatro espaços de Sobolev-Nikol 1 skii. No §12 definimos a escala 
analítica de espaços e obtemos um teorema de interpolação do ti-
po Riesz-Thorin para estas escalas. 
2.1. PRELIMINARES• Consideraremos famílias E = (Ek,k ~ D) de 
quatro espaços de Banach imersos continuamente num mesmo espaço 
vetorial topolÓgico Hausdorff V. Famílias desse tipo são chama-
das famílias admissíveis de espaços de Banach em relação a V. 
Lembramos que se E = (Ek,k ~ O) é uma família admissivel 
de espaços de Banach em 
~~'-E e sua intersecção 
relação a V então sua envol tória linear 
n E sao definidas por 
e 
~E ~ {x E V I x ~ ~ xk' xk E Ek} 
kED 
n E ~ {x E v I x E Ek , k E D}. 
-
!31 
Estes espaços sao espaços de Banach quando considerados, respec-
tivamente, com as normas 
(lI 11 X 11 ~JE 
( 21 11 x 11 nJE 
inf { L 
kED 
= max {llxiiE I k E D}. 
k 
~ 
kED 
Ainda mais, um espaço de Banach X que satisfaz a condição: 
( 3 I nE c X c LJE 
com inclusão contínua, será chamado um espaço intermediário em 
relação a família admissivel m. 
2.2. O ESPAÇO H(lEI 
2.2.1. DEFINIÇÃO• Dada uma família admissível E= (Ek,k E [l) 
de espaços de Banach complexos definimos o ~espaço .::H(JE) como 
sendo constituído de todas as funções 
lares em L lE, contínuas- e limitadas 
de LJE, anal i tica:s em 
tinua e limitada para todo 
e tal que 
k E D. 
Sobre o espaço H (JE) definimos 
f definidas em s 2 com va 
em s 2 em relação a norma 
f(k + it) E Ek é Ek-con-
(lI llfiiH(lEI max kE D 
sup 11 f (k 
t EJR2 
+ itiiiE 
k 
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Corno conseguência do princípio do módulo máximo para a po-. 
lifaixa s2 (Lema O. 5. 4) obtemos que o funcional 11 · 11 H ( lE) de fi 
ne uma norma em H ( JE) • 
2.2.2. TEOREMA. O espaço H(JE) munidO da norma 2.2.1(1) e um 
espaço de Banach. 
DEMONSTRAÇÃO. Ver I 2 ] • 
2. 3. O ESPAÇO INTERMEDIÂRIO E 8 ~ I JE ] 8 ~ I Ek ,k E D ] 8 
Seja 8 = (81,82) E JR 2 tal que 
te caso é usual escrever O < e < 1. 
O< 8. < 1, j = 1,2. Nes-
J 
2.3.1. DEFINIÇÃO. Dada uma família admissivel E = (Ek, k E D) 
de espaços de Banach complexos e um par O < e= (8 1,8 2} < l con 
sideremos o espaço :E8 definido por 
(lI E ~{x E LJE I x ~ f(GJ, f E H(JE) }. 8 
2.3.2. PROPOSIÇÃO. A função 
(li llxiiJE ~ 11x11 8 ~ inf { llfiiH(JE) I x ~ f(GJ} 
e 
e uma norma em :E8 
DEMONSTRAÇÃO. Ver I2] 
2. 3. 3. PROPOSIÇÃO. O espaço JE8 com a norma li 118 e um espa-
ço de Banach e com constante de imersão 1. 
DEMONSTRAÇÃO. Ver I 2 ] • 
.) 
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OBSERVAÇÃO. Do Corolário O. 5. 7 segue que toda função f E H ( lE ) 
pode ser escrita como a integral de Poisson de seus valores na 
fronteira reduzida de s 2 . 
2.4. CARACTERIZAÇÃO DE I lli ] 0 ENVOLVENDO O NÚCLEO DE POISSON 
2.4.1. Para as caracterizações que temos adiante os três próxi-
mos resultados sao fundamentais e suas demonstrações podem ser 
encontradas em [ 5 J • 
lias 
e ' o < 
tária 
Entretanto, estes resultados foram demonstrados para farol-
lli ~ {Eo,El) com 
e < l e Pk{e,t) 
s 1 ' k ~ o, l. 
dois espaços de 
- núcleo de e o 
Banach e 
Poisson para 
um 
a 
parâmetro 
faixa uni-
2.4.2. LEMA. Para toda f E H(JE) e O < e < l temos: 
{l) log 11 f {e) 11 e "- ~ J I log 11 f (k + 
kED JR 
2.4.3. COROLÁRIO. Para toda f E H(JE) e 0 < 6 < 1 temos 
( 1) 
onde e lkl ~ 
e 
I 2) 
< rr I e ~k) J 11 f lk + 
kED JR 
11 - k) + 1- 1) 1-k e], 
lO 
kED 
k = 0,1, 
2.4.4. TEOREMA. Se a E lli o < e < 1 temos 
inf { II 
kE 0 
11 f (k + 
e 
it) 11 8 lk) I a ~ 
Lro(Ek) 
f(8), f E H(lli)) 
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Entretanto, quando trabalhamos com famílias de quatro es-
paços de Banach JE 
(81,82) a situação 
e dois parâmetros e =· 
e mais complexa. A desigualdade 2.4.2. (1), 
neste caso, não é válida em geral como foi mostrado em [ 6 J As-
sim, perdemos também as desigualdades 2.4.3. (1), 2.4.3. (2) e o 
teorema 2.4.4. cujas demonstrações, como são conhecidas na lite-
ratura, decorrem da desigualdade 2.4.2. (1). NÓs iremos então par 
ticularizar a famÍlia m sem perder de vista que os principais 
espaços aos quais se aplica a teoria de interpolação satisfazem 
esta particularidade e então recuperaremos as desigualdades 2.4. 3. {1) 
e {2) e o teorema 2.4.4. que serão essenciais nos resultados sub 
seguentes. 
A seguir denotaremos por Ho (JE) o conjunto das funções da 
forma 
g(z) 2 N z . ) ] l: x exp (À 
J p~l p p 
z. 
J 
[ exp ( 6 
onde X E n JE 1 À E JR 1 p p 
Consideremos agora as funções holomorfas f : c 2 -+ n JE tal 
que 
•) lim 11 f ( z) lln JE ~ O 
:] zES 21 lzl-+ oo 
J 
e chamaremos de F o (JE) o espaço das restriçÕes a s 2 destas fun 
çoes. 
Como H 0 (IE) c F 0 (JE) c H{IE) e Ho (JE) .é denso em 
-' (ver [ 111) entao temos .. 
2.4.5. PROPOSIÇÃO. F o (IE) é denso em H (IE). 
H ( JE ) 
2.4.6. PROPOSIÇÃO. Seja lE = (Ek' k E O) uma família admissí-
vel de espaços de Banach e O < e = (e 1_, e 2 ) < 1. 
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Então 
[Ek' k E O] 81,82 c 
DEMONSTRAÇÃO. Nós provaremos inicialmente que para toda f E FoOE) 
temos 
(1) llfla 1 ,a 2 111x <li f 11 HIJEI 
onde X = 
Observamos que se f E Fo(lli) então 
e 
Usando sucessivamente 2. 4. 3. ( 2) para n = 1 teremos: 
llf(e 1 ,e 2 )1lx < 
+ J P 1 (a 2 ,t2111fla,.l + it2 )11[E E 1 dt 2 .::_ lR 01• 11 81 
+ JJR P 1 (e 1 , t 1 ) llf(l + it,,it2IIIE dtl] dt2 + 10 
+ JIRP1(62,t 2 ) [Ilfto e1 ,t 1 )1if(it 1 ,l+it2 )11E 01 dt 1 + 1 
+ rRP,(a,,tJ)IIf(l + it 1 ,l + it2 IIIE
11
dtl]dt 2 = 
it)IIE dt 
k 
< 
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< max sup llf(k + it)IIE = llf 11 H(lE) 
kE 0 tEJR 2 k 
e portanto (l) fica demonstrada para f E Fo(lE). 
Sejam a3ora x E IE.e' f E H (lE) com f(El) =X e f EFollE) n 
tal que llf
0
- fiiH(lE) ~ O e assim llfn(El) - xll 8 ~ O. 
A desigualdade (1) mostra que {f (8)} e uma sequência de n 
Cauchy em X e como JE 8 e X estão imersos em LlE segue que 
Agora, 
como c e arbitrário e fazendo n -+ + "' temos 
llxllx < llf 11 H(lE) 
e como f é arbitrária temos 
2.4.7. DEFINIÇÃO. Diremos que uma familia admissível de espaços 
de Banach IE = (Ek,k E O) é iterativa se 
com normas iguais. 
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OBSERVAÇÃO. Se lE = (Ek, k E O } é uma famÍlia i ter a ti V a e X E 
I'IIE entao definindo a função f s 2 --* f'lJE por f (zl, z 2 ) = x 
teremos que f E H(JE), f E H([ Eoo,Eio1
81
,[Eoi•Elll 61 l 
mais: 
e ainda 
11 xll e e 
1 ' 2 
Ou seja 
onde 
1-e1 
< [ 11 X 11 E 
e1 l-e 2 l-e 1 e 1 e 2 
o o 
11 X 11 E ] 
1 o 
[ 11 X 11 E 11 X 11 E ] 
o l ll 
11 x 11 e e < Il 11 X 11 :(kl 
1 ' 2 kED k 
2 1-k. 
G(kl = Il [ ( 1 - kjl + (- 11 J e i l j=1 
Veremos agora uma afirmação mais geral: 
2.4.8. TEOREMA. Se IE = (Ek, k E o) é uma família iterativa e 
x E m 8 , o <e= (eue 2 ) < 1 temos 
( 1 I llxll 8 in f { Il llf(k+itiiiG(kl lx f (e 1 , fEH(JEI) m kEO L (Ekl 
e 
( 2 I llxlle Il 1 f llf(k + itiiiE Pk(G,tldt]G(kl. < 
kED G(kl JR2 k 
DEMONSTRAÇÃO. Provaremos inicialmente que se f E F 0 (lli) então 
.• -n {l) e (2) sao verdadeiras. 
Com efeito, se f E F 0 (lE) então f E H (lE), 
e usando 2.4.3. (1} teremos: 
llf(a 1 ,a 2 llle'~lif(a 1 ,a 2 )11[[E E ] oo' 10 81 
< [ --'l'---
1 -a 2 I lR llf(apit 2 )11[E E l 001 10 Ell 
< 
1-e 2 
P 0 (a 2 ,t2 )dt2] 
[.l 
a2 I P 1 (e 2 ,t2 )11f(a 1 ,l+it2 )11[E E] JR o1' 11 81 
e portanto 
( 3) 
(-l-
a 1 
Agora, como 
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P 0 (a 2 ,t 2 l/Çl- az) ~ 
1-a1 
[Po(az,t2)/([l-a,J] 
a 1 
[ Po (a2,t2l /(l- Bi!J 
1-e 1 e 1 
Pj(e 2 ,t2 ) /8 2 ~ [P 1 (e 2 ,t2 ) /B2l P 1 (82,t 2 l /8.2l 
e usando a desigualdade de HÜlder: 
f 
1-e 1 e 1 f l-e 1 f e, 
g(t) h(t) dt :é [ g(t)dt l [ h(t)dt l 
R R R 
teremos de ( 3) : 
I 4 I 
onde 8(k) 
2 
li 
j=l 
l 
8(k) f 11 f (k + R' 
1-k. 
11 J ej l e fEF 0 (IE). 
Agora, de (3) obtemos imediatamente: 
ou seja 
I 5 I 
11-e 1 1 ll-e 2 1 
llf(it,,it,lll llf(l + 
L~(E 00 1 
ll-e 1 )ez 
e 1 ll-e 2 ) 
itl,t2)11 
L~ IE 1 0 1 
. llf(itl,l + it,)ll llf(l + it,,l + 
L~(E 01 i 
llf1Elill 8 < li llflk + kED 
lf E FoiiEI I. 
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Seja agora x E IE8 , f E H(IE) com f(8) = x e f E F o (IE) tal n 
que 
Portanto llf (0) 
n 
max sup llf (k+it) ~f(k+it)ll Ek ~O). 
kEDtEF.2 n 
f(B)lle-+ O e assim 
11x11 8 = llf(El)ll 8 < llf(El) 
< 8 + 
Fazendo n ~ + oo teremos: 
o + TI llf(k + 
kED 
e como E e arbitrário temos: 
8(k) 
I 6 I 11x11 8 < TI llf(k + itlll kED L 00 (Ek) 
para toda f E H (JE) com f(8) = x. 
Logo 
11 x 11 8 < inf TI llf (k + f kED 
8(k) 
it) 11 
Loo(Ek) 
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Para provar a desigualdade contrária consideremos uma função fE 
H (IE) com f (8) = x. Assim 
TI llflk + 
kED 
pois l:El(k) = l. 
Logo 
8(k) 
it) 11 
00 
L (Ek) 
< TI 
kED 
6(k) 
llf 11 H (IE) = llf 11 H(IE) 
in f 
f,f(e)=x 
8(k) 
TI ·llflk + it)ll oo 
kED L (Ek) 
< inf 11 f 11 ( I 
f,f(a)=x H IE 
e portanto: 
11 x!l 8 = inf { TI kED 
11 f (k + 
8(k) 
it) 11 
Loo(Ek) 
/fEH(IE), f (8) = X} • 
Por um argumento análogo ao usado na obtenção da desigualdade (6) 
temos também: 
2. 4. 9. TEOREMA. 
< TI 
kED 
Seja 
r a toda f E H (JE) e 
( 1) llf(Elllle < :E 
kED 
1 
8(k) f llf(k + R' 
JE = (Ek,k E O) 
o < 0 = (eu e2) 
8(k) 
it)IIE Pk(8,t)dt] 
k 
uma familia iterativa. 
< 1 temos 
f 11 f (k + 
R' 
it)IIE Pk(8,t)dt. 
k 
DEMONSTRAÇÃO. Provaremos a desigualdade (l) para f E F o (JE) 
91 
Pa 
e 
por um argumento análogo ao do teorema anterior teremos o resul-
tado desejado. 
Com efeito, de 2.4.3. (2) para n = 1 temos: 
11 f cel 11 8 = 
< J P 0 (e 2 ,t2 )11f(e 1,it2 )11[E E l dt 2 + 
R ·- OOrlOel 
+ it 1 ,1 + it2 )11E dt 1 ) dt 2 ] = 1 1 
e portanto 
11 f (e) 11 e :: J: 
kED 
); 
kED 
como queriamos demonstrar. 
it)IIE dt 
k 
(f E F o (JE) ) 
2.5. TEOREMA DE INTERPOLAÇÃO. Sejam JE = (Ek,k E D) e 
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lF = 
(Fk,k E O) duas familias admiSsiveis de espaços de Banach. Então 
o par (IE
8
,JF
8
) é um par de interpolação relativo ao par (JE,JF). 
se ainda mais, a família IF é i ter a ti v a então o par ( lEtl' IF 8 J é 
um par de interpol~çâo normalizado do tipo 8 relativo ao par 
(JE,JF). 
DEMONSTRAÇÃO. Dados X E Ee e s > O existe f E H(JE) tais 
que X = f (e) e llfiiH(lE) < 
Se T é um operador limitado da família JE no família JF 
(veja definição l. 7 .l.) então a função g definida em 8 2 por 
g(z) =To f(z) 
pertence a H {IF) pois T e uma aplicação linear continua de LJE 
em l:JF e T(Ek) = {Ty/y E Ek} C Fk. Assim 
Tx = Tf(e) = (To f) (e) g (e) E F e • 
Assim dos Lemas 1.7.2. e 1.7.3. segue a primeira partedo 
nosso teorema. 
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Se, ainda mais, lF e iterativa, pelo teorema 2.4.8. tere-
mos: 
IITxiiiF < 
8 
< 
< 
e portanto 
11 
kEO 
11 
kEO 
11 
kEO 
8(k) 
llg(k +it)ll = 11 
kED 
IIT(f(k + 
8(k) 
it) 11 
El(kl 
L~(Fk) 
8(k) 
+ it) 11 
~ 
L (F k) 
< IIT 11 E ~F llf(k 
k k 
~ 
L (Ek) 
El(k) 8(k) 
IIT li E ~F ]li f li H( lE) 
k k 
<[ 11 IITIIE ~F] 
kEO k k 
IITxll IF 
8 
< 11 
kEO 
El(k) 
11 T 11 E ~F ] 
k k 
11 X IIJE 
e 
como queriamos demonstrar. 
2.5.1. OBSERVAÇÃO. Sejam lE = (Ek,k E O) e IF = (Fk,~k E O) 
duas familias admissiveis de espaços de Banach, O< J3 = {8 1,8 2) < l. 
Sejam X= [ [E00 ,E10 I 61 , [Eoi,EIIle 1] 62 e Y =[ fFoo,Fio1 61 ,[Foi,Fli1 81 182 -
Então por aplicações sucessivas do teorema de interpolação para 
n = l temos que o par (X,Y) é um par de interpolação normalizado 
do tipo e relativo ao par (lE,F'). 
2. 5. 2. A seguir determinaremos o espaço de interpolação entre qua 
tro espaços Lp(E) com normas mi~tas e utilizando o teorema 2.5 
enunciaremos um teorema do tipo Riesz-Thorin. Veremos também 
que estes espaços fornecem um importante exemplo de famÍlias ite 
r?tivas e através da noçao de retração, que será definida 
adiante, veremos que os mais importantes espaços aos ~ais 
aplica a teoria de interpolação são famílias iterativas. 
logo 
se: J 
.'.1 
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Seja E um espaço de eanach, (X 1 x Xz,JJl "llz) = (X,l.l) um 
p p 
espaço de medida o-finito, ]_ < P :::: {p 1 ,pz) < "" e L (E) =L {XJl.J,E) 
o espaço das funções fortemente mensuráveis com normas mistas in 
traduzidas por Benedek-Panzone [ 1 ] . 
2.5.3. LEMA. Para toda função f E Lp(E), ]. < P = (p11P2) <"" 
temos: 
llfiiLp(E) = sup I fx<f(s),g(s)ld"(sll =supfxi<f(s),g(s) >ld" 
onde o sup é tomado sobre as funções simples com valores em E 1 , 
i.é, g E S(E') e llgll Q = l. 
L (E') 
O simbolo < f(s) ,g(s) denota o valor do funcional linear 
limitado g(s) aplicado em f(s). Lembremos que se f : X~ E e 
g : X- E' são fortemente mensuráveis então a função h : X~ K 
definida por h(s) = < f(s),g(s) é mensurável. 
DEMONSTRAÇÃO. Se f E Lp(E) e g E S(E') com l en 
tão da desigualdade de HÜlder teremos: 
llf 11 p 
L (E) 
Basta então provar a desigualdade: 
llfll p :õ_SUpif<f(s),g(s))d"l 
L (E) 
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para g E S(E') e 
Se llfll p =O a desigualdade é imediata. 
L (E) 
Suporemos então llfll p >o. 
L (E) 
NÓs vamos considerar vários casos. 
19 CASO. Seja P = (p 1 ,p 2 ) = (1,1) e f E S(E) isto é, f(t 1 ,t2 ) 
= L xrs x1 xJ (t1,t 2 ), O 'I xrs E E, Ir disjuntos e 
sr r s 
juntos. Assim 
Seja E > O. Para cada r e s existe um elemento 
J dis-
s 
y E E 1 
rs 
positivo e <x ,y ) > (1-E)IIx IIE. 
rs rs - rs 
A função 
11 gll 
00 
L (E') 
Assim: 
( f (t),g ( t)) 
Logo: 
g= 2;ysrXI 
sr r 
•J 
s 
1: ( X , y ) XI 
rs rs x J 
pertence a s (E' ) e 
= sup sup llyrsiiE, = 1. 
s r 
sr r s 
I I (f(t),g(t))d"(t)j =f (f(t),g(t))d" > 
•I 
; 
' 
(l- E) llfll (l l) 
L ' (E) 
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Portanto: 
llfll 11 1) 
L ' (E) 
para g E S(E 1 ) e 
29 CASO. Seja li< P = (p 1 ,p 2 ) < ro e onde 
O :j xrs E E, Ir disjuntos e J 5 disjuntos. 
Suponhamos ainda que llfll p = l, ou seja: 
L (E) 
f I P1 Pz/P1 1/ I 11 f (t) 11 E du1) duzl Pz = x z xl 
fx2 
P! Pz!PJ 1/pz 
~ (~ llxrs!IE UJilr)XJ ) duzl = 
s r s 
fx2 
P1 pz/p, 1/pz 
I ~ (~ !lxr5 11E UJ(lr)) XJ duzl = s r s 
= 
Seja e > O. Para cada r e s existe zrs E E' com 
positivo e <x ,z } ~ (1- dllxr5 IIE · rs rs 
Seja Yrs = 2 rs 
vamos denotar por y rs 
P1 pz/p,-1 
I ~ 11 xrs 11 E u 1 (Ir) l que 
r 
Assim: 
p 1-1 p 2 /p 1-1 
(X , y ) = llx 11 E A (X , Z ) > 
rs rs rs s rs rs 
Definimos agora a função g E S(E') por 
Ternos então: 
= 
= 
= 
11 g 11 Q 
L (E') 
{ I [ ~ 
x2 s 
r ~ 
Jx2 s 
Agora 
= 
~ ~ 
s r 
[ Pz/p,-1] qz 
A 
s 
qz/ql 
·A X 
s J 
s 
Pz/P1 1/qz 
= ~A u 2 (J ) ] 
s s 
s 
,, 
' H 
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98. 
1 <tltl ,g(tl >I ~ <t(tl ,g(tl > 
"" < L xrs X r x J ' :E Y rs XI x J > = 
rs r s rs r s 
> 
e portanto teremos: 
~ (l - c) L 11 xr 5 11 E 11 Yrs 11 E•" 1 (Ir)" 2 (Js) 
sr 
p,-1 [p2fp,-l] 
~ (l - d L llxr 5 11E llx rs 11 E- A "j(Ir)"2(Js) s 
sr 
~ (l - d [ 
[ P2/p,-l] P1 
(l - c) [ >; As ( L llxrsiiE "'(Ir))"2(Js)l 
s r 
P2iP1 
~ (l - E) >O A "2 (J s) ~ s 
s 
P1 P2/P1 
~(l-E) >O (>O llx IIE " 1 (I )) "2(J) rs r s 
s r 
1 - (:. 
.; 
Portanto: 
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sup[ f (f(t),g(t)ldu(tll 'l 
para g E S (E') e 11 g 11 Q 
L (E') 
= l. 
39 CASO. Se f com 
llfllp =a>O. 
L (E) 
Então f 1 = ~ f E S(E) a e 11 f 1 11 p = l. Se g E S (E') L (E) 
com 11 g 11 Q = 1 temos 
L (E') 
e portanto 
sup f (f(s),g(s)ldu =a sup f <f 1 (s),g(s)ldu 
>a=llfllp 
L (E) 
49 CASO. Sejarit-agora 1 < P = (pl,P2) < «> e com 
llfllp >De 
L (E) 
Seja E > O. Então existe uma função simples f 1 E S(E) c~ 
llf-flllp <Ee 
L (E) 
llflll p ' o. 
L (E) 
11 Do 39 caso temos gue existe uma função g E,S(E') com 
' 
llg 11 Q = l, <f 1 (s) ,g(s) > positivo e 
L (E') 
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- E > 11 f 11 p 
L (E) 
- 2~:. 
Desde que 
< llf - f l 11 p 
L (E) 
11 gll. Q 
L (E') 
< E 
nos temos então 
> llf li p - 3 E. 
L (E) 
Assim, 
sup I I (f(s) ,g(s)) d" I > tlf 11 p 
L (E) 
para g E S(E') e llgll Q = 1., como queriarnos demonstrar. 
L (E') 
Seja E um espaço de Banach, (Xl x X 2 ,f.l 1 • 11 2 ) = {X,\1) um 
espaço de medida Q"-finito, ]. < P = {p 1 ,pz) <co e 
o espaço das funções fortemente mensuráveis com normas mistasin-
troduzidas por Benedek-Panzone [1] 
2.5.4. TEOREMA. Se]· a JP = (E, , k E O ) a fahilia admissivel 
-K 
parâmetros associada a 
O < 8 = (8 1 ,e 2 ) < 1. EntaÕ 
de 
e 
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I li 
onde (l - i = 1,2. 
DEMONSTRAÇÃO. Seja S (E) o espaço das 
p 
funções simples com valo-
res em E. S é denso em n L k (E) 
kED 
e portanto e denso em 
p 
[Lk(E),kED]e e também em LP(E). Então basta provar o teore 
ma acima para funções u E S(E) isto é, 
Podemos ainda admitir que 
ul (I ) < ""' 
r 
llull P = l. 
L (E) 
e 
Para c > O definimos a função f em s 2 por 
= e 
onde i (l i i 1/p I z. I = - z. I /p 0 + zi/p, i = 
' 
, , 
p 
tence ao espaço !l(L k(E),k E o I e ainda 
p 
tanto u E [L k(E),k E Dle Ainda mais 
llfll P < e 2 E 
H(L k(E) ,k EO I 
' .. 
" • 
para todo numero positivo e. Logo 
1,2. Esta 
f(e 1 ,e 2 ) 
função per-
= u e por-
llfll p < l. 
H(L k(E),k E O) 
Assim 
I 2) 11 u 11 0 < 1 ~ 11 ull p L (E) 
Reciprocamente, seja v uma fu!:J.ção simplescorn llvll Q = 1, 
L (E') 
1 -e. 
l + e + 
l 
= 1. 
i 
Po 
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Para cada número positivo s definimos a função g em s 2 com va 
lares em E' por: 
g I z 1 , z 
2
) ~ ! exp E [ I z i - e i) + ( z ~ - e~) 1 J _ _;v_;l..ox'-'.)_ 
11 v (x) 11 E' 
q1jq1 (z,J 
11 v (x).ll E, 
onde l 
l - z. z. 
l l 
~ + 
qi ( z. ) i i qo q1 
i = 1,2. 
l. p 
Consideremos agora um elemento u no espaço [L k(E) ,k E D] 8 
com 11 u 11 0 ~ 11 u li e 1 , e 2 
Da definição da norma 
p 
[L k(E),k E OJe podemos considerar uma função _f em 
tal que e llf 11 p 
H(L k(E),k E O) 
E 
< e . 
no espaço 
p 
H(L k(E),kE O) 
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A função F definida em S 2 por 
o 
e continua e limitada em 5 2 e holomorfa em s 2 . Então pelo le-
ma 0.5.4. temos: 
IF(z 1 ,z 2 ) I < rnax 
kE O 
Desde que IF(k + it) I ~ 3c e 
IF1zuz 2 ) I < l 
Assim, 
com 
sup IF(k+itll-
tE JR 2 
E > Ü segue que 
f <u(x 1 ,x2 ),v(x 1 ,x2 ))du 1 (x 1 )du2 (x2 )1 
x 1 x x 2 
= IFI8u8zll < l = llull 8 8 . 
- lt 2 
Então do lema 2.5.3. temos: 
( 3) 11 ull p < 1 "" 
L (E) 
11 u 11 8 8 l ' 2 
As de~igualdades (2} e (3) nos dão 
llull P = 11u11 8 8 , L (E) 1' 2 
como queriamos. 
A seguir mostraremos que a familia IL JP (E) = 
p 
(L k(E),k ED) 
é iterativa. Para isto precisaremos do seguinte teorema de inter 
polação para dois espaços de Banach e um parâmetro e. 
' '! 
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2.5.5. TEOREMA. Sejam E0 e E 1 espaços de Banach, 1 < p 0 ,p1 <«> 
e O < e < 1. Então 
[L (E 0 ),L (Ej)] 9 ~ Lp([E 0 ,Ej] 9 ) Po P! (normas iguais) 
onde 1lp ~ 11 - e) IPo + 9IP!· 
DEMONSTRAÇÃO. Ver Bergh-Lofstrõm, Interpolation Spaces, teore-
ma 5.1.2. 
Por aplicações sucessivas do teorema acima e do teorema 
2.5.4. obtemos que a familia TI.IP(E) e iterativa, ou seja: 
2.5.6. PROPOSIÇÃO. Seja lP = (Pk,k E O) a familia admissivel 
de parâmetros associada a < 00 
e O< El = (e 1 ,e 2 ) < JL. Então 
Poo P1o Pai Pll-
[L (E),L (E),L (E),L (E)]El 
onde 1 I P ~ I 1 - ElJ I P o o + El I P ll • 
Como conseguência dos teoremas 2.5, 2.5.4. e 2.5.6. obtemos 
o seguinte teorema de interpolação do tipo de Riesz-Thorin. 
2.5.7. TEOREMA. Sejam JL .::_ Po < e 
JL .::_ Oo e consideremos as respectivas 
famílias admissiveis associadas, lP = (Pk, k E O) e rQ = {Qk,k E D) . 
Se T é uma aplicação linear tal que 
T 
pk 
L (X,Jl,E) 
Qk 
~L (Y,\J,F) 
e limitada para todo k E O então 
T 
p Q 
L (X,JJ,E) -+L (Y,v,F) 
e limitada, onde l/P=(l-8)/P 0 +8/P 1 , 
e o <e= (81,82) < l. 
onde 
Ainda mais 
e (kJ 
li Til p Q < 
L ~L 
2 
[] 
kE 0 
[] [ ( 1 - kj) + (-
j=1 
1-k. 
1) J e . J 
J 
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1/Q =(1 - 8)/Q 0 + 8/Q 1 
Veremos ainda que outros importantes espaços aos quais se 
aplica a teoria de interpolação formam famílias iterativas. 
2. 5. 8. DEFINIÇÃO. Um espaço de Banach B e uma retração de um 
espaço de Banach A se existem operadores lineares limitados 
I : B -+ A e P : A -+ B tal que P o I e a identidade em B. 
Se B e uma retração de A nós temos o s~guinte diagrama 
comutativo: 
id 
B B 
r~/P 
A 
Nós diremos que uma familia JE = (Ek, k E D) e uma retra-
ção da familia lF = (Fk,k E o') se existem operadores lineares li 
mitados I de IE em JF e P de IF em IE (veja definição 1.7.1) 
tal que P o I ê a identidade em I: IE. 
;; 
i! 
J 
2.5.9. TEOREMA. Sejam lE ~ (Ek,k E D) e IF ~ (Fk,k E D) 
famílias admissíveis de espaços de Banach. Se a família m 
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duas 
• e 
iterativa e IF é uma retração de JE então a família 1F é "ite-
rativa11 {normas equivalentes). 
-
DEMONSTRAÇÃO. sao ope-
radares lineares contínuos então da observação 2.5.1. e como E 
é iterativa temos que 
e do teorema 2.5. temos 
p E L ( [ Ek, k E D J e , [ F k, k E D ] e) . 
Assim 
Como P o I e a identidade em :ElF temos que 
A inclusão contrária segue da proposição 2.4.6. e assim o teorema 
fica demonstrado. 
2.5.10. TEOREMA. Seja 1E = (Ek,k E O) uma famllia admissivel 
de espaços de Banach tal que n lE e denso em Ek, k E D , ]. < 
P 00 < P 11 < oo, O< E>== (el,e2) < 1. Então se IE é iterativa e 
p 20 > p
1 temos: 
- 1 
Poo Pio Poi P11 
[L (E 00 ),L (E 10 ) ,L (E 01 ) ,L (E 11 Jle 
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onde 1/P e 
DEMONSTRAÇÃO. Seja S{ nE) o espaço das funções simples com va-
lares em niE. Como niE é denso em 1 IE J e então s e denso em 
Lp pk então I I IE leI e como s é denso em n L IEkl s e denso em 
p kED 
[L kiEk),k E Dle . Então basta considerar funções em .sI niE I . 
Nós provaremos inicialmente que 
11 ali P 
k 1 Lx IEk 1, k E o J e 
Como a E S existe uma função gl • ,X) E HIIEI :tal que 
llgl • ,xiiiHIIEI 
~ a lxl . 
< (1 +E) lla(x)JIIE (x E X, E> 0), e com 
e 
gle,xl 
Definimos agora 
flz,xl ~ glz,xl 
I 11 a 11 p 
L IIEel 
onde i i i p lzil ~ p 11/p 0 
p 
HIL kiEkl,k E Esta função perte'nce ao espaçO 
~ a lxl • 
Ainda mais: 
D) 
z.) 1 i =1,2. 
l 
llf{it,,it,,x)ll P 
00 Lx {Eool 
{l + o) 
< 
{l + E) 
< 
Analogamente 
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PÔ P2 IP1 l/p2 {f llf{it,,it2 ,x)IIE 00d" 1) 0 0d" 2] 0 
x, x, 
llf{k+it,x)ll P < (l+s) k E {{l,O),{O,l),{l)l)} 
L/ {Ek) 
Assim 
11 f 11 p 
H [L/ { IEk) ' k E o I 
< (1 + E) 
Como e: e arbitrário e f(e 1 ,e2,x) = a(x) segue que 
< 
A desigualdade contrária segue do teorema 2.4.8. e da de-
i i i i i i 
sigualdade de H6lder (p 0/p (1- 6 ) > li p 1 /p 8 > l; _i·= _1,2). 
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Com efeito, seja f(· 1 x) E H(IE) e f(G,x) = a(x) {x E X). As-
sim 
onde l 
El(k) 
2 
El(kl ~ n r (1 - kl. J + <-
j~1 
e 
1-k. 
1) lejl' k E D • 
Agrupando os termos e aplicando a desigualdade de Holder: 
< 
teremos: 
11 ali P 
L (IEe) 
< t2 ( 
X ( f 
Aplicando a desigualdade de H0lder 
teremos: 
llO 
11 a 11 P < 
L IIEel 
X 
r Pl p2e 1 11-e 2 J/pf 
x 1 J A1od"j) 
X 1 
1 2 1 2 1 
f 
Po p 11-e Je /p 0 
x ( AoldJJl) 
xl 
X 
f 
pf p'ele'/pf 1/p' 
x I A 11 d" 1 J d" 2 ] 
xl 
~ [f 
x, 
X 
Agrupando os termos e aplicando a desigualdade de HÜlder 
teremos 
11 ali P 
L IIEel 
[ f 
x, 
X < 
x. 
Aplicando novamente a desigualdade de HOlder 
lp~ /p 2 11- e2 1 > 1; Pi /p 2 e2 > 11 
teremos: 
I 1) 11 ali P < 
L IJE el f x, 
pt/PÕ 11-e 1) ll-e 2 )/p~ 
Boo d "'] X 
X [ f l I l-e 1) e'/pf x f 
e 1 (1-e 2 )/p~ 
d "'] 
x, x, 
X [ f 
x, 
1ll 
X 
Analisando separadamente as quatro integrais do segundo membro 
da desigualdade acima teremos: 
f 
x, 
Sendo 
l1-e1) ll-e'liPt 
d "'] 
I PÕ Ao o 11-e 1l 11-e 2 l/p~ d "'] 
I __ .....=_1 __ 
(1- e 1 ) (l- e2 ) 
de 1 t) ~ 1 
(l-e1)(l-e'l 
Poo(8,t)dt e aplicando a de-
sigualdade -de HÜlder teremos: 
I < 
x, 
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P' 
2 l 
f f 
l 
P 0/p0 
< { f llflit1 ,it2;xli!E0 P00 (8,t)dtd" 1 1 
(1-e'l (l-e2J 00 
x, x, JR' 
(l-e 1 J (l-e 2 )/p~ 
d",l 
f 
1 PÔ f llf(it;x2 )11 1 p~/p6 
8(0)/pt 
~ 
< 
( Poo(El,t)dt) d"z} 
(l-e 1J (l-e 2 l 2 Po 
x, JR Lx 1 
(E o o l 
2 
f 
1 f Po 
----=--- llf (i t; x 2 l 11 
(l-e 1J(l-e 2 l JR' PÔ 
(l-e 1 J (l-e 2 l/p§ 
d" ,1 
x, Lx
1
lEool 
1 
(1- e 1 l (1- e2J 
< 
p~ 
llf(it,,it,)ll p 
o o 
(l-e 1 ) (l-e 2 )/p 2 
dt 1 o 
LX (Eool 
(l-e 1 ) (l-e 2 ) 
) 
Analogamente para as outras integrais do segundo membro da desi-
gualdade (1} teremos: 
< rr (sup llf(k + 
kE 0 t 
< llfll p 
H(LXk(Ek) ,k E O) 
< 
i;\ 
Agora, tomando o in f imo sobre todas as funções c: 'liais que f (8, x) 
= a(x) teremos 
11 ali 
E 0 J El 
e a demonstração fica completa. 
Assim, do teorema 2. 5.10. e por aplicações sucessivas do 
teorema 2.5.5. temos a seguinte proposição: 
2.5.11. PROPOSIÇÃO. Seja JE = {E k k E 0} uma famlia adm:Ls-
sivel de espaços de Banach tal que niE e denso em Ek,k E D, 
E D) e a 
l 2 
= Cpo,Pol 
familia admissivel de parâmetros associada 
l 2 
< pll = {pl,pl) <co e o< e= (81,82) < 1. 
Então se 
p 
JE -e iterativa e 2 Po _.:::_ 
l 
P1 
{L k(Ek),k E O} e iterativa ou seja: 
com normas iguais. 
temos que a familia 
2.6. Como vimos anteriormente H0 (IE) e o conjunto de todas as 
funções da forma: 
( 1) g(z) = [exp(o 
2 
:;; 
j=1 
onde x E n JE, " E JR e o > O. p p 
z = 
Os dois próximos resultados são devidos a D. L. Fernandez 
e suas provas podem ser encontradas em [11]. 
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2.6.1. PROPOSIÇÃO .. O espaço H
0
(JE) e um subespaço denso no es-
paço H(lE). 
2.6.2. OBSERVAÇÃO. Os elementos x podem 
nlE. 
também ser escolhidos 
p 
de um conjunto arbitrário M dense em 
2. 6. 3. PROPOSIÇÃO. O espaço rlE está densamente imerso em qua! 
quer espaço [ E ] 8 , O < 8 < 1. 
2.6.4. OBSERVAÇÃO. Se X E nlE e o ~ e ~ 1 então no cálculo 
da norma 11 x11 8 o infirno pode ser tomado 
sobre as funções da 
forma 
N 
f I z l ~ L a I z) x onde X E n JE, a E H (a:) • 
n==l n n n 
n 
Com efeito, seja f E H(lE) com f(B) ~ x e llfiiH(E) ~llxll 9 +c. 
Sejam r 1 (z) e r 2 (z) as funções transformando a faixa unitária 
S1 conformalmente sobre o disco unitário tal que r 1 (8 1) =O e 
[r. (it) I ~ [r. (1 + it) I ~ 1, 
J J 
J = 1,2. 
Consideremos agora a função 
ó [ (z 1-9 1 ) 2+(z2-9 2 l 2 l 
<P(z) ~ <P(z
1
,z
2
) ~ [f(z)- e x]/[r,(z1J+r2 (z 2 )]. 
Pelo teorema de Hartogs para extensão analítica de funções segue 
que ~ E H(E) e pela Proposição 2.6.1, existe uma função g(z) 
da forma 2.6(1) tal que II'{J(Z) - g(z)IIH(JE) <E, ou seja 
-1 
x] r (z) - g(z)!IH(lE) < c !l[f(z) -e 
Seja f 1 (z) =e x + r(z)g(z). 
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Esta funçao tem a forma requerida, f 1 (8) x e 
llf 111H(lE) < 11 fiiH(lE) + 11 f- f 1 11H(lE) < + 3E. 
2.6.5. OBSERVAÇÃO. Segue da Proposição 2.6.3, e da observação an 
terior que os espaços [ lE 1 8 podem ser definidos do seguinte mo 
do: 
Seja H( 1\JE) o conjunto de todas as funções f definidas 
em S 2 com valores em ( n JE, 11 • 11 n JE ) , contínuas e limita das em S 2 
em relação a norma de n JE, holomorfas em 
e Ek-contínua e limitada para k E D. 
Para x E n JE consideremos a norma 
e assim 
llxllé = inf {llfiiH(lE)' fiE>) x, f E H(nJE) } 
e completamos nJE nesta norma. 
Segue da Observação 2.6.4, que 
11 X 11 6 :'_ 11 X 11 8 :'_ 11 X 11 e 
2. 7. OS ESPAÇOS EXTREMOS [ lE ] k , k E O 
f(k+ it) 
Estudaremos agora os espaços extremos [ IE] k , k E O. Se 
x E [JE] 0 , O= (0,0), então f(O) = x para alguma f E HtJE). 
Por outro lado f (it) E E
0 
para todo t e portanto f(Q) = x E E0 . 
Ainda mais 
llfiiH(lE] 
Logo, 
:1 
niax 
kED 
sup Hlk + it)IIE > 
tEJR2 k 
llf(O)IIE 
o 
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(1) llxii[JE] 
o 
> 
Também, da Proposição 2. 6. 3, para E > O existe um elemento 
llx- x 1 ii[JE] <E. 
o 
x 1 E nJE tal que 
Construimos agora as funções 
:t: claro que fn(z) E H(JE). 
Ainda mais, f (O) ~ x 1 e n 
teremos, fazendo n tender a infini 
to, que 
( 2) llx1 11 [ JE l 
De (1) obtemos 
ilx- x 1 11E 
o 
e assim, de (2} teremos 
llxii[JE] 
o 
o 
< 11 x - x 1 11 [ JE ] 
o 
< E 
+ E < + E < 
Como e é arbitrário e de (1) teremos a igualdade 
~ (x E [ JE] ) • 
o 
+ 2E. 
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Então e isométrico a algum subespaço E
0 
de E . Analo-
o 
gamente podemos provar que [ IE] k é um subespaço 
(Ek c Ek isometricamente) . 
de 
Segue da Proposiç-ão 2. 6. 3 1 que [ lE] k , k E O, coincide rom 
o fecho de n lE na norma Ek . Em particular, se n JE é denso em 
Ek , k E D, então 
k E O 
Este e o caso, por exemplo, se a família JE e o esqueleto deurra 
escala múltipla. 
2. 7 .1. OBSERVAÇÃO. Da definição e qui valente de [ JE ] e 
Observação 2.6.5, segue que 
dada na 
e assim, sem perda de generalidade, nós podemos sempre supor que 
a intersecção dos espaços iniciais é densa em cada um deles. 
De outro modo basta observar que H ( JE ) H (IE) pois se 
f (z) E H (IE) então f (k + it) E Ek A inclusão contrária é ime-
diata. Que as normas destes espaços coincidem segue da igualdade 
-das normas de Ek e Ek , k E O • 
2. 8. COMPLETAMENTO DOS ESPAÇOS [ IE ] e 
como os espaços [ lE ] 0 estão imersos em :EJE podemos con 
......-
sider:ar seus completametos [ JE] 8 -relativo a _LJE. Do teorema de 
interpolação 2.5. e do lema 1.7.7. do capitulo 1 segue imedia-
tarnente o teorema seguinte. 
., ,, 
.J 
2.8.1. TEOREMA. Sejam JE e IF duas familias admissiveis de 
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espaços de 
Ek' (Fk,) e 
Banach tal que k > k 1 então Ek(Fk) está imerso em 
JE 8 e IF 8 os respectivos espaços intermediários. 
Então o par e um 
tipo e relativo ao par {IE , 
2. 9. DUALIDADE 
par de interpolação normalizado 
IF) .quando JF é iterativa. 
do 
Seja lli= (Ek,k E D) uma família admissivel de espaços de 
Banach complexos. Vamos assumir que niE é densa em cada um de-
les. Então os espaços Ek_ , k E D, estão imersos em (lliE) ' e por-
tanto IE' = (Ek_ , k E O) é uma família admissivel de espaços de 
Banach. Assim, os espaços de interpolação 
dos, o <e:::: (81,82) .::. 1. 
[IE'] estão defini-e 
Pela proposição 2. 6. 3. o espaço n JE e denso em [ JE] 8 e 
portanto temos a imersão 
Então ambos os espaços I IE 'l e e [ IE] ' estão imersos em e 
(lliE)' e nós estudaremos algumas relações entre eles. 
O lema seguinte é um resultado de D.L. Fernandez 
prova pode ser encontrada em [12 ]. 
2.9.1. LEMA. Seja IE = (Ek , k E O) uma família admissível 
paços de Banach tal que nm e densa em Ek ' k E 
IE' = (E' k ' k E O) sua família dual. Então 
(l) (isornetricamente) 
e 
I 2] llx'IILIE' = sup{llx,x'>nl/llxllniE 
onde < , ) n denota a dualidade entre niE e (niE) 
e sua 
de es-
o e 
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2.9.2. LEMA. Nas condições do lema anterior temos 
I l) 
DEMONSTRAÇÃO. Seja 
tal que ~(0) = u. 
u E [ IE'] 6 . Então existe wra 
A função ~(z) é holomorfa 
função W E H(IE') 
o 
em S 2 e conti 
nua na norma de LIE' 
LIE' é isométrico a 
na faixa s 2 . Pelo lema 2.9.1. o 
(niE)' e assim !,JJ(z) é holomorfa em 
continua em s 2 como função a valores em (niE) '. 
espaço 
o 
s 2 e 
Se uma função f E H (niE) então a função escalar ( f(z) ,\jJ(z)) 
e holomorfa em s 2 e pelo princípio do módulo máximo para a po-
lifaixa s 2 temos: 
l<f(z),~(z)>l < rnax sup ll<f(k+it), ~(k+it)l ll 
2 
kED tEJR 
< max 
kED 
< max 
kED 
sup 
tEJR2 
sup 
tEIR2 
{llf(k+it)il 
Ek 
{lif(k+it)ll 
Ek 
e portanto, para z E s 2 , temos 
ll~(k+it)ll '} 
Ek 
11~ IIHIJE'l} 
l<f(z), ~(z)) I< llfiiH(IE) II~IIH(IE') 
Seja x E nm. Para a função f 1 E H(niE) com f 1 {8) = x 
implica que 
I< x,u>l 
isto 
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Tomando o in f imo sobre f 1 e 1jJ obtemos em virtude da Observação. 
2.6.5 que 
I <x,u> I < llxii[JE] lluii[E'l 
EJ EJ 
(x E nJE) • 
Esta desigualdade implica que o funcional u como elemento de 
( n E)' pertence ao conjunto [ JE l ' e lluii[JE]' 2 lluii[:E'] • e e e 
O Lema fica então demonstrado. 
OBSERVAÇÃO. Pelo Teorema O. 3. 6, do Capitulo O o espaço [E ] '0 é 
completo relativamente a (ílJE) 1 • Portanto da imersão 2.9.2 (l) 
segue que 
,.....; 1 
( 2) [E'] C [JE]' e e 
onde o símbolo e o completarnento relativo a ( n lE) •. 
Nosso propÓsito agora e mostrar que na inclusão (2) temos 
a igualdade. 
2.9.3. LEMA. Consideremos as funções 1)! (z), -(z E S 2 ) e 1/Jk (t), 
t E JR 2 , k E O, com valores em ZJE 1 e satisfazendo as seguintes 
propriedades; 
(i) ljJ ( z) e 
o 
LJE' -limitada e holomorfa em S 2 
(ii) Para todo x E nJE a função <x,lj;(z)) 
<x,ljJ(k + it) > k E D. 
{iii) l/Jk (t) E E' e 111/Jk (t) 11 E' < c, k E D. k k :i 
"] 
r-' 
Então l/J I e l E [:E' l e e 
é tal que 
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(1) 11<1'(6)11---' <c. 
IE'le 
Observe que se 1jJ E H(JE') então 1jJ satisfaz as condiçÕes acima 
e podemos tomar c == 111{1 11 H (JE,) • 
DEMONSTRAÇÃO. Consideremos a função r.p definida em 5.2 pela ex-
pressao 
O < Re- zj < 1, j 1,2. 
(convergência em LIE') . 
Desde que ljJ(z) é limitada segue que ~(z) pode ser estendida 
continuamente na norma de LJE' = (nJE) 1 para a faixa S 2 . 
Agora, para x E nJE e denotando a expressao 
<x,ifJ(z 1 + ih 1.,z2 +ihz)) - <x,tp(z 1 + ih 1 ,z 2 ))-
- <x,r.p(z 1 ,z 2 + ih 2 )) + (x,I{J(z 1 ,z 2 )) por 
ih (x,ll <P(z)) 
teremos 
z 1+ih 1 
ih f (x,ll <P(z))-
- z, 
z 2+ih 2 
J (X,1/J(ul_,u2.)}du2.du 1 
Zz 
hl hz 
=-f f <x,l.jJ(z 1 + ispz 2 + is 2 ) > ds 2ds 1 
o o 
a (k 1 ,k 2 ), k. ==O ou 1, J 
(O< Rez. < 1, j = 1,2.) 
J 
j = 1,2 teremos: 
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s1,t 2 + s 2 ) > ds 2ds 1 
De (iii) a expressao a direita nos dá um funcional linear contí-
nuo sobre Ek cuja norma não excede a ch 1h 2 . Portanto 
~ih~(k + it) E Ek 
e 
k E D. 
Da Última desigualdade segue que a função 
pertence a H (JE') e 
Isto implica que 
•h(e) E tJE'l e e 
Por outro lado, quando h 1 e h 2 tendem sucessivamente a zero 
temos que q..h(e) converge para (3 2/az 1 az 2 )cp(8) == l)J(El) em I:JE' = 
~(nJE)' e portanto 
,...._, 
~(e)) E [E'] e e llt(e)ll ~ <C [ lE' l e 
O lema fica então demonstrado. 
2. 9. 4, TEOREMA. Se n JE e denso em Ek , k E D, então o espaço 
,-...J 
dual [E] 0 é isométrico a [E'] e quando lE e iterativa. 
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DEMONSTRAÇÃO. Seja 
de N(G) é o núcleo 
' u E [E ] 8 . Como 
da aplicação que a 
I lE J e ~ H (lE) I N (e) , on-
cada f E H (IE) associa o 
elemento f (El) em [ JE] 8 , então o funcional u induz um fun-
cional linear u sobre H(JE) com mesma norma e nulo sobre N(G). 
Com efeito, basta definir li(f) = u(f(B)) e teremos: 
]u(f)] ~ ]u(f(e))j < llullllE]' llf(e)llllEln < 
e o 
ou seja 
( l) llull [ H(lE) I < 11 u 11 l lE l ' 
e 
11 u 11 [ lE J , llf li H ( lE) 
e 
Ainda mais, para x E [ JE I 8 e e > O seja a função f E H(E) 
tal que f(G) = x e 11 f 11 H 1 lE 1 < 11 x11 e + s. 
Assim, 
]u(x) I ~ ]u(f(e)) I ~ ju(f)j :'_ lluiiiH(E)]' llfiiH(lE) < 
< 11 u 11 1 H 1 lE 1 1 , ( 11 x 11 e + c 1 • 
Como ~ é arbitrário segue que 
( 2) lluiiiJEJ' < 11u11IHIJEll' 
e 
De (l) e (2) segue a igualdade. 
Consideremos agora a transformação T de H (lE) em 
n definilda por: 
'; 
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T(f) ~ (f(it)P
00
(e,t),f((l,O) + it)PJo(e,t),f((O,l) + it)Po 1 (e,t),. 
f((l,l) + it)PJl(e,t)) ~ (f(k + it)Pk(e,t), k E O) ~ 
~ (fk , k E 0) 
onde Pk (z.,y.)' j J J 
k E D, é o k-núcleo de Poisson 
para polifaixa S2 e P0 (z,y) e Pl(z,y) 
Poisson para a faixa unitária S1. 
são os núcleos de 
E: claro que o conjunto imagem de T -e um subespaço veto-
rial de TI L1 (Ekl. 
kEO 
A transformação T é linear e injetora. Na sua imagem defi 
nimos um funcional linear S pela fórmula: 
IT(f),Sl ~ lf,u) 
Pelo teorema 2.4.9. temos 
I<T(f),s>l ~ l<f,u>l ~ l<f(e),u>l < llt(e)ll 8 11uii 1JEl' e 
<l [ ~ f 11 f (k + 
'J k E 0 ::JR.2 
e portanto 
(3 I I IT(f),Sl I< 11 T (f) 11 [] 
kE 0 
lluii[JE]' 
e 
L (E I li u li I lE l ' 1 k e 
< 
Então na 
de li 
kEO 
imagem de T o funcional linear S é limitado na norma 
L1 (Ek). Portanto S é estendido a um funcional linear 
contínuo S, preservando a norma, a todo espaço TI L1 {Ek) · kED 
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Agora, do isomorfismo ~(~) = (~k, k E D) onde 
= r.p (O, ••. , fk ••• , O) entre os espaços [ ll L 1 (E ) ] ' e 
kED k 
TI [ L1 (Ek) 1 1 e do teorema sobre a forma geral de um funcional 
kED 
linear sobre L 1 (E) ( [ 7], pg. -503) teremos: 
S(T(f)) ~ S(fk, k E O) ~ 
=Se (f ,O,O,O) + (O,f 10 ,0,0) + (O,O,f 01 ,0) + (O,O,O,f 11 )) 00 
~ L S(ü, ... ,fk, ... ,O) ~ L IS)k lfk) 
kED kED 
~ L flR, ( f (k + i t) pk (EJ, t)' "k (t) ) dt kED 
onde 1/Jk {t) são funções com valores em Ek-_, limitadas na norma de 
E 1 e tal que k 
I 4) 
Assim, 
I 5) ( f f u) ~ < T(f),S> = 
~ sup ess II>J;k(t)IIE' 
k 
L 
kED 
Ainda mais, de (3) obtemos: 
' 
k E D. 
1 lslklfkl 1 ~ is1o, ••• ,fk, ... ,o) 1 < llsll· 11 10, •••• ~ ••.. ,o) 11 n L'IEkl 
kED 
< 
e portanto 
e de (4) segue que 
I 6 l rnax{sup ess 
kED 
lluii[JE)' 
e 
11 u llllE I , 
e 
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Seja x E nJE. Considere a função complexa lj!(x,z), z E 5 2 , 
definida pela integral de Poisson: 
I 7 l 
Esta função é linear em x para cada z fixo e de (6) obtemos: 
lwlx,z) I < max sup ess I I x,l/!k lt) I I 
kED 
ou seja: 
18 I 
onde 
lwlx,zil < 1jJ E ( n JE) • z 
w : nJE 4 1t 
z 
e 
Podemos então definir o funcional 
H : s 2 4 (nJE ) ' por Hlz) ~ ''' 'z 
Temos então que lj;(x,z) = <x,H(z)} • 
De (8) segue que H(z) é limitado em s 2 com 
< lluii[JE)' 
e 
o 
Mostraremos agora que H(z) é analitica em Sz. 
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Consideremos então uma função escalar h(zl,z2) analítica 
o 
em s2 e continua em s2 tendo limites quando Im(z.) ~ + w J -
j ~ 1,2, e tal que h(e 1 ,e 2) ~ o . 
Em (5) seja f(z) ~ h(z)x. Então 
O= (h(8)x,u> = ( f(G) ,u> = < f,u> = 
Mas pelo critério de analiticidade {Teorema 0.5.8) de funções da 
forma (7) temos que < x,H (z) ) é analítica para todo x E nJE e 
do Teorema 4.4.-F ([32] pg. 205) temos que H(z) é analítica na 
norma da ( n lE) • = !: JE' 
As funções H (z) e lj!k (t), k E O, satisfazem as hiPóteses 
do Lema 2.9.3, e portanto 
~ 
H(e) E [lll'] e e IIH(8)11 ~ < [E'] e 
' 
lluii[JE]' 
e 
Tomando f (z) = x E nJE em (5) 1 por (7) teremos 
<x,u) ~ •ldx,e) ~ < x,H(8) > 
isto é, H (8) = u como um elemento de ( n lE) ' e portanto 
~ 
U E [E'] e e 11 ull ,....-[ lE '] 8 
< lluii[JE]' 
8 
O teorema agora segue em virtude da imersão 2.9.2(2}. 
2.10. UM TEOREMA DE REITERAÇÃO 
Dada uma família de espaços de Banach JE :::: (Ek I k E D) nós 
I 
f: 
i' 
I 
I 
,I 
I 
I 
;: 
' 
I 
~I 
,. 
construímos os espaços [ lE] 0 k 
<811<1. 
Lembremos que 
a seguinte 
k E D, onde 
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O< e < 
00 
e a configuração e 
l -------------·------, (1,1) 
S
2
o -----+-------~ 
' ' 1 Soa 
' 
e' o e ' 1 
en 
1 
Estes espaços formam uma familia de espaços de Banach imer 
sos, por exemplo, em L lE. 
Denotaremos a família de espaços 
JE ~ (En , k E O) • 
"k 
k E D por lE, i.é: 
Portanto, nós podemos construir os espaços [m] A, O< A= 
2.10.1. LEMA. o espaço [JE] 8 onde sj; (1- Àj)e~ + ;,ie~ es 
tá imerso em [ JE] A com constante de imersão menor ou igual a 1. 
DEMONSTRAÇÃO. Seja x E [JE] 5 -e tomemos urna função- f E H(lE) 
com f{S) = x. Considere agora a função 
(1 -
Então, 
(l) 
e 
g(k + itl = f(Bk + i(B11 -e )t) = 00 
= f(e 1 + i(e 11 - e 1Jt 1 kl o , 
A função ft(z} = 
do t fixo e como 
f(z + i(8 11 -
ft(Gk) = g(k 
8 )t) pertence a 
00 
+ it) temos que: 
(2) 
e 
( 3) 
g(k + itl " Ee 
k 
k " D 
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H ( lE) para to 
Veremos agora que g E H (JE). Como g : s 2 -+ ElE é analíti 
o -ca em 5 2 , contlnua e limitada em Sz então para todo funcional 
linear contínuo definido em l:IE ternos que L(g(z)) é contínuo e 
o 
limitado em s 2 , analítico em Sz e portanto representável como 
a integral de Poisson de seus valores na fronteira 
F = { z " s 2 I z = k + i t, k " D J. 
reduzida 
Agora, seja Pk(k E D) o k-núcleo de Poisson para a faixa 
S 2 e consideremos a função 
h(z) = L f g(k + it)Pk(z,t)dt. 
kEO JRZ 
De (2) e (3) temos que h 
da. 
s 2 -+ ElE é :ElE continua e limita-
I 
I. 
r 
I 
I 
i 
f 
I' 
' I 
Agora, para todo L E (:EJE) • temos 
L(h(z)) ~ L 
kED 
( L(g(k + it))Pk(z,t)dt. JJRz 
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Como L(g(z)) é representável corno a integral de Poisson 
de seus valores na fronteira reduzida obtemos que L(h(z)) ~ 
= L(g(z)) para todo L E {LJE) 1 • Portanto h(z) = g(z) acarretan 
do que g e LJE contínua e limitada. 
Agora, da continuidade da função g em LJE segue que a 
função ..p definida pela expressão 
<P ( z) 
é analítica (na norma de LJE) em D1 x D2 onde Dj j=l,2,é 
o disco aberto limitado pela circunferência cj e cj está con 
tido no interior da faixa unitária s 1 . 
o 
Desde que L(g(z)) é analítica em s 2 obtemos para todo 
L E (:ElE) 1 que: 
L(g(z) - <P(z)) ~ L(g(z)) - L(<P(Z)) ~ 
-L(g(z))- 1 
(2rri) 2 
e portanto g(z} = ~(z) para todo 
li ti c a em D 1 x D2 e portanto g 
de ~JE). 
z E D 1 x 0 2 , ou seja, g e ana 
o 
é analítica em S2 (na norma 
(\ Assim, g E H (JE) e de (1-) e (3) temos que 
"O 
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rnax 
kEO 
sup {llg(k+it)IIE ) 
tEJR2 e 
< llfiiH(JE). 
k 
Tomando o Ínfimo sobre todas as funções f tal que f (S) = x 1~e 
remos 
llxii[JE] 
s 
Obtemos assim que: 
( 4) 
1 
onde o simbolo c significa que a constante de imersão e menor 
ou igual a l. O lema fica então demonstrado. 
Estamos agora interessados nas condiçÕes sob as quais tE~­
nhamos a inclusão contraria em (4). Para isto estudaremos o pro-
blema da imersão dos espaços duais dos espaços considerados nes 
te lema. Entretanto se o espaço [ 1E] 5 não é denso em [ JE ]A e~ 
tão o espaços duais nao estão imersos. Então assmniremos a hipó-
tese adicional que nJE 
no espaço niE. 
é denso nos espaços Ek , k E o e também 
Pela Proposição 2. 6. 3, o espaço n JE é denso em 
portanto nJE e [ JE] 5 estão densamente imersos em 
e 
Temos então n JE c [JE ] 5 c [E ]A ~m inersões densas e então os 
duais dos espaÇos considerados estão imersos em (nJE) 1 == LJE'. 
2.10.2. LEMA. Se nJE 
os espaços ( [ JE ] S) ' e 
é denso em Ek , k E o, e em nJE entã.o 
( r JE 1 A) I coincidem ,quando .E é iterativa .. 
DEMONSTRAÇÃo~ A imersão 2.10.1(4) lmplica a imersão 
1 [JE]' c 
A r JE];,. 
Agora, pelo Teorema 2.9.4, o espaço [ lE J ' A 
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coincide, iso-
metricamente, com [ jE' ] 11 onde o símbolo rV - significa o com-
pletamento relativo a (nJE)' = :EJE ', ou seja: 
......,_ 
I ll IIEJ' =IIE'] A A 
Como nn:: e denso em [ JE] A então pelo Teorema O. 3. 6, temos que 
I 2 l [JE]'= [JE]' A A 
onde ~ significa o 
mos também [ lE"] A c 
completamente 
LJE' c :ElE' 
relativo a ( nJE)' = :EJE' • Te-
e usando (1) e {2) teremos p~ 
lo Corolário 0.2.7 que 
I 3 l [ lE J ' A 
Pelo Lema 2.10.1, temos: 
14) 
1 
[JE'] c 
s [[IE'le k 
Ainda mais, do Teorema 2.9.4, obtemos 
[JE'le 
k 
1 
c [ lE' J e k 
e de (4) temos que: 
(5) I lE' J s 
1 
CJ[lEJé 
k 
1 k E D] A = [ lE ' J A 
Tornando o completamento relativo a :EIE' em (5) obtemos 
r-'" 
I JE' 'J s 
1 
c 
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e usando o Teorema 2.9.4 e a igualdade (3) temos 
1 
[IE]' C [IE]' 
S A 
Como a imersão contrária foi obtida no início desta demonstraçã.o 
o lema fica então provado. 
2.10.3. TEOREMA. Se niE e denso em Ek , k E o, e em nE, en-
tão os espaços I IE ] S onde sj = (1 À j) e + Àj8j e I E] A o 1 ' 
(0 < A < 1) ·coincidem isometricamente quando lE e iterativa. 
DEMONSTRAÇÃO. Como [ IE]' = [ 1E]' isometricamente, temos, pa.ra S A 
x E [IE] 8 ; que 11 x 11 S = li x 11 A • Com efeito' 
llx 11 A sup { I Tx I , T E [ IE J À , 
e 
= sup { I Gx I , G E [ IE J S ' 
onde G = T I I IE ] 
s 
li Til 
I IE J ' A 
11 G li I IE I , 
s 
1} 
1} 
Logo, em [ IE 1 8 as normas Jl • li S e 11 • 1111. são iguais e como [ JEI8 
é denso em [JE]il. temos que estes dois espaços coincidem. 
2.11. CONEXÃO COM A TEORIA DAS ESCALAS 
2.11.1. Consideremos agora uma família iterativa de espaços de 
Banach E "" {Ek , k E 0) tal que se k > k' então Ek está nor-
malmente j,_merso em Ek', isto é, Ek é denso em Ek, e a constan 
te de imersão não excede 1. 
Neste caso e L.IE = E 00 
isometricamente._ 
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Consideremos, para O< 8 = (e 1,e 2) ~ 1, os espaços 
[:!E] ~E ~ {x E E 1 x ~ f(B), f E H(:IE)l. e e oo 
Pelo princípio do módulo máximo para a faixa 5 2 obtemos, 
para f E H(lE), que: 
11 f(z)IIE 
00 
ou seja 
( l) 
< 
< 
max 
kE O 
max 
kE 0 
sup 11 f (k 
tE JR2 
+ it) 11 E 
sup 11 f (k + 
tE IR2 
llf(z)IIE < llfiiH(:IE) 
00 
00 
E~ ~ I :IE] ~ está normalmente imerso em E = [ JE] a a 
Seja x E [ lE] 8 . Entao existe urna função f E H{JE) tal que 
llfiiH(JE) < 
Consideremos a função 
~f(l-~1 
l - (ll 
o 
e f(~) ~ x. 
' 
z2 + 
Esta função é holomorfa em 5 2 e continua em s 2 . Ainda mais, de 
(1) obtemos 
IIO(it 1 ,it2)11E 
00 
< 
< llfiiH(JE) 
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onde À 1 ~ (S 1 - o 1)/(l- o 1) e À2 ~ (S 2 - a 2 )/(l- o 2 ) o Tam-
bém 
ll.(l+it 1,l+it2 )11E 
1 1 
< HfiiH(lE) o 
Agora, 
e para cada t fixo, a função 
pertence a H(E) e h{O,l) = •(it 1 , 1 + it2). Assim 
e como {)JE = E11 é denso em Ek, k E D 
[ JE] o 1 = E o 1. Ainda mais 
temos pelo § 2. 7, que 
< llfiiH(lE) 
Analogamente < llfiiH(JE) o 
Ainda mais ~(a) = f(B) = x e portanto xE[JE] e 
" 
< llfiiH(JE) < llxii[JE] 
s 
+ E o 
Como E e arbitrário temos 
< 
e desde que 
espaço E B 
E1 é denso em todos os espaços 
está normalmente imerso em E 
I lE J 
a 
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seque que o 
Lembremos que os espaços [ JE 1 k , k E O, coincidem com os 
espaços Ek pois nJE = E 11 e denso em Ek 1 k E D. 
Agora, para x E E 1 temos, pelo Teorema 2.4.8, aplicado a 
função f(z) = x que 
( 2) llxll 1 lE] < a 
(l-a 1 ) (l-a 2 ) 
11 X 11 E 
o o 
Pelo Teorema 2.10.3, o espaço [ JE] 8 coincide 
com [JE]A A= (Ã 1 ,Ã 2), onde 
JE~{[lE] ,kED} 
"k 
e 
isometricarnente 
Aplicando (2) para [ JE] , k E o, teremos para 
"k 
X E E 
"11 
que 
(l-Ã1) (l-A2) (l-A1) A2 \"1(1-PJ A1A2 
~ 11 xll 
[ lE ) 
~llxiiE llxiiE llxiiE llxiiE 
A 
a 00 ao1 a1o a11 
X 
Então os espaços {[JE] ' 
a 
o < a < 1} formam uma escala 
normal relativa ao esqueleto E~ I k E O) • 
OBSERVAÇÃO. Os espaços 
uma escala normal. Pelo 
[lEk_,kED)a 
§ 2. 7, temos que 
~ [JE' l 
a 
[ lE' l 1 
1\ 
" tarnb~m formam 
é o fecho de 
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E~ na norma de E; . Pelo Teorema 2. 9. 4 os espaços [ lE ] ~ co in 
cide com o completamente dos espaços [ JE' 1 a relativo a E i, ou 
o que é o mesmo, relativo ao subespaço [ JE '] 1 de E~. Então a 
família [ JE] ' coincide com a condensaçâo da escala normal [E'] 
a a 
(veja §1.5). Das Proposições 1.5.1 a 1.5.5 segue que llf\l[E]' 
a 
e uma função decrescente e "logaritrnicamente convexa" de a (Pro-
posição 1. 5. 5) . Em particular, 11 f 11 [ lE] , é continua em a == (11 1). 
a Veremos agora que 
lirn 
o:-+(l.f) 
= llxll (x E E 11 ) 
EDl 
Com efeito, do Corolário 0.3.2(1) temos 
11 X 11 
E01 
sup 
fEE' 
o 
Escolhemos f E E' tal que 
o o 
11 X 11 
E01 
< I f (xl I 
- o 
I f (xl I 
11 f li E' 
1 
I 11 f 11 + s o 
o E' 
1 
Usando a continuidade de li f 
0
11 [ JE] , 
a 
em a = {1,1} temos 
Isto implica que 
< lim 
ci.;. (1,1) 
< llxii[JE] + 2s (/a- 1//<o). 
a 
llxii[JE] 
a 
Pelo Lema 1.4.2 a desigualdade inversa vale e portanto 
lim 
a+(l,l) 
11 X 11 [ ]E J 
a 
= 11 xll 
EOl 
138. 
Logo a escala { [ lE] , O < a < 1} nao e, em geral, urna escala· 
a 
normal contínua. 
2.11.2. APLICAÇÃO. OS ESPAÇOS DE BESSEL NIKOL'SKII OBTIDOS DA 
INTERPOLAÇÃO COMPLEXA DOS ESPAÇOS DE SOBOLEV-NIKOL'SKII 
NÓs lembraremos a definição e algumas propriedades dos es-
paços de Sobolev-Nikol'skii e Bessel-Nikol'skii. Para uma melhor 
explanação ver [14] _ 
2.11.2.1. No que segue nos trabalharemos com funções localmente 
integraveis em IR 2 e as derivadas serão sempre tornadas no senti 
p p 2 ( do fraco. os espaços L = L (lR ) , 1 .:::_ P = Pl ,p2) ::5 ""' sao os 
espaços LP com normas mis·tas de Benedek-Panzone [ l] 
( 2) 
e 1 < P < "'· 
NÓs definimos o espaço de Sobolev-Nikol'skii ~,P por 
se 
Munido da norma 
llfll;yM,P = 
a< M 
IID" fll P 
L 
j = 1,2. 
os espaços sao completos. 
Vamos denotar o espaço das distribuções temperadas por 
s' = s' (JR 2) e a transformada direta e inversa de Fourier de u E S' 
por u = Fu e u = Fu, respectivamente. 
Seja S = (s 1 ,s 2 ) E w2 e segundo Lizorkin-Nikol'skii [251 
vamos considerar o seguinte operador em s': 
I 3 l 
2.11.2.2. 
o operador 
s -J u = F 
2 
TI 
j=1 
s./2 
11 + l·l 2 l J Fu 
PROPOSIÇÃO. Se S = (s 1,s 2 ) > O e 
-s P J e um isomorfismo de L (JR 2) 
DEMONSTRAÇÃO. Ver [14]. 
1-: P = IPuPz) 
em LPIJR2 ). 
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< m 
2.11.2.3. Vamos introduzir agora os espaços de Bessel'Nikol'skii 
(também chamados espaços de potencial) HS,P e estabelecer alg~ 
mas de suas propriedades. 
Seja s = (si,sz) E lR2 e 1 < p = IPl•Pz) < m. NÓs de fi-
nimos HS,P = HS'P(IR2 como o espaço de todos os elementos·. u E s' 
tais que Jsu E Lp. 
Ainda mais, com a norma 
I 1) 11 u 11 s p 
H ' 
o espaço vetorial HS,P e um espaço de Banach. 
2.11.2.4. PROPOSIÇÃO. Se 1 1 2 2 81 = (sl,sz) < Sz = (sl,sz) temos 
(1) 
DEMONSTRAÇÃO. Ver [14]. 
2.11.2.5. INTERPOLAÇÃO DOS ESPAÇOS DE BESSEL-NIKOL'SKII. 
li 
Nós agora determinaremos os espaços de interpolação entre 
quatro espaços de Bessel-Nikol'skii pelo método complexo. 
2.11.2.6. PROPOSIÇÃO. Sejam 
l l 
1 < p 
o 
o o 
so == (sl,sz), sl == (sl,s2) em 
kl k2 
= (s , s ) , k = (kl ,k2) .,E __ D, Então, se 
mos: 
( 1) 
o < e = 
onde S = (sl,s 2) e P = (pl,p 2 ) sao definidos por 
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te 
s. = (1-
J 
o l 
e.)s.+e.s. 
J J J J 
e 
l e. I p. 
J J 
, j==l,2. 
DEMONSTRAÇÃO. Ver [14]. 
Desde que _ M,P 
- w- ' para M E JN2, teremos então o se-
guinte corolário: 
2.11.2.7. Nas condições da proposição anterior com s = M E JN2 o o 
e sl = Ml E JN2 · _temos: 
( 1) ~'pk k DJe HS,P [ w ' E = 
onde s = (sl,s2) e p = (pl ,pz) sao definidos por 
o l e.)/po+ l S. = (1-e.)m. + 8 .m. e 1/pj = (1 - 6/'Pj ' j = 1,2. J J J J J J J 
OBSERVAÇÃO. Deste modo fica então caracterizado os espaços de 
Bessel-Nikol'skii como espaços de interpolação complexa 
quatro espaços de Sobolev-Nikol'skii. 
Pelo que vimos no § 2. 7, temos que para e= k 
entre 
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pois para P fixo ternos que se M1 > Mz, com iner 
são densa já que as funções infinitamente deriváveis de decresci 
menta rápido é denso em qualquer :espaço ~~ P. 
Ainda mais, pelo que vimos em § 2 .11, os espaços HS 'P, p 
fixo, M < S < M 1 , é uma escala normal relativa ao esqueleto o- -
~,P 
W ~ (W ,k E D ) • 
2.12. ESCALA ANALÍTICA DE ESPAÇOS 
Seja E um espaço vetorial normado e T(z} : E-+ E, z = 
= (z 1 ,z 2 ), uma família de operadores lineares satisfazendo as se 
guintes condições: 
1. Para cada x E E a função T(z)x é uma função intei-
ra da variável complexa z = (zl,Z2). 
2. A função 11 T(z)x I~ 
< B • 
o 
3. T(O)x ~ x. 
e limitada em toda faixa a < Re (z) < 
o-
(6 1 ,(3 2 ) temos 
sup IIT(o + it)T(B + iy)xiiE < 
t,yEJR2 
sup IIT(a + B + io)xiiE 
o E JR2 
T(Zl + Az 1 ,z 2}x- T(zl,Zz)X 
5. T(iy) 
ÓZJ 
converge (em E) p~ 
r a T (iy) [T(z)x] quando /J.z 1 -+ O uniformemente em y. 
A mesma condição vale para a variável z2. 
A condição 5, segue da condição 1, se os operadores T{iy) 
sao uniformemente limitados em norma. 
A função 
llxll 
a 
a sup DT(a + it)xiiE 
t EJR2 
e uma norma em E. 
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x E E 
Basta mostrar que 11 x lia = O "* x = O pois as outras condi-
çoes são imediatas. 
Para a = O segue da condição 3, que 11 X li a O * X a O. 
o 
Se a f O e 
r a todo t. Assim 
llxlla a O segue que IIT(a + it)xiiE a O pa-
Para cada t 2 a função T(al + it 1 , a 2 + it2)x é analÍtica em 
e T(a 1 + it 1 ,z 2 )x·= O para todo t 1 • Como os 
zeros de uma função analitica de uma variável complexa são isol~ 
T(O,z 2 )x =O. 
T(O,O)x a O 
para todo z 1. 
O mesmo argumento na variável z 2 
e da condição 3, temos que x = O. 
Em particular 
nos mostra que 
'i 
Agora, comple~amos os espaços (E, 11 • 11 ) e obtemos assim 
a 
uma família de espaços de Banach E , - co < a < + co, chamada "es 
a 
cala" anal.i ti C a de espaços com base E. 
Pelo teorema das 3 retas para a função lagar i tmicarnente sub 
harmonica 11 j) ( z)xll E ( [ 7] pg. 521) temos que a função llx 11 
a 
logari tmicamente convexa de-- -o.-- e portanto para 
< B11 ~ 0.11 teremos que 
u(k) 
( 1) < TI 11 xiiE 
kED Sk 
0'. < s < y 
00 - 00 
e 
< 
onde :!: u(k) ~ l 
kED 
e 
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como na definição l.l.l. 
Se 1 ainda mais 1 11 x 11 E (x E E) e uma função crescente de 
a 
a então 1 de (1) segue que a condição ll) da propriedade 1.2.4 é 
satisfeita e a "escala" analítica é uma escala normal continua em 
qualquer quadrado pivoteado por a 
o 
e ~ . 
o 
A condição 4, pode ser escrita na seguinte forma: 
( 2) IIT(~ + iy) xiiE 
a 
< 11 X 11 D • 
a+" 
Finalmente, da condição 3, segue que 
( 3) 11 xll E II.T(O) X IIE < 
2.12.1. TEOREMA. Seja E urna escala analítica de base 
" que se k > k' então Ek está normalmente imerso em Ek' , 
M tal 
k E o, 
e seja E (Ek 1 k E 0). Então os espaços [ IE ] construidos da o 
família IE coincidem isometricamente com E o para o < 
" 
~ 
(a.l,a.2} < l. ;; 
DEMONSTRAÇÃO. Seja x EM. Pela condição 5, o funcional linear 
T (z) x é analítico na norma de E0 e portanto a função 
= T(a.- z)x é analítica na norma de E0 . 
Agora, da condição 4, ternos 
llf(z)IIE 
o 
11 T (o - z)xll E 
o 
sup 
tE m2 
IIT(it)T(a- z)xiiM 
< sup IIT(a- Rez +iy)xiiM 
y e m2 
< max { 11 X 11 E , 
o-1 
llx 11 R a- e z < 
f (z) ~ 
< 
\ ,, 
! __ 1 
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para O < Rez < 1 e assim 11 f(z)IIE é limitada em s2 . 
o 
Ainda mais, de 2.12(2) segue que na fronteira reduzida de 
S 2 temos: 
11 f (k + it)"E = "T(a - k -
k 
it)xiiE < 
k 
Finalmente, da condição 3, temos que f{a) = x. Consequen-
ternente, 
( l) xE[JE] 
• 
e 
" X 11 [ JE ] < (x E M) . 
• 
Provaremos agora a desigualdade inversa: 
1 
[JE] c E 
• • 
(x E M) • 
Em virtude da Observação 2.6.2 e da prova da Obsêrvação 
2.6.4, segue que para x E M nós podemos construir uma 
f E 'H (IE) com valores em M assim definida: 
N 
função 
f(z) = L an(z}xn tal que an E H(~), xn EM, f(a) = x e 
l 
( 2) llf"H(JE) < "X"[JE] +o. 
• 
Consideremos a função 
h(z 1 ,z 2 ) = h(z) = T(z + iy)f(z), onde 
o 
Esta função é analítica em s 2 , continua e limitada em Sz 
na norma de E Ainda mais, de 2.12(2) ternos: 
o 
llh(k + is)IIE 
o 
< sup IIT(k + it)f(k + 
t,s 
is) 11 E 
o 
< 
< sup li f (k + is) 11 E < 11 f 11 H ( lE) 
5 k 
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(k E D) • 
Pelo principio do módulo máximo para a faixa S2 ternos em 
virtude de (2) que 
llh(a)IIE ~ IIT(a + 
o 
iy)f(a)IIE ~ IIT(a + 
o 
Finalmente, de 2.12{3) temos 
iy)xll E 
o 
< llxll[lE] 
a 
= sup IIT(a + iy}xiiM < 
y 
sup IIT(a + 
y 
iy)xll E 
o 
< llxll[lE] 
Da arbitrariedade de E. e usando { 1) segue que 
~ llxll[lE] 
• 
para X E M. 
+ E • 
+ E. 
a 
Como, por construção, 
e pelo Teorema 2.6.3 
fica demonstrado. 
(M, 11 • 11 ) é denso 
a 
é denso também em 
em todos os espaços E
0 
[ lE] então o teorema 
a 
Do Teorema 2.5. e, do Teorema 2.10.3, nos obtemos o se-
guinte teorema 
2.12. 2. TEOREMA. .Sejam E
0 
e F 6 duas escalas analíticas co-
nectando as famílias :E ~ (Ek , k E 0) e lF ~ (Fk , k E D) respec:: 
ti vamente, tais que se k > k' então Ek (Fk) está normalmente 
imerso em Ek' 
a propriedade 
(Fs, (O,o} < .s < 
(Fk 1 ). Então a família (Ea,(O,O) ..::_a_::: (l,l))tem 
de .interpolação forte em relação a família 
·(1,1)), quando lE e JF sao iterativas. 
' 
EXEMPLO. Seja M o conjunto das f-unções continuas em [ o' l] X 
x [O, l] que se anulam numa vizinhança de zero (a vizinhança p::de 
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variar com a função) . Consideraremos M com a norma de 
e, (ver [ 1] ) , 
p 
L , isto 
' 
l/p2 
Sobre este conjunto definimos uma família de operadores T(z 1 ,z2 ) 
por 
-zl -z2 
T(z 1 ,z 2 )f(t 1 ,t2) ~ t, t2 f(t,,t 2 ). 
As condiçÕes 1, 2, 3, e 4 do § 2.12 sao imediatas. A condição 
5, segue do fato que os operadores T(iy 1,iy2 ) são uniformemente 
limitados em norma. 
Como já vimos, a função 
11 f 11 ~ 
a 
sup 11 Tio + iT)fll 11 , L E JR2 
f E M, o 
-e uma norma em M • 
O completamente dos espaços 
li tica que denotaremos por L; T 
IM, 11 • 11 -sera uma escala ana 
o 
-oo<o:<ro,e 
((( -o 1 -o2 P1 P2fP1 l/P2 lt, t2 fltl I dt, l dt2l . llfll 
L" p o o 
Assim, pelo Teorema 2.12.1, segue que os espaços 
podem ser obtidos pelo método complexo dos espaços 
o 
Lp ' o < o 
k 
LP' k E 
< 1. 
D. 
o < B então 11 f 11 < 
L" 
e portanto Ainda mais, se 11 f 11 B 
p r.p 
pelo que vimos no § 2.12, esta escala é urna escala normal contí-
nua em qualquer quadrado pivoteado por 
" o 
e Assim as 
14 7 
analíticas 
a a 
escalas LPJ e LPz ' o < a < 1, 1 < P 1 ,P2 < 
00 co 
nectam, respectivamente, famílias k k E D) as E = (LP 1 , e 
k k E O) • Então, pelo 2.12. 2, famÍlia JF = (Lp2' Teorema a 
(L;
1
, O< a< 1) tem a propriedade de interpolação forte em rela 
çao a família 
em 
mais 
onde 
;_; 
" (LP 2 , O~ a~ 1), ou seja todo operador limitado de 
e um operador limitado de 
< 
a (k) = 
TI 
kED 
[11-k.)+(-
J 
r;] em a ~2 e, ainda 
J a (k) 
1-k, 
1) Jaj]. 
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