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Abstract
Asymptotic behavior of the one-dimensional Brownian motion in general random envi-
ronments has been investigated by many researchers. However, many of the methods used
in the argument are available only for the one-dimensional case. In this paper the multi-
dimensional case of the problem is considered, and we obtain some sufficient conditions for
recurrence of the multi-dimensional Brownian motion in random environments. By using
the sufficient conditions we show that the recurrence of the Brownian motion in Gaussian
environments under some conditions on the correlation functions.
2010 AMS Classification Numbers: 60K37, 60J60, 60G60.
Key words: diffusion process, random environment, recurrence, Gaussian field, fractional
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1 Introduction
It is well-known that the d-dimensional Brownian motion, is recurrent if d = 1 or 2, and transient
if d ≥ 3. More generally, we have many criterions for the recurrence and transience of diffusion
processes, and whether diffusion processes are recurrent or transient depends on their generators
(see [6], Section 3 and 4 of Chapter IV in [7], Section 1.6 in [4], etc.). In this paper, we consider
sufficient conditions for the recurrence of the Brownian motion in random environments.
The Brownian motion in random environments is formulated as follows. Let W be a random
Borel measurable function on Rd and consider the following generator
1
2
(△−∇W · ∇) . (1.1)
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Symbolically, the diffusion process XW associated with this generator is the solution to the
stochastic differential equation:
dXW (t) = dB(t)− 1
2
(∇W )(XW (t))dt (1.2)
where (B(t)) is the d-dimensional Brownian motion. We call W an environment and XW
the Brownian motion in W . When W is not differentiable, (1.2) is no more than symbolical.
However, since
1
2
(△−∇W · ∇) = 1
2
eW
d∑
k=1
∂
∂xk
(
e−W
∂
∂xk
)
,
we can construct the diffusion process XW associated with (1.1) by a random time-change of
the diffusion process associated with the Dirichlet form:
E (f, g) =
1
2
∫
Rd
(∇f · ∇g) e−W dx. (1.3)
Hence, the existence of the diffusion process XW associated with (1.1) under suitable conditions
on W is guaranteed (see [4]). Our interest is in the recurrence of the diffusion process XW given
by (1.1).
The topic of stochastic processes in random environments was originally given by Solomon
[14]. He introduced the one-dimensional random walk in a random environment and obtained
some asymptotic behavior. In particular, a sufficient condition for the recurrence was obtained.
Later, Sinai [13] obtained another property of asymptotic behavior (so-called localization) of
the one-dimensional random walk in a random environment. Brox [3] formulated the one-
dimensional Brownian motion in a random environment, which is an analogue to a continuous
version of Sinai’s model, and obtained the same asymptotic behavior as Sinai’s result. After
that, Kawazu, Tamura and Tanaka [9] extended Brox’s result to general environments.
We are also interested in asymptotic behaviors of the multi-dimensional Brownian motion
in random environments. The approaches in [3] and [9] are special for one-dimensional diffusion
processes and not available for the multi-dimensional ones (see e.g. [9]). In the multi-dimensional
case there are a few results. Tanaka [16] considered the multi-dimensional Brownian motion in
the environment which is Le´vy’s multi-dimensional Brownian motion, and showed the recurrence
of the process. The case of the multi-dimensional Brownian motion in the environment generated
by independent reflected Brownian motions is concerned in [15]. Some asymptotic behavior
different from the recurrence of the multi-dimensional Brownian motion in some environments
are obtained in [10] and [11].
In this paper, we consider more general environments and extend the results of multi-
dimensional cases. First, we consider some sufficient conditions for the recurrence of the Brow-
nian motion in a general environment W . We use the generalized version of Ichihara’s criterion.
Ichihara’s criterion enables us to obtain the recurrence by checking conditions on coefficients of
generators (see [6]). Since we are interested in the case that W is not smooth, we apply the
generalized version of Ichihara’s criterion given by the argument of Dirichlet forms (Theorem
1.6.7 in [4]). By using it, we obtain some criterions for the recurrence of the Brownian motion
in general environments.
Second, we consider the Brownian motion in Gaussian environments and some sufficient
conditions for the recurrence of the Brownian motion. Since Gaussian fields are well-investigated,
it is possible to give clear sufficient conditions for the recurrence. We show that two conditions
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on correlation functions imply the recurrence. One of them is for the property that uniformly
positive environments on the disk-type region appear with positive probability. To obtain the
positivity of the probability, we extend Tanaka’s argument in [16] to abstract Wiener spaces.
For the extension, we study the relation between the behavior of Gaussian fields and Cameron-
Martin spaces. The other one is for the ergodicity of the environment. This part goes with
the same argument in [16]. This criterion is applicable to the Brownian motion on fractional
Brownian fields. We give it as an example of an application of our result.
This paper is constructed as follows. In Section 2 some abstract sufficient conditions for
the recurrence of the Brownian motion in a general environment W , and in Section 3 the
case of Gaussian environments are considered. In Section 4 we consider the case that the
environments are fractional Brownian fields. Applying the criterion obtained in Section 3, we
show the recurrence of the Brownian motion on fractional Brownian fields.
2 Recurrence of the Brownian motion in general environments
First we consider the Brownian motion in a non-random environment. Later, we will randomize
environments. Let W be a locally bounded and measurable function on Rd, and let W (0) = 0.
Consider the diffusion process XW with initial value X(0) given by the generator:
1
2
(∆−∇W · ∇) = 1
2
eW
d∑
k=1
∂
∂xk
(
e−W
∂
∂xk
)
. (2.1)
As mentioned in Introduction, (2.1) is a symbolic representation when W is not differentiable.
To define XW , we consider another diffusion process YW with initial value X(0) generated by
the Dirichlet form
E (f, g) =
1
2
∫
Rd
(∇f · ∇g) e−W dx, f, g ∈ D
where
D :=
{
f ∈ L2(e−W dx);
∫
Rd
|∇f |2e−W dx <∞
}
.
For the existence and the uniqueness of YW , see Chapter 7 in [4]. The generator of YW is
symbolically given by
1
2
d∑
k=1
∂
∂xk
(
e−W
∂
∂xk
)
. (2.2)
We set
τt :=
∫ t
0
exp {−W (YW (s))} ds and At := τ−1t .
We construct XW by the time changed process
XW (t) := YW (At).
Then, the generator of XW is symbolically given by (2.1). We remark that; whenW is Lipschitz
continuous, the representation of the generators above will be not only symbolic, but also rigor-
ous. Thus, we define the diffusion process XW associated to (2.1). Since τt is strictly increasing
and limt→∞ τt = ∞ almost surely, the recurrent and transient property of XW coincides with
that of YW . Hence, we study the behavior of the process YW generated by (2.2) instead of XW
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generated by (2.1). We remark that the recurrent and transient property of YW is independent
of initial value X(0), because of the Markov property of YW .
Fix d ∈ N \ {1} and r > 1. Let En be the set {x ∈ Rd : |x| < rn} for n ∈ Z, or
{x ∈ Rd : |xi| < rn, for i = 1, 2, . . . , d} for n ∈ Z. We denote En \ En−1 by Dn for n ∈ Z.
Lemma 2.1. If there exists a constant c ∈ R such that
inf
x∈Dn
W (x) ≥ n(d− 2) log r − c (2.3)
holds for infinitely many n ∈ N, then XW is recurrent.
Proof. Since {x ∈ Rd : |x| < rn} and {x ∈ Rd : |xi| < rn, for i = 1, 2, . . . , d} are homeomorphic,
it is sufficient to consider only the case that En is the set {x ∈ Rd : |x| < rn}. As mentioned
above, we check the recurrence of YW instead of XW . By Theorem 1.6.7 in [4], it is sufficient to
show that ∫ ∞
1
{∫
Sd−1
e−W (sθ)dθ
}−1
s−d+1ds =∞ (2.4)
almost surely where Sd−1 is the surface of the d-dimensional unit ball centered at the origin
and dθ is the volume measure on Sd−1. Let A be the set of n ∈ N which satisfies (2.3), pid the
surface area of Sd−1. Let d 6= 2. Since the case that d = 2 can be discuss similarly, we omit the
proof of the case. By changing variables we have
(the left hand side of (2.4)) =
∞∑
n=0
∫ r
1
{∫
Sd−1
e−W (r
nsθ)dθ
}−1
(rns)−d+1rnds
≥ pi−1d
∑
n∈A
∫ r
1
en(d−2) log r−c(rns)−d+1rnds
=
pi−1d e
−c
−d+ 2
∑
n∈A
(
r−d+2 − 1
)
.
The assumption implies the last term is infinite.
Next, we randomize the environments. Let (Ω,F , P ) be a probability space andW a C(Rd)-
valued Borel measurable random variable where the topology of C(Rd) is equipped with locally
uniform convergence such thatW (0) = 0 almost surely. Let B(C(Rd)) be the total family of the
Borel measurable sets in C(Rd). For each W we define the Markov system {(XW (t)), P xW , x ∈
Rd} given by the generator (2.1).
We assume that there exist r > 1 and α > 0 such that the law of TW equals to that of
W where T is a mapping from Borel measurable functions on Rd to themselves defined by
Tf(x) := r−αf(rx). Then, T is a measure preserving transformation. We call such a W with
a measure preserving transformation T a semi-selfsimilar random environment. Define Dn as
above, and let Tn := T
n for n ∈ Z.
Theorem 2.2. If T is weakly mixing, i.e.
lim
n→∞
1
n
n−1∑
k=0
|P (W ∈ (TkA) ∩B)− P (W ∈ A)P (W ∈ B)| = 0, A,B ∈ B(C(Rd)),
4
and if there exists a positive constant a such that
P
(
inf
x∈D1
W (x) ≥ a
)
> 0,
then XW is recurrent for almost all environments W .
Proof. It is sufficient to show that W satisfies (2.3) almost surely. Since T is weakly mixing, so
is ergodic (see Theorem 1.17 in [17]). By Theorem 1.5 in [17] we have
P
(
∞⋃
n=0
{TnW ∈ A}
)
= 1 for A ∈ B(C(Rd)) such that P (W ∈ A) > 0.
Thus, by choosing A as {f ∈ C(Rd); infx∈D1 f ≥ a}, we have
P
(
∞⋂
N=0
∞⋃
n=N
{ inf
x∈D1
TnW (x) ≥ a}
)
= 1.
Hence, {infx∈D1 TnW (x) ≥ a} occurs infinitely many times almost surely. This means that
{infx∈Dn W (x) ≥ arαn} occurs infinitely many times almost surely. Therefore, W satisfies (2.3)
almost surely.
Next we consider a more specific case: the case of selfsimilar random environments. We
assume that there exists α > 0 such that the law of TtW equals to that of W for all t ∈
R where Tt is a mapping from Borel measurable functions on R
d to themselves defined by
Ttf(x) := 2
−αtf(2tx) for t ∈ R. Then {Tt; t ∈ R} is a one-parameter family of measure
preserving transformations. We call such aW with a one-parameter family of measure preserving
transformations {Tt; t ∈ R} a selfsimilar random environment.
Theorem 2.3. If {Tt; t ∈ R} is weakly mixing, i.e.
lim
n→∞
1
t
∫ t
0
|P (W ∈ (TtA) ∩B)− P (W ∈ A)P (W ∈ B)| = 0, A,B ∈ B(C(Rd)),
and if there exists a positive constant a such that
P
(
inf
x∈Sd−1
W (x) ≥ a
)
> 0, (2.5)
then XW is recurrent for almost all environments W .
Proof. By Theorem 1.6.7 in [4], it is sufficient to show that
∫ ∞
1
{∫
Sd−1
e−W (sθ)dθ
}−1
s−d+1ds =∞ (2.6)
almost surely. Let M(t) := infx∈Sd−1(TtW )(x). Then,∫ ∞
1
{∫
Sd−1
e−W (sθ)dθ
}−1
s−d+1ds = (log 2)
∫ ∞
0
2(2−d)s
{∫
Sd−1
e−2
αs(TsW )(θ)dθ
}−1
ds
≥ pi−1d (log 2)
∫ ∞
0
2(2−d)s exp{2αsM(s)}ds
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≥ pi−1d (log 2)
∫ ∞
t0
I(a,∞)(M(s))ds (2.7)
where t0 := inf{t > 0; 2αta+ (2− d)t(log 2) > 0}. It holds that t0 <∞, since a > 0 and α > 0.
The fact that weakly mixing yields ergodicity is also true for one-parameter families of measure
preserving transformations (see Section 8 of in [1] and the remark on pages 22-23 in [5]). Hence,
we have
lim
t→∞
1
t
∫ t
0
I(a,∞)(M(s))ds = E
[
I(a,∞)(M(0))
]
= P
(
inf
x∈Sd−1
W (x) ≥ a
)
.
This equality and (2.5) imply ∫ ∞
0
I(a,∞)(M(s))ds =∞.
Therefore, (2.7) yields (2.6).
3 Recurrence of the Brownian motion in Gaussian environments
When W is a Gaussian field, the sufficient condition for the recurrence can be simplified. Let W
be a Gaussian field on Rd i.e. (W (x);x ∈ Rd) is a family of random variables such that the Rn-
valued random variable (W (x1),W (x2), . . . ,W (xn)) has an n-dimensional Gaussian distribution
for all n ∈ N and x1, x2, . . . , xn ∈ Rd. We assume that W is continuous on Rd almost surely,
W (0) = 0 almost surely, and that E[W (x)] = 0 for x ∈ Rd. Let K(x, y) := E[W (x)W (y)] for
x, y ∈ Rd. Define {Dn;n ∈ Z} as in Section 2.
First, we prepare the following lemma.
Lemma 3.1. If there exists a positive constant ε such that
inf
x∈D1
∫
D1
K(x, y)dy ≥ ε,
then for all a ∈ R
P
(
inf
x∈D1
W (x) ≥ a
)
> 0.
Proof. It is sufficient to show the assertion for a > 0. Define a random function W˜ on D1 by
W˜ (x) := W (x) for x ∈ D1, which is the restriction of W on D1. Then, W˜ can be regarded as an
L2(D1, dx)-valued random variable, where dx is the d-dimensional Lebesgue measure. Define a
linear operator A from L2(D1, dx) to L
2(D1, dx) by
Af(x) :=
∫
D1
K(x, y)f(y)dy, x ∈ Rd.
It is known that A is bounded and non-negative definite, and it holds that∫
ei〈f,W 〉dP = e−
1
2
〈Af,f〉, f ∈ L2(D1, dx).
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Hence, the image of the linear operator
√
A is the Cameron-Martin space H of the law of W˜ .
We remark that H ⊂ Cb(D1), because W˜ is continuous almost surely. For f ∈ H and δ > 0 we
define
B(f, δ) :=
{
g ∈ Cb(D1); sup
x∈D1
|f(x)− g(x)| < δ
}
.
Fix f ∈ H and δ > 0. Now we assume that P (W˜ ∈ B(f, δ)) = 0, and we will obtain a
contradiction. Since P ◦ W˜−1 is absolutely continuous with respect to that with shifts for the
direction h ∈ H (see e.g. Theorem 1.3 in [12]), we have
P

W˜ ∈ ⋃
g∈H
B(g, δ)

 = 0. (3.1)
On the other hand, in view of Theorem 3.6.1 in [2], the completion H
‖·‖Cb(D1) of H with respect
to ‖ · ‖Cb(D1) coincides with the topological support of P ◦ W˜−1, i.e.
P
(
W˜ ∈ H‖·‖Cb(D1)
)
= 1.
This contradicts (3.1). Thus, we have
P (W˜ ∈ B(f, δ)) > 0 for all f ∈ H and δ > 0. (3.2)
Since 1 ∈ L2(D1, dx), we have A1 ∈ H. By the assumption we have
(A1)(x) =
∫
D1
K(x, y)dy ≥ ε, x ∈ D1.
Hence, by (3.2) we obtain
P
(
inf
x∈D1
W (x) ≥ a
)
≥ P
(
W ∈ B
(
a+ 1
ε
A1, 1
))
> 0.
By a similar argument to the proof of Lemma 3.1, we have the following corollary.
Corollary 3.2. If there exists a positive constant ε such that
inf
x∈Sd−1
∫
Sd−1
K(x, y)dy ≥ ε,
then for all a ∈ R
P
(
inf
x∈Sd−1
W (x) ≥ a
)
> 0.
Let r > 1 and α > 0, and define a mapping T from Borel measurable functions on Rd
to themselves by Tf(x) := r−αf(rx). We define a transformation Tn as in Section 2. Now
we consider the sufficient condition for Tn to be strongly mixing with respect to the measures
associated with semi-selfsimilar Gaussian environments.
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Lemma 3.3. Suppose that the law of TnW equals to that of W for all n and that
lim
n→∞
r−αn sup
x,y∈D1
K(rnx, y) = 0,
then the family of the transformations {Tn} is strongly mixing.
Proof. In view of Theorem 1.17 in [17] it is sufficient to prove that for x1, . . . , xN , y1, . . . , yM ∈
Rd, f ∈ Cb(RN ), and g ∈ Cb(RM ),
lim
n→∞
∫
f(W (x1), . . . ,W (xN ))g(T
nW (y1), . . . , T
nW (yM ))dP
=
∫
f(W (x1), . . . ,W (xN ))dP
∫
g(W (y1), . . . ,W (yM ))dP.
We can prove this equality in the same way as in [8].
Let α > 0, and define a mapping Tt from Borel measurable functions on R
d to themselves
by Ttf(x) := 2
−αtf(2tx) for t ∈ R. Then, by a similar argument to the proof of Lemma 3.3 we
have the following corollary.
Corollary 3.4. Suppose that the law of TtW equals to that of W for all t and that
lim
t→∞
2−αt sup
x,y∈Sd−1
K(2tx, y) = 0,
then the family of the transformations {Tt} is strongly mixing.
By combining the results in Section 2 and the results above, we obtain the following criterion
for the recurrence of the Brownian motion in semi-selfsimilar Gaussian environments.
Theorem 3.5. Let W be a Gaussian field on Rd such that W is continuous on Rd almost surely,
W (0) = 0 almost surely, and that E[W (x)] = 0 for x ∈ Rd, and let K(x, y) := E[W (x)W (y)]
for x, y ∈ Rd. Assume that
(i) there exists a positive constant ε such that
inf
x∈D1
∫
D1
K(x, y)dy ≥ ε,
(ii) the law of TnW equals to that of W for all n ∈ Z and that
lim
n→∞
r−αn sup
x,y∈D1
K(rnx, y) = 0.
Then, the diffusion process XW associated with the generator (2.1) is recurrent for almost all
environments W .
Proof. In view of Lemma 3.1, the assumption (i) implies that there exists a positive constant a
satisfying that
P
(
inf
x∈D1
W (x) ≥ a
)
> 0.
On the other hand, in view of Lemma 3.3, the assumption (ii) implies that Tn is a strong mixing
transformation for P ◦W−1. Therefore, by Theorem 2.3 we have the assertion.
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By applying Corollaries 3.2, 3.4, and Theorem 2.3, instead of Lemmas 3.1, 3.3, and The-
orem 2.2 in the proof of Theorem 3.5, we have the following theorem for selfsimilar Gaussian
environments.
Theorem 3.6. Let W be a Gaussian field on Rd such that W is continuous on Rd almost surely,
W (0) = 0 almost surely, and that E[W (x)] = 0 for x ∈ Rd, and let K(x, y) := E[W (x)W (y)]
for x, y ∈ Rd. Assume that
(i) there exists a positive constant ε such that
inf
x∈Sd−1
∫
Sd−1
K(x, y)dy ≥ ε,
(ii) the law of TtW equals to that of W for all t ∈ R and that
lim
t→∞
2−αt sup
x,y∈Sd−1
K(2tx, y) = 0.
Then, the diffusion process XW associated with the generator (2.1) is recurrent for almost all
environments W .
4 The Brownian motion on fractional Brownian fields
In this section, we consider the case that environments are fractional Brownian fields. We can
apply Theorem 3.6 to this case, and show the recurrence of the Brownian motion on fractional
Brownian fields.
For given H ∈ (0, 1), letW be a Gaussian random environment which satisfying thatW (0) =
0 almost surely, E[W (x)] = 0 for x ∈ Rd, and the covariance between W (x) and W (y)
K(x, y) :=
1
2
(|x|2H + |y|2H − |x− y|2H) , x, y ∈ Rd.
Note that the law of Gaussian random environments is determined by the mean and the covari-
ance. The random field W is called a fractional Brownian field. When H = 1/2, it is called
Le´vy’s Brownian motion (c.f. [16]). It is easy to see that the environment W is a selfsimilar
random environment with α = H in the sense in Section 2. The parameter H is called the Hurst
parameter.
Now we show the following theorem as an application of Theorem 3.6.
Theorem 4.1. Let W be a fractional Brownian field with the Hurst parameter H ∈ (0, 1).
Then, the process XW given by the generator (2.1) is recurrent for almost all environments W .
Proof. It is sufficient to check the assumptions (i) and (ii) of Theorem 3.6.
First we check the assumption (i) of Theorem 3.6. When d = 1, it is easy to see that the
assumption (i) of Theorem 3.6 holds. Let d ≥ 2. From the rotation invariance of ∫
Sd−1
K(x, y)dy
in x, we have
inf
x∈Sd−1
∫
Sd−1
K(x, y)dy = cd
∫ pi
−pi
K(e1, vθ)dθ, (4.1)
where e1 = (1, 0, 0, . . . , 0) ∈ Rd, vθ = (cos θ, sin θ, 0, . . . , 0) ∈ Rd, and cd = 1 for d = 2 and cd is
the surface area of Sd−2 for d ≥ 3. When 0 < H ≤ 12 ,
K(e1, vθ) =
1
2
(
2− |e1 − vθ|2H
) ≥ 0, θ ∈ (−pi, pi].
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Hence, the assumption (i) of Theorem 3.6 holds. We consider the case that 12 < H < 1. Define
θ0 ∈ [0, pi] by cos θ0 = 1 − 2 1H−1. Then, pi2 < θ0 < pi, 2 − |e1 − vθ|2H > 0 for θ ∈ [0, θ0) and
2− |e1 − vθ|2H < 0 for θ ∈ (θ0, pi]. Hence,∫ pi
−pi
K(e1, vθ)dθ
=
∫ pi
0
{
2− |e1 − vθ|2H
}
dθ
=
∫ pi−θ0
0
{
2− (2− 2 cos θ)H} dθ + ∫ θ0
pi−θ0
(
2− |e1 − vθ|2H
)
dθ +
∫ pi
θ0
{
2− (2− 2 cos θ)H} dθ
= 2H
∫ pi−θ0
0
{
21−H − (1− cos θ)H} dθ + ∫ θ0
pi−θ0
(
2− |e1 − vθ|2H
)
dθ
+2H
∫ pi
θ0
{
21−H − (1− cos θ)H} dθ
= 2H
∫ pi−θ0
0
{
22−H − (1− cos θ)H − (1 + cos θ)H} dθ + ∫ θ0
pi−θ0
(
2− |e1 − vθ|2H
)
dθ.
Since (1− cos θ)H + (1 + cos θ)H ≤ 2 for θ ∈ [0, pi], we have
∫ pi
−pi
K(e1, vθ)dθ ≥
∫ θ0
pi−θ0
(
2− |e1 − vθ|2H
)
dθ > 0.
Thus, from (4.1) we see that the assumption (i) of Theorem 3.6 holds.
Next, we check the assumption (ii) of Theorem 3.6. Let x, y ∈ Sd−1 and t ∈ R. Then, we
have
2−HtK(2tx, y) = 2−Ht−1
(|2tx|2H + |y|2H − |2tx− y|2H)
= 2Ht−1
(
1 + 2−2Ht − |x− 2−ty|2H) .
Let fxy(s) = |x − sy|2H for s ∈ [0, 1]. In view of the mean-value theorem, we have that there
exists θt ∈ [0, 2−t] such that
∂sfxy(θt) = 2
t
(
1− |x− 2−ty|2H) .
On the other hand, it is easy to see that
lim sup
t→∞
sup
x,y∈Sd−1
|∂sfxy(θt)| <∞.
Hence,
lim sup
t→∞
2−Ht sup
x,y∈Sd−1
∣∣K(2tx, y)∣∣ = lim sup
t→∞
2Ht−1 sup
x,y∈Sd−1
∣∣2−2Ht − 2−t(∂sfxy)(θt)∣∣
≤ lim sup
t→∞
(
2−Ht−1 + 2(H−1)t−1 sup
x,y∈Sd−1
|∂sfxy(θt)|
)
= 0,
which implies that the assumption (ii) of Theorem 3.6 holds.
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