Abstract-In this paper we present several strategies for multiple relay networks which are constrained by a half-duplex operation, i. e., each node either transmits or receives on a particular resource. Using the discrete memoryless multiple relay channel we present achievable rates for a multilevel partial decode-and-forward approach which generalizes previous results presented by Kramer and Khojastepour et al.. Furthermore, we derive a compress-and-forward approach using a regular encoding scheme which simpli es the encoding and decoding procedure and improves the achievable rates in general. Finally, we give achievable rates for a mixed strategy used in a fourterminal network with alternately transmitting relay nodes.
B. Contribution and outline of this work
In Section III we take up the idea of partial DF [2] and derive more general formulations for half-duplex relay networks using random transmission schedules (the system model is explained in Section II). Our approach uses a regular encoding scheme as introduced in [8] for full-duplex relay networks using DF. In our future work, the resulting formulation will serve as a basis for the evaluation of different coding strategies (with different complexity) used in half-duplex relay networks such as mobile communications systems. Additionally, in Section IV we apply the regular encoding strategy to a relay network using compress-and-forward. Applied to a wireless network the regular encoding scheme might be able to alleviate the drawbacks of the source-channel coding separation. Finally, in Section V we present an approach for two alternately transmitting relay nodes. This might be an option for mobile communications systems where one relay node is placed close to the base station and one close to the cell edge. Our approach uses a hybrid coding strategy where one relay operates in DF and the other one in CF. Applied to a wireless channel this strategy might be able to outperform pure DF and CF approaches where either relay node represents a bottleneck.
II. NETWORK MODEL, NOMENCLATURE AND DEFINITIONS
In the following we will use non-italic uppercase letters X to denote random variables, non-italic lowercase letters x to denote events of a random variable (r.v.) and italic letters (N or n) to denote constant values. Ordered sets are denoted by X , the cardinality of an ordered set is denoted by X and [b; b + k] is used to denote the ordered set of numbers (b, b + 1, · · · , b + k). Let X k be a random variable parameterized by k, then X C denotes the vector and {X k } k∈C the set of all X k with k ∈ C (this applies similarly to sets of events). Furthermore, we will use p(x|y) to abbreviate the conditional probability density function (pdf) p X|Y (x|y) for the bene t of readability. I(X; Y|Z) denotes the mutual information between r.v.s X and Y given Z.
This paper considers a network of N + 2 nodes: the source node s = 0, the set of N relays t ∈ R := [1; N ] and the destination node d = N + 1. The discrete memoryless multiple relay channel is de ned by the conditional pdf
or transmitting (M t = T ) on a particular resource. In contrast to [7] we do not consider a possible sleep state where the node is neither listening nor transmitting. Besides, it is possible that the source remains silent, e. g., to reduce interference in a wireless network. As an immediate consequence of the orthogonality constraint we can state that (M t = T ) → (Y t = ϕ) and (M t = L) → (X t = ψ) where ϕ and ψ are arbitrary, known constants. The previous de nitions further assume that the destination is always listening. We further divide all transmissions in blocks b ∈ [1; B] of length n. Now, consider the following standard de nitions:
De nition 1: A (2 nR , n, λ n ) code for the multiple relay channel consists of 
• and the maximum probability of error
De nition 2:
A rate R is achievable if there exists a sequence of (2 nR , n, λ n ) codes such that λ n → 0 as n, B → ∞.
III. DECODE-AND-FORWARD PROTOCOLS
The rst protocols we present in this paper are an application of the partial decode-and-forward approach [2] to multiterminal half-duplex relay networks.
A. Multilevel partial decode-and-forward
Our rst proposal is based on partial decode-and-forward and illustrated in Fig. 1 and provides additional information by transmitting the independently generated message tuple
Note that the message rate of a particular message level is the same for each node. Due this regular encoding structure [8] each receiving node can jointly decode all relay and source messages to improve the achievable message rates.
Consider the example in 
The supremum in (1) and (2) is taken over all joint pdfs of the form
Proof: Using the result given in [9, Theorem 1] we apply the substitutions U is satis ed (and similar for all relay messages) which yields the results given in [7] .
In the previous theorem we assumed a random channel access by each node. To improve for instance the interference mitigation in wireless networks it might be preferable to have a xed transmission scheme (beside the fact that the random access strategy can provide at most an improvement of N + 1 bits). Therefore, consider the following corollary: 
Corollary 1 (to Theorem 1):
In case of a xed strategy known to all nodes, we can achieve any rates satisfying
for all k ∈ [1; N + 1]. The supremum is taken over all joint pdfs similar to (3) with the appropriate changes re ecting that M [0;N ] is now known to all nodes.
B. Multilevel decode-and-forward
Assume that the source uses only a single message level. In this case we obtain an application of the multilevel DF protocol [8] to half-duplex networks. The achievable rates are summarized in the following corollary:
Corollary 2 (to Theorem 1): The achievable rate R using multilevel DF with a random schedule is given by 
In both cases the supremum is taken over all joint pdfs of the form given in (3) with k = 1 instead of k ∈ [1; N ]. The previously described protocols generalize the results presented in [5] and [7] .
C. Multihopping with limited resource reuse
Consider Fig. 2 showing an example for multihopping with reuse factor 1 /k [10] . This implies that one resource is only occupied by 1 /k-th of all nodes, or that one node only uses 1 /k-th of the available resources. Applied to our half-duplex relay network this implies that the joint pdf in (3) must satisfy
that is none of the nodes in levels [l − k + 1; l − 1] is allowed to transmit on the same resources as node l.
IV. A COMPRESS-AND-FORWARD APPROACH
In the previous section we presented different decode-andforward based approaches. These protocols are likely to suffer from the necessity of decoding the complete source message at each node, which is an even more severe drawback in halfduplex networks. In this section, we discuss a compress-andforward protocol which might overcome this issue. We assume a xed transmission scheme implying exact knowledge at each node about the current transmission state of any other node.
More speci cally, each relay l ∈ [1; N ] creates the quantization messagesŶ l and the corresponding broadcast messages X l , both with rates Δ l . Consider the transmission in block b: node l searches for a quantization vector which is jointly typical with its channel output Y l in block b. Once the node found a quantizationŶ l with index q l,b+1 it transmits in block b + 1 the broadcast message X l assigned to the same index.
The decoding process at the destination for the quantization of relay node N is as follows. At rst it searches for the set of all broadcast messages X N which are jointly typical with Y d in block b. Furthermore, it builds the set of all quantizationŝ Y N jointly typical with y d (b − 1) while knowing x N (q N,b−1 ), which was decoded in the previous block. By building the intersection of both sets the destination is now able to decode the quantization of relay N for block b − 1. Similarly, the destination proceeds to decode the quantization of all other relays l ∈ [1; N − 1] whereŶ [l+1;N ] is used to improve the rate ofŶ l . Based on the previous description we can formulate the following theorem:
Theorem 2: With the previously presented compress-andforward scheme we achieve any rate up to
subject to
and with the supremum over all joint pdf of the form 
To decode the quantization index of node N −l corresponding to the destination channel output in block b − l − 1, the destination searches for aq N −l,b−l such that
where A * (n) is the -strongly typical set as de ned in [11, Ch. 13.6] . The requirement of strong typicality arises from the necessity to apply the Markov lemma [11, Lemma 14.8 .1] to prove joint typicality. The previous equation can only be ful lled iff (9) holds and
Similarly the destination decodes in block b the source message transmitted in block b − N iff (6) holds. Using standard methods extensively discussed in literature [11] , (7) and the proof for achievability follow. Due to the regular encoding, i. e., quantization and broadcast messages are generated with the same rate, we are able to alleviate the drawbacks of source-channel coding separation. Assume multiple descriptors and an irregular encoding. In this case, the decoders are forced to decode at rst the broadcast and then the quantization messages where the rst step might be a severe bottleneck. For our CF scheme the achieved rates are the same as the destination is the only descriptor, but the next section presents a mixed protocol combining DF and CF where regular encoding can improve the achievable rates.
V. A MIXED PROTOCOL FOR TWO RELAYS
Finally, we present a protocol for two relay nodes which are alternately transmitting. The idea of alternately transmitting relays goes back to [12] and achievable rates were presented in [13] for the Diamond network as well as in [14] for DF and CF based protocols.
Consider a mobile communications system where xed infrastructure relay nodes are deployed. We design the deployment such that suf ciently good channel conditions between relay and base station as well as between relay and mobile can be guaranteed. In networks supporting more than two hops it is likely to face the situation where only one relay has an excellent connection towards the base station and the second relay towards the mobile terminal. In this case it is recommendable to use neither a purely DF based protocol nor a purely CF based approach. The latter one would be bene cial for the downlink when mobile terminals act as relay nodes whereas the former one is preferable for the uplink, or if xed relays are used in rural areas for coverage extension.
Consider the setup illustrated in Fig. 3 : the overall transmission period is divided into two phases with probabilities p 1 and p 2 such that
with each phase of length n 1 = n · p 1 and n 2 = n · p 2 , respectively. Each source message is divided into two parts of rates R CF and R DF with the overall rate R DF + R CF = R. Both source transmission parts X s,1 and X s,2 are chosen independently and randomly from the sets X s,1 and X s,2 with Phase 1, 
Node 1:
Source: X s,1 = 2 nRCF and X s,2 = 2 nRDF . Relay node 2 generates 2 nΔ2 quantizationsŶ 2 of length n 1 and the same number of broadcast messages X 2 of length n 2 . Node 1 further creates 2 nRDF support messages X 1 of length n 1 at rate n /n1R DF . Now consider the coding procedure illustrated in Fig. 4 . Node 2 tries to nd at the end of phase 1 in block b an index q 2,b+1 such that the corresponding quantizationŶ 2 is jointly typical with the node's channel output. In the second phase of block b + 1 node 2 then transmits the broadcast message assigned to index q 2,b+1 (there is no advantage in terms of achievable rates if node 2 already transmits the corresponding message in block b). Node 1 decodes at the end of phase 2 in block b the quantization index of node 2 by taking into consideration that it contains information about the support message of node 1. Alternatively, if the inter-relay channel is rather poor it might skip this step and consider this transmission as interference. Afterwards, it decodes the source message X s,2 and the corresponding message index q s,2,b . In block b + 1 the rst relay transmits the supporting message X 1 assigned to index q 1,b+1 = q s,2,b .
Obviously, the quantization of node 2 does not only contain information about the source transmission but also about the support information transmitted by node 1. Our approach exploits this fact as follows: At the end of block b the destination decodes at rst the quantization of node 2, i. e., q 2,b . Using this quantization it searches for all relay messages jointly typical with this quantization and its own channel output. Then, it reuses the quantization decoded at the end of the previous block to search for all source messages jointly typical with this quantization and its channel output in block b − 2. Finally, building the intersection of both sets gives the source message index transmitted in the phase 2 of block b−2. To decode the message index of the phase 1 in block b − 2, it uses the quantization of node 2 and its own channel output.
As mentioned in the previous section, we do not use an intermediate binning of all quantization messages to a set of broadcast messages. By decoding both jointly, we avoid the bottleneck of decoding at rst the broadcast messages and then the quantization separately. Based on the previous description we have the following theorem:
Theorem 3: The previously described mixed protocol achieves any rate R = R DF + R CF subject to (10) if node 1 decodes the quantization of node 2 and
otherwise. Furthermore,
and if node 1 decodes the quantization of node 2
We further have the supremum over all joint pdf of the form 
Proof: From rate distortion theory we can immediately state that Δ 2 ≥ p 1 I Ŷ 2 ; Y 2 . Node 1 decodes the quantization index at the end of block b iff ∃q 2,b :q 2,b ∈ q 2,b : (x 2 (q 2,b ) , y 1 (b)) ∈ A * (n) ∧ (ŷ 2 (q 2,b ) , x 1 (q 1,b−1 )) ∈ A * (n) , which implies Δ 2 ≤ p 1 I X 1 ;Ŷ 2 +p 2 I(X 2 ; Y 1 ), summarized in (14) . Then, node 1 decodes the source message which gives the r.h.s. of the minimum in (10) . The destination uses the same method as node 1 to decode the quantization of node 2 which gives (13) . To decode the which implies the l.h.s. of the minimum in (10) . Finally, using the quantization message of node 2 and its own channel output it can decode the message transmitted in the rst phase which implies the constraint given in (12) . The proof for achievability again follows standard methods [11] .
VI. SUMMARY AND OUTLOOK
This paper presented strategies for multiple relay networks constrained by a half-duplex operation. More speci cally, we derived achievable rates for an N -terminal implementation of the decode-and-forward and compress-and-forward approaches as well as for a mixed strategy used by two alternately transmitting relay nodes. Based on this paper we will present in our upcoming work achievable rates for wireless channels such as the Gaussian channel.
