The objective of this paper is to provide a theoretical foundation for program extraction from inductive and coinductive proofs geared to practical applications. The novelties consist in the addition of inductive and coinductive definitions to a realizability interpretation for first-order proofs, a soundness proof for this system, and applications to the synthesis of non-trivial provably correct programs in the area of exact real number computation. We show that realizers, although per se untyped, can be assigned polymorphic recursive types and hence represent valid programs in a lazy functional programming language such as Haskell. Programs extracted from proofs using coinduction can be understood as perpetual processes producing infinite streams of data. Typical applications of such processes are computations in exact real arithmetic. As an example we show how to extract a program computing the average of two real numbers w.r.t. the binary signed digit representation.
Introduction
This is an extended version of the conference paper [8] . Its purpose is to provide a theoretical foundation for the extraction of programs from proofs involving inductive and coinductive definitions. The title is motivated by the fact that programs extracted from proofs using coinduction can often be understood as perpetual processes producing infinite streams of data. Typical applications of such processes are computations in exact real arithmetic. An informal introduction into this subject focusing on intuitive explanations and illustrating examples, but refraining from a stringent formal development, was given in [4] (journal version [2] ). In the present paper we provide this formal development including full proofs. We give a realizability interpretation of our theory of inductive and coinductive definitions with a Soundness Theorem stating that from a proof of a formula one can extract a functional program provably realizing it.
The programming language in which the realizers are expressed is formally represented by a lazy λ-calculus with full recursion and an ML-style polymorphism. The fact that full recursion is available and terms are typed has two major advantages:
1. The realization of induction and coinduction is simple and elegant. 2. Realizers can be directly understood as programs in a typed functional programming language with a lazy semantics such as, for example, Haskell.
Another aspect of our system which is of great practical importance is the fact that quantifiers are treated uniformly in the realizability interpretation. This entails that realizers never depend on variables of the logical system (which represents a piece of formalized mathematics) and do not produce output in that language. Therefore, abstract mathematical objects do not need to be "constructivized", and it is possible to directly extract programs from abstract mathematical proofs. The uniform treatment of first-order quantifiers can be seen as a special case of the interpretations studied by Schwichtenberg [22] , Hernest and Oliva [14] and Ratiu and Trifonov [21] , which allow for a fine control of the amount of computational information extracted from proofs. We illustrate our interpretation by extracting the average function on the real interval [−1, 1] from a proof. The average function (and other arithmetic operations) were implemented and verified before in [9, 20] . We would like to stress that while in these papers the programs where "guessed" and verified afterwards, we are able to extract these programs from proofs. This not only saves the work of implementing the algorithm, but also avoids the task of creating the underlying data structures (streams, in our example) as these are generated automatically through the extraction mechanism. Last but not least, we get the correctness proof for free. Some of our case studies have been carried out in the Coq system [10] , but the bulk of the extraction was so far done "by hand". The implementation of the extraction method in the interactive proof system Minlog [1, 16] and the conduct of extended case studies is ongoing work.
Related interpretations of systems with coinductive definitions were studied by Tatsuta [23] , Miranda-Perea [17] and by Berger [5] . The latter paper defines realizability with respect to an untyped λ-calculus and gives an operational and denotational semantics of the calculus. It also discusses the main differences to the former two works. Here, we concentrate on realizability and soundness for a typed system, significantly differing from and improving over the above cited work. To our knowledge, the application to the extraction of exact real number algorithms is new.
Inductive and Coinductive Definitions
We fix a first-order language L. For simplicity we assume that the language has only one sort, ι, of individuals. L-terms, r, s, t . . ., are built from constants, first-order variables and function symbols as usual. Formulas, A, B, C . . ., are s = t, P(t) where P is a predicate (see below), A ∧ B, A ∨ B, A → B, ∀x A, ∃x A. A predicate is either a predicate constant P , or a predicate variable X, or a comprehension term λx.A, sometimes also written {x | A}, or an inductive predicate μX.P, or a coinductive predicate νX.P where P is a predicate of the same arity as the predicate variable X and which is strictly positive (s.p.) in X, i.e. X does not occur free in any premise of an implication occurring as a subformula of P. The application, P(t), of a predicate P to a list of terms t is a primitive syntactic construct, except when P is a comprehension term, P = {x | A}, in which case P(t) stands for A[t/x]. We will sometimes write x ∈ P instead of P(x), P ⊆ Q for ∀x (P(x) → Q(x)), and P ∩ Q for {x | P(x) ∧ Q(x)} etc. We also write {t | A} as an abbreviation for {x | ∃y (x = t ∧ A)} where x is a fresh variable and y = FV(t) ∩ FV(A), as well as f (P) for {f (x) | x ∈ P}. Furthermore, we introduce operators Φ := λX.P, and write Φ(Q) for the predicate P[Q/X] where the latter is the usual substitution of the predicates Q for the predicate variables X. Φ is called a s.p. operator if P is s.p. in X. In this case we also write μΦ and νΦ for μX.P and νX.P. A formula, predicate, or operator is called non-computational, if it contains neither free predicate variables nor the propositional connective ∨. Otherwise it is called computational.
The proof rules are the usual ones of intuitionistic predicate calculus with equality augmented by rules expressing that μΦ and νΦ are the least and greatest fixed points of the operator Φ. As is well-known, the fixed point property can be replaced by appropriate inclusions. Hence we stipulate the axioms Closure
p. operators Φ and predicates Q. In addition, we allow any axioms expressible by non-computational formulas that hold in the intended model. We write A if A is derivable from assumptions in in this system. If A is derivable without assumptions we write A, or even just A. We define falsity as ⊥ := μX.X where X is a propositional variable (i.e. a 0-ary predicate variable). From the induction axiom for ⊥ follows directly ⊥ → A for every formula A. As a running example we use the first-order language of the ordered real numbers (in the language 0, 1, +, * , <). As axioms we adopt all non-computational formulas that are true in the structure of real numbers, e.g. the axioms of a real closed field where antisymmetry and linearity of the order are expressed non-computationally, e.g. by ∀x, y ((y < x ∧ x < y) ↔ x = y). All sets we define in the following are subsets of the set of real numbers. We define the set N of natural numbers as usual inductively by
Note that, since ∀x, y ∈ N (x < y ∨ x = y ∨ y < x) is (easily) provable, equality of natural numbers is decidable. Next, we define coinductively a constructive analogue of the closed interval I := [−1, 1] ⊆ R. Let SD := {0, 1, −1} be the set of signed binary digits. We define coinductively
It is easy to see that, classically, C 0 coincides with I. The point is that from a constructive proof of C 0 (x) we can extract a program computing an infinite signed digit representation of x.
Programs
We now introduce an extended λ-calculus which we will use in Sect. 4 as our programming language, i.e. language of realizers, as well as a typing discipline which will facilitate the definition of map operators, iterators and coiterators as realizers of monotonicity, induction and coinduction. Program terms (which we will simply call "terms" in the following) are given by the grammar
where x ranges over a set of variables, C ranges over a set of constructors, each which has a fixed arity, and in case M of {C 1 (x 1 ) → R 1 ; . . . ; C n (x n ) → R n } all constructors C i are distinct and each x i is a vector of distinct variables. We axiomatize this calculus by the equations
We write M = N if the equation M = N can be derived from these axioms by the usual rules of equational logic.
The typing we introduce now serves two purposes. First, types are used as indices for terms realizing monotonicity, induction and coinduction. Second, we will show that extracted programs are typeable and hence are valid programs in typed functional programming languages such as Haskell or ML. Types are constructed from type variables α, β, . . . ∈ TVar according to the grammar
We consider the instance of our term language determined by the constructors Nil (nullary), Left, Right (unary), Pair (binary), and In fix α.ρ (unary) for every fixed point type fix α.ρ. The typing rules for fixed point types below show that the constructor In fix α.ρ denotes the isomorphism between the fixed point type fix α.ρ and its unfolding. The fact that fixpoint types are not equal but only isomorphic to their unfoldings is in accordance with Haskell and ML where elements of fixed point types must begin with a constructor. Note that the type fix α.ρ may contain free type variables, say β, which, however, are not considered as occurring freely in the constructor In fix α.ρ . Hence, it would be more accurate (but notationally more cumbersome) to write In λβ.fix α.ρ . We also use the somewhat sloppy but convenient notation ρ(α) to denote a type ρ with possibly free occurrences of the variables α and write ρ(σ ) for the result of (simultaneously and variable capture avoiding) substituting α by σ .
We inductively define the relation M : ρ (term M is of type ρ in context ).
Variable, recursion and λ-calculus rules
, x : ρ x : ρ , x : ρ M : ρ rec x . M : ρ , x : ρ M : σ λx.M : ρ → σ M : ρ → σ N : ρ M N : σ
Constructor rules
Elimination rules for constructors The constructor rules for each type constructor determine one elimination rule:
Proof Straightforward induction on the derivation of (α) M : ρ(α). For the proof to go through in the cases of the introduction rule for fixed point types and the elimination rule for In ρ , it is essential that these rules are formulated with substitutions for the free type variables.
Due to Lemma 1 all subsequent results involving typing derivations remain valid under substitution of types for the occurring free type variables.
As a preparation for the realizability interpretation in Sect. 4 we define map-terms, iterators and coiterators that will be used as realizers for the monotonicity of strictly positive predicate transformers, induction and coinduction. The following definition refers to a fixed one-to-one assignment of variables f α to type variables α. For every list of type variables α and every type ρ which is s.p. in α we define the term map α;ρ := λf α 1 , . . . , f α n . Map α;ρ where We call a type regular if in its construction the clause fix α.ρ is applied only if ρ is s.p. in α. In the following all mentioned types are assumed to be regular.
Lemma 2 (Typing of map)
where
by induction on ρ. Most cases are straightforward. We only go through the details of the most complicated case, namely
Since ρ is regular, ρ 0 (α, α) is s.p. in all type variables shown. Therefore, we have by induction hypothesis and Lemma 1,
and, by the constructor rule for In ρ ,
By the elimination rule for ρ it follows
Finally, by the typing rule for recursion,
which completes the proof.
For every (regular) type ρ = fix α.ρ 0 we define iterator and coiterator by
The type correctness of these definitions follows directly from previous results: Lemma 3 (Typing of iterator and coiterator) Let ρ = fix α.ρ 0 (α) be a regular type (ρ may contain free type variables which are not shown).
Proof For the typing of It ρ it suffices to show
which follows by Lemma 2. Similarly, for the typing of Coit ρ it suffices to show
which again follows by Lemma 2.
In the following let ρ = fix α.ρ 0 (α). We set in ρ := λy. In ρ (y) and out ρ := λx. case x of{In ρ (y) → y}. Note that in ρ : ρ 0 (ρ) → ρ and out ρ : ρ → ρ 0 (ρ), i.e. in ρ resp. out ρ is an algebra resp. coalgebra for the functor α → ρ 0 (α). The next lemma states that the iterator resp. coiterator witnesses the initiality resp. finality of in ρ resp. out ρ . We set M N := λz.M(N z) where z is fresh (composition) and write
Lemma 4 (Initiality and finality)
Proof The typing statements of (a) and (b) follow easily from Lemma 2.
To prove the equality in (a) we first note that 
Realizability
We now introduce a formalized realizability interpretation of the theory of inductive and coinductive definitions of Sect. 2. To this end we need a system that can talk about mathematical objects and realizers. Therefore we extend our first-order language L to a language r(L) by adding a new sort for r (potential) realizers. Program terms are terms of sort r (while terms of L are of sort ι). All logical operations including inductive and coinductive definitions, as well as axioms and rules for L including closure, induction, coclosure and coinduction and the rules for equality, are extended mutatis mutandis for r(L). In addition, we have as extra axioms the equations between program terms given in Sect. 3. We assign to every L-formula A an r(L)-predicate r(A) of arity (r). Intuitively, r(A)(a), sometimes also written a r A, states that a "realizes" A. The predicate r(A) is defined relative to a fixed one-to-one mapping from L-predicate variables X to r(L)-predicate variablesX with one extra argument place of sort r. The definition of r(A) is such that if the formula A has the free predicate variables X 1 , . . . , X n , then the predicate r(A) has the free predicate variablesX 1 , . . . ,X n . Simultaneously with r(A) we define a predicate r(P) for every predicate P, where r(P) has one extra argument place of sort r. We also define regular types τ (A) and τ (P) relative to a fixed assignment of a type variable α X to each predicate variable X.
If A and P are non-computational:
If A is non-comput. and B is comput.:
r(A ∧ B) = r(B ∧ A) = {x | A ∧ r(B)(x)} τ (A ∧ B) = τ (B ∧ A) = τ (B) r(A → B) = {x | A → r(B)(x)} τ (A → B) = τ (B)
In all other cases:
r(P(t)) = {x | r(P)(x, t)} τ (P(t)) = τ (P) r(A ∧ B) = Pair(r(A), r(B)) τ (A ∧ B) = τ (A) × τ (B) r(A ∨ B) = Left(r(A)) ∪ Right(r(B)) τ (A ∨ B) = τ (A) + τ (B) r(A → B) = {f | f (r(A)) ⊆ r(B)} τ (A → B) = τ (A) → τ (B) r(∀y A) = {x | ∀y (r(A)(x))} τ (∀y A) = τ (A) r(∃y A) = {x | ∃y (r(A)(x))} τ (∃y A) = τ (A)
r({x | A}) = {(y, x) | r(A)(y)} τ ({x | A}) = τ (A) r(X) =X τ ( X ) = α X
r(μX.P) = μX.{(In(y), x) | r(P)(y, x)} τ (μX.P) = fix α X .τ (P) r(νX.P) = νX.{(In(y), x) | r(P)(y, x)} τ (νX.P) = fix α X .τ (P)
where in the last two equations In := In fix α X .τ (P) . Regarding C 0 , if we identify the set SD with the type 1 + 1 + 1 and every i ∈ SD with its corresponding program term, then τ (C 0 ) = fix α.SD × α, the type of infinite streams of signed digits, and
It is easy to see that r(C 0 )(a, x) means that the signed digit stream a = a 0 , a 1 , . . .
The main goal of this section is to prove the Soundness Theorem (Theorem 1) saying that from every proof we can extract a term realizing the proven formula. An important milestone towards this theorem is a proof that the map-terms defined in the previous section realize the monotonicity of s.p. operators (Lemma 8). 
For every L-operator Φ = λX.P we define a r(L)-operator r(Φ) := λX.r(P).

Lemma 6 (Substitution) r(Φ)(r(Q)) = r(Φ(Q)).
Proof Straightforward induction on the (syntactic) size of Φ. Note that if Q is noncomputational, then it does not contain X freely, hence the statement of the lemma trivially holds.
In the next lemmas we consider predicates in the language r(L) whose first arguments range over predicate terms. The following definitions will be used:
Clearly, (P f ) g = P (f g) and f * (g * P) = (f g) * P. The rationale for these definitions is that they allow us to neatly write certain sets of realizers: r(P ⊆ Q) = {f | r(P) ⊆ r(Q) • f } = {f | f * r(P) ⊆ r(Q)} r(μX.P) = μX.in * r(P) r(νX.P) = νX.in * r(P)
where P and Q are assumed to be computational and in the last two clauses in := in fix α X .τ (P) .
The following easy lemma, which says that the operations f → P • f and f → f * P are adjoints, will allow for an analogous treatment of induction and coinduction. 
for all L-predicates P and Q. Proof We show a slight generalization of (a). Let Φ = λX.R be an operator with n arguments, α i = α X i and ρ = ρ(α) = τ (R). Then we have for all predicates P = P 1 , . . . , P n , Q = Q 1 , . . . , Q n in the language r(L) and f = f 1 , . . . , f n
The proof is by induction on the structure of R. In the proof we take the liberty to switch between (a) and (b) whenever convenient. Recall that r(Φ) = λX.r(R).
Case: No X i occurs freely in R. Then map α;ρ f is the identity. Furthermore, the operator r(Φ) is constant. Therefore, the assertion clearly holds.
In the following we assume that there is an X i occurring freely in R, which implies i.p. that R is computational. We only look at the remaining interesting cases, namely those where R is X i for some i, μZ.R 0 or νZ.R 0 . i.e., using the adjunction lemma,
In the first step of the following we use the induction hypothesis with our assumption and P n+1 := Q n+1 map α;ρ f.
It is now more convenient to show (b). Assume f i * P i ⊆ Q i for all i ≤ n. Setting P n+1 := r(Φ)(P ) = νZ.in ρ * r(Φ 0 )(P,Z), we have to show
We use coinduction on νZ.r(Φ 0 )(Q,Z). This reduces the problem to showing
The previous lemmas are the essential facts needed to prove: Using both adjunction lemma and substitution lemma, it suffices to show
i.e., since * and substitution commute, (λX.in fix α.ρ * r(P))(r(μΦ)) ⊆ r(μΦ)
But the latter is the closure axiom for r(μΦ). Moreover, we have x : ρ(fix α.ρ) This follows by applying the Lemma 4 (b), the assumption, and Lemma 9 (d).
The Soundness Theorem states that from a proof of a formula A we can extract a program M that provably realizes A. Since we defined realizability w.r.t. a denotational semantics of the programming language, this says per se nothing about the operational behaviour of M, which, from a programming point of view, is what we are really interested in. The transition from denotational to operational correctness is described in detail in [5] . It proceeds in two steps: The Soundness Theorem for the proof calculus with respect to a domain-theoretic semantics shows that if M provably realizes A, then this is true in the domain model. The Adequacy Theorem in turn states that if a program M denotes a data object d in the model, then evaluating M w.r.t. a call-by-name operational semantics yields d. Altogether, we obtain for formulas A whose realizers are observable data the Program Extraction Theorem [5] : From a proof of A one can extract a program M with the property that M evaluates to a data object provably realizing A.
Example: Extraction of the Average Function
As an example we prove that the predicate C 0 is closed under averages, and from the proof we extract a program computing the average of two real numbers in the interval I w.r.t. the signed digit representation. 
Lemma 10
Conclusion and Further Work
In our opinion, one of the main advantages of program extraction over the traditional specify-implement-verify method is that it is possible to carry out proofs in a very simple formal system. Neither complicated data types (lists, streams, trees, function types, etc.) nor programming constructs (recursion, lambda-abstraction) need to be formalized by the user; these are all generated by the realizability interpretation automatically.
On the basis of the results of this paper one can now begin to formalize parts of constructive analysis and other branches of mathematics where inductive and coinductive definitions are used (or can be used), with the aim of extracting nontrivial certified programs. Currently, we are investigating a generalization of the predicate C 0 ⊆ R (one of our running examples) to predicates C n ⊆ R I n characterizing the (constructively) uniformly continuous function from I n to I [4] . For n = 1 the definition is The predicate C 0 characterizes real numbers in I as objects perpetually emitting digits. A continuous function f : I → I, which can be viewed as a real number in I that depends on an input in I, perpetually emits digits as well, but before being able to decide which particular digit to emit f may have to gain information about the input by absorbing finitely many digits from it. The absorption part is formalized in C 1 by the inner "μG . . . G(f av i )". The data type associated with C 1 is τ (C 1 ) = να. μβ. SD × α + β 3 which is the type of non-wellfounded trees with two kinds of nodes: nodes labelled by a signed digit and one child (emitting a digit) and nodes without label and three children (absorbing a digit). The fact that β is quantified by μ means that only those trees are legal members of τ (C 1 ) that have on each path infinitely many emitting nodes. A similar type of trees has been studied independently in [12] , however, not in the context of analysis and realizability. The definition of C 1 is motivated by earlier work on the development and verification of exact real number algorithms based on the signed digit representation of real numbers [11, 13, 18] some of which make use of coinductive methods [3, 7, 9, 19] . Based on the characterization of uniformly continuous functions by the predicates C n implementations of elementary arithmetic functions [4] and the definite integral of continuous functions [2] have been extracted. Systems of inductive definitions have been studied from a proof-theoretic and computational perspective (for an overview see e.g. [6] ). Most of these systems are based on classical logic and hence include coinductive predicates via complementation. Moreover, their intuitionistic counterparts have the same proof-theoretic strength, which shows that coinduction does not add strength. Our contribution to the study of inductive (and coinductive) definitions is to apply them to the extraction of practically useful algorithms from proofs. A rather different style of realizability, specifically for classical systems, has been introduced recently by Krivine and applied to second-order arithmetic with dependent choice [15] . It will be interesting to see whether this line of research can be exploited for practical program extraction.
