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Abstract
This paper deals with data management for parallel and distributed
systems in which the computing nodes are connected by a rela-
tively sparse network. We present the DIVA (Distributed Variables)
library that provides fully transparent access to global variables,
i.e., shared data objects, from the individual nodes in the network.
The current implementations are based on mesh-connected mas-
sively parallel computers. The data management strategies imple-
mented in the library use a non-standard approach based on a ran-
domized but locality preserving embedding of “access trees” into
the physical network. The access tree strategy was previously ana-
lyzed only in a theoretical model using competitive analysis, where
it was shown that the strategy produces minimal network conges-
tion up to small factors.
In this paper, the access tree strategy will be evaluated exper-
imentally. We test several variations of this strategy on three dif-
ferent applications of parallel computing, which are matrix multi-
plication, bitonic sorting, and Barnes-Hut N-body simulation. We
compare the congestion and the execution time of the access tree
strategy and their variations with a standard caching strategy that
uses a ﬁxed home for each data object. Additionally, we do com-
parisons with hand-optimized message passing strategies produc-
ing minimal communication overhead. At ﬁrst, we will see that the
execution time of the applications heavily depends on the conges-
tion produced by the different data management strategies. At sec-
ond, we will see that the access tree strategy clearly outperforms the
ﬁxed home strategy and comes reasonably close to the performance
of the hand-optimized message passing strategies. In particular, the
larger the network is the more superior the access tree strategy is
against the ﬁxed home strategy.
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1 Introduction
Large parallel and distributed systems such as massively parallel
processor systems (MPPs) and networks of workstations (NOWs)
consist of a set of nodes each having its own local memory module.
These nodes are usually connected by a relatively sparse network
such that communication is often the system’s major bottleneck. A
dynamic data management service allows to access shared data ob-
jects from the individual nodes in the network. In this paper, we
investigate different strategies for distributed dynamic data man-
agement. Our focus lies on an experimental and comparative eval-
uation of the “access tree strategy” that we have introduced and
theoretically analyzed in [21].
The performance of MPPs and NOWs depends on a number
of parameters, including processor speed, memory capacity, net-
work topology, bandwidths, and latencies. Usually, the buses or
links are the bottleneck in these systems, because improving com-
munication bandwidth and latency is often more expensive or more
difﬁcult than increasing processor speed and memory capacity. But
whereas several standard methods are known for hiding latency,
e.g., pipelined routing (see, e.g., [13, 15]), redundant computation
(see, e.g., [3, 4, ?, ?, ?, ?]) or slackness (see, e.g., [25]) the only way
to bypass the bandwidth bottleneck is to reduce the communication
overhead by exploiting locality.
The theoretical analysis of the access tree strategy in [21] con-
siders data management in a competitive model. It is shown that
the access tree strategy is able to anticipate the locality included in
an application such that the congestion is nearly minimized. The
congestion is deﬁned to be the maximum amount of data that is
transmitted by the same link during the execution of an applica-
tion (possibly weighted with the inverse of the bandwidth of that
link). Thus, the access tree strategy prevents that some of the links
become communication bottlenecks. Several classes of networks
are considered. For example, it is shown that the access tree strat-
egy achieves minimum congestion up to a factor of O(d¢logn) for
every application running on d-dimensional meshes with n nodes.
Furthermore, Internet-like clustered networks are investigated.
We have implemented variants of the access tree strategy for
meshes in the DIVA (Distributed Variables) library that provides
fully transparent access to global variables, i.e., shared data objects.
Inthispaper, weintroducetheDIVAlibraryandpresentexperimen-
tal results. We test several variations of the access tree strategy on
three different applications of parallel computing, which are ma-
trix multiplication, bitonic sorting, and Barnes-Hut N-body simula-
tion. We compare the congestion and the execution time of the ac-
cess tree strategy and their variations with a standard caching strat-
egy that uses a ﬁxed home for each data object and, additionally,
with hand-optimized message passing strategies producing mini-
mal communication overhead.
Related practical and experimental work. Several projects
deal with the implementation of distributed shared memory inhardware. Generally, there exists the CC-NUMA (cache-coherent
non-uniform-memory-access) concept (see, e.g., [1, ?, 22]) and
the COMA (cache-only memory architecture) concept (see, e.g.,
[10, 18]).
In a CC-NUMA, each node contains one or more processors
with private caches and a memory module that is part of the global
shared memory. The address of a shared memory block speciﬁes
the memory module and the location inside the memory module.
For an application to deliver high performance it is important that a
very large fraction of its cache misses is satisﬁed by the local mem-
ory module. In general, however, it is often hard for the operating
system or compiler to place the data in the memory module of the
node that is most likely to access the data.
In a COMA, the data is moved to the memory module of the
node that is currently accessing the data. Thus, each memory mod-
ule acts as a huge cache where each block has a tag with the ad-
dress and the state. The hardware supports migration and replica-
tion of the data across the different memory modules as dictated by
the application access patterns. But, the special hardware needed
therefore is very expensive. Detailed experimental evaluations to
compare both concepts can be found, e.g., in [24, 27, 28].
Most implementations of distributed shared memory in soft-
ware are designed for relatively small systems including between
4 and 64 processors [2, 8, 11, 12, 17, 20]. In contrast, the DIVA li-
brary which uses a COMA-like concept (without using any kind of
special hardware) is designed for systems of arbitrary size reaching
from 4 up to several hundreds or thousands of processors. Its im-
plementation is based on the access tree strategy. We compare this
strategy with a “ﬁxed home strategy” that realizes a CC-NUMA-
like concept on the investigated machine.
Related theoretical work. Our implementations are based on
the theoretical work of Maggs et al. [21]. New static and dy-
namic data management strategies for tree-connected networks, for
meshes of arbitrary dimension and side length, and for Internet-like
clusterednetworksarepresented. Allofthesestrategiesaimtomin-
imize the congestion. The dynamic strategies, on which our work
is based, are investigated in a competitive model. For example, it
is shown that the competitive ratio is 3 for trees and O(d¢logn) for
d-dimensional meshes with n nodes. Further, an W(logn=d) lower
bound is presented on the competitive ratio for on-line routing in
meshes. This implies that the achieved upper bound on the compet-
itive ratio is optimal for meshes of constant dimension.
Earlier theoretical work on dynamic data management concen-
trates on minimizing the total communication load, i.e., the sum,
over all links, of the data transmitted by the link rather than the
maximum over the links. We believe that the congestion is more
relevant for practice as minimizing the total communication load
can lead to some very congested links. However, the theoretical
results obtained for the total communication load are more general
than the one for the congestion. For example, Awerbuch et al. in-
vestigate data management in arbitrary networks with non-uniform
costs for accessing and migrating a data object. In [5] they present
a centralized algorithm that achieves optimum competitive ratio
O(logn) and a distributed algorithm that achieves competitive ra-
tio O
¡
(logn)4¢
on an arbitrary network of size n. Both algorithms
are deterministic. Furthermore, in [6] the distributed algorithm is
adapted also to systems with limited memory capacities.
2 The strategies implemented in the DIVA li-
brary
The DIVA library provides fully transparent, distributed data man-
agement for large parallel and distributed systems in which the
processors and the memory modules are connected by a relatively
sparse network. The current implementations focus on mesh-
connected massively parallel processors (MPPs) (for details, see
[19]). Our implementations are based on the access tree strategy
introduced in [21] that aims to minimize the congestion. The access
tree strategy describes how copies of the data objects are distributed
in the network. In particular, it answers the following questions:
- How many copies of a data object should be created?
- On which memory modules should these copies be placed?
- How should consistency among the copies be maintained?
The access tree strategy is based on a hierarchical decomposi-
tion of the network. This decomposition allows to exploit topolog-
ical locality in an efﬁcient way. We describe recursively the hier-
archical decomposition of 2-dimensional meshes. Let m1 and m2
denote the side lengths of the mesh. We assume m1 ¸m2. If m1 =1
then we have reached the end of the recursion. Otherwise, we par-
tition M into two non-overlapping submeshes of size dm1=2e£m2
and bm1=2c£m2. These submeshes are then decomposed recur-
sively according to the same rules. Figure 1 gives an example for
this decomposition. The hierarchical decomposition has associated
with it a decomposition tree, in which each node corresponds to
one of the submeshes, i.e., the root of the tree corresponds to the
mesh itself, and the children of a node in the tree correspond to the
two submeshes into which the submesh corresponding to that node
is divided.
 level 0  level 1 level 2  level 3  level 4
Figure 1: The partitions of M(4;3).
For each global variable, deﬁne an access tree to be a copy of
the decomposition tree. We embed the access trees randomly into
the mesh, i.e., for each variable, each node of the access tree is
mapped at random to one of the processors in the corresponding
submesh. On each of the access trees, we simulate a simple caching
strategy. All messages that should be sent between neighboring
nodes in the access trees are sent along the dimension-by-dimension
order paths between the associated nodes in the mesh, i.e., the
unique shortest path between the two nodes using ﬁrst edges of
dimension 1, then edges of dimension 2, and so on. The strategy
running on the access tree works as follows. For each object x, the
nodes that hold a copy of x always build a connected component in
the access tree. Read and write accesses from a node v to an object
x are handled in the following way.
- v wants to read x: v sends a request message to the nearest
node u in the access tree holding a copy of x. u sends the
requested value of x to v. A copy of x is created on each
access tree node on the path from u to v.- v wants to write x: v sends a message including the new
value, i.e., the value that should be written, to the nearest
node u in the access tree holding a copy of x. u starts an in-
validation multicast to all other nodes holding a copy of x,
then modiﬁes its own copy, and sends the modiﬁed copy to
v. This copy is stored on each access tree node on the path
from u to v.
Note that all nodes in the above description refer to access
tree rather than mesh nodes. Further, all the communication for
reading and writing including the invalidation multicast follows the
branches of the access tree.
The above tree strategy achieves optimal competitive ratio
3. By the randomized but locality preserving embedding of ac-
cess trees into the mesh this strategy achieves competitive ratio
O(d¢logn) on d-dimensional meshes with n nodes. This is also op-
timal for constant d since any on-line routing algorithm on meshes
has competitive ratio W(logn=d). The proofs of these results can
be found in [21].
Implemented variations of the access tree strategy. The
DIVA library includes several variants of the access tree strategy.
These variations use trees of different heights and degrees. The
idea behind varying the degree of the access trees is to reduce the
overhead due to additional startups: Any intermediate stop on a
processor simulating an internal node of the access tree requires
that this processor receives, inspects, and sends out a message. The
sending of a message by a processor is called a startup. The over-
head induced by the startup procedure (inclusive the overhead of
the receiving processor) is called startup cost. Obviously, a more
ﬂat access tree reduces the number of intermediate stops and, there-
fore, the overall startup costs.
The original access tree strategy uses a 2-ary hierarchical mesh
decomposition. Alternatively, we use 4-ary and 16-ary decompo-
sitions leading to 4-ary and 16-ary access trees, respectively. The
4-ary decomposition just skips the odd decomposition levels of the
2-ary decomposition, and the 16-ary decomposition then skips the
odd decomposition levels of the 4-ary one. Another way to get ﬂat-
ter access trees is to terminate the hierarchical mesh decomposition
with submeshes of size k. An access tree node that represents a sub-
mesh of size k0 ·k gets k0 children, one for each of the nodes in the
submesh. We deﬁne the `-k-ary access tree strategy, for ` = f2;4g
and k ¸ `, to use an `-ary hierarchical mesh decomposition that
terminates at submeshes of size k.
Practical improvements to the access tree strategy. In
order to shorten the routing paths we use a more regular embed-
ding of the access trees than described in the theoretical analysis.
We assume that the processors are numbered from 0 to P¡1 in row
major order. The root of an access tree is mapped randomly into the
mesh. The embedding of all access tree nodes below the root de-
pends on the embedding of their respective parent node: Consider
an access tree node v with parent node v0. Let M denote the sub-
mesh represented by v and M0 the submesh represented by v0, which
includes M. Suppose v0 is mapped to the node in the ith row and
jth column of M0. Then v is mapped to the node in row i mod m1
and column j mod m2 of M, where m1 and m2 denote the number
of rows and columns of M, respectively.
The modiﬁed embedding adds dependencies between the map-
pings of different nodes included in the same access tree such that
the theoretical analysis does not hold anymore. However, we have
not recognized any bad effects due to these dependencies in our ex-
periments. The major advantage of the modiﬁed embedding is that
it decreases the expected distances between the processors simulat-
ing neighbored access tree nodes.
Besides, we note that the original description of the access
tree strategy intends that the embedding of an access tree node is
changed when too many accesses are directed to the same node. In
theory, this remapping improves the granularity in the random ex-
periments. We omit this remapping as we believe that the constant
overhead induced by this procedure will not be retained in practice.
Finally, in the theoretical analysis we have assumed that the
memory resources are unbounded. In the experiments we will not
investigate the effects of bounded memory capacities either. The
strategies implemented in the DIVA library, however, are able to
deal with this problem. If the local memory module is full then data
objects will be replaced in least recently used fashion. However, in
all our experiments there will be a sufﬁcient amount of memory so
that no data objects have to be replaced (unless otherwise stated).
The ﬁxed home strategy. The variants of the access tree strat-
egy will be compared to a data management strategy following
a standard approach in which each global variable is assigned a
processor keeping track of the variable’s copies. This processor
is called the home of the variable. The home of each variable is
chosen uniformly at random from the set of processors. In order
to manage the copies of the data objects, we use the well known
ownership scheme described, e.g., in [?]. Originally, the ownership
scheme was developed for shared memory systems in which many
processors with local caches are connected to a centralized main
memory module by a bus. The scheme works as follows.
At any time either one of the processors or the main memory
module can be viewed as the owner of a data object. Initially, the
main memory module is the owner of the object. A write access is-
sued by a processor that is not the owner of the data object assigns
the ownership to this processor. A read access issued by another
processor moves the ownership back to the main memory. Write
accesses of the owner can be served locally, whereas all other write
accesses have to invalidate all existing copies and create a new copy
at the writing processor. Read accesses by processors that do not
hold a copy of the requested data object move a copy from the
owner to the main memory module (if the main memory module
is not the current owner itself) and a copy to the reading proces-
sor. In this way, subsequent read accesses of that processor can be
served locally.
In a network with distributed memory modules, the home pro-
cessor plays the role of the main memory module. It keeps track
of all actual copies and is responsible for their invalidation in case
of a write access. In the original scheme, invalidation is done by a
snoopy cache controller, that is, each processor monitors all of the
data transfers on the bus. Of course, this mechanism does not work
in a network. Here the home processor has to send an invalidation
message to each of the nodes holding a copy.
If each write access of a processor to a data object is preceded
by a read access of this processor to the same object then the ﬁxed
home strategy using the ownership scheme corresponds to a P-ary
access tree strategy with P denoting the number of processors. In-
terestingly, this condition is met for every write access in the three
applications that we will investigate. Therefore,we think, the ﬁxed
home strategy is very well suited for comparisons with the access
tree strategy.
Synchronization mechanisms. In addition to the pure data
management routines, the DIVA library provides routines for bar-
rier synchronization and for the locking of global variables. These
routines are implementations of elegant algorithms that use access
trees, too.More details. More details about the implemented strategies,
e.g., about the data tracking (i.e., how the nodes locate the copies),
the modiﬁed embedding of the access tree into the mesh, and the
synchronization mechanisms can be found in [?].
3 Experimental evaluation of the access tree
strategy
In this section, we will compare the congestion and the execution
time of the variations of the access tree strategy to the ﬁxed home
strategy and to hand-optimized message passing solutions. We will
consider three applications of parallel computing, which are matrix
multiplication, bitonic sorting, and a Barnes-Hut N-body simula-
tion adapted from the SPLASH II benchmark [23, ?].
The implemented algorithms for matrix multiplication and sort-
ing are oblivious, i.e., their access or communication patterns do
not depend on the input. The reason we have decided to include
these algorithms in our small benchmark suite is that they allow
us to compare the dynamic data management strategies with hand-
optimized message passing strategies.
The third application, the Barnes-Hut N-body simulation, is
non-oblivious. We believe that a communication mechanism that
uses shared data objects is the best solution for this application (in
contrast to the other two applications). However, we cannot con-
struct a hand-optimized message passing strategy achieving mini-
mal congestion for this application. Therefore, we concentrate on
the comparison of different dynamic data management strategies.
The hardware platform. Our experiments were done on the
Parsytec GCel, which nodes are connected by a 32£32 mesh net-
work. The GCel has the following major characteristics. The used
routing mechanism is a wormhole router that transmits the mes-
sages along dimension-by-dimension order paths as assumed in the
theoretical analysis. We have measured a maximum link bandwidth
of about 1 Mbyte/sec.. This bandwidth can be achieved in both di-
rections of a link almost independently of the data transfer in the
other direction. However, fairly large messages of about 1 Kbyte
have to be transmitted to achieve this high bandwidth. The proces-
sor speed is about 0.29 integer additions a micro sec., which we
have measured by adding a constant term to all entries in a vector
of 1000 integers (b = 4 bytes). According to these values, the ratio
between the link and the processor speed is about 0.86.
The reason why we have chosen the GCel as our experimen-
tal platform is that it allows to scale up to 1024 processors. We
believe that the results regarding the efﬁciency of different data
management strategies hold in similar way also for other mesh-
connected machines having comparable ratios between link and
processorspeed(e.g., IntelASCIIred, FujitsuAP1000). Ofcourse,
the results on the congestion of different data management strate-
gies given in the following are independent from hardware charac-
teristics like link bandwidth and processor speed.
3.1 Matrix multiplication
The ﬁrst application is an algorithm for multiplying matrices. We
have decided to implement the matrix square A := A ¢ A rather
than general matrix multiplication C := A¢B because the matrix
square requires the data management strategy to create and invali-
date copies of the matrix entries whereas the general matrix multi-
plication does not require the invalidation of copies. Note that the
invalidation makes the problem more difﬁcult only for the dynamic
data management strategies but not for a hand-optimized message
passing strategy.
For simplicity, we assume that the size of the mesh is
p
P£
p
P
and that the size of the matrix is n£n, where n is a multiple of p
P. Let pi;j denote the processor in row i and column j, for 0 ·
i; j <
p
P. The matrix is partitioned into P equally sized blocks Ai;j
such that block Ai;j includes all entries in row i0 and column j0 with
i¢n=
p
P · i0 < (i+1)¢n=
p
P and j¢n=
p
P · j0 < (j+1)¢n=
p
P,
for 0·i; j <
p
P. The block size is m=n2=P. Processor Pi;j has to
compute the value of “its” block Ai;j, i.e., Ai;j := å
p
P¡1
k=0 Ai;k ¢Ak;j.
Each block Ai;j is represented by a global variable A[i; j]. We
assume that A[i; j] has been initialized by processor pi;j such that
the only copy of this variable is already stored in the cache of this
processor. At the end of the execution, the copies are left in the
same conﬁguration. Hence, we measure the matrix algorithm as
if it is applied repeatedly in order to compute a higher power of a
matrix. The matrix multiplication algorithm works as follows.
The processors execute the following program in parallel. At
the beginning, each processor pi;j initializes a local data block H to
0. Then the processors execute a “read phase” and a “write phase”
that are separated by a barrier synchronization. The read phase
consists of
p
P steps: In step 0 · k0 <
p
P, processor pi;j reads
A[i;k] and A[k; j], where k = (k0 +i+ j) mod
p
P, then computes
Ai;k ¢Ak;j, and adds this product to H. Note that the deﬁnition of k
yields a staggered execution, i.e., at most two processors read the
same block in the same time step. In the subsequent write phase,
each processor pi;j writes its local data block H into the global
variable A[i; j].
Communication patterns of different data management
strategies. The hand-optimized strategy works as follows. Each
processor pi;j sends its block A[i; j] along its row and its column,
that is, the block is sent simultaneously along the four shortest
paths from processor pi;j to the processors pi;0, pi;
p
P¡1, p0;j, and
pp
P¡1;j. Each processor which is passed by the block creates a
local copy. The algorithm ﬁnishes when all copies of all blocks are
distributed. Obviously, this strategy achieves minimal total com-
munication load and minimal congestion. The congestion is m¢
p
P.
Next we considerthe communication pattern ofthe4-ary access
tree and the ﬁxed home strategy. In the read phase both strategies
distribute copies of each block Ai;j in row i and column j. In the
write phase, both strategies send only small invalidation messages
to the nodes that hold the copies that have been created in the read
phase. Obviously, for large data blocks, the communication load
produced in the read phase clearly dominates the communication
load produced in the write phase.
Let us consider the communication pattern of the read phase in
more detail. Figure 2 depicts how the copies are distributed among
the processors in a row. (The distribution of copies in a column is
similar.) The ﬁxed home strategy sends a copy of variable A[i; j]
from node pi;j to the randomly selected home of the variable and
then 2
p
P¡2 copies from the ﬁxed home to each node that is in
the same row or column as node pi;j. The expected total communi-
cation load produced by the ﬁxed home strategy is Q(m¢P) for the
read accesses directed to a single block. The 4-ary access tree strat-
egy distributes block Ai;j along a 2-ary subtree of the access tree to
all nodes in row i and to all nodes in column j, respectively. This
yields an expected total communication load of Q(m¢
p
P¢logP)
for the read accesses directed to a single block.
Summing up over all blocks yields that the expected total com-
munication load produced by the ﬁxed home strategy is Q(m¢P2)
whereas the access tree strategy only produces a load of Q(m¢P3=2¢
logP). Under the assumption that the load is distributed relatively
evenlyamong alledgeswegetthatthecongestion oftheﬁxedhomev
u u
v
(b) (a)
Figure 2: The pictures show the data ﬂow induced by distributing
the copies for a single data block in a row of the mesh during the
read phase. Picture (a) shows the data ﬂow for the ﬁxed home strat-
egy. Picture (b) shows the data ﬂow for the access tree strategy. The
width of a line represents the number of copies transmitted along
the respective edge. Node u represents the node that is responsible
for computing the new value of the data block. Node v denotes the
randomly selected ﬁxed home or the randomly selected root of the
access tree, respectively. At the beginning of the read phase, the
node u holds the only copy of the data block. At the end of the read
phase, each of the colored nodes holds a copy of the data block.
strategy is Q(m¢P) whereas the estimated congestion of the access
tree strategy is Q(m¢
p
P¢logP). Thus, the congestion produced
by the ﬁxed home strategy deviates by a factor of Q(
p
P) from the
optimal congestion whereas the congestion produced by the access
tree strategy deviates only by a logarithmic factor from the opti-
mum. A formal proof that the original access tree strategy fulﬁlls
the latter property is given in [21].
Experimental results. First, the different data management
strategies are compared for a ﬁxed numbers of processors. We exe-
cute the matrix multiplication for different block sizes ranging from
64 to 4096 integers on a 16£16 submesh of the GCel. Figure 3 de-
picts the results of a comparative study of the ﬁxed home and the
4-ary access tree strategy, on the one hand, and the hand-optimized
message passing strategy, on the other hand.
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Figure 3: The graphics represent measured congestion and execu-
tion time for matrix multiplication on a 16£16 mesh, described as
the ratio to the respective values of the hand-optimized strategy.
The congestion ratio of the ﬁxed home and the access tree strat-
egy are deﬁned to be the congestion produced by the respective
strategy divided by the congestion of the hand-optimized strategy.
The hand-optimized strategy achieves minimal congestion grow-
ing linear in the block size. The congestion ratios of the dynamic
data management strategies decrease slightly with the block size
because read request and invalidation messages become less im-
portant when the block size is increased.
The communication time is deﬁned to be the time needed for
serving all read and write requests and executing the barrier syn-
chronizations. The communication time ratio relates the commu-
nication time taken by the ﬁxed home and the access tree strategy
to the communication time taken by the hand-optimized strategy.
In order to measure the communication time, we have simply re-
moved the code for local computations from the parallel program.
Hence, only the read, write, and synchronization calls remain. The
reason for measuring the communication time rather than the ex-
ecution time is that the time taken for the multiplication of large
matrices is clearly dominated by the time needed for local com-
putations, especially, for computing the products of matrix blocks.
For example, using the hand-optimized strategy, the fraction of lo-
cal computations for matrices with blocks of 4096 integers is about
95 %.
The communication times of all tested strategies grow almost
linearly in the block size. Interestingly, the time ratios are smaller
than the congestion ratios. The reason for this phenomenon is that
a large portion of the execution time of the hand-optimized strategy
can be ascribed to the startup cost because this strategy only sends
messages between neighbored nodes. The number of startups of the
hand-optimized strategy is about 2¢
p
P per node, where P denotes
the number of processors. For the other two strategies, let us only
consider the startups of those messages including the program data
because their startup cost are a lot larger than the startup cost for
small control messages. The average number of these startups of
the ﬁxed home strategy is about 2¢
p
P per node, which corresponds
to the hand-optimized strategy. The average number of startups of
the access tree strategy, however, is about 4¢
p
P per node because
it sends the messages along 2-ary multicast trees. Therefore, the
time ratio of the ﬁxed home strategy improves more on the conges-
tion ratio than the one of the access tree strategy. Nevertheless, the
access tree strategy is about a factor of 2 faster than the ﬁxed home
strategy.
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Figure 4: The graphics represent measured congestion and com-
munication time for the matrix multiplication with a ﬁxed block
size of 4096, described as the ratio to the respective values of the
hand-optimized strategy.
Next we scale over the network size. We run the matrix mul-
tiplication for a ﬁxed block size on networks of size 4£4, 8£8,
16£16, and 32£32. Figure 4 illustrates the results. The con-
gestion of the hand-optimized strategy grows linearly in the side
length of the mesh. A theoretic analysis of the access pattern of the
access tree and the ﬁxed home strategy shows that the congestionratios of the two strategies are of order logP and
p
P, respectively.
The increase in the measured congestion ratios corresponds to this
assertion. The communication times behave in a similar fashion.
As a result, the advantage of the access tree strategy over the ﬁxed
home strategy increases with the network size. In the case of 1024
processors, the access tree strategy is more than 3 times faster than
the ﬁxed home strategy.
We have also measured the congestion for the 2-ary, the 2-4-
ary, the 4-16-ary and the 16-ary access tree strategies. In general,
the smaller the degree of the access tree, the smaller the congestion.
However, the 4-ary access tree strategy achieves the best communi-
cation and execution times because it chooses the best compromise
between minimizing the congestion and minimizing the number of
startups.
3.2 Bitonic sorting
We have implemented a variant of Batcher’s bitonic sorting algo-
rithm [?]. Our implementation is based on a sorting circuit. Figure
5 gives an example of the sorting circuit for P = 8 processors. A
processor simulates a single wire in each step. Each step consists
of a simultaneous execution of a speciﬁed set of comparators. A
comparator [a : b] connects two wires a and b each holding a key
and performs a compare-exchange operation, i.e., the maximum is
sent to b and the minimum to a. The number of parallel steps is the
depth of the circuit.
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Figure 5: The bitonic sorting circuit for P = 8.
In our implementations, each processor holds a set of m keys
in a global variable rather than only a single key, and we replace
the original compare-exchange operation by a merge&split opera-
tion, i.e., the processor that has to receive the minimum gets the
lower m keys, the other one gets the upper m keys. Several pre-
vious experimental studies have shown that bitonic sort is a well
suited algorithm for a relatively small number of keys per proces-
sor [9, 14, 16, 26].
The algorithm consists of logP phases such that phase i, for 1·
i · logP consists of i parallel merge&split steps. The merge&split
steps of phase i implement 2logP¡i parallel and independent merg-
ing circuits each of which has depth i and covers 2i neighbored
wires. The merging circuits are marked in grey in Figure 5. The
arrangement of the mergers includes locality. Further the merging
circuits include locality themselves. Both kinds of locality are ex-
ploited by the access tree strategy.
Experimental results. We compare the access tree and the
ﬁxed home strategy to a hand-optimized message passing strat-
egy. The hand-optimized strategy simply exchanges two messages
between every pair of nodes jointly computing a merge&split op-
eration. Each of these messages is sent along the dimension-by-
dimension order path connecting the respective nodes. This simple
message passing strategy achieves optimal congestion for the used
embedding of the bitonic sorting circuit into the mesh.
Analogously to the experimental studies of the matrix multipli-
cation investigated in the previous section, we use ratios that re-
late the congestion produced and the time taken by the dynamic
data management strategies to the respective values of the hand-
optimized strategy. However, we consider the execution time rather
than the communication time as the time spent in local computa-
tions during the execution of the sorting algorithm is very limited.
(If the number of keys is sufﬁciently large in comparison to the
number of processors then the time needed for the initial sorting
of each processor’s keys dominates the execution time. However,
the parameter conﬁgurations we will investigate are far below this
threshold.)
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Figure 6: The graphics represent measured congestion and execu-
tion time for bitonic sorting on a 16£16 mesh, described as the
ratio to the respective values of the hand-optimized strategy.
Figure 6 shows the congestion and the execution time ratios
measured on a 16£16 mesh for different numbers of keys per pro-
cessor. The congestion values of all strategies increase linearly in
the number of keys. The congestion ratios of the ﬁxed home and
the access tree strategy are slightly decreasing because control mes-
sages, i.e., request, invalidation, and acknowledgment messages,
become less important when the data messages become larger. The
measured execution times of all strategies behave almost linearly,
too. The measured ratios show that the execution time is closely
related to the congestion. Especially, the execution time ratios for
large numbers of keys are amazingly close to the congestion ratios.
In contrast to the results for the matrix multiplication, the 2-ary
and the 2-4-ary access tree strategy perform slightly better than the
4-ary strategy. The improvements upon the 4-ary strategy are about
5 % and 8 %, respectively. An explanation for this phenomenon
is that the topology of 2-ary access tree matches best the locality
in the bitonic sorting circuit. The 2-4-ary access tree strategy im-
proves additionally because of the smaller number of startups in
comparison to the 2-ary tree. A further difference to the results
for the matrix multiplication is that the time ratio for the access tree
strategy is larger than the congestion ratio. The reason for the larger
time ratio is that the number of startups of the access tree strategy
is much larger than the one of the hand-optimized strategy.
Figure 7 illustrates the behavior of the strategies when scaling
over the number of processors. A theoretical analysis of the locality
in the bitonic sorting algorithm predicted that the congestion ratio
of the ﬁxed home strategy is of order log2P whereas the conges-
tion ratio of the access tree strategy is in O(1) (for details, see [?]).
The ratio of the ﬁxed home strategy behaves as expected. On ﬁrst
view, the measured increase of the congestion ratio of the access
tree strategy seems to be in contradiction to the results of the anal-
ysis. However, the measured increase just reﬂects the increase of a
geometric sum. In fact, we can expect that the congestion ratio of16 x 16 32 x 32 8 x 8 4 x 4 16 x 16 32 x 32 8 x 8 4 x 4
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Figure 7: The graphics represent measured congestion and commu-
nication time for the bitonic sorting with 4096 keys per processor,
described as the ratio to the respective values of the hand-optimized
strategy.
the access tree strategy converges against a constant term close to
3.
The measured ratios on the execution time follow the course
of the congestion ratios. Therefore, we can conclude that that the
execution time of the access tree strategy deviates by a constant fac-
tor of about 3 from the hand-optimized strategy whereas the ﬁxed
home strategy loses more and more with an increasing number of
processors.
3.3 Barnes-Hut N-body simulation
Thisapplication simulatestheevolution ofasystemofbodiesunder
the inﬂuence of gravitational forces. We have taken an implemen-
tation of the Barnes-Hut algorithm [7] from the SPLASH II bench-
mark [23, ?], and adapted the program code to our DIVA library.
The program implements a classical gravitational N-body sim-
ulation, in which every body is modeled as a point of mass exerting
forces on all other bodies in the system. The simulation proceeds
over time-steps, each step computing the force on every body and
thereby updating that body’s position and other attributes. By far
the greatest fraction of the sequential execution time is spent in
the force computation phase. If all pairwise forces are computed
directly, this has a time complexity of O(N2). Since an O(N2)
complexity makes simulating large systems impractical, hierarchi-
cal tree-based methods have been developed that reduce the com-
plexity to O(NlogN).
The Barnes-Hut algorithm is based on a hierarchical octree rep-
resentation of space in three dimensions. The root of this tree rep-
resents a space cell containing all bodies in the system. The tree
is built by adding particles into the initially empty root cell, and
subdividing a cell into its eight children as soon as it contains more
than a single body. The result is a tree whose internal nodes are
cells and whose leaves are individual bodies. Empty cells resulting
from a cell subdivision are ignored. The tree (and the Barnes-Hut
algorithm) is therefore adaptive in that it extends to more levels in
regions that have high particle densities.
The tree is traversed once per body to compute the force acting
on that body. The force-calculation algorithm for a body starts at
the root of the tree and conducts the following test recursively for
every cell it visits. If the center of mass of the cell is far enough
away from the body, the entire subtree under that cell is approxi-
mated by a single particle at the center of mass of the cell, and the
force exerted by this center of mass on the body is computed. If,
however, the center of mass is not far enough away, the cell must
be “opened” and each of its subcells visited. In this way, a body
traverses those parts of the tree deeper down which represent space
that is physically close to it, and groups distant bodies at a hierarchy
of length scales.
The main data structure in the application is the Barnes-Hut
tree. Since the tree changes in every time-step, we use pointers
such that the tree can be reconstructed in every time-step. Each cell
and each body is represented by a global variable.
Initially, each processor holds about an equal number of bodies,
each of which having a ﬁxed position and velocity. These values
are updated over a ﬁxed number of time steps representing a phys-
ical time period of length Dt. Each time step is computed within 6
phases:
1. load the bodies into the tree;
2. upward pass through the tree to ﬁnd center-of-mass of cells;
3. partition the bodies among the processors;
4. compute the forces on all bodies;
5. advance the body positions and velocities;
6. compute the new size of space.
Eachofthephaseswithinatime-stepisexecuted inparallel, andthe
phases are separated by barrier synchronizations. The tree building
phase (Phase 1) and the center-of-mass computation phase (Phase
2) require further synchronization by locks since different proces-
sors might try to simultaneously modify the same part of the tree.
The parallelism in most of the phases is across the bodies, that
is, each processor is assigned a subset of the bodies, and the proces-
sor is responsible for computing the new positions and velocities of
these bodies. The force computation phase (Phase 4) needs almost
all the sequential computation time (about 90 %, see [23]). There-
fore, the load balancing is obtained by counting the work that has
to be done for a body in the force computation phase within a time
step, and using this work count as measure of the work associated
to that body. Each processor is assigned about the same amount of
work.
For the load balancing, we use a costzones partitioning scheme.
This scheme yields a very good load balance. Ideally, the resulting
partitions correspond to physical regions that are spatially contigu-
ous and equally sized in all directions. Such partitions maintain the
“physicallocality”and, therefore, minimizeinterprocessorcommu-
nication and maximize data re-use. This is of particular interest for
the dominating force computation phase in which each processor
has to open an expanded path from the root to each of its bodies.
Furthermore, the costzones partitioning scheme is not only able
to exploit the spatial locality but it also translates physical locality
into topological locality. Analogously to the sorting algorithm, we
use processor ident-numbers that correspond to a numbering of the
leaves of the mesh-decomposition tree from left to right. (Recall
that the mesh-decomposition tree corresponds to all superimposed
access trees.) Thus, the costzone partitioning yields a locality pre-
serving mapping of the leaves of the Barnes-Hut tree to the leaves
of the mesh-decomposition tree. As a consequence, bodies that are
close together in the physical space have a tendency to be computed
by the same processor or by two processor that are close together
with respect to the distances deﬁned by the mesh-decomposition
tree.
Experimental results. First, we consider a ﬁxed number of
processors P = 256 and scale over the number of bodies N from
10,000 to 60,000. The Barnes-Hut algorithm is executed on a
16£16 submesh of the GCel. Physicists usually simulate hundredsor thousand of time steps. Since the execution times for the indi-
vidual time steps are already relatively stable after the simulation
of the ﬁrst two steps, we only simulate 7 time steps, from which
only the last 5 are included in the measurement.
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Figure 8: Congestion and execution time for the Barnes-Hut N-
body simulation on a 16£16 mesh.
Figure 8 describes the congestion and the execution time of
the measured rounds. The measured congestion corresponds to the
maximum number of messages that have traversed the same edge
during the execution of the 5 rounds, and the execution time corre-
sponds to the total time needed for the 5 rounds.
A comparison between the access tree strategies and the ﬁxed
home strategy clearly shows that the access tree strategies are able
to exploit the topological locality in the Barnes-Hut algorithm. In
general, the higher the access tree is, the smaller is the conges-
tion. (The increase of the congestion for the 2-ary access tree from
50,000 to 60,000 bodies is due to copy replacement, which starts at
60,000 bodies for the 2-ary access tree strategy. All other strategies
do not have to replace copies as the storage capacities are sufﬁcient
for these strategies.) However, because of the large overhead due
to additional startups, the 2-ary strategy is clearly slower than the
4-ary although it has a very small congestion. As a result, the 4-ary
strategy performs best among all strategies.
Most of the execution time of the N-body simulation is spent
in the force computation phase (Phase 4), e.g., for 60,000 bodies
the 4-ary access tree strategy on the 16£16 mesh spends about 78
% of the execution time in this phase. Another phase which is of
special interest for a small number of bodies is the tree building
phase (Phase 1). For 10,000 bodies, the ﬁxed home strategy spends
about 44 % of its time in this phase. We investigate the tree building
and the force computation phases in further detail.
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Figure 9: Congestion and execution time of the tree building phase
on a 16£16 mesh.
Figure 9 shows the congestion and the execution time of the tree
building phase. The Barnes-Hut tree is rebuilt in each simulated
time step. For each of its bodies, a processor follows a path in
the tree leading downwards from the root to a node which does
not have a child that represents the region of space to which the
body belongs. If this node is a cell then the processor can add
its body to this cell as a child. If this node is another body then
this body is replaced by a cell and added to this cell as a child.
Afterwards, theprocessofloadingtheprocessor’sbodyintothetree
is continued. Locks are used in order to avoid different processors
simultaneously changing the data of the same body, i.e., we attach
a lock to each body.
Obviously, the root cell is the bottleneck of the algorithm for
loading all the bodies into the Barnes-Hut tree. This cell has to be
read once for every body, which, however, is only expensive in the
beginning of the phase when several processors contend for locking
the root as they want to add a body as a child of the empty root.
Later on each processor holds a copy of the root such that reading
the root is very cheap. The access tree strategies proﬁt much from
their capability to distribute the copy of the root cell very efﬁciently
via a multicast tree, whereas, using the ﬁxed home strategy, one
processor, the home of the root, has to deliver a copy of the root
to each processor one by one. Similar bottlenecks also occur for
other nodes on the top level of the Barnes-Hut tree, resulting in a
much higher offset for the congestion of the ﬁxed home strategy.
Obviously, this offset increases with the number of processors.
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Figure 10: Congestion and execution time of the force computation
phase on a 16£16 mesh.
Figure 10 depicts the congestion and the execution time of the
force computation phase added over 5 time steps. Besides, the pic-
ture shows the time spent in local computations in this phase. For
60,000 bodies, the 4-ary access tree strategy only uses 25 % of the
time for communication whereas the ﬁxed-home strategy requires
about 33 % for communication. As the force computation phase
does not include write accesses to global variables but many read
accesses, many copies are created during this phase.
In the force computation phase, each processor traverses the
Barnes-Hut tree once per body to compute the forces acting on the
body. The calculation follows the path from the root to the body
and opens several cells and bodies in the neighborhood of this path.
Due to the locality of the algorithm, the neighborhoods of the paths
for a set of bodies that are computed by the same processor overlap
to a great amount. This leads to cache hit ratios of about 99 % even
for a relatively small number of bodies.
In the force computation phase, the variations of the access tree
strategy win against the ﬁxed home strategy because of their ca-
pability to efﬁciently distribute copies of a global variable to those
submeshes where they are needed. Also in this phase, the 4-ary
access tree strategy outperforms all other strategies.
Finally, let us investigate what happens if the number of proces-8 x 16
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Figure 11: The graphic represents measured values for the Barnes-
Hut N-body simulation for different numbers of processors P. The
number of bodies is increased with the number of processors, that
is, N = 200¢P. The congestion is measured in units of 1000 mes-
sages. The time is measured in seconds.
sors is scaled from 64 to 512. We change the number of processors
P and the number of bodies N simultaneously in such a way that
N =200¢P. Figure 11 shows how the congestion and the execution
time behave if the number of processors is scaled. The congestion
produced by the access tree and the ﬁxed home strategy is mainly
determined by the largest side length of the mesh rather than by
the number of processors. Obviously, the congestion produced by
the access tree strategy grows less than the congestion of the ﬁxed
home strategy. The superiority of the access tree strategy against
the ﬁxed home strategy increases with the number of processors.
For the largest number of processors that we have tested, the ratio
of the execution times taken by the access tree and the ﬁxed home
strategy is about 49 %. The results on the communication time, i.e.,
the execution time minus the time taken for local computations in
the force computation phase, are even more impressive. The best
ratio of the communication time taken by the access tree and the
ﬁxed home strategy is about 33 % for 512 processors. Hence, the
access tree strategy improves by a factor of 3 on a standard caching
strategy using a randomly selected ﬁxed home for each variable.
4 Conclusions
In order to illustrate the practical usability of the access tree strat-
egy, we have implemented some variations of the strategy on a
massively parallel mesh-connected computer system, and tested it
for three standard applications of parallel computing. The experi-
mental results show that the execution time and the congestion are
closely related. Clearly, the access tree strategy looses against the
hand-optimized message passing strategies, if we consider oblivi-
ous applications like matrix multiplication or bitonic sorting, where
the full knowledge of the access pattern is used to exploit the lo-
cality inherent in the algorithm. Astonishingly, the on-line access
tree strategy achieves execution times that are reasonably close to
the times of the hand-optimized message passing strategies. This
shows that our method to “automatically adopt to the locality of
the application” is very powerful. However, the more important
applications are highly non-oblivious like the Barnes-Hut N-body
simulation. Besides, we compared the access tree strategy with a
standard caching scheme in which a ﬁxed home processor is as-
signed to each data object that keeps track of the object’s copies.
The access tree strategy clearly outperforms the ﬁxed home strat-
egyinall experiments. Moreover, thelarger thenetwork isthe more
superior the access tree strategy is against the ﬁxed home strategy.
One reason for the efﬁciency of the access tree strategy is that it
is simple and produces only very small overhead for bookkeeping.
The most important reason, however, seems to be the small conges-
tion produced by the access tree strategy.
Our experimental results show that, apart from the congestion,
the startup cost are a further important cost factor. This kind of
communication overhead is not part of the theoretical model in
which the access tree strategy has been devised. In our practical
studies we have reduced the number of startups by increasing the
degree of the access trees such that they become ﬂatter. This de-
creases the number of startups required to serve the requests but
possibly increases the length of some of the routing paths. On the
investigated architecture, 4-ary access trees seem to be most useful.
Only the sorting application performs better when using a 2-ary ac-
cess tree because the pattern of locality in the bitonic sorting circuit
corresponds to the 2-ary mesh decomposition. It is a challenging
task to incorporate startup cost in an adequate way in a theoretical
model and to develop efﬁcient dynamic data management strategies
in that model.
We believe that the access tree strategy can also be efﬁciently
adapted to other networks than meshes and clustered networks. All
that is needed is a hierarchical network decomposition that pos-
sesses similar properties to the mesh decomposition. The current
implementations of data management strategies in the DIVA library
are based on mesh-connected MPPs. Other networks, e.g., Linux
workstation clusters based on SCI communication technology, will
be addressed in future work.
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