Materials and Methods
Estimating Δdepth from air δ 15 
N data
The principles of using air δ 15 N data to estimate Δdepth have been described elsewhere (1). It is not possible to directly use the raw δ 15 N-based Δdepth estimates because they are noisy. As a proof, the ∂Δdepth/∂z function estimated from these raw data (1) sometimes exceeds 1, which would mean that the gas layers are inverted. The reason is probably the ice quality, since 1) the ice is brittle at these depths; 2) the pooled standard deviation of the measurements is only <0.012‰ (2) , equivalent to ~2 m of LID and is not significantly higher for the last deglaciation than for older time periods. We therefore apply a 13 points moving average fit (Fig. 1) . The fit is extrapolated in the 340-376.35 m and 561.31-600 m intervals by assuming the LID in ice equivalent is constant and only the variations of ice thinning impact Δdepth. We inferred that 13 was the optimal number of points for the running average by studying the residuals: using less points results in anti-correlated residuals while using more points results in correlated residuals. By doing this smoothing, we assume that on average, the δ 15 N data are representative of the δ 15 N content of the air at the bottom of the diffusive zone. This is corroborated by the quasi-symetrical distribution of the residuals (2) . Based on the standard deviation of the distance of the δ 15 N-based Δdepth estimates to the fit (linearly interpolated in depths), we estimate their 1σ accuracy to be ~2 m, which translates into a 0.6 m 1σ accuracy for the fit. We neglect the error in the linear interpolation in depths procedure because the average sampling is only ~2.4 m. We also added 1σ uncertainties of 1% due to the dependence of the gravitational enrichment to the poorly known temperature during the past (1), 0.5% due to the poorly known temperature gradient in the firn (1) and 2.5% due to the poorly known average firn relative density (1). Another source of uncertainty is due to the thinning function evaluation. It has been evaluated to range between 1% and 1.8% in the 340-600 m depth interval considered here (1).
In our study we have assume that the past convective zone thickness was negligible. One potential cause for variations in this physical variable is the change in surface winds. GCM experiments for the LGM shows little variations in wind on the East Antarctic plateau (3).
Construction of the age scale
Our ice age scale is a modified version of the EDC3 ice age scale (4). We first corrected for a depth offset between the EDC96 and EDC99 ice cores and added 55 yr to the EDC3 age scale for ages older than 45.6 kyr. We then computed gas ages from this EDC3 corr ice age scale for the EDC CH 4 record (5) based on our δ 15 N-based Δdepth estimates. We found that this new gas age scale does not perfectly fit with the GICC05 age scale (6) by comparing the CH 4 transitions (7). We therefore decided to modify the EDC3 corr ice age scale in the interval between 5280 yr b1950 (where there exists an absolute tie point derived from the comparison between Antarctic Be peak corresponding to the Laschamp geomagnetic event). We therefore linearly interpolated the EDC3 corr ice age scale according to the tie points listed in Table S1 to get a perfect fit with ages ties (see 3 for the resulting CH 4 synchronization to GRIP/GICC05). This ice age scale has however negligible impact on the discussion of the aCO 2 -AT phasing, which mainly depends on the Δdepth estimates.
An Antarctic temperature stack, 0-800 kyr b1950
Here we produce a stack of Antarctic temperature variations during the past 800 kyr, based on available ice core data (Table 2) at EPICA Dome C (EDC), Dome Fuji (DF), Vostok, Talos Dome (TALDICE) and EPICA Dronning Maud land (EMDL). A preliminary work is the synchronization of all the DF, Vostok, TALDICE and EDML ice cores to the EDC one, based on volcanic matching, where available and isotopic matching elsewhere (using the break points). The isotopic records at each site are converted to temperature records using the classical isotopic thermometer, with correction for δ 18 O variations in the ocean caused by land ice variations. The stack is then simply constructed, for each time in the past, as the average of all available ice core temperature records.
Ice isotope variations recorded in ice cores are corrected for ocean sea water (SW) isotope variations following the approach by Stenni et al. (8) :
O sw has been inferred (9) based on an ocean isotopic stack (10) . We put the δ 18 O sw record on the EDC3 age scale by synchronizing the polar temperature reconstruction (9) with the EDC isotopic record (see Table 6 ). The temperature at each ice core site is then simply evaluated as:
with α=6.04 ‰/°C (11) . First, we shift the EDC temperature reconstruction to obtain an average ΔT clim =0 over the time interval 0-1 kyr b1950. Second, we rescaled the temperature reconstruction from each ice core so that the resulting ΔT clim has the same average and standard deviation than the EDC one on the interval 0-140 kyr b1950, where all ice cores temperature reconstructions are available.
The EDC3 chronology (4) is transferred onto each ice cores using the tie points described above. Each temperature record is then resampled using an averaging over 20 yr intervals. For each of these 20 yr long time interval, the average of all available ice core temperature reconstructions is computed. The stack is again further scaled to have a 0 average over the time interval 0-1 kyr b1950. A pooled standard deviation is calculated for the stack, as:
which is the root of the sum of the squared differences of the individual temperature reconstructions T i from the stack T j divided by the degree of freedom, in this case the number of individual temperature values n minus the number of stacked temperature values m. For each age, the confidence interval of the stack is simply evaluated as:
where N is the number of available isotopic records.
Fit of AT, aCO 2 and rCO 2 by 6 points linear functions We search for the 6 points continuous and linear by interval functions ( Figure S5 ) which best fit the AT, aCO 2 and rCO 2 records defined by N data points (t i ,y i ). We define the density of probability of such a fit y(t) defined by its 6 points (T i ,Y i ), i=0,...,5 (we fix T 0 =9000 yr and T 5 =22000 yr the boundaries of our time interval), by:
where k is a multiplicative constant, σ is an uncertainty which includes both the uncertainty on the data value y i and the uncertainty of the 6 points linear model (12) . In practice, σ is evaluated as the standard deviation of the residuals of the data value y i to a first best 6 points linear function ( Figure 6 ). By writing Equation (7), we implicitly assume that those uncertainties for each data point y i are independent. In such a case, the modeling uncertainties are correlated at short time scales. Again by studying the residuals (Figure 6 ), we evaluated that there is no correlation for a distance between the t i ≥200 yr for AT and ≥400 yr for aCO 2 and rCO 2 . We thus resampled the AT, aCO 2 and rCO 2 records every 200 yr, 400 yr and 400 yr respectively. The evaluation of σ is consequently updated to 0.177 °C for AT, 1.22 ppmv for aCO 2 (13, 14) . Note that the algorithm only needs to evaluate the ratio of the densities of probability between two scenario, thus there is no need to know the multiplicative constant k. The Monte-Carlo sampling is composed of 10,000 scenarii, which ensure robust statistics. We use here the mean and the standard deviation of the probability distributions. The inferred values for T i , i=1,...,4 and their confidence intervals are given in 7.
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Discussion of the ATS stack
There are three main sources of uncertainties on estimates of past AT changes based on water stable isotopes from deep ice cores:
-Changes in elevation at the coring site (mainly due to accumulation variations and isostasy (15) ) which can produce glaciological artefacts. While attempts have been conducted to correct for elevation changes using glaciological models (15) (16) (17) , significant uncertainties remain (18) .
-In the cases of Vostok and EDML, upstream effects induced by ice flow such as elevation variations, which are not corrected for in this study (18) . These effects should be limited for TI.
-Changes in precipitation intermittency (and covariance between temperature and precipitation, at synoptic or seasonal scales). There is no mean to quantify such bias based on ice core data. While such bias has been simulated for climate projections (19) and suggested at the orbital scale (20) , several climate model simulations suggest that this bias may be limited for central Antarctica, between LGM and present day (8, 16) .
-Changes in moisture sources / evaporation conditions, affecting the initial water vapor isotopic composition. Information on past evaporation conditions (surface temperature, relative humidity) can be derived from deuterium excess and 17 O-excess. The combination of such data and isotopic distillation models allows to quantify the impact of changes in moisture sources on reconstructed Antarctic temperature. Deuterium excess studies are available for Vostok (21) , EDC and EDML (8, 22) and Dome F (23, 24) . Multiple ice core 17 O-excess studies have recently been published (25) . Despite significant methodological uncertainties (24) , these studies suggest limited moisture source impacts on temperature reconstructions for the last deglaciation.
The oceanic correction applied to our isotopic records contains only long-term fluctuations (typical period is 20 kyr, the precession period) and therefore is thought to not impact the detection of the break points in AT.
Here we did not use the Byrd, Siple Dome and Law Dome ice cores because their isotopic records do not resemble the common central East Antarctic scenario, and thus could be affected by local biases (such as larger changes of ice sheet elevation (26) ). For example, the Byrd isotopic record shows an early warming at the onset of TI which is not in phase with the onset of TI in other Antarctic ice cores (a fluorine spike can be used to assess such phasing). The Siple Dome isotopic record shows a sharp isotopic event at ~22 kyr b1950 which has no counterpart in other ice cores. The Law Dome isotopic record does not show a stable temperature scenario during the early Holocene (27) which makes the estimate of the youngest break point very uncertain.
Moreover, we did not use methane synchronization in our stack because 1) it is only robust when methane varies abruptly and this is for example not the case at the onset of TI and 2) it requires to estimate the past LID from firn densification models and even for high accumulation sites like EDML and TALDICE, these models could for some periods overestimate the LID by ~20% (28), leading to an ice age scale ~300 yr too old.
An alternative isotopic stack has already been constructed for TI (29) , using the records from Law Dome, Byrd, Siple Dome, EDML and TALDICE and based on methane synchronization. For the above mentioned reasons, we used here a different approach both for the synchronization of the ice cores and for the evaluation of the ice/gas shift. Both stacks are compared in Figure S4 . The stack from (29) seems to be generally shifted by ~300 yr toward older ages with respect to our stack in the period from the onset of TI to the Antarctic Cold Reversal. This shift could be explained by either an overestimation of the modeled Δage or by local artefacts in the isotopic records of (29, 30) , or by an underestimation of the convective zone thickness in our study, or by a combination of both.
Additional Data file S1 (separate file) 
Fig. S3
Comparison between GRIP CH 4 record on the GICC05 age scale (7) with the EDC CH 4 record (5) on our age scale. GRIP CH 4 record is offset by -20 ppbv to take into account the interhemispheric CH 4 gradient during the 16-11 ka time interval.
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Fig. S4
Comparison of the ATS stack from this study with the Antarctic isotopic stack from (29) . Onset of Bølling 14400 14680
Laschamp event 41200 41200
Table S1
Tie points between the EDC3 ice age scale and the ice age scale used in this study. Table S7 Reconstructed break points of the 6 points linear fit procedure for AT, aCO 2 and rCO 2 .
