Abstract. We develop a quantum duality principle for subgroups of a Poisson group and its dual, in two formulations: namely, in the first one we provide functorial recipes to produce quantum coisotropic subgroups in the dual Poisson group out of any quantum subgroup (in a tautological sense) of the initial Poisson group, while in the second one similar recipes are given only starting from coisotropic subgroups. In both cases this yields a Galois-type correspondence, where a quantum coisotropic subgroup is mapped to its complementary dual; moreover, in the first formulation quantum coisotropic subgroups are characterized as being the fixed points in this Galois' reciprocity. By the natural link between quantum subgroups and quantum homogeneous spaces then we argue a quantum duality principle for homogeneous spaces too, where quantum coisotropic spaces are the fixed elements in a Galois' reciprocity.
Introduction
The natural semiclassical counterpart of the study of quantum groups is the theory of Poisson groups: indeed, Drinfeld himself introduced Poisson groups as the semiclassical limits of quantum groups. Therefore, it should be no surprise to anyone, anymore, that the geometry of quantum groups gain in clarity and comprehension when its connection with Poisson geometry is more transparent. The same can be observed when referring to homogeneous spaces, although some care has to be taken.
In fact, in the study of Poisson homogeneous spaces, a special rôle is played by Poisson quotients. These are those Poisson homogeneous spaces whose symplectic foliation has at least one zero-dimensional leaf, so they can be thought of as pointed Poisson homogeneous Typeset by A M S-T E X spaces, just like Poisson groups themselves are pointed by the identity element. When looking at quantizations of a Poisson homogeneous space, one finds that this is possible (in a standard way, say) only if the space itself is a quotient: thus coisotropy arises as a pretty natural requirement also from the point of view of quantization (cf. [Ci] , [EK] ).
The notion of coisotropy is well-related with the natural relationship between Poisson homogeneous G-spaces (G being a Poisson group) and subgroups of G, so one can equivalently study coisotropic subgroups of G ; the quantization process for a homogeneous G-space then corresponds to a like procedure for the attached subgroup. Also, when following an infinitesimal approach one deals with Lie subalgebras of the Lie algebra g of G , and the coisotropy condition has its natural counterpart in this Lie algebra setting; the quantization process then is to be carried on for the Lie subalgebra corresponding to the initial homogeneous G-space.
When it's question of quantizing Poisson groups (or Lie bialgebras), a precious tool is the quantum duality principle. Loosely speaking this principle guarantees that any quantized enveloping algebra can be seen (up to scale, essentially) as the quantum function algebra of the dual group; viceversa any quantum function algebra is (up to scale) a quantization of the enveloping algebra of the dual Lie algebra. More precisely, let HA be the category of torsion-free Hopf algebras over C q, q −1 , and let QUEA and QFA be respectively the full subcategory of all objects whose specialization at q = 1 is the universal enveloping algebra U (g) of a Lie bialgebra g (which are called quantized or quantum universal enveloping algebras, in short QUEA) or the function algebra F [G] of a connected Poisson group G (called quantized or quantum function algebras, in short QFA) respectively. After its formulation in [Ga2] , the quantum duality principle establishes a Galois' correspondence from HA to itself, via the definition of two endofunctors, ( ) ∨ and ( ) ′ , of HA such that: (a) the images of ( ) ∨ and of ( ) ′ are QUEA and QFA respectively; (b) the restrictions ( ) ∨ QFA and ( ) ′ QUEA yield equivalences inverse to each other; (c) starting from a QFA over a Poisson group (resp. from a QUEA over a Lie bialgebra) the functor ( ) ∨ (resp. ( ) ′ ) gives a QUEA (resp. a QFA) over the dual Lie bialgebra (resp. the dual Poisson group).
Thus (a) provides a machine to produce quantum groups of both types (QFAs or QUEAs), (b) characterizes them among objects of HA, and (c) links this correspondence to Hopf and Poisson duality.
In this paper we establish a similar quantum duality principle for closed subgroups of a Poisson group G, or equivalently for homogeneous G-spaces, in two formulations.
In the first, we consider a naïve notion of quantum subgroups (the Type I ones) and provide a Galois Correspondence Theorem for them, giving functorial recipes which establish Galois maps among Type I quantum subgroups of G and G * (the dual Poisson group): the special sub-posets of Type I quantum coisotropic subgroups are then characterized as the images of these Galois maps. In fact, these coisotropic objects are the closed elements in this correspondence, which then by restriction provides a Galois reciprocity among them. In particular, this yields a quantum characterization of coisotropic subgroups, as they are exactly those closed subgroups whose Type I quantizations are fixed by the composition of a suitable couple of Galois maps. Moreover, starting from a subgroup K of G with tangent Lie algebra k, taking any Type I quantization of it and then applying the suitable Galois map, the quantum coisotropic subgroup one gets has as semiclassical limit the minimal subgroup K ⊥ of G * generated by exp k ⊥ , which has a neat geometrical meaning; in particular when K itself is coisotropic K ⊥ is the so-called complementary dual of K. So again the quantum setting confirms that coisotropic subgroups form a special subfamily.
The second formulation instead is much in the spirit of the (more or less) standard notion of quantum subgroup (which we refer to as "Type II"); yet the notion itself implies that the semiclassical limit subgroup is automatically coisotropic, hence we restrict to the latter ones and drop all the rest. The corresponding version of quantum duality principle is somewhat simpler: it provides a Galois Correspondence Theorem for Type II quantum subgroups, for it sets Galois reciprocities among posets of Type II quantum subgroups.
Finally, let us remark that these results hold both in the complex and real case.
As an example, in the last section we show how we can use the global quantum duality principle to derive new quantizations from known ones. The example is given by the Poisson structure introduced on the space of Stokes matrices by Dubrovin (see [Du] ) and Ugaglia (see [Ug] ) in the framework of moduli spaces of semi simple Frobenius manifolds. It was later, independently, discovered by Boalch (cf. [Bo] ) and Xu (see [Xu] ) how such structure may interpreted in the context of Poisson-Lie groups: it is nothing but a quotient Poisson structure of the dual Poisson-Lie group G * of the standard SL n (C). The Poisson space of Stokes matrices G * H ⊥ is the dual Poisson space to the Poisson space SL n (C) SO n (C) . It has to be noted that the embedding of SO n (C) in SL n (C) is known to be coisotropic but not Poisson. Starting, then, from results obtained by Noumi in [No] related to a quantum version of the embedding SO n (C) ֒−→ SL n (C) we are able to interpretate them as an explicit quantization of the Dubrovin-Ugaglia structure. We provide explicit computations for the case n = 3 . § 1 The classical setting 1.1 Poisson-Lie groups. Let G be a connected complex Lie group (which is also an affine algebraic group), and let g be its tangent Lie algebra. For simplicity we assume their dimension to be finite. Denote by U (g) the universal enveloping algebra of g , and by F [G] the algebra of algebraic regular functions on G . Both U (g) and F [G] are Hopf algebras, and there exists a natural pairing of Hopf algebras (see Definition 1.2 below) between U (g) and F [G], the evaluation of differential operators onto functions. A real form of either G or g can be realized as the fixed-points set of a given involution x → x * (on G or g): algebraically, this corresponds to involutions, dual to each other, on both F [G] and U (g) which make them into Hopf * -algebras. Conversely, any real Lie group G R can -and will -be thought of as a real form of its complexification G, hence it will be described by the Hopf * -algebra F [G], * , and g by the Hopf * -algebra U (g), * . In other words, by real Lie group or Lie algebra we shall actually mean a complex Lie group G or Lie algebra g with * -involution, described by the above Hopf * -algebras. Now assume G is a complex Poisson-Lie group (in short Poisson group in the sequel): then g is a Lie bialgebra. Algebraically, U (g) is a co-Poisson Hopf algebra, F [G] is a Poisson Hopf algebra, and the Hopf pairing mentioned above is compatible with these additional co-Poisson and Poisson structures. Furthermore, the linear dual g * of g is a Lie bialgebra as well. Then there exist complex Poisson groups whose tangent Lie algebra is g * : we choose one of them, called G * , which is connected, with associated function algebra F [G * ] and universal enveloping algebra U (g * ). This G * will stand fixed throughout in the sequel. In the real case (i.e. when G is real), we have {a, b} * = b * , a * for all a, b ∈ F [G] and δ(x * ) = σ δ(x) * for all x ∈ U (g) (σ being the flip y ⊗ z → z ⊗ y ) Moreover, the involutions on G and g yields involutions on G * and g * too, so G * is real as well. 
If H and K are Hopf * -algebras, the pairing is called a Hopf * -pairing if, in addition, x * , y = x, S(y) * and x, y * = S(x) * , y for all x ∈ H, y ∈ K.
(b) Notation: hereafter, the symbol˙ stands for "coideal", ≤ 1 for "unital subalgebra", ≤ for "subcoalgebra", ≤ P for "Poisson subalgebra",˙ P for "Poisson coideal", and the subscript ℓ stands for "left")
1.3 Homogeneous G-spaces, subgroups and coisotropy. A homogeneous left Gspace M corresponds to a closed subgroup K = K M , which we assume to be connected, of G such that M ∼ = G K . From the algebraic point of view, the previous geometrical setting is encoded by any one of the following data:
, the set of functions vanishing on K, i.e. the defining ideal of K ; (b) a unital subalgebra and left coideal of
In this way any closed Lie subgroup of G is characterized by any one of the following algebraic objects:
In particular, the following orthogonality relations -with respect to the natural Hopf pairing between F [G] and U (g) -hold: I = C ⊥ , C = I ⊥ , and C = I ⊥ , I = C ⊥ . In the real case, that is when K, G and M in §1.3 are real, in addition to (1.1) we have
Clearly (a) and (d) in (1.1-2) focus more on the subgroup K, whereas (b) and (c) focus more on the homogeneous G-space G K . All subgroups of interest in a Lie group G from now on will be closed and connected, unless otherwise stated; so we denote by S(G) the set of all closed connected subgroups of G : this is a lattice with respect to set-theoretical inclusion, hence it can (and will) also be thought of as a category.
In the rest of this section Lie groups and subgroups as well as homogeneous spaces may be either complex or real.
(c) A closed subgroup of G which is also a coisotropic subvariety is called coisotropic subgroup.
The following is the core of our notion of duality for Poisson homogeneous spaces: Proposition 1.5. (cf. [Lu1] ) For a closed connected subgroup K of G with Lie algebra k the following are equivalent: 
Remark that the terminology "coisotropic homogeneous space" is not standard. We want to stress here that coisotropic homogeneous spaces are not coisotropic submanifolds of a Poisson manifold but Poisson manifolds themselves. They form a subfamily among more general Poisson homogeneous spaces and can be characterized as follows: Proposition 1.7. (see e.g. [Za] ) Let M be a Poisson homogeneous G-space with G-action σ. The following are equivalent:
Remark: let us be more explicit about the fact that in the Poisson category the usual relationship between closed subgroups of G and its homogeneous spaces does not hold anymore. This is due to the fact that in the same conjugacy class one can have Poisson subgroups, coisotropic subgroups and non-coisotropic subgroups. As we have seen, Poisson quotients correspond to Poisson homogeneous spaces in which at least one of the stabilizers is coisotropic; many such examples can be found, for instance, in [LW] . On the other hand many interesting Poisson homogeneous spaces are not quotients, as it is the case for covariant (in particular invariant) symplectic structures. ♦ Definition 1.8.
1.9 Remarks: (a) By Proposition 1.5, the complementary dual of a coisotropic subgroup is coisotropic as well, and taking twice the complementary dual gives back the initial subgroup; similarly, the complementary dual of a coisotropic Poisson homogeneous G-space is coisotropic Poisson as well, and taking twice the complementary dual gives back the initial manifold. So the notion of complementary duality is self-dual, in both cases.
(b) As a matter of notation, we denote by co S(G) the set of all closed connected coisotropic subgroups of G : in force of (c) above, this is a sublattice of S(G) (w.r.t. settheoretical inclusion), hence it also can be seen as a full subcategory of S(G) . ♦ Definition 1.10. For any H ∈ S(G) , we call coisotropic interior of H the unique maximal closed connected coisotropic subgroup
It is characterized as the unique closed connected subgroup of G whose tangent Lie algebra is the maximal Lie subalgebra and Lie coideal of g contained in h := Lie (H) .
and K is coisotropic if and only if
, it is a lattice isomorphism), whose image coincides with coS(G * ). Moreover, the restriction of ( ) ⊥ to co S(G) coincides with ( ) ⊥ , and is an equivalence of categories ( )
is nothing but the coisotropic-interior-operator
Proof. Part (a) is trivial. As for (b), given K ∈ S(G) , consider k ⊥ : since k is a Lie subalgebra of g, we have that k ⊥ is a Lie coideal of g * : therefore, due to the identity [2] , for all z ∈ g * ) which links Lie bracket and Lie cobracket, the Lie subalgebra k ⊥ of g * generated by k ⊥ is automatically a Lie coideal too, q.e.d. It follows then by (a) and Proposition 1.5 that K ⊥ coisotropic. Thus (b) is proved.
As for part (c), the very definitions and the properties of the ( ) ⊥ operator give
with the symbol ≤ L meaning "Lie subalgebra" and˙ L meaning "Lie coideal") where
k is exactly the maximal Lie subalgebra and Lie coideal of g contained in k : in fact this follows from (1.3), for that formula implies that the Lie subalgebra generated by any family of Lie coideals is itself a Lie coideal on its own. Then
In addition, if K is coisotropic then K ⊥ = K ⊥ essentially by definitions. The other part of statement (c) then follows easily.
Finally, part (d) is simply a reformulation of the previous issues: one only has to remark, in addition, that the operator ( ) ⊥ is inclusion-preserving, hence it is a lattice isomorphism, i.e. -in category theory language -a functor.
1.12 Algebraic characterization of coisotropic subgroups. Let K be a coisotropic subgroup of G. If I, C, I and C are defined as in §1.3, the coisotropy of K is equivalent to
(this follows either directly from definitions or from Proposition 1.4). Therefore a coisotropic subgroup of G is identified by any one of the following algebraic objects:
In addition, in the real case conditions (1.2) also must hold. § 2 The quantum setting 2.1 Quantum tools. In this section we set the algebraic machinery needed for talking of "quantization" and "specialization": these notions must be carefully specified before approaching the construction of Drinfeld's functors. Roughly speaking, a quantum group is a Hopf algebra H q depending on a parameter, say q, such that at some special value q = q one gets either H q = F [G] or H q = U (g) , for some Poisson group G or Lie bialgebra g .
Let q be an indeterminate, C q, q −1 the ring of complex-valued Laurent polynomial in q , and C(q) the field of complex-valued rational functions in q .
Denote by HA the category of all Hopf algebras over C q, q −1 which are torsion-free as C q, q −1 -modules, and let HA F be the category of Hopf algebras over C(q); scalar extension gives a functor HA −→ HA
(q − 1) = C ), which we call the specialization of M at q = 1 .
Finally, we denote respectively by HA * and HA * F the subcategories of HA and HA F of all Hopf * -algebras; integer forms and specialization for them are defined like above.
Given two C(q)-modules A and B and a C(q)-bilinear pairing A × B −→ F , for any
In such a setting, we call 
Remark: if U q is a (real) QUEA, then U 1 is a (real) co-Poisson Hopf algebra, so U 1 ∼ = U (g) where g is a (real) Lie bialgebra; in this situation we shall write U q = U q (g) and
where G is a (real) Poisson group: in this situation we shall write
. See [CP] for details. ♦ 2.3 Quantum groups and Hopf pairings. Let H, K ∈ HA . Assume that there exists a pairing of Hopf algebras
given by specialization at q = 1 is perfect. These requirements imply that the initial pairing is perfect too. In this case we say that H and K are dual to each other.
Warning: From now on, we fix a complex Poisson group G as in §1.1, with tangent Lie bialgebra g ; moreover, we assume a QUEA, say U q (g), a QFA, say F q [G], and some Hopf pairing among them be given such that U q (g) and F q [G] are dual to each other.
2.4
The (global) quantum duality principle. The quantum duality principle, originally due to Drinfeld (cf. [Dr] , §7), provides functors which get out of any quantization of F [G] a quantization of U (g * ) and, conversely, out of any quantization of U (g) a quantization of F [G * ]. Now we fix such a result in detail (see [Ga2] for a proof).
Let H be any Hopf algebra in HA. First, let I :
Hopf ideal of H (whereǭ is the counit of H 1 , and the two composed maps clearly coincide): we define
Notice also that, setting J :
, one has I = (q − 1) · 1 H + J , so
Second, for every n ∈ N define ∆ n :
By the inclusion-exclusion principle, this definition admits the inverse formula ∆ Σ = Ψ⊆Σ δ Ψ . We shall also use the notation δ 0 := δ ∅ , δ n := δ {1,2,...,n} , and the useful formula δ n = (id H − ǫ) ⊗n • ∆ n , for all n ∈ N + . Given H ∈ HA , we define 
2.6 Quantum subgroups and quantum homogeneous spaces. Let K be a Lie subgroup of G . We take as "quantum K " a quantization, in some sense, of any one of the four algebraic objects describing K as in §1.3, which is compatible with the fixed quantization of G . We propose two ways to do that: accordingly, we shall speak of "Type I" and "Type II" quantum subgroups.
Type I: The first definition of quantum subgroup is somewhat tautological, thus rather general as it applies to all (closed) subgroups. Let
be the specialization maps, and let I, C, I and C be the algebraic objects associated to K defined as in §1.2: then set
(of course, each of the quantum objects above does specialize at q = 1 to the corresponding classical object). We'll loosely use the names "quantum subgroups" and "quantum homogeneous spaces" respectively to mean any one of the objects (a) or (d) (and sometimes all of (a) (2.3). Since specialization maps are Hopf algebra epimorphisms, (1.1) gives
In the real case, when both G and K are real, from (1.2) we get also
In addition, the orthogonality relations between the classical objects pointed out in §1.3 imply at once that the following q-orthogonality relations hold (notation of §2.1), w.r.t. the pairing
As a matter of notation, we set I
. All these sets are again lattices w.r.t. set theoretical inclusion, so we'll see them as categories.
Type II: The second definition of quantum subgroup is closer to the standard notion of quantization of the subgroup K in se, and applies only to coisotropic subgroups. Let I, C, I and C be the algebraic objects associated to K as in §1.2: we call "quantizations" of them all objects I q , C q , I q and C q such that
and also that
w.r.t. the fixed Hopf pairing between F q [G] and U q (g) . Note that in (2.5) by asking
we mean the following: by construction we have
and the composed map
clearly factors through I q (q − 1) I q ; then we require that the induced map I q (q − 1) I q −−→ F q [G] be a bijection onto π F q (I) , and that the latter do coincide with I ; of course this bijection will also respects all Hopf operations, because π F q does. Similarly for the other conditions. In the real case, when both G and K are real, we require also
i.e. real Type II quantum subgroups are ( * • S)-stable.
As for notation, we set I
. All these sets are again lattices w.r.t. set theoretical inclusion, hence categories too.
Therefore quantum subgroups of Type II can be intrinsically characterized by
along with conditions (2.6) and (2.7). In any case, next Lemma proves that the subgroup of G obtained as specialization of a Type II quantum subgroup is always coisotropic (much like specializing a quantum group one gets a Poisson group). ♦ Lemma 2.8. Let K be a subgroup of G, and assume a Type II quantization I q , C q , I q or C q exists of I, C, I or C respectively. Then K is coisotropic.
Proof. Assume I q exists. Let f, g ∈ I , and let ϕ, γ ∈ I q with π
, which means that I is closed for the Poisson bracket. Thus (see §1.12) K is coisotropic. The proof is entirely similar when dealing with C q , I q or C q .
General program.
Starting from the setup of §1.1, we'll move along the scheme
(1)
In the frame above, the arrows (1) are quantizations, following (2.3); the arrows (2) are suitable "applications" of the proper functors involved in the GQDP, and the arrows (3) are specializations at q = 1 . The points to show then are the following.
First: each one of the right-hand-side objects above is one of the four algebraic objects which describe a closed connected subgroup of G * : namely, the correspondence is
. Second: the subgroups of G * associated to the four objects so obtained are coisotropic. Third: these four subgroups of G * do coincide. Fourth: if we deal with Type I quantum subgroups, and we start from K ∈ S(G) , then the unique coisotropic closed connected subgroup of G * obtained above is K ⊥ (cf. Proposition 1.11). If instead we deal with Type II quantum subgroups, and we start from K ∈ co S(G) , then the unique coisotropic closed connected subgroup of G * obtained above is K ⊥ (cf. Definition 1.8).
The precise formulations of the quantum duality principle for subgroups and homogeneous spaces are the following: 
whose images lie respectively in
Therefore , 
where
is the closed connected coisotropic subgroup of Proposition 1.11. In other words, the quadruple 
along with the similar ones with G and
, and so on.
(b) (Quantum Duality Principle) For any K ∈ S(G) , we have
is the closed connected coisotropic subgroup of Definition 1.8. In other words, the quadruple
c) All previous claims have like analogues for real quantum groups and for real quantum subgroups and homogeneous spaces.
Remarks: We shall now compare the global quantum duality principle (GQDP) with the two dualities just introduced for subgroups and homogeneous spaces (QDHS and QDCHS). -4) when applied to quantum groups (i.e. QFAs or QUEAs) Drinfeld's functors switch quantum groups of one type to the other type and from one Poisson group or Lie bialgebra to the (Poisson-)dual one: in particular, from a quantization of a given Poisson group one gets a quantization of the dual Poisson groups through one Drinfeld's functor.
Therefore the GQDP stand as a Galois correspondence theorem for Hopf algebras: in particular, it establishes "good" maps relating two special posets -in this case, twice the category HA -and in particular locates two special subsets among whom a bijective Galois reciprocity is provided. Finally, everything fits properly in the real case.
(b) In the QDHS we have four categories (namely, the ones encoding Type I quantum subgroups of G , i.e.
I q S(G) and C I q S(G) ) and four other categories (those encoding Type I quantum subgroups of G * ), one distinguished subcategory for each of the previous ones -the Type I coisotropic quantum subgroups of G and of G * -and Drinfeld-like functors among the larger categories. Now, the categories of Type I quantum subgroups play the roles of HA (both as source and as target category), Drinfeld-like functors take the place of the Drinfeld's functors, and the categories of Type I quantum coisotropic subgroups stand for substitutes of the categories of quantum groups in the GQDP. With such changes in the cast of characters, the features of the show are exactly the analogous ones: in particular, special objects (which are now the Type I quantum coisotropic subgroups) are characterized as the fixed points of the composition of a suitable couple of Drinfeld-like functors; moreover, applying Drinfeld-like functors to Type I quantum coisotropic subgroups the outcome involves simultaneously switching from a Type I quantum subgroup in a QFA or a QUEA to a Type I quantum subgroup respectively in a QUEA or a QFA and switching from quantizing a given subgroup to quantizing its complementary dual. Here again, everything behaves properly in the real setting.
Thus this principle provides a Galois correspondence theorem for Type I quantum subgroups, for it establishes Galois maps among posets of Type I quantum subgroups, and in particular provides a Galois reciprocity between the special sub-posets of Type I quantum coisotropic subgroups. In particular, this yields a quantum characterization of coisotropic subgroups: they are exactly those elements of S(G) whose Type I quantizations are fixed by a suitable composition of Drinfeld-like operators. More in general, Drinfeld-like functors, in a sense, lift to the quantum level the map S(G) −→ S(G * ) , K → K ⊥ . Thus once more the quantum setting confirms that coisotropic subgroups indeed form a special family inside the set of all connected subgroups of a given group.
(c) Finally, the situation is somewhat simpler for the QDCHS. Roughly, it is like the Galois correspondence theorem for finite dimensional separable extensions, compared with the infinite dimensional case. We have now four categories for G (encoding Type II quantum subgroups of G ) and four similar categories for G * and Drinfeld-like functors among them. Now the categories of Type II quantum subgroups play the roles of HA (both as source and as target category) and Drinfeld-like functors yield a bijective Galois reciprocity among pairs of them; as before, such correspondences involve simultaneously switching from a Type II quantum subgroup inside a QFA or a QUEA to a Type II quantum subgroup respectively inside a QUEA or a QFA and switching from quantizing a given coisotropic subgroup to quantizing its complementary dual.
Thus this principle provides a Galois correspondence theorem for Type II quantum subgroups, for it sets Galois reciprocities among posets of Type II quantum subgroups. In particular, Drinfeld-like functors lift the map coS(G) −→ co S(G * ) , K → K ⊥ , to the quantum level. Finally, all this behaves properly in the real setting as well. ♦ § 3 Drinfeld-like functors on Type I quantum subgroups 3.1 Drinfeld-like functors for Type I quantum subgroups. Throughout this section and the next ones, K ∈ S(G) will be fixed, and I, C, I, C will be the corresponding algebraic objects introduced in §1.3: in particular, (1.1) holds. We fix also, once and for all, a quantization of G as in §2.3, i.e. a QUEA, a QFA, and a pairing among them, with the assumptions therein; to simplify the notation, we set
Once these assumptions are fixed, Theorem 2.2(c) ensures that U q (g) ′ is a QFA for a specific connected Poisson group G * dual to G . We consider Type I quantum subgroups I q , C q , I q and C q as defined by (2.3). The following definition is our way to move step (2) in the general program of §2.9 via Type I quantum subgroups: 
Remarks: (a) By construction, we have the inclusions (q
(where π U q ′ and π F q ∨ are the proper specialization maps) which means that each of the spaces I q , C q ▽ , I q ! and C q is a quantization of its specialization. (b) In addition to (a), the following inclusion relations hold:
which follow directly from definitions and from (a). ♦ Proposition 3.4. The following q-orthogonality relations hold:
Proof. We resume the proof of [Ga2] , Proposition 4.4, with some minor changes, taking into account the q-orthogonality relations (2.4). First, notice that
Moreover we have of course (q−1)
as well. Now let I = I F q be the ideal of F q considered in §2.5, and take c 1 , . . . , c n ∈ C q ∩ I ;
Now consider any summand in the last term in the formula above. Let
Thanks to the previous analysis, we have j ∈Ψ c j , 1 ∈ (q − 1) n−t C q, q −1 (perhaps zero!), and
The outcome is that
, whence we get
thanks to (2.4)(i), whence we get
⊗n for all n ∈ N , and moreover from κ ∈ I q ⊥ q it follows that κ + :=
⊗n , which together with the above formula yields
where in the third equality we used the fact that
can be factored out of every summand containing I ⊥ q and then be flushed to right: since (q − 1) J = (q − 1) U q ∩ J ⊆ I q ⊥ q ∩ J the equality follows; the last equality then follows from (2.4)(ii).
We conclude that I q ⊥ q ⊆ C q , which together with (3.2) gives C q = I q ⊥ q , q.e.d.
, because specializing at q = 1 we have
with respect to the perfect Hopf pairing induced by the quantum one (and coinciding with the natural one) between
, thus ϕ ∈ I q which is a contradiction.
By construction η ∈ I q ⊥ q and η ∈ C q
, which is impossible because by the previous result I q ⊥ q = C q ′ , and the latter is always contained in C q
The outcome is that I q = C q ⊥ q , which ends the proof of (i).
The proof of (ii) is similar. First of all, notice that
n U q ⊗n , and from η ∈ C q ▽ ⊥ q we get
whence we get
since in addition η ∈ I q , for we proved that C q ▽ ⊥ q ⊆ I q , we argue that η ∈ I q ! . The conclusion is C q ▽ ⊥ q ⊆ I q ! , which, together with (3.1), implies
which is impossible because we already proved C q ▽ ⊥ q = I q ! , and the latter is always
The outcome is C q ▽ = I q ! ⊥ q , and so (ii) is proved.
Lemma 3.5.
(i) In the real case S I q
Proof. The statements on the first line are proved directly, and imply those on the second line via the orthogonality relations of Proposition 3.4. Claim (a) is straightforward. As to claim (b), it is enough to note that by definition
To prove (c), let a ∈ U q ′ and b ∈ I q ! : by definition of I q ! , from I q ℓ U q and from (2.1) we get δ n (ab) ∈ (q − 1)
Recall that U q ′ is commutative modulo (q − 1), and (q − 1)
thus proving (c).
Lastly, to prove (d), remark that 1 ∈ C q and δ n (1) = 0 for all n ∈ N , so 1 ∈ C q . Let x, y ∈ C q and n ∈ N ; by (2.1) we have δ n (xy) = Λ∪Y ={1,...,n} δ Λ (x) δ Y (y) . Each of the factors δ Λ (x) belongs to a module (q − 1) |Λ| U q ⊗ |Λ|−1 ⊗ X where the last tensor factor is either X = C q (if n ∈ Λ ) or X = {1} ⊂ C q (if n ∈ Λ ), and similarly for δ Y (y) ; in addition Λ ∪ Y = {1, . . . , n} implies |Λ| + |Y | ≥ n , and summing up δ n (xy)
As for the real case, we have S(I q ) = I q = I * q (see §2.6), so definitions yield 
therefore Γ = H and L = Θ in (e) above are real subgroups.
Proof. Statements (a) and (d) follow trivially from Lemma 3.5; the same also implies part of (b) and (c), in that I 1 ! is a bialgebra ideal of U 1 (g) ′ and C 1 ▽ is a subbialgebra of
, and a subbialgebra of any universal enveloping algebra (such as U (g * ) ) is automatically a Hopf subalgebra: thus C 1 ▽ is a Hopf subalgebra. On the other hand, the q-orthogonality relations of Proposition 3.4(ii) clearly imply I 1 ! = C 1 ▽ ⊥ and
Also (e) follows by orthogonality, for
Finally, claim (f ) follows from Lemma 3.5(i) by specialization.
The next result improves the previous Lemma:
Therefore, the subgroups Γ = H and L = Θ in Lemma 4.1(e) are coisotropic.
Proof. We begin with (c). Due to Lemma 4.1(a), we only have to show that
U 1 ′ (the latter being isomorphic to F [G * ] thanks to Theorem 2.5(c)). The thesis amounts to show that {x, y} ∈ I 1 ! for all x, y ∈ I 1 ! , which is equivalent to
So take x, y ∈ I q ! : then
Now, by formula (2.2) we have (for all n ∈ N )
while (with notation of §2.6)
since Λ ∪ Y = {1, . . . , n} and Λ ∩ Y = ∅ we have |Λ| + |Y | ≥ n + 1 ; moreover, for each index i ∈ {1, . . . , n} we have i ∈ Λ (and otherwise Im (j Λ ) has 1 in the i-th spot) or i ∈ Y (with the like remark on Im (j Y ) if not): recalling that I q is a left ideal of U q (cf. Lemma 4.1(a)), we conclude that
d. As for (d), we mimic the proof of (a). By Lemma 4.1(d), we only have to prove that
So we must show that {x, y} ∈ C 1 for all x, y ∈ C 1 , which is equivalent to
for all x, y ∈ C q (for C q is a quantization of C 1 inside U q ′ , by Remark 3.3(a)). So pick x, y ∈ C q : then
Now, by formula (2.2) we have
while (again using notation of §2.6)
since Λ ∪ Y = {1, . . . , n} and Λ ∩ Y = ∅ we have |Λ| + |Y | ≥ n + 1 ; moreover, in both spaces in the above line the last tensor factor is either C q (if n ∈ Λ or n ∈ Y respectively) or {1} (if n ∈ Λ or n ∈ Y respectively) which is still contained in C q : since the latter space is a subalgebra, and n ∈ {1, . . . , n} = Λ ∩ Y , we conclude that Part (b) follows by duality from (c), via Proposition 3.4(ii) which at q = 1 tells that
a) follows by duality from (d), via Proposition 3.4(i) which at q = 1 tells that
We now identify the coisotropic subgroups L = Θ and Γ = H of G * in Proposition 4.2:
. Both coisotropic subgroups L and H of Proposition 4.2 coincide with
K ⊥ ∈ co S(G * ) (cf.
Proposition 1.11). In other words, l := Lie (L) and h := Lie (H) both coincide with the Lie subcoalgebra k
We proceed much like in the proof of the fact that [Ga2] , Proposition 4.7, for details of that).
Let I := I F q as in §2.5, J := Ker ǫ :
, and
Lie bialgebra of G . Let {y 1 , . . . , y n } (with n := dim(G) ) be a C-basis of J G J G 2 , and pull it back to a subset {j 1 , . . . , j n } of J . Then (q − 1) , and similarly hereafter) is a C-basis of F 1 ∨ and, setting
Moreover, since j µ j ν − j ν j µ ∈ (q − 1) J (for µ, ν ∈ {1, . . . , n} ) we have j µ j ν − j ν j µ = (q − 1) n s=1 c s j s + (q − 1) 2 γ 1 + (q − 1) γ 2 for some c s ∈ R , γ 1 ∈ J and γ 2 ∈ J 2 , whence
Lie subalgebra of F 1 ∨ : indeed, we have exactly F 1 ∨ = U (t) as Hopf algebras. Now for the second step. The specialization map π ∨ :
* be the natural projection map, and ν : g * ֒−→ J G a section of ρ . The specialization map π :
this is a well-defined Lie bialgebra isomorphism, independent of the choice of ν and γ .
For our purposes we need a special choice of the C-basis {y 1 , . . . , y n } of J G J G 2 .
Let k := dim(K) . Let O e be the local ring of e (the identity element of G ) on G , i.e. the set of all rational functions on G which are regular at e , and let m e be its maximal ideal; let also O is a basis of m
Moreover, let
2 : using these we choose a lift {x
s=k+1,...,n;
in J G/K . Finally we pull-back, through the natural restriction map J G −։ J K , the set {x ′ 1 , . . . , x ′ k } to a subset {x 1 , . . . , x k } of J G , and identify {x k+1 , . . . , x n } with a subset of J G via the standard identification
By construction {x 1 , . . . , x k , x k+1 , . . . , x n } is a local system of parameters of G : then, letting y s := x s mod J 2 G for all s, the set {y 1 , . . . , y n } is a C-basis of J G J G 2 = g * . Moreover, {x k+1 , . . . , x n } ⊆ I because x s (K) = x s (e) = 0 for all s = k + 1, . . . , n ; then y k+1 , . . . , y n ⊆ k ⊥ ( ⊆ g * ), hence by dimension counting {y k+1 , . . . , y n } is a basis of k ⊥ . On the other hand, the very construction also implies I+J 2 G ∩ Span {x 1 , . . . , x k } = {0} and so ρ(I ) = I + J G 2 mod J G 2 = Span {y k+1 , . . . , y n } = k ⊥ . Therefore we choose this set y 1 , . . . , y k , y k+1 , . . . , y n as basis of J G J G 2 to start with when computing σ .
Now we prove that
The same analysis as before to prove that σ : g * ∼ = t , shows that the left ideal I 1 := I q mod (q−1)F q ∨ is generated by
where l is the Lie subalgebra of g * generated by k ⊥ : that is, l = k ⊥ .
Similarly, the unital subalgebra
⊥ , where x k+1 , . . . , x n is the ideal of C generated by {x k+1 , . . . , x n } . Therefore C 1 ▽ = U (h) is generated by k ⊥ , whose elements are primitive, so belong to h : then h = k ⊥ , q.e.d.
Remark.
It is worth remarking that given a connected subgroup K of G and considering K ⊥ as in Proposition 1.11, by Proposition 4.3 we have
Even more, the previous analysis gives a more precise result at the quantum level, namely
Proof. The claim follows from Remark 3.3(a) and identities (4.3).
We can therefore apply our operators twice, thus getting
; moreover,
Comparing these two sets of identities at q = 1 we argue that I K 
Proof. Applying twice identities (4.4), we get We consider Type II quantum subgroups I q , C q , I q and C q as defined in §2.6, hence enjoying (2.5), or equivalently (2.5) ′ , and (2.6). We move step (2) in the general program of §2.9 using Type II quantum subgroups with the following definition: 
Remarks: (a) Note that Definition 5.2 only differs from Definition 3.2 for the lack of the summand (q
The following inclusion relations hold, directly by definitions:
The following orthogonality relations hold:
Proof. The proof is the same as for Proposition 3.4, but using the orthogonality relations (2.6) instead of the q-orthogonality relations (2.4): the result then changes accordingly.
Lemma 5.5.
Proof. The proof is just like for Lemma 3.5, but now using Proposition 5.4 instead of Proposition 3.4: the result then changes accordingly.
The following technical result has no counterpart for Type I quantum subgroups:
Lemma 5.6.
Proof. We start proving claim (c).
for all n ∈ N + . Now, for any n ∈ N + we have
and since I q (q − 1) U q = (q − 1) I q by (2.5) ′ , from (5.1) we conclude that
for all n ∈ N + , which in turn means η ∈ (q − 1) I q ! , q.e.d. The converse inclusion
The same arguments prove (d) as well. As for (a) and (b), we can give a rather concrete description of them both, like in the proof of Proposition 4.3. Using such a description, ϕ ∈ I q ∩ (q − 1)
∨ ⊇ (q − 1) I q is obvious. Similarly one proves (b).
Proposition 5.7. I q , C q , C q ▽ and I q ! are Type II quantum subgroups, which are real if we started from real quantum subgroups.
Proposition 5.8.
Proof. The very definitions give
for all n ∈ N + , which means exactly that I q ! ⊇ I q . Similarly, we have also δ n C q ⊆
for all n ∈ N + , which means exactly that C ▽ q ⊇ C q . On the other hand, by definitions
Thus all identities in the claim are half proved.
To prove the reverse inclusions I q ! ⊆ I q and C ▽ q ⊆ C q one can resume the proof of Proposition 4.3 in [Ga2] , which shows that F q ∨ ′ ⊆ F q : in fact, the same arguments apply almost untouched with C q instead of F q , and also (with minimal changes) with I q instead of F q . The outcome is I q ! ⊆ I q and C ▽ q ⊆ C q , whence identities hold. 
Proof. We use a general argument. Let X q ⊆ F q and Y q ⊆ U q be such that X q = Y q ⊥ and Y q = X q ⊥ . These two identities are equivalent to the fact that the pairing between F q and U q induces a perfect pairing between F q X q and Y q , and a perfect pairing between X q and
then the previous pairings induce a perfect pairing between F 1 X 1 and Y 1 , and a perfect pairing between X 1 and U 1 Y 1 , and these two facts conversely mean that
Thanks to Proposition 5.4 and Lemma 5.6, this analysis applies to the couples (X q , Y q ) = I q , C q and (X q , Y q ) = C q ▽ , I 1 ! , whence the claim. 
Proof. The proof of (a)-(f ) mimics stepwise that of Lemma 4.1, exploiting now Lemma 5.5 (instead of Lemma 3.5) and Lemma 6.1 (instead of the direct consequence of Proposition 3.2) to exploit orthogonality relations, and Lemma 5.5(i) (instead of Lemma 3.5(i)). Finally, claim (g) follows from Proposition 5.7 and Lemma 2.8, because I q ! and C q ▽ are (Type II) quantizations of Γ = H , and I q and C q are (Type II) quantizations of L = Θ .
Remark: one can also repeat, mutatis mutandis, the proof of Proposition 4.2 to prove that both Γ = H and L = Θ in Lemma 6.2(e) are coisotropic. Also, the like approach lead to identify them, finding analogues of Proposition 4.3 and of Corollary 4.5. ♦ Corollary 6.4.
Patching together all previous results, we can finally prove Theorem 2.11:
Proof of Theorem 2.11. Corollary 6.4 proves that the functors in (a) are well-defined on objects, and it is trivially clear that they are inclusion-preserving, so they do are functors. Proposition 5.8 proves the rest of claim (a), in particular that these functors are in fact equivalences. In addition, Corollary 6.4 also proves claim (b), and finally claim (c) holds too because each step in the previous analysis behaves well with respect to * -structures. § 7 Use of half quantizations or local quantizations 7.1 The QD(C)HS with half quantizations. In the present work we use as quantization of a given Poisson group the datum of a pair of quantum groups F q [G], U q (g) with a perfect Hopf pairing among them (cf. §2.3 and the Warning therein). In fact, in the proofs sometimes we follow a direct approach and sometimes instead we resort to duality or (q-)orthogonality arguments, for which we do need having all these data; a single quantum groups would not be enough. However, this is only a matter of choice.
Indeed, as the QD(C)HS deals with quantum subgroups which are either contained in F q [G] or in U q (g), we might prove every step in our discussion using only the single quantum group which is concerned, and only one quantum subgroup (such as I q , or C q , etc.) at the time, by a direct method which does not exploit any Hopf duality argument.
To give an example, we prove in that way the following part of Lemma 3.5:
Claim: let I q and C q ▽ be as in Lemma 3.5. Then
Proof. By definition I q is the left ideal of
Similarly, C q ▽ is the unital subalgebra of
A QD(C)HS with local quantizations (à la Drinfeld).
In this paper we use quantum groups in the sense of Definition 2.2; in literature, these are sometimes called global (or polynomial) quantizations. Instead, one can consider local quantizations, or quantum groups "à la Drinfeld", namely quantized universal enveloping algebras U (g) and quantized formal series Hopf algebras F [[G]] : these are topological Hopf algebras over the ring C[[ ]] of complex formal power series in (cf. [CP] for precise definitions). The semiclassical limit (at = 0 ) of any U (g) is the universal enveloping algebra of a Lie bialgebra, while the semiclassical limit of any F [ [G] ] is the function algebra of a formal Poisson group: so geometrically speaking both these objects are of local nature. It is in this setting that the quantum duality principle was first clearly established by Drinfeld.
The present work might be written equally well in terms of local quantum groups (à la Drinfeld) and their semiclassical limits. The only care is to start with formal Poisson groups instead of Poisson groups and to look at their (closed) formal subgroups. Then one defines Drinfeld-like functors in a perfectly similar manner; the key fact is that the GQDP has a local version -the original one by Drinfeld (cf. [Dr] , §7, and see [Ga1] for a proof) -in which the recipe given in §3 to define Drinfeld-like functors do make sense, up to a few technical details, in the local framework as well. The statement and proof of a local version of the QD(C)HS then are just a matter of translation, from the language of global quantizations to the language of local quantizations.
A useful difference with the case of global quantizations is that using local quantizations one can recover a dual pair F [[G]], U (g) of (local) quantum groups as soon as one has only one of them. In fact, given
⋆ is a quantized universal enveloping algebra for g, with a natural perfect Hopf pairing between
formal series Hopf algebra for G in perfect Hopf pairing with U (g). Thus a single (local) quantum group is enough to ignite the local version of our discussion on the QD(C)HS. § 8 Example: the Stokes matrices as Poisson homogeneous SL n (C)-space 8.1 The Poisson homogeneous SL n (C)-space of Stokes matrices. Let G = SL n (C) endowed with the standard Poisson-Lie structure. We denote by d the Cartan subalgebra of diagonal matrices in sl n (C) . With b + (resp. b − ) we denote the Borel subalgebra of upper (resp. lower) triangular matrices in sl n (C); then B + and B − will be the corresponding Borel subgroups in SL n (C) . It is well known that at the infinitesimal level the dual Lie bialgebra can be identified with g
, so that the simply connected dual Poisson group is G * = B + ⋆ B − , the pairs of upper and lower triangular matrices such that the restrictions on the diagonal are mutually inverse.
By construction, the algebra
is generated by matrix coefficients x i,j (1 ≤ i ≤ j ≤ n) for the over-diagonal part of B + , y i,j (1 ≥ i ≥ j ≥ 1) for the under-diagonal part of B − , and z i (1 ≤ i ≤ n) for the diagonal part of B + .
Let H = SO n (C) ֒−−→ SL n (C) be the standard embedding. The corresponding Lie algebra is h = so n (C) . Its orthogonal in g * , for the pairing given by the Killing form, is
which is a coisotropic subgroup of G * . We are then in the situation described in §1. The spaces SL n (C) SO n (C) and G * H ⊥ are a complementary dual pair of Poisson homogeneous spaces: the former can be identified with the space of symmetric matrices and the latter with the space U + n of Stokes matrices, i.e. upper triangular unipotent (n × n)-matrices.
By construction F U
is generated by the matrix entries of
which is an upper triangular unipotent matrix whose entries may be identified with the matrix coefficient functions on Stokes matrices. The Poisson structure on U + n was first found by Dubrovin in the n = 3 case (see [Du] ) and then by Ugaglia (cf. [Ug] ) for generic n ≥ 3 in a completely different setting: it naturally arises in the study of moduli spaces of semisimple Frobenius manifolds. Later, in [Bo] and [Xu] , it was shown how U + n with such structure is a Poisson homogeneous space of the Poisson-Lie group B + ⋆ B − , dual to the standard SL n (C), as just explained. More explicitly, from [Xu] one can argue the following 
Towards quantization of Stokes matrices. Let us look for a quantization
with the above Poisson structure: we shall find it applying Theorem 2.11. As our purpose is to obtain an algebra of functions on the homogeneous space, an object of type (b) in the list (2.5), we start with an object of type (d) in the same list.
This means that as a starting point we need a subalgebra and right coideal inside U q (sl n ) quantizing the standard embedding of so n . This has been already obtained in [No] , §2.3: we recall hereafter its definition. We begin fixing notation, not completely standard, for U q (gl n ), a quantum analogue of U gl n = U gl n (C) , and its Hopf subalgebra U q (sl n ) :
Definition 8.4. We call U q (gl n ) the associative unital C q, q −1 -algebra with generators
. . , n − 1; j = 1, . . . , n) and relations
with the unique Hopf * -algebra structure given by
Remark: If one takes the above presentation to generate an algebra over the field C(q), the result is the Hopf algebra U q (gl n ) in [No] , §1.2 (but that he works over Q), for in fact the algebra over C(q) can be generated by the e i 's, the f i 's and the g j 's alone (with
for all i and j . Our presentation of U q (gl n ) may then seem unnecessarily complicated by the presence of the generators d i and h i . On the other hand, this complication is needed for the correct algebraic specialization. In fact, if one takes Nounmi's presentation but over C q, q −1 , the outcome is a Hopf algebra H whose specialization at q = 1 is
, were C[Γ ] stands for the group algebra of a group Γ over C ; roughly speaking, this is due to t
specializing to the unit matrix e j,j , for all j . ♦ 8.5 Quantum root vectors and L-operators in U q (gl n ) . We recall the notion of L-operators, first introduced in [FRT] : these are elements L ± i,j ∈ U q (gl n ) (with i, j = 1, . . . , n), which are defined as follows. Set [x, y] a := x y − a y x (for all x, y, a ), and define
These are quantum root vectors in U q (gl n ) and in U q (sl n ) , in that the coset of F
is the elementary matrix e j,i (resp. e j,i ) for all i < j , and similarly for sl n instead of gl n .
The L-operators are obtained by twisting and rescaling the above quantum root vectors,
and satisfy the remarkable formulas
When suitably normalized, the L-operators are again q-analogues of the elementary matrices of gl n : namely, the coset of
for any Λ ∈ L, L, L .
8.6 Quantization of U (sl n ) . Let us define elements t
We define U q (sl n ) as the subalgebra of U q (gl n ) generated by f i , t ±1 i , l i , e i i=1,...n−1 ; this gives a quantum analogue of the classical embedding sl n ֒−→ gl n . From the presentation of U q (gl n ) in Definition 8.4 above one argues at once a presentation of U q (sl n ) as well: in particular, this shows that U q (sl n ) is a Hopf * -subalgebra of U q (gl n ) .
Note also that, by construction, L ± i,j ∈ U q (sl n ) , for all i, j . Remark: Much like for U q (gl n ), also U q (sl n ) is often defined by the above presentation (up to minor changes) but over the ground field C(q) ; then the l i 's are not necessary, since l i = t i −1 q−1 for all i . To have a QUEA we need U q (sl n ) to be defined over C q, q −1 : now, if we take the same presentation but for the l i 's the outcome is a Hopf C q, q −1 -algebra
= e i,i − e i+1,i+1 for all i . ♦ 8.7 Quantization of U (so n ) . Following an idea of Noumi, we define U q (so n ) as a subalgebra of U q (sl n ). Namely, we call U q (so n ) the C q, q −1 -subalgebra of U q (gl n ) generated by the matrix entries of
where J is the (n × n) diagonal matrix diag q n−1 , . . . , q, 1 . Explicit computations give
for the matrix entries of K, which is upper triangular with J onto the diagonal. Note that we have
as well. This yields quantum analogues of the classical embeddings so n ֒−→ sl n ֒−→ gl n . Note that we have fixed Noumi's parameters a j to be a j = q n−j (for all j ) so that U q (so n ) is also a * -subalgebra of U q (sl n ) and U q (gl n ) . With respect to the coproduct, U q (so n ) is a right coideal both of U q (sl n ) and of U q (gl n ). Thus C q := U q (so n ) and U q (g) := U q (sl n ) realize exactly the situation of (2.5-(d )) -the specialization result U q (so n ) q=1 ∼ = U (so n ) being explained in [No] -but for having a right instead than left coideal. However, by left-right symmetry our analysis and results developed in the present paper clearly have their left-right symmetrical analogues, thus we can proceed as well, mutatis mutandis. Moreover, C q := U q (so n ) is a * -subalgebra. In other words, C q := U q (so n ) is a Type II real quantum subgroup of type ((d)) (in the list (2.5)) for the quantum group U q (gl n ) . We now is apply the functor ( ) :
We explain in detail the case of n = 3 , and then basing on that we'll give a sketch of the general situation. Note that the over-diagonal entries of the matrix K will provide -passing from U q (so n ) to F q U + n := U q (so n ) and eventually to the semiclassical limit of the latter -algebra generators of F U + n , namely the matrix coefficients of Stokes matrices. Warning: Noumi's definition of U q (so n ) is in [No] , §2.4. It is explained there that one can take as algebra generators of U q (so n ) the entries of either one of four different matrices, given in formula (2.18) in [loc. cit.] . Among these, we choose the third one, namely
where J is given above and Q is the (n × n) diagonal matrix diag q n−1 , . . . , q, 1 = J 2 , so that Q J −1 = J . We also need to rescale such generators of Noumi's algebra (defined over Q(q) ) and eventually take K := q−q −1 −1 K 0 as above for the purpose of specialization. This shows how our definition of U q (so n ) fits with Noumi's.
The algebras
′ and U q (sl n ) ′ , we do need a clear description of these objects. Thus now our purpose is to compute them precisely, and describe the way they specialize at q = 1 . By definition, U q (gl n ) is a Q-graded Hopf algebra, where Q is the root lattice of gl n , with ∂(f i ) = −α i , ∂(h i ) = ∂(d j ) = 0 , ∂(e i ) := +α i where α i is the i-th simple root of gl n , for all i . Also, ∂ F j,i = ∂ Λ
⊗ℓ is Q ⊕ℓ -graded as a Hopf algebra, for all ℓ ∈ N , and the like for U q (sl n ) ⊗ℓ .
The formulas for the coproduct of L-operators in §8.5 can be iterated, yielding for L
where I
where R is a sum of homogeneous terms in U q (gl n ) ⊗ℓ whose degree in Q ⊕ℓ is of type (∂ 1 , . . . , ∂ ℓ ) , each ∂ k being a positive or negative root (according to ε = − or ε = + ) of height less than that of α i,j . Finally, for all i and j , we get also
Now let Φ + (resp. Φ − ) be the set of positive (resp. negative) roots of gl n , and fix any total ordering on Φ + . Set also L ± α := L ± i,j for each root α = ∓ α i,j . The well-known quantum PBW theorem (adapted to the present case) ensures that
is a C q, q −1 -spanning set for U q (gl n ) ; hereafter the products over positive or negative roots are made w.r.t. the fixed total ordering. Given M ∈ S we set M :
(the sum of all exponents occurring in M but γ ). Since ∆ ℓ is a graded algebra morphism, the previous formulas imply that for each PBW-like monomial M in S \ g −γ n γ∈N we have, for all ℓ ≥ M ,
) are the positive roots of gl n , each one of the ζ
's and the ψ p 's is a suitable monomial in the g ±1 j 's, and finally T is a sum of homogeneous terms whose degrees are different from the degree of the previous summand. From definitions and the previous formulas for ǫ we argue
n , hence these elements are algebra generators for U q (gl n ) ′ . Furthermore,
−1 − 1 , we have also that U q (gl n ) ′ is generated, as a unital C q, q −1 -algebra, by the L ± i,j 's and the h i 's (for all i, j ). When looking at the semiclassical limit U q (gl n ) 
′ (for all i < j ), as well as h s , l s := (q −1) l s = t s −1 and t ±1 s (for all s ). Indeed, with the same analysis as above -up to the obvious, small changes -one proves also that U q (sl n ) ′ is generated, as a unital C q, q −1 -algebra, by the F j,i 's, the E i,j 's (for all i < j ), the t
±1
s 's and the h s 's (for all s ). In addition, U q (sl n )
′ is the C q, q −1 -span of a set of rescaled PBW-like monomials (in the above generators) analogue to the set S considered above which spans U q (gl n ) ′ .
Finally, under specialization U q (sl n ) ′ q=1 ∼ = F SL * n = F B + ⋆ B − the above generators specialize as F j,i q=1 = e −1 i,i B + e i,j , E i,j q=1 = e j,i e +1 i,i B + (for all i < j ), t 8.9 Quantum Stokes matrices: n = 3 . The generators of H = U q (so 3 ) are
(cf. §8.7) where T Using the relations between the elements θ j in [No] , §2.4 -namely, formulas (2.23) therein -and remarking that K 1,2 = q θ 1 , K 2,3 = θ 2 , one can derive also Proof.. The relations (8.5) among the k i,j 's clearly spring out of formulas (8.3-4), whilst the formulas for the right coideal structure directly come out of the very definitions. The key point of the proof instead is to show that these elements do generate U q (so 3 ) .
From the above formulas for ∆, a straightforward computation proves that δ ℓ k 1,2 = k 1,2 ⊗ t 2 − 1 ∈ (q − 1) U q (so 3 ) \ (q − 1) 2 U q (so 3 ) , we get at once k 1,2 , k 2,3 , k 1,3 ∈ U q (so 3 ) \(q −1) U q (so 3 ) , hence the whole subalgebra generated by these elements is contained in U q (so 3 ) . We shall now prove that the set B 3 is a C q, q −1 -basis of U q (so 3 ) ; this in turn will imply that this algebra is generated by k 1,2 , k 2,3 and k 1,3 . For that we need a quantum PBW-like theorem for U q (so 3 ), which follows from definitions and formulas (8.3-4), namely Claim : U q (so 3 ) is a free C q, q −1 -module, a C q, q This implies that B 3 is a linearly independent set inside U q (so 3 ) ; now we prove that it spans U q (so 3 ) over C q, q −1 . The formulas for ∆ on the k i,j 's give also, for all ℓ ∈ N , 2 e 1 ∈ U q (sl n ) ′ .
8.11
Remarks: (a) in §8.8 we saw that U q (sl n ) ′ is generated by the rescaled Loperators L ± i,j , hence its semiclassical limit F [G * ] is generated by their cosets, which are simply half the matrix coefficients generating F [G * ] (see §8.1). Then by the very construction and our concrete description of U q (so 3 ) we get that the generators k i,j specialize, (cf. §8.1). In particular, the corresponding limit Poisson bracket can therefore be verified to be equal to that in [Ug] and in [Xu] (the latter taken from [Du] ), up to normalizations: e.g., the isomorphism between our presentation of F U + 3 and Xu's one is given by k 1,2 q=1 → z 2 , k 1,3 q=1 → y 2 , k 2,3 q=1 → x 2 (notation of [Xu] , §1, formula (2)), and this is easily seen to preserve the Poisson bracket.
(b) the claim and proof of Theorem 8.10 show that one could take as generators for U q (so 3 ) simply the (q − 1) K i,j 's. However, our choice of normalization (dividing out such generators by suitable powers of q ) lead us to better looking relations, such as (8.5). Indeed, these are essentially "the best" one can achieve, unless we enlarge the ground ring to C q 1/2 , q −1/2 : in that case one can take new generators k 1,2 := q −1/2 k 1,2 , k 1,3 := k 1,3
and k 2,3 := q −1/2 k 2,3 , which enjoy the relations k 1,2 k 2,3 = q k 2,3 k 1,2 − (q − 1) k 1,3 , k 2,3 k 1,3 = q k 1,3 k 2,3 − (q − 1) k 1,2 , k 1,3 k 1,2 = q k 1,2 k 1,3 − (q − 1) k 2,3 , which are totally symmetric with respect to cyclic permutations of the indices. ♦ 8.12 The general case. Let's now move to the general case n > 3 . The generators K i,j (i < j) are defined in §8.7; like in the Claim in the proof of Theorem 8.10 we have a PBW-like theorem for U q (so n ), namely the set of all ordered monomials (w.r.t. any fixed total order of the set of pairs (i, j) i < j ) in the K i,j 's is a C q, q −1 -basis of U q (so n ) (in the Claim we used the k i,j 's, which are just a rescaling of the K i,j 's by powers of q ). Straightforward computations yield
where the set of indices is I = i ≤ t n−2 ≤ · · · ≤ t 1 < s 1 ≤ · · · ≤ s n−2 ≤ j ; it is worth pointing out that, while the L-operators L + i,j and L − i,j does not belong to U q (sl n ) but only to U q (gl n ) , the products L − t r ,t r+1 L + s r ,s r+1 do belong to U q (sl n ) . From this one gets easily δ n K i,j ∈ (q − 1) n−1 U q (so n ) ⊗ U q (sl n ) ⊗(n−1) ( i < j , n ∈ N) whence k i,j := (q − 1) K i,j ∈ U q (so n ) \ (q − 1) U q (so n ) follows at once. Indeed, with much the same analysis as in § §8.9-10 one can prove that in fact the k i,j 's (for i < j ) form a complete set of generators for the algebra U q (so n ) , and that the set of ordered monomials in these generators is in fact a C q, q −1 -basis for U q (so n ) , which thus is free as a C q, q −1 -module. Finding the relations between the k i,j 's then will provide an explicit presentation of the algebra U q (so n ) , hence a quantization F q U + n of F U + n with the Poisson structure described in [Ug] , the analogue of Remark 8.11(b) holding true in the general case as well.
