Boundary behavior of the Bergman kernel function on pseudoconvex domains with comparable Levi form  by Cho, Sanghyun
J. Math. Anal. Appl. 283 (2003) 386–397
www.elsevier.com/locate/jmaa
Boundary behavior of the Bergman kernel function
on pseudoconvex domains with comparable
Levi form
Sanghyun Cho 1
Department of Mathematics, Sogang University, Seoul 121-742, South Korea
Received 23 January 2002
Submitted by M.M. Peloso
Abstract
Let Ω be a smoothly bounded pseudoconvex domain in Cn and let z0 ∈ bΩ be a point of finite
type. We also assume that the Levi form of bΩ is comparable in a neighborhood of z0. Then we get
a quantity which bounds from above and below the Bergman kernel function in a small constant and
large constant sense.
 2003 Elsevier Inc. All rights reserved.
Keywords: Bergman kernel function; Finite type
1. Introduction
In this paper we want to get the boundary behavior of the Bergman kernel function
K(z, z¯), restricted to the diagonal, for smoothly bounded pseudoconvex domains in Cn
near a point of finite type with comparable Levi form. The boundary behavior of K(z, z¯)
is completely understood near the strictly pseudoconvex points [6–8]. For weakly pseudo-
convex domains, however, we have to use different approaches in each different types
of domains. In [2], Catlin treated completely the case of pseudoconvex domains of finite
type in C2, and McNeal generalized Catlin’s result to decoupled [13] and convex [14]
pseudoconvex domains of finite type in Cn. Also Herbort [10] got the boundary behavior
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S. Cho / J. Math. Anal. Appl. 283 (2003) 386–397 387of K(z, z¯) for pseudoconvex domains of homogeneous finite diagonal type, and the author
treated completely for pseudoconvex domains of finite type with one degenerate Levi form
[3,4]. For the case of diagonalizable Levi form, Fefferman et al. [9] also got the estimates
on the kernel.
In the rest of this paper, we let Ω be a smoothly bounded pseudoconvex domain in Cn
with smooth defining function r , i.e., Ω = {z ∈ Cn: r(z) < 0}, and let KΩ(z, z¯) be the
corresponding Bergman kernel function.
Let λ1(z), . . . , λn−1(z) be the eigenvalues of the Levi form ∂∂¯r of tangential vector
fields and assume that z0 ∈ bΩ . We say Ω has comparable Levi form near z0 if there are a
constant c > 0 and a neighborhood U of z0 such that
λk(z) c
n−1∑
i=1
λi(z), k = 1,2, . . . , n− 1, z ∈U. (1.1)
For example, let r(z)= 2 Re z3 + (|z1|2 + |z2|2)2 be a defining function for a domain Ω
in C3 near the origin. Then the Levi form of bΩ satisfies (1.1) near the origin, and hence
Ω has a comparable Levi form near the origin. Recently, Koenig [12] has studied this
class of domain and obtained the maximal Sobolev and Hölder estimates for the tangential
Cauchy–Riemann operator and boundary Laplacian.
Let z0 ∈ bΩ be a point of finite type m in the sense of D’Angelo [5]. Assuming that
|∂r/∂zn(z0)| c1 > 0 in a neighborhood U of z0, set
Lj = ∂
∂zj
−
(
∂r
∂zn
)−1
∂r
∂zj
∂
∂zn
, j = 1,2, . . .n− 1, Ln = ∂
∂zn
. (1.2)
Then {L1, . . . ,Ln} form a basis of CT (1,0)(U) provided U is sufficiently small. For any
integer j, k > 0, set
Lj,k∂∂¯r(z)= L1 . . .L1︸ ︷︷ ︸
(j−1) times
L¯1 . . . L¯1︸ ︷︷ ︸
(k−1) times
∂∂¯r(z)(L1, L¯1)(z), (1.3)
and define
Cl(z)= max
{∣∣Lj,k∂∂¯r(z)∣∣: j + k = l},
M(z)=
m∑
l=2
Cl(z)
2(n−1)/ l∣∣r(z)∣∣−2(n−1)/ l. (1.4)
Then we can state our main result as follows.
Theorem 1.1. LetΩ be a smoothly bounded pseudoconvex domain inCn. Let z0 ∈ bΩ be a
point of finite type m and assume that the Levi form of bΩ is comparable in a neighborhood
U of z0. Then there exists a constant C > 0 such that
1
C
M(z)
∣∣r(z)∣∣−2 KΩ(z, z¯) CM(z)∣∣r(z)∣∣−2 (1.5)
for all z ∈U , where M(z) is defined as in (1.4).
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z0 ∈ bΩ where the Levi form is comparable (Lemma 2.4). By virtue of condition (1.1),
we can compare the Levi forms, and quantity (1.3) controls the other terms, ∂∂¯r(Lj , L¯k),
1  j  n − 1, 2  k  n − 1, and their derivatives. Then the proof of Theorem 1 is
reduced to the construction of the largest polydisc B(z˜) centered at each point z˜ ∈ U , and
the construction of strictly plurisubharmonic weight function with maximal Hessian on
B(z˜) [2–4].
In the sequel, we let A  B (or A≈ B) denote that there is a constant C (independent
of the quantities in A or B) such that A CB (or A/C  B  CA).
2. Estimates of the Bergman kernel
In this section we want to analyze the local geometry of bΩ near a point of finite type
where the Levi form is uniformly comparable. Lemma 2.4 is a crucial one for this paper
and the condition of comparable eigenvalues of the Levi form is essentially used. Then
the estimates of the Bergman kernel function, restricted to the diagonal, follows from the
routine estimates as in [2].
Let {L1, . . . ,Ln} be the local frame of CT (1,0)(U) defined in Section 1, and set
A = (cjk)1j,kn−1, where cjk = ∂∂¯r(z)(Lj , L¯k). Let Λ be the diagonal matrix whose
diagonal entries, λ1(z), . . . , λn−1(z), are the eigenvalues of A. Let P = (pj,k) be the uni-
tary matrix which satisfies P ∗AP =Λ. Then we can write
cj,k =
∑
l
plj λlp
∗
lk =
∑
l
λlpklplj ,
and hence it follows from (1.1) that
ckk =
∑
l
λl |pkl |2 ≈ λk ≈ λ1, 1 k  n− 1. (2.1)
If j = k, 1 j, k  n− 1, we also have
|cjk| λk ≈ λ1. (2.2)
Since λj (z)≈ λk(z) for z ∈U , there is a uniform constant C > 1 such that
1
C
λj (z) λk(z) Cλj (z), (2.3)
for all z ∈ U , 1 j, k  n− 1.
Let α,β be multi-indices and let α′ = (α1, . . . , αn−1,0), α′′ = (0, α2, . . . , αn−1,0), etc.
Also let ∂α denote the holomorphic differential operator of order |α|. We first construct
special coordinates centered at z′ ∈ U .
Proposition 2.1. For each z′ ∈ U and positive integer m, there is a biholomorphism
Φz′ :Cn →Cn, Φ−1′ (z′)= 0, satisfyingz
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j+km
j,k1
ajk(z
′)ζ j1 ζ¯
k
1
+
∑
|α′+β ′|m
|α′|,|β ′|1
1|α′′+β ′′|m
bα′β ′(z
′)ζ α′ ζ¯ β ′ +O(|ζ ′|m+1 + |ζ ||ζn|), (2.4)
where ζ ′ = (ζ1, . . . , ζn−1,0).
Proof. We may assume that z′ = 0. After a linear change of coordinates, we can write
r(z)= Re zn +O
(|z|2).
Now assume that we have defined Φl−1 :Cn →Cn so that there exist numbers ajk(z′) for
j, k  1, j + k < l, and bα′β ′(z′), |α′ + β ′|< l, so that ρl(w) := r ◦Φl−1(w) satisfies
ρl(w)= r(z′)+Rewn +
∑
j+k<l
j,k1
ajk(z
′)wj1 w¯
k
1
+
∑
|α′+β ′|<l
|α′|,|β ′|1
1|α′′+β ′′|
bα′β ′(z
′)wα′w¯β ′ +O(|w′|l + |w′||wn|). (2.5)
Let φl(w)= ζ be defined by
ζj =wj , j = 1,2, . . . , n− 1,
and
ζn =wn + 2
l!
∂lρl(0)
∂wl1
wl1 +
∑
|α′|=l
|α′′|1
2
α′!∂
α′ρl(0)wα
′
.
Set Φl = Φl−1 ◦ φl , and set ρl+1 = r ◦Φl . Then ρl+1 satisfies the analog of (2.5) with l
replaced by l + 1. If we continue up to l =m, then we will get (2.4). ✷
Using the special coordinates in Proposition 2.1, for each z′ ∈U ∩Ω , we want to define
a quantity τ (z′, δ) in such a way that there is a biholomorphic image of maximal polydisc
on which the function changes by no more than some prescribed small number δ > 0. Set
Al1(z
′)= max{∣∣ajk(z′)∣∣: j + k = l1},
Al2(z
′)= max{∣∣bα′β ′(z′)∣∣: |α′ + β ′| = l2}, 2 l1, l2 m.
For each δ > 0, we define τ (z′, δ) by
τ (z′, δ)= min{(δ/Ali (z′))1/li : 2 l1, l2 m}. (2.6)
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Rδ(z
′)= {ζ ∈Cn: |ζk| τ, 1 k  n− 1, |ζn| δ},
Qδ(z
′)= {Φz′(ζ ): ζ ∈ Rδ(z′)}. (2.7)
Then by virtue of the definition of τ (z′, δ), it follows from (2.4) that r(z) is changed by no
more than the given number δ > 0 in Qδ(z′).
For z′ ∈ U ∩Ω and δ > 0, we define a biholomorphism (dilation map) defined by
Dδz′(ζ )= (τ−1ζ1, . . . , τ−1ζn−1, δ−1ζn) := (w1, . . . ,wn),
and set
ρδz′(w)= δ−1
(
ρ ◦ (Dδz′)−1(w)).
Set bj (ζ )= (∂ρ/∂ζn)−1∂ρ/∂ζj , 1 j  n− 1. In terms of dilated coordinates we set
Lδj = τ
(
Dδz′
)
∗Lj =
∂
∂wj
− bj ◦
(
Dδz′
)
(w)δ−1τ
∂
∂wn
, 1 j  n− 1,
Lδn = δ
(
Dδz′
)
∗Ln =
∂
∂wn
. (2.8)
We need the following lemmas for a proof of Lemma 2.4.
Lemma 2.2. Let Pk(z, z¯)=∑i+j=k di,j zi z¯j be a homogeneous polynomial of order k in
z and z¯ and suppose that |Pk(z, z¯)| . for all z on the unit circle on C1. Then |di,j | ..
Proof. Pk(z, z¯)=∑l+j=k dl,j ei(l−j)θ on the unit circle in C1. So
|dl,j | =
∣∣∣∣∣ 12π
π∫
−π
Pk(z, z¯)e
i(l−j)θ dθ
∣∣∣∣∣ 12π
π∫
−π
|Pk|∞ dθ  .. ✷
Lemma 2.3 [3, Proposition 2.6]. Let P(z, z¯)=∑i+jl aij zi z¯j be a polynomial of order l
in C1 with |aij | 1. Suppose |P(z, z¯)| .2 for all |z| 1 for some small number . > 0.
Then |aij | Cl.ν , where ν = 1/l!, and where Cl depends only on l.
Now we want to show that the numbers bα′β ′(z′) in (2.4) are dominated by the quantities
ajk(z
′). This will be shown by using the dilated coordinates, not using the vector fields Lδj ,
and the proof depends heavily on the fact that the Levi form is comparable. Let 0 < a 
C−2 be a small constant to be determined where C is the constant satisfying (2.3).
Lemma 2.4. There are integers j, k, j + k m, such that |ajk| a(m!)2(n−2)nmδτ−j−k .
Proof. Suppose not. Then
|ajk|< a(m!)2(n−2)nmδτ−j−k for all j + k m. (2.9)
S. Cho / J. Math. Anal. Appl. 283 (2003) 386–397 391Assuming (2.9) we will show by induction that all the coefficients bα′β ′ in the expansion
of ρ(ζ ) in (2.4) satisfy |bα′β ′ |  δτ−|α′+β ′|. Then this fact together the estimates in (2.9)
contradict to the definition of τ (z′, δ) in (2.6) and hence Lemma 2.4 follows.
Set .l(k)= a(m!)2(n−l)nm−nk , 2  l  n− 1, 0 k m− 1. By virtue of (2.6) it follows
that τ  .2(0), provided δ > 0, is sufficiently small and we obtain the relations
.2(k − 1).2(l − 1)(k−1)/ l  .2(l − 1).2(l − 1)(l−1)/ l, k  l. (2.10)
In dilated coordinates, set ρ2(w)= ρδz′(w1,w2,0, . . . ,0,wn) and write
ρ2(w)= 2 Rewn +
∑
j+km
j,k>0
ajkδ
−1τ j+kwj1w¯
k
1
+Re
∑
1l1+l2m
Pl1,l2(τw1)δ
−1τ l1+l2wl12 w¯
l2
2 +O(τ ), (2.11)
where Pl1,l2(τw1) is a polynomial in τw1 and τ w¯1 of order less than or equal to m− l1− l2.
By virtue of the definition of Lδi , 1 i  n, in (2.8) and by (2.11) it follows that
∂∂¯ρ2(Li, L¯j )= ∂
2ρ2
∂wi∂w¯j
+O(τ ). (2.12)
Set
Pδl1,l2(w1)= Pl1,l2(τw1)δ−1τ l1+l2, 1 l1 + l2 m.
Then the definition of τ (z′, δ) shows that the coefficients of Pδl1,l2(w1) are bounded by
one.
First we assume that l1 + l2 = 1. Since there is no pure (imaginary or real) terms in the
expansion of ρ2(w), it follows that the order of Pδl1,l2(w1) is greater than or equal to one.
Hence it follows from (2.2), (2.9), and (2.12) that∣∣∂∂¯ρ2(Lδ2, L¯δ1)(w1,0, . . . ,0,wn)∣∣ ∂∂¯ρ2(Lδ1, L¯δ1)(w1,0, . . . ,0,wn)
 a11δ−1τ 2 +O(τ ) .2(0)+O(τ ) .2(0).
By (2.12) we then have∣∣∣∣ ∂∂w¯1Pδ1,0(w1)
∣∣∣∣ .2(0) and
∣∣∣∣ ∂∂w1Pδ0,1(w1)
∣∣∣∣ .2(0).
Since there is no pure terms in the expansion of ρ2(w), these estimates show that∣∣Pδl1,l2(w1)∣∣ .2(0), l1 + l2 = 1. (2.13)
Then by Lemma 2.3, all the coefficients of Pl1,l2(w1), l1 + l2 = 1, are bounded by
.2(0)1/2(m−1)!  .2(1).
At the points where |w2| = .2(0)1/2, it follows from (2.9)–(2.13) that
∂∂¯ρ2
(
Lδ1, L¯
δ
1
)
 .2(0)1/2.2(1). (2.14)
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∂∂¯ρ2
(
Lδ2, L¯
δ
2
)
(w1,0, . . . ,0,wn) ∂∂¯ρ2
(
Lδ1, L¯
δ
1
)
(w1,0, . . . ,0,wn) .2(0).
From (2.12), we then have∣∣Pδ1,1(w1)∣∣ .2(0), (2.15)
and hence all the coefficients of Pδ1,1(w1) are bounded by .2(0)
1/2(m−1)!  .2(1).
Assume l1 = 2 (and hence l2 = 0). Then at the points where |w2| = .2(0)1/2, it follows
from (2.9)–(2.15) that
∂∂¯ρ2
(
Lδ2, L¯
δ
1
)= ∂P δ2,0(w1)
∂w¯1
w2 +O
(
.2(0)1/2.2(1)
)+O(τ ),
and hence we obtain from (2.2) and (2.14) that
∣∣∣∣ ∂∂w¯1Pδ2,0(w1)
∣∣∣∣= .2(0)−1/2
∣∣∣∣∣ 12π
π∫
−π
∂∂¯ρ2
(
Lδ2, L¯
δ
1
)
e−iθ dθ
∣∣∣∣∣+O(.2(1))
 .2(0)−1/2∂∂¯ρ2
(
Lδ1, L¯
δ
1
)+O(.2(1)) .2(1),
because τ  .2(0) and .2(0)1/2  .2(1). Since Pδ2,0(w1)w22 contains no pure terms, it
follows that∣∣Pδ2,0(w1)∣∣ .2(1). (2.16)
When l2 = 2 and l1 = 0, we get the estimates similar to (2.16) and hence we conclude from
(2.15) and (2.16) that∣∣Pδl1,l2(w1)∣∣ .2(1) for l1 + l2 = 2.
If we use Lemma 2.3 again we obtain that all the coefficients of Pδl1,l2(w1) are bounded by
.2(1)1/2(m−1)!  .2(2), l1 + l2 = 2.
Now let l  2 and assume by induction that∣∣∣∣ ∂∂w¯1Pδl1,0(w1)
∣∣∣∣ .2(l1 − 1),
∣∣∣∣ ∂∂w1Pδ0,l2(w1)
∣∣∣∣ .2(l2 − 1), and∣∣Pδl1,l2(w1)∣∣ .2(l1 + l2 − 1) (2.17)
for all l1 + l2  l, and assume that all the coefficients of Pδl1,l2(w1) are bounded by
.2(l1 + l2).
Let l1 + l2 = l + 1 3. Combining (2.11), (2.12), and (2.17), one obtains that
∂∂¯ρ2
(
Lδ1, L¯
δ
1
)

l∑
k=1
.2(k)|w2|k +O
(|w2|l+1)+O(.2(0))+O(τ ). (2.18)
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δ
2)(w) ∂∂¯ρ2(Lδ1, L¯δ1)(w), it follows from (2.18) that
∂∂¯ρ2
(
Lδ2, L¯
δ
2
)
(w)
l∑
k=1
.2(k)|w2|k +O
(|w2|l+1)+O(.2(0))+O(τ ). (2.19)
Combining (2.12), (2.17), (2.19), and by induction hypothesis, one obtains that∣∣∣∣∣ ∑
l1+l2=l+1
l1,l21
Pδl1,l2(w1)w
l1−1
2 w¯
l2−1
2
∣∣∣∣∣ ∣∣∂∂¯ρ2(Lδ2, L¯δ2)(w)∣∣+
l−1∑
k=1
.2(k − 1)|w2|k−1
+O(|w2|l)+O(.2(0))
 .2(l − 1)+O
(|w2|l)+ .2(1)|w2|. (2.20)
We integrate the quantity inside of | · | in the left side of (2.20) along |w2| = .2(l−1)1/ l .
Then we obtain, from Lemma 2.2, that∣∣Pδl1,l2(w1)∣∣ .2(l − 1)−1+1/ l(.2(l − 1)+ .2(1).2(l − 1)1/ l)
 .2(l − 1)1/ l, l1, l2  1, l1 + l2 = l + 1, (2.21)
because l1+ l2−2 = l−1. Hence all the coefficients of Pl1,l2(w1), l1, l2  1, l1+ l2 = l+1,
are bounded by (.2(l − 1)1/ l)1/(2(m−l)!)  .2(l).
Now assume that l1 = l+ 1 (and so l2 = 0). Then by virtue of (2.11), (2.12), (2.17), and
(2.21), we can write
∂∂¯ρ2
(
Lδ2, L¯
δ
1
)= ∂P δl+1,0(w1)
∂w¯1
wl2 +O
(
l∑
k=1
.2(k − 1)|w2|k−1
)
+ .2(l)|w2|l +O
(|w2|l+1)+O(τ ). (2.22)
Combining (2.10), (2.18), (2.22), and integrating along |w2| = .2(l − 1)1/ l , one obtains
that ∣∣∣∣ ∂∂w¯1Pδl+1,0(w1)
∣∣∣∣
= .2(l − 1)−1
∣∣∣∣∣ 12π
π∫
−π
∂∂¯ρ2
(
Lδ2, L¯
δ
1
)(
w1, .2(l − 1)1/ leiθ ,0, . . . ,0,wn
)
e−ilθ dθ
∣∣∣∣∣
+O
(
.2(l − 1)−1
(
l∑
k=1
.2(k − 1).2(l − 1)(k−1)/ l
))
+ .2(l − 1)−1.2(l).2(l − 1)+O
(
.2(l − 1)−1.2(l − 1)(l+1)/ l
)
 .2(l − 1)−1∂∂¯ρ2
(
Lδ1, L¯
δ
1
)+O(.2(l)) .2(l),
because .2(l − 1)1/ l  .2(l). Similarly, if l2 = l + 1 (and hence l1 = 0), we obtain that∣∣∣∣ ∂ P δ0,l+1(w1)
∣∣∣∣ .2(l).∂w1
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and hence all the coefficients of Pδl1,l2(w1) are bounded by .2(l1+ l2) for l1+ l2  l+1. We
proceed this process up to l1+ l2 =m. Then we obtain that all the coefficients of Pl1,l2(w1),
1 l1 + l2 m, are bounded by .2(m)= .3(0).
Now we want to estimate the coefficients in the directions other than w1 and w2. Set
w(l) = (w1, . . . ,wl,0, . . . ,0,wn), 2 l  n− 1, set ρk+1(w)= ρδz′(w(k+1)), and write
ρk+1(w)= 2 Rewn +
∑
j,k1
ajkδτ
j+kwj1 w¯
k
1
+Re
∑
0l1+l2m
Pl1,l2(w
(k))w
l1
k+1w¯
l2
k+1 +O(τ ).
Assume, by induction (on k), that all the coefficients of P0,0(w(k)) are bounded by
.k+1(0). (This holds for k = 1 by (2.9) and we have just proved that P0,0(w(2)) are bounded
by .3(0).) Then as in the case of k = 1, we use the relations∣∣∂∂¯ρk+1(Lk+1, L¯j )∣∣ ∂∂¯ρk+1(L1, L¯1), 1 j  k + 1,
∂∂¯ρk+1(Li, L¯j )= ∂
2ρk+1
∂wi∂w¯j
+O(τ ), 1 i, j  k + 1,
and replacing .2(l) by .k+1(l) we get, for l1 + l2 = l, that∣∣∣∣ ∂∂w¯j Pl1,0(w(k))
∣∣∣∣ .k+1(l − 1), if l2 = 0,∣∣∣∣ ∂∂wj P0,l2(w(k))
∣∣∣∣ .k+1(l − 1), if l1 = 0,
and ∣∣Pl1,l2(w(k))∣∣ .k+1(l − 1)
for all 1 j  k. Again if we apply Lemmas 2.2 and 2.3 successively, we will get that all
the coefficients of Pl1,l2(w(k)) are bounded by .k+1(l).
By induction on l, and then on k, we conclude that the coefficients bα′β ′ in (2.4) satisfy∣∣bα′,β ′(z′)∣∣ .n−1(m)δτ−|α′+β ′| = a(m!)nmδτ−|α′+β ′|  δτ−|α′+β ′|, (2.23)
provided a > 0 is sufficiently small. By (2.9) and by virtue of the definition of τ (z′, δ), this
cannot happen and hence we have proved Lemma 2.4. ✷
Remark 2.5. (1) Note that all the inequalities in the proof of Lemma 2.4 depend only on
the dimension n and the type m of the point z0 ∈ bΩ . Therefore there is a sufficiently small
a0 = a0(m,n) > 0 such that Lemma 2.4 is true.
(2) Let a0 > 0 be a small constant that Lemma 2.4 holds, and set b0 = a(m!)
2(n−2)nm
0 . Then
Lemma 2.4 shows that there are j0, k0 m such that
|aj0k0 | b0δτ−j0−k0 . (2.24)
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In this section we prove the main theorem (Theorem 1.1) of this paper. For each z′ ∈ U
and δ > 0, set
T (z′, δ)= min{l1,Al1(z′) b0δτ−l1}, (3.1)
where b0 > 0 is the number in (2.24). Then this T (z′, δ) represents the local geometry of
the domain corresponding to the type condition [2–4]. Moreover, if we use (2.23), (2.24),
and the Taylor’s theorem argument together with the definition of τ (z′, δ), it follows, as in
[2–4], that there is a small constant d > 0 satisfying∣∣Lj0,k0∂∂¯ρ(ζ )∣∣≈ δτ−j0−k0 , ∣∣Lj,k∂∂¯ρ(ζ )∣∣ δτ−j−k (3.2)
for ζ ∈ Rdδ(z′).
For . > 0, we let Ω. = {z; r(z) < .} and set
S(.)= {z: −. < r(z) < .}.
Note that the properties in (2.24), (3.1), and (3.2) are the key ingredients in the construc-
tion of the plurisubharmonic functions with maximal Hessian in a thin strip of bΩ [2].
Therefore if we follow the Catlin’s construction of weight functions in [2], we then have
the following theorem.
Theorem 3.1. For all small δ > 0, there is a plurisubharmonic function λδ ∈C∞(Ωδ) with
the following properties:
(i) |λδ(z)| 1, z ∈ U ∩Ωδ;
(ii) For all L=∑nj=1 bjLj at z ∈U ∩ S(δ),
∂∂¯λδ(z)(L, L¯)≈ τ−2
n−1∑
k=1
|bk|2 + δ−2|bn|2;
(iii) If Φz′ is the map associated with a given z′ ∈ U ∩ S(δ), then for all ζ ∈ Rδ(z′) with
|ρ(ζ )|< δ,∣∣∂α∂¯β(λδ ◦Φz′)(ζ )∣∣ Cα,βδ−αn−βnτ−|α′+β ′|.
Remark 3.2. Since τ (z′, δ)  δ1/m, the existence of the family {λδ}δ>0 with maximal
Hessian as in Theorem 3.1 implies that the sharp subelliptic estimates of order 1/m holds
for the ∂¯-Neumann problem for the (0,1)-forms by Catlin’s theorem [1].
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. Let z ∈ U with r(z) = −dδ/2 and π(z) = z′ ∈ bΩ be the
projection of z onto bΩ . Here d > 0 is the number satisfying (3.2) in Rdδ(z′). Set
w = (0, . . . ,0,−dδ/2), and let Φz′ be the biholomorphism defining special coordinates
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stant 0 < c d such that the polydisc
B = {ζ : |ζk|< cτ(z′, δ), k = 1, . . . , n− 1, |ζn + dδ/2|< cδ}
lies in Ωz′ :=Φ−1z′ (Ω). Moreover, if we set φδ(ζ )= λδ ◦Φz′(ζ ), where λδ is the plurisub-
harmonic function in Theorem 3.1, then φδ will satisfy all the properties of Theorem 3.1
in ζ = (Φz′)−1(z) coordinates, especially,
∂∂¯φδ(ζ )(L, L¯)≈ τ (z′, δ)−2
n−1∑
k=1
|bk|2 + δ−2|bn|2
for all L=∑nj=1 bjLj at ζ ∈ B .
Then by Theorem 6.1 in [2], which uses the existence of these polydiscs B and the
functions φδ together with the standard weighted L2 estimates for ∂¯ [11], it follows that
KΩz′ (w, w¯)≈ δ−2τ (z′, δ)−2(n−1). (3.3)
Since the Jacobian of Φz′ at w satisfies |Jw(Φz′)| ≈ 1, the transformation identity of the
Bergman kernel function implies that
KΩ(z, z¯)=
∣∣Jw(Φz′)∣∣−2KΩz′ (w, w¯)≈ δ−2τ (z′, δ)−2(n−1).
Also, from (1.3), (1.4), (3.2), and by functoriality, it follows that
τ (z, δ)−2 ≈
m∑
l=2
∣∣Cl(z)∣∣2/ l∣∣r(z)∣∣−2/ l (3.4)
for z ∈Qδ(z′) because |r(z)| ≈ δ. Therefore we conclude, from (3.3) and (3.4), that
KΩ(z, z¯)≈
∣∣r(z)∣∣−2τ (z, δ)−2(n−1) ≈ ∣∣r(z)∣∣−2 m∑
l=2
Cl(z)
2(n−1)/ l∣∣r(z)∣∣−2(n−1)/ l.
The proof of Theorem 1.1 is now completed. ✷
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