Abstract. Let F (x) be either a polynomial with real coefficients and with the leading coefficient rational or an entire function having logarithmic order α where 1 < α < 4/3 and taking real values at real x. Let q 1 , q 2 , · · · be the sequence of all the primes congruent to ( mod k) with k > 1 a fixed integer. Let (F (q)) r denote the digits in the r−adic expansion of [|F (q)|]. We show the decimal
Introduction
In 1909, Borel [2] showed that almost all real numbers are normal using measure theoretic arguments, thereby initiating the study of normal numbers. No explicit number was known to be normal until 1933 when Champernowne [3] showed that the number .1234567891011..., formed by the concatenation of all natural numbers, is normal to the base 10. In 1946, Copeland and Erdős [4] proved the following general result.
Theorem A. If x 1 , x 2 , · · · is any sequence of positive integers such that for every θ < 1, the number of x i 's up to n exceeds n θ for n large, then .x 1 x 2 .....
is normal.
As an immediate consequence we find that the decimal formed from the sequence of primes is normal. The proof of their result depends on the ( , k) normality definition of Besicovitch. In 1951, Davenport and Erdős [5] proved the following general result which includes Theorem A.
Theorem B. Let f (x) be any polynomial in x all of whose values for x = 1, 2, 3, · · · are positive integers. Then the decimal .f (1)f (2) · · · is normal to the base 10.
They interpreted normality condition in terms of equi-distribution of a sequence modulo 1. This enabled them to introduce methods from Analytic Number Theory and use Weyl's inequality for estimating certain exponential sums. Since then more normal numbers were constructed. In 1997, Nakai and Shiokawa [9] proved the analogue of Theorem B at prime values. Let {p i } denote the sequence of all primes. Polynomials have logarithmic order 1 and they are covered by Theorems A, B and C. Theorem D is based on the exponential sum estimates of Baker [1] and on the theory of entire functions. In this paper, we prove an analogous result of Theorems C and D at primes in a fixed residue class. Specifically, we show Theorem 1.1. Let f (x) be either (i) a polynomial of degree d ≥ 1 with real coefficients and with the leading coefficient a rational number or (ii) a transcendental entire function having logarithmic order α with 1 ≤ α < 4/3 taking real values at real x. Let 1 ≤ < k with gcd( , k) = 1. Suppose k 1 , k 2 , · · · denote the sequence of all primes ≡ ( mod k). Then the number
is normal to the base q.
Notation and Preliminaries
2.1. Logarithmic order of an entire function. Let F be an entire function and
then F is said to have logarithmic order α. In this case, for any > 0, we have
Note that if f is a polynomial, then α = 1. We use the notation
for any > 0 and some constants c 1 and c 2 . By this notation, when F (z) is of logarithmic order α, then log |F (z)| (log |z|) α as |z| → ∞.
In some instances below, the constants c 1 and c 2 may depend on a few fixed parameters. Since this will be clear, we do not mention them.
2.2.
Concatenation of the digits of numbers. Let q > 1 be any fixed base. For any positive integer n, write
We say that n has r + 1 digits in its q− adic expansion or n has length r + 1 denoted as (n). Since q r ≤ n < q r+1 , we have r = log n log q .
Thus (n) =
log n log q + 1. By
we mean the concatenation of the digits of n to the base q. Let F be any function on C which takes real values on R. For x ∈ R, we write
Let S = {h 1 , h 2 , · · · } be any sequence of positive integers. Form the decimal
e. decimal formed by the concatenation of the digits in f (h 1 ), f (h 2 ), · · · to the base q.
Condition for normality of
the number of occurrences of B m in the first M digits of α S (F ). We say that the number α S (F ) is normal to the base q if
We show below that the number of blocks B m occurring in the first M digits of α S (F ) does not differ much from the sum of the number of B m 's occurring in each (f (h s )) q that make up the digits up to M. Throughout the paper, we take F to be an entire function of logarithmic order α ≥ 1 so that (1) and (2) hold. Note that
Thus by our notation
In the next lemma, the problem of counting B m in α S (F ) is transferred to counting B m in (f (h)) q .
Lemma 2.1. Let 2 ≤ h 1 < h 2 < · · · be an increasing sequence of integers such that h i i/ log i. Let be an arbitrarily small positive number. Then for any large integer M, there exists an integer
where
Proof. Let t 0 = 1 and (f (h s )) = t s for s ≥ 1. Then by (3),
Further, there exists an integer ν(M ) such that
α . This proves (5). We now prove (4) . Observe that, the left hand side of (4) gives the difference between the number of blocks in α S (F ) up to the first M digits and the sum of the number of blocks in each (f (h)) q which make up the first M digits. Take s < ν(M ). Passing from (f (h s )) q to (f (h s+1 )) q we may miss at most m − 1 blocks of B m from being counted in α S (F ). Also while counting the number of these blocks in (f (h ν(M ) )) q , we may have counted at most
This proves (4).
Indicator function
We focus on counting B m in (f (n)) q . For this, we define the Indicator function as follows.
Thus the inequalities
hold if and only if
Thus for counting the number of blocks in (f (n)) q we check (7) for the shifts j = m, m + 1, · · · , r.
Hence for the sequence {h 1 , · · · } as in Lemma 2.1, we have
The inner sum counts the number of times B m occurs from the j−th digit of (f (h)) q for each h in H j and the outer sum counts all possible shifts. Thus this sum equals the number of times B m occurs up to the first M digits i.e.,
In the above sum, any h ∈ H j and h ∈ H j+1 i.e. h ∈ E j is counted (j − m + 1) times. So
, by Lemma 2.1, we get
3.1. Dissection of the set H j into integer intervals. We need the following proposition from [8] which estimates the number of zeros of a transcendental entire function f of logarithmic order α.
Proposition 3.1. Let f be a transcendental entire function of logarithmic order α. Let n(r, f − a) denote the number of solutions of the equation f (x) = a in |x| ≤ r. Then the estimate
The above proposition is used to dissect H j into smaller integer subintervals as follows.
Set H j consists of those h for which f (h) ≥ q j−1 . Let n j,1 , · · · , n j,r j be the roots of the equation f (x) = q j−1 . Then taking r = h ν(M ) in (12), we get
Also all the h ∈ H j will be in some integer interval of the form
Remark 1. Let π k, (X) denote the number of primes ≤ X which are congruent to ( mod k). Let δ > 0 be fixed. Then for k ≤ (log X) 1−δ , (see [6] , page 123), we get
Since our purpose is to estimate |H
It is derived easily from the above estimate for π k, (X) that for k ≤ (log X)
1−δ , we have
See [8] , p.1144, for more details. Thus when restricted to H = {u 1 , · · · , u ν(M ) } as the first ν(M ) primes congruent to ( mod k), by taking X = n j,i + m j,i , Y = m j,i we get
Using the first set of inequalities in (13), we obtain
Approximating function
From now on we use e(x) for e 2πix and e{x} to denote e x .
The following lemma by Vinogradov [10] (Lemma 12) connects the Indicator function with exponential sums.
Lemma 4.1. Let γ 1 , γ 2 , ∆ be real numbers satisfying
Then there exists a periodic function ψ(x) with period 1, satisfying
has a F ourier series expansion of the f orm
We set
2 ), in Lemma 4.1, we find that there exist functions ψ 
.
where |A(ν)| ≤ 2 max(|A 1 (ν)|, |A 2 (ν)|) so that by (18), we get
Replacing I(t) with the above expression in (14),using the Fourier expansion of ψ (i) 2 (t) and simplifying we get
where A (ν) satisfies
Using (10) in the above sum, we get
Note that
Using this, we get the following estimate.
We estimate the sum on the right hand side of Proposition 4.1 which we denote as S 0 . The next two sections deal with exponential sums and we estimate S 0 .
Exponential sums
From now on, t 1 , t 2 , · · · denote effectively computable absolute positive constants. Following Baker [1] we shall show that in order to estimate an exponential sum of the form
where f is an entire function of order α with 1 < α < 4/3, it is enough to consider an exponential sum p≤x e(g(p)) where g(x) is a polynomial obtained by truncating the Taylor expansion of f (x).
Coefficients of the Taylor series. Let
By Cauchy's Integral formula, we have
≤ e n log n−n log R+(log R) α .
Choose log R = n 1/(α−1) /t 1 with t 1 > 1. Then (19) |ν n | ≤ e{−t 2 n α/(α−1) }.
5.2.
The polynomial g. We will choose N sufficiently large. As a first requirement, take
where ν a is the first non-zero coefficient of f (z) with a > 0. Let n = n(N ) be the degree of g and choose it as
(log log N ) 2 .
Then it can be easily seen that (22) log N n 3 (log n) 5 and log N n 3 (log n) 6 n 1 α−1 since 1 < α < 4/3. We take g(x) = ν 1 x + · · · + ν n x n .
5.3.
Property of the coefficients of g. Let h 0 be the largest integer ≤ n such that
Since h 0 is the largest integer with the property (23) we have
Thus if lim inf
N →∞ h 0 < ∞, then the above inequality shows that ν j = 0 for large j. In other words f is a polynomial which is not possible if α > 1. This implies
By (19), for some t 4 > 10, we have
Tail of the Taylor series.
For t > n, we get by (19) and (22) that
Note that by (24) 
where f is an entire function of logarithmic order α with 1 < α < 4/3. He derives this using the following theorem on the estimation of exponential sums., see Theorem 3 of [1] .
Theorem E. Let n and h 0 be integers with 8 ≤ h 0 ≤ n. Let ν 1 , · · · , ν n be real numbers and suppose that N −h 0 e 20 log N (log log N ) 2 < |ν h 0 | < e{−10 3 h 0 2 } and |ν k | ≤ e − 20 log N (log log N ) 2 f or h 0 < k ≤ n.
Suppose further that
log N ≥ 10 5 n 3 (log n) 5 .
Then writing g(x) = ν n x n + · · · + ν 1 x, we have
By the discussions in sections 5.1-5.5, it is clear that for any entire function of logarithmic order α with 1 < α < 4/3 there is an approximating polynomial g satisfying the conditions of Theorem E. Together with (25), this yields
In 1994, Wodzak [11] expanded on the result of Baker by taking the sequence f (p) where p are all primes in a residue class. For this he shows the following estimate for exponential sums.
Combining Theorems E and F, we get Proposition 5.1. Let k ≤ (log N ) 1−δ with δ > 0 and
Under the hypothesis of Theorem E, we have
and by property (iv) we get
6. Estimation of the third error term S 0 in Proposition 4.1
From now on, take S to be the set of all primes congruent to ( mod k) and H to be the set of first ν(M ) such primes. Denote these primes by u 1 , u 2 , · · · . We have
First we deal with the exponential sum in the above expression. Fix j. As n j,i 's are the roots of f (x) = q j−1 , they are fixed. Further by (13), we know that max m j,i → ∞ as M → ∞. Thus
For M sufficiently large and fixed n j,i , we have
is an entire function of order < 4/3, then by the discussions in sections 5.1-5.5, there exists an approximating polynomial g ν (X) of degree
log log m j,i and h
log log m j,i and take
Note that δ i → ∞ since h . Thus by Proposition 5.1 we have
Arguing as in [8] , we get
Hence as in [8] ,
by (10) .
Next take a i = m j,i e{−t 11 (log log m j,i ) (13) and (17), we get
Remark 2. In the preceding arguments, we have used Lemma 3.4 of [8] . Note that as it stands the statement of the lemma is incorrect as can be seen by the example
ζ (2) = 0. On the other hand, the lemma stands correct by adding the condition that b i is divergent. This is the case in the application above.
Proof of Theorem 1.1(ii) for entire functions
This is an immediate consequence of Proposition 4.1 and the estimate for S 0 in the previous section.
Proof of Theorem 1.1 (i)-The polynomial case
Suppose f is a polynomial of degree d ≥ 1 of the form
where a 0 , b 0 ∈ Z, α i 's are real. Then the logarithmic order of f is 1. Theorem E is applicable only to some special polynomials. As we are now dealing with a general polynomial, the method in sections 5-6 will not be used. We will adapt the method of [9] and a result of Hua [7] , see Theorem 10, p.66 for any polynomial f . Theorem G. Let 0 < k ≤ c 1 (d)(log P ) σ 1 and
where α i 's are real. Suppose that (log P )
We use the notation as in Section 3. Let H = {u 1 , · · · , u ν(M ) } be the first ν(M ) primes congruent to ( mod k). Let 1 ≤ a ≤ J. Consider the set E a which consists of u ∈ H such that (f (u)) = a. It is possible to find integers n a and n a+1 such that
Note also that n a q a/d . For any u ∈ E a , let
Denote by (f (u)) q * = 0 · · · 0c a−1 · · · c 0 so that the right hand side consists of J digits, i.e. place (J −a) zeros before (
and it is an increasing function of t for t >
In the case of polynomials we can derive a more precise expression for M than in Lemma 2.1. We have
by applying Prime Number Theorem for Arithmetic Progression as in Remark 1. On the other hand, We proceed as in Section 4. By taking δ i = J for 1 ≤ i ≤ r j , we get two functions ψ 1 (t) and ψ 2 (t) with A (ν)e ν f (u) q j .
Thus it is enough to show that the expression involving the exponential sum above is o(M ). Consider These sums are estimated as in [9] . We indicate only the main steps. (log u ν(M ) ) t 13 .
Apply Theorem G with P = u ν(M ) , σ = t 13 and σ 0 > 2 large to get Applying (15),the second mean value theorem for integrals and the van der Corput method as in [9] (see p.350), we get This completes the proof for the polynomial case.
