We report the results of astrometric VLBI observations of PSR B1937+21. Observations of the pulsar and a nearby quasar were made at 1.67 GHz, using four antennas: Arecibo, the Very Large Array, and the DSN 70 m antennas in California and Spain. We determine a position of = 19 h 39 m 38: s 5611 0: s 0003 and = 21 34 0 59: 00 118 0: 00 016 for the pulsar in the IERS extragalactic reference frame at epoch 1990.2. The accuracy of our result in right ascension is limited by systematic uncertainties in the ionospheric delay calibration, and larger-thanexpected random scatter in the pulsar delays related to interstellar scintillation. The accuracy in declination is limited by the lack of a long north-south baseline in our experiment and the uncertainty of the location of the Arecibo antenna in the IERS celestial reference frame. When compared with the pulsar's timing position Kaspi, Taylor, and Ryba 1994 in the planetary ephemeris reference frame, our result yields a measurement of the o set of the IERS reference frame and the DE200 planetary ephemeris frame of (IERS?DE200) = 0: s 0008 0: s 0003 and (IERS?DE200) = ?0: 00 024 0: 00 016, which is in reasonable agreement with the frame-tie rotation determined by Folkner et al. (1994). { 2 {
Introduction
In recent years the ability to establish highly accurate celestial reference frames has increased markedly. Very Long Baseline Interferometry (VLBI) observations of distant extragalactic radio sources (primarily quasars) have been used to establish a reference frame in which the relative directions of radio sources can be determined to accuracies of a milliarcsecond or better. The orientation of the Earth can also be accurately determined in this frame, allowing Earth-xed antenna locations to be determined to accuracies of a few centimeters or better. Another reference frame, with a similar degree of internal consistency, is provided by the planetary ephemeris constructed from many years of observations of solar system bodies and interplanetary probes. However, the accuracy with which the transformation between the two frames is known is considerably worse than the internal accuracy of either frame. A better determination of this tie would aid in the navigation of interplanetary spacecraft and enable studies of relativistic solar system dynamics to be referenced more accurately to the nearly inertial extragalactic frame. In addition, monitoring of the tie between the planetary ephemeris and extragalactic frames over time will allow a measurement of their relative rotation, which can be used to uncover errors in solar system modeling, and, potentially, to test Mach's principle.
However, the task of relating one reference frame to another, which requires locating the same object in both frames, remains somewhat daunting. Radio pulsars are one of the few objects whose positions can be determined accurately in both the extragalactic and planetary reference frames. VLBI observations provide a position for the pulsar in the extragalactic frame, while pulse arrival times yield the pulsar's position relative to the Earth's orbit. However, e ectively implementing this frame-tie technique has proved di cult. Pulsars in general have steep spectra (typically ux density proportional to frequency to the minus two) and are therefore di cult to observe with standard S/X astrometric VLBI techniques, in which simultaneous observations at 2 and 8 GHz (e.g., Thompson, Moran, and Swenson 1986] ) allow for the direct removal of ionospheric delays. Short-period pulsars, which have the highest timing stability (and therefore the most accurate timing positions), are (with the exception of the recently discovered J0437-4715) orders of magnitude fainter than the quasars used to determine the extragalactic frame.
In this paper we report the results of VLBI observations of PSR B1937+21. These observations were carried out with four of the largest radio telescopes available. An observing frequency of 1.67 GHz was chosen with the goal of avoiding overwhelming ionospheric e ects at lower frequencies while still obtaining su cient signal-to-noise on the steep spectrum pulsar. The accuracy of our position determination was limited by the lack of a long northsouth baseline, and by our uncertain knowledge of the total electron content of the ionosphere { 3 { along our observed lines of sight. We also found signi cant excess scatter in the the observed group delays for observations of the pulsar when compared to the observed group delays for the quasar used as a calibration source. We believe that this excess scatter may be due to the e ects of scattering in the interstellar medium, the e ects of which are clearly evident in the data Ojeda et al. 1995.
Observations and Data Analysis
The observations reported on here were made March 15, 1990, 11:00-14:00 UT using the NAIC 1 305 m telescope at Arecibo, the NRAO 2 Very Large Array in phased-array mode, and the 70 m antennas at the Deep Space Network complexes in Madrid, Spain and Goldstone, California. Observations of PSR B1937+21 were alternated with observations of a nearby quasar, 1923+210; a single pulsar observation typically lasted approximately ve minutes, and a quasar observation approximately four minutes. Fourteen 2 MHz upper-sideband frequency channels were recorded using the Mark III system Rogers et al. 1983 ; these channels were placed between 1.64 GHz and 1.68 GHz with approximately uniform spacing.
Data from the participating antennas were correlated at the Mark IIIA VLBI correlator at Haystack Observatory. To increase our signal-to-noise we used the correlator's \pulsar gating" mode in which correlation is suppressed during the time the pulsar is \o " (R. Capallo, personal communication). This increased the signal-to-noise by a factor of approximately 1.7; for this pulsar the signal-to-noise improvement is limited by dispersion smearing across a single 2 MHz frequency channel (which limits the gate width to 250 sec, or 16% of the pulse period) and by the fact that the interpulse is excluded from the gating window.
The data were edited and tted for group delays at the University of California, Santa Barbara, using FOURFIT, the exportable version of the Haystack Observatory fringe-tting program. Fringe-tting was complicated by the fact that the pulsar scintillates, with characteristic scintillation bandwidth approximately equal to the 2 MHz bandwidth of the recorded channels, and scintillation timescale longer than the scan times on the pulsar. Details of editing and fringe-tting are described by Ojeda et al. (1995) . Brie y, we used fringe amplitudes on the various baselines to identify video converters at the di erent antennas with poor or absent signals. Similarly, we used single-band delays to identify frequency channels with high phase distortion, primarily due to phase curvature of the passband before the VLBI recorder. These \bad" frequency channels were deleted from the data before fringe-tting, as were scans on the pulsar with particularly low signal strength. After this editing, we used the usual fringe-tting algorithm to determine the group delay (Rogers 1970 , Thompson, Moran & Swenson 1986 .
For a given source and baseline, the observed delay includes a component due to the relative geometry of the source and the antennas, plus a component due to atmospheric propagation delays. Before the observed delay can be related to the position of the celestial source a number of e ects must be accounted for including the delay due to the di erent paths through the ionosphere and troposphere at the two stations, the di erence in clock epochs and rates at the two stations, and the relationship between the instantaneous position of the baseline in a space-xed system and the cataloged station locations in an Earth-xed system.
We used the Jet Propulsion Laboratory's MODEST program Sovers 1991 to do a leastsquares t for the pulsar's right ascension and declination, holding the position of the calibrator source xed at its IERS 93C01 catalog value. In addition, accurate modeling of the observed delays, and an accurate assessment of the uncertainty in the derived pulsar position, required solving for a number of additional parameters. These included clock epochs and rates at Goldstone, the VLA and Arecibo (Madrid was taken as the reference station) and station locations for the VLA and Arecibo. The uncertainties in the locations of the Madrid and Goldstone antennas are small enough (less than a few centimeters) that they have a negligible e ect on the uncertainty of the derived pulsar position. We constrained the location of the VLA to the position and uncertainty given in the IERS ITRF92 terrestrial frame. The location of Arecibo is less well known; we used the \best" location given by Gwinn (1984) , constrained to 10 meters in X and Y , and 100 meters in Z. In addition we solved for a single tropospheric thickness at each station and an additive ionospheric thickness at each station; experience from geodetic experiments Sovers et al. 1988 suggests that a single troposphere parameter is adequate to describe the behavior of the troposphere at a given station for a period of approximately three hours, which is comparable to the length of our experiment. Most of the delay due to the ionosphere was removed using real-time total electron content (TEC) measurements mapped to the line of sight of the celestial source; the likely errors due to this ionosphere calibration are discussed in x3. We used UT1 and polar motion corrections from the EOP(IERS) 90C04 series IERS 1991; the uncertainties in these measurements are small (on the order of a milliarcsecond) and do not contribute signi cantly to the uncertainty of the derived pulsar position.
We used measurements of the Faraday rotation of linearly polarized satellite signals to estimate the total electron content over the antenna. This estimate was based on a simple picture where the TEC is concentrated in a thin layer at a mean ionospheric altitude and varies only with geomagnetic latitude and solar time (Gwinn 1984) . To calibrate the ionosphere over Goldstone and Madrid, we used TEC measurements made by on-site receivers at ve minute intervals which were available from NASA's Deep Space Network. For Arecibo, we used TEC data taken at fteen minute intervals at Ramey, PR which was available from the World Data Center. The calibration for the ionosphere over the VLA was made by mapping the data taken at Goldstone to the position of the VLA. The scatter in the observed delays is dominated by random changes in the propagation delays rather than by low source signal-to-noise. The post-t scatter in the quasar delays was found to be 0:2 nsec, consistent with propagation delay uctuations seen in geodetic VLBI data Sovers et al. 1988 and with the observed scatter in the ionosphere calibration data. As can be seen in Figure 1 the post-t scatter in the pulsar data was somewhat larger ( 0:5 nsec). As we discuss in a forthcoming paper Ojeda et al. 1995, we believe that this excess scatter is likely to be related to the large channel-to-channel intensity uctuations caused by interstellar scintillation; scaling from the values of PSR B1937+21's decorrelation bandwidth and timescale at 1.4 GHz Cordes et al. 1990, Rawley, Taylor, and Davis 1988, at our observing frequency we expect a decorrelation bandwidth 1:6 MHz and a decorrelation timescale of 500 seconds | so that in most cases a single scan is dominated by a single \scintle".
In performing the least squares t, the uncertainty in the quasar delays was assumed to be 0:2 nsec and the uncertainty in the pulsar delays 0:5 nsec. The post-t residuals are shown in Figure 1 . The tted parameters all changed by less than twice their a priori uncertainties; the largest deviations from the input model occur in the troposphere and ionosphere parameters suggesting that there may be systematic errors in the modeling of the propagation delays, particularly the ionosphere delays; this is discussed further in the following section.
Ionospheric calibration and systematic uncertainties
The contribution of the propagation delay through the ionosphere to the total observed delay was signi cant, particularly on baselines which included Madrid (where the observations took place close to local noon), and we believe this to be our most important systematic error source. Real-time TEC data derived from Faraday rotation measurements was available for locations very near three of the four antennas. To model the ionospheric delay for each observation these TEC values were mapped to the line of sight of the observation using a simple mapping algorithm, details of which can be found in Sovers (1991) . The TEC values are plotted in Figure 2 and the model ionosphere propagation delays for each station are shown in Figure 3 .
Assessing the probable errors in the modeled ionospheric delays is di cult, particularly the errors in the mapping function. The o set between the sub-ionospheric point of the TEC data and the ionospheric crossing point of the observed lines of sight ranges between zero and thirteen degrees in longitude, and two to ten degrees in latitude. Since unmodeled trends in the behavior of the ionosphere are likely to be a more serious problem for the position t than are unmodeled short time-scale uctuations, we looked at the position shift caused by changing the TEC by 20% rst at Madrid, and then at all four stations. The latter produced a shift of 10 milliarcseconds in declination and a shift of 0.2 milliseconds of time in right ascension.
Results
The one-sigma formal errors on the position yielded by the least-squares analysis described in x2 are: 0:0002 seconds of time in right ascension and 0:012 seconds of arc in declination. These error estimates account for the uncertainty in the position of Arecibo, and for the random short time-scale propagation delays that contribute to the scatter in the data. However, they do not take into account the systematic errors that may result from inaccurate calibration of propagation delays. We take the position shifts found for a 20% change in the ionosphere to be indicative of the likely level of this systematic uncertainty, and the uncertainties we quote for the position are obtained by adding these in quadrature with the formal errors from the least-squares t. Our best-t position, in the IERS celestial reference frame (J2000 coordinates), at epoch 1990. Position measurements for a single object cannot determine the full three dimensional rotation relating the two frames. We can however, compare our result to other independent frame-tie measurements, in particular that of Folkner et al. (1994) , who used a comparison of Earth orientation data derived from Lunar Laser Ranging (LLR) with that derived from VLBI to determine the three dimensional rotation between the DE200 planetary ephemeris and the IERS celestial reference frame. They found the vector angle describing the transformation from the DE200 to the IERS frame to be x = ?2 2 mas, y = ?12 3 mas, z = ?6 3 mas Folkner et al. 1994 , which implies an o set of the two frames at the location of the pulsar of (IERS?DE200) = 0: s 0007 0: s 0003, and (IERS?DE200) = ?0: 00 006 0: 00 003.
Our measurement therefore agrees well with the Folkner et al. frame-tie determination in right ascension, and is compatible in declination at the one sigma level. (1985) and Fairhead and Backer (1990) .
It is clear from this plot that VLBI positions Petit 1994 , Bartel et al. 1990 , despite their large scatter provide a tighter frame-tie constraint than do the published VLA observations, and can potentially provide comparable accuracy to that obtained by Folkner et al. via a completely independent technique. Except for the Bartel et al. measurement, all the measurements of the right ascension o set between the extragalactic and ephemeris frame agree well. There is more disagreement in the declination o set, which suggests that unaccounted-for systematic errors may be dominating the VLBI declination determinations. The improved U-V coverage available with the VLBA and improved ionosphere calibration via GPS dual-frequency data should increase the accuracy of future measurements. In addition, phase-referenced observations of weak radio sources and nearby calibration sources have proved capable of providing extremely accurate relative position determinations (e.g., Lestrade et al. 1990 , Lestrade et al. 1992 ). Petit (1994) used this technique successfully in (Kaspi, Taylor and Ryba 1994) labeled T, is located at the origin of this plot; the other points show the o set from the timing position. The point labeled D is the position reported in this paper; B corresponds to that of Bartel et al. (1990) and P to that of Petit (1994) . F corresponds to the predicted interferometric position of PSR B1937+21 using the Folkner et al. frame-tie. VLA1 and VLA2 correspond to the VLA positions obtained by, respectively, Backer et al. (1985) and Fairhead and Backer (1990) ; the VLA positions are shown with dashed error bars for clarity. The Bartel (1990) position has been corrected to the IERS93C01 reference frame.
{ 12 { MarkII VLBI observations of a number of millisecond pulsars, and tests of phase referencing on PSR B1937+21 using the VLBA are currently in progress (Dewey, Beasley, and Frail, unpublished) .
