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Autonomous robot networks are an effective tool for moni-
toring large-scale environmental fields. This paper proposes
distributed control strategies for localizing the source of a
noisy signal, which could represent a physical quantity of
interest such as magnetic force, heat, radio signal, or chem-
ical concentration. We develop algorithms specific to two
scenarios: one in which the sensors have a precise model
of the signal formation process and one in which a signal
model is not available. In the model-free scenario, a team of
sensors is used to follow a stochastic gradient of the signal
field. Our approach is distributed, robust to deformations in
the group geometry, does not necessitate global localization,
and is guaranteed to lead the sensors to a neighborhood of a
local maximum of the field. In the model-based scenario, the
sensors follow the stochastic gradient of the mutual informa-
tion between their expected measurements and the location
of the source in a distributed manner. The performance is
demonstrated in simulation using a robot sensor network to
localize the source of a wireless radio signal.
1 Introduction
The ability to detect the source of a signal is a fundamen-
tal problem in nature. At a microscopic level, some bacteria
are able to find chemical, light, and magnetic sources [1, 2].
At a macroscopic level similar behavior can be observed in
predators who seek a food source using their sense of smell.
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Reproducing this behavior in mobile robots can be used to
perform complex missions such as environmental monitor-
ing [3, 4], intelligence, surveillance, and reconnaissance [5],
and search and rescue operations [6].
In this paper, we discuss how to control a team of mo-
bile robotic sensors with the goal of locating the source of
a noisy signal, which represents a physical quantity of inter-
est such as magnetic force, heat, radio signal, or chemical
concentration. We distinguish between two cases: model-
free and model-based. The first scenario supposes that the
sensors receive measurements without knowledge about the
signal formation process. This is relevant when the signal
is difficult to model or the environment is unknown a priori.
On-line modeling of the signal might not be feasible either
because it requires time and computational resources, which
are limited on small platforms and in time-critical missions.
The second scenario supposes that the sensors have an ac-
curate signal model which can be exploited to localize the
source, potentially faster and with better accuracy.
Our model-free source-seeking approach consists in
climbing the gradient of the signal field by using a stochastic
approximation technique to deal with the underlying noise.
Our strategy is robust to deformations in the geometry of the
sensor network and can be applied to sensors with limited
computational resources and no global localization capabili-
ties. Recent work developing model-free source-seeking us-
ing a sensor formation to ascend the gradient of the signal
field includes [3, 7, 8, 9]. O¨gren et al. [3] use artificial po-
tentials to decouple the formation stabilization from the gra-
dient ascent. Centralized least-squares are used to estimate
the signal gradient. A distributed approach for exploring a
scalar field using a cooperative Kalman filter is presented
in [10]. The authors design control laws to achieve a forma-
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tion, which minimizes the estimation error. Similarly, in [9]
a circular formation is used to estimate the signal gradient in
a distributed manner based on a Newton-Raphson consensus
method. A drawback of these works is the assumption that
the sensor formation is maintained perfectly throughout the
execution of the algorithm, which is hardly possible in a real
environment. In this paper, imperfect formations are explic-
itly handled by re-computing the correct weights necessary
to combine the sensor observations at every measurement lo-
cation. Choi et al. [11,12] present a general distributed learn-
ing and control approach for sensor networks and apply it to
source seeking. The sensed signal is modeled by a network
of radial basis functions and recursive least squares are used
to obtain the model parameters. The convergence proper-
ties of the combined motion control and parameter estima-
tion dynamics are analyzed. Instead of a sensor network,
a single vehicle may travel to several sensing locations in
order to collect the same measurements [13, 14, 15, 16, 17].
While costly maneuvers are required to climb the gradient ef-
fectively, in our previous work [18] we discussed parameter
choices, which enable good performance.
In the model-based scenario, we choose the next con-
figuration for the sensing team by maximizing the mutual
information (MI) between the signal source estimate and the
expected measurements. Even if all pose and measurement
information is available at a central location, evaluating the
MI utility function is computationally demanding. Charrow
et al. [19] focus on approximating MI when the sensed sig-
nal is Gaussian and the sensors use a particle filter to esti-
mate the source location. Hoffman et al. [20] compute the
expectation over the measurements only for pairs of sensors,
thus decreasing the dimension of the required integration. In-
stead of MI, in this work we approximate the MI gradient.
Related work which uses the MI gradient includes [21], in
which the dimension of the MI gradient is reduced by inte-
grating over binary sensor measurements and only for sen-
sors whose fields of view overlap. A fully distributed ap-
proach based on belief consensus is proposed in [22]. This
paper is also related to consensus control, which seeks agree-
ment in the states of multi-agent dynamical systems. Recent
results [23, 24] address switching topologies, non-trivial de-
lays, and asynchronous estimation but with the main differ-
ence that the sensors agree on their own states, while in this
work they need to agree on the exogenous state of the source.
Contributions: We develop a distributed approach for
stochastic source seeking using a mobile sensor network,
which does not rely on a model of the signal field and global
localization. Our method uses a finite difference scheme to
estimate the signal gradient correctly, even when the sensor
formation is not maintained well. In the model-based case,
we show that a stochastic approximation to the MI gradient
using only a few predicted signal measurements is enough to
provide good control performance. This is in contrast with
existing work, which insists on improving the quality of the
gradient estimate as much as possible.
The rest of the paper is organized as follows. In Sec.
2 we describe the considered source-seeking scenarios pre-
cisely. Our model-free and model-based approaches are dis-
cussed in detail in Sec. 3 and Sec. 4, respectively, assuming
all-to-all communication among the sensors. Distributed ver-
sions are presented and analyzed in Sec. 5. Finally, in Sec.
6 we present an application to wireless radio source localiza-
tion and compare the performance of the two methods.
2 Problem Formulation
Consider a team of n sensing robots with states
{x1,t , . . . ,xn,t} ⊂ X ∼= Rdx at time t. The states are typically
comprised of pose and velocity information but might in-
clude other operational parameters too. At a high-level plan-
ning stage we suppose that the vehicles have discrete single-
integrator dynamics xi,t+1 = xi,t + ui,t , where ui,t ∈U is the
control input to sensor i. The task is to localize a static sig-
nal source, whose unknown state is y ∈ Y ∼= Rdy . The state
captures the source position and other observable properties
of interest. At time t each sensor i has access to a noisy mea-
surement zi,t ∈ Z ∼= Rdz of the signal generated by y:
zi,t = h(xi,t ,y)+ vi,t , (1)
where vi,t is the measurement noise, whose values are in-
dependent at any pair of times and among sensors. The
noise depends on the states of the sensor and the source, i.e.
vi,t(xi,t ,y), but to simplify notation we do not make it explicit.
We assume that the noise is zero-mean and has a finite sec-
ond moment, i.e. Evi,t = 0, ∀i, t,xi,t and tr
(
E[vi,tvTi,t ]
)
<∞. In
the reminder, we use the notation xt :=
[
xT1,t , . . . ,x
T
n,t
]T
, ut :=[
uT1,t , . . . ,u
T
n,t
]T
, zt :=
[
zT1,t , . . . ,z
T
n,t
]T
, and vt :=
[
vT1,t , . . . ,v
T
n,t
]T
.
In the model-free scenario, the sensors simply receive
measurements without knowing the signal model h(·, ·). We
suppose that the team adopts some arbitrary formation, with
center of mass mt := ∑ni=1 xi,t/n at time t, which can be en-
forced using potential fields [3] or convex optimization [25].
The sensors use the centroid mt as the estimate of the source
state y at time t and try to lead it towards the true source lo-
cation, based on the received measurements. Let f : X → Y
be a known transformation, which maps the team centroid to
a source estimate. For example, if the robot state space cap-
tures both position and orientation, e.g. X = SE(2), but we
are interested only in position estimates for the source, e.g.
Y = R2, then f would be the projection which extracts the
position components from the centroid mt ∈ X . We consider
the following problem.
Problem 2.1 (Model-free Source Seeking). Assume
that the measurement signal in (1) is scalar1 and its
expectation is maximized at the true state y of the source:
f−1(y) = argmax
x∈X
h(x,y). (2)
1The assumption is made only to simplify the presentation of the gradient
ascent approach in the model-free case. The approach generalizes to signals
of higher dimension.
Generate a sequence of control inputs u0,u1, . . . for the team
of sensors in order to drive its centroid mt towards a maxi-
mum of the signal field h(·,y).
In the model-based case, the sensors have accurate
knowledge of h(·, ·) which can be exploited to maximize the
information that future measurements provide about the sig-
nal source. We choose mutual information as a measure of
informativeness. In order to select appropriate control inputs
for the sensors at time t−1 we formulate the following opti-
mization problem.
Problem 2.2 (Model-based Source Seeking). Given
the sensor poses xt−1 ∈ X n and a prior distribution of the
source state y at time t−1, choose the control input ut ∈Un,
which optimizes the following:
max
u1,t ,...,un,t
I(y;zt | xt) (3)
s.t. xi,t = xi,t−1+ui,t , i = 1, . . . ,n,
zi,t = h(xi,t ,y)+ vi,t , i = 1, . . . ,n.
We resort to stochastic approximation methods in both
scenarios and emphasize their usefulness in simplifying the
algorithms while providing theoretic guarantees about the
performance.
3 Model-free Source Seeking
3.1 Model-free Algorithm
Our model-free approach is to design an iterative opti-
mization scheme which causes the centroid mt of the robot
formation to ascend the gradient g(x,y) := ∇xh(x,y) of the
measurement signal. The gradient ascent leads mt to a (often
local) maximum of the signal field, which is appropriate in
view of assumption (2). In detail, the desired dynamics for
the centroid are:
mt+1 = mt + γtg(mt ,y). (4)
A complication arises because the sensors do not have access
to g(·,y) and can only measure a noisy version of h(·,y) at
their current positions. Supposing noise-free measurements
for now, the sensors can approximate the signal gradient at
the formation centroid via a finite-difference (FD) scheme:
g(mt ,y) = ∇xh(mt ,y) =W (xt)
h(x1,t ,y)...
h(xn,t ,y)
−bt , (5)
where W (xt) ∈ Rdx×n is a matrix of FD weights, which de-
pends on the sensor states xt , and bt ∈ Rdx captures the error
in the approximation. The most natural way to obtain the
FD weights is to require that the approximation is exact for a
set of test functions ψi, i= 1, . . . ,n, commonly polynomials,
which could represent the shape of g(·,y). In particular, the
following relation needs to hold:ψ1(x1,t) · · · ψ1(xn,t)... ...
ψn(x1,t) · · · ψn(xn,t)
W (xt)T =

∂
∂xψ1(mt)
...
∂
∂xψn(mt)
 , (6)
where ∂∂xψi(x) is a row vector of partial derivatives. When
xi,t ∈R the most common set of test functions are the mono-
mials ψi(x) = xi−1, in which case (6) becomes a Vander-
monde system. The standard (monomial) FD approach is
problematic when the states xi,t are high-dimensional and
not in a lattice configuration because the system in (6) be-
comes ill-conditioned. These difficulties are alleviated by
using radial basis functions (RBFs) ψi(x) := φ(‖x− xi,t‖) as
test functions. In particular, using Gaussian RBFs, φ(d) :=
e−(δd)2 , with shape parameter δ > 0, guarantees that (6) is
non-singular [26]. Then, the FD weights obtained from (6)
as a function of xt are:
W (xt) = R(xt)TΦ(xt)−T , (7)
where for x ∈ X n, we let Φi j(x) := e−δ2‖x j−xi‖22 and
R(x) :=

2δ2e−δ2‖x1−∑ni=1 xi/n‖22(x1−∑ni=1 xi/n)T
...
2δ2e−δ2‖xn−∑ni=1 xi/n‖22(xn−∑ni=1 xi/n)T
 . (8)
Since the measurements are noisy, sensor i can observe
only zi,t rather than h(xi,t ,y). As a result, the gradient ascent
(4) can be implemented only approximately via g(mt ,y) ≈
W (xt)zt instead of (5) and with the additional complication
that the measurement noise makes the iterates mt random.
Our stochastic model-free source seeking algorithm is:
mt+1 = mt + γtW (xt)zt . (9)
The convergence of similar source seeking schemes is
often studied in a deterministic framework [3] by assuming
that the noise can be neglected, which is difficult to justify.
In the following section, we show that the center of mass mt ,
following the dynamics (9) with appropriately chosen step-
sizes γt , converges to a neighborhood of a local maximum of
h(·,y). Assuming all-to-all communication or a centralized
location, which receives all state and measurement informa-
tion from the sensors, the stochastic gradient ascent (9) can
be implemented as is. It requires that the sensors are local-
ized relative to one another, i.e. in the inertial frame of one
sensor, but not globally, in the world frame. Notably, it is also
not important to maintain a rigid sensor formation as the cor-
rect FD weights necessary to combine the observations are
re-computed at every measurement location. The next sec-
tion shows that the only requirement is that the sensor team
is not contained in a subspace of Rdx when measuring (e.g.
at least 3 non-collinear sensors are needed for dx = 2).
3.2 Convergence Analysis
To carry out the convergence analysis of the stochastic
gradient ascent in (9), we resort to the theory of stochastic
approximations [27, 28]. It is sufficient to consider the fol-
lowing stochastic approximation (SA) algorithm:
mt+1 = mt + γt(g(mt)+bt +Dt), (10)
where bt is a bias term, Dt is a random zero-mean pertur-
bation, γt is a small step-size, and mt is a random sequence
whose asymptotic behavior is of interest. The main result
is that the iterates mt in (10) asymptotically follow the in-
tegral curves of the ordinary differential equation (ODE)
m˙ = g(m). Since in our case with a fixed source state y,
g(m) := ∇xh(m,y), the ODE method [29], [28, Ch.2] shows
that the iterates {mt} almost surely (a.s.) converge to the set
{x | ∇xh(x,y) = 0} of critical points of h(·,y) under the fol-
lowing assumptions2:
(A1) The map g is Lipschitz continuous3.
(A2) Step-sizes {γt} are positive scalars satisfying:
∑∞t=0 γt = ∞ and ∑
∞
t=0 γ2t < ∞.
(A3) {Dt} is martingale difference sequence with respect to
the family of σ-algebras Ft := σ(m0,Ds,0 ≤ s ≤ t), i.e.
Dt is measurable with respect to Ft , E[‖Dt‖] < ∞, and
E[Dt+1 | Ft ] = 0 almost surely (a.s.) for all t ≥ 0. Also,
Dt is square-integrable with E[‖Dt+1‖2 | Ft ] ≤ K(1+
‖mt‖2) a.s. for t ≥ 0 and some constant K > 0.
(A4) {mt} is bounded, i.e. supt ‖mt‖< ∞ a.s.
(A5) {bt} is bounded and bt → 0 a.s. as t→ ∞.
The proposed source-seeking algorithm (9) can be converted
to the SA form (10) as follows:
mt+1 = mt + γtW (xt)zt = mt + γtW (xt)
h(x1,t ,y)+ v1,t...
h(xn,t ,y)+ vn,t

= mt + γt (g(mt ,y)+bt +W (xt)vt) ,
where the second equality follows from (5). Assumption
(A1) ensures that m˙ = g(m,y) has a unique solution for any
initial condition and any fixed source state y. Assumption
(A2) can be satisfied by an appropriate choice of the step-
size, e.g. γt = 1/(t + 1). The selection of proper step-sizes
is an important practical issue that is not emphasized in this
paper but is discussed at length in [18, 27, 30]. We can sat-
isfy (A4) by requiring that the environment X of the sensors
is bounded and if necessary use a projected version of the
2While assumptions (A1)-(A5) are sufficient to prove the convergence
in our application, they are by no means the weakest possible. If necessary
some can be relaxed using the results in stochastic approximation [27, 28].
3Given two metric spaces (X ,dx) and (G ,dg), a function g : X → G
is Lipschitz continuous if there exists a real constant 0 ≤ L < ∞ such that:
dg(g(x1),g(x2))≤ Ldx(x1,x2), ∀x1,x2 ∈ X .
gradient ascent [28, Ch.5.4]. This also ensures that the FD
weights are bounded and in turn (A3) is satisfied:
(E‖Dt‖2)2 ≤E‖Dt‖22 = E
[‖Dt‖22 | Ft−1]= E[‖W (xt)vt‖22]
≤ ‖W (xt)‖22E‖vt‖22 = ‖W (xt)‖22
n
∑
i=1
tr(E[vi,tvTi,t ])< ∞
E [Dt | Ft−1] = E[W (xt)vt ] =W (xt)Evt = 0,
since the measurement noise in (1) is uncorrelated in time
and has zero mean and a finite second moment. Note that
the error term in (5) violates (A5) because it does not con-
verge to 0. However, if we ensure that the sensor formation is
not contained in a subspace of Rdx , then bt remains bounded
by some ε0 > 0, i.e. supt ‖bt‖ ≤ ε0. Then, the argument
in [28, Ch.5, Thm.6] shows that the iterates mt converge a.s.
to a small neighborhood of a local maximum, whose size de-
pends on ε0. The result is summarized below.
Theorem 1. Suppose that the gradient g(x,y) = ∇xh(x,y)
of the measurement signal is Lipschitz continuous3 in x, the
step-sizes γt in (9) satisfy (A2), the sensor state space X is
bounded, and the sensor formation is not contained in a sub-
space of Rdx at the measurement locations. Then, algorithm
(9) converges to a small neighborhood around a local maxi-
mum of the signal field h(·,y).
4 Model-based Source Seeking
4.1 Model-based Algorithm
In this section, we address Problem 2.2 assuming all-to-
all communication. The sensors can follow the gradient of
the cost function in (3) to reach a local maximum:
xt+1 = xt + γt∇xI(y;zt |x)|x=xt , (11)
where γt is the step-size at time t. Let p(z | y,x) denote the
probability density function (pdf) of the measurement signal
in (1). Let pt(y) be the pdf used by the sensors at time t to
estimate the state of the source, which is assumed indepen-
dent of xt . The following theorem gives an expression for the
mutual information (MI) gradient provided that p(z | y,x) is
differentiable with respect to the sensor configurations.
Theorem 2 ( [31] ). Let random vectors Y and Z be jointly
distributed with pdf p(y,z | x), which is differentiable with
respect to the parameter x ∈ X . Suppose that the support
of p(y,z | x) does not depend on x. Then, the gradient with
respect to x of the mutual information between Y and Z is
∇xI(Y ;Z|x) =
∫ ∫ (
∇x p(y,z | x)
)
log
p(z | y,x)
p(z | x) dydz,
where p(z | y,x) and p(z | x) are the marginal and the condi-
tional pdfs of Z.
Obtaining the MI gradient is computationally very demand-
ing for two reasons. First, an approximate representation is
needed for the continuous pdfs in the integral. Second, at
time t the integration is over the collection of all sensor mea-
surements zt =
[
zT1,t , . . . ,z
T
n,t
]T
, which can have a very high
dimension in practice. As mentioned in Sec. 1, most exist-
ing work has focused on accurate approximations. However,
Thm. 2 allows us to make a key observation:
∇xI(y;zt |xt) = E[pit(zt ,xt) | xt ] =
∫
Z
pit(zt ,xt)pt(zz | xt)dzt ,
where (12)
pit(z,x) :=
∫
Y
∇x p(z | y,x)
pt(z | x) pt(y) log
p(z | y,x)
pt(z | x) dy,
pt(z | x) :=
∫
Y
p(z | y,x)pt(y)dy,
where the independence between y and xt is used for the de-
composition: pt(y,z | x) = p(z | y,x)pt(y). Relying on the
signal model, the sensors can simulate realizations of the ran-
dom variable zt , iid with pdf pt(zt | xt). Instead of computing
the integral in (12) needed for the gradient ascent (11), we
propose the following stochastic algorithm for model-based
source seeking:
xt+1 = xt + γtpit(zt ,xt). (13)
This algorithm can be written in the SA form (10) as follows:
xt+1 = xt + γtEzt [pit(zt ,xt) | xt ]+ γtDt
= xt + γt (∇xI(y;zt | xt)+Dt) ,
where Dt := pit(zt ,xt)−E[pit(zt ,xt) | xt ]. To evaluate the con-
vergence we consider assumptions (A1)-(A5) again. As be-
fore, satisfaction of (A2) is achieved by a proper step-size
choice, while (A4) holds due to the bounded workspace X .
Assumption (A5) is satisfied because in this case the bias
term is zero. To verify (A3), note that Dt is measurable with
respect to Ft = σ(x0,Ds,0≤ s≤ t) and for t ≥ 1:
E[Dt | Ft−1] = E [pit(zt ,xt)−E[pit(zt ,xt) | xt ] | Ft−1]
= E[pit(zt ,xt) | Ft−1]−E[pit(zt ,xt) | xt ] = 0.
Finally, if p(z | y,x) and its gradient ∇x p(z | y,x) are suf-
ficiently regular (e.g. the former is bounded away from
zero and the latter is Lipschitz continuous and bounded), the
square integrability condition on Dt is satisfied.
This analysis demonstrates that even if a single zt sam-
ple is used to approximate the MI gradient (instead of the
integration in (12)), the stochastic gradient ascent (13) will
converge to a local maximum of the mutual information be-
tween the source state and the sensor measurements.
4.2 Implementation Details
To implement the stochastic gradient ascent in (13), the
sensors need to propagate pt(·) over time and sample from
pt(· | xt). We achieve the first requirement by a particle fil-
ter [32, Ch.4], which approximates pt by a set of weighted
samples {wmt ,ymt }Npm=1 as follows: pt(y)≈∑
Np
m=1 w
m
t δ(y−ymt ),
where δ(·) is a Dirac delta function. Using the particle set we
can write pi and the measurement pdf as follows:
pit(z,x)≈
Np
∑
m=1
wmt
∇x p(z | ymt ,x)
p(z | x) log
p(z | ymt ,x)
p(z | x)
pt(z | x)≈
Np
∑
m=1
wmt p(z | ymt ,x),
where p(z | y,x) and its gradient can be decomposed further:
p(z | y,x) =
n
∏
j=1
p(z j | y,x j)
∂p(z | y,x)
∂xk
=
∂p(zk | y,xk)
∂xk ∏j 6=k
p(z j | y,x j)
due to the independence of the observations in (1). In prac-
tice, there is a trade-off between moving the sensors and
spending time approximating the gradient of the mutual in-
formation (12). The stochastic approximation in (13) uses a
single sample from pt(· | xt) but if sampling is fast compared
to the time needed to relocate the sensors, more samples can
be used to get a better estimate of the gradient. We use Monte
Carlo integration, which proceeds as follows:
1. Sample m¯(l) from the discrete distribution w1t , . . . ,w
Np
t .
2. Sample z¯(l) from the pdf p(· | ym¯(l)t ,xt).
3. Repeat 1. and 2. to obtain Nz samples {z¯(l)}Nzl=1.
4. Approximate: ∇xI(y;zt |xt)≈ 1Nz ∑
Nz
l=1pit(z¯(l),xt).
Note that the advantage of improving the gradient estimate
is not clear and should not necessarily be prioritized over the
sensor motion. The SA techniques show that even an approx-
imation with a single sample is sufficient to make progress.
In contrast, the related approaches mentioned in the intro-
duction insist on improving the quality of the gradient esti-
mate as much as possible. Depending on the application, this
can slow down the robot motion and possibly make the algo-
rithms impractical. Our more flexible approach adds an extra
degree of freedom by allowing a trade-off between the gra-
dient estimation quality and the motion speed of the sensors.
5 Distributed Algorithms
In many scenarios, all-to-all communication is either in-
feasible or prone to failures. In this section, we present dis-
tributed versions of the model-free and the model-based al-
gorithms. Since the model-free algorithm should be appli-
cable to light-weight platforms with no global localization
capabilities, the sensors use noisy relative measurements of
their neighbors’s locations to estimate the collective forma-
tion state. In the model-based case the sensors may spread
around the environment and we are forced to assume that
each agent is capable of estimating its own state xi,t . We be-
gin with preliminaries on distributed estimation.
5.1 Preliminaries on Distributed Estimation
Let the communication network of the n sensors be rep-
resented by an undirected graph G = ({1, . . . ,n},E). Sup-
pose that the sensors need to estimate an unknown static pa-
rameter θ∗ ∈ Θ in a distributed manner, where Θ ⊆ Rdθ is a
convex parameter space. At discrete times k ∈ N, each agent
i observes a random signal si(k) ∈ Rdi drawn from a distri-
bution with conditional pdf li(· | θ). Assume that the signals
are iid over time and independent from the observations of
all other sensors. The signals observed by a single agent, al-
though potentially informative, do not reveal the parameter
completely, i.e. each agent faces a local identification prob-
lem. We assume, however, that the parameter is identifiable
if one has access to the signals observed by all agents. In
order to aggregate the information provided to it over time
- either through observations or communication with neigh-
bors - each sensor i holds and updates a pdf pi,k : Θ→ R≥0
over the parameter space as follows:
pi,k+1(θ) = ηi,kli(si(k+1) | θ) ∏
j∈Ni∪{i}
(
p j,k(θ)
)ai j
θˆi(k) ∈ argmax
θ∈Θ
pi,k(θ), (14)
where ηi,k is a normalization constant ensuring that pi,k+1 is
a proper pdf, Ni is the set of nodes (neighbors) connected
to sensor i, and ai j are weights such that ∑ j∈Ni∪{i} ai j = 1.
The update is the same as the standard Bayes rule with the
exception that sensor i does not just use its own prior but a
geometric average of its neighbors’ priors. Given that G is
connected, the authors of [33] show that the distributed es-
timator (14) is weakly consistent4 under broad assumptions
on the signal models li(· | θ). The results in [34, 35] suggest
that this algorithm is even applicable to a time-varying graph
topology with asynchronous communication.
Specialization to Gaussian distributions We now spe-
cialize the general scheme of Rad and Tahbaz-Salehi [33]
to Gaussian distributions. To our knowledge, this special-
ization is new and the theorem obtained below (Thm. 3)
shows that the resulting distributed linear Gaussian estimator
is mean-square consistent5, which is stronger than the weak
consistency4 shown in [33, Thm.1]. Suppose that the agents’
measurement signals are linear in the parameter θ∗ and per-
4Weak consistency means that the estimates θˆi(k) converge in probabil-
ity to θ∗, i.e. lim
k→∞
P
(‖θˆi(k)−θ∗‖ ≥ ε)= 0 for any ε> 0 and all i.
5Mean-square consistency means that the estimates θˆi(k) converge in
mean-square to θ∗, i.e. lim
k→∞
E
[‖θˆi(k)−θ∗‖2]= 0 for all i.
turbed by Gaussian noise:
si(k) = Hiθ∗+ εi(k), εi(k)∼N (0,Ei), ∀i. (15)
Let G(ω,Ω) denote a Gaussian distribution (in information
space) with mean Ω−1ω and covariance matrix Ω−1. Since
the private observations (15) are linear Gaussian, without
loss of generality the pdf pi,k of agent i is the pdf of a Gaus-
sian G(ωi,k,Ωi,k). Exploiting that the parameter θ∗ is static,
the update equation of the distributed filter in (14), special-
ized to Gaussian distributions, is:
ωi,k+1 = ∑
j∈Ni∪{i}
ai jω j,k +HTi E
−1
i si(k),
Ωi,k+1 = ∑
j∈Ni∪{i}
ai jΩ j,k +HTi E
−1
i Hi,
θˆi(k) :=Ω−1i,k ωi,k. (16)
In this linear Gaussian case, we prove (Appendix B) a strong
result about the quality of the estimates in (16).
Theorem 3. Suppose that the communication graph G is
connected and the matrix
[
HT1 . . . H
T
n
]T has rank dθ. Then,
the estimates (16) of all agents converge in mean square to
θ∗, i.e. lim
k→∞
E
[‖θˆi(k)−θ∗‖2]= 0, ∀i.
Specialization to particle distributions Suppose that the
pdf pi,k is represented by a set of particles {wmi,k,θmi,k}
Np
m=1,
which are identical for all sensors initially (at k = 0). Since
the parameter θ∗ is stationary, the particle positions θmi,k will
remain the same across the sensors for all time. The update
equation of the distributed filter in (14), specialized to parti-
cle distributions, only needs to propagate the particle impor-
tance weights wmi,k and is summarized in Alg. 1.
Algorithm 1 Distributed Particle Filter at Sensor i
1: Input: Particle sets {wmj,k,θmj,0} for m = 1, . . . ,Np and j ∈ Ni ∪ {i},
private signal si(k+1), and pdf li(· | ·)
2: Output: Particle weights {wmi,k+1} for m = 1, . . . ,Np
3: Average priors: w¯mi,k ← exp
(
∑ j∈Ni∪{i} ai j log(w
m
j,k)
)
4: Update: wmi,k+1← w¯mi,kli(si(k+1) | θmi,0) for m = 1, . . . ,Np
5: Normalize the weights
6: return {wmi,k+1} for m = 1, . . . ,Np
5.2 Distributed Model-free Algorithm
To distribute the model-free algorithm (9), the sensor
formation needs to estimate its configuration xt , the centroid
mt , and the stochastic approximation to the signal gradient
W (xt)zt at each measurement location (i.e. at each time t)
using only local information. We introduce a fast time-scale
k = 0,1, . . ., which will be used for the estimation procedure
at each time t. During this the sensors remain stationary and
we drop the t index to simplify the notation. As mentioned
earlier, we suppose that each sensor i receives a relative mea-
surement of the state of each of its neighbors j ∈ Ni:
si j(k) = x j− xi+ εi j(k), εi j(k)∼N (0,Ei j), (17)
where εi j(k) is the measurement noise which is independent
at any pair of times on the fast time-scale and across sen-
sor pairs. If each sensor manages to estimate the states of
the whole sensor formation using the measurements {si j(k)},
then each can compute the FD weights in (7) on its own.
The distributed linear Gaussian estimator (16) can be
employed to estimate the sensor states x. Notice that it is
sufficient to estimate x in a local frame because neither the
finite difference computation (7) nor the gradient ascent (9)
requires global state information. Assume that all sensors
know that sensor 1 is the origin at every measurement lo-
cation. Let x∗ :=
[
0T (x2− x1)T · · · (xn− x1)T
]T denote the
true sensor states in the frame of sensor 1. Let xˆi(k) denote
the estimate that sensor i has of x∗ at time k on the fast time
scale. The vector form of the measurement equations (17) is:
s(k) = (B⊗ Idx)T x∗+ ε(k), (18)
where B is the incidence matrix of the communication graph
G. The measurements (18) fit the linear Gaussian model in
(15). Since the first element of x∗ is always 0, only (n−1)dx
components need to be estimated. As the rank of B⊗ Idx
is also (n− 1)dx, Thm. 3 allows us to use the distributed
estimator (16) to update xˆi(k).
Concurrently with the state estimation, sensor i would
be obtaining observations zi,t(k) of the signal field for k =
0,1, . . .6. In the centralized case (Sec. 3), each sensor uses
the following gradient approximation:
g(mt ,y)≈W (xt)zt =
n
∑
i=1
coli(W (xt))zi,t , (19)
where coli(W (xt)) denotes the ith column of the FD-weight
matrix. Since xt and zt are not available in the distributed
setting, each sensor can use its local measurements zi,t(k)
and its estimate xˆit(k) of the sensor states to form its own
local estimate of the signal gradient:
gˆi,t(k) := coli(W (xˆit(k)))
1
k+1
k
∑
τ=0
zi,t(τ). (20)
In order to obtain an approximation to g(mt ,y) as in (19) in
a distributed manner, we use a high-pass dynamic consensus
filter [36] to have the sensors agree on the value of the sum:
gˆt(k) := n
(
1
n
n
∑
i=1
gˆi,t(k)
)
.
6The time-scales of the relative state measurements and the signal mea-
surements might be different but for simplicity we keep them the same.
Each node maintains a state qi,k, receives an input µik, and
provides an output rik with the following dynamics:
qi,k+1 = qi,k +β ∑
j∈Ni
(q j,k−qi,k)+β ∑
j∈Ni
(µ j,k−µi,k)
ri,k = qi,k +µi,k (21)
where β > 0 is a step-size. For a connected network [36,
Thm.1] guarantees that ri,k converges to 1/n∑i µi,k as k→∞.
The following result can be shown by letting µi,k := gˆi,t(k)
and is proved in the appendix.
Theorem 4. Suppose that the communication graph G is
strongly connected. If the sensor nodes estimate their states
x∗ from the relative measurements (18) using algorithm (16),
compute the FD-weights (7) using the state estimates, and
run the dynamic consensus filter (21) with input µi,k :=
gˆi,t(k), which was defined in (20), then the output ri,k of the
consensus filter satisfies:
n
(
lim
k→∞
E[ri,k]
)
= g(m∗,y)+b, ∀i ∈ {1, . . . ,n},
where g(m∗,y) is the true signal gradient at m∗ :=∑ni=1 x∗i /n
and b is the error in the finite-difference approximation (5).
After this procedure the agents agree on a centroid for
the formation and a gradient estimate, which can be used to
compute the next formation centroid according to (9). Since
the FD weights are re-computed at every t, the formation
need not be maintained accurately. This allows the sensors
to avoid obstacles and takes care of the motion uncertainty.
5.3 Distributed Model-based Algorithm
In this section, we aim to distribute the model-based
source-seeking algorithm (13). We make an assumption that
sensors which are far from each other receive independent in-
formation. This is reasonable for sensors with limited sens-
ing range because when they are far from each other, their
sensed signals (if any) would not be coming from the same
source. As a result, computing the mutual information gra-
dient in (12) with respect to xi is decoupled from the states
of the distant sensors.
Theorem 5. Let Vi denote the set of sensors (excluding i)
whose fields of view overlap with that of sensor i. Let V¯i
denote the rest of the sensors. Suppose that sensor i’s mea-
surements, zi, are independent (not conditionally on y, as be-
fore) of the measurements, zV¯i , obtained by the sensors V¯i, i.e.
pt(zi,zV¯i | xi,xV¯i) = pt(zi | xi)pt(zV¯i | xV¯i). Then:
∂
∂xi
I
(
y;zi,zVi ,zV¯i | xi,xVi ,xV¯i
)
= ∂∂xi I
(
y;zi,zVi | xi,xVi
)
.
Proof. By the chain rule of mutual information and then the
independence of zi and zV¯i :
I
(
y;zi,zVi ,zV¯i | xi,xVi ,xV¯i
)
= I
(
y;zi,zVi | xi,xVi
)
+ I
(
y;zV¯i | zi,zVi ,xi,xVi ,xV¯i
)
= I
(
y;zi,zVi | xi,xVi
)
+ I
(
y;zV¯i | zVi ,xVi ,xV¯i
)
.
The second term above is constant with respect to xi. 
As a result of Thm. 5 and the stochastic approximation
algorithm in (13), sensor i updates its pose as follows:
xi,t+1 = xi,t + γtpit
(
z{i}∪Vi,t ,x{i}∪Vi,t
)
. (22)
This update is still not completely distributed as it requires
knowledge of xVi,t and the pdf pt
7. We propose to dis-
tribute the computation of pt via the distributed particle filter
(Alg. 1). Then, each sensor maintains its own estimate of
the source pdf, pi,t , represented by a particle set {wmi,t ,ymi,t}.
Given a new measurement, zi,t+1, sensor i averages its prior,
pi,t , with the priors of its neighbors and updates it using
Bayes rule. Finally, to obtain xVi,t we use a flooding algo-
rithm (Alg. 2). The convergence analysis of the gradient
ascent scheme in the distributed case (22) remains the same
as in Sec. 4 because each sensor i computes the complete MI
gradient. This is possible because due to Thm. 5 the states
and measurements of distant sensors are not needed, while
Alg. 2 provides the information from the nearby sensors.
Algorithm 2 States Exchange Algorithm at Sensor i
1: Input: Communication radius rc, sensing radius rs, state xi
2: Output: Array ai with ai[ j] = x j if j ∈Vi∪{i} and ai[ j] = empty else
3: ai[i]← xi, ai[ j]← empty, j 6= i . Holds the required sensor states
4: b←min{ceil(2rs/rc),n} . Number of rounds needed
5: for k = 1 . . .b do
6: Send ai to neighbors Ni, receive {a j} from j ∈Ni
7: for j ∈Ni do
8: for l = 1 . . .n do
9: if (ai[l] = empty)&&(a j[l] 6= empty) then
10: ai[l]← a j[l]
6 Applications
The performance of the source-seeking algorithms is
demonstrated in simulation using a team of 10 sensors to lo-
calize the source of a wireless radio signal. We consider a ra-
dio signal because it is very noisy and difficult to model and
yet most approaches for wireless source seeking are model-
based, which makes it suitable for comparing the two algo-
rithms. We begin by modeling the received signal strength
(RSS), which is needed for the model-based algorithm.
7Since all sensors have the same observation model h(·, ·), each sensor
can simulate measurements zVi ,t as long as it knows the configurations xVi ,t .
6.1 RSS Model
Let the positions of a wireless source and receiver in 2D
be y and x, respectively. The received signal strength (dBm)
at x is modeled as:
Prx(x,y) = Ptx+Gtx−Ltx+Grx−Lrx
−L f s(x,y)−Lm(x,y)−R(x,y),
where Ptx is the transmitter output power (18 dBm in our
experiments), Gtx is the transmitter antenna gain (1.5 dBi),
Ltx is the transmitter loss (0 dB), Grx is the receiver antenna
gain (1.5 dBi), Lrx is the receiver loss (0 dB), L f s is the free
space loss (dB), Lm is the multi-path loss (dB), and R is the
noise. The free space loss is modeled as:
L f s(x,y) =−27.55+20log10(ν)+20log10
(‖x− y‖2),
where ν is the frequency (2400 MHz). The model from [37]
is used for the the multi-path loss:
Lm(x,y) =
{
α+βλ(x,y), if λ(x,y)> 0
0, else
where α is a multi-wall constant (30 dB), β is a wall attenu-
ation factor (15 dB/m), and λ(x,y) denotes the distance trav-
eled by the ray from y to x through occupied cells in the en-
vironment (represented as an occupancy grid). Finally, if the
measurement is line-of-sight (LOS), i.e. λ(x,y) = 0, the fad-
ing R(x,y) is Rician(µ,σ); otherwise it is Rayleigh(σ). We
used µ = 4 dB and σ= 20 dB in the simulations.
6.2 Simulation Results
The first experiment aims at verifying the conclusions
of Thm. 4 when the sensor formation is not maintained well,
namely that the distributed relative pose estimation and the
consensus on the local finite difference gradient estimates
converge asymptotically to an unbiased (up to the error in
the FD approximation) gradient estimate. Ten sensors were
arranged in a distorted “circular” formation (see Fig. 1) and
were held stationary during the estimation procedure (on the
fast time-scale). Initially, the sensors assumed that they were
in a perfect circular formation of radius 1.75 meters. Rel-
ative measurements (17) with noise covariance Ei j = 0.4I2
were exchanged to estimate the sensor states. At each time
k, sensor i used its estimate xˆi(k) to compute the FD weights
via (7). Wireless signal measurements obtained according to
the RSS model were combined with the FD weights to form
the local gradient estimates (20), which were used to update
the state of the consensus filter according to (21). Fig. 1
shows that the errors in the pose and the gradient estimates
tend to zero after 80 iterations on the fast time scale.
Next, we demonstrate the ability of our algorithms to lo-
calize the source of a wireless signal obtained using the RSS
model of Sec. 6.1. The performance of the model-free al-
gorithm is illustrated in Fig. 2. A circular formation with
radius 1.75 meters consisting of 10 sensors was maintained.
The communication radius was 6 meters, while the sensing
radius was infinite. The sensors did not coordinate to main-
tain the formation. They were kept together by the agree-
ment on the centroid and the signal gradient, achieved via
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Fig. 1: Joint position and gradient estimation at a single measurement location (on the fast time-scale). The first plot shows the true sensor
positions (red circles), initial position estimates (blue circles), and the true gradient of the signal field (red arrow). The second plot shows
the position estimates after 40 iterations (blue circles) and the gradient estimate of sensor 1 (blue arrow). The third column shows the root
mean squared error (RMSE) of the position (top) and centroid (bottom) estimates of all sensors averaged over 50 independent repetitions.
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Fig. 2: The paths followed by the sensors after 30 iterations of the
model-free source-seeking algorithm in an obstacle-free environ-
ment. The white circles indicate sensor 1’s estimates of the source
position over time. The plots on the right show the average error
of the source position estimates and its standard deviation averaged
over 50 independent repetitions.
the distributed state estimation and the consensus filter. At
time t, each sensor i applied the control ui,t = γt gˆi,t(Kmax),
where gˆi,t(Kmax) is the gradient estimate after Kmax = 50 it-
erations on the fast time-scale and γt is the step-size. Un-
like the continuous measurements illustrated in Fig. 1, the
sensors measured their relative states and the wireless signal
only 10 times and stopped updating their local gradient es-
timates so that the consensus filter could converge fast. The
initial distance between the signal source and the centroid
of the sensor formation was 44.2 meters. Averaged over 50
independent repetitions the sensors managed to estimate the
source location within 4.62 meters in 30 iterations.
The same initial source and sensor positions were used
to set up the model-based experiments. Fig. 3 illustrates
the performance in environments with and without obstacles.
The communication radius was 10 meters, while the sensing
radius was infinite. The sensors maintained distributed par-
ticle filters with 4000 particles and used 5 signal measure-
ments to update the filters before moving (unlike the 10 used
in the model-free case). The stochastic mutual information
gradient was obtained via 10 simulated signal measurements
only. Averaged over 50 independent repetitions, the sensors
managed to estimate the source location within 2.96 meters
in the obstacle-free case and 1.86 meters in the obstacle case
after 30 iterations of the algorithm. It is interesting to note
that the performance of the model-based algorithm is bet-
ter when obstacles are present than in the obstacle-free en-
vironment. When the model is good and the environment is
known, the wall attenuation of the signal helps the sensors
discount many hypothetical source positions, which would
not be possible in the obstacle-free case (see the distributed
particle filter evolution in Fig. 3). We note that when a
good signal model is available, the model-based algorithm
outperforms the model-free one. However, we expect that as
the quality of the model degrades so would the performance
of the model-based approach and the model-free algorithm
would become more attractive.
7 Conclusion
This paper presented distributed model-free and model-
based approaches for source seeking with a mobile sensor
network. Our stochastic gradient ascent approach to model-
free source seeking does not necessitate global localization
and is robust to deformations in the geometry of the sen-
sor team. The stochastic approximation simplifies the al-
gorithm and provides convergence guarantees. The model-
based method has the sensors follow a stochastic gradient
of the mutual information between their expected measure-
ments and their source estimates. In this case, the stochastic
approximation enables a key trade-off between time spent
moving the sensors and time spent planning the most infor-
mative move. The experiments show that the model-based
algorithm outperforms the model-free one when an accurate
model of the signal is available. Its drawbacks are that it
relies on knowledge of the environment, global localization,
and a flooding algorithm to exchange the sensor states, which
can be demanding for the network. If computation is limited,
the environment is unknown, the signal is difficult to model,
or global localization is not available, the model-free algo-
rithm would be the natural choice. Future work will focus
on comparing the performance of the algorithms with other
source seeking algorithms in the literature. It is of interest
to apply the algorithms to other signals and to carry out real-
world experiments as well.
Appendix A: Proof of Thm. 4
From Thm. 3, xˆi(k) L
2→ x∗, ∀i, which implies conver-
gence in L1 and in probability. Convergence in L1 implies
that the sequence {xˆi(k)} is uniformly integrable (UI) for
all i [38, Thm. 5.5.2]. We claim that this implies that the
sequence of FD weights W (xˆi(k)) computed in (7) is UI
for each i. The matrix Φ in (7) is a bounded continuous
function of xˆi(k), which means that there exists a constant
KΦi ≤ ∞ for each i such that ‖Φ(xˆi(k))−T‖1 ≤ KΦi . Define
αi(k) := xˆii(k)−∑nj=1 xˆij(k)/n. From (8):
‖W (xˆi(k))‖1 ≤
∥∥∥∥∥∥∥∥
2δ
2e−δ2‖α1(k)‖22αT1 (k)
...
2δ2e−δ2‖αn(k)‖22αTn (k)

T∥∥∥∥∥∥∥∥
1
∥∥Φ(xˆi(k))−T∥∥1
≤ 2δ2KΦi
n
∑
j=1
e−δ
2‖α j(k)‖22‖α j(k)‖1
≤ 2δ2KΦi
n
∑
j=1
∥∥∥∥xˆij(k)− 1n n∑l=1 xˆil(k)
∥∥∥∥
1
≤ 4δ2KΦi
n
∑
j=1
‖xˆij(k)‖1 = 4δ2KΦi ‖xˆi(k)‖1.
By UI of {xˆi(k)}, for any ε > 0, there exist Ki ∈ [0,∞) such
that E
[‖xˆi(k)‖11{‖xˆi(k)‖1≥Ki}]≤ ε for all k. Then for all i,k:
E
[‖W (xˆi(k))‖11{‖W (xˆi(k))‖1≥4δ2KΦi Ki}]
≤ 4δ2KΦi E
[
‖xˆi(k)‖11{4δ2KΦi ‖xˆi(k)‖1≥4δ2KΦi Ki}
]
≤ 4δ2KΦi ε.
Since W (xˆi(k)) is a continous function of xˆi(k) by the con-
tinuous mapping theorem, W (xˆi(k))
p→W (x∗), ∀i. This, cou-
pled with the uniform integrability of {W (xˆi(k))} for all i im-
plies that W (xˆi(k)) L
1→W (x∗), ∀i. The signal measurements
zi(τ) in (20) are independent of the estimates W (xˆi(k)) be-
cause the latter are based on the relative measurements in
(17). Therefore,
Egˆi(k) = E
[
coli(W (xˆi(k)))
] 1
k+1 ∑
k
τ=0Ezi(τ) (23)
= E
[
coli(W (xˆi(k)))
]
h(x∗i ,y)→ coli(W (x∗))h(x∗i ,y).
Now, consider the behavior of the consensus filter in (21)
with µi,k = gˆi(k). Eliminating the state qi,k and writing the
equations in matrix form gives:
rk+1 = (Indx −β(L⊗ Idx))rk +(µk+1−µk),
where L is the Laplacian of the communication graph G.
Taking expectations above results is a deterministic linear
time-invariant system, which was analyzed in [36]. In light
of (23), Proposition 1 in [36] shows that for all i:
lim
k→∞
(
E[ri,k]− 1n
n
∑
i=1
coli(W (x∗))h(x∗i ,y)
)
= 0.
Finally, the FD approximation in (5) shows that:
lim
k→∞
Erik =
1
n
W (x∗)
h(x
∗
1,y)
...
h(x∗n,y)
= 1
n
(
g(m∗,y)+b
)
, ∀i. 
Appendix B: Proof of Thm. 3
Define the following:
ωk :=
[
ωT1k . . . ω
T
nk
]T Ωk := [ΩT1k . . . ΩTnk]T
Mi := HTi E
−1
i Hi M :=
[
MT1 . . . M
T
n
]T
ξ(k) :=
[
H1E−T1 ε1(k)
T . . . HnE−Tn εn(k)T
]T .
Then, (16) can be written in matrix form as follows:
ωk+1 =
(
A⊗ Idθ
)
ωk +Mθ∗+ξ(k),
Ωk+1 =
(
A⊗ Idθ
)
Ωk +M,
(24)
where A = [ai j], with ai j = 0 if j /∈ Ni ∪{i}, is a stochastic
matrix. The solutions of the linear systems are:
ωk =
(
A⊗ Idθ
)kω0+ k−1∑
τ=0
(
A⊗ Idθ
)k−1−τ(Mθ∗+ξ(τ)),
Ωk =
(
A⊗ Idθ
)kΩ0+ k−1∑
τ=0
(
A⊗ Idθ
)k−1−τM.
Looking at the i-th components again, we have:
ωik
k+1
=
1
k+1
n
∑
j=1
[
Ak
]
i jω j0+
1
k+1
k−1
∑
τ=0
n
∑
j=1
[
Ak−τ−1
]
i j(M jθ
∗+HTj E
−1
j ε j(τ)),
Ωik
k+1
=
1
k+1
n
∑
j=1
[
Ak
]
i jΩ j0+
1
k+1
k−1
∑
τ=0
n
∑
j=1
[
Ak−τ−1
]
i jM j.
Define the following to simplify the notation:
bik := 1k+1 ∑
n
j=1
[
Ak
]
i jω j0, Bik :=
1
k+1 ∑
n
j=1
[
Ak
]
i jΩ j0,
cik := bik−Bikθ∗, Cik := 1k+1Ωik,
dit := 1k+1 ∑
k−1
τ=0∑
n
j=1
[
Ak−τ−1
]
i jH
T
j E
−1
j ε j(τ), (25)
Dik := 1k+1 ∑
k−1
τ=0∑
n
j=1
[
Ak−τ−1
]
i jM j.
With the shorthand notation:
ωik
k+1
= bik +dik +Dikθ∗, Cik =
Ωik
k+1
= Bik +Dik,
(26)
where dik is the only random quantity. Its mean is zero be-
cause the measurement noise has zero mean, while its co-
variance is:
E[dikdTik] =
1
(k+1)2
E
[(k−1
∑
τ=0
n
∑
j=1
[
Ak−τ−1
]
i jH
T
j E
−1
j ε j(τ)
)
×
(k−1
∑
s=0
n
∑
η=1
[
Ak−s−1
]
iηH
T
η E
−1
η εη(s)
)T]
=
1
(k+1)2
n
∑
j=1
k−1
∑
τ=0
[
Ak−τ−1
]2
i jH
T
j E
−1
j E[ε j(τ)ε j(τ)
T ]E−1j H j
=
1
(k+1)2
n
∑
j=1
k−1
∑
τ=0
[
Ak−τ−1
]2
i jM j 
1
k+1
Dik, (27)
where the second equality uses the fact that ε j(τ) and
εη(s) are independent unless the indices coincide, i.e.
E[ε j(τ)εη(s)T ] = δτsδ jηE j. The Lo¨wner ordering inequality
in the last step uses that 0≤ [Ak−τ−1]i j ≤ 1 and M j  0.
Since the communication graph G is connected, A cor-
responds to the transition matrix of an aperiodic irreducible
Markov chain with a unique stationary distribution pi so that
Ak → pi1T with pi j > 0. This implies that, as k→ ∞, the nu-
merators of bik and Bik remain bounded and therefore bik→ 0
and Bik → 0. Since Cesa´ro means preserve convergent se-
quences and their limits:
1
k+1
k−1
∑
τ=0
[
Ak−τ−1
]
i j→ pi j, ∀i,
which implies that Dik→ ∑nj=1pi jM j. The full-rank assump-
tion on
[
HT1 . . . H
T
n
]T and pi j > 0 guarantee that ∑nj=1pi jM j
is positive definite. Finally, consider the mean squared error:
E
[
(θˆi(k)−θ∗)T (θˆi(k)−θ∗)
]
= E
∥∥∥∥( Ωikk+1
)−1 ωik
k+1
−
(
Ωik
k+1
)−1( Ωik
k+1
)
θ∗
∥∥∥∥2
2
= E
∥∥C−1ik (bik +dik +Dikθ∗− (Bik +Dik)θ∗)∥∥22
= E‖C−1ik (cik +dik)‖22
= E
[
cTikC
−T
ik C
−1
ik cik +2c
T
ikC
−T
ik C
−1
ik dik +d
T
ikC
−T
ik C
−1
ik dik
]
(a)
=== cTikC
−T
ik C
−1
ik cik + tr(C
−1
ik E[dikd
T
ik]C
−T
ik )
(b)
≤ cTikC−Tik C−1ik cik +
1
k+1
tr(C−1ik DikC
−T
ik )→ 0,
where (a) holds because the first term is deterministic, while
the cross term contains E[dik] = 0. Inequality (b) fol-
lows from (27). In the final step, as shown before C−1ik →(
∑nj=1pi jM j
)−1 and Dik → ∑nj=1pi jM j  0 remain bounded,
while cik→ 0 and 1/(k+1)→ 0. 
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