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ABSTRACT
Multivariate data is often visualized using linear projections, produced by techniques
such as principal component analysis, linear discriminant analysis, and projection
pursuit. A problem with projections is that they obscure low and high density regions
near the center of the distribution. Sections, or slices, can help to reveal them.
This paper develops a section pursuit method, building on the extensive work in
projection pursuit, to search for interesting slices of the data. Linear projections
are used to define sections of the parameter space, and to calculate interestingness
by comparing the distribution of observations, inside and outside a section. By
optimizing this index, it is possible to reveal features such as holes (low density) or
grains (high density). The optimization is incorporated into a guided tour so that the
search for structure can be dynamic. The approach can be useful for problems when
data distributions depart from uniform or normal, as in visually exploring nonlinear
manifolds, and functions in multivariate space. Two applications of section pursuit
are shown: exploring decision boundaries from classification models, and exploring
subspaces induced by complex inequality conditions from multiple parameter model.
The new methods are available in R, in the tourr package.
KEYWORDS
multivariate data, dimension reduction, projection pursuit, statistical graphics,
data visualization, exploratory data analysis, data science
1. Introduction
The visualization of high-dimensional data often utilizes linear projection. For exam-
ple, in principal component analysis plotting the principal components is effectively a
projection of the data. Projections form the basis for a grand tour (Asimov 1985) of
high-dimensional data. Projection pursuit (Kruskal 1969, Friedman and Tukey (1974))
is used to find interesting low-dimensional views of the data by optimizing an index
function over all possible projections. Projections can obscure non-uniform patterns
near the data center, or hollowness. These features may be visible in non-linear map-
pings (such as multidimensional scaling (Kruskal and Wish 1978)), but these methods
often lack interpretability. Laa, Cook, and Valencia (2019) introduced a slice tour that
shows sections through high-dimensions instead of projections, and helps to reveal
hidden structure. Showing slices can also be useful in combination with conditional
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function or model visualization (O’Connell, Hurley, and Domijan 2017, Torsney-Weir,
Sedlmair, and Mo¨ller (2017)).
The space of slices of high-dimensional space is larger than the space of projections.
The slice tour (Laa, Cook, and Valencia 2019) is based on projections and the grand
tour, thus simplifying the space to be explored. The slices allow the distribution inside
a section to be compared to the projected distribution outside the section. This is an
unguided process, and providing a method to find interesting slices would be beneficial.
Here we propose “section pursuit”, which searches the space of projections for the
most interesting sections of the data. The “interestingness” of each section is computed
as a measure of dissimilarity between the distribution of projected points inside and
outside the section. Finding conditional features in large data sets will provide better
understanding of the data, and can help improve modelling.
This paper is organized as follows. The next section provides background on tours
and projection pursuit. Section 3 describes an index designed to detect concavities, and
explores the behavior of the index on simulated examples. A new plot to visualize index
functions is described in Section 4. The application of section pursuit to exploring high-
dimensional classification models and constrained high-dimensional spaces is discussed
in Section 5.
2. Background
2.1. Grand tour and slice tour
The grand tour shows a geodesically interpolated sequence of randomly selected pro-
jections in an animation. The interpolation allows the viewer to interpret each view
in the context of the previously seen projection, thus providing additional insights
compared to static projections. By observing how the data distribution changes un-
der a rotation of the low-dimensional projection, the viewer can extrapolate from the
low-dimensional shapes to the distribution in high dimensions. The underlying com-
putational methods were described in Buja et al. (2005), and an implementation in R
(R Core Team 2018) is available in the tourr package (Wickham et al. 2011).
Recent work in Laa, Cook, and Valencia (2019) implemented a display of interpo-
lated slices of the data space. The slices are defined for projection planes, such that
observations with an orthogonal distance from the plane below some cutoff h are con-
sidered to be inside the slice. The display has been added to the tourr package and
can be used to show slices for projection planes obtained when running a grand tour.
The first two columns of Figure 1 show scatterplots of the points in a 4D data
set inside an informative (S1) and an uninformative (S2) slice through the origin,
for two simulated data sets (A, B). Note that the data is defined in a 4D sphere,
which generates the circular shape. The sampling results in hollow regions inside the
sphere by rejecting points within shapes defined by selected hyperspherical harmonics
(Meremianin 2009). The hollowness is hidden in projections of the data, as shown in
the final column of Figure 1. It is much simpler to define sections on high-dimensional
spheres than cubes, and this is the approach used for all the data in this paper. Data
defined in a cube, most data, is trimmed or supplemented to be contained in a sphere.
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Figure 1. Slices of two 4D data sets (A, B) shown using scatterplots of points inside 2D sections. The first
slice (S1) is informative and reveals the hollow regions in the data, while the second slice (S2) is un-informative.
The last column shows projections of the data onto a 2D plane, hiding the hollowness.
2.2. Projection pursuit and guided tour
Projection pursuit is the procedure of selecting interesting low-dimensional projec-
tions by optimizing a criterion function over the space of all possible projections. The
criterion (or index) function is typically designed to take larger values for more “in-
teresting” views of the data, and maximizing the index can reveal structure in the
distribution.
The concepts of projection pursuit and the grand tour can be combined into the
guided tour (Cook et al. 1995), which interpolates between projection planes selected
through the optimization of a projection pursuit index. A guided tour presents the
viewer with interesting views of the dataset in the context of the full distribution,
moving from less to more informative projections.
Tour methods can also be used to understand the behavior of projection pursuit
index functions (Laa and Cook 2020), for example by examining how the index value
changes along an interpolated sequence of projections.
3. A new index for finding interesting sections
3.1. Notation
Let Y = XA, where X is an n × p data matrix, A is a p × d (orthonormal) projec-
tion matrix. To generate a slice, following Laa, Cook, and Valencia (2019), compute
the orthogonal distance between every point and plane (defined by A), call this hi.
Observations are considered inside a slice (section) if hi < h.
The index is defined for binned data. The projected data, Y , is binned into K bins,
bk, k = 1, ...,K. The counts of observations inside versus outside the slice for each bin
are computed. The total number of counts in bin k is Sk =
∑
i I(Yi ∈ bk)I(hi < h)
inside the section and Ck =
∑
i I(Yi ∈ bk)I(hi ≥ h) outside the section. The relative
counts are thus sk = Sk/
∑
i Si and ck = Ck/
∑
iCi.
3
3.2. Index definition
Indexes for comparing the distribution of observations in the section versus outside
can be defined (building on Gous and Buja (2004)) as:
I lowA =
∑
k
[(ck − sk)]>ε , (1)
IupA =
∑
k
[(sk − ck)]>ε (2)
where sk and ck are the relative counts of observations in bin bk inside and outside the
section. The first definition I lowA takes large values if there is a hollow region of low
density inside the slice, while the second definition IupA can be useful when looking for
regions of higher density (“needles in a haystack”). The [.]>ε notation indicates that
we drop all bins where the difference in counts is below some threshold ε,
[a− b]>ε =
{
a− b, if a− b > ε
0, if a− b ≤ ε. (3)
Only bins where the difference is positive are summed. The ε avoids summing noise
and suppresses an artificial dependence on the number of bins. The value of ε should
be estimated based on the expected size of sampling fluctuation, which may depend
on assuming a distribution, the number of samples N , the number of bins K, the slice
thickness h and the dimension p. An estimate for ε assuming a uniform distribution
inside a hypersphere is given in Section 3.5. In general I lowA = I
up
A only if ε = 0.
3.3. Binning procedures
A desirable property for projection pursuit, into d-dimensions, and thus also desirable
for section pursuit, is that the index be rotational invariant. That is, regardless of the
basis in the d-D plane defining the projection, the index value should be identical.
With sections, this is more complicated, because interior and exterior distributions
need to be comparable. Thus a restriction is imposed on the observed data: that it
falls within a p-dimensional hypersphere. Data is typically observed in a hypercube, so
this prescription requires a departure from the norm which, however,is still practical.
In cases of simulated data, such as when looking at multivariate models, the sampling
scheme can be adjusted. Observed data, on the other hand, requires shaving off the
corners. This procedure is expected to be harmless because it is interior structure that
is of interest. In addition, this approach is designed for reasonably small p so that
the vast gap between spheres and cubes in high dimensions is not a concern. For very
high-dimensional data, some dimension reduction is expected in pre-processing.
The hypersphere constraint suggests a preference for binning in polar coordinates.
Considering 2D slices we therefore bin in radius r and angle θ. When the observations
are uniformly distributed in a hypersphere, the angular distribution will be uniform
across all values of θ and thus Kθ equidistant angular bins are used.
The radial binning is more complicated. The reason is that the radial distribution
depends on the data dimension, p. As p increases, the projected data piles more in
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Figure 2. CDF of the 2D projected radial distribution of a p-dimensional hypersphere, for selected values of
p. As p increases, a larger fraction of the points will be found at small values of the radius.
the center. A varying radial bin size could be used to offset this effect, where the
bounds of the Kr radial bins take into account the expected distribution of points
given p. However, the expected radial distribution will differ between a slice and a
projection of the data, so the effect is accounted for instead by reweighting bin counts.
The calculations are as follows.
Consider the expected distribution to be a uniform distribution within a hyper-
sphere in p dimensions projected onto a 2D plane. The cumulative distribution func-
tion (CDF) for the radial distribution in the projection, derived in the Appendix, is
given by:
f(r; p,R) = 1−
(
1−
( r
R
)2)p/2
, (4)
and depends on the hypersphere radius R and on p. For illustration we show the CDF
dependence on r/R (where 0 < r ≤ R) for different values of p in Fig. 2. For large
values of p the majority of points is found within a small relative radius r/R, e.g. for
p = 10 we see that 75% of points are within r/R < 1/2.
3.3.1. Reweighting bin counts
While the radial distribution of the points projected from a full p dimensional hyper-
sphere follows the CDF in Eq.(4), the distribution in the slice is approximately uniform
in the disk (as long as h  R). Within the slice, the adjustment only accounts for
relative areas in radial bins for a 2D uniform distribution. Thus, only re-weighting
of bins to account for the piling from high dimensions needs to be conducted for the
observations outside the slice. The weights can be calculated from the CDF.
The fraction of points in the radial bin i between r1 and r2 is
fi(p,R) = f(r2; p,R)− f(r1; p,R). (5)
Consider Kr radial bins, with total bin count Ni in bin i, i = 1, ...,Kr, and relative
counts are ni = Ni/
∑
j Nj . We define the bin-wise weights as
wi(p,R,Kr) =
1
Krfi(p,R)
, (6)
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Figure 3. Illustration of the polar binning, effect of re-weighting bin counts in the index function computation,
on sample data set B and for the informative slice S1. Rows show raw and weighted bin counts, respectively.
Columns show the distributions of inside, outside and the difference. The effect of the re-weighting focuses the
attention more effectively on the cavity structure.
and the reweighed bin count as
si(p,R,Kr) = niwi(p,R,Kr) (7)
corresponding to the weighted relative number of points in each bin, so that
si(p,R,Kr) = 1/Kr for a uniform hypersphere. We calculate the outside weights as
wi(p,R,Kr) and the inside weights as wi(2, R,Kr). Recall that we are assuming that
the slice thickness can be neglected, h R.
Figure 3 illustrates the effect of the adjustment using polar histograms for the
simulated example data B, with and without re-weighting. The rows show raw and
weighted bin counts, respectively, and the columns contain plots of the distributions
of points inside, outside the slice and the difference between the two. The re-weighting
has the desired effect of focusing the attention more effectively on the central structure.
3.3.2. Binning across different planes
The index needs to be optimized over the set of all possible projections to find inter-
esting concavities. This requires the binned data to be comparable, thus the bins are
fixed for all planes. For each slice we first center the projected data before binning it.
In the simulated examples in this paper the radius of the hypersphere is known,
and is used to define the radial boundary. In applied problems the radius of a random
projection can be used to estimate it, with a procedure for handling points that fall
outside that boundary.
Note that the fixed angular binning can break rotational invariance of the index in
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a small way, and this can be noticed during optimization. One approach to mitigate
this effect could be to evaluate the index at several small rotations within a single
angular bin window and combine the values.
3.4. Sufficient sample size
As dimensionality increases the number of sample points required to resolve features
in a thin slice of the data increases exponentially. Care must be taken that the sample
is large enough. We estimate the number of required sample points as a function of the
chosen parameters, starting again from the hyperspherical distribution in p dimensions.
Following Laa, Cook, and Valencia (2019), given a sample of N points in p dimensions,
distributed uniformly in a hypersphere of radius R, the number of points inside a slice
through the center of the distribution NS is
NS =
N
2
(
h
R
)p−2(
p− (p− 2)
(
h
R
)2)
. (8)
We denote x = h/R the resolution. It determines the minimum relative size of features
that can be seen in a slice. When adding noise dimensions, in order to keep the
resolution x fixed, the sample size needs to increase approximately as x∆p, where
∆p is the increase in number of dimensions.
3.5. Estimating the magnitude of noise, ε
We can estimate the expected sampling variability based on N . The dominant un-
certainty will be on the bin count inside the slice which typically will have much
smaller statistics than the outside distribution (notice that this may not be true for
bins at large radius which, depending on the bin size, can have a very low number of
observations). We estimate the number of points in each bin i inside the slice as
N iS =
NS
Kθ
· fi(2, R), (9)
with NS given by Eq.(8), Kθ the number of angular bins and fi defined in Eq.(5). The
relative Poisson error on this count is
δiS =
√
N iS
N iS
=
R√
r22 − r21
√
2Kθ
N
x(2−p)/2
1√
(p− (p− 2)x2) , (10)
and the expected relative count after reweighting is 1/K in all bins (where K = KrKθ).
We therefore expect sampling fluctuations of order
δ = δiS/K. (11)
To suppress index fluctuations to below one standard deviation, we set ε = δ. Figure
4 compares the index behavior for two values of ε, 0 and δ. Three 4D data sets are
used: examples A and B (shown in Figure 1), and a reference set C consisting of
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Figure 4. Examining the effect of ε on the index value for varying number of bins. Three simulated data sets
are used: A, B and C. The horizontal axis traces the index from an uninteresting to interesting sliced projection
(defined by slice S2 and S1 respectively), for ε = 0, δ. Colour indicates number of bins. Ideally, the index value
should be the same, regardless of choice of bins, which is achieved in practice by ε = δ.
observations sampled uniformly within a p-dimensional sphere. Color indicates the
number of bins used to calculate the index. The difference in index value when ε = 0
clearly indicates a dependence on the number of bins, which is undesirable. Setting
ε = δ mostly removes these differences.
3.6. Generalised index
The idea of section pursuit is completely general. The index considered here is com-
pelling as it allows to use the projected distribution as a reference when looking for
interesting slices of the data.
The definitions in Eq.(1,2) can be generalized for example as
I lowA =
∑
k
wk
([
c
1/q
k − s1/qk
]
>ε
)q
(12)
IupA =
∑
k
wk
([
s
1/q
k − c1/qk
]
>ε
)q
(13)
where wk can be used to (de)emphasize certain bins, e.g. to up-weight information in
the center of the distribution.
The exponent q can be used to tune the sensitivity, a small q will enhance sen-
sitivity to small differences (and thus might over-emphasize fluctuations), a large q
will suppress fluctuations and is mainly sensitive to large differences (and might thus
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miss features that are too similar to the background distribution). Selecting q = 1
corresponds to an L1 type norm, and q = 2 to an L2 type norm. In addition we will
also consider q = 1/2. The overall range of plausible index values depends on q and
in practice we use an estimate of the range to rescale the index value to fall in [0, 1].
Notice that, in this definition the index is no longer symmetric under exchanging the
distributions inside and outside the section, even when ε = 0.
3.6.1. Additional considerations
It may also be reasonable to consider using a kernel, instead of discrete bins, to produce
some spatial smoothing. The effect would be to focus attention on large differences in
specific regions rather than small differences anywhere.
A completely different approach to producing a section index, would be to apply
any existing projection pursuit index on a sliced projection instead of the full projected
data. Only observations inside the slice are then used for the index calculation.
3.6.2. Index behavior
To examine the behavior of the generalized index for choices of q,K and ε, a re-
parametrization is used. Consider an outside distribution that is uniform across all K
bins,
ck =
1
K
, (14)
and a distribution inside the slice to be uniform across K ′ < K bins,
sk =
{
1
K′ , if k ≤ K ′
0, if k > K ′
(15)
i.e. there are K−K ′ empty bins inside the slice. We can then parametrize the relation
between K and K ′ as K ′ = γK with γ ∈ [0, 1].
To focus on the dependence on q, drop the bin-dependent weights wk from the
description and set ε = 0. Using the parametrization in terms of γ, the index can then
be written as
IupA (q, γ) = ([1− γ1/q]+)q, (16)
while
I lowA (γ) = 1− γ. (17)
(In this latter form the dependence on q drops out because only bins where sk = 0 are
counted.)
This allows us to estimate the typical range depending on q. The range of IupA (q, γ)
will be different for different values of q, and this range difference needs to be ignored
for comparison purposes. For q = 1 the index range is [0, 0.9]. For q = 2 the index
range is approximately [0, 0.5]. We rescale the index depending on the selected value
of q against IupA (q, γ = 0.1), resulting in a common range [0, 1].
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Figure 5. Examining the sensitivity of the index to the parameter q. Rescaled values of IupA as a function
of γ, for fixed values of q (left), and as a function of q for fixed values of γ (right). The parameter q shifts
emphasis between small regions and large regions of difference.
Fig. 5 shows the effect of q for γ ∈ [0.1, 1], i.e. between 10% and 100% overlap in the
distributions, and the effect of γ for a range of q ∈ [0.1, 1]. When q = 1 the index is
linearly dependent on γ. For q = 2 most of the sensitivity lies towards small values of
γ. For q = 1/2 most of the sensitivity lies towards large values of γ. The parameter q
enables the index to be made more sensitive to small regions of difference as opposed
to large areas.
3.6.3. Noise
Now, we introduce the use of the noise cutoff, and explore the effect of q on the choice
of ε. This can be done in a simple setup: uniformly draw N samples and bin them in K
bins, such that the expected bin count is N/K in all bins (or 1/K after normalization).
Using the Poisson approximation, the standard deviation for the normalized counts is
δ = 1/
√
NK. By drawing two independent samples and calculating the index value
100 times we get an estimate of the expected index value and its variance depending
on q. Note that since we are assuming pure noise distributions for both samples,
I lowA = I
up
A = IA. This is shown in Figure 6 for N = 10000 and K = 100. When q = 1
and approximating the bin counts by a normal distribution, we can also evaluate the
expected index value analytically as
IA(q = 1)noise = e
−n2/4
√
K
γN
, (18)
where ε = nδ.
We see that for values of q < 1 the noise becomes inflated, especially when we do
not use an appropriate ε cutoff. For the default choices of q = 1 and ε = δ we find
that the expected index value for a noise distribution is about 0.05.
4. Visualising the index
A Huber plot (Huber 1985) (available in the R package, PPtreeViz (Lee 2018)) is a
useful illustration of a 1D projection pursuit index. It shows the index values for a
10
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Figure 6. Examining the effect of q on the variability of the index value, when a noise cutoff (ε) is used.
Rescaled values of IA shown as a function of q, for fixed values of ε, for N = 10000 and K = 100. Smaller
values of q inflate the variability in the index, exaggerating the noise.
2D distribution across all possible 1D projections. This idea is generalized for a 2D
projection pursuit index, to illustrate the behavior over a higher dimensional dataset,
and called a topotrace plot. The approach is:
1. Select a starting plane, one of particular interest, A0.
2. Randomly generate a large number (m) of directions to move away from the
starting plane, Ai, i = 1, ...,m.
3. Generate the geodesic interpolation with a fixed length or angle (α) in each
direction, Aij , i = 1, ...,m; j = −α, ..., 0, ..., α.
4. Calculate the index values along each path, IAij .
5. Plot IAij against j, with a separate trace for each i.
The purpose of making these plots is to examine the nature of the function, in terms
of local maxima and ridges, and also characteristics such as smoothness and squint
angle (Laa and Cook 2020). The squint angle describes the distance from the optimal
projection where a structure can be seen – if it is large then the function should be
easier to optimize. If the optimal projection is known, then using this as the starting
plane, provides views analogous to standing on top of the mountain and looking down
in all directions. If a random starting plane is used, most likely this will be a low point
from which to view mountains.
Fig. 7 shows these plots for the two example datasets A and B, with α = pi/2,
m = 100 randomly selected directions. The left panels show how the index value
changes when moving away from the optimal viewing slice S1, the right panel shows
paths moving away from the uninformative slice S2. We see that for the dataset A there
is a large variability between the index behavior along the different directions. Moving
away from S1 we find some flat directions along which the index value remains large.
This suggests that the function has ridges. This is expected for this data, as a result
of a symmetry in the simulation distribution, the structure remains visible so long as
the first variable is dominant along one direction in the plane. This also makes the
structure easier to detect, and we find that among the 100 random directions, several
traces reach index values close to that of the ideal view. On the other hand, the 100
traces shown for set B have much less variability, and all result in an approximately
linear decay of the index value as we move away from the S1 slice. Similarly, they all
show approximately linear increase in index value when moving away from S2. We
can also see that the index is noisy, sometimes producing jumps in index values under
small rotations of the slicing projection.
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Figure 7. Topotrace plots showing index function characteristics for the index with q = 1, α = pi/2, m = 100,
for example data sets A (top) and B (bottom) from the starting planes, the informative slice S1 (left) and the
uninformative slice S2 (right). Example A indicates ridges in the function because for several traces the index
remains high when varying α. Example B has a more gradual decline from the peak. The dependence of the
index on α is not smooth.
We can also use this visualization to better understand the generalizations of the
index. In Fig. 8 we show the topotrace plots for the same settings as Fig. 7, but with
q = 2. We see that this results in a smaller squint angle, and steeper change of the
index near the optimal S1 slice, while the index is flatter away from this view.
5. Applications
5.1. Using the index in practice
In the applications we use the index defined in Eq. 1. When using the index we follow
these steps:
1. Check the underlying assumption that the data is inside a hypersphere. This can
be ensured by first centering and scaling all variables, and then dropping points
that have a radius above the maximum rmax.
2. Choose the number of bins. Setting the bin size for polar binning uses the maxi-
mum radius and defines nr equidistant radial bins and nθ angular bins. In prac-
tice we have found that nr = 5 and nθ = 8 or 10 tends to work well.
3. Decide the slice thickness h to use. We can think of it in terms of a relative
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Figure 8. Topotrace plots for the index with q = 2, α = pi/2, m = 100 for set A (top) and set B (bottom)
from the informative slice S1 (left) and the uniformative slice S2 (right). The choice of q = 2 results in a smaller
squint angle, and steeper change of the index.
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resolution h/rmax. For our examples, 0.25 worked well, but this will likely change
depending on the data.
4. The binning and resolution, together with the number of variables and number
of observations are needed to estimate the uncertainties following Eq.11.
5. We can now define the slice index, which takes the binning and uncertainty
estimates as input. We define the index such that for each slice it reweights the
counts according to Eq. 7.
6. For the optimization we use a modified version of the guided tour that passes the
projected points, the distance vector and the thickness h into the index function.
This can directly be used together with the optimization routines from the tourr
package.
5.2. Classification boundaries
The slice display can be used to understand non-linear classification boundaries (Laa,
Cook, and Valencia 2019), visualized following Wickham, Cook, and Hofmann (2015)
and using the classifly package (Wickham 2020). Classifly samples the design space
and calculates model predictions. We can use section pursuit to identify slices that
reveal the decision boundaries in the design space, by dropping sample points based
on the assigned prediction. By selecting a class that is only predicted in a small region
we generate the hollow features to be found by section pursuit. The resulting slice can
then be viewed showing all assigned classes to resolve the boundary.
5.2.1. Olives data
We first consider the classical olives data (Forina, Armanino, and Lanteri 1983). This
data set contains measurements of 8 fatty acids for 572 Italian olive oils, collected in
9 different areas, and is available in the classifly package.
We fit a support vector machine (svm) classification model using the implementation
in the e1071 R package (Meyer et al. 2019), to predict the area from the fatty acid
measurements. For this example we consider 4 of the variables: palmitoleic, stearic,
linoleic and arachidic, and we use a radial kernel for the svm model. We use classifly
for automated sampling of the design space and evaluation of the predictions. For the
visualization we first center and scale the data to have standard deviation one. We
then select only those points that are inside a 4D hypersphere.
As an example we select as the area of interest West-Liguria and drop all samples
with this predicted class before performing section pursuit. The model predictions are
shown in slices and projections in the first two columns of Fig. 9, the last column
shows the projected data. The views in the first row are defined by the projection onto
palmitoleic-stearic and in the second row by the projection onto linoleic-arachidic. The
color indicates if the predicted area is West-Liguria (orange) or not (green). We see
that the parameters palmitoleic and stearic do not allow us to distinguish the West-
Liguria region in the projected data. The region where the svm model predicts this
class is hidden in the projection, and it is not predicted anywhere inside the thin slice.
On the contrary, linoleic and arachidic can separate the West-Liguria area from the
others. Looking at the model predictions, we find that projections can partly reveal
the part of the model space resulting in this prediction, while the slice can also resolve
the non-linear decision boundary.
Next we run section pursuit on the reduced svm sample. We define the section
pursuit index with polar binning, with 5 equidistant radial bins and 10 angular bins.
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Figure 9. SVM classification of the West-Liguria region (orange) against all other regions (green) in the
olives data. The first and second row are projections onto pairs of variables, the last row shows the final result
obtained via section pursuit. The first and second column show the svm classification in a thin slice and as a
full projection, the third column shows the projected data. The last column shows guides, including the axes
for the final view at the bottom.
The bin counts are reweighed according to Eq. 7. We set q = 1 and then optimize the
index using the geodesic search available in the tourr package, starting form the slice
defined by the projection onto linoleic-arachidic (see Fig. 9, second row). The final
views obtained in the optimization are shown in the bottom row of Fig. 9.
Looking at the data projected onto linoleic and arachidic, and the corresponding
slice view of the classifier, we see a non-linear decision boundary that allows to sepa-
rate the West-Liguria area from the other regions. This non-linearity is hidden in the
projected view of the classifier. The section pursuit has identified a slice that has a
higher index value and shows a linear decision boundary and with a larger area of the
section predicting the selected class. The projected model predictions in this plane do
not allow us to resolve this boundary. Interestingly, to maximize the area in the sliced
view of the predictor, section pursuit has found a plane that leads to a linear decision
boundary on the projected data.
5.2.2. PDFSense data
As similar example, but with different behavior, is given by the decision boundaries of
a classification model for the PDFSense dataset. This data has 4021 observations in a
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Figure 10. SVM classification of the PDFSense data, with predicted classes mapped to color. The first row
shows a random starting projection, the second row is the final projection obtained via section pursuit on the
second class shown in orange. The first and second column show the predicted class label from the svm in a
thin slice and a projection. The third column shows the projected data in the same plane, and the last column
shows the axes of the corresponding projection.
56 dimensional parameter space, that are grouped into 3 classes (Wang et al. 2018).
Following the analysis in Cook, Laa, and Valencia (2018) we only consider the first six
principal components, and train an svm classification model with radial kernel. We
again use classifly and select the resulting sample points inside a 6D hypersphere after
individual centering and scaling each of the variables.
For this example, the classifier wraps tightly around two of the groups (DIS and
jets), and most of the space is filled by the third group (VBP). We select only the
samples predicting the VBP class, generating a sample with a small hollow region
to be found by section pursuit. We again use the index with polar binning, with 5
equidistant radial bins and 8 angular bins. The ε cutoff is calculated according to
Eq. 11 and we reweight the bins according to Eq. 7. We set q = 1 and use the tourr
function search better to find the view with the maximum index value.
The result is shown in Fig. 10, comparing the starting projection (top row) and the
final view (bottom row). In the final slice view of the classifier predictions we see the
decision boundaries between the three classes. The different regions are hidden in the
projection of the classifier and of the data. In this case the svm model uses additional
information from the orthogonal directions to separate the three classes. By looking
at the final slice from section pursuit we have obtained a conditional view that allows
us to resolve the resulting boundary.
5.3. Inequality condition
Similar to the decision boundaries of classification models, inequality conditions can
induce non-linear boundaries in the parameter space. The inequalities may be com-
plicated functions of multiple parameters, and we can use section pursuit to find vi-
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sualizations that illustrate the boundaries. These are of interest in physics models for
which we often have inequality constraints defining the allowed region of parameter
space. By understanding the shape of this region we can gain physics insights guid-
ing theoretical and experimental work. For example, the constraints might result in
preferred parameter combinations hinting at a simpler underlying model, or we can
reparametrise the allowed region to design targeted experiments to test the model
further.
5.3.1. THDM
A certain type of particle that occurs in particle physics models is the so-called scalar
(or Higgs) boson, with properties specified by a “potential” which depends on a set
of parameters. These are the basic parameters of the model and they allow one to
calculate physical quantities such as the masses of the scalar particles and their inter-
action strengths. A common problem that arises in this context consists of finding the
parameter space that leads to acceptable predictions, that satisfy known theoretical
or experimental constraints.
For example, a two-Higgs-doublet model can be written under certain assumptions
in terms of the parameter set λ1, λ2, λ3, λ4, λ5, α, β, where the last two are angles. These
angles are commonly discussed in terms of tan(β) and cos(β−α), as these quantities are
closely related to experimental observations. This model contains five scalar particles
(types of “Higgs” bosons), dubbed h,H,A,H±, the first one corresponding to the
famous Higgs boson found at CERN in 2012. The squared masses of these five particles
are predicted in terms of the parameters of the model, and we use a form from Gunion
and Haber (2003) (given in the Appendix).
For the model to be viable it needs to satisfy a number of conditions that restrict the
parameter space that is allowed. The simplest of these restrictions is that the masses
must be real numbers: only parameters for which all squared masses are greater than 0
are viable. We will use this as our example, sampling λ1, λ2, λ3, λ4, λ5, tan(β), cos(β−α)
within a 7D hypersphere. We then evaluate the predicted mass spectrum for each
sample and flag all points that result in non-physical predictions for (some of) the
masses. These points are dropped from the dataset and we use section pursuit to find
regions that lead to a non-physical mass spectrum.
For the visualization we first standardize each parameter and then drop all sample
points for which the condition is not met. We then apply section pursuit to the reduced
sample to find sections that are associated with real masses. We use the index with
polar binning, with 5 equidistant radial bins up to the maximum radius, and 10 angular
bins. The ε cutoff is calculated according to Eq. 11 and we reweight the bins according
to Eq. 7. We set q = 1 and use the search better optimization to find the view with
the maximum index value.
Two of the resulting views are shown in Fig. 11. The samples that violate the
condition are shown in red, the remaining samples (those used for the section pursuit)
are shown in black. The top row shows a view encountered along the optimization
path, i.e. a section with relatively large index value. The slice is shown on the left
and reveals the non-linear boundary defined by the conditions. The corresponding
projection is shown in the middle and cannot resolve the feature. The bottom row
shows the final view obtained via section pursuit.
Both slices show interesting aspects of the boundary. In the first slice the condition
is only violated in a small but well-defined region of the plane. Section pursuit has
identified a slice where the condition is often violated, and the final view shows a
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Figure 11. Slice (left) and projection (middle) views found when optimising the section pursuit index for
the THDM sample. Black points satisfy the inequality conditions, red points do not and are dropped in the
optimisation. The first row shows a view along the optimisation path, and the last row the final slice selected
by section pursuit. The corresponding axes are shown on the right. The selected slices show clear separation
of points not satifsying the conditions, which is hidden in the corresponding projections.
complex non-linear boundary between the two regions. The boundaries are hidden in
the corresponding projections. Looking at the axes representation of this projection,
we find that the optimal slice is defined by a combination of all the input parameters,
making direct interpretation challenging.
6. Conclusion and discussion
This paper introduces a section pursuit index that can be used to detect hollow or
dense features that are visible in slices but hidden in projections. The index uses
the distribution outside each current slice as a reference, and computes its difference
from the slice distribution. The comparison of the two distributions is calculated as
the positive sum of differences of normalized bin counts. To avoid differences arising
from the overall shape we consider spherical multivariate distributions. In addition, we
use the expected cumulative distribution function to reweight the inside and outside
distributions separately, such that the expected counts are uniform across all bins.
The section pursuit index can be used together with the slice display in the tourr
package to define a guided slice tour. This means that we can use the available opti-
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mization routines, and we can further look at the interpolated optimization path. In
practice, to conform to the assumption of an underlying spherical distribution, we can
shave off points outside the hypersphere. Since the focus is on detecting hidden fea-
tures in the center of the distribution, we do not expect to lose important information
doing so. In case of simulated data, augmenting the data to be of this form is also an
option.
We have shown how to use the section pursuit index to explore non-linear deci-
sion boundaries of classification models, or similarly, to explore complex inequality
conditions that depend on multiple parameters. In all examples, we have sampled
the parameter space and evaluated the classification or inequality conditions for all
points. We then dropped points assigned to one particular class, or in conflict with
the inequality condition to generate the hollow features in the distribution. For all ex-
amples considered, the optimization resulted in slice views that illustrate interesting
aspects of the boundaries. Additional potential applications for section pursuit include
the exploration of non-standard multivariate confidence regions or Bayesian credible
regions.
Depending on the application, different index definitions would be recommended.
Several variations on the index would be produced different choices of weights, and
parameters in the generalized index definition (Section 3.6). This paper hasn’t fully
explored the impact of all the choices, but the same type of diagnostics, in particular,
the index visualization presented in Section 4, could be used decide.
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Appendix A. Radial CDF of projected hyperspheres
The radial CDF defined in Eq.(4) and used throughout this work can be derived by
calculating the fraction of the projected volume within a circle of radius r. The volume
of a p dimensional hypersphere with radius R is
V (p,R) =
2pip/2Rp
pΓ(p/2)
(A1)
and the projected volume outside a circle of radius r is
Voutside(r, p,R) =
∫ R
r
V (p− 2,
√
R2 − ρ2)2piρdρ = pi
p/2(R4 − r2R2)p/2
RpΓ(p/2 + 1)
. (A2)
The projected volume inside the circle is given by
Vinside(r, p,R) = V (p,R)− Voutside(r, p,R), (A3)
and we therefore get the relative volume within the circle (and thus the radial CDF)
as
f(r, p,R) =
Vinside(r, p,R)
V (p,R)
= 1−
(
1−
( r
R
)2)p/2
. (A4)
Appendix B. Squared masses in the two-Higgs-doublet model
Following Gunion and Haber (2003) we compute the squared masses as
m2h =
v2
sin(β − α) (−λ1 cos
3 β sinα+ λ2 sin
3 β cosα+
λ345
2
cos(β + α) sin(2β)) (B1)
m2H =
v2
cos(β − α) (λ1 cos
3 β cosα+ λ2 sin
3 β sinα+
λ345
2
sin(β + α) sin(2β))
m2H± =
v2
sin(2(β − α)) (− sin(2α) (λ1 cos
2 β − λ2 sin2 β) + λ345 sin(2β) cos(2α)− λ45
2
sin(2(β − α)))
m2A =
v2
sin(2(β − α)) (sin(2α) (−λ1 cos
2 β + λ2 sin
2 β) + λ345 sin(2β) cos(2α)− λ5 sin(2(β − α)))
where we have used the shorthand notation λij··· = λi + λj + · · · and the constant
v ≈ 246 GeV sets the scale for the masses.
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