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ABSTRACT
We present [C i] and [C ii] observations of a linear edge region in the Taurus molecular cloud, and
model this region as a cylindrically symmetric PDR exposed to a low-intensity UV radiation field. The
sharp, long profile of the linear edge makes it an ideal case to test PDR models and determine cloud
parameters. We compare observations of the [C i], 3P1 →
3P0 (492 GHz), [C i]
3P2 →
3P1 (809 GHz),
and [C ii] 2P3/2 →
2P1/2 (1900 GHz) transitions, as well as the lowest rotational transitions of
12CO
and 13CO, with line intensities produced by the RATRAN radiative transfer code from the results of
the Meudon PDR code. We constrain the density structure of the cloud by fitting a cylindrical density
function to visual extinction data. We study the effects of variation of the FUV field, 12C/13C isotopic
abundance ratio, sulfur depletion, cosmic ray ionization rate, and inclination of the filament relative
to the sky-plane on the chemical network of the PDR model and resulting line emission. We also
consider the role of suprathermal chemistry and density inhomogeneities. We find good agreement
between the model and observations, and that the integrated line intensities can be explained by a
PDR model with an external FUV field of 0.05 G0, a low ratio of
12C to 13C ∼ 43, a highly depleted
sulfur abundance (by a factor of at least 50), a cosmic ray ionization rate (3 − 6) × 10−17 s−1, and
without significant effects from inclination, clumping or suprathermal chemistry.
Keywords: astrochemistry — infrared: ISM — ISM: individual objects (Taurus) — line: profiles —
methods: numerical — photon-dominated region
1. INTRODUCTION
New stars in our galaxy are born deep in the cold,
dense cores of molecular clouds. The formation of
these clouds, and their evolution, are of great inter-
est to our understanding of star formation. The heat-
ing and chemical processes of the boundaries of these
clouds, which mark the transition from a region of pri-
marily atomic to primarily molecular species, are dom-
inated by far-ultraviolet (FUV; 6 eV . hν . 13.6
eV) photon-driven processes. For this reason, these re-
gions, whose characteristics are dependent on the FUV
flux, are known as photon dominated regions (PDRs)
(Hollenbach & Tielens 1999; Snow & McCall 2006, and
references therein).
Across these boundary regions, the fractional abun-
dances of species present vary considerably. In general
the fractional abundances of molecules are highest in
the dense interiors of clouds, and drop in the less well-
shielded outer envelopes of PDRs, while the abundances
of atomic and ionized species often peak in the transition
regions and in the outer envelopes of PDRs. The thermal
balance in these regions is primarily driven by photoelec-
tric effect heating and line emission cooling; a discussion
of the physical processes involved in the thermal balance
is found in Hollenbach & Tielens (1999). The chemistry
is ultimately determined by the energy input to the re-
gion in the form of FUV photons and cosmic rays. Ad-
ditionally, the relative abundances of elements, electron
density, and dust grain size and distribution affect the
chemical networks of PDRs. Due to this complexity,
over the past several decades PDRs have been exten-
sively studied, and it is thought that the physical and
chemical processes that occur within them are relatively
well known.
The interdependence of the heating, cooling, and the
chemical balance of PDRs make for solving their equa-
tions of state rather difficult. In recent years, a num-
ber of numerical models have been developed which
seek to solve for the detailed chemical and physical
structure of PDRs for a number of species of inter-
est, such as the Leiden code (Black & van Dishoeck
1987), CLOUDY (Ferland et al. 2013), the Meudon PDR
code (Le Petit et al. 2006), and KOSMA–τ (Ro¨llig et al.
2006). A comparison of a number of these codes’ effi-
cacy, and of differences among them has been published
(Ro¨llig et al. 2007).
Most studies of PDRs have focused on bright, mas-
sive star formation regions, with ambient far-ultraviolet
flux G0 ≫ 1 (in units of the average interstellar flux of
1.6 × 10−3 erg cm−2 s−1; Habing 1968). Relatively lit-
tle has been done on low G0 environments (G0 < 1),
which are rather quiescent, with low dust and gas tem-
peratures. Previous work by Pineda & Bensch (2007) in-
vestigated a PDR in the envelope of the B68 cloud, with
a constrained density profile and G0 ∼ 0.59, and found
difficulty matching 13CO line emission observations with
their models to within a factor of 2. This has left open the
question of whether or not computational PDR models
satisfactorily treat extremely low FUV fluxes and their
consequences.
In part for this reason, we have observed a bound-
ary in the Taurus molecular cloud (at a distance of 140
pc; Kenyon et al. 1994), which has an especially favor-
able PDR boundary for modeling due to its sharp well-
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Figure 1. Spectra of [C ii], [C i], 12CO and 13CO at the selected points, labeled at top of the lower panel, across the linear edge region
in Taurus. The top panel is a map of the region in 13CO peak intensity, with observation points indicated. A marked jump in antenna
temperature for molecular and atomic lines is observed as one moves into the cloud across the edge (denoted EDG). Possible detections of
[C ii] are at locations NE4 and EDG.
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defined edge and relatively simple geometry. We used
the Herschel Space Observatory (HSO), as well as the
Five College Radio Astronomy Observatory (FCRAO)
for our observations. Previous studies suggest that this
region has a relatively low FUV field (Flagey et al. 2009;
Pineda et al. 2010), and little foreground or background
visual extinction (Padoan et al. 2002), making it favor-
able for the comparison of observations with physical
models. In addition, this region of Taurus has been
investigated by Goldsmith et al. (2010), observing H2
emission in this boundary region. They found warm
molecular hydrogen with a very small column density,
(1 − 5)×1018 cm−2, which is insufficient to significantly
perturb any of the tracers studied here. Goldsmith et
al. concluded that additional heating beyond that pro-
vided by the interstellar radiation field must be present to
explain the high excitation temperatures observed. To-
gether, these previous studies have made this boundary
region in Taurus an interesting testbed for studying the
interface between molecular clouds and their surround-
ings.
In this paper, we present observations of the [C i]
3P1 →
3P0 and
3P2 →
3P1, and [C ii]
2P3/2 →
2P1/2 tran-
sitions of a boundary in the Taurus molecular cloud. We
complement these data with observations of the 12CO
and 13CO J = 1 → 0 transitions of the region pre-
sented in Narayanan et al. (2008) and Goldsmith et al.
(2008). We also model the photochemistry and temper-
ature profile of this region using the Meudon PDR code.
We use the RATRAN radiative transfer code to compare
the model’s line emission predictions with observations.
Finally, we discuss the implication of our model’s best-fit
parameters, and possible further work.
2. OBSERVATIONS
2.1. [C i] & [C ii] Observations
We observed the Taurus molecular cloud in the [C i]
3P1 →
3P0, [C i]
3P2 →
3P1, and [C ii]
2P3/2 →
2P1/2
fine structure lines at 492.1607 GHz, 809.3420 GHz,
and 1900.5469 GHz (rest frequency), respectively, with
the HIFI (de Graauw et al. 2010) instrument aboard the
Herschel Space Observatory1 (Pilbratt et al. 2010).
Spectra were taken at 15 positions across the linear
edge boundary, as seen in Figure 1. Table 1 gives the ve-
locity integrated intensities. These positions were spaced
by ≃ 3′, giving a good sampling across the edge region.
The [C i] lines were observed with the HIFI Band 1
and 3 receivers. The [C ii] line was observed with the
HIFI Band 7b receiver, which uses Hot Electron Bolome-
ter (HEB) mixers. Both the [C i] and [C ii] observa-
tions made use of the LoadChop with reference observ-
ing mode. This mode allows use of an internal cold
calibration source as a comparison load to account for
short term changes in the instrument’s behavior. As
there exists a difference in the optical path between
the observed source and the internal comparison load,
a residual standing wave structure is produced, which is
then removed by subtraction of a sky reference position.
Our reference position for the [C i] and [C ii] lines was
α = 4h40m13.464s, δ = 27◦21′33′′ (J2000). It is known
that data from the Band 7b receiver has prominent elec-
1 The Herschel Science Archive project ID was OT1 pgolds01 5
trical standing waves, which are generated between the
HEB mixer and the first low noise amplifier. Since the
spectral feature in the [C ii] emission in Taurus was ex-
pected to be a single, narrow component, we removed
the standing waves by fitting a combination of sinusoidal
functions, using the FitHIFIFringe() procedure in
HIPE (Ott et al. 2006). The resulting [C ii] spectra, as
well as the [C i] spectra, were then exported to be an-
alyzed by the CLASS902 data analysis software suite,
which we used to combine the two linear polarizations
and fit polynomial baselines (normally of order 3).
The angular resolution for the [C i] lines was 44′′ at 492
GHz, 26.5′′ at 809 GHz, and 12′′ for the 1900 GHz [C ii]
transition. We applied main-beam efficiencies of 0.79,
0.78, and 0.72, respectively, to convert these data from an
antenna temperature to a main-beam temperature scale
(Roelfsema et al. 2012).
The [C i] data were taken with the high resolution spec-
trometer (HRS) for the 492 GHz transition, and the wide
band spectrometer (WBS) for the 809 GHz transition.
These have channel widths of 128 KHz and 1.1 MHz,
or 0.078 km s−1 at 492 GHz and 0.41 km s−1 at 809
GHz (Roelfsema et al. 2012). The data were not further
smoothed in velocity. The average rms noise was 0.07 K,
and 0.02 K for the two [C i] lines with the channel widths
given above.
The [C ii] observations used the WBS, with a channel
width of 1.1 MHz (0.17 km s−1 at 1900.5 GHz). These
data were smoothed in velocity to a resolution of 0.96
kms−1, with an average rms noise of 0.04 K. Except for
two possible detections, at the edge (EDG) and 11.3′
(NE4) offset from the linear edge, [C ii] was not detected
in at any individual position in this region of the Taurus
molecular cloud.
2.2.
12CO & 13CO Observations
The 12CO and 13CO observations were taken using
the 13.7 m Five College Radio Astronomy Observatory
(FCRAO) Telescope. The observations took advantage
of the 32 pixel SEQUOIA focal plane array (a 16 pixel
single polarization version of this array is described in
Erickson et al. 1999). The SEQUOIA instrument simul-
taneously observed the J = 1 → 0 transition of 12CO
and 13CO, at 115.2712 GHz and 110.2014 GHz (rest fre-
quency), respectively. The receiver array consists of two
sets of 4×4 pixel arrays, in two orthogonal linear po-
larizations. Details of the data acquisition, reduction,
and calibration procedures are given by Narayanan et al.
(2008) and Goldsmith et al. (2008).
The main beam of the antenna pattern had a full-width
to half-maximum (FWHM) beam-width of 45′′ for 12CO,
and 47′′ for 13CO. The data have a mean rms antenna
temperature of 0.28 K and 0.125 K, in channels of 0.26
km s−1 and 0.27 km s−1 width for 12CO and 13CO, re-
spectively.
2.3. Visual Extinction Data
We used the visual extinction data from Pineda et al.
(2010) to fit the density structure for our model cloud.
Details of the observations, techniques of data reduction,
and their analysis of the data can be found in that paper.
2 http://www.iram.fr/IRAMFR/GILDAS/
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Table 1
Integrated Intensities of Observed Transitions across the Linear
Edge Region in Taurus
Position Offset Intensity (K km s−1)
ID ( ′ ) [C i] [C i] 12CO 13CO
492 GHz 809 GHz 115 GHz 110 GHz
NE7 20.1 0.50 0.02 5.33 -0.35
NE6 17.3 0.84 0.08 4.03 -0.06
NE5 14.1 0.46 -0.02 4.33 0.68
NE4 11.3 0.71 0.14 3.81 0.45
NE3 8.5 0.46 0.06 3.73 -0.19
NE2 5.7 0.82 0.04 6.96 1.48
NE1 2.8 1.01 0.08 7.32 1.23
EDG 0.0 1.26 0.19 12.63 1.52
SW1 -2.8 1.62 0.16 12.96 3.36
SW2 -5.7 1.03 0.19 13.00 3.28
SW3 -8.5 1.10 0.18 11.16 3.22
SW4 -11.3 1.50 0.23 10.64 4.14
SW5 -14.1 1.74 0.27 12.96 4.58
SW6 -17.0 1.20 0.28 13.36 3.89
SW7 -19.8 0.72 0.22 9.59 2.59
σa 0.077 0.033 0.53 0.30
a Typical root-mean-square noise in a single channel.
Note. [C ii] 1.9 THz observations were not included in this
table due to absence of definitive detection. See spectra in
Figure 1.
This data provided us with a reliable measure of total H2
column density along the line of sight through our region
of interest, thereby constraining our PDR model.
3. ANALYSIS & MODELING
We assumed a cylindrical geometry to model the lin-
ear edge region of the cloud. We then employed a one-
dimensional, plane parallel slab PDRmodel developed by
Le Petit et al. (2006), which uses an isotropic FUV field.
To model cuts through the cylindrical edge geometry, a
slab model was not adequate. In order to match our re-
sults to our sky-plane data, we mapped the 1-d solutions
for gas and dust temperature and chemical abundances
to a cylindrical geometry. We transferred the results of
our “cylindericalized” Meudon PDR model to a spheri-
cal 3-d radiative transfer model, RATRAN, developed by
Hogerheijde & van der Tak (2000), and were thus able
to generate a sky-plane image of our linear edge region
model for the radiative transitions of the species of inter-
est. Assuming the radius of curvature of that spherical
RATRAN model to be very large, we take the line in-
tensity results of a plane cut through the center of the
spherical model as approximating the results of a plane
cut through the cylindrical model perpendicular to its
axis. We iterated over a wide range of physical parame-
ters in order to match the data most accurately.
3.1. Linear Edge Density Profile
Initially, we model the linear edge as a cylinder with
a radius-dependent H2 volume density structure of the
following form (King 1962),
nH2(r) =
{
nca
2/(r2 + a2) : r ≤ R
0 : r > R
. (1)
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Figure 2. Plot of the best-fit radial density profile’s result-
ing visual extinction (Av) profile and observed Av data from
Pineda et al. (2010), across a cut through the linear edge region.
The dashed vertical line indicates the position of the EDG
observation location along the cut (see Figure 1). Observed Av
data were averaged with nearby parallel tracks in order to achieve
a better fit. The radial density profile was fit to this smoothed
data. Av data from the observational track of our spectra (see
Figure 1) are also shown; note that these data are taken along
the same cut across the linear edge as spectral observations, but
not at the same points. One standard deviation error bars are
included for the smoothed data.
This functional form for the density structure was pro-
posed by Dapp & Basu (2009) for dense H2 cores, and
subsequently used in analysis of the Taurus region by
Pineda et al. (2010).
This profile has a flat high-density center, which then
transitions to a region of power-law decay, and finally,
at a truncating radius, is set to zero. It assumes only
three parameters, the central core density nc, a param-
eter characterizing the width of the central core a, and
the truncating radius R.
Integrating the density profile along lines of sight
through the cylindrical model results in the following re-
lation for H2 column density NH2(x), centered on the
core of the cylindrical model, as a function of linear off-
set x,
NH2(x) =
2anc√
1 + (x/a)2
arctan
(√
R2 − x2
a2 + x2
)
. (2)
Implicitly, we also assume that the cylinder lies in the
plane of the sky. If this were not the case, the central
density nc of the filament would be replaced by nc sec(θ),
accounting for the inclination of the filament with re-
spect to the sky-plane by an angle θ. This would result
in lower values for nc. Inclination of the cylinder rela-
tive to the sky-plane did not appear to be supported by
observations, and effects of inclination of the filament on
the line integrated intensities will be discussed separately
later in Section 4.1. All values presented hereafter are for
the filament lying in the sky-plane (θ = 0).
Comparing the relation (Eq. 2) with visual extinction
data for our region of interest, taken from Pineda et al.
(2010), we were able to fit the profile closely to obser-
vations, as seen in Figure 2. Observed Av data were
averaged with nearby cuts through the linear edge, par-
allel to that of the observations, in order to reduce
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noise and obtain a more representative profile. We con-
verted the visual extinction to H2 column density using
N(H2)/AV = 9.4×10
20 cm−2 mag−1, obtained by assum-
ing that the hydrogen is predominately in the molecular
form, allowing us to express the color excess observed by
Bohlin et al. (1978) as N(H2)/EB−V = 2.9× 10
21 cm−2
mag−1, and combining this with the ratio of total to se-
lective extinction RV = AV/EB−V ≃ 3.1 (Whittet 2003).
The fitted values for the density profile parameters are
nc = 626 cm
−3, a = 0.457 pc, and R = 1.80 pc. The
axis of the cylindrical distribution is centered 11.5′ to
the southwest of the EDG position.
3.2. PDR Modeling
The Meudon PDR code requires many physical pa-
rameters in addition to a linear density profile to model
the PDR. The most important for our modeling are the
strength of the FUV field G0, the initial relative frac-
tional elemental abundances, and the cosmic ray ioniza-
tion rate ζ.
Using the aforementioned parameters, we were able to
generate 1-d numerical solutions for the temperature and
relative fractional abundances of species, as a function of
linear depth into the PDR. Assuming the radius of curva-
ture of the actual region to be sufficiently large, the vari-
ation with distance from the slab surface approximates
the variation with radius from the cylindrical surface of
the filament, and we thus assume that these results ap-
proximate the radial solution for the cylindrical model
for the Taurus edge region.
The strength of the local FUV field determines many
attributes of a PDR. The flux level dictates dust and gas
temperatures from the surface of the cloud inwards, and
drives the majority of the chemistry in the clouds, with
exception of the processes occurring deep within dark
cores, where cosmic ray ionization gains greater impor-
tance as the FUV flux is attenuated. Previous studies
have suggested that a low FUV field exists, with a G0
between 0.059 and 0.59 (compared to G0 ∼ 1.7 for the
local interstellar radiation field; Draine 1978) in the Tau-
rus region (Pineda et al. 2010). However, we note that
recent work suggests that a higher G0 of 4.25 is necessary
to explain hydrogen volume densities in the Taurus re-
gion (Heiner & Va´zquez-Semadeni 2013). We restricted
our PDR models to low FUV fluxes, adopting values of
G0 between 0.05 and 0.25, as suggested by Pineda et al.
(2010).
Coupled with the FUV flux, the initial relative frac-
tional elemental abundances in the PDR model are very
important in determining the chemical equilibrium as a
function of depth into the PDR. The chemical network of
the Le Petit et al. (2006) model includes H, He, C, O, N,
S, and Fe. 13C and 18O are both included (the second-
most abundant isotopes of C and O), as well as their
isotopically-selective reaction pathways. In our models,
we adopted values for the initial relative fractional chem-
ical abundances given in Table 2.
As some uncertainty exists as to the correct value for
the 12C to 13C abundance ratio, we varied this ratio in
our simulations by holding the abundance of 12C con-
stant, and varying that of 13C. The isotopic ratio af-
fects the rates of isotopically-selective processes that may
enhance production of 13CO and C18O, and is there-
Table 2
Initial Fraction Elemental Abundances in PDR Modelsa
Species Initial Abundance
He 0.1
C 1.32× 10−4
O 3.19× 10−4
N 7.50× 10−5
13C (1.71− 3.07)× 10−6
S (0.186 − 1.86) × 10−6
18O 6.38× 10−7
Fe 1.50× 10−8
a Abundance relative to total num-
ber density (i.e. H nuclei = 0.9).
fore important for predicting accurate line intensities
(Bally & Langer 1982). The literature suggested that
the value of 12C/13C is between 43 and 77 in the Taurus
region. We restricted our investigation to several values
across this range (43, 57, 65, and 77), found for the local
Galactic region by Wilson et al. (1981), Hawkins & Jura
(1987), Langer & Penzias (1990), and Wilson & Rood
(1994).
Sulfur is an abundant metal and is easily ionized, so is
often the dominant source of electrons in dense regions
of the ISM. As the fractional abundance of S+ relative
to C+ affects rates of chemical pathways that determine
equilibrium CO and C abundance values. Previous mod-
els have found that sulfur must be substantially depleted
in dense, well–shielded regions in order to get [CO/H2]
to approach 10−4. Thus, Graedel et al. (1982) depleted
sulfur by a factor ≃ 30 in their “low metal abundance”
model, while in standard UMIST model, McElroy et al.
(2013) has a sulfur depletion factor greater than 100.
These large depletions are consistent with comparisons
of the CO abundance with direct tracers of the total col-
umn density, which confirm that the abundance of CO
does reach 10−4 (Pineda et al. 2010), as well as with re-
cent chemical models (Visser et al. 2009). We thus con-
sidered initial sulfur depletion factors, δ(S), in our model
of 10, 20, 50 and 100 in order to investigate the effects
of sulfur depletion in the observed line intensities.
The last parameter we varied was the cosmic ray ion-
ization rate, a factor which drives heating and chem-
istry deep within molecular clouds where the FUV flux
has been greatly attenuated. It has been proposed by
McCall et al. (2003) that high fluxes of low-energy cos-
mic rays are needed to explain H+3 column densities in
diffuse clouds having low visual extinction ≃ 0.3 mag.
with cosmic ray ionization rates as high as ζ = 1.2×10−15
s−1. Much lower cosmic ray ionization rates were found
by Goldsmith & Li (2005) whose calculations of total
cosmic ray fluxes found best agreement between theoret-
ical and observed core temperatures with a cosmic ray
ionization rate of ζ = 5.2× 10−17 s−1, and set an upper
limit on the cosmic ray ionization rate of ζ = 5 × 10−16
s−1 for thicker, denser clouds i.e. AV ≥ 0.3 mag.
The high flux of low-energy cosmic rays proposed by
McCall et al. (2003) may likely be absorbed in the outer
envelopes of the PDR where FUV flux still dominates,
and agreement may be found with studies of dark cores
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Figure 3. Output from the Meudon PDR code of the best
representative model of the linear edge region, with G0 = 0.05,
δ(S)=50, 12C/13C=43, and ζ = 3 × 10−17 s−1. Top Panel:
Fractional abundances of observed species, relative to total
hydrogen density, as a function of extinction depth into the cylin-
drical model. Bottom Panel: Temperature and total hydrogen
number-density profiles, as a function of visual extinction depth.
if this is indeed the case where there is a component of
the cosmic-ray spectrum that penetrates diffuse but not
dense clouds. Additionally, Doty et al. (2004) suggest
that the much higher rate McCall et al. derive for IRAS
16293–2422 is actually being dominated by X-ray ioniza-
tion from the central star, and that the true cosmic ray
ionization rate is much lower. As the region we investi-
gate is relatively dense and believed to be rather quies-
cent, we confined ζ to the lower range of (3− 9)× 10−17
s−1 in our models. As will be discussed at the end of Sec-
tion 4, we find that the cosmic ray ionization rate is not
a critical parameter for fitting the model to the present
data.
3.3. Radiative Transfer Modeling
We used the RATRAN code of
Hogerheijde & van der Tak (2000) to calculate level
populations and subsequently the line profiles for [C i]
3P1 →
3P0 and
3P2 →
3P1, [C ii]
2P3/2 →
2P1/2, and
12CO and 13CO J = 1 → 0. In RATRAN, we took
the PDR model results for chemical abundance and
temperature profiles to be the radial solutions of a
spherical cloud with the same radial density profile used
in our linear edge region. We again assumed the radius
of curvature of the cloud was sufficiently large, that
our plane-parallel approximation holds. In modeling
the level populations and calculating line profiles, we
adopted a FWHM line width, doppler b-parameter of
∆v = 1 km s−1, in order to have line widths consistent
with those found in Pineda et al. (2010) for regions
having AV ≤ 3 mag. in Taurus.
Having generated line profiles, we integrated these in
velocity using the MIRIAD package (Sault et al. 1995)
to compare with the observed line intensities across our
linear edge region. We took a centerline cut through our
RATRAN-generated sky-plane image to compare with
our observations, as we assumed the cut through the
center of our spherical RATRAN model closely approx-
imates a cut through our cylindrical model of the edge
region, which has the same cross-section, both in geom-
etry and density function.
3.4. Comparison with Observations
We compared the resulting model intensities directly
with observations without convolving Gaussian antenna
beam patterns into the images, as the FWHMs of the
observing beams are much smaller (≤ 45′′) than the size
of our structure (∼ 1◦).
4. RESULTS & DISCUSSION
We were able to find general agreement between our
model and observed integrated line intensities. The
model was able to reproduce the spatial distribution of
the line-integrated intensities of 12CO and 13CO, across
the linear edge region. The line intensities were, however,
over-predicted in our model by factors of up to 2, with the
exception of 13CO, which was slightly under-predicted.
A typical fractional abundance and temperature profile
generated by the Meudon code, as a function of depth
into the cylindrical model, is found in Figure 3.
In evaluating the results of our models, we quantified
the closeness to which our models fit the observational
data by employing a chi-squared measure of fit χ2 for
each species, defined as
χ2 =
1
N
N∑
i=1
(Imodeli − Iobsi)
2
σ2obsi
. (3)
Measuring χ2 allowed us to make distinctions between
models across the broad parameter space.
In general, there is a reduction in [C i], [C ii], and 12CO
line emission if a weaker FUV flux is assumed in a PDR
because it reduces gas temperatures, and thereby the line
excitation. We explored the impact of varying the FUV
field (G0 = 0.05 − 0.25) on the [C i], [C ii],
12CO, and
13CO line emission in our models. Low values for G0
are expected in the Taurus region (Pineda et al. 2010).
For the G0 values assumed, the models generally over-
estimated the intensities of both [C i] lines (by as much as
a factor of two), as well as that of the 12CO line emission.
On the other hand, the 13CO emission was too low, but
differed by < 30% across most of the linear edge region.
The results of this variation in FUV field strength are
shown in Figure 4.
It can be seen that the observational data are best
represented by a PDR model with G0 = 0.05, taking
δ(S)=50, 12C/13C=43, and ζ = 3 × 10−17 s−1. For
this model, we found χ2[C I]10 = 91.4, χ
2
[C I]21
= 10.3,
χ212CO = 29.1, and χ
2
13CO = 10.9 (where [C i]10 repre-
sents the 3P1 →
3P0 transition, and [C i]21 represents the
3P2 →
3P1 transition). This FUV field is at the low end
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Figure 4. Effect of variation of the interstellar radiation field
far-ultraviolet flux (FUV) G0, on [C i], 12CO, and 13CO integrated
line intensities, as a function of angular offset from the center of
the cylindrical model. Models compared with observational data
for several values of G0, with other parameters being: δ(S) = 50,
and 12C/13C = 43, ζ = 3 × 10−17 s−1. Panels from Top to
Bottom: [C i] 3P2 →3P1 (809 GHz), [C i] 3P1 →3P0 (492 GHz),
12CO J = 1 → 0 (115 GHz), and 13CO J = 1 → 0 (110 GHz)
transitions, models and data.
predicted by Pineda et al. (2010) for the Taurus region,
who found G0 to be between 0.059 and 0.59. The low
external FUV field strength explains the weakness of the
[C ii] 1900 GHz line above rms noise levels at any single
position, especially as this G0 = 0.05 model predicts dust
and gas temperatures well below 91.2 K, the excitation
energy of the [C ii] 2P3/2 level above the
2P1/2 ground
state.
The external FUV field strength was the only parame-
ter in our models whose variation affected [C ii] emission.
Though we had marginal detections of [C ii] 1900 GHz
emission above the rms level at two positions, we de-
tected a weak signal when the observations at all the po-
sitions were averaged. We fit a gaussian to the averaged
data and found a central velocity of 6.78 km s−1, and
a peak antenna temperature of 0.053 K with a FWHM
of 2.64 km s−1. Similarly averaging the modeled [C ii]
spectra across the region, we compared the results of our
best representative models, and variation in G0, with this
averaged spectra, as seen in Figure 5. As expected of
Figure 5. Effect of variation of G0 on the average [C ii] 1900 GHz
spectral intensity, as a function of velocity. Models averaged over
all positions compared with observational data for several values
of G0, with other parameters being: δ(S) = 50, 12C/13C = 43,
and ζ = 3×10−17 s−1. Velocity axis of figure has been re-centered
on the 6.78 km s−1 velocity of the gaussian component of the
averaged observations, and the modeled spectra are overlaid. The
rms uncertainty of the observation data is 0.04 K. The model
spectra assumed a doppler b-parameter of 1.6 km s−1, in line with
the averaged spectra’s 2.64 km s−1 FWHM.
such a weak G0, the modeled [C ii] emission is extremely
weak in the region, below the rms noise levels of the
data (σ ∼ 0.04 K). The averaged [C ii] spectra suggest a
higher G0, inconsistent with that indicated by the data
from other transitions. However, the [C ii] emission may
be explained by an unmodeled thin, hot and relatively
diffuse foreground component. We observed that the av-
eraged spectral intensities were higher for the points ob-
served outside the edge region (NE points), than those
within it (SW points). We also find that the model pre-
dicted higher intensities within the edge. This inconsis-
tency supports the presence of an additional unmodeled
component. Such a foreground cloud may also help to
explain the hot molecular hydrogen component observed
by Goldsmith et al. (2010), which requires G0 ≫ 6 to
produce the necessary quantity of hot H2 observed in
what otherwise appears to be a rather quiescent region.
Variation of the initial isotopic ratio of carbon 12C/13C
almost singularly affected 13CO emission in our mod-
els. In reducing the ratio, by increasing the initial abun-
dance of 13C+, more 13CO was indeed observed in the
model, improving χ213CO from 37.9 for
12C/13C = 77 to
10.9 for 12C/13C = 43, with G0 = 0.05, δ(S) = 50, and
ζ = 3× 10−17 s−1. Again, 13CO emission was still some-
what under-predicted in the best representative mod-
els. The other species’ integrated intensities were hardly
affected by any isotopically-selective processes for any
value of 12C/13C used in our modeling, all changing in in-
tensity by< 1% across the region. Though 13CO produc-
tion is enhanced through isotopically-selective consump-
tion of 12CO by a lower isotopic ratio (Langer & Graedel
1989), the opacity of the 12CO transition in the models
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Figure 6. Calculated integrated intensities of [C i] transitions
compared with observations for various factors of sulfur depletion
δ(S), across the cylindrical model, as a function of angular offset
from its center. For these models, G0 = 0.05, 12C/13C = 43, and
ζ = 3 × 10−17 s−1. Top panel: [C i] 3P2 →3P1 transition (809
GHz) model and data. Bottom panel: [C i] 3P1 →3P0 transition
(492 GHz) model and data.
meant that the line intensity of this common isotopologue
hardly changed as a result of this process. Similarly,
the C and C+ column densities, and their subsequent
line emission, were not greatly affected by the increased
abundance of 13C+. It may be that values lower than
12C/13C = 43 would produce 13CO integrated intensi-
ties which better fit observations, however such values
are not supported by other work.
The effects of depleting the initial sulfur abundance in
the model, variation in δ(S), were seen primarily in re-
duction of the [C i] emission at 492 and 809 GHz. The
χ2[C I]10 fit of the [C i]
3P1 →
3P0 transition was improved
from 147.8 to 85.2 as δ(S) was increased from 10 to 100.
The [C i] 3P2 →
3P1 transition’s χ
2
[C I]21
was less affected,
being reduced from 12.3 to 10.1 by the same change of
δ(S). The effects on the integrated intensity of the [C i]
lines for different values of δ(S), while holding other pa-
rameters constant, can be seen in Figure 6. Diminish-
ing effects on the line intensities are noted for values of
δ(S) > 50, whereupon the abundance of other metals
becomes greater than sulfur. The intensities of the ob-
served transitions for 12CO, 13CO and [C ii] were hardly
affected by values of δ(S) between 10 and 100, changing
their integrated intensities by no more than 5% at any
point. Though the electron number density is strongly
dependent on the abundance of metals, and thus δ(S),
the model seems to indicate that cold H+3 is, as previous
studies have found, not greatly affected by electron num-
ber density (Langer & Graedel 1989), and in turn δ(S)
has little effect on the reaction pathways for 12CO and
13CO, demonstrated by their integrated intensities’ near
independence of δ(S).
Our model did not quantitatively point to any particu-
lar value of δ(S), but due to the coldness of the modeled
region as indicated by reasonable agreement of our data
Figure 7. Effect of variation of cosmic ray ionization rate ζ on
[C i], 12CO, and 13CO line-integrated intensities, as a function of
angular offset from the center of the cylindrical model. Models
compared with observational data for several values of ζ, with
other parameters being: G0 = 0.05, δ(S) = 50, and 12C/13C = 43.
Panels from Top to Bottom: [C i] 3P2 →3P1 (809 GHz), [C i]
3P1 →3P0 (492 GHz), 12CO J = 1 → 0 (115 GHz), and 13CO
J = 1→ 0 (110 GHz) transitions models and data.
with a low FUV field (G0 ∼ 0.05), δ(S) may in fact be
as large as 1000, as found in other cold molecular clouds
by Tieftrunk et al. (1994). Hotter regions are expected
to exhibit lower δ(S) values, as less sulfur would be ad-
sorbed on the surface of dust grains in the molecular
cloud, reducing depletion (Ruffle et al. 1999).
Alternatively, dust grains themselves may be re-
sponsible for the effective reduction of [C i] emis-
sion, rather than sulfur depletion, by depleting elec-
tron number density through both grain-assisted recom-
bination and attenuation of carbon ionizing photons
(Weingartner & Draine 2001; Li & Draine 2001). As we
do not have direct measures of dust grain size and den-
sity, nor sulfur abundance, we are unable to differentiate
between the possible explanations for the reduced [C i]
emission.
Lastly, variation of the cosmic ray ionization rate, ζ,
significantly affected all observed species’ integrated line
intensities, with the exception of [C ii]. The integrated
line intensities of 12CO, 13CO, and [C i] all increased with
increasing ζ. Though higher values of ζ did help the
model represent the 13CO data better (approximately
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halving χ213CO as ζ varied over the (3 − 9) × 10
−17 s−1
range), the corresponding increases in the intensities of
12CO and [C i] disimproved the overall fit with observa-
tions. It was seen that the χ2’s for [C i] and 12CO more
than doubled from their values at ζ = 3 × 10−17 s−1 as
the ionization rate was increased to 9× 10−17 s−1, while
keeping G0 = 0.05, δ(S) = 50, and
12C/13C = 43.
We found best agreement between the PDR model
and observational data for a cosmic ray ionization rate
ζ = 3 × 10−17 s−1. The effects of the variation of ζ
can be clearly seen in Figure 7. Increased values for ζ
had the effect of raising the temperature of dust and
gas in the core of our cylindrical model. For a depth of
AV = 1 mag., the gas temperature increased from 7.0 K
for ζ = 3 × 10−17 s−1 to 9.7 K for ζ = 9 × 10−17 s−1,
which primarily caused the increase in line intensity for
[C i], 12CO and 13CO. These core temperatures are in
good agreement with the 8–10 K temperatures of clouds
determined in studies using 12CO (e.g. Li & Goldsmith
2003), and NH3 (Tafalla et al. 2002). The increased core
temperatures for higher values of ζ did not affect [C ii]
emission, as the heating occurs relatively deep into the
cloud where C+ is not abundant.
4.1. Filament Inclination
Our model implicitly assumes that the filament lies in
the plane of the sky, perpendicular to the line of sight.
This, however, need not be the case. In our modeling,
we separately investigated the effects of inclination by
scaling the central density of the filament as a function
of angle θ. In order to remain consistent with obser-
vations, we held the column density of the model con-
stant, accounting for the increased path length through
the inclined cylinder by reducing the central density by
a factor sec(θ). The Meudon outputs were then put into
RATRAN as before, however the optically thin line emis-
sion calculated by RATRAN was scaled up by a factor
1/ sec(θ) accounting for the longer path lengths. The op-
tically thick 12CO was not modified, though this intro-
duced some error as an approximation. For inclined mod-
els, we used the best-fit parameters of the non-inclined
case, with δ(S) = 50, 12C/13C = 43, and ζ = 3 × 10−17
s−1; the strength of FUV flux G0 was varied from 0.05
to 0.25, as in the other models. Investigating inclina-
tion angles between 0 and 75 degrees relative to the sky
plane, we found that all angles increased the χ2, as the
amount of material present was reduced significantly, in
turn reducing line emission. Increased values of G0 were
not able to reconcile both the magnitude and distribution
of the reduced line emission in an appropriate manner.
Though we cannot rule out the existence of some small
inclination, these models suggest that the filament does
indeed lie close to the sky-plane, and that significant in-
clination is not supported by integrated emission data.
4.2. Effects of Clumping
A primary assumption made in our photochemical
modeling was the choice of a radial density profile with
a smoothly decreasing, quasi-power law profile for pro-
ton density (Eq. 1), the parameters of which we fit to AV
data. This smoothly varying model neglected the po-
tential effects of clumping and small scale structures in
the dust and gas. Previous studies have used density in-
homogeneities in the three-dimensional structure of their
photochemical models to explain higher column densities
of 12CO and 13CO relative to C and C+ observed in the
ISM as clumping results in a higher fraction of molecu-
lar dust and gas than otherwise expected (Stutzki et al.
1998).
We investigated the effects of clumping in our model
by means of “fractional beam filling.” In order to sim-
ulate density inhomogeneities in the three-dimensional
cloud with our one-dimensional density profile, we scaled
our density function by a scale factor (f), typically be-
tween 2 and 4, ran the model, and then divided the inte-
grated intensities by the same factor. This approximated
a packing fraction for the gas, as the column density is di-
rectly proportional to the density profile. Hence, scaling
the density profile by a factor f and dividing the inten-
sity of the line transitions observed by the same factor
is as though our antenna beam was only 1/f filled with
dust and gas along the line of sight. This approximated,
to a rough degree, clumping and other density inhomo-
geneities in the linear edge region model.
In so doing, we observed a marked increase in the opti-
cal thickness of the 12CO and 13CO transitions, and that
the peak temperature of the two [C i] lines occurred at
greater angular extents away from the projected center
of the cloud, for models with 1/f filling factors. The
fit was disimproved from the non-clumping case (f = 1)
for 12CO and 13CO, whose intensities were reduced over-
all, as temperatures within the denser cloud decreased to
an extent not offset by the additional CO column den-
sity. Additionally, although the χ2 for the 809 GHz [C i]
line was reduced, the bulk of the predicted [C i] emission
moved further out from the center of the observed region,
and was much greater than observed. We thus found that
density inhomogeneities, on length scales much smaller
than the characteristic scale of our modeling a = 0.457
pc, were not necessary to explain the observed emission
and that the presence of inhomogeneities was, in fact,
not supported by our observations.
4.3. Suprathermal Chemistry
To produce additional 12CO and 13CO at low column
densities, Visser et al. (2009) suggested a suprathermal
chemical pathway, due to Alfve`n waves entering the PDR
from outside, which results in non-thermal motions be-
tween ions and neutrals (as suggested by Federman et al.
1996), to produce additional 12CO and 13CO at low col-
umn densities (AV ≤ 0.3 mag.). As our model cylinder
was only ∼ 2.6 magnitudes thick through the center, we
explored the effect of this suprathermal chemistry on the
model by superimposing the column densities predicted
by Visser et al. (2009) for CO on the Meudon outputs
for AV < 0.1 mag., where N(
12CO) and N(13CO) pre-
dicted by Visser et al. (2009) exceeded the Meudon out-
puts. These were then input into RATRAN. The line
intensities for 12CO and 13CO were negligibly affected
across the bulk of the region by the added CO at low
AV, increasing by 0.12 K at most for
12CO and 0.02 K for
13CO anywhere, well under rms noise levels of the obser-
vations. Our model filament already appears to be thick
enough that conventional CO production processes ac-
count for the vast majority of observed 12CO and 13CO,
especially as∼ 99.7% of the 13CO occurs at visual extinc-
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tion depths of ≥ 0.2 magnitudes in the PDR model (with
G0 = 0.05, δ(S) = 50,
12C/13C = 43, and ζ = 3× 10−17
s−1).
5. CONCLUSIONS
In this paper we have presented observations of [C i]
and [C ii] across the linear edge region in Taurus,
as well as simulations of the region as a cylindrical
PDR to model integrated line intensities of the [C i]
3P1 →
3P0 (492 GHz) and
3P2 →
3P1 (809 GHz), [C ii]
2P3/2 →
2P1/2 (1900 GHz), and
12CO and 13CO J = 1→
0 (115 and 110 GHz) transitions.
We detected both [C i] lines in the linear edge region,
where previous observations had found significant 12CO
and 13CO emission. However, except for possibly at two
locations (NE4 and EDG), the [C ii] 1900 GHz line was
not detected above rms noise levels at any individual
position.
We simulated the region as a cylindrical PDR using the
Meudon PDR code and the RATRAN radiative transfer
code, by taking the plane parallel output of the Meudon
code and approximating it as the radial variation in the
cylindrical model, which was then input to RATRAN.
Assuming the radius of curvature to be sufficiently large,
we approximated a cut through the center of the spheri-
cal RATRAN model as a cut through a cylindrical model.
The sky-plane images generated by RATRAN were then
analyzed to obtain line integrated intensities to compare
with observations.
The linear edge region’s long and straight profile makes
it an excellent case for employing a cylindrically symmet-
ric density profile. We fit the projected column density of
our assumed cylindrical density function to the AV data
in Pineda et al. (2010). We compared the model results
with our [C i] and [C ii] integrated line intensities, as well
as 12CO and 13CO J = 1 → 0 integrated line intensity
data from the linear edge presented in Goldsmith et al.
(2008).
In our simulations, we tested the effects of small vari-
ations of the FUV field strength G0, of changes in the
isotopic abundance ratio of carbon 12C/13C, of Sulfur
depletion δ(S), and of variations in the cosmic ray ion-
ization rate ζ. Additionally, we considered the effects of
clumping and suprathermal chemistry on our model. We
find that lower values of G0 are required (∼ 0.05) in order
that gas heating does not result in excessively high inten-
sities of [C i] and 12CO transitions. Values for 12C/13C
near the low end supported by literature (∼ 43) appear
to best represent the linear edge region. Sulfur deple-
tion does not appear to play a large role in determining
12CO and 13CO emission, but we find evidence that this
element must be significantly depleted (≥ 50) in order
to explain the very low [C i] emission. An alternative
to significant sulfur depletion may, however, be found
in the reduction of electron number density due to dust
grain-assisted recombination and attenuation of carbon-
ionizing photons due to opacity contributions from grains
(Weingartner & Draine 2001; Li & Draine 2001).
Additionally, we find that the cosmic ray ionization
rate within the PDR, determined primarily by high-
energy cosmic ray flux deep within the cloud (AV ∼ 1
mag.), is likely on the order of (3− 6)× 10−17 s−1, lying
near the value predicted by Goldsmith & Li (2005). This
ionization rate reproduces dark core temperatures, on
the order of 8–10 K, found by other studies of cold, rela-
tively dense clouds (Tafalla et al. 2002; Li & Goldsmith
2003). Higher fluxes of low-energy cosmic rays, which
could cause the cosmic ray ionization rate to be on the
order of 10−15 s−1 in the outermost layers of the PDR,
as proposed by McCall et al. (2003), do not appear to be
supported by the PDR model. The modeled [C i] line in-
tensities were most sensitive to the cosmic ray ionization
rate (see Figure 7), and required low ionization rates and
FUV fluxes in the outermost region of the PDR in order
to agree with observations.
In addition to the PDR model using the Meudon code
we investigated the effects of clumping and suprathermal
chemistry on the PDR, as well as possible inclination
of the filament relative to the sky-plane. By introduc-
ing “fractional beam filling”, we roughly explored the
effects of density inhomogeneities on the PDR. Though
it increased the 12CO and 13CO column density, temper-
atures within the clouds were lower, and thus reduced
observed intensities, disimproving the overall fit of the
models. As well, the predicted [C i] emission was greatly
over-predicted with regard to observations. Together,
these effects indicate that density inhomogeneities on
length scales smaller than the characteristic scale of our
model a = 0.457 pc are not supported by the observa-
tions. We also roughly quantified the potential effects of
suprathermal chemistry on 12CO and 13CO predicted by
Visser et al. (2009) by modifying the predicted Meudon
output for AV ≤ 0.1 mag. Doing so had a negligible ef-
fect on 12CO and 13CO emission as it only added a small
amount of material to the outer layers. While suprather-
mal processes may be present, they do not appear neces-
sary to explain our observations. Investigating the pos-
sible effects of inclination of the filament relative to the
sky-plane, we scaled the central density of the model as
a function of inclination so as to keep the column den-
sity constant and in agreement with observations. The
resulting inclined model produced significantly less line
emission for all species, significantly reducing the qual-
ity of fit. Thus, significant inclination of the filament
relative to the sky-plane appears to be contrary to our
observations.
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