Abstract. The internet commodity review is the purchaser's feedback on the goods. Massive commodity reviews contain the purchaser's sentiment orientation, which has important research values for enterprises. Meanwhile, how to identify sentiment orientation from these reviews is also a hot spot in the field of natural language processing. In this paper, we presents a method of sentiment lexicon extension based on word2vec, to construct a sentiment lexicon suitable for the field of e-commerce. In addition, we improved the judgment rules of sentiment classification in consideration of context. The experiment results shows the model in this paper has improved about 14 percentage points in recall rate, accuracy rate and F value compared with the traditional model. Therefore, the effectiveness and accuracy of the model is validated.
Introduction
Since the 21st century, in the booming e-commerce network environment, commodity reviews have become important data sources to improve the quality of goods and services for enterprises. These reviews include the purchasers' sentiment orientation, the analysis of which can not only help merchants understand the advantages and disadvantages of their commodities, but also provide data support for potential consumers. What's more, how to identify purchasers' sentiment orientation is not only the hot spot for e-commerce, but also the problem that needs to be solved in the field of natural language processing.
One of the most important tasks in the sentiment analysis of texts is sentiment classification. Sentiment classification refers to mining and analyzing subjective information in the text such as standpoint, view, attitude, mood, and so on to determine the sentiment orientation. The sentiment orientation mainly contains two categories: the positive and the negative. Some scholars divided sentiment orientation into three categories: positive, negative, and neutral, where neutral means that the text has no obvious sentiment orientation.
The Common Methods Used in Sentiment Classification

Unsupervised Classification
The unsupervised classification method is not required to use any labeled sample to build a sentiment classifier. It mainly relies on prior knowledge such as sentiment dictionaries, corpus to get sentiment category of the text. Turney [1] selected the "excellent" and "poor" as the seed words, using the SO-PMI method to calculate the sentiment orientation of the evaluation words. Since the Chinese texts differ from the English texts, Qunling Xu [2] improves Turney's model on the basis of the SO-PMI method, proposes a new computational model and applies it to the sentiment classification of the Chinese texts. Yu et al. [3] used the existing sentiment words as seed words to calculate the sentiment orientation of the text by the PMI algorithm. Hu et al. [4] extracted the commodity attributes and their adjective evaluation words, and calculated the sentiment orientation of the adjectives through WordNet algorithm.
Supervised Classification Method
The supervised classification method refers to analyzing the sentiment category of the texts according to artificial data, mainly through the machine learning method. Pang and Lee [5] used the machine learning method to classify the whole text, and selected the English film comments as the corpus, using support vector machine, maximum entropy and naive Bayesian. The results show that the SVM method is the best and the NB method is the worst. Songbo Tan et al [6] use different feature selection methods and classification model to analysis Chinese review text of five different fields. The results show that the SVM method has achieved good classification effect in five fields, but the classification accuracy is different in each field. In order to solve this problem, Shoushan Li et al. [7] proposed a combination method based on Stacking, which solves the problem of domain dependency.
We will mainly study the unsupervised classification method based on sentiment lexicon in this paper. At present, this method has the following problems: 1) the Chinese sentiment lexicon available is rare, and they are not updated in time. 2) Some traditional judgment rules of the sentiment classification, ignoring the negative relationship and the transition relationship of the context, is prone to misjudgment. In order to solve these problems, this paper first uses the word2vec algorithm to expand the HowNet sentiment lexicon and NTUSD [8] , then construct the sentiment lexicon suitable for the field of e-commerce. At the same time, we consider the influence of the negative words and the degree adverbs to improve the judgment rules of sentiment classification. Finally, we take e-commerce commodity reviews as a sample to experiment and summary.
The Expansion of Sentiment Lexicon Based on Word2vec
Introduction of Word2vec
Word2vec is an efficient tool invented by Google in 2013 to represent the word as a real value vector. With the thought of depth learning, Word2vec can simplify the processing of the text content into vector computing. The basic idea of word2vec to generate word vector comes from Bengio's Neural Network Language Model (shown in Figure 1 ): In Figure 1 , each input word is mapped to a vector, which is represented by C, that is, ‫ݓ‪ሺ‬ܥ‬ ௧ିଵ ሻ is the word vector of the word ‫ݓ‬ ௧ିଵ . G is a feedforward or recursive neural network whose output is a vector, and the i-th element in the vector represents the probability ܲሺܹ ௧ ൌ ݅|ܹ ଵ ௧ିଵ ሻ. 
Process of Sentiment Lexicon Construction
The sentiment lexicon is a collection of sentiment words. For the word W to be expanded, its orientation is unknown. Find out K words most similar to the semantics of word W in the benchmark sentiment lexicon, and then divide W into the orientation that most words belong to. That is, we use Pos to denote the set of positive words in K words, Neg to denote the set of negative words. SD (word1, word2) means semantic distance between word1 and Word2, we can obtain it by calculating the cosine between the word vectors as Eq. 4. EP (w) represents the sentiment orientation of the word W. As Eq. 5, we use 0 as the threshold for determining the sentiment orientation of the word. If EO (w)>0, word W is positive, else if EO (w)<0, word W is negative.
EOሺwሻ ൌ ∑ SDሺw, pሻ െ ୮∈୮୭ୱ ∑ SDሺw, nሻ ୮∈୬ୣ (5) In this paper, the sentiment lexicon is mainly composed of four parts: HowNet sentiment lexicon, Taiwan University NTUSD, the artificial summary of internet sentiment vocabulary and the expanded part based on word2vec.The process of building a sentiment lexicon is shown in Figure 2 . 1) Remove the outdated vocabulary of Hownet sentiment lexicon and NTUSD, and de-duplicated 2) Artificial summary sentiment words commonly used in the e-commerce as internet sentiment lexicon, add internet sentiment lexicon in the previous part, as the benchmark sentiment lexicon. 3) Crawl internet commodity reviews, and do pre-processing, which involves removing unwanted web tags, word breaks, and the stop word from the text. Then Set high frequency threshold to filter low frequency vocabulary. 4) Get word vector through the word2vec tool for training. 5) For the word W, if you can find in the sentiment benchmark lexicon, then skip this step. If not, calculate according to Eq. 6 and mark sentiment orientation of word W. 6) Put word W with sentiment orientation into the final sentiment lexicon.
In the experiment, we crawled 52860 internet commodity reviews to build sentiment lexicon suitable for the field of e-commerce through the above method.
Improve the Judgment Rules of Sentiment Classification
In this paper, the idea of improving the judgment rules of sentiment classification is as follows: we assign each positive word to weight 1, each negative word to weight -1, and assume that the sentiment value satisfies the linear superposition principle. Then, if the word group through the segmentation of sentence contains the sentiment vocabulary, we add the corresponding weight. There are special discriminant rules for negative adverbs and degree adverbs. The negative adverbs will lead to the negation of the weight, and the degree adverbs make the weight double. Finally, according to the weight of the sentences, we determine the sentiment orientation. The basic algorithm flow is shown in Figure 3 . 1) Enter the sentence and get the word group through the jieba word segmentation tool. 2) Judge word group one by one, If the word is positive, check the previous word: If the previous is a degree adverb, then the weight +2; if the previous is a negative adverb, then the weight -1; otherwise the weight +1. 4) If the word is negative, check the previous word: if the previous is a degree adverb, then the weight -2; if the previous is a negative adverb, then the weight +1; otherwise the weight -1. 5) If the word is a negative adverb, the weight -0.5 directly. 6) Finally according to the output weight, we determine the sentiment orientation of the sentence: if the output weight greater than 0, the category is positive; if the output weight less than 0, the category is negative; otherwise the sentiment category is neutral.
Experiment
In the experiment, we obtained 52860 internet commodity reviews from e-commerce platform by web crawler. Then we manually label some of the commodity reviews, and select 500 positive reviews, 500 negative comments, to do test. We use the extended sentiment lexicon built in this paper with the improved judgment rules to make sentiment classification of the 1000 reviews. And we also use traditional dictionaries and rules as comparisons. The evaluation index used in the experiment includes recall rate R, the accuracy rate P and the F value. The experimental results are shown in Table 1 and Table 2 . From the experimental results we can see, by using the extended sentiment lexicon built in this paper with improved judgment rules, we can get higher recall rate, accuracy rate and F value than traditional method. The P, R, F value of our model has reached 82.6%, 84.4%, 83.5% in positive reviews respectively, 80.2%, 83.5%, 81.8%, in negative reviews. In the case of using the same lexicon, comparing the judgment rules, it can be found the improved judgment rule has better classification effect. Overall, the experimental results shows that our model has indeed reached a satisfactory effect.
Conclusion
We proposes a method to extend sentiment lexicon based on word2vec and improve judgment rules of sentiment classification in this paper. The experimental results shows the effectiveness and accuracy of the model. The reasons for our improved model to be effective are as follow: 1) the lexicon has expanded the sentiment vocabulary commonly used in online shopping and relieved the impact of network language variability, 2) this method takes into consideration the influence of the transition and negation in the sentence on sentiment classification.
But sentiment classification is a complex simulation of the human brain, not merely includes some simple rules. It is mainly reflected in the following two aspect: 1) Human language is a fairly complex cultural commodity. A sentence is never a simple linear combination of words, and there are quite complex nonlinearities.2) When human beings understand discourses, they regard those sentences as a whole rather than a collection of words. The different combinations of words, different word orders, and different number of words play a very significant role in determining the meanings and sentiments orientation. Therefore, in subsequent studies, we will focus on the appropriate introduction of non-linear features and considering the integrity of the sentence to improve our model.
