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Abstract. This paper deals with the problem of measurable lifting
modiﬁcation for stochastic processes in its most general form and with
the ’product lifting problem’. Solutions to the positive are reduced to
the existence of marginals with respect to product probability spaces
between the ordinary product and the product whose probability mea-
sure is the restriction of the skew product of the factor probabilities to
the σ-algebra obtained by adjoing either the right or left nil-null sets to
the ordinary product algebra. We discuss the problem of the existence
of (strong) marginals.
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Introduction.
This paper is concerned with two topics from probability theory, i.e. that
of the measurable lifting modification for stochastic processes and that of
the ’product lifting problem’. It turns out, that the notion of the marginal
from the pioneering paper [25] lies at the basis of both problems.
Previous papers on measurable lifting modification imposed additional
assumptions, such as separabilty by D.L.Cohn [4] and M. Talagrand [32],
stabilty in [32] and [24], again separability in [31] though the probabil-
ity measure could be quite far from the ordinary product measure but at
the expense of the existence of a product regular conditional probability.
D.L.Cohn’s paper allows processes taking their values in compact metriz-
able spaces. We extend D.L.Cohn’s work by replacing the latter class by
the more general class of all strongly lifting compact spaces from [1] and
[29] which, in the general case, seems to be the most general class where
measurable lifting modification makes sense in view of Definition 4.4(b) and
Remark 4.5. The product of complete probability spaces for two basic prob-
ability spaces involved in both of the above problems up to now was usually
taken as the ’ordinary product’ or its completion, in case of topological
probability spaces with τ -additive probabilities as their τ - additive product,
available since Ressel [26]. In case of Radon factors the latter is just the
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Radon product. It is crucial for this paper to allow more generally products
with σ-algebra between the ordinary product and the σ-algebra obtained
from the ordinary product σ-algebra by adjoining either the right or left
nil-sets (see Lemma 1.1), taking as probability the restriction of the right
or left skew product of the factor probabilities, compare Definition 1.4. All
these probability spaces produce the same measure algebra, consequently the
same hyperstonean space, see Definition 1.4. In this case our main result
Theorem 4.8 tells us, that the existence of measurable lifting modifications
for stochastic processes with range in a strongly lifting compact space is
equivalent to the existence of a marginal, in the topological case (leaving
unchanged continuous random variables) to the existence of a strong mar-
ginal, see Corollary 4.9. This transfers the existence of measurable lifting
modifications to the problem of the existence of (strong) marginals. For the
completion of the ordinary product, marginals exist as admissible densities
or admissibly generated liftings as defined in [24]; their definition by trans-
finite recursion is very involved but, e.g. in case of separable σ-algebras
(in particular for topological probability spaces over Polish spaces) ordinary
induction will do. Unfortunately there exist even Radon probability factor
spaces without strong admissible densities nor strong admissibly generated
liftings, e.g. for the hyperstonean space of the Lebesgue probability space
over [0, 1] in both factors, see Example 3.6 and there exist marginals being
not admissible, see Remarks 5.8. If we adjoin either all left or all right nil-
null sets to the ordinary product σ-algebra, every (strong) lifting or density
(even weaker types) become a marginal by Proposition 3.8. But it may
happen for certain liftings that this is to the best and this occurs in the
paper of D.L.Cohn [4] (using R.M.Dudley [6],[7]) for a strong lifting due to
Fremlin/Mokobodzki [10], which does not become a marginal if we adjoin
to the ordinary product all two sided nil-null sets, see Remark 4.11.
In its most general setting (compare Lemma 1.10, (iv)) the ’product lifting
problem’ is that of permanence for the existence of strong liftings under
the τ -additive product for τ -additive probabilities of full support in the
factors. It is even unsolved in the particular case, that both factor spaces
are hyperstonian spaces. The interest in this problem traces back to a result
of A. and C. Ionescu Tulcea [18], concerning the equivalence of the existence
of strict disintegrations with the existence of strong liftings. It is already
known from [20], that the completed ordinary product is too ’small’ for a
solution to the positive, since in general this product does not contain all
open sets of the product topology (for an elementary example see S. Gryllakis
and S. Grekas [15]), thus prompting the question, whether we can achieve a
solution to the positive, just by enlarging the ordinary product ’properly’?
By Proposition 5.1 for a solution to the positive the existence of strong
liftings in the factors is a necessary condition. If one of these is a marginal, in
addition, and if the σ-algebra in the product contains the τ -additive product
σ-algebra of the lifting topologies for the strong liftings in the factors, the
existence of strong lifting in the product follows, see Corollary 5.5. Using
2
a permanence result for marginals under inverse measure preserving maps
from Proposition 3.10, we derive conditions implying for the canonical strong
lifting of a hyperstonian space to be a marginal in case of the Radon product
of this space with itself. As a special instance it follows, that the Radon
product of a hyperstonian space associated to a Polish space with itself
admits a product strong lifting, see Corollary 5.7.
We need section 2 about the τ -additive product as a preparation for The-
orem 5.4 and section 3 for generalizing the results of [25] about marginals
from the ordinary product to our more general situation, where Proposition
3.10 is completely new.
1. Preliminaries.
N and R stand for the natural and the real numbers, respectively. By
P(X) we denote the set of all subsets of the set X and we writeM c := X\M
for M ∈ P(X). Y X is the space of all functions from X into Y . For a given
probability space (X,Σ, µ) we denote by (Σ,µ)0, or by Σ0 for simplicity, the
σ-ideal of all µ-null sets in Σ. If A ∈ Σ we write Σ ∩A for the Σ-algebra
of all E ∩A with E ∈ Σ. For A,B ∈ P(X) we write A ⊆µ B, if A \B ∈ Σ0
and A =µ B, if A ⊆µ B and B ⊆µ A and f =µ g means {f 6= g} ∈ Σ0 for
f, g ∈ R
X
.
We denote by (Σ/µ, µ¯) the measure algebra of (X,Σ, µ), where Σ/µ
is the space of all equivalence classes A• for A ∈ Σ modulo the σ-ideal Σ0
and µ¯(A•) := µ(A) for A ∈ Σ. The completion of (X,Σ, µ) will be written
(X, Σ̂, µ̂). For topological spaces (X,T) we write B(X) or B(T) (if we have
to distinguish different topologies over X) for its Borel σ-field over X.
Lemma 1.1. Let be given a σ-ideal I in P(X).
(i) σ(Σ ∪ I) := ΣI = {E∆P : E ∈ Σ ∧ P ∈ I} for every measurable
space (X,Σ).
(ii) Given a probability space (X,Σ, µ), there exists a probability mea-
sure M on ΣI extending µ such that I = (ΣI , µI)0 if and only
if I ∩ Σ = (Σ,µ)0. In this case (X,ΣI , µI) is complete, and the
measure algebras Σ/µ and ΣI/µI are Boolean isomorphic.
For a proof see [16], Ia, and II and [8], II, Aufgabe 6.2.
If (X,Σ, µ) is a probability space and S a topology over X, the quadruple
(X,S, Σ, µ) is a topological probability space provided S ⊆ Σ. We
denote by B̂(S) the completion of B(S) under the measure µ|B(S), and
we apply the notions of τ -additive probabiliy measure µ, support of
µ (written suppS(µ) or simply supp(µ) if the topology is obvious from the
context), and Radon probability space in the sense of [14]. We call a
topological probability space complete if its underlying probability space
(X,Σ, µ) is complete.
Definitions 1.2. For measurable space (X,Σ) we consider for maps δ ∈
P(X)Σ satisfying for A,B,An ∈ Σ and n ∈ N the following:
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(N) δ(∅) = ∅, (E) δ(X) = X, (M) A ⊆ B implies δ(A) ⊆ ξ(B),
(ϑ) δ(A) ∩ δ(B) = δ(A ∩B), (C) δ(Ac) = [δ(A)]c,
(F ) δ(A) ∩ δ(B) ⊆ δ(A ∩B), (O) δ(A) ∩ δ(B) = ∅ if A ∩B = ∅,
(V ) δ(Ac) ∩ δ(A) = ∅, (Π)
⋂
1≤i≤n δ(Ai) = ∅ if
⋂
1≤i≤nAi = ∅.
For a given measure space (X,Σ, µ) we consider the following conditions.
(L0) δ ∈ ΣΣ and δ(A) ⊆µ A. (L1) δ(A) =µ A.
(L2) δ(A) = δ(B) if A =µ B.
We call a map δ ∈ ΣΣ satisfying (L1), (L2), (N) and (E) a primitive
lifting for µ and denote by P (µ) the class of all primitive liftings and write
Z(µ) for the set of all δ ∈ P (µ) satisfying (Z) for Z =M,C, V,O,Π, F, ϑ and
Λ(µ) := ϑ(µ) ∩ C(µ). A δ in ϑ(µ),M(µ), O(µ) and Λ(µ) is usually called a
(lower) density, monotone lifting, orthogonal lifting and (Boolean)
lifting with respect to µ, respectively. M∗(µ) and ϑ∗(µ) is the set of all
δ ∈ ΣΣ satisfying (L0), (L2), (N), E), as well as (M) and (ϑ), respectively.
The elements of M∗(µ) and ϑ∗(ν) are called monotone semi-liftings and
semi-densities, respectively.
Given a measurable space (X,Σ) and a topologyS overX any δ ∈ P(X)Σ
is called (S-)strong if G ⊆ δ(G) for all G ∈ S. We denote by ZS(µ) and
Z∗S(µ) the set of all strong δ ∈ Z(µ) for Z =M,C, V,O,Π, F, ϑ,Λ.
If (X,Σ) is a measurable space for δ ∈ P(X)Σ we define its adjoint
δc ∈ P(X)Σ by means of δc(A) := [δ(Ac)]c and its upper hull δm ∈ P(X)Σ
by means of δm(A) :=
⋃
A⊇B∈Σ δ(B) for A ∈ Σ with basic properties
δ ≤ δc if and only if δ satisfies (V ) and
δm = min{ξ ∈ P(X)Σ : δ ≤ ξ and ξ satisfies (M)}, respectively.
For measurable space (X,Σ), (Y, T ), and (X × Y,Υ) with Σ ⊗ T ⊆ Υ
if γ ∈ P(X)Σ and δ ∈ P(Y )T , we call ϕ a product of γ and δ, written
ϕ ∈ γ ⊗ δ, if ϕ(A×B) = δ(A) × υ(B) for all A ∈ Σ and B ∈ T .
Given a complete probability space (X,Σ, µ), one can associate with every
δ ∈ ϑ∗(µ) two topologies tδ and τδ, where tδ is the topology with basis
{δ(A) : A ∈ Σ} and τδ := {A ∈ Σ : A ⊆ δ(A)}. τδ ⊆ Σ by [22] Proposition
3.2 and tδ ⊆ τδ if and only if δ ≤ δ ◦ δ (in particular, if δ ∈ ϑ(µ)). tδ
and τδ are Hausdorff, if δ[Σ] separates the points of X. (X, τδ , Σ, µ) is a
topological probability space with τ -additive measure and supp(µ) = X,
B̂(tδ) = Σ = B(τδ), and δ ∈ ϑτδ(µ) for given δ ∈ ϑ(µ) (compare [30],
Theorem 4.1).
For an arbitrary probability space (X,Σ, µ) we call the compact Radon
probability space (Y,T, T, ν) its associated hyperstonian space, where
(Y,T) is the Stone space of its measure algebra (Σ/µ, µ) in the sense of [13]
321K. For every A ∈ T there exists a unique open-closed set σ(A) ∈ A• and
ΛT(ν) = {σ}; σ is called the canonical strong lifting of the hyperstonian
space. According to [13] 311I, T is a Hausdorff zero-dimensional topology
(cf. e.g [13], 3A3Ad, for the definition). Since σ[T ] is a basis of the topology
T we get T = tσ.
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Definition 1.3. For X ⊆ P(X), Y ⊆ P(Y ), and H ⊆ RY we define the
skew products
X ⋉ Y := {E ⊆ X × Y : ∃NE ∈ X ∀x /∈ NE (Ex ∈ Y},
X ⋊ Y := {E ⊆ X × Y : ∃ME ∈ Y ∀y /∈ME (E
y ∈ X )},
and
X ⋉H := {f ⊆ RX×Y : ∃Nf ∈ X ∀x /∈ Nf (fx ∈ H)},
where Ex := {y ∈ Y : (x, y) ∈ E} and Ey := {x ∈ X : (x, y) ∈ E} for
E ⊆ X × Y , fx(y) := f(x, y) and f
y(x) := f(x, y) for f ∈ RX×Y , x ∈ X,
and y ∈ Y .
Definitions and notations 1.4. Let be given complete probability spaces
(X,Σ, µ) and (Y, T, ν).
(a)We define the σ-ideal N := Σ0⋉T0 of all right nil null sets, the σ-ideal
N := Σ0⋊ T0 of all left nil null sets in P(X × Y ), and N2 := N∩N of all
(two-sided) nil null sets in P(X × Y ). Note
N = {E ⊆ X × Y : {x : Ex /∈ T0)} ∈ Σ0} for complete (X,Σ, µ)
and
N = {E ⊆ X × Y : {y : Ey /∈ Σ0)} ∈ T0} for complete (Y, T, ν).
(b) If µ ⋉ T = {E ⊆ X × Y : ∃NE ∈ Σ0 ∀x /∈ NE (Ex ∈ T ) and [x ∈
N cE 7→ ν(Ex)] ∈ L
∞(Σ ∩N cE)} define the right skew product of µ and ν
by (µ ⋉ ν)(E) :=
∫
NcE
ν(Ex)µ(dx) for every E ∈ µ ⋉ T . We get a Dynkin
class µ⋉T (compare [8] Kapitel I, 6.4 for definition), and N = {E ∈ µ⋉T :
(µ⋉ ν)(E) = 0}. There is a similar definition for a left Dynkin class Σ ⋊ ν,
left skew product of µ⋊ ν, and N = {E ∈ Σ ⋊ ν : (µ⋊ ν)(E) = 0}.
(c)We write (X×Y,Σ⊗T, µ⊗ν) for the ’ordinary’ (also ’usual’) product
probability space of the probability spaces (X,Σ, µ) and (Y, T, ν) and
(X × Y,Σ⊗̂T, µ⊗̂ν) for its completion and for I = N2,N we get I ∩ (Σ ⊗
T ) = (Σ ⊗ T, µ ⊗ ν)0 and Lemma 1.1 implies that the probability measure
µ⊗I ν := (µ⊗ν)I is the unique extension of µ⊗ν onto Σ⊗I T := (Σ⊗T )I ,
where
Σ ⊗ T ⊆ Σ⊗̂T ⊆ Σ ⊗N2 T ⊆ Σ ⊗N T ⊆ µ⋉ T,
µ⋉ ν|Σ ⊗N T = µ⊗N ν, µ⊗N ν|Σ ⊗N2 T = µ⊗N2 ν, µ⊗N2 ν|Σ⊗̂T = µ⊗̂ν,
(X × Y,Σ ⊗I T, µ⊗I ν) is a complete probability space for I = N2,N, and
the measure algebras
Σ ⊗N T/µ ⊗N ν, Σ ⊗N2 T/µ ⊗N2 ν, Σ⊗̂T/µ⊗̂ν, Σ ⊗ T/µ⊗ν
are Boolean isomorphic. It follows, that the hyperstonian spaces of the
probability spaces (X × Y,Σ ⊗ T, µ ⊗ ν), (X × Y,Σ⊗̂T, µ⊗̂ν), and (X ×
Y,Σ⊗I T, µ⊗I ν) for I = N2,N coincide, since the hyperstonian space of a
probability space (X,Σ, µ) depends only on its measure algebra (Σ/µ, µ¯).
(d) Given probability spaces (X,Σ, µ), (Y, T, ν), and (X × Y,Υ, υ) the fol-
lowing conditions will be of constant use.
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[P0] Σ ⊗ T ⊆ Υ, [P ] Σ ⊗ T ⊆ Υ & υ|Σ ⊗ T = µ⊗ ν,
[S0] Υ ⊆ {∅}⋉ T , [S] ∀F ∈ Υ ∃E ∈ Υ ∩ {∅}⋉ T (F =υ E),
[C] Υ ⊆ µ⋉ T & υ = µ⋉ ν|Υ, [C] Υ ⊆ Σ⋊ ν & υ = µ⋊ ν|Υ.
Remark 1.5. For complete probability spaces (X,Σ, µ) and (Y, T, ν). in [3]
Bledsoe and Morse define nilsets E ⊆ X × Y in a different way. By the
discussion of the Bledsoe Morse notion of integral in [17] and its relation
to the notion of integral over probability spaces as usual today, the system
of nilsets in the sense of Bledsoe Morse coincides with N2 by [17], 3.2.2,
Satz 1, due to the equivalence of (1) and (3). In probability spaces these
Bledsoe Morse nilsets coincide with the Nilmengen N ⊆ X × Y considered
in [17] by Haupt and Pauc. Therefore, in [6] and [7] under assumption of
the continuum hypothesis R.M. Dudley exhibits a non Σ⊗N2 T -measurable
map f ∈ Σ0 ⋉ L∞(ν).
Examples 1.6. In general Σ⊗̂T 6= Σ ⊗N2 T 6= Σ ⊗N T,Σ ⊗N T , more
precisely below for (X,Σ, µ) = (Y, T, ν) = ([0, 1],L, λ), the Lebesgue prob-
ability space over [0, 1].
(a) By e.g. [8], Chapter V, Section 2, Beispiel 2.3 (b) (tracing back to
Sierpinski [28]), there exists a set E ⊆ [0, 1]2 such that all sections Ex
and Ey have at most one element, implying the existence of the iterated
integrals
∫ 1
0 [
∫ 1
0 χE(x, y)λ(dx)]λ(dy),
∫ 1
0 [
∫ 1
0 χE(x, y)λ(dy)]λ(dy), both with
value zero, i.e. E ∈ Σ ⊗N2 T but E /∈ Σ⊗̂T .
(b) Subject to the continuum hypothesis (CH) (again relying on [28]) write
[0, 1] = {tα : α < ω1}, where ω1 is the first uncountable ordinal number
and consider E := {(tα, tβ) : β < α < ω1} ⊆ [0, 1]
2. For any x ∈ [0, 1]
get λ(Ex) = 0, since the set Ex is countable and similarly λ(E
y) = 0 for
any y ∈ [0, 1]. Thus, we have
∫ ∫
ν(Ex)µ(dx) = 0 6= 1 =
∫ ∫
µ(Ey)ν(dy)
implying E /∈ Σ ⊗N2 T , but E ∈ Σ ⊗N T and E ∈ Σ ⊗N T .
For another example showing that Σ ⊗N2 T 6= Σ ⊗N T see [12], Example
252K.
Remark 1.7. [P0] and [C] implies [P ]. [P ] implies (τγ × τδ) ∩ Υ0 = {∅},
i.e. suppτγ×τδ(υ) = X × Y for complete probability spaces (X,Σ, µ) and
(Y, T, ν) with γ ∈ ϑ(µ) and δ ∈ ϑ(ν).
Definition 1.8. By [26], Section 1, Theorem 1 for τ -additive topological
probability spaces (X,S,B(S), µ) and (Y,T,B(T), ν) there exists exactly
one τ-additive extension β(S × T) of the product measure µ ⊗ ν to the
Borel Σ-algebra B(S × T)called the τ -additive product measure on
B(S × T), such that (X × Y,B(S × T), β(S × T)) satisfies [C] and [C],
where B(S) ⊗B(T) ⊆ B(S× T) ⊆ µ⋉B(T) ∩B(S) ⋊ ν.
For Radon probability spaces (X,S, B̂(S), µ̂) and (Y,T, B̂(T), ν̂) the
completion (X × Y,S × T, B̂(S × T), β̂(S × T)) is their Radon product
with Radon product measure µ⊗R ν := β̂(S× T), see [26], Theorem 1.
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Definition 1.9. For given topological probability space (X,S, Σ, µ) by
θS,µ(A) :=
⋃
{G ∈ S : G ⊆µ A} for all A ∈ Σ
we define a map θ := θS,µ ∈ P(X)
Σ called the theta operator.
Lemma 1.10. Let b be a basis for the topology.
(i) θ(A) =
⋃
{G ∈ b : G ⊆µ A} for all A ∈ Σ.
(ii) θ satisfies (E) and (ϑ), θ satisfies (N) if and only if Σ0 ∩S = {∅},
i.e. supp(µ) = X, and
θ = min{ξ ∈ P(X)Σ : ξ satisfies (L2), (M), and it is strong}
= min{ξ ∈ P(X)Σ : ξ satisfies (L2), (ϑ), and it is strong}.
(iii) For complete (X,Σ, µ) with supp(µ) = X the following statements
are all equivalent.
(a) θ satisfies (L0), (b) θ ∈ ϑ∗S(µ), (c) M
∗
T 6= ∅,
(d) ϑ∗S(µ) 6= ∅, (e) µ is τ − additive.
In this case θS,µ = minM
∗
S(µ) = minϑ
∗
S(µ).
(iv) Given a topological probability space (X,S, Σ, µ), supp(µ) = X and
µ τ -additve are necessary conditions for the existence of a strong
monotone lifting for µ.
Statements (i) and (ii) are immediate by the definition of θ and we get
(iii) and (iv) by [22], Theorem 4.4 and Proposition 3.11, respectively.
2. τ-Products of probability spaces under density topologies
Throughout what follows let be given complete probability spaces (X,Σ, µ)
and (Y, T, ν) together with γ ∈ ϑ(µ) and δ ∈ ϑ(ν) and write for short
Bγ := B(τγ) = Σ, Bδ := B(τδ) = T, Bγ,δ := B(τγ×τδ), βγ,δ := β(τγ×τδ),
where the equalities B(τγ) = Σ and B(τδ) = T follow by [30], Theorem 4.1,
(ix), and B̂γ,δ for the completion of Bγ,δ under βγ,δ.
Lemma 2.1. (i) B(tγ)⊗B(tδ) ⊆ Σ⊗ T = Bγ ⊗Bδ ⊆ Bγ,δ ⊆ B̂γ,δ ⊆
Σ ⊗N2 T = (Bγ,δ)N2 ⊆ Σ ⊗N T = (Bγ,δ)N, and (Bγ,δ)I = Σ ⊗I T
as well as µ⊗I ν|Bγ,δ = βγ,δ for I = N2,N.
(ii) (X×Y,Bγ,δ, βγ,δ) and (X×Y, B̂γ,δ, β̂γ,δ) are probability spaces sat-
isfying [P0], [P ], [C], [C], and [S].
(iii) θτγ×τδ,βγ,δ ∈ ϑ
∗
τγ×τδ
(βγ,δ).
(iv) If (X × Y,Υ, υ) is a complete probability space satisfying [P0] and
there exists a ζ ∈ ϑ∗(υ) ∩ γ ⊗ δ, it follows Bγ,δ ⊆ Υ (equivalently
τγ × τδ ⊆ Υ). If, in addition, [C] holds for (X × Y,Υ, υ), it follows
υ|Bγ,δ = βγ,δ.
(v) For topological probability spaces (X,S, Σ, µ) (Y,T, T, ν) with τ -
additive measures µ and ν, supp(µ) = X and supp(ν) = Y , γ ∈
ϑS(µ), and δ ∈ ϑT(ν), it follows S ⊆ τγ, T ⊆ τδ, and B(S) ⊗
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B(T) ⊆ B(S × T) ⊆ Bγ,δ ⊆ B̂γ,δ ⊆ Σ ⊗N2 T ⊆ Σ ⊗N T and
µ⊗I ν|B(S× T) = β(S× T) for I = N2,N.
(vi) B̂(tγ×tδ) = B̂γ,δ (completion with respect to the probability measure
βγ,δ|B(tγ × tδ).
(vii) (Y1 × Y2, tσ1 × tσ2 , B̂(tσ1 × tσ2), β̂σ1,σ2) is the Radon product of the
hyperstonian spaces (Yj,Tj , Tj , νj) with canonically strong lifting σj ,
j = 1, 2, satisfying [P0], [C], and [S] and Bσ1,σ2 ⊆ B̂(tσ1 × tσ2).
Proof. Ad (i) : The first equality in (i) and the first three inclusions are
clear. For the fourth τγ × τδ ⊆ Σ ⊗N2 T will be sufficient. For this reason,
write G :=
⋃
i∈I Ai × Bi for Ai ∈ τγ and Bi ∈ τδ if i ∈ I for G ∈ τγ × τδ. If
[I] is the set of all finite subsets of I it follows
G =
⋃
F∈[I]
GF for GF :=
⋃
i∈F
Ai ×Bi ∈ Σ ⊗ T for F ∈ [I]
with directed upwards family 〈GF 〉F∈[I]. Since β := βγ,δ is τ -additive, it
follows β(G) = supF∈[I] β(GF ) and we can choose Fn ∈ [I] with Fn ⊆ Fn+1
for n ∈ N and β(G) = supn∈N β(GFn), implying G =υ
⋃
n∈NGFn =: H ∈
Σ ⊗ T and with N := G \H ∈ Bγ,δ it follows
0 = β(N) =
∫
NcG
ν(Nx)µ(dx) =
∫
McG
µ(Ny) ν(dy),
implying N ∈ N2. For every G ∈ τγ × τδ, there exists a H ∈ Σ ⊗ T with
G∆H ∈ N2. This implies τγ× τδ ⊆ Σ⊗N2 T , consequently Bγ,δ ⊆ Σ⊗N2 T .
Q ⊆ N ∈ Bγ,δ and β(N) = 0 implies Q ∈ N2 and we get B̂γ,δ ⊆ Σ ⊗N2 T .
For I = N2,N we get from Bγ,δ ⊆ Σ ⊗I T first (Bγ,δ)I ⊆ Σ ⊗I T and
from Σ ⊗ T ⊆ Bγ,δ the converse inclusion Σ ⊗I T ⊆ (Bγ,δ)I .
(ii) is obvious and (iii) follows by Lemma 1.10, (iii).
Ad (iv) : First note, that τζ is a topology with τζ ⊆ Υ by [22], Proposition
3.6. It is sufficient to show τγ × τδ ⊆ Υ. But G ∈ τγ × τδ can be written
G =
⋃
i∈I Ai × Bi with Ai ∈ τγ , Bi ∈ τδ for every i ∈ I. This implies
Ai×Bi ⊆ γ(Ai)×δ(Bi) = ζ(Ai×Bi), i.e. Ai×Bi ∈ τζ , implying G ∈ τζ ⊆ Υ
since ζ ∈ ϑ∗(υ)∩γ⊗δ, so τγ×τδ ⊆ Υ. By [C] we get υ(E) =
∫
ν(Ex)µ(dx) =
βγ,δ(E) for E ∈ Bγ,δ.
Ad (vi) : Clearly B̂(tγ× tδ) ⊆ B̂γ,δ. For the converse inclusion note, that
G ∈ τγ × τδ can be written G =
⋃
i∈I Gi ×Hi for Gi ∈ τγ and Hi ∈ τδ for
i ∈ I. If F is the system of all finite subsets of I we get G =
⋃
E∈F GE for
GE :=
⋃
i∈E Gi ×Hi, E ∈ F and by the τ -additivity of β := βγ,δ it follows
β(G) = supE∈F β(GE) = supn∈N β(GEn) for some En ∈ F with En ⊆ En+1,
n ∈ N. For the countable subset P of I we get
G =β H :=
⋃
i∈P γ(Gi) × δ(Hi) ∈ tγ × tδ, i.e. G ∈ B̂(tγ × tδ), and so
Bγ,δ ⊆ B̂(tγ × tδ), implying B̂γ,δ ⊆ B̂(tγ × tδ).
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Ad (vii): Since Tj = tσj , we get Tj = Bc(tσj ) = B̂(tσj ) = B(τσj ) for
j = 1, 2. It follows that
(Y1×Y2,T1×T2, T1⊗RT2, ν1⊗Rν2) = (Y1×Y2, tσ1×tσ2 , B̂(tσ1×tσ2), β̂σ1,σ2)
is the Radon product of the hyperstonian spaces (Yj,Tj , Tj , νj), j = 1, 2,
satisfying [P0], [C], and [S] and Bσ1,σ2 ⊆ B̂(tσ1 × tσ2) since B̂(tσ1 × tσ2) =
B̂σ1,σ2 by (vi). 
Example 2.2. [9] exhibits a hyperstonian space (X,S, Σ, µ) with canonical
strong lifting σ derived from a diffuse probability space such that S×S *
Σ⊗̂Σ. Since S = tσ, the topology with basis {σ(A) : A ∈ Σ} and tσ ⊆ τσ,
this implies τσ×τσ * Σ⊗̂Σ and with [30], Theorem 4.1 together with Lemma
2.1, (i), we get
B(tσ)⊗̂B(tσ) = B(τσ)⊗̂B(τσ) = Σ⊗̂Σ & Bσ,σ ⊆ Σ ⊗N2 Σ,
implying S×S ⊆ Σ ⊗N2 Σ.
3. Marginals
The following definition extends Definition 3.1 from [25].
Definition 3.1. Let be given a measurable space (X × Y,Υ).
(a) Given a measurable space (Y, T ) for δ ∈ P(Y )T define δ• = δ•(T,Υ) by
δ•(E) := {(x, y) ∈ X × Y : Ex ∈ T ∧ y ∈ δ(Ex)} for every E ∈ Υ.
(b) Given a measurable space (X,Σ) for γ ∈ P(X)Σ define
γ•(E) := {(x, y) ∈ X × Y : Ey ∈ Σ ∧ x ∈ γ(Ey)} for every E ∈ Υ
Below we will discuss only δ• and ξ•, since the corresponding results for
γ• and η• are easily derived from those of δ• and ξ• by interchanging the
roles of the factor spaces, respectively. Without special comment we
we will mark a statement for γ• by putting the symbol ⊥ after
the number of the corresponding result for δ•. The next two results
extent Remark 3.1 and Proposition 3.1 from [25].
Remark 3.2. Let be given measurable spaces (Y, T ) and (X × Y,Υ), and
δ ∈ T T .
(a) Ex ∈ T implies [δ•(E)]x = δ(Ex) otherwise [δ•(E)]x = ∅ for every E ∈ Υ
and x ∈ X.
(b) δ• satisfies the condition (Z), provided δ does for
Z = N,E, V,O,Π, F . If δ satisfies (F ), then (δ•)
m satisfies (ϑ). δ ∈ T T
implies [δ•(E)]x ∈ T for every E ∈ Υ and x ∈ X.
(c) If A×B ∈ Υ for A ∈ Σ and B ∈ T we get δ•(A×B) = A× δ(B).
(d) Suppose that (X × Y,Υ) has the property [S0]. Then δ• satisfies (M),
(ϑ), and (C), provided δ has these properties, respectively.
(e) If (X,Σ, µ), (Y, T, ν), and (X×Y,Υ, υ) are probability spaces such that
(X,Σ, µ) is complete and [C] is satisfied, then for E,F ∈ Υ with E =υ F it
follows for all y ∈ Y the equality [δ•(E)]
y =µ [δ•(F )]
y.
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(f) If S is a topology over X and T ⊆ T a topology over Y such that
S × T ⊆ Υ, T ⊆ T and δ is T-strong and satisfies the conditions (N) and
(M), it follows that δ• is S× T-strong.
Proof. E ∈ S×T can be written as E =
⋃
i∈I Gi×Hi with Gi ∈ S, Hi ∈ T
for i ∈ I. For every x ∈ X we get Ex =
⋃
{Gi : i ∈ I, x ∈ Hi} ∈ T ⊆ T ,
implying [δ•(E)]x = δ(Ex) ⊇ δ(Gi) ⊇ Gi for i ∈ I and x ∈ Hi, and by the
latter [δ•(E)]x ⊇ Ex for every x ∈ X, i.e. δ• is S× T-strong. 
The next Lemma extends [25] Proposition 3.1 to our more general situa-
tion.
Lemma 3.3. For probability spaces (X,Σ, µ), (Y, T, ν), and complete prob-
ability space (X×Y,Υ, υ) such that [C] is satisfied, we consider the following
statements for δ• := δ•(T,Υ), where δ ∈ T
T satisfies (L1), (L2) and (N).
(i) δ•(E) ∈ Υ for every E ∈ Υ;
(ii) δ•(E) =υ E for every E ∈ Υ.
(iii) There exists a ϕ ∈ ΥΥ satisfying (L1), such that δ([ϕ(E)]x) =
[ϕ(E)]x ∈ T for all E ∈ Υ and x ∈ X.
(iv) There exists a ϕ ∈ ΥΥ satisfying (L1), such that for all E ∈ Υ there
exists a set NE ∈ Σ0 with δ([ϕ(E)]x) = [ϕ(E)]x ∈ T for all x /∈ NE.
(v) There exists a ψ ∈ ϑ(υ), such that δ([ψ(E)]x) = [ψ(E)]x ∈ T for
every E ∈ Υ and x ∈ X.
(vi) There exists a ζ satisfying (L1), (N), (E), (M), and (O) such that
δ([ζ(E)]x) = [ζ(E)]x ∈ T for every E ∈ Υ and x ∈ X.
Then (i) to (iv) are all equivalent and for complete (Y, T, ν), and δ ∈ ϑ(ν)
they are all equivalent to (v).
If (Y, T, ν) is complete and δ ∈ M(ν) ∩ O(ν), in addition, it follows that
(i) to (iv) are all equivalent to (vi). The ϕ appearing in (iii) can be chosen
ϕ = δ• and satisfies (Z), if every δ does for Z = N,E, V,O,Π, F .
Proof. Note, that the implications (iii) ⇒ (iv) and (v) ⇒ (iv) trivially
hold true. For (i) =⇒ (ii) replace in the corresponding proof of [25] Propo-
sition 3.1 ’Σ⊗̂T ’ by ’Υ’ and ’µ⊗̂ν’ by ’υ’. Get (ii) =⇒ (iii) by defining
ϕ := δ•.
Ad (iv) =⇒ (i) : Let be given a ϕ ∈ ΥΥ such that for all E ∈ Θ
there exists a set NE ∈ Σ0 with δ([ϕ(E)]x) = [ϕ(E)]x for all x /∈ NE. Since
ϕ(E) =υ E for E ∈ Υ, condition [C] implies the existence of aME ∈ Σ0 with
[ϕ(E)]x, Ex ∈ T and [ϕ(E)]x =ν Ex for every x /∈ME . Put PE := NE ∪ME .
Then PE ∈ Σ0 and [ϕ(E)]x = δ([ϕ(E)]x) = δ(Ex) = [δ•(E)]x for every
x /∈ PE , so ϕ(E) ∩ (P
c
E × Y ) = δ•(E) ∩ (P
c
E × Y ), implying δ•(E) =υ E
for any E ∈ Υ. By the completeness of (X × Y,Υ, υ), the latter implies
δ•(E) ∈ Υ for any E ∈ Υ.
Ad (ii) =⇒ (v) : Now let δ ∈ ϑ(ν) and put ξ := (δ•)
m. Then ξ satisfies
(ϑ) by Remark 3.2, (b), and since δ• satisfies (N) by the same Remark, ξ
also satisfies (N), consequently ξ satisfies (V ). Therefore,
E =υ δ•(E) ⊆ ξ(E) ⊆ ξ
c(E) ⊆ (δ•)
c(E) =υ E
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by assumption (ii), implying ξ(E) =υ E for every E ∈ Υ and with the
completeness of (X × Y,Υ, υ) also ξ(E) ∈ Υ. We can choose an η ∈ ϑ(υ)
to define ξ˜(E) := ξ(η(E)) for every E ∈ Υ. Clearly ξ˜ satisfies (L1), (L2),
(N), (E), and (ϑ). By ξ˜(E) = ξ(η(E)) =υ η(E) =υ E, ξ˜ satisfies (L1), i.e.
ξ˜ ∈ ϑ(υ).
For E ∈ Υ and x ∈ X we get
[ξ˜(E)]x = [ξ(η(E))]x = [(δ•)
m(η(E))]x =
⋃
{[δ•(A)]x : A ∈ Υ, A ⊆ η(E)}
=
⋃
{δ(Ax) : A ∈ Υ, A ⊆ η(E), Ax ∈ T} ∈ T,
where
⋃
{δ(Ax) : A ∈ Υ, A ⊆ η(E), Ax ∈ T} ∈ T follows by e.g. [30], The-
orem 4.1, and at this point completeness of (Y, T, ν) is required, (note that
[δ•(A)]x = δ(Ax) if Ax ∈ T and = ∅ otherwise) and [ξ˜(E)]x ⊆ δ([ξ˜(E)]x),
compare [30] Theorem 3.9.
Define ψ by [ψ(E)]x := δ([ξ˜(E)]x) for every E ∈ Υ and x ∈ X satisfying
clearly (N), (E), (ϑ) and (L2). (ϑ) for ψ implies (V ) for ψ, i.e. ψ ≤ ψc and
we get for E ∈ Υ thatE =υ ξ˜(E) ⊆ ψ(E) ⊆ ψ
c(E) ⊆ ξ˜c(E) =υ E. By the
completeness of (X×Y,Υ, υ) the latter implies ψ(E) ∈ Υ and (L1) ψ(E) =υ
E for every E ∈ Υ, i.e. ψ ∈ ϑ(υ), satisfying δ([ψ(E)]x) = [ψ(E)]x for every
E ∈ Υ and x ∈ X.
Ad (vi) =⇒ (iii) is obvious. For the converse implication let δ ∈M(µ) ∩
O(µ) in addition and by (iii) choose ϕ = δ• ∈ Υ
Υ satisfying (L1), (N), (E)
such that δ([ϕ(E)]x) = [ϕ(E)]x for all E ∈ Υ and x ∈ X for ϕ satisfying (O).
Then ϕm satisfies (N), (E), and (M). For E,F,G,H ∈ Υ with E ∩ F = ∅,
G ⊆ E, and H ⊆ F we get ϕ(G)∩ϕ(H) = ∅, implying ϕm(E)∩ϕm(F ) = ∅,
i.e. ϕm satisfies (O). By the latter get E =υ ϕ(E) ⊆ ϕ
m(E) ⊆ (ϕm)c(E) ⊆
ϕc(E) =υ E and by completeness of (X × Y,Υ, υ) this implies ϕ
m(E) ∈ Υ
and (L1) for ϕm. Again by e.g. [30] Theorem 4.1 we get [ϕm(E)]x ∈ T
for every E ∈ Υ and x ∈ X (and at this point completeness of (Y, T, ν) is
required). This implies [ϕ(E)]x = δ([ϕ(E)]x) ⊆ δ([ϕ
m(E)]x). If we define ζ
by [ζ(E)]x := δ([ϕ
m(E)]x) for E ∈ Υ and x ∈ X, then ζ satisfies [ζ(E)]x ∈ T
for x ∈ X, (N), (E), (M), (O), and [ϕ(E)]x = δ([ϕ(E)]x) ⊆ [ζ(E)]x ⊆
[ζc(E)]x ⊆ [ϕ
c(E)]x for every x ∈ X, i.e. E =υ ϕ(E) ⊆ ζ(E) ⊆ ϕ
c(E) =υ E
implying ζ(E) ∈ Υ for E ∈ Υ and (L1) for ζ as well as δ([ζ(E)]x) =
δ(δ([ϕm(E)]x)) = δ([ϕ
m(E)]x) = [ζ(E)]x for every E ∈ Υ and x ∈ X. 
Definition 3.4. For probability spaces (X,Σ, µ), (Y, T, ν), and (X×Y,Υ, υ)
satisfying [C], we call δ ∈ T T satisfying (L1), (L2) and (N) a Y -marginal
with respect to υ, if condition (iv) of Lemma 3.3 is fullfilled.
Lemma 3.5. Let be given probability spaces (X,Σ, µ) and (Y, T, ν) with
(Y, T, ν) complete, and ideals I,J in P(X×Y ) with (Σ⊗T )0 ⊆ I ⊆ J ⊆ N,
such that (X × Y,Σ ⊗Z T, µ ⊗Z ν) satisfies [P0] and [C] for Z = I,J . If
δ ∈M(ν)∩O(ν) is a Y -marginal with respect to µ⊗I ν, it is also Y -marginal
with respect to µ⊗J ν. The same holds true, if we replace N by N.
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Proof. Note, that (X×Y,Σ⊗Z T, µ⊗Z ν) is complete for Z = I,J . [P0]
and [C] imply [P ] by Remark 1.7, consequently I ∩Σ ⊗ T = J ∩Σ ⊗ T =
(Σ ⊗ T )0.
By Lemma 3.3, (vi), there exists a ζ : Σ ⊗I T 7→ Σ ⊗I T satisfying
(L1), (N), (E), (M) and (O) such that for every E ∈ Σ ⊗I T we have
δ([ζ(E)]x) = [ζ(E)]x for x ∈ X.
We can choose a density η ∈ ϑ(υ) to define ψ(E) := ζ
(
η(E)
)
for every
E ∈ Σ ⊗I T . Clearly, ψ satisfies (L1), (L2), (N), (E), (M) and (O). For
E ∈ Σ ⊗I T and x ∈ X we get
(1) [ψ(E)]x = [ζ
(
η(E)
)
]x = δ
(
[ζ
(
η(E)
)
]x
)
= δ
(
[ψ(E)]x
)
.
For every E ∈ Σ⊗J T there exists a F ∈ Σ⊗T with E = F a.e.(µ⊗J ν),
where E = F1 a.e.(µ ⊗J ν) for another F1 ∈ Σ ⊗ T by implies F = F1
a.e.(µ ⊗ ν) and for this reason by (L2) for ψ we can unambiguously define
ϕ : Σ ⊗J T → Σ ⊗I T ⊆ Σ ⊗J T by ϕ(E) := ψ(F ) = ψ(F1) for E,F, F1 as
above, the latter equation by (L2) for ψ. Then get
δ(ϕ(E)]x) = δ(ψ(F )]x)
(1)
= [ψ(F )]x = [ϕ(E)]x for x ∈ X
and ϕ satisfies (L1) since ϕ(E) = ψ(F ) =I F =J E. Now apply Lemma
3.3, (iii). 
Example 3.6. Given complete probability spaces (X,Σ, µ) and (Y, T, ν),
for the involved definition of the non-empty classes Aϑ(ν) of all admissible
densities and the class AGΛ(ν) of all admissibly generated liftings we
refer to [30] p.1138 and p.1139, respectively. Every δ ∈ Aϑ(ν) ∪ AGΛ(ν)
is a Y -marginal with respect to µ⊗̂ν in the sense of Definition 3.4, see
[30] Theorem 6.21 and Theorem 6.22, for proofs see [24], Theorems 2.9
and 2.13. But for complete topological probability spaces (X,S,Σ, µ) and
(Y,T, T, ν) the classes Aϑs(ν) and AGΛs(ν) of all strong elements in Aϑ(ν)
and AGΛ(ν), respectively, might be empty, e.g. for the hyperstonian space
(a Radon probability space) of the Lebesgue probability space over [0, 1],
compare e.g. [30], p.116213ff .
Moreover, it is proven in [23], Theorem 4.1, that given complete topo-
logical probability spaces (X,S, Σ, µ), (Y,T, T, ν) with Σ := B̂(S) and
T := B̂(T), and a strong lifting ρ ∈ ΛS(µ), every σ ∈ AGΛs(ν) is a
X-marginal with respect to µ⊗̂ν and Σ⊗̂T = B̂(S × T); hence every
σ ∈ AGΛs(ν) is a X-marginal with respect to µ⊗R ν.
Note that, if (Y, T, ν) is a complete non-atomic probability space then,
according to [24], Theorem 4.3, an admissibly generated lifting δ ∈ Λ(ν)
cannot be an admissible density. Consequently, we get that an admissibly
generated lifting δ ∈ Λ(ν) is always a Y -marginal density with respect to
µ⊗̂ν but it cannot be an admissible density. Therefore, the class of all
admissible densities is a proper subclass of those of all Y -marginal densities
with respect to µ⊗̂ν.
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According to [23] Theorem 2.1 for every non-atomic topological proba-
bility spaces (Y,T, T, ν) with supp(ν) = Y , second countable (Y,T) having
a countable basis {Bn : n ∈ N} such that µ(∂Bn) = 0 for every n ∈ N (if
(Y,T) is regular, then it is metrizable and this condition is satisfied, in par-
ticular for Polish spaces), then the collection Aϑs(ν) of all strong δ ∈ Aϑ(ν)
is non-empty and if (X,T, ν) is complete, then AGΛs(ν) 6= ∅.
Lemma 3.7. Let be given a probability space (X,Σ, µ) and complete prob-
ability spaces (Y, T, ν), (X × Y,Υ, υ) such that [C] is satisfied. For every
Y -marginal ξ ∈ ϑ(ν) there exists a Y -marginal η ∈ Λ(ν) with respect to υ
with ξ ≤ η ≤ ξc and a ρ ∈ Λ(υ) such that η([ρ(E)]x) = [ρ(E)]x for every
E ∈ Υ and x ∈ X.
Proof. By Lemma 3.3 we can choose a ψ ∈ ϑ(υ) such that ξ([ψ(E)]x) =
[ψ(E)]x for every E ∈ Υ and x ∈ X.
By [22] Corollary 2.5, there exist η ∈ Λ(ν) and ϕ ∈ Λ(υ) with ξ ≤ η ≤ ξc
and ψ ≤ ϕ ≤ ψc. For E ∈ Υ and x ∈ X, it follows [ψ(E)]x = ξ([ψ(E)]x) ⊆
η([ϕ(E)]x), in particular [ψ(E
c)]x ⊆ η([ϕ(E
c)]x) = [η([ϕ(E)]x)]
c, i.e.
η([ϕ(E)]x) ⊆ [ψ
c(E)]x. Defining ρ by means of [ρ(E)]x := η([ϕ(E)]x) for
every E ∈ Υ and x ∈ X, we get E =υ ψ(E) ⊆ ρ(E) ⊆ ψ
c(E) =υ E,
implying ρ(E) =υ E for every E ∈ Υ, i.e. ρ satisfies (L1), but all other
properties for ρ ∈ Λ(υ) are immediate and η([ρ(E)]x) = η(η([ϕ(E)]x)) =
η([ϕ(E)]x) = [ρ(E)]x for every E ∈ Υ and x ∈ X and again by Lemma 3.3,
η is a Y -marginal with respect to υ. 
Proposition 3.8. Let be given probability spaces (X,Σ, µ), (Y, T, ν), and
(X × Y,Υ, υ) satisfying [C]. If (Y, T, ν) is complete every δ ∈ T T satisfying
(L1), (L2) and (N) is a Y -marginal with respect to υN.
Proof. Let δ• := δΥN . For E ∈ ΥN we can choose a F ∈ Υ, such that
E∆F ∈ N, i.e. there exists a NE ∈ Σ0, such that Ex =ν Fx for every
x /∈ NE . By [C] we can choose a MF ∈ Σ0 with Fx ∈ T for every x /∈ NF .
It follows Q := NE ∪MF ∈ Σ0 and Ex ∈ T for every x /∈ Q by completeness
of (Y, T, ν), implying [δ•(E)]x = δ(Ex) =ν Ex ∈ T for every x /∈ Q, i.e.
δ•(E) =N E. Since by Lemma 1.1 N = (ΥN, υN)0 and (X × Y,ΥN, υN) is
complete and satisfies [C] too, we have δ•(E) =υN E for every E ∈ ΥN, i.e.
by Lemma 3.3, δ is a Y -marginal with respect to υN. 
Remark 3.9. Given probability spaces (X,Σ, µ) and (Y, T, ν) we call a Σ-T -
measurable map f : X → Y inverse measure preserving for µ and ν, if
ν(B) := µ(f−1[B]) for B ∈ T , written µ ◦ f−1 = ν. Put f−1[T ] := {f−1[B] :
B ∈ T}. In this situation we get the following.
(a) Let Σ = f−1[T ], in addition.
(i) (Y, T, ν) is complete, if (X,Σ, µ) is complete and f is surjective.
(X,Σ, µ) is complete, if (Y, T, ν) is complete and f is injective.
(ii) For every ζ : T → P(Y ) satisfying (L2) we define uniquely f−1[ζ] :=
δ : Σ → P(X) satisfying (L2) by means of δ(f−1[B]) = f−1[ζ(B)]
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for every B ∈ T . f−1[ζ] satisfies (Z) if ζ does for
Z = N,E, V,O,M,Π, F, ϑ,C, (Lj) and j=0,1. f−1[ζ] ∈ ϑ∗(µ) if
ζ ∈ ϑ∗(ν). f−1[ζ] ∈ Z(µ) if ζ ∈ Z(ν) for Z = ϑ,Λ.
(b) Let Σ 6= f−1[T ] and Z = ϑ,Λ. Define the σ-subalgebra η := σ(Σ0 ∪
f−1[T ]) = {A∆B : A ∈ Σ0, B ∈ f
−1[T ]} and for ζ ∈ Z(µ) define δ :=
f−1[ζ] ∈ Z(µ|f−1[T ]) according to (a), (ii). Unambiguously define δ˜ ∈
Z(µ|η) by means of
(2) δ˜(A∆f−1[B]) := δ(f−1[B]) for A ∈ Σ0 and B ∈ T.
δ˜ has an in general not uniquely defined extension δ ∈ Z(µ) by [30]
Theorem 2.5 and Theorem 2.6 satisfying δ(f−1[B]) = f−1[ζ(B)] for every
B ∈ T and we write δ ∈ f−1[ζ].
Proposition 3.10. Let be given complete probability spaces (X,Σ, µ), (Y, T, ν),
and (Y , T , ν) together with an inverse measure preseving (T -T -measurable)
surjection f : Y → Y . For a σ-subalgebra Υ of µ ⋉ T and υ = µ ⋉ ν|Υ,
such that (X × Y ,Υ, υ) is complete and N × Y ∈ Υ for every N ∈ Σ put
Υ := {(idX × f)
−1[E] : E ∈ Υ}, υ := µ ⋉ ν|Υ. Given δ ∈ ϑ(ν) choose
δ ∈ f−1[δ] with δ ∈ ϑ(ν) according to Remark 3.9,(b).
(i) Υ ⊆ µ ⋉ T and υ = υ ◦ (idX × f)−1. (X,Σ, µ), (Y, T, ν), and
(X×Y,Υ, υ) as well as (X,Σ, µ), (Y , T , ν), and (X×Y ,Υ, υ) satisfy
[C].
(ii) δ ∈ Z(ν) if δ ∈ Z(ν) for Z = ϑ,Λ. δ• : Υ → P(X × Y ) satisfies
(Z) for Z = N,E,F .
(iii) If δ is a Y -marginal with respect to υ, it follows that δ is a Y -
marginal with respect to υ̂.
Proof. N × Y ∈ Υ for N ∈ Σ0 implies N × Y = N × f
−1[Y ] = (idX ×
f)−1[N × Y ] ∈ Υ and υ(N × Y ) = (µ⋉ ν)(N × Y ) = 0, i.e. N × Y ∈ Υ0 for
every N ∈ Σ0.
Note
(3)
[
(idX × f)
−1[E]
]
x
= f−1[Ex] for every E ⊆ X × Y and x ∈ X.
Ad (i) : For E ∈ Υ ⊆ µ ⋉ T there exists a NE ∈ Σ0 with Ex ∈ T for
every x /∈ NE and this implies by (3) that
[
(idX × f)
−1[E]
]
x
= f−1[Ex] ∈ T
for every x /∈ NE and the map
x ∈ N cE 7→ ν
([
(idX × f)
−1[E]
]
x
)
= ν(f−1[Ex]) = ν(Ex)
is in L∞(Σ ∩ N cE), i.e. Υ ⊆ µ ⋉ T . By the latter (X,Σ, µ), (Y, T, ν), and
(X × Y,Υ, υ) as well as (X,Σ, µ), (Y , T , ν), and (X × Y ,Υ, υ) satisfy [C]
and
υ(E) =
∫
NE
ν(f−1[Ex])µ(dx) =
∫
NE
ν
([
(idX × f)
−1[E]
]
x
)
µ(dx)
= (µ ⋉ ν)
(
(idX × f)
−1[E]
)
= υ
(
(idX × f)
−1[E]
)
,
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i.e. υ = υ ◦ (idX × f)
−1.
Ad (ii) : δ ∈ Z(ν) for Z = ϑ,Λ by Remark 3.9,(b). δ• satisfies (Z) if δ
does for Z = N,E,F by Remark 3.2, (b) and Remark 3.9,(b).
Ad (iii) : If δ is Y -marginal with respect to υ, it follows by Lemma 3.3,
that there exists a ζ ∈ ϑ(υ) such that
(4) δ([ζ(E)]x) = [ζ(E)]x ∈ T for every E ∈ Υ and x ∈ X.
Since ζ ∈ ϑ(υ), defining ζ := (idX × f)
−1[ζ] we get ζ ∈ ϑ(υ). According to
Remark 3.9,(b), get ζ̂ ∈ ϑ(υ̂) by means of
ζ̂
(
N△(idX×f)
−1[E]
)
:= ζ
(
(idX×f)
−1[E]
)
for N ∈ (Υ̂)0 and E ∈ Υ.
For fixed x ∈ X, N ∈ (Υ̂)0, and E := (idX × f)
−1[E], if E ∈ Υ get
[ζ̂(N △ E)]x =
[
ζ
(
(idX × f)
−1[E]
)]
x
=
[
(idX × f)
−1[ζ(E)]
]
x
(3)
= f−1
[
[ζ(E)]x
] (4)
= f−1
[
δ
(
[ζ(E)]x
)]
= δ
(
f−1[ζ(E)]x
)
= δ
([
(idX × f)
−1[ζ(E)]
]
x
)
= δ
(
[ζ(E)]x
)
= δ
(
[ζ̂(N △ E)]x
)
,
i.e. condition [ζ̂(N △ E)]x = δ
(
[ζ̂(N △ E)]x
)
holds true, implying together
with Lemma 3.3 that δ is a Y -marginal with respect to υ̂. 
4. Measurable modification of stochastic processes with
values in strongly lifting compact spaces
In this section, we examine the problem of the existence of a measurable
lifting modification of a measurable process. For this reason we need liftings
for functions instead of sets. Below we report on the (purely technical)
standard proceedure for passing from sets to functions used also in [19].
In Theorem 4.8 we get a characterization of liftings converting measur-
able processes into their measurable modifications, extending in this way
Theorem 5.2⊥ from [24].
Given a measurable space (X,Σ) and a topological spaceK writeM(Σ,K)
for the space of all Σ-B(K)-measurable maps from X into K, put L0(Σ) :=
M(Σ,R). L∞(Σ) is the space of all (strictly) bounded (i.e. ‖f‖∞ :=
supx∈X |f(x)| <∞) f ∈ L
0(Σ) and l∞(X) := L
∞(P(X)).
As usual, for given probability space (X,Σ, µ) we write also M(µ,K),
L0(µ), and L∞(µ) instead of M(Σ,K), L0(Σ), and L∞(Σ), respectively.
For a topological spaces (X,T) we denote by C(X,Y ) the space of all
continuous functions from X into Y put C(X) := C(X,R) and Cb(X) :=
C(Y ) ∩ l∞(X). Cl(X) and Cu(X) is the space of all lower and upper semi-
continuous functions from X into R, respectively.
Remark 4.1. Let be given a probability space (X,Σ, µ).
(a) For γ ∈ P(X)Σ we define γ0, γ0 : L
0(µ)→ L0(µ) by γ0(f)(x) := inf{r ∈
Q : x ∈ γ({f < r})} and γ0(f)(x) := sup{r ∈ Q : x ∈ ρ({f > r})} for
f ∈ L0(µ) and x ∈ X (inf ∅ := ∞, sup ∅ := −∞). γ∞ = γ0|L
∞(µ) and
γ∞ = γ0|L∞(µ).
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(b) For p = 0,∞ and ρ ∈ Λ(µ), it follows that ρp = ρp is uniquely deter-
mined by ρ via ρp(χA) = χρ(A) for every A ∈ Σ and for f, g ∈ L
p(µ) and
a ∈ R get
(l1) ρp(f) =µ f , (l2) ρp(f) = ρp(g) if f =µ g, and (e) ρp(a) = a.
For every a ∈ R and f, g ∈ L∞(µ) get
(i) ρ∞(f ∧ g) = ρ∞(f) ∧ ρ∞(g), ρ∞(f ∨ g) = ρ∞(f) ∨ ρ∞(g),
(ii) ρ∞(af + g) = aρ∞(f) + ρ∞(g),
(iii) ρ∞(fg) = ρ∞(f)ρ∞(g) for every a ∈ R and f, g ∈ L∞(µ).
(c) Let ρ ∈ Λ(µ). For f, g ∈ L0(µ) we confine pointwise arithmetics to
the following rules in R which seem to be accepted generally, i.e. we avoid
the ’doubtful sums’ ∞−∞ and −∞ +∞, defined differently throughout
literature. For a ∈ R put
a +∞ = ∞+ a = ∞ for a ∈ (−∞,∞] and a −∞ = −∞+ a = −∞ for
a ∈ [−∞,∞), a(±∞) = (±∞)a = ±∞ for a ∈ (0,∞], a(±∞) = (±∞)a =
∓∞ for a ∈ [−∞, 0), and 0(±∞) = (±∞)0 = 0,
Then get for every f, g ∈ L0(µ)
(j) ρ0(fg) = ρ0(f) · ρ0(g), in particular ρ0(a · f) = a · ρ0(f) for every
a ∈ R,
(jj) ρ0(f + g) = ρ0(f) + ρ0(g), if a ≤ f, g ∈ L
0(µ) for some a ∈ R,
(jjj) ρ0(f±) = (ρ0(f))
±, ρ0(f) = ρ0(f
+)− ρ0(f
−), and ρ0(|f |) = |ρ0(f)|,
(jv) |ρ0(f)| ∧ |ρ0(g)| = 0 and ρ0(f + g) = ρ0(f) + ρ0(g), if |f | ∧ |g| = 0.
Remark 4.2. (X,S,Σ, µ) a topological probability space with γ : Σ→ P(X)
strong.
(a) f ≤ γ0(f) for every lower semi continuous and f ≥ γ
0(f) for every upper
semi continuous function f : X → R.
(b) If γ satisfies the condition (O), it follows γ0(f) = γ
0(f) = f for every
continuous function f : X → R.
The following result extends Lemma 3.2 from [21]. Its proof runs in a
similar way.
Lemma 4.3. Let p = 0,∞, let be given probability spaces (X,Σ, µ), (Y, T, ν),
and (X × Y,Υ, υ), and let be given δ ∈ P(Y )T and ϕ ∈ P(X × Y )Υ both
satisfying (M). If for every E ∈ Υ there exists a NE ∈ Σ0 such that
δ([ϕ(E)]x) = [ϕ(E)]x for every x /∈ NE, it follows that for every f ∈ L
p(υ)
there exists a Nf ∈ Σ0 such that δp([ϕp(f)]x) = [ϕp(f)]x for every x /∈ Nf ;
Nf = ∅ for every f ∈ L
p(υ), if NE = ∅ for every E ∈ Υ.
For given completely regular Hausdorff topological space K, Cb(K) de-
notes its space of all bounded continuous real valued functions, B0(K)
its Baire σ-field, i.e. the σ-field generated by all h ∈ Cb(K), and write
M0(µ,K) := M(Σ,B0(K)) for the space of all Baire measurable func-
tions for given probability space (X,Σ, µ). Note M(µ,K) = M0(µ,K) for
metrizable K.
Let be given a complete probability space (X,Σ, µ) and a completely
regular Hausdorff topological spaceK. Write iK : K → βK for the canonical
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injection of K into βK, the Stone-Cech compactification of K and h ∈
Cb(βK) = C(βK) for the unique extension of h ∈ Cb(K) onto βK satisfying
h ◦ iK = h and defining a bijection h ∈ Cb(K)→ h ∈ C(βK).
If ρ ∈ Λ(µ), then every F ∈M0(µ,K) induces a map ρ
′(F ) ∈M(µ, βK),
for βK the Stone-Cech compactification of K, defined by
h ◦ ρ′(F ) = ρ∞(h ◦ F )(= ρ∞(h ◦ ik ◦ F ) = h ◦ ρ
′(iK ◦ F ))
for h ∈ Cb(K). This defining equation for ρ
′(F ) is very often shortened to
h ◦ ρ′(F ) = ρ∞(h ◦ F ) for h ∈ Cb(K), e.g. in [1], with the understanding,
that F is considered as a ’map of X into βK’ and h is identified with its
extension to C(βK), for simplicity.
Definitions 4.4. Let be given a complete probability space (X,Σ, µ) and
a completely regular Hausdorff topological space K.
(a) Any F ∈ M0(µ,K) is called lifting compact, if for every ρ ∈ Λ(µ)
there exists a N ∈ Σ0, such that ρ
′(F )(x) ∈ K for every x /∈ N , see [2].
(b) Any F ∈ M0(µ,K) is called strongly lifting compact, if F is lifting
compact and ρ′(F ) =µ F , see [1] p.213.
(c) A completely regular Hausdorff topological space T is called (strongly)
lifting compact, if for every complete probability space (X,Σ, µ), every
Baire measurable map F : X → T is (strongly) lifting compact.
Remark 4.5. Let be given a complete probability space (X,Σ, µ), a com-
pletely regular Hausdorff topological space T , and ρ ∈ Λ(µ).
(a) For F,G ∈M0(µ,K) it follows ρ
′(F ) = ρ′(G) from F =µ G.
(b) For G ∈ M0(µ,K) put G
• := {F ∈ M0(µ,K) : G =µ F} and get
NG := {x ∈ X : ρ
′(G)(x) /∈ K} ∈ Σ0 such that ρ
′(G)(x) ∈ K for every
x ∈ N cG.
We may choose x0 ∈ N
c
G. If F ∈ G
• define ρ(F )(x) := ρ′(F )(x) for every
x ∈ N cG and ρ(F )(x) := ρ
′(F )(x0) for every x ∈ NG.
It follows ρ(G)[X] ⊆ K for every G ∈M0(µ,K) and by (a) we get ρ(F ) =
ρ(G), i.e. ρ(F ) = ρ(G) for (strongly) lifting compact F,G ∈M0(µ,K) with
F =µ G. Clearly ρ(F ) =µ F for strongly lifting compact F ∈ M0(µ,K)
and ρ(F ) ∈M0(µ,K), the latter since ρ(F ) =µ ρ
′(F ) and since (X,Σ, µ) is
complete.
Note, that ρ′(F )(x) ∈ K implies ρ(F )(x) = ρ′(F )(x), if F ∈ M0(µ,K)
and x ∈ X.
(c) For compact K it follows ρ′(G)[X] ⊆ K for every G ∈ M0(µ,K), and
ρ = ρ′.
(d) For metrizable K it follows M0(µ,K) = M(µ,K).
(e) Every subspace of a compact metrizable space K is strongly lifting
compact and in this case Definition 4.4, (c)) coincides with that of D.L. Cohn
[4]. For more information about strongly lifting compact spaces, compare
[1] and [29].
(f) The compact metrizable K := R is strongly lifting compact, M0(µ,R) =
L0(µ), and ρ = ρ′ = ρ0.
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Proof. Since R is compact ρ = ρ′ follows by (c). Ad ρ′ = ρ0 consider the
strictly increasing homomorphism H : R→ K := [−1, 1] defined by
H(x) := ±1 for x = ±∞ and H(x) := x/(1 + |x|) for x ∈ R.
First get
(5) H ◦ ρ0(F ) = ρ∞(H ◦ F ) for F ∈ L
0(µ).
We have to distingush ρ′ (defined by h ◦ ρ′(F ) = ρ∞(h ◦ F ) for h ∈ Cb(R)
if F ∈ L0(µ)) from ρ′K , defined by g ◦ ρ
′
K(G) = ρ∞(g ◦ G) for g ∈ Cb(K) if
G ∈M0(µ,K). For idK ∈ Cb(K) the latter implies
(6) ρ′K(G) = ρ∞(G) for G ∈M
0(µ,K).
Since ρ′(F ) = h−1 ◦ ρ∞(h ◦F ), with (5) and (6) it follows ρ
′(F ) = ρ0(F ) for
F ∈ L0(µ).
(g) If, in addition, there is given a topology S over X making (X,S,Σ, µ)
a topological probability space and ρ ∈ ΛS(µ), it follows ρ(F ) = ρ
′(F ) = F
for every continuous F : X → K with K compact.
(h)Given for another complete probability space (Y, T, ν) an inverse measure-
preserving map f : X → Y , a ζ ∈ Λ(ν), and ρ ∈ f−1[ζ], for every
F ∈M0(ν,K) it follows F ◦ f ∈M0(µ,K) and ρ
′(F ◦ f) = ζ ′(F ) ◦ f and if
ζ(F )(y) = ζ ′(F )(y) ∈ K for y /∈ NF ∈ T0 and ζ(F )(y) = ζ
′(F )(y0) ∈ K for
some y0 /∈ NF define ρ for MF := f
−1[NF ] ∈ Σ0 and some x0 ∈M
c
F getting
ρ(F ◦ f) = ζ(F ) ◦ f . In particular, for F ∈ Lp(ν) get F ◦ f ∈ Lp(µ) and
ρp(F ◦ f) = ζp(F ) ◦ f , if p = 0,∞.
Lemma 4.6. Let be given a strongly lifting compact space K and complete
probability spaces (X,Σ, µ), (Y, T, ν), and (X × Y,Υ, υ) satisfying [C]. If
ρ ∈ Λ(ν) is a Y -marginal with respect to υ, there exists a ζ ∈ Λ(υ) such that
ρ′([ζ ′(F )]x) = [ζ
′(F )]x for every F ∈M0(υ,K) and x ∈ X.
Proof. First note, that [h ◦ f ]x = h ◦ (fx) for every h ∈ Cb(K), for every
f ∈M∞(υ,K), and x ∈ X.
By Lemmas 3.3 and 3.7, there exists a ζ ∈ Λ(υ) such that ρ([ζ(E)]x) =
[ζ(E)]x for every E ∈ Υ and x ∈ X. By Lemma 4.3 this implies [ζ∞(f)]x ∈
L∞(ν) and ρ∞([ζ∞(f)]x) = [ζ∞(f)]x for every f ∈ L
∞(υ) and x ∈ X.
In what follows let h ∈ Cb(K), F ∈M0(υ,K) and x ∈ X, then get
h ◦ [ζ ′(F )]x = [h ◦ ζ
′(F )]x = [ζ∞(h ◦ F )]x ∈ L
∞(ν), implying [ζ ′(F )]x ∈
M0(ν,K) for every x ∈ X (since B0(K) is generated by the h ∈ Cb(K)) and
h ◦ [ζ ′(F )]x = [h ◦ ζ
′(F )]x = [ζ∞(h ◦ F )]x = ρ∞([ζ∞(h ◦ F )]x)
= ρ∞(h ◦ [ζ
′(F )]x) = h ◦ ρ
′([ζ ′(F )]x)
for every h ∈ Cb(K), implying ρ
′([ζ ′(F )]x) = [ζ
′(F )]x. 
Definition 4.7. Let be given a completely regular Hausdorff space K and
complete probability spaces (X,Σ, µ), (Y, T, ν), and (X ×Y,Υ, υ) satisfying
[C].
For every family 〈Qx〉x∈X in K
Y , we write Q for the function in KX×Y
18
uniquely defined by 〈Qx〉x∈X via Q(x, y) := Qx(y) for x ∈ X and y ∈ Y .
(a) A family 〈Qx〉x∈X is called a stochastic process over (Y, T, ν) with
values in K, if Qx ∈M0(ν,K) for every x ∈ X.
(b) A family 〈Qx〉x∈X is called a bounded stochastic process over
(Y, T, ν), if 〈Qx〉x∈X is called a stochastic process over (Y, T, ν) with val-
ues in R, such that Qx ∈ L∞(ν) for every x ∈ X.
(c) A stochastic process 〈Qx〉x∈X over (Y, T, ν) with values in K is Υ-
measurable for a probability space (X × Y,Υ, υ), if Q ∈M0(υ,K).
(d) Stochastic processes 〈Qx〉x∈X and 〈Rx〉x∈X over (Y, T, ν) with values in
K are equivalent, if Qx =ν Rx for every x ∈ X. 〈Qx〉x∈X is then called a
modification of 〈Rx〉x∈X , and vice versa.
Theorem 4.8. For complete probability spaces (X,Σ, µ), (Y, T, ν), and
(X × Y,Υ, υ) satisfying [C], the following statements are all equivalent for
ρ ∈ Λ(ν).
(i) ρ is a Y -marginal with respect to υ.
(ii) 〈ρ∞(Qx)〉x∈X is Υ-measurable for every Υ-measurable bounded sto-
chastic process 〈Qx〉x∈X over (Y, T, ν).
(iii) 〈ρ0(Qx)〉x∈X is Υ-measurable for every Υ-measurable stochastic pro-
cess 〈Qx〉x∈X over (Y, T, ν) with values in R.
(iv) 〈ρ(Qx)〉x∈X is Υ-measurable for every Υ-measurable stochastic pro-
cess 〈Qx〉x∈X over (Y, T, ν) with values in a strongly lifting compact
space K.
In (iv) there exists a N ∈ Σ0, such that ρ(Qx) = ρ
′(Qx) for every x /∈ N .
〈ρ∞(Qx)〉x∈X , 〈ρ0(Qx)〉x∈X , and 〈ρ(Qx)〉x∈X are equivalent to 〈Qx〉x∈X in
(ii), (iii), and (iv), respectively.
Proof. Ad (i) =⇒ (iv) : Let 〈Qx〉x∈X be a measurable stochastic process
over (Y, T, ν) with values in K. By Lemma 4.6 there exists a ζ ∈ Λ(υ)
such that ρ′([ζ ′(F )]x) = [ζ
′(F )]x for every F ∈ M0(υ,K) and x ∈ X. By
ζ ′(Q) =υ Q, i.e. N := {ζ
′(Q) 6= Q} ∈ Υ0, by [C] there exists aM ∈ Σ0 such
that Nx ∈ T0 for every x /∈ M . Let x /∈ M and for y /∈ Nx and h ∈ Cb(K)
get (h ◦ [ζ ′(Q)]x)(y) = [h ◦ ζ
′(Q)]x(y) = [h ◦ Q]x(y) = (h ◦ Qx)(y), i.e.
h ◦ [ζ ′(Q)]x =ν h ◦Qx, implying h ◦ ρ
′([ζ ′(Q)]x) = ρ∞(h ◦ [ζ
′(Q)]x) = ρ∞(h ◦
Qx) = h ◦ ρ
′(Qx), i.e. h ◦ ρ
′([ζ ′(Q)]x) = h ◦ ρ
′(Qx) for every h ∈ Cb(K) and
together with Lemma 4.6 the latter implies [ζ ′(Q)]x = ρ
′([ζ ′(Q)]x) = ρ
′(Qx)
for every x /∈ M . Writing Px := ρ
′(Qx) = ρ
′(Qx) for x ∈ X, it follows
{P 6= ζ ′(Q)} ⊆ M × Y ∈ Υ0, i.e. P =υ ζ
′(Q) ∈ M0(υ,K), applying
completeness of (X × Y,Υ, υ). By Px = [ζ
′(Q)]x ∈ M0(ν,K), the latter
again by Lemma 4.6, we have Px ∈M0(ν,K) for every x /∈M .
Defining Rx := Px for x /∈ M and Rx := ρ(Qx) for x ∈ M again {R 6=
P} ⊆M ×Y ∈ Υ0 implies R ∈M0(υ,K) and Rx = ρ
′(Qx) for every x /∈M .
For x ∈M clearly Rx = ρ(Qx) ∈M0(ν,K) by definition and also Rx =ν Qx
and for x /∈ M since K is strongly lifting compact also Rx =ν Qx, i.e.
〈ρ(Rx)〉x∈X and 〈ρ(Qx)〉x∈X are equivalent.
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Ad (iv) ⇒ (iii) note, that the compact metrizable R is strongly lifting
compact and that ρ = ρ0 by Remark 4.5, (f). For the implication (iii)⇒ (ii)
note that ρ0|L
∞(ν) = ρ∞.
Ad (ii) =⇒ (i): For f ∈ L∞(υ) there exists a Nf ∈ Σ0 such that fx ∈
L∞(ν) for every x /∈ Nf . Put Qx := fx for x /∈ Nf and Qx := 0 otherwise.
It follows Q =υ f . This implies that 〈Qx〉x∈X is a Υ-measurable real-valued
process in L∞(ν) and by assumption 〈ρ∞(Qx)〉x∈X is a Υ measurable pro-
cess, i.e. (ρ∞)•(Q) ∈ L
∞(υ), since Rx := ρ∞(Qx) = ρ∞(Qx) = [(ρ∞)•(Q)]x
for x ∈ X, i.e. R = (ρ∞)•(Q).
By ρ∞(Qx) = ρ∞(fx) for x /∈ Nf we get [(ρ∞)•(f)]x = ρ∞(fx) =
ρ∞(Qx) = [(ρ∞)•(Q]x for x /∈ Nf implying (ρ∞)•(f) =υ (ρ∞)•(Q) = R ∈
L∞(υ). By completeness of (X×Y,Υ, υ) this implies (ρ∞)•(f) ∈ L
∞(υ) for
every f ∈ L∞(υ).
But the latter for f = χE with E ∈ Υ yields (ρ∞)•(χE) = χρ•(E) ∈ L
∞(υ)
or ρ•(E) ∈ Υ for any E ∈ Υ; hence applying Lemma 3.3 we get that ρ is a
Y -marginal with respect to υ. 
Corollary 4.9. Let (X,S, Σ, µ), (Y,T, T, ν) be complete topological proba-
bility spaces with supp(ν) = Y , and let (X × Y,S × T,Υ, υ) be a complete
topological probability space satisfying [P0], [C], and [S]. For ρ ∈ Λ(ν) the
following statements are all equivalent.
(i) ρ ∈ Λ(ν) is a strong Y -marginal with respect to υ.
(ii) 〈ρ∞(Qx)〉x∈X is Υ-measurable for every Υ-measurable bounded sto-
chastic process 〈Qx〉x∈X over (Y, T, ν) and Qx ∈ Cl(Y )∩ l∞(X) for
(some) x ∈ X implies Qx ≤ ρ∞(Qx).
(iii) 〈ρ0(Qx)〉x∈X is Υ-measurable for every Υ-measurable stochastic pro-
cess 〈Qx〉x∈X over (Y, T, ν) with values in R and Qx ∈ Cl(Y ) for
(some) x ∈ X implies Qx ≤ ρ0(Qx).
(iv) 〈ρ∞(Qx)〉x∈X is Υ-measurable for every Υ-measurable bounded sto-
chastic process 〈Qx〉x∈X over (Y, T, ν) and Qx ∈ Cb(Y ) for (some)
x ∈ X implies ρ∞(Qx) = Qx.
(v) 〈ρ0(Qx)〉x∈X is Υ-measurable for every Υ-measurable stochastic pro-
cess 〈Qx〉x∈X over (Y, T, ν) with values in R and Qx ∈ C(Y ) for
(some) x ∈ X implies ρ0(Qx) = Qx.
(vi) 〈ρ(Qx)〉x∈X is Υ-measurable for every Υ-measurable stochastic pro-
cess 〈Qx〉x∈X over (Y, T, ν) with values in a strongly lifting com-
pact space K equivalent to 〈Qx〉x∈X and Qx continuous implies
ρ(Qx) = ρ
′(Qx) = Qx.
Statement (i) implies all other ones and (i) is equivalent to each of (ii),
(iii), (jj), and (jjj), if (jj) and (jjj) result from (ii) and (iii) by replacing
’Cl(Y )’ by ’Cu(Y )’ and ’Qx ≤ ρ∞(Qx)’ by ’Qx ≥ ρ∞(Qx)’ in (ii) and
’Qx ≤ ρ0(Qx)’ by ’Qx ≥ ρ0(Qx)’ in (iii). For uniformizable Y all above
statements are equivalent.
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Proof. (i) implies all other statements by Theorem 4.8, Remark 4.2, and
Remark 4.5,(g).
For the converse implications, note that clearly (vi) ⇒ (v) ⇒ (iv) and
(iii) ⇒ (ii). So we left to show the implications (iii) ⇒ (i) and (iv) ⇒ (i).
By Theorem 4.8 each of the statements (iii) and (iv) implies (i) except of ρ
being S-strong. For this reason we left to show (i) if (iii) or (iv) holds true.
For this reason for H ∈ T we consider the (constant) stochastic process
〈Qx〉x∈X defined by Qx := [χX×H ]x = χH for x ∈ X. By (iii) we get
χH = Qx ≤ ρ∞(Qx) = ρ∞(χH) = χρ(H), implying H ⊆ ρ(H) for every
H ∈ T, i.e. ρ is strong.
If (iv) holds and Y is uniformizable (, i.e. it is Hausdorff and 312 , see
[27] 6.2.1), note χH = supH for H := {h : 0 ≤ h ∈ Cl(Y )} by [27] 6.3.4.
For h ∈ H we consider the (constant) stochastic process 〈Qx〉x∈X defined by
Qx := h. By (iv) we get h = ρ∞(h) ≤ ρ∞(χH) for every h ∈ H, consequently
χH ≤ ρ∞(χH) = χρ(H), implying again H ⊆ ρ(H), i.e. ρ is strong. 
Corollary 4.10. For given complete probability spaces (X,Σ, µ) and (Y, T, ν)
we get for every ρ ∈ Λ(ν) the following statements.
(i) 〈ρ∞(Qx)〉x∈X is Σ ⊗N T -measurable for every Σ ⊗N T -measurable
bounded stochastic process 〈Qx〉x∈X over (Y, T, ν) and it is equiva-
lent to 〈Qx〉x∈X .
(ii) 〈ρ(Qx)〉x∈X is Σ ⊗N T -measurable for every Σ ⊗N T -measurable
stochastic process 〈Qx〉x∈X over (Y, T, ν) with values in a strongly
lifting compact space K and it is equivalent with 〈Qx〉x∈X .
If we choose ρ ∈ AGΛ(ν) 6= ∅ (see Example 3.6) in (i) and (ii) we
can replace above ’Σ ⊗N T ’ by ’Σ⊗̂T ’ throughout.
Proof. We apply Theorem 4.8 for the complete probability space (X ×
Y,Υ, υ) := (X × Y,Σ ⊗N T, µ ⊗N ν) satisfying [C]. By Proposition 3.8 ρ is
a Y -marginal with respect to µ⊗N ν.
Every ρ ∈ AGΛ(ν) is a Y -marginal with respect to Σ⊗̂T by definition,
see Example 3.6, and again apply Theorem 4.8. 
Remark 4.11. Under [CH] D.L. Cohn [4] considers topological probability
spaces (X,S, Σ, µ) and (Y,T, T, ν) with (Y, T, ν) complete, X a Borel subset
of R, µ a regular Borel measure, ν the completion of a regular Borel measure.
It can easily be seen, that every regular Borel probability measure µ
on a Hausdorff topological space (see D.L. Cohn [5] p.189/190 for definition)
is τ -additive and also its completed measure.
In this situation D.L. Cohn exhibits a Σ⊗̂T -measurable stochastic process
〈Qx〉x∈X with values in the compact metrizable space K := [−∞,∞] (i.e.
Qx ∈ L
0(ν)) and a δ ∈ ΛT(ν) such that 〈δ0(Qx)〉x∈X is notΣ⊗̂T -measurable.
D.L. Cohn’s process is on the basis of an example of R.M. Dudley [6] in such a
manner that the function Q defined by Q(x, y) := δ0(Qx)(y) for (x, y) ∈ X×
Y is just the non (Σ̂⊗̂T )M-measurable function (consequently not (Σ⊗̂T )M-
measurable function), where M denotes the system of all Bledsoe Morse
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nilsets (not only Σ⊗̂T -measurable function) constructed by R.M. Dudley,
see [6], 5813. Since M = N2 by Remark 1.5, it follows that 〈δ0(Qx)〉x∈X
is not even Σ ⊗N2 T -measurable, but according to Corollary 4.10 it can be
chosen Σ ⊗N T -measurable, i.e. the worst case happens here.
Note to the contrary, that there always exists a δ ∈ Aϑ(ν)∪AGΛ(ν) (see
Example 3.6) being a Y -marginal with respect to µ⊗̂ν and for these we can
apply Corollary 4.10 too. Clearly these δ are Y -marginals with respect to
µ⊗N2 ν.
In particular this witnesses, that the ρ ∈ Λ(µ) applied by D.L. Cohn (and
due to Fremlin/Mokobodzki [10]) is not in AGΛ(ν) nor in Aϑ(ν).
Concerning Corollary 4.9 let us mention first, that there are compact
Radon probability spaces without strong lifting (see [14], 439S) and even
when for such spaces (X,S,Σ, µ) and (Y,T, T, ν) there exist strong lift-
ings it may happen, that for their ordinary product (X × Y,Σ⊗̂T, µ⊗̂ν)
there exists no strong Y -marginal with respect to µ⊗̂ν, e.g. we can take
(X,S,Σ, µ) = (Y,T, T, ν) the hyperstonian space of the Lebesgue probabil-
ity space over [0, 1] by [25] Theorem 5.1, where its unique canonical strong
lifting σ is no Y -marginal with respect to ν⊗̂ν. Note that ZT(ν) = {σ} for
Z = C,O,Π, F, ϑ,Λ, which means that in classes ZT(ν) for Z = C,O,Π, F, ϑ
providing less structure we don’t find strong Y -marginals with respect to
ν⊗̂ν.
The above raises also the question, whether in this case σ is a Y -marginal
with respect to ν ⊗N2 ν ? Fortunately we know, that the canonical strong
lifting σ of the above hyperstonian space is a Y -marginal with respect to
ν ⊗N ν by Proposition 3.8. This means in this situation, that in Corollary
4.9 we can take Υ = Σ ⊗N T , if we want regularization respecting (semi)
continuous functions.
Remark 4.12. The above results apply Boolean liftings which are constructed
by an application of the axiom of choice. We may therefore ask for results
not using this axiom. Along these lines, it is well known, that densities can
be obtained as Possel derivatives using Vitali derivation bases without the
axiom of choice, see e.g. [30], p.1146. Let us state the following result suffi-
cient for stochastic processes mostly used in applications, i.e. for extended
real-valued stochastic processes generalizing Theorem 5.2⊥ from [24].
(a) For complete probability spaces (X,Σ, µ), (Y, T, ν), and (X × Y,Υ, υ)
satisfying [C] and δ ∈ ϑ(ν) (the proof works even for δ ∈M(ν) ∩O(ν)) the
following statements are all equivalent.
(i) δ is a Y -marginal with respect to υ.
(ii) 〈δ∞(Qx)〉x∈X is Υ-measurable for every Υ-measurable bounded sto-
chastic process 〈Qx〉x∈X over (Y, T, ν).
(iii) 〈δ0(Qx)〉x∈X is Υ-measurable for every Υ-measurable stochastic pro-
cess 〈Qx〉x∈X over (Y, T, ν) with values in R.
In (ii) we may replace ’δ∞’ by ’δ
∞’ and in (iii) ’δ0’ by ’δ
0’.
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The proof of this result is by obvious changes in the proof of Theorem
4.8.
(b) Let p = 0,∞. As to be expected, for δ ∈ ϑ(ν) the arithmetical rules for
δp and δ
p are less effective as for ρ ∈ Λ(ν) above, i.e. we have only
δp ≤ δ
p, δ∞(f), δ
∞(f) ∈ L∞(µ) and ‖δ0(f)‖∞ = ‖δ
0(f)‖∞ ≤ ‖f‖∞ :=
supx∈X |f(x)| for every f ∈ L
∞(µ).
δp and δ
p satisfy (l1), (l2), (e).
For f, g ∈ Lp(µ) get δp(af) = aδp(f) and δ
p(af) = aδp(f) for 0 ≤ a ∈ R,
δp(f) ∧ δp(g) = δp(f ∧ g), and δ
p(f) ∨ δp(g) = δp(f ∨ g) for f, g ∈ Lp(µ).
For −∞ < a ≤ f, g ∈ L0(µ), a ∈ R get δp(f)δp(g) ≤ δp(fg) ≤ δp(fg) ≤
δp(f)δp(g) and δp(f) + δp(g) ≤ δp(f + g) ≤ δ
p(f + g) ≤ δp(f) + δp(g).
(c) If, in addition, there is given a topolgy T over Y such that (Y,T, T, ν) is
a topological probability space with supp(ν) = X and a strong δ, it follows
Qx ≤ δp(Qx), δ
p(Qx) ≤ Qx, and δp(Qx) = δ
p(Qx) = Qx for lower semi-
continuous, upper semi-continuous, and continuous Qx, x ∈ X, for p = ∞
in (ii) and p = 0 in (iii). Concerning the existence of strong marginals with
respect to densities we have the same situation as for liftings discussed in
Remark 4.11.
Remark 4.13. (Compare [24] Theorem 5.5 and Corollary 5.6) Given complete
probability spaces (X,Σ, µ) and (Y, T, ν), call f : X × Y → R separately
measurable, if fx ∈ L
0(ν) for µ-a.e. x ∈ X and f y ∈ L0(µ) for ν-a.e.
y ∈ Y . For the definition of stable sets of measurable functions compare
[32] 9-1-1. Call a stochastic process 〈Qx〉x∈X separately measurable, if Q is.
Call it stable, if 〈Qx〉x∈X is.
It follows by Theorem 4.8 and [24] Proposition 5.4, that the following
statements are all equivalent for ρ ∈ Λ(ν).
(i) ρ is a Y -marginal with respect to µ⊗̂ν.
(ii) 〈ρ∞(Qx)〉x∈X is Σ⊗̂T -measurable for every separately measurable
and stable bounded stochastic process 〈Qx〉x∈X over (Y, T, ν).
(iii) 〈ρ0(Qx)〉x∈X is Υ-measurable for every separately measurable and
stable stochastic process 〈Qx〉x∈X over (Y, T, ν) with values in R.
(iv) 〈ρ∞(fx)〉x∈X is Σ⊗̂T -measurable for every separately measurable
function f : X × Y → R with {fx : x ∈ X} ⊆ L∞(ν) stable.
(v) 〈ρ0(fx)〉x∈X is Σ⊗̂T -measurable for every separately measurable
function f : X × Y → R with {fx : x ∈ X} stable.
5. Strong marginals and products
Given sets X,Y for X ⊆ P(X) put Z(X ) := {A × Y : A ∈ X} and for
Y ⊆ P(Y ) write Z(Y) := {X ×B : B ∈ Y}.
Proposition 5.1. Let be given complete probability spaces (X,Σ, µ), (Y, T, ν),
and (X × Y,Υ, υ).
(a) If Z(T ) ⊆ Υ for given ζ ∈ P(X × Y )Υ for B ∈ T define
δ(B) := {y ∈ Y : [ζ(X ×B)]y =µ X} = {y ∈ Y : µ([ζ(X ×B)]
y) = 1}.
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(i) For Υ0 ⊆ Σ0 ⋊ T0 it follows condition (L1) for δ if ζ(E) =υ E
for every E ∈ Z(T ).
(ii) For Z(T0) ⊆ Υ0 it follows condition (L2) for δ from (L2) for
ζ.
(iii) δ satisfies condition (Z), if ζ does for Z =M,V,O,Π, F, C, ϑ,Λ.
(iv) Let be given topologies S ⊆ Σ and T ⊆ T over X and Y ,
respectively, such that S × T ⊆ Υ. Then δ is T-strong if ζ is
S× T-strong.
(v) If Z(T0) ⊆ Υ0 ⊆ Σ0 ⋊ T0 and there are given topologies S,
T, and S × T over X, Y , and X × Y contained in Σ, T ,
and Υ, respectively, then ZS×T(υ) 6= ∅ implies ZT(ν) 6= ∅ for
Z = P,M, V,O,Π, F, C, ϑ,Λ.
(b) If (X × Y,Υ, υ) satisfies [P ] and there are given topologies S, T,
and S × T over X, Y , and X × Y contained in Σ, T , and Υ,
respectively, then ZS×T(υ) 6= ∅ implies ZS(µ), ZT(ν) 6= ∅ for Z =
P,M, V,O,Π, F, C, ϑ,Λ.
Proof. Ad (i) : If ζ ∈ P(X × Y )Υ satisfies (L1) we have ζ ∈ ΥΥ by
completeness of (X × Y,Υ, υ). By ζ(X × B) =υ X × B for B ∈ T we get
by Υ0 ⊆ Σ0 ⋊ T0 a MB ∈ T0 such that [ζ(X × B)]y =µ [X × B]y for every
y /∈ MB , implying [ζ(X × B)]
y∆B ⊆ MB and by completeness of (Y, T, ν)
it follows δ(B) =ν B and by B ∈ T also δ(B) ∈ T , i.e. δ satisfies (L1).
It is now routine to verify (ii) to (v).
(b) holds since [P ] implies Z(Σ),Z(T ) ⊆ Σ⊗T and Υ0 ⊆ Σ0⋉T0∩Σ0⋊T0
because υ(E) =
∫
ν(Ex)µ(dx) =
∫
µ(Ey)ν(dy) for E ∈ Σ ⊗ T . 
Example 5.2. Let (X,S, Σ, µ) be a compact Radon probability space with
supp(µ) = X and ΛS(µ) = ∅ (see [14] 439S) and let (Y,T, T, ν) be the
Lebesgue probability space over [0, 1] satisfying AGΛs(ν) 6= ∅ by Example
3.6, consequently there exists a strong Y -marginal with respect to β̂ by
Example 3.6, if we take their Radon product (X ×Y,S×T, B̂(S×T), β̂ :=
β̂(S× T)).
Assume, if possible ΛS×T(β̂) 6= ∅. This implies ΛS(µ) 6= ∅, a contradic-
tion, i.e. ΛS×T(β̂) = ∅.
Lemma 5.3. Given complete probability spaces (X,Σ, µ) and (Y, T, ν) to-
gether with γ ∈ ϑ(µ) and δ ∈ ϑ(ν) and a probability space (X × Y,Υ, υ)
satisfying [P ] and τγ × τδ ⊆ Υ, put θ := θτγ×τδ,υ ∈ (τγ × τδ)
Υ.
(i) [θ(E)]x ⊆ δ([θ(E)]x) and [θ(E)]
y ⊆ γ([θ(E)]y) for every E ∈ Υ,
x ∈ X, and y ∈ Y .
(ii) θtγ×tδ ,υ = θ and M
∗
tγ×tδ
(υ) =M∗τγ×τδ (υ).
(iii) If γ ∈ Λ(µ), δ ∈ Λ(ν), and ζ ∈ P(X × Y )Υ satisfies (ϑ) and θ ≤ ζ,
it follows ζ ∈ γ ⊗ δ.
Proof. Assertion (i) is immediate by definition of θ.
Ad (ii) : tγ × tδ ⊆ τγ × τδ implies θtγ×tδ,υ ≤ θ. For E ∈ Υ, A ∈ τγ ,
and B ∈ τδ with A × B ⊆υ E follows A × B ⊆ γ(A) × δ(B) and by [P ]
24
A×B =υ γ(A)× δ(B), implying γ(A)× δ(B) ⊆υ E and then γ(A)× δ(B) ⊆
θtγ×tδ,υ(E). This implies θ(E) ⊆ θtγ×tδ,υ(E).
Note that for ψ ∈M∗(υ) we have ψ ∈M∗tγ×tδ(υ) if and only if ψ ≥ θtγ×tδ,υ
and ψ ∈M∗τγ×τδ (υ) if and only if ψ ≥ θ. Now apply condition θ = θtγ×tδ ,υ.
Ad (iii) : By (ii) and [P ] we get for A ∈ Σ and B ∈ T that
γ(A)× δ(B) ⊆ θtγ×tδ (γ(A)× δ(B)) = θtγ×tδ(A×B) = θ(A×B) ⊆ ζ(A×B)
and this implies (γ(A) × Y )c ⊆ ζ(Ac × Y ) ⊆ [ζ(A × Y )]c, i.e. ζ(A × Y ) ⊆
γ(A)× Y and in the same way ζ(X ×B) ⊆ X × δ(B) and with (ϑ) for ζ we
find
ζ(A×B) = ζ((A× Y ) ∩ (X ×B)) = ζ(A× Y ) ∩ ζ(X ×B)
⊆ (γ(A)× Y ) ∩ (X × δ(B)) = γ(A)× δ(B),
therefore ζ(A×B) = γ(A)× δ(B). 
By Proposition 5.1, (b), only the existence of strong liftings in both co-
ordinates is necessary for the existence of strong lifting in the product, if
the probability measure in the product space extends the ’ordinary’ prod-
uct probability measure. According to Example 5.2 the existence of a strong
marginal in only one coordinate will not suffice for the conclusion of a strong
lifting in the product. Crucially for the proof of the next Theorem is the
application of the theta-operation θ in order to start a transfinite induction
(carried through in the form of Zorn’s Lemma). For this reason such a proof
was impossible by the methods developed in [25].
Theorem 5.4. Let (X,Σ, µ), (Y, T, ν) be complete probability spaces, γ ∈
Λ(µ), δ ∈ Λ(ν), and let (X × Y,Υ, υ) be a complete probability space satis-
fying [P0], [C], [S], Bγ,δ ⊆ Υ, and υ|Bγ,δ = βγ,δ. If δ is a Y -marginal with
respect to υ, there exists a ζ0 ∈ Λ(υ) such that
(i) [ζ0(E)]x = δ ([ζ0(E)]x) for all E ∈ Υ and x ∈ X,
(ii) θ := θτγ×τδ,υ = θtγ×tδ,υ ≤ ζ0,
(iii) ζ0 ∈ γ ⊗ δ,
(iv) ζ0 is τγ × τδ-strong.
Proof. By Remark 1.7 Conditions [P0] and [S] imply [P ] for (X×Y,Υ, υ).
Assume first that the probability space (X,Σ, µ) is purely atomic. We
then may assume that X =
⋃
n∈N{xn} with each point xn being of positive
µ-measure. Define ζ0 ∈ Λ(υ) by means of ζ0(E) :=
⋃
n∈N{xn} × δ(Exn) for
all E ∈ Υ. The lifting γ ∈ Λ(µ) with γ({xn}) := {xn} for all n ∈ N is the
unique lifting on the family of all subsets of X, and τγ = P(X). Clearly
ζ0 ∈ Λ(υ) ∩ (γ ⊗ δ) satisfies all the above conditions (i) to (iv).
For this reason, we may and do assume for the rest of the proof that the
space (X,Σ, µ) is non-atomic.
We define the set H of all ζ ∈ P(X × Y )Υ such that
(a) ζ satisfies (L2), (E), (N), (ϑ);
(b) ∀E ∈ Υ (ζ(E) ⊆υ E);
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(c) ∀ x ∈ X ∀E ∈ Υ ([ζ(E)]x ∈ T and [ζ(E)]x ⊆ δ([ζ(E)]x));
(d) θ ≤ ζ.
First let us note, that Lemmas 1.10 and 5.3 yield θ ∈ H, consequently
H 6= ∅. We consider H under the partial order ≤, defined for ζ, ζ˜ ∈ H by
ζ ≤ ζ˜, if ζ(E) ⊆ ζ˜(E) for each E ∈ Υ.
Claim 1. There exists a maximal element in H.
Proof. In view of Zorn’s Lemma it will suffice to show, that each chain
〈ζα〉α∈A ⊆ H has a dominating element in H. Such an element ζ is given
for each E ∈ Υ by ζ(E) :=
⋃
α∈A ζα(E). Clearly ζ satisfies (a) and (d).
Since [ζ(E)]x =
⋃
α∈A[ζα(E)]x and [ζα(E)]x ⊆ δ([ζα(E)]x) for all α ∈ A,
all x ∈ X, and all E ∈ Υ, it follows from [30], Theorem 3.9, that [ζ(E)]x ∈ T
and [ζ(E)]x ⊆ δ([ζ(E)]x), consequently
[ζ(E)]x =
⋃
α∈A
[ζα(E)]x ⊆
⋃
α∈A
δ([ζα(E)]x) ⊆ δ([ζ(E)]x),
implying (c) for ζ.
For proving (b), by [S] we may choose for every F ∈ Υ a set E ∈ Υ with
E =υ F and Ex ∈ T for every x ∈ X. Since ζ satisfies (L2), it is sufficient to
prove (b) for E instead of F . For each α ∈ A put NE,α := ζα(E) \ E ∈ Υ0.
We then get
(7) [ζα(E)]x \Ex = [NE,α]x ∈ T for all α ∈ A and all x ∈ X,
while by [C] for each α ∈ A there exists a null set ME,α ∈ Σ0 such that
[NE,α]x ∈ T0 for all x /∈ME,α.
By condition (7) we obtain for all x ∈ X and all α ∈ A that
δ([ζα(E)]x \Ex) = δ([NE,α]x) ∈ T,
implying, - in virtue of [30], Theorem 3.9 -, that⋃
α∈A
δ([ζα(E)]x \ Ex) =
⋃
α∈A
δ ([NE,α]x) ∈ T
and
ν(
⋃
α∈A
δ([ζα(E)]x \Ex)) = lim
α∈A
ν (δ([NE,α]x) ,
the latter since 〈δ([NE,α]x〉α∈A is an increasing family of open sets in τδ and
ν is τ -additive with respect to the topology τδ (see [22], Proposition 3.11).
Consequently, there exists a sequence 〈αn〉n∈N in A such that⋃
α∈A
δ([NE,α]x) =
⋃
n∈N
δ([NE,αn ]x) a.e.(ν).
This implies the existence of a set ME :=
⋃
n∈NME,αn ∈ Σ0 such that⋃
α∈A δ([NE,α]x) ∈ T0 for all x /∈ME .
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From the latter together with condition (7) we obtain together with the
completeness of (Y, T, ν) that⋃
α∈A
δ ([ζα(E)]x \ Ex) ∈ T0 for all x /∈ME .
But then
⋃
α∈A δ([ζα(E)]x) \ Ex ∈ T0 for all x /∈ ME, since for all x /∈ ME
we get⋃
α∈A δ ([ζα(E)]x \Ex) =
⋃
α∈A δ([ζα(E)]x)∩δ(E
c
x) =ν
⋃
α∈A δ([ζα(E)]x)\
Ex.
So taking into account the inclusion
⋃
α∈A[ζα(E)]x ⊆
⋃
α∈A δ ([ζα(E)]x)
we infer that [ζ(E)]x \ Ex ∈ T0 for all x /∈ ME . Therefore we obtain (re-
member [ζ(E)]x ∈ T by [30], Theorem 3.9)
ζ(E) ∩ (M cE × Y ) = {(x, y) ∈M
c
E × Y : y ∈ [ζ(E)]x}
⊆ {(x, y) ∈M cE × Y : y ∈ δ ([ζ(E)]x)}
⊆ {(x, y) ∈M cE × Y : y ∈ δ(Ex)}
= δ•(E) ∩ (M
c
E × Y ),
implying ζ(E) ⊆υ δ•(E) =υ E, since δ is Y -marginal with respect to υ
(see Definition 3.4 and Lemma 3.3). But the latter yields ζ(E) \ E ⊆υ
δ•(E) \ E ∈ Υ0 (the latter again by Lemma 3.3). Therefore, completeness
of (X × Y,Υ, υ) implies ζ(E) \E ∈ Υ0, i.e. (b) holds true. 
In view of Claim 1 we can choose a maximal element ζ0 of H by Zorn’s
Lemma, satisfying (a), (b), (c), and (d). Since condition [P ] holds true for
(X ×Y,Υ, υ), the equality θ = θtγ×tδ ,υ follows by Lemma 5.3, (ii), implying
together with (d) assertion (ii). By the sama Lemma 5.3, (iii), assertion
(iii) follows by (ii), while assertion (iv) is immediate by (ii).
Claim 2. For every E ∈ Υ and x ∈ X
[ζ0(E)]x ∈ T and ν([ζ0(E)]x ∪ [ζ0(E
c)]x) = 1 .
Proof. Since ζ0 satisfies (c) we have [ζ0(E)]x ∈ T for every E ∈ Υ and
x ∈ X. Assume that there exist H ∈ Υ and x0 ∈ X such that [ζ0(H)]x0 ∪
[ζ0(H
c)]x0 6= Y a.e.(ν). Let W : = δ
(
([ζ0(H)]x0 ∪ [ζ0(H
c)]x0)
c
)
and let ζ̂ be
defined by means of
[ζ̂(E)]x :=
{
[ζ0(E)]x if x 6= x0
[ζ0(E)]x0 ∪ (W ∩ [ζ0(H ∪ E)]x0) if x = x0
for E ∈ Υ. It is clear, that ζ0(E) ⊆ ζ̂(E) for each E ∈ Υ; hence ζ̂ is τγ × τδ-
strong, and it is easy to check that ζ̂ possesses all the density properties
except of (L1). Consequently, applying Lemma 1.10, we get θ ≤ ζ̂, i.e. ζ̂
satisfies (d). Clearly [ζ̂ satisfies condition (c).
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To show that ζ̂ ∈ H, let us fix an arbitrary E ∈ Υ. We then infer that
ζ̂(E) ∩ ({x0}
c × Y ) =
⋃
x∈{x0}c
(
{x} × [ζ̂(E)]x
)
=
⋃
x∈{x0}c
({x} × [ζ0(E)]x)
= ζ0(E) ∩ ({x0}
c × Y ) ⊆υ E ∩ ({x0}
c × Y ).
By completeness of (X × Y,Υ, υ) the latter yields condition ζ̂(E) ⊆υ E,
i.e. condition (b) holds true for ζ̂. Consequently ζ̂ ∈ H. Since [ζ̂(Hc)]x0 =
[ζ0(H
c)]x0 ∪W 6= [ζ0(H
c)]x0 , we see that ζ̂ and ζ0 are different maps, con-
tradicting the maximality of ζ0 
Ad (i) : Again [ζ0(E)]x ∈ T for every E ∈ Υ and x ∈ X by (c). Let
E ∈ Υ and x ∈ X. Since by Claim 2 we have [ζ0(E)]x ∪ [ζ0(E
c)]x =ν Y , it
follows δ([ζ0(E)]x) ∪ δ([ζ0(E
c)]x) = Y , i.e.
(8) δ([ζ0(E
c)]x) = [δ([ζ0(E)]x)]
c for all E ∈ Υ and x ∈ X.
Define ζ˜ for each x ∈ X and E ∈ Υ by means of [ζ˜(E)]x := δ ([ζ0(E)]x).
Clearly ζ0 ≤ ζ˜, implying (d) for ζ˜ and the conditions (L2), (N), (E), and (ϑ)
for ζ0 immediately carry over to ζ˜ by definition of the latter. By (8) the map
ζ˜ satisfies (C). Since ζ0 ∈ H, we have ζ0(E) ⊆υ E implying by [C] that there
exists a null set ME ∈ Σ0 such that [ζ0(E)]x, Ex ∈ T and [ζ0(E)]x ⊆ν Ex for
all x /∈ME . Consequently, we get
ζ˜(E) ∩ (M cE × Y ) = {(x, y) ∈M
c
E × Y : y ∈ δ ([ζ0(E)]x)}
⊆ {(x, y) ∈M cE × Y : y ∈ δ(Ex)}
= δ•(E) ∩ (M
c
E × Y ),
implying ζ˜(E) ⊆υ δ•(E) and ζ˜(E) \ E ⊆υ δ•(E) \ E ∈ Υ0, the latter by
Lemma 3.3, since δ is a Y -marginal with respect to υ. By completeness
of (X × Y,Υ, υ) the latter yields ζ˜(E) ⊆υ E, i.e. condition (b) holds true
for ζ˜, while (c) is obvious by definition for ζ˜, consequently ζ˜ ∈ H and the
maximality of ζ0 implies ζ˜ = ζ0, i.e. (i) holds true.
By (b) for Ec instead of E ∈ Υ it follows with (C) for ζ0, that E \ζ0(E) =
ζ0(E
c) \Ec ∈ Υ0. But also ζ0(E) \E ∈ Υ0, implying E ⊆υ ζ0(E) ⊆υ E and
by completeness of (X × Y,Υ, υ) we obtain ζ0(E) ∈ Υ and ζ0(E) =υ E, i.e.
ζ0 satisfies the condition (L1), implying that ζ0 ∈ Λ(υ). 
Corollary 5.5. Let (X,S, Σ, µ), (Y,T, T, ν) be complete topological prob-
ability spaces with τ -additive probability measures µ, ν and supp(µ) = X,
supp(ν) = Y , γ ∈ ΛS(µ), δ ∈ ΛT(ν), and let (X × Y,Υ, υ) be a complete
probability space satisfying [P0], [C], [S], Bγ,δ ⊆ Υ, and υ|Bγ,δ = βγ,δ. It
follows that (X × Y,S × T,Υ, υ) is a complete topological probability space
with τ -additive probability measure υ, supp(υ) = X × Y , B(S) ⊗B(T) ⊆
B(S × T) ⊆ Bγ,δ ⊆ Υ, βγ,δ |B(S × T) = υ|B(S × T) = µ ⊗S×T ν. If, in
addition, δ is a Y -marginal with respect to υ, there exists a ζ ∈ ΛS×T(υ)
such that
(i) [ζ(E)]x = δ ([ζ(E)]x) for all E ∈ Υ and x ∈ X,
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(ii) θS×T,υ ≤ θτγ×τδ,υ = θtγ×tδ,υ ≤ ζ,
(iii) ζ ∈ γ ⊗ δ,
(iv) ζ is τγ × τδ-strong.
In particular, taking (X × Y,Υ, υ) := (X × Y,Σ ⊗N T, µ ⊗N ν) the above
holds true for arbitrary δ ∈ ΛT(ν), where
B(S)⊗B(T) ⊆ B(S × T) ⊆ B̂(S× T) ⊆ Σ ⊗N T.
Proof. γ ∈ ΛS(µ) and δ ∈ ΛT(ν) implies S ⊆ τγ and T ⊆ τδ, B(S) ⊗
B(T) ⊆ B(S × T) ⊆ Bγ,δ ⊆ Υ, and υ|B(S × T) = β(S × T) by [C]. By
Definition 1.8 β := β(S × T) is τ -additive and and supp(β) = X × Y and
this implies, that υ is τ -additive and supp(υ) = X × Y .
By Theorem 5.4 there exists a ζ ∈ Λ(υ)∩ γ⊗ δ with [ζ(E)]x = δ ([ζ(E)]x)
for all E ∈ Υ and x ∈ X, and θτγ×τδ,υ ≤ ζ. S × T ⊆ τγ × τδ implies
θS×T,υ ≤ θτγ×τδ,υ ≤ ζ. The latter implies that ζ is S × T− and τγ × τδ-
strong.
In case (X × Y,S×T,Υ, υ) := (X × Y,S×T, Σ ⊗N T, µ⊗N ν) note that
by Proposition 3.8 every δ ∈ ΛT(ν) is a Y -marginal with respect to µ⊗N ν.

Lemma 5.6. For a compact Radon probability space (X,S, Σ, µ) with Σ :=
B̂(S) and ΛS(µ) 6= ∅, and its hyperstonian space (Y,T, T, ν) there exists a
continuous inverse measure preserving surjection g : Y → X. If I :=(
B̂(T×T)
)
0
and J :=
(
B̂(T×S)
)
0
we consider Υ := B̂(T×S), υ := ν⊗Rµ,
Υ˜ := (idY × g)
−1[Υ], Υ := B̂(T× T) and υ := ν ⊗R ν.
(i) B(T× T) = (idY × g)
−1[B(T×S)], υ = υ ◦ (idY × g)
−1,
(idY × g)
−1[Υ] ⊆ Υ and Υ = σ(Υ˜ ∪ I).
(ii) The canonical strong lifting σ is a Y -marginal with respect to ν⊗Rν,
if there exists a X-marginal ρ ∈ ΛS(µ) with respect to ν ⊗R µ.
Proof. By [11] 4.11(c) the map g, defined as in [11], 2.17, is continuous
and inverse measure preserving and there exists an inverse measure preserv-
ing map h : X → Y such that g(h(x)) = x for every x ∈ X. The latter
equation implies the surjectivity of g.
Ad (i) : By [11] 4.11(c) for the canonical homomorphism pi : Σ → Σ/µ
and the closed-and-open set s(pi(K)) in Y corresponding to pi(K) ∈ Σ/µ
under the Stone isomorphism the map g is defined by saying that K ⊆ X
is compact (i.e. closed) and z ∈ s(pi(K)) then g(z) ∈ K. This implies
g−1[K] = s(pi(K)). Since the closed-and-open subsets of Y form a basis
for the topology T, for closed subset A in Y there exist compact Ki in X
for i ∈ I, such that A =
⋂
i∈I s(pi(Ki)) =
⋂
i∈I g
−1[Ki] = g
−1[
⋂
i∈I Ki] for
closed set
⋂
i∈I Ki in X, proving
(9) T = g−1[S].
The latter implies
(10) B(T× T) = (idY × g)
−1[B(T×S)].
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For E ⊆ Y ×X we have [(idY × g)
−1[E]]y = g
−1[Ey] for every y ∈ Y . For
E ∈ T ⊗Σ it follows
(ν ⊗ ν)
(
(idY × g)
−1[E]
)
=
∫
ν(g−1[Ey])ν(dy) =
∫
µ(Ey)ν(dy)
= (ν ⊗ µ)(E),
i.e.
(11) ν ⊗ µ = (ν ⊗ ν) ◦ (idY × g)
−1.
For E ∈ Υ there exists a set F ∈ B(T×S) such that E = F ν⊗Rµ−a.e..
Consequently, applying (11) we get
(ν⊗Rµ)(E) = (ν⊗µ)(F ) = (ν⊗ν)
(
(idY×g)
−1[F ]
)
= (ν⊗Rν)
(
(idY×g)
−1[E]
)
;
hence ν ⊗R µ = (ν ⊗R ν) ◦ (idY × g)
−1 or υ = υ ◦ (idY × g)
−1.
For F ∈ J there exists a set E ∈ (B(T×S))0 with F ⊆ E. We then get
(idY ×g)
−1[F ] ⊆ (idY ×g)
−1[E] and by (11) we obtain (ν⊗ν)(idY×g)
−1[E] =
(ν ⊗ µ)(E) = 0, implying (idY × g)
−1[F ] ∈ I; hence
(12) (idY × g)
−1[J ] ⊆ I.
The latter together with condition (10) yields
B(T× T) ⊆ Υ˜ := (idY × g)
−1[Υ] ⊆ Υ;
henceB(T×T)∪I ⊆ Υ˜∪I ⊆ Υ, implying Υ ⊆ σ(Υ˜∪I) ⊆ Υ or Υ = σ(Υ˜∪I).
Ad (ii) : For a X-marginal ρ ∈ ΛS(µ) with respect to ν ⊗R µ choose
δ ∈ g−1[ρ] with δ ∈ Λ(ν) according to Remark 3.9,(b).With δ ∈ g−1[ρ] we
have that
δ(g−1[G]) = g−1[ρ(G)] ⊇ g−1[G]
and by (9) this implies that δ is T-strong, i.e. δ = σ. By Proposition 3.10,
(iii), this implies, that σ is a Y -marginal with respect to ν ⊗R ν. 
Corollary 5.7. Let be given a compact Radon probability space (X,S, Σ, µ)
with Σ := B̂(S).
(i) AGΛs(µ) 6= ∅ implies that the canonical strong lifting σ of its
hyperstonian space is a Y -marginal with respect to ν ⊗Z ν and
ΛT×T(ν⊗Zν) ∩ (σ ⊗ σ) 6= ∅ For Z = N2, R.
(ii) The conclusion of (i) holds true for every non-atomic compact Radon
probability space (X,S, Σ, µ) with second countable (X,S) having
a countable basis {Bn : n ∈ N} such that µ(∂Bn) = 0 for every
n ∈ N (if (X,S) is regular, then it is metrizable and this condition
is satisfied, in particular for Polish spaces).
Proof. Ad (i) : By Example 3.6 the set of all strong admissibly generated
(Boolean) liftings AGΛs(µ) for µ is non-empty and every ρ ∈ AGΛs(µ) is a
Y -marginal with respect to ν ⊗R µ. By Lemma 5.6, (ii), this implies, that
the canonical strong lifting σ of its hyperstonian space (Y,T, T, ν) is a Y -
marginal with respect to ν⊗R ν. Since the complete topological probability
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space (Y × Y,T × T, B̂(T × T), ν ⊗R ν) satisfies [P0], [C], [S], and Bσ,σ ⊆
B̂(T×T) by Lemma 2.1, (i), and ν⊗R ν|Bσ,σ = βσ,σ it follows by Corollary
5.5 that ΛT×T(ν ⊗R ν) ∩ (σ ⊗ σ) 6= ∅.
Since I ⊆ N2 ⊆ N, the probability space (Y × Y, T ⊗N2 T, ν ⊗N2 ν)
satsisfies [P0] and [C], and σ is Y -marginal with respect to ν⊗R ν, it follows
by Lemma 3.5 that σ is Y -marginal with respect to ν ⊗N2 ν, and again
Corollary 5.5 implies ΛT×T(ν ⊗N2 ν) ∩ (σ ⊗ σ) 6= ∅.
(ii) is immediate from (i) by Example 3.6. 
Remarks 5.8. (a) In [20] it was seen, that under the continuum hypothesis
for the Radon product of the hyperstonian space (Y,T, T, ν) with itsself of
a non-atomic topological probability space with topology of weight ≤ c (the
cardinality of R), it follows ΛS×S(ν⊗Rν)∩(σ⊗σ) 6= ∅ by applying the result
of Mokobodzki/Fremlin [10] already applied by Cohn in [4] in a situation
where it turned out that such a lifting was not a Y -marginal with respect to
a probability measure generated by adjoining the two-sided nil sets to the
’usual product probability’, see Remark 4.11.
(b) In [25], Theorem 5.1, it has been proven that the canonical strong σ
lifting of the hyperstonian space (Y,T,Bc(Y ), ν) of the Lebesgue probability
space on [0, 1] is not a Y -marginal with respect to ν⊗̂ν. In the same paper
[25], Question 5.1, it was raised the question ”what is the situation in case of
Radon product of hyperstonian spaces. Corollary 5.7 answers to the positive
the above question in the case of hyperstonian spaces of non-atomic compact
Radon probability spaces (X,S, Σ, µ) with second countable topological
space (X,S) having a countable basis {Bn : n ∈ N} such that µ(∂Bn) = 0
for every n ∈ N (in particular this covers the case of Polish probability
spaces). But note, that σ is neither an admissible density nor an admissibly
generated lifting by Example 3.6. The same Corollary 5.7 answers to the
positive the part of Problem 457Z (a) from [14], concerning the strong lifting
problem for products of hyperstonian spaces at least in case of hyperstonian
spaces of Polish probability spaces.
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