Identifying epileptic seizures through analysis of the electroencephalography (EEG) signal becomes a standard method for the diagnosis of epilepsy. Manual seizure identification on EEG by trained neurologists is time-consuming, labor-intensive and error-prone, and a reliable automatic seizure/non-seizure classification method is needed. One of the challenges in automatic seizure/non-seizure classification is that seizure morphologies exhibit considerable variabilities. In order to capture essential seizure patterns, this paper leverages an attention mechanism and a bidirectional long short-term memory (BiLSTM) to exploit both spatial and temporal discriminating features and overcome seizure variabilities. The attention mechanism is to capture spatial features according to the contributions of different brain regions to seizures. The BiLSTM is to extract discriminating temporal features in the forward and the backward directions. Cross-validation experiments and cross-patient experiments over the noisy data of CHB-MIT are performed to evaluate our proposed approach. The obtained average sensitivity of 87.00%, specificity of 88.60% and precision of 88.63% in cross-validation experiments are higher than using the current state-of-the-art methods, and the standard deviations of our approach are lower. The evaluation results of cross-patient experiments indicate that, our approach has better performance compared with the current state-of-the-art methods and is more robust across patients.
Introduction
More than 50 million people in the world suffer from epilepsy [1] . Epilepsy is a central nervous system disorder, in which brain activity becomes abnormal, causing seizures or periods of unusual behaviors, sensations, and sometimes loss of awareness. An important technique to diagnose epilepsy is electroencephalography (EEG). An EEG signal records the electrical activities of the brain, and may reveal patterns of normal or abnormal brain electrical activities. In current clinical practices, EEG signals are collected from the brains by making use of either non-intrusive or implanted devices. The collected off-line EEG signals are then reviewed and analyzed by trained neurologists to identify characteristic patterns of the disease, such as pre-ictal spikes and seizures (A seizure is a sudden, uncontrolled electrical disturbance in the brain, which signifies epilepsy.), and to capture disease information, like seizure frequency, seizure type, etc. The obtained disease information is to provide supports for therapeutic decisions. This manual way of reviewing and analyzing is labor-intensive and error-prone, for it usually takes several hours for a well-trained expert to analyze one-day of recordings from one patient [2, 3, 4, 5, 6] .
These limitations have motivated researchers to develop automated techniques to recognize seizure. In this paper, we focus on developing an automatic approach to classifying seizure signal segments and non-seizure segments from off-line EEG signals for assisting neurologists to make diagnosis.
One of critical challenges in the seizure/non-seizure classification is that seizure morphologies exhibit considerable interpatient and intra-patient variabilities. Different machine learning methods and computational technologies have been applied to address this challenge. Seizure detection is often converted into a problem of seizure/non-seizure classification but more of a real-time flavor. Extensive studies have been coducted for constructing patient-specific detectors capable of detecting seizures [6, 7, 8, 9, 10, 11, 12, 13, 14, 15] . In early studies, hand-crafted features are usually used as characteristics of seizure manifestations in EEG. More recent studies focus on applying deep learning models to seizure detection [4, 13, 16, 17] . Most of these studies adopt interesting technologies to help extracting seizure features. For example, signal processing techniques are used to filer the data; certain modules need to be pretrained; multiple channels are utilized to extract spatial features, and temporal features are extracted by the sliding windows. However, to the best of our knowledge, the data over channels are processed in the same way; i.e., the channels are not differentiated. About extracting temporal features, most studies only work in the forward direction. In fact, for seizure/non-seizure classification, the EEG signals can potentially provide some additional information in the backward direction [13] . Different brain regions are likely to have different contributions to the seizure. The characteristics of EEG data for epilepsy at different brain regions are different. The features of EEG signals at a time point are correlated with the past data and the future data. Besides, though EEG signals are in general dynamic and non-linear, during a sufficiently small time period, the signal may be considered to be stationary. Based on the above three observations and inspired by an architecture in [18] , we design a new approach by using bidirectional long shortterm memory (BiLSTM) integrated with an attention mechanism. Firstly, we introduce an attention mechanism over EEG channels. Different weights are automatically assigned to signal channels at different brain regions according to how much they would affect the seizures. Secondly, the bidirectional long short-term memory technique is adopted to extract temporal features of EEG signals in both the forward and the backward directions. Thirdly, output sequences of the BiLSTM module are split into patches according to time steps. Each patch only contains data at one time step. All the patches are separately processed to extract features. With these three new ideas, we develop a novel approach for seizure/non-seizure classification in EEG signals. Cross-validation and cross-patient experiments are performed using the proposed approach. In the crossvalidation experiments, we obtain the average sensitivity, specificity and precision of 87.0%, 88.6% and 88.63%, respectively, and the corresponding standard deviations of 0.0363, 0.0463 and 0.0388, respectively. For the cross-patient experiments, the average sensitivity, specificity and precision of 83.72%, 84.06% and 85.36% are respectively achieved, and the standard deviations being 0.1349, 0.1379 and 0.1020, respectively. These results exceed the current state-of-the-art performances on the noisy data of CHB-MIT in [17] , [18] and [4] . The extensive experimental results show that the performance of the proposed new approach is promising and has high stability, with smaller variations compared to existing methods.
In brief, the main novelties of our paper include the following:
(1) An attention mechanism is utilized to capture spatial features of seizure for the first time. It distinguishes EEG signals from different brain regions and generates different attention weights for EEG data over different channels. The attention weights are explained by using EEG data segment examples.
(2) Bidirectional long short-term memory is combined with attention mechanism to extract temporal features. At each time step, the past spatially-weighted data and the future spatially-weighted data are analyzed.
(3) Experimental results on the noisy EEG data of CHB-MIT demonstrate that, the new approach can capture more robust seizure patterns than current state-of-the-art deep learning approaches, and overcome the inter-patient seizure variations better.
The rest of this paper is organized as follows. Section 2 describes related research work on automatic seizure/non-seizure classification. Section 3 presents our designed approach of BiL-STM with attention. In Section 4, evaluation of the proposed approach is performed in cross-validation and cross-patient experiments. Section 5 explains the attention mechanism and validates main modules in the proposed approach. Section 6 discusses the approach of BiLSTM with attention. Conclusions and future work are described in Section 7.
Related work
There is extensive research for seizure/non-seizure classification, which distinguishes seizure segments from non-seizure segments. Seizure detection, which is often of a real-time flavor, is often viewed as the seizure/non-seizure classification problem. The study of seizure detection can be divided into three categories. One category is using traditional machine learning methods [7, 8, 10, 11, 12, 19, 20, 21, 22, 23] . The second category is about signal processing methods and network techniques [6, 9, 15, 24] . And the third category is using deep learning methods [4, 13, 16, 17, 18, 25] .
Work based on machine learning methods
With traditional machine learning methods, many previous works focus on developing patient-specific seizure detection methods.
Shoeb and Guttag proposed a patient-specific seizure detection method by using the support vector machine (SVM) [7] . The method leverages filters to extract spectral features over each channel, and then concatenate the feature vectors according to a fixed time length. Then, train the SVM model with the obtained feature vectors as the input. The method achieved a sensitivity of 96%, a median detection delay of 3 seconds and a median false detection rate of 2 per 24 hour. The sensitivity result is often used as a benchmark for patient-specific seizure detection on the data set CHB-MIT. The authors observed that the identity of channels could help differentiate between the seizure and the non-seizure activity.
Amin and Kamboh [8] designed an algorithm RUSBoost to process imbalanced seizure/non-seizure data, and used RUSBoost and the decision tree classifier to conduct patient-specific experiments with the CHB-MIT data set. The method was fast in training and achieved good performance with seizure detection accuracy of 97% and false detection rate of 0.08 per hour.
Hunyadi et al. [10] presented seizure detection algorithm, which uses a nuclear norm regularization to convey spatial distribution information of ictal patterns. The algorithm extracted features from each channel, and then stacked them to analyze as one entity.
Truong et al. [12] proposed a automatic seizure detection method over intracranial electroencephalography (iEEG) data. First, supervised classifiers were used to select those channels that contribute the most to seizures. Features in the frequency and time domains were extracted, including spectral power and correlations between channel pairs. Then, Random Forest classifier was utilized for classification. This method has the stateof-the-art computational efficiency while maintaining the accuracy. In this method, selecting channels that contribute the most to seizures is to reduce the number of channels, thereby improving the computational efficiency.
The work in [7, 8, 10, 12] used data over multiple channels to extract spatial features. However, they did not apply different processing ways to the data with different channels.
Esbroeck et al. [11] proposed a multi-task learning framework to detect patient-specific seizure onset in the presence of intra-patient variability in seizure morphology. They considered distinguishing the windows of each seizure from nonseizure data as a separate task and treating the individualseizure discrimination as another task. Compared to the standard SVM, testing results of the CHB-MIT data set indicated that their approach performed better in most cases.
Kiranyaz et al. [26] presented a systematic approach for patient-specific classification of long-term EEG. In the approach, EEG data were processed through band-pass filtering, feature extraction, epileptic seizures aggregation and morphologic filtering. Results of the data processing were input into collective network of binary classifiers to classify signal from each channel. Then, initial classification results over each channel were further learned and weighted by a dedicated classifier which makes final classification decision of each EEG frame. Over the CHB-MIT data set, [26] achieved an average sensitivity of 89.01% and an average specificity of 94.71%. High number of classifiers increased computational complexity of the approach.
In the patient-specific case, the data have no variations caused by different subjects. The performances of the patientspecific seizure/non-seizure classifiers are better than 90%. However, the patient-specific classifiers have a limitation of poor generalizability.
In [19] , Fergus et al. presented a method for seizure detection across subjects based on traditional machine learning techniques, and obtained 88% in Sensitivity and 88% in Specificity over the CHB-MIT data set by selecting features in multiple brain regions. The method mainly consists of four steps, which are data filtering, feature extraction, feature selection and training classifiers. In cross-validation experiments, EEG signals in CHB-MIT were segmented according to a segment length 60 seconds, one seizure segment was truncated for each seizure, non-seizure segments were extracted from non-seizure EEG records as many as seizure segments. The produced experiment data consist of 171 seizure segments and 171 non-seizure segments. On the average, each seizure segment contains 40s seizure data. Additionally, after segmenting EEG signals [19] used a bandpass filter and second order butterworth filters to extract the EEG data in the bandwidth 0.5Hz-30Hz.
Work based on signal processing and network techniques
Based on signal processing techniques, Zandi et al. proposed a wavelet-based algorithm for real-time detection of epileptic seizures using scalp EEG [6] . In this algorithm, the EEG from each channel was decomposed by wavelet packet transform, and a patient-specific measure was developed by using wavelet coefficients to separate the seizure and non-seizure states. Utilizing the measure, a combined seizure index was derived for each epoch of every EEG channel. Appropriate channel alarms were generated by inspecting the combined seizure index.
Acharya et al. [24] presented a method for the automatic detection of normal, pre-ictal, and ictal conditions from EEG signals. Four entropy features, including approximate entropy, sample entropy, and two phase entropies, were extracted. The extracted features were input into the classifier to do classification. Over the EEG data set provided by University of Bonn, seven classifiers were fed with extracted entropies to show the effectiveness of the features.
Zhou et al. [15] proposed a seizure detection algorithm using lacunarity and Bayesian linear discriminant analysis (BLDA). In the algorithm, wavelet decomposition on EEGs was conducted with five scales, and the wavelet coefficients at scales 3, 4, and 5 were selected. Features including lacunarity and fluctuation index were extracted from the selected scales, and then they were fed to the BLDA for training and classification. Patient-specific experiments were performed on intracranial EEG data from the Epilepsy Center of the University Hospital of Freiburg. The obtained average sensitivity was 96.25%, with an average false detection rate of 0.13 per hour and a mean delay time of 13.8s. The obtained precision results for eleven patients were less than 50%.
By leveraging network technologies, Fan and Chou [9] utilized a complex network model to represent EEG signals, and integrated it with spectral graph theory to extract spatialtemporal synchronization patterns for detecting seizure onsets in real-time. The method was tested on 23 patients from the CHB-MIT data set. The resulting patient-specific sensitivity surpassed the benchmark methods.
Work based on deep learning methods
Recently, deep learning techniques have been developed rapidly and applied to solve the seizure/non-seizure classification problem.
Vidyaratne et al. [13] proposed a deep recurrent architecture by combining Cellular Neural Network and Bidirectional Recurrent Neural Network. The bidirectional recurrent neural network was deployed into each cell in the cellular neural network, and it was utilized to extract temporal features in the forward and the backward directions. Each cell interacts with its neighbor cells to extract local spatial-temporal features. The computed results in the cellular neural network were output into a multi-layered perceptron. In the perceptron, samples were classified based on a trained threshold. In order to satisfy the input requirements of cellular neural network, the authors proposed a mapping which organizes EEG signals into a 2D grid arrangement. Patient-specific experiments were conducted over the EEG data of five patients from the CHB-MIT data set. The obtained sensitivities were all 100% for the five patients. In their experiments, the raw EEG data were preprocessed using a bandpass filter between 3Hz and 30Hz in order to extract seizure activity data.
Golmohammadi et al. [16] explored seizure-detection performances of two neural networks over the data source of TUH EEG Corpus. Their experiment results showed that the convolutional long short-term memory (LSTM) network is better than the convolutional GRU network. And also the impacts of initialization methods and regularization methods over the performance were experimented. The two models in [16] did not utilize attention mechanism.
Hussein et al. [18] designed a deep neural network for seizure/non-seizure classification by using LSTM as a main module. The approach extracts temporal features by using LSTM. Evaluation was performed on the EEG data set provided by University of Bonn. Testing results mostly reached 100%. In [17] , Acharya et al. presented a 13-layers deep neural network for seizure/non-seizure classification by using convolutional neural network (CNN). Over the Bonn EEG data set, the obtained average sensitivity and specificity were 95% and 90%, respectively. For the experiments in [18] and [17] , the two approaches extracted seizure features from the data on one channel to conduct classification. Each record in the Bonn EEG data set is the data from only one channel.
In [4] , Thodoroff et al. designed a recurrent convolutional neural network to capture spectral, spatial and temporal patterns of seizures. The EEG signals were firstly transformed into images by using Polar Projection, cubic interpolation, and Fast Fourier transform. The image-based representation of EEG signals was to exploit the spatial locality in seizures. Created images were fed to the convolution neural network. The output vectors of the convolution neural network were organized to be sequences in chronological order. The sequences were then input into the bidirectional recurrent neural network to produce classified seizure/non-seizure results. Both patient-specific experiments and cross-patient experiments were performed. The patient-specific experiment results were similar to the results in [7] . And the cross-patient testing sensitivity was 85% on average. In the two kinds of experiments, the convolution neural network was pre-trained alone. And the transfer learning technology was utilized to overcome the problem of small amount of data in the patient-specific experiments. The proposed recurrent convolutional neural network in [4] is complicated.
Ansari et al. [25] aimed to automatically optimize feature selection for seizure detection. They utilized deep CNN to extract optimal features, and then fed the features to random forest to do classification. In evaluation experiments, EEG recordings of 26 and 22 neonates were taken as training data and testing data, respectively. A false alarm rate of 0.9 per hour and a sensitivity of 77% were achieved. The proposed method needed no predefined features, and surpassed three classic feature-based approaches.
Methods

Model design
EEG signal data is an important modality for the diagnosis of epilepsy. It is generally collected through placing electrodes on the scalp. Each electrode records brain activities in its located brain region. As different brain regions play different roles in the seizure procedure, the data collected at different brain regions record different characteristics of seizures. With the observations in [7] , differences between seizure data and non-seizure data are related to channels. To exploit the differences of signals from different brain regions, we will use an attention mechanism to assign different weights to data from different channels.
Brain activities are continuous, and EEG signals could be regarded as continuous records of brain activities when ignoring the sampling effects. The brain activity at a time point is correlated with past signal data, and could also be analyzed from future signal data. This two-directions analysis helps extract more seizure features. To leverage correlations from both directions, we perform BiLSTM for analyzing EEG sequence data.
EEG signal is dynamic and non-linear. Due to the dynamic nature, certain statistical characteristics of EEG signals change over time. However, the EEG signal segments have similar statistical temporal and spectral features for a sufficiently small time duration [18, 27] . After bidirectionally processing, the sequence is split into time-step patches. Each patch only contains data in a time step. The patches are further extracted features through full connection operations separately and concurrently.
Based on the above three ideas and inspired by [18] , we develop a new approach of BiLSTM with attention (shortly, attention BiLSTM) in order to classify seizure segments and nonseizure segments. Raw EEG signals are split into data segments according to a fixed time span. The split data segments are automatically weighted through an attention mechanism, i.e., for each segment, signal data from different channels are multiplied with different weights. The weights are achieved through a fully connected module and a non-linear function in training procedure. After adding weights, the data segments are fed to bidirectional LSTM module. The BiLSTM module extracts features in both forward and backward directions. For output sequences of BiLSTM, data at each time step are separately input into a full connection module. Then, the extracted features are averaged over all the time steps in order to achieve global features of a segment. Finally, the labels of data segments are calculated by a fully connected module with the Softmax function.
Model architecture and algorithm
Our model architecture consists of five modules, including attention layer, BiLSTM module, time-distributed fullyconnected layer, pooling layer and fully-connected layer with Softmax. The designed architecture is presented in Fig. 1 .
Attention layer
The attention layer, shown in Fig. 2 , is to generate attention weights for each channel and then executes an element-wise multiplication. The original data are input into a fully connected module with a nonlinear activation function. The outputs of the fully connected module are averaged over all the time steps. Then, the obtained average values are copied to be shared at all time steps. In this way, an attention weight matrix is achieved. Finally, the attention matrix is element-wisely multiplied with the original inputs. The attention layer is computed using the following equations:
Here, X 0 denotes an input tensor of size (n sm , n sp , n ch ). Symbols n sm , n sp , n ch represent the number of samples, the number of time steps, and the number of signal channels, respectively. Y 1 is a matrix of size (n ss , n ch ), n ss = n sm * n sp , W al a weight matrix of size (n ch , n ch ), a bias matrix B al of size (n ss , n ch ), and Y 2 with size (n ss , n ch ). A symbol σ (·) represents a non-linear function, like so f tmax(·) and sigmoid(·). Y 3 is a matrix of size (n sm , n sp , n ch ), Y 4 of size (n sm , n ch ), Y 5 of size (n sm , n sp , n ch ), and Y al an output matrix of attention layer with shape (n sm , n sp , n ch ). Functions f re 1 (·) and f re 2 (·) are to reshape a matrix, f av (·) is a function of computing averages along with the second axis of matrix, and f cy (·) is an copying operation to share the averages over all the time steps. The symbol means an element-wise multiplication between matrices. 
BiLSTM module
The BiLSTM module processes the input sequence separately according to the forward order and the backward order, and synthesize the forward outputs and the backward outputs [28, 29] . Its main procedure is presented in Fig. 3 . In either forward order or backward order, the sequence is computed in the same way as LSTM, in which the computation can be described by using Eqs. (7)−(12) according to [30] and [31] . The synthesizing operations can be concatenation or summation. Block input
Input gate
Here, X in t is an input matrix of size (n sm , n ch ) at the time step t, and Y bo t an output matrix of size (n sm , n f e 1 ) at the time step t, where n f e 1 is a dimensionality of extracted feature space. Matrices G ig t , G f g t , G og t , C t , and C t represent input gate state, forget gate state, output gate state, a block input, and cell state at the time step t, respectively. Input weights matrices W ce , W ig , W f g and W og are with shape (n ch , n f e 1 ). Recurrent weights matrices R ce , R ig , R f g , and R og are of size (n f e 1 , n f e 1 ). Bias matrices B ce , B ig , B f g , and B og are of size (n sm , n f e 1 ). ϕ(·), σ (·), and ψ(·) are non-linear activation functions. The symbol means element-wise multiplication.
For the output Y al in the attention layer, it is split into n sp components according to time steps, i.e., X 1 , X 2 , · · · , X n sp , with each one being a matrix of size (n sm , n ch ). These components form a sequence of X 1 X 2 · · · X n sp in a chronological orders. For the sequence X 1 X 2 · · · X n sp , the variable X in t in Eq. (7) has different values in the forward and the backward order. Its value at the time step t in the forward order is X t , and the value in the backward order is X n sp −t+1 . Based on Eqs. (7) 
Here, t = 1, · · · , n sp . Φ(·) means an operation, which has two options, i.e., concatenation and summation. Y blm represents the synthesized sequence of the forward output sequence and the backward output sequence, and Y blm (t) of size (n sm , n f e 2 ) means the t-th item in the sequence Y blm , i.e., the output of BiLSTM module at the time step t. n f e 2 is a dimensionality of output space of BiLSTM module.
Time-distributed fully-connected layer
The time-distributed fully-connected layer is to further extract features at each time step. It executes fully-connected operations separately and simultaneously for inputs at each time step. And the fully-connected operations use linear functions as activation functions. Time-distributed layer could help improve executing efficiency when processing signal data with high sampling frequency. At each time step, the computation procedure is described as follows:
Here, t = 1, 2, · · · , n sp . Matrix Y dl (t) of size (n sm , n f e 3 ), is the output at the time step t in time-distributed fully-connected layer, where n f e 3 is a dimensionality of extracted feature space in the time-distributed layer. W dl denotes a weight matrix of size (n f e 2 , n f e 3 ), B dl a bias matrix of size (n sm , n f e 3 ). All the time-step components {Y dl (t), t = 1, · · · , n sp } compose a matrix Y dl of size (n sm , n sp , n f e 3 ) as the output of the timedistributed fully-connected layer.
Pooling layer
The pooling layer in our architecture executes the average pooling operation in order to extract global features of each sample. The operation computes a mean value of the timestep data for each sample in the output matrix Y dl of timedistributed fully-connected layer, and outputs a matrix Y ap of size (n sm , n f e 3 ).
Fully connected layer and Softmax layer
Fully
Here, W f cl and B f cl denotes weights matrix of size (n f e 3 , n c ) and bias matrix of size (n sm , n c ), respectively. n c is the number of classes. Y f cl is an output matrix of size (n sm , n c ) in the fullyconnected layer. Function so f tmax(·) calculates probabilities about each sample belonging to each class. Y sl is an output of the Softmax layer. The pseudo-codes of the proposed seizure/non-seizure classification approach of BiLSTM with attention are shown in Algorithm 1. 
Evaluation
In this section, we evaluate the approach of BiLSTM with attention by performing cross-validation experiments and crosspatient experiments over the noisy scalp EEG data set of CHB-MIT. Our evaluation mainly adopts three standard metrics, including the sensitivity, the specificity and the precision. The cross-validation experiment is that, data from all the patients are randomly split into three mutually disjoint sets, i.e., training set, validation set and testing set. The training set and validation set are used to train a model, and the testing set is to assess the ability of the trained model. To reduce variability, ten rounds of cross-validation are performed for each seizure/non-seizure classification approach in our experiments. Then, average values and standard deviations over results in the ten rounds are calculated. The cross-patient experiment means that, one patient is selected as testing subject, and all the other patients as training and validation subjects. Data from the training and validation subjects are to train a model, and data from the testing subject are to test the trained model. In our cross-patient experiments, 23 patients in CHB-MIT are separately selected as test subject to assess the performance of our proposed approach, and then the overall performance over the 23 patients is analyzed.
Data
CHB-MIT data set
The data set CHB-MIT contains 686 EEG recordings from 23 patients of different ages ranging from 1.5 years to 22 years. The recordings include 198 seizures. The used sampling frequency is 256 Hz. Each recording contains a set of EEG signals with different channels. Most recordings are one hour long, and some are for two or four hours. The EEG recordings are grouped into 24 cases and stored in EDF data files. Each EDF file corresponds to an EEG recording. In each case, the signal data were recorded from a single patient. Case Chb21 was obtained 1.5 years after Case Chb01 from the same patient. Each data file contains data over 23 or more channels. There exist data files in which the data over some channels were missing. And some data files, for example, Chb12 27.edf, Chb12 28.edf and Chb12 29.edf, have different channel montages from other seizure files. In our experiments, we did not use the data in the above three EDF files.
Data segmentation
In order to extract effective seizure features, 17 common channels were selected, i.e., for each patient, the data of 17 common channels were used for seizure/non-seizure features extraction. The 17 common channels were P4-O2, FP2-F4, P7-O1, C4-P4, F7-T7, C3-P3, FP1-F7, F8-T8, FZ-CZ, CZ-PZ, F3-C3, T7-P7, P8-O2, FP1-F3, F4-C4, FP2-F8, and P3-O1, respectively. Each data record was split into data segments with the length of 23 seconds from the beginning to the end without overlapping. According to annotation files which mark the starting time and the ending time of each seizure, it could be determined whether a data segment contains a seizure or not. In our experiments, if a segment contained a seizure, it was considered as a seizure segment; otherwise, it was a non-seizure segment. In the seizure segments, the lengths of seizure data varied from 1s to 23s, with the average length being 16.9s. Among all seizure segments, the portion of the seizure signal less than 7s was 14.7%, the part containing more than 10s accounted for 76.1%, and the part containing more than 17s accounted for 59.8%.
As a result of the splitting, 665 seizure segments were obtained. The 665 seizure data segments were taken as a part of our experiment data. For evaluation over a balanced data, 665 non-seizure segments in each experiment were randomly selected from all the non-seizure segments.
Cross-validation seizure/non-seizure classification
The deep learning approach in [18] uses LSTM as a main module (shortly, LSTM approach) to detect seizures. The LSTM approach is evaluated through cross-validation experiments over the EEG data set from University of Bonn [32] , showing the state-of-the-art performance. We will compare our approach with the LSTM approach. And also our approach will be compared with a convolutional neural network approach (for short, CNN approach) in [17] . Since the data in Bonn EEG data set is strictly processed, and does not contain any artifacts, and is small in size, we choose to use the noisy CHB-MIT data set for the cross-validation experiments.
The LSTM approach [18] and the CNN approach [17] do not provide all the source codes. Thus, we implemented the two approaches according to their descriptions. The implemented LSTM approach and CNN approach were tested, and the testing results achieved the reported performances in [18] and [17] . Then based on the two implementations, we experimented with the CHB-MIT data set to compare them with our approach of attention BiLSTM.
In each cross-validation experiment, all the seizure segments were utilized as a part of experiment data, and non-seizure segments with the same quantity were randomly selected. The training set, validation set and testing set were obtained by randomly splitting the experiment data set according to the ratio 70:15:15. We tuned and determined parameters to achieve the best performance for the three approaches, including the LSTM approach, the CNN approach, and our attention BiLSTM approach. And for each approach, ten cross-validation experiments were carried out based on the correspondingly well-tuned parameters.
For cross-validation experiments using the LSTM approach, our parameters were set as follows: The number of hidden states was 120 in the LSTM layer, that in the time-distributed computing layer was 60, the optimizer was RMSprop, the learning rate was 0.0007, the batch size was 30, and the number of epochs was 30. For the CNN approach in [17] , it contains five convolutional layers, five max pooling layers, and three fully connected layers, and its parameters setting in our crossvalidation experiments was as follows: The number of hidden states in the first two convolutional layers was 100, that in each of the second two convolutional layers was 200, that in the fifth convolutional layer was 260, that in the first fully connected layer was 100, that in the second fully connected layer was 50, the parameter alpha was 0.01 in the LeakyReLU activation function, the optimizer was Adam, the learning rate was 0.001, the batch size was 30, and the number of epochs was 50. For the proposed approach of BiLSTM with attention, our well-tuned parameters in the cross-validation experiments were as follows: The number of hidden states in the bidirectional LSTM layer was 140, that in the time-distributed layer was 70, the merging mode in the bidirectional LSTM was concatenation, the optimizer was RMSprop, the learning rate was 0.0013, the batch size was 30, and the number of epochs was 35. And the total number of trainable parameters is 197,078.
The cross-validation results using the LSTM approach, including Sensitivity, Specificity, F1 score, Precision, Accuracy, the average and the standard deviation, are shown in Table 1 . And the results by using the CNN approach and our approach of attention BiLSTM are presented in Tables 2 and 3 , respectively. Tables 2, 3 , and 4.
For the LSTM approach, the achieved average sensitivity, average specificity and average precision are respectively 84.4%, 84.3% and 84.7%. By using the approach of attention BiLSTM, the obtained average sensitivity of 87%, specificity of 88.6% and precision of 88.63% are better than the LSTM approach. For the F1 score and accuracy, the approach of attention BiL-STM also exceeds the LSTM approach. And the standard deviations of by the attention BiLSTM approach are mostly less than the LSTM approach. It can be seen that the proposed approach of attention BiLSTM not only classifies seizures more accurately than the LSTM approach, but is also more stable.
For the CNN approach, the obtained average sensitivity, average specificity and average precision are 84.8%, 81.0% and 82.56%, respectively. Our model outperforms the CNN approach in sensitivity, specificity and precision. For the average accuracy and the average F1 score, our approach also has higher values than the CNN approach. And the standard devia- tions in our method are smaller than the CNN approach. These experimental results show that, the proposed approach of attention BiLSTM has better performance in the seizure/non-seizure classification than the CNN approach.
Cross-patient seizure/non-seizure classification
For cross-patient seizure/non-seizure classification, each experiment takes data of one patient as testing data, and other patients data as training data and validation data according to the ratio 85:15. Because the two cases Chb01 and Chb21 are records from the same patient. The two cases were utilized together either as testing data or training-validation data. In each experiment, all the seizure data segments from each patient were utilized, and non-seizure data segments were randomly selected with the same number of seizure segments. So, the data was balanced in each experiment.
For each patient, we used her/his EEG data as testing data and data of other patients as training-validation data, and obtained the sensitivity, specificity, F1 score, precision, and accuracy, which are listed in Table 4 . Fig. 4 shows the sensitivities, the specificities and the precisions in the form of bar chart.
For the 23 patients in CHB-MIT, the average sensitivity, specificity, precision, and accuracy are 83.72%, 84.06%, 85.36%, and 83.89%, respectively. And the standard deviations of sensitivity, specificity and precision are 0.1349, 0.1379, and 0.1020, respectively. In [4] , Thodoroff et al. utilize a recurrent convolutional neural network (recurrent CNN) and obtain an average sensitivity 85% in cross-patient experiments over the CHB-MIT data set. According to Fig. 7(a) and Fig. 7 (c) in [4] , for six cases Chb06, Chb12, Chb13, Chb14, Chb15 and Chb16, the obtained sensitivity results are not good, only around 20% for Chb06 and Chb14. For other seventeen cases the sensitivity results are mostly 100%. The two cases Chb01 and Chb21 are tested separately for recurrent CNN. Our method achieved better sensitivities in the above cases, all exceeding 50%, although the sensitivity of the remaining cases were less than 100%. Fig.  5 presents the sensitivity comparisons between the method of recurrent CNN and our approach of BiLSTM with attention for the above six cases. And Fig. 6 shows sensitivities of 21 common-tested cases. The 21 cases do not contain Chb01, Chb21 and Chb24. Over the common-tested cases, our standard deviations for sensitivity and specificity are 0.1374 and 0.1407, respectively. The results indicated that our sensitivity results are more concentrative, and in this sense, the proposed approach of attention BiLSTM is more stable. 
Model analysis
Interpretations of attention mechanism
Our attention mechanism is designed for distinguishing signals from different brain regions and produces different weights for the signals. In the attention layer, a kernel matrix and a bias matrix are needed, and they are trained together with other modules in our model. Based on the two matrices, the weights of channels, which correspond to different brain regions, are calculated according to the input data. In fact, different epilepsy patients have different seizure patterns and EEG signal is dynamic. For one patient, experienced seizures may have different types and may come from different brain regions. Therefore, it is reasonable to calculate adaptively channel weights in our attention mechanism. Fig. 7 and Fig. 8 show attention weight distributions on 17 channels in two data segments from two patients (i.e., Chb11 and Chb03), which are computed by the attention mechanism in the same trained model. These two figures show that our attention mechanism can adaptively calculate the channel weights of signal data from different patients. In some areas of the brain, EEG signals during seizures show many differences with signals at non-seizures. The differences, such as frequency and magnitude, could be used to indentify seizure and non-seizure. The attention mechanism captures signal characteristics and assigns large weight values to the channels, which could distinguish seizure and non-seizure segments. Generally, the greater the differences between the seizure signal and the non-seizure signal through the channel, the greater the weight assigned to the corresponding channel. An example of attention weights of 17 channels for a seizure segment is shown in Fig. 7 ; the channels of F8-T8, P3-O1 and FP2-F8 have the large weights compared to other channels. In Fig. 9(a) and Fig. 9(b) , the actual signals over the above three channels change (i.e., six purple panels) much either in the frequency or in the magnitude. For the actual signals over channels P4-O2 and P8-O2 (i.e., four green panels), the changes in Fig. 9(a) and Fig. 9 (b) are relatively small. As shown in Fig. 7 , the assigned weights over the two channels are small. The actual signals of the channel P4-O2 (i.e., two green panels) in Fig. 10(c) and Fig. 10 (d) manifest small differences in magnitudes. The attention mechanism produces small weight for the channel P4-O2 so that the corresponding signal data is not treated as critical evidences to classify seizure/non-seizure. The signals over channels T7-P7, FP2-F8 and P3-O1 (i.e., six purple panels) change a lot from the non-seizure Fig. 10(c) to the seizure Fig. 10(d) . Such changes could differentiate seizure/non-seizure segments. So, the three channels are assigned large attention weights, as shown in Fig. 8 . 
Validations of BiLSTM and attention mechanism
The approach of attention BiLSTM is developed in the inspiration of the LSTM approach in [18] . In the development, the performances of bidirectional LSTM and attention mechanism are separately explored. By using parameters with the best performances in the tuning procedures, ten rounds of crossvalidation experiments are performed separately for testing the two modules. When testing the module of bidirectional LSTM, the parameters are set as follows: The learning rate is 0.001, the number of hidden states in the bidirectional LSTM is 100, that in time-distributed layer is 50, the optimizer is RMSprop, batch size is 30, and the number of epochs is 30. For the testing of attention mechanism, the parameters are: The learning rate is 0.001, the number of hidden states in the module LSTM is 100, that in time-distributed layer is 50, the optimizer is RMSprop, batch size is 30, and the number of epochs is 25. The obtained cross-validation results are shown in Table 5 . The results indicate that, the bidirectional LSTM only improves the sensitivity and the attention mechanism only enhances the specificity compared to the LSTM approach results in Table 1 . After combining the two modules in the approach of attention BiLSTM, both the sensitivity and the specificity are improved with 2.6% and 4.3%, respectively. Thus, both bidirectional LSTM and attention mechanism play important roles in the approach of attention BiLSTM for seizure/non-seizure classification.
Discussion
In this paper, we design a novel approach of BiLSTM with attention for seizure/non-seizure classification in off-line EEG data. Cross-patient and cross-validation experiments across patients are separately applied to evaluations on the pediatric data set of CHB-MIT. When doing segmentation, a time length of 23 seconds is selected by referring to the segment length in Bonn EEG data set [32] , and each data record in each case is split from the beginning to the end without overlapping. As a result, 665 seizure segments are obtained, and the lengths of seizure data vary from 1s to 23s in seizure segments. The length diversity of seizure data is aligned with a real-world situation. In each experiment, the 665 seizure segments were taken as a part of experimental data, and 665 non-seizure segments were randomly selected from the extracted non-seizure segments. Its randomness and sparsity reduce temporal correlations among non-seizure data segments, and avoid resulting in overly optimistic specificity results [7] . The above segmentingdata-record way and the selecting strategy of non-seizure segments make the evaluation of our approach be more reliable.
In the cross-validation experiments, the sensitivity, specificity and precision of our approach were better than the LSTM approach in [18] and the CNN approach in [17] . The improvements in the sensitivity, specificity, and precision over those two state-of-the-art approaches were 2.6%, 4.3%, 3.93% and 2.2%, 7.6%, 6.07%, respectively, and the standard deviations were less than the two approaches in comparison. As Table 5 shows, the better performances of our approach are attributed to the attention mechanism and the feature extraction in both forward and backward directions.
Among cross-patient experiment results in Table 4 , there exist gaps. Over the six patients, including Chb05, Chb09, Chb12, Chb13, Chb14, and Chb16, either sensitivity or specificity were less than 70%. For the seven patients, i.e., Chb03, Chb07, Chb10, Chb11, Chb18, Chb22 and Chb23, all testing results were over 85%. The possible reason is that, for a child, the brain, meninges, skull, and head size change overtime [33] . Compared to the method of recurrent CNN proposed in [4] , the performances of our method BiLSTM with attention were more stable. In [4] , the convolution neural network module in recurrent CNN is pre-trained before training the whole model. Our attention BiLSTM approach does not need pre-training, and it directly processes raw data and extracts features. The REVEAL algorithm proposed in [34] achieved an average sensitivity of 61%. [5] used the automatic seizure detection system EpiScan on the CHB-MIT data set and obtained an average sensitivity of 67%. The average sensitivity of our approach is much better than REVEAL and EpiScan.
The application scenario of our approach is to automatically selecting all the seizure segments from the off-line EEG data records for neurologists' reviewing and analysis. Because of the off-line EEG data segments, extracting features in the forward direction and the backward direction and performing analyses are feasible in practices. In the application, selecting as many seizure segments as possible and as accurately as possible is our target. For this target, the performance of a seizure-segments-selection method can be measured by sensitivity, specificity and precision, not by the number of false alarms per hour. So, the metric of false alarm rate is not calculated and not compared for the proposed approach.
Instead of directly training weights on channels, we utilize an attention mechanism to generate weights. In the directly training way, the obtained weights on channels are the same for all the patients. In fact, the seizure patterns of different patients are different, and different types of seizures have different patterns, and it is possible that one patient may have different types of seizures. Therefore, for data segments from different patients, the weights on channels, which describe the strength that signals signify seizures, need be different. In our attention mechanism, a kernel matrix and a bias matrix are obtained by training, and then the two trained matrices are performed transformations by combining with data segments. The outputs of transformations are attention weights for the data segments. The attention mechanism produce different weights for data segments from different patients, and further efficiently help extract seizure features.
When designing attention mechanism, we tried different ways: one way is adding different attention weights over time steps, and another way is adding different attention weights over time steps and over channels. Our experimental results using the two ways were not good. One possible reason is that the role of each brain region in the whole brain state is generally stable in a short duration such as 23s. Finally, we choose to apply attention mechanism to channels and share the attention weights among time steps. Actually, different channels have different contributions to a seizure, and the contributions turn out to be correlated to the locations of brain regions, rather than the time. In addition, we applied our method to single channel data. The results with single channel data were not good. They were in agreement with the observation in [7] ; that is, for some channels, the data morphology in seizure state is similar to that in non-seizure state.
Conclusions
This paper focuses on the problem of automatic seizure/nonseizure classification. Inspired by the architecture in [18] , we analyze both spacial and temporal characteristics of seizures, and propose a novel deep learning-based approach by using the model of BiLSTM integrated with attention. The integration of an attention mechanism is to capture spatial features better, and the employment of the BiLSTM model is to extract more temporal features. The proposed approach is evaluated on the noisy EEG data set of CHB-MIT. The evaluation is across multiple patients and uses data from multiple brain regions. In the cross-validation experiments, we obtain sensitivity of 87%, specificity of 88.6% and precision of 88.63%, which are better than the LSTM approach in [18] and the CNN approach in [17] . In the cross-patient experiments, the testing results are 83.72%-sensitivity, 84.06%-specificity and 85.35%-precision on average. Comparing to the model reccurrent CNN in [4] , our model BiLSTM with attention is more stable.
In the approach of BiLSTM with attention, the pooling layer adopts a globally-averaging way to extract holistic features of data segments. The problem whether such a way is the best or not for the seizure/non-seizure classification will be explored in the future. And also we want to investigate whether the length of data segments has effects on the sensitivity, the specificity and the precision.
