A graph G = (V, E) is antimagic if there is a one-to-one correspondence f : E → {1, 2, . . . , |E|} such that for any two vertices u, v,
Introduction
Suppose G = (V, E) is a graph and f : E → {1, 2, . . . , |E|} is a bijective mapping. For each vertex u of G, the vertex-sum ϕ f (u) at u is defined as ϕ f (u) = e∈E(u) f (e), where E(u) is the set of edges incident to u.
If ϕ f (u) = ϕ f (v) for any two distinct vertices u, v of G, then f is called an antimagic labeling of G. A graph G is called antimagic if G has an antimagic labeling. The problem of antimagic labeling of graphs was introduced by Hartsfield and Ringel [6] . They put forth two conjectures concerning antimagic labeling of graphs.
Conjecture 1.1 ([6])
Every connected graph other than K 2 is antimagic.
Conjecture 1.2 ([6]) Every tree other than K 2 is antimagic.
The conjectures have received much attention, but both conjectures remain open. Some special cases of the conjectures are verified [1, 5, 8, 7, 11, 13] . Recently, it is shown by Eccles [4] that graphs of large linear size are antimagic. As vertices of the same degree seem more difficult to receive distinct vertex-sums, a natural special case of Conjecture 1.1 is whether for k ≥ 2, every k-regular graph is antimagic. Cranston [2] proved that for k ≥ 2, every k-regular bipartite graph is antimagic. For non-bipartite regular graphs, Liang and Zhu [12] proved that every cubic graph is antimagic, and the result was generalized by Cranston, Liang and Zhu [3] , where it is proved that odd degree regular graphs are antimagic. It remains an open problem whether every even degree regular non-bipartite graph is antimagic. Hartsfield and Ringel [6] proved that every 2-regular graph is antimagic. This paper solves this problem and proves that indeed every even degree regular graph is antimagic.
A lemma
In this section, we prove a lemma which will be used in the proof of the main result. Assume G = (X ∪ Y, E) is a bipartite graph. A Y -link is a path p = (y, x, y ′ ) of length 2 with y, y ′ ∈ Y . A Y -link family is a family F of vertex disjoint Y -links. Vertices in F are said to be covered by F . For simplicity, we shall write a Y -link p = (y, x, y ′ ) as p = yxy ′ . Assume each vertex of X has degree at most d. If F is a Y -link family and M is a matching in G and F ∪ M covers every d-degree vertex of X, then we call (F, M) a d-covering pair (or a covering pair, when d is clear from the context). A minimum d-covering pair is a d-covering pair (F, M) with minimum |F |.
Note that if (F, M) is a minimum covering pair of G, then each d-degree vertex of X is covered by exactly one of M or F , and if yxy ′ ∈ F , then both y, y ′ are incident to M-edges (for otherwise we may replace yxy ′ by a matching edge xy or xy ′ ). Thus each component of the union graph M ∪ F is either a single edge (a matching edge) or a W -shape graph (a Y -link together with two matching edges). 
For a Y -link family F in G, let
Note that Y F is the set of vertices of Y that is adjacent to some vertices in X F (in G), and hence Y F may contain vertices not covered by F .
We choose F so that
Proof. Assume to the contrary that
Next we show that if there is a Y -link sequence {y j x j y ′ j ∈ F : 0 ≤ j ≤ i − 1} of length i with y 0 ∈ N G (x), then it can be extended to a Y -link sequence of length i + 1. This implies that there is an infinite Y -link sequence, which is a contradiction, as G is finite.
Assume i ≥ 1 and
Proof. First we show that y i is the end of a Y -link in F . Otherwise
is a Y -link family with |Y F ′ | > |Y F |, contrary to the choice of F . Now we prove that for 0
contrary to the choice of F . Next we prove that for 0 ≤ j ≤ i − 1, y j+1 ∈ Y F,2 . First observe that y j+1 is adjacent to at least two vertices of X F , namely x j and x j+1 . So y j+1 ∈ Y F,2 + .
Assume to the contrary that there is an index 0 
be the subgraph of G obtained from G by deleting all the vertices in X covered by F . It suffices to show that G ′ has a matching M that covers every vertex of X ′ . By Hall's Theorem, it suffices to show that for any subset
Let Z be a subset of
By the maximality of
(1) and (2) imply that
As each vertex of Z has degree d in H, by using (3), we conclude that
Hence |W | = |N G ′ (Z)| ≥ |Z|, and G ′ has a matching M that covers every vertex of X ′ . This completes the proof of Lemma 2.1.
Proof of the main result
This section proves the main result of this paper:
The general idea of the proof of Theorem 3.1 is the same as the proof for odd degree regular graphs (cf. [3, 12] ).
Let G be a (2k+2)-regular graph. We may assume G is connected. We choose a vertex
We say an edge e has distance i to v * if e connects two vertices in L i or one vertex in L i with one vertex in L i−1 . We label the edges in order of decreasing distance to v * , i.e., smaller labels are assigned to edges further away from v * . For edges of the same distance to v * , the labels need to be carefully assigned. For the labeling to be antimagic, it suffices to guarantee that for i ≥ 1, vertices in L i have smaller vertex sum than vertices in L i−1 , and distinct vertices in L i have distinct vertex sums.
To make sure vertices in L i have distinct vertex sums, for each vertex u ∈ L i , we choose one edge σ(u) connecting u to a vertex in L i−1 . We first label other edges whose distance to v * is at least i. Then we label edges in {σ(u) : u ∈ L i }. Right before we label these edges, for each u ∈ L i , σ(u) is the only unlabeled edge incident to u. Order the vertices of L i as u i,1 , u i,2 , . . . , u i,n i according to their partial vertex-sums, i.e., the partial vertex-sum of u i,j (just before the labeling of edges σ(u) for u ∈ L i ) does not exceed the partial vertex-sum of u i,j+1 . Then we label the edges in {σ(u) : u ∈ L i } in increasing order, i,e., the label of σ(u i,j ) is less than the label of σ(u i,j+1 ) for = 1, 2, . . . , p − 1. This ensures that vertices in L i have distinct vertex-sums.
The main difficulties are to choose the labels carefully to ensure that the label sums of vertices in L i are strictly less than the vertex sums of vertices in L i−1 . For this purpose, we use Lemma 2.1 to choose, among edges of the same distance to v * , some special edges that will receive relatively large labels.
Below is the detailed argument.
is the bipartite graph consisting edges between L i and L i−1 . In this bipartite graph, each vertex in L i−1 has degree at most 2k + 1, and every vertex in L i has degree at most 2k + 2.
Edges in M i are called matching edges, and edges in F i are called linking edges.
Define a mapping σ :
We choose a minimum covering pair (F i , M i ) and σ so that the number of free L i -links is maximum.
∈ H because H is 2k-regular and v has degree at most 2k
covering vertices of H ∩ L i are free links. As H is 2k-regular, |H ∩ L i | ≥ 2k, hence there are at least k free links in F ′ i . By our choice of (F i , M i ), we conclude that F i also has at least k free links.
Assume all neighbours of v are covered by 
. Therefore all the L i -links in F i covering these 2k − 1 neighbours of v are free and F i has at least k free L i -links. 
For integers a < b, [a, b] = {j : a ≤ j ≤ b} denotes the set of integers between a and b. Let
The edge sets will be labeled in the following order:
and
• edges in E i will be assigned labels from I i ,
• edges in E ′ i will be assigned labels from J i , • edges in E ′′ i will be assigned labels from K i .
• and edges inÊ i will be assigned labels from L i .
All labelings in our discussion are assumed to use the desribed label sets for corresponding edges.
The assignment of labels from I i to edges in E i is arbitrary. However, the assignment of labels from J i to edges in E ′ i and the labels from K i to edges in E ′′ i are carefully constructed. The labeling of edges inÊ is not arbitrary but easily defined.
We denote by f the final edge labeling. Recall that ϕ f (u) = e∈E(u) f (e) is the sum the labels of the k edges incident to u. For u = v * , let
Observe that after assigning labels to the edges in E ′′ i (according to the above order), s(u) is determined for each vertex u ∈ L i . 
and for any v ∈ L i−1 ,
Once Lemma 3.3 is proved, we extend f to edges inÊ i as follows: We order the vertices in
So all it remains is to prove Lemma 3.3.
As mentioned above, edges in E i are assigned labels from I i in an arbitrary manner. We describe how the edges in Let C i be the set of closed trails. We divide the open trails into three families:
We label the edges of the closed trails in C i and open trails in P i,1 ∪ P i,2 one by one, and label the trails in P i,3 one pair each time, except that in case |P i,3 | is odd, then the last trail is labeled by itself. The label uses a set of permissible labels. Once a label is used, then it is removed from the set of permissible labels. The set of permissible labels for each closed trail (or each trail in P i,1 ∪ P i,2 , or each pair of trails in P i,3 , or the last trail in P i,3 , in case |P i,3 | is odd), is always an interval [s, l] of integers with s + l = 2d i + 2a i + b i + 1. For simplicity, we write the interval always as [s, l], however, s and l changes for different trails and cycles, but the sum s + l = 2(d i + a i ) + b i + 1 remains unchanged.
1.
For an open trail P = (u 1 , u 2 , . . . , u 2q+1 ) in P i,1 , with u 1 ∈ L i−1 , we label the edges of P with labels s, l, s + 1, l − 1, s + 2, . . . , s + q − 1, l − q + 1 in this order.
2.
For an open trail P = (u 1 , u 2 , . . . , u 2q+1 ) in P i,2 , with u 1 ∈ L i , we label the edges of P with labels l, s, l − 1, s + 1, l − 2, s + 2, . . . , l − q + 1, s + q − 1 in this order.
3. For a pair of open trails P = (u 1 , u 2 , . . . , u 2q ) and
, we choose the initial vertex of P and P ′ in such a way that u 2j , u ′ 2j+1 ∈ L i , and label the edges of P ∪P ′ with labels s, l, s+1, l −1, s+2, . . . , l −(q +q ′ −2), s+(q +q ′ −2), in this order (with edges of P in front of edges of P ′ ). If |P i,3 | is odd, then the last trail in P i,3 is not paired off with another trail in P i, 3 . Assume the trail is P = (u 1 , u 2 , . . . , u 2q ) . We label the edges of P , using labels s, l, s + 1, l − 1, s + 2, . . . , l − (q − 1), s + (q − 1) in this order.
(i) If H is not bad, then we can choose u 0 such that one of the following holds:
If (A) holds, then label the edges of W with labels l, s, l − 1, s + 1, l − 2, s + 2 . . . , l − q + 1, s + q − 1, in this order, i.e., the first edge receives label l, the second receives label s, etc. If (B) holds, then label the edges of C ′ with labels s, l, s+1, l −1, s+2, . . . , s+ q − 1, l − q + 1 in this order, i.e., the first edge receives label s, the second receives label l, etc.
(ii) If H is a bad component, then assume u 0 ∈ L i , and we label the edges with labels s, l, s + 1, l − 1, . . . , s + q − 1, l − q + 1 in this order.
5. To label edges in F i , we first order links in F i as 
Figures below show the labeling of the trails. 
First we prove inequality (5). Assume v ∈ L i−1 . Let
We pair off the edges in S(v) as follows:
• Two consecutive edges in a trail in S 1 (v) form a pair. • If v is the end vertex of a trail W , then the end edge of W in S 1 (v) is paired with an arbitrary edge in
• The remaining edges of S 2 (v) (if any) are paired off arbitrarily.
• Edges in S 3 (v) form a pair (if it is not empty).
Note that |S(v)| = 2k + 1 is odd. So exactly one edge is left over. This left over edge is an edge in S 2 (v) if S 2 (v) = ∅ and is an end edge of a trail otherwise.
It is straightforward to verify that each pair of edges have label sum at least 2d i + 2a i + b i + 1 (refer to Figures 1,2,3 for pairs contained in trails), with one exception:
If v = u 0 ∈ W as in 4(i)(B), then the two consecutive edges of W incident to v (i.e., the first and the last edges of W ) have label sum s + l − q + 1 ≥ 2d i + 2a i + 1.
Assume first it is not the exception case. If the left over edge is in S 2 (v), then its label is at least
If the left over edge is in
The pair in S 3 (v) have label sum 2d i + 2a i + 2b i + c i + 1. Hence the left over edge together with edges in S 3 (v) have label sum at least 3d i + 3a i + 2b i + c i + 2. So
again inequality (5) holds.
In the exceptional case, since d H (v) ≤ 2k − 1, |S 3 (v) ∪ S 2 (v)| ≥ 2. Hence there is a pair whose label sum is at least 2d i + 2a i + 2b i + c i + 1. This compensate the exceptional pair, and hence inequality (5) still holds.
Next we prove inequality (4).
Assume v ∈ L i . Let S 1 (v) = {e ∈ S(v) ∩ W : W ∈ C i ∪ P i,1 ∪ P i,2 ∪ P i,3 },
Then S(v) = S 1 (v) ∪ S 2 (v) ∪ S 3 (v). Note that |S 3 (v)| ≤ 1.
Then we pair off the edges in S(v) as follows:
• Two consecutive edges in a trail in S 1 (v) form a pair.
• If v is the end vertex of a trail W , then the end edge of W in S 1 (v) is paired with an arbitrary edge in S 2 (v) (if S 2 (v) = ∅),
Again, exactly one edge is left over. If S 3 (v) = ∅, then the left over edge is the edge in S 3 (v).
It is straightforward to verify that each pair of edges have label sum at most 2d i + 2a i + b i + 1, with two exception:
• If v = u 0 in the closed trail W as in 4(i)(A), then the two consecutive edges of W incident to v (i.e., the first and the last edges of W ) have label sum s + l + q − 1 ≤ 2d i + 2a i + 2b i .
• If v ∈ W and W form a bad component, then each pair of edges in S 1 (v) have label sum 2d i + 2a i + b i + 2.
Assume it is not an exceptional case. As the left over edge has label at most
hence inequality (4) holds.
In the first exceptional case, S 2 (v) contains a pair whose label sum is at most 2d i +2a i . This compensate the exceptional pair, and hence inequality (4) still holds.
In the second exceptional case, by definition S 3 (v) = ∅ and by Lemma 3.4, the label of the edge in This completes the proof of Lemma 3.3, and hence the proof of Theorem 3.1.
