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The inference of the couplings of an Ising model with given means and correlations is called inverse
Ising problem. This approach has received a lot of attention as a tool to analyze neural data. We
show that autoregressive methods may be used to learn the couplings of an Ising model, also in
the case of asymmetric connections and for multi-spin interactions. We find that, for each link, the
linear Granger causality is two times the corresponding transfer entropy (i.e. the information flow
on that link) in the weak coupling limit. For sparse connections and a low number of samples, the ℓ1
regularized least squares method is used to detect the interacting pairs of spins. Nonlinear Granger
causality is related to multispin interactions.
PACS numbers: 05.10.-a, 05.45.Tp , 87.18.Sn
I. INTRODUCTION
A large of neurons is involved in any computation, and the presence of non-trivial correlations makes understanding
the mechanisms of computation in brain a difficult challenge [1]. The simplest model for describing multi-neuron
spike statistics is the pairwise Ising model [2, 3]. The inference of the couplings of an Ising model from data, the
inverse Ising problem, has recently attracted attention, see [4] where data from a simulated cortical network were
considered; the general idea is to find an Ising model with the same means and pairwise correlations as the data.
Several approximate methods can be used, like that by Sessak and Monasson [5] or the inversion of TAP equations
[6]: equal-time correlations from data are used in those methods [7]. The flow of information between spins is related,
instead, to correlations at different times between variables: it can be expected that measuring the information flow
between spins one may improve the estimate of couplings from data.
Two major approaches are commonly used to estimate the information flow between variables, transfer entropy [8]
and Granger causality [9]. Recently it has been shown that for Gaussian variables Granger causality and transfer
entropy are entirely equivalent as the following relation holds: Granger causality = 2 Transfer Entropy. This result
provides a bridge between autoregressive and information-theoretic approaches to causal inference from data [10].
The purpose of this work is to explore the use of Granger causality to learn Ising models from data. The inverse
Ising problem is here seen as belonging to the more general frame of the inference of dynamical networks from data,
a topic which has been studied in recent papers [11–14]: its relevance is due to the fact that dynamical networks [15]
model physical and biological behavior in many applications [16]. We show that for weak couplings, the linear Granger
causality of each link is two times the corresponding transfer entropy, also for Ising models: this occurrence justifies
the use of autoregressive approaches to the inverse Ising problem. In the same limit, for each link, the following
relation exists between the coupling (J) and the causality (δ): δ = J2. In the case of limited samples, Granger
causality gives poor results: almost all the connections are not assessed as significative for low number of samples.
In these cases, we propose the use of ℓ1 least squares method [17], a penalized autoregressive approach tailored to
embody the sparsity assumption, to recover the non -vanishing connections of a sparse Ising model; as expected the
ℓ1 approach outperforms Granger causality in this case. Finally we show that nonlinear Granger causality is related
to multi-spin interactions.
The paper is organized as follows. In the next section we briefly recall the notions of Granger causality and transfer
entropy, and we also describe the Ising models that we use for simulations. In section III we describe our results on
fully connected models, sparse Ising models and models with higher order spin interactions. Some conclusions are
drawn in section IV.
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2II. GRANGER CAUSALITY AND TRANSFER ENTROPY
In this section we review the notions of Granger causality analysis and transfer entropy. We also discuss the
application of these methods to binary time series arising from Ising models.
A. Granger causality
Granger causality has become the method of choice to determine whether and how two time series exert causal
influences on each other [18]. It is based on prediction: if the prediction error of the first time series is reduced by
including measurements from the second one in the linear regression model, then the second time series is said to
have a causal influence on the first one [19]. The estimation of linear Granger causality from Fourier and wavelet
transforms of time series data has been recently addressed [20]. The nonlinear generalization of Granger causality
has been developed by a kernel algorithm which embeds data into a Hilbert space, and searches for linear Granger
causality in that space [21]; the embedding is performed implicitly, by specifying the inner product between pairs of
points [22], and a statistical procedure is used to avoid over-fitting.
Quantitatively, let us consider n time series {xα(t)}α=1,...,n [23]; the lagged state vectors are denoted
Xα(t) = (xα(t−m), . . . , xα(t− 1)) ,
m being the window length. Let ǫ (xα|X) be the mean squared error prediction of xα on the basis of all the vectors X
(corresponding to the kernel approach described in [21]): ǫ (xα|X) is equal to 1−x˜
⊤
α x˜α, where x˜α, the predicted values
of xα using X, is the projection of xα on a suitable space H . The prediction of xα on the basis of all the variables
but Xβ , ǫ (xα|X \Xβ), corresponds instead to the projection on a space H
′ with H = H ′ ⊕H⊥. H⊥ represents the
information that one gains from the knowledge of Xβ. The multivariate Granger causality index δ(β → α) is defined
as the (normalized) variation of the error in the two conditions, i.e.
δ(β → α) =
ǫ (xα|X \Xβ)− ǫ (xα|X)
ǫ (xα|X \Xβ)
. (1)
Note that the numerator, in the equation above, coincides with the projection of xα on H
⊥: as described in [13], one
may write
δ(β → α) =
m∑
i=1
r2i , (2)
where ri are suitable Pearson’s correlations. By summing, in equation (2), only over significative correlations, a filtered
linear Granger causality index is obtained which measures the causality without further statistical test.
In [25] it has been shown that not all the kernels are suitable to estimate causality. Two important classes of kernels
which can be used to construct nonlinear causality measures are the inhomogeneous polynomial kernel (whose features
are all the monomials, in the input variables, up to the p− th degree; p = 1 corresponds to linear Granger causality)
and the Gaussian kernel. Note that in [10] a different index of causality is adopted:
∆(β → α) = log
ǫ (xα|X \Xβ)
ǫ (xα|X)
= − log [1− δ(β → α)]; (3)
∆ and δ coincide at small δ. The choice of the window length m is usually done using the standard cross-validation
scheme [24]; as in this work we know how data are generated, here we use m = 1.
The formalism of Granger causality is constructed under the hypothesis that time series assume continuous values
xα. In recent papers the application of Granger causality to data in the form of phases has been considered [26, 27].
Even though there is not theoretical justification in the case of binary variables, here we apply the formalism of
Granger casuality to n binary time series {σα(t) = ±1}α=1,...,n, by substituting
xα(t) → σα(t)
and
Xα(t) → σα(t− 1) = Σα(t);
in this work we justify the application of Granger causality to binary time series in terms of its relation with transfer
entropy.
3B. Transfer entropy
Using the same notation as in the previous subsection, the transfer entropy index TE(β → α) is given by [8]
TE(β → α) =
∫
dxα
∫
dX p (xα,X) log
p (xα|X \Xβ)
p (xα|X)
, (4)
and measures the flow of information from β to α. For Gaussian variables it has been shown [10] that causality is
determined by the transfer entropy and ∆ = 2TE; hence δ = 1 − e
−2TE for Gaussian variables. The probabilities
p’s, in (4), must be estimated from data using techniques of nonlinear time series analysis [28]. In the case of binary
variables {σα = ±1}, the number of configurations is finite and the integrals in (4) become sums over configurations;
the probabilities can be estimated as frequencies in the data-set at hand. Therefore
TE(β → α) =
∑
σα=±1
∑
Σ1=±1
· · ·
∑
Σn=±1
p (σα,Σ) log
p (σα,Σ \ Σβ) p (Σ)
p (σα,Σ) p (Σ \Σβ)
, (5)
where p (Σ) is the fraction of times that the configuration Σ is observed in the data set, and similar definitions hold
for the other probabilities. We remark that the number of configurations increases exponentially as the number of
spins grows, hence the direct evaluation of (5) is feasible only for systems of small size.
C. Ising models
The binary time series analyzed in this work are generated by parallel updating of Ising variables {σα}α=1,...,n:
p (σα(t) = +1|Σ(t)) =
1
1 + e−2hα(t)
, (6)
where the local fields are given by
hα(t) =
n∑
β=1
Jαβσβ(t− 1) (7)
with couplings Jαβ . Starting from a random initial configuration of the spin, equations (6) are iterated and, after
discarding the initial transient regime, N consecutive samples of the system are stored for further analysis.
III. ANALYSIS OF ISING MODELS
A. Fully connected models
In order to generalize Granger causality to discrete variables, we consider the regression function of (6). For weak
couplings the conditional expectation (which coincides with the regression function [30]) can be written
〈σα〉|Σ =
∑
s=±1
s p (σα = s|Σ) = tanh(hα) ∼
n∑
β=1
JαβΣβ , (8)
and is a linear function of the couplings. Therefore the linear causality is δ(β → α) ∼ J2αβ at the lowest order in J ’s.
Analogously, expanding eq.(5) at the lowest order, the transfer entropy reads TE(β → α) ∼ J
2
αβ/2. This means that,
for low couplings, the value of J , for any given link, determines both the transfer entropy and the linear Granger
causality for that link, and the two quantities differ only by the factor 2. The same relation, proved in the Gaussian
case, holds also for Ising models at weak couplings. Being related to the transfer entropy, Granger causality thus
measures the information flow for these systems, and this justifies the use of Granger causality methods for Ising
systems. Synaptic couplings are directed, so Jαβ is not in general equal to Jβα (the equilibrium Ising model requires
symmetric couplings [29]). Therefore we consider an asymmetric system of spins with couplings Jαβ chosen at random
from a normal distribution with zero mean and standard deviation J0; no self interactions are assumed (Jαα = 0). In
figure (1) we report the plot of the numerical estimates of linear causality and transfer entropy, as a function of J ,
4for several realizations of the couplings and for some values of J0; the simulations confirm that for low couplings a
one-one correspondence exists between causality and transfer entropy.
In figure (2) we depict, as a function of the coupling J , both the linear causality and the transfer entropy in a
typical asymmetric model of six spins with N = 100, 1000 and 10000 samples, and J0 = 0.2. In figure (3) we depict,
as a function of the number of samples N , the difference between the values of transfer entropy and causality (as
estimated on 106 samples) and their estimates based on N samples (the difference is averaged over 1000 runs of
the Ising system): at low N the estimates of causalities are more reliable than those of transfer entropy. Moreover,
the computational complexity of the estimation of transfer entropy is much higher than those corresponding to the
evaluation of Granger causality.
Another interesting situation is all the couplings being equal to a positive quantity J (still, without self-interactions).
In figure (4) we depict the Granger causality and the transfer entropy as a function of J (these quantities are the same
for all the links, due to symmetry). For small values of J both quantities coincide with the values that correspond to
J in the asymmetric model, and the relation δ/TE = 2 holds. On the other hand, as J increases, this relation is more
and more violated. The departure of the ratio δ/TE from 2 is connected to the emergence of feedback effects in the
system, see e.g. the dependency, on J , of the auto-correlation time of the magnetization n−1
∑n
α=1 σα in fig.(5).
B. Sparse models
In many applications one may hypothesize that the connections among variables are sparse. The main goal, in
those cases, is to infer the couplings which are not vanishing, independently of their strengths, in particular when
the number of samples is low. Moreover, in the case of limited data, Granger causality gives poor results; indeed
almost all connections would not be assessed as significative (for a given amount a data, only couplings stronger than
a critical value can be recognized by Granger causality [21]).
A major approach to sparse signal reconstruction is the ℓ1 regularized least squares method [17]. Although it has
been developed to handle continuous variables, we will apply this method to the configurations of Ising models. For
each target spin σα, the vector of couplings Aαβ , with β = 1, . . . , n, is sought for as the minimizer of
N∑
t=1

σα(t)−∑
β
AαβΣβ(t)


2
+ λ||Aαβ ||1, (9)
where λ > 0 is a regularization parameter and ||Aαβ ||1 =
∑n
β=1 |Aαβ | is the ℓ1 norm of the vector of couplings. As
λ is increased, the number of vanishing couplings in the minimizers increases: λ controls the sparsity of the solution
[31]. The strategy to fix the value of λ we use here is 10-fold cross-validation [24]: the original sample is randomly
partitioned into 10 subsamples and, out of the 10 subsamples, a single subsample is retained as the validation data.
The remaining 9 subsamples are used in (9) to determine the couplings A; the quality of this solution is evaluated
as the average number of errors on the validation data. The cross-validation process is then repeated 10 times (the
folds), with each of the 10 subsamples used exactly once as the validation data, and the error on the validation data
is averaged over the 10 folds. The whole procedure is then repeated as λ is varied. The optimal value of λ is chosen
as the one leading to the smallest average error on the validation data.
As an example, we simulate a system made of 30 spins constituted by ten modules of three spins each. The
non-vanishing couplings of the Ising model are given by:
J(3i− 2, 3i− 1) = 0.2,
J(3i− 1, 3i) = 0.2,
J(3i, 3i− 2) = − 0.2,
J(3i, 3i− 1) = 0.2,
(10)
for i = 1, 2, . . . , 10. After evaluating the couplings Aαβ , using the algorithm described in [31], we calculate the
sensitivity (fraction of non-vanishing connections J leading to non-vanishing couplings A) and the specificity (fraction
of vanishing connections J leading to vanishing couplings A) as a function of λ. The ROC curves (as λ is varied, the
ROC curve is sensitivity as a function of 1-specificity [32]) we obtain, in correspondence to three values of the number
of samples N (100, 250 and 500), are depicted in fig. (6). The stars on the curves represent the points corresponding
to the value of λ found by ten-fold cross validation; these points correspond to a good compromise between specificity
and sensitivity. The empty symbols, instead, represent the values of sensitivity and specificity obtained using Granger
causality in the three cases; the specificity by Granger causality is nearly one in all cases, while the sensitivity is
strongly dependent on the number of samples and goes to zero as N decreases. To conclude this subsection, we have
5shown that in the case of low number of samples and sparse connections the ℓ1 regularized least squares method can
be used to infer the connections in Ising models and outperforms Granger causality in these situations. We remark
that direct evaluation of the transfer entropy in these cases is unfeasible.
C. Higher order spin interactions
The case of higher order spin interactions requires use of nonlinear Granger causality: in the presence of p−spins
interactions, the kernel approach [21] with the polynomial kernel of at least p− 1 degree is needed. As an example,
we consider a system of three spins with local fields given by:
h1(t) = Jσ2(t− 1)σ3(t− 1),
h2(t) = 0.5 σ3(t− 1),
h3(t) = 0.5 σ2(t− 1).
(11)
In figure (7) we depict the causalities δ(2 → 1) and δ(2 → 3), as a function of J , using the linear kernel and
for the approach with the p = 2 polynomial kernel. Note that, due to symmetry, δ(3 → 1) = δ(2 → 1) and
δ(2 → 3) = δ(3 → 2); all the other causalities are vanishing. The linear approach is not able to detect the three spins
interaction, while using the nonlinear approach the interaction is correctly inferred. We stress that the presence of
multispin interactions is connected to the presence of synergetic variables, see [33] for a discussion about the notions
of redundancy and synergy in the frame of causality.
It is interesting to show the performance by transfer entropy on the same problem, see fig.(8): it correctly detects all
the interactions, and the value of the transfer entropy is again very close to be half of those from nonlinear Granger
causality. We stress that transfer entropy can be applied without prior assumptions about the order of the spins
interactions. A major problem in the inference of dynamical networks is the selection of an appropriate model; in the
case of transfer entropy this issue does not arise, although this advantage may be offset by problems associated with
reliable estimation of entropies in sample.
IV. CONCLUSIONS
We have proposed the use of autoregressive methods to learn Ising models from data. Commonly, the formulation
of the inverse Ising problem assumes symmetric interactions and is solved by exploiting the relations that exist, at
equilibrium, between the pairwise correlations (at equal times) and the matrix of couplings. In the general case of
asymmetric couplings, no equilibrium is reached and also time delayed correlations among spins should be used to
infer the connections. We have shown that autoregressive approaches can solve the inverse Ising problem for weak
couplings: for each link |Jαβ | =
√
δ(β → α), whilst the sign of J coincides with the sign of the linear correlation
between σα and Σβ . For weak couplings, Granger causality is proportional to the transfer entropy and requires less
samples, than transfer entropy, to provide a reliable estimate of the information flow. For sparse connections and
low number of samples, the ℓ1 regularized least squares method is preferable to Granger causality; nonlinear Granger
causality is related to multispin interactions.
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FIG. 1: (Top) The estimates of linear Granger causality and transfer entropy, for each link, are plotted versus the coupling
J . The points, corresponding to 15 realizations of the couplings of six-spins Ising systems with J0 ranging in [0.1, 0.2], are
displayed (the two quantities are estimated over samples of N = 106 length). The curves are the quadratic expansions at weak
coupling: δ = J2 (dashed-dotted line) and TE = J
2/2 (continuous line). (Bottom) The same points are displayed in the δ−TE
plane, showing that δ = 2TE at weak coupling.
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FIG. 2: For a typical asymmetric Ising model of six spins and J0 = 0.2, the linear Granger causality (right) and the transfer
entropy (left) are depicted for each link, as a function of its coupling J , for N = 100 (top), 1000 (middle) and 10000 (bottom)
samples. The continuous curves represent the true values (obtained by fitting the points in fig. 1).
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FIG. 3: The asymmetric Ising model described in figure 2 is here considered. Calling ta the true value of the transfer entropy
and tb its estimate based on N samples, averaged over 1000 runs of the Ising system, we define E = |tb − ta|/ta. The quantity
E, thus obtained, is here plotted versus N (empty circles). A similar quantity E, concerning Granger causality, is also plotted
(stars).
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FIG. 4: The homogeneous Ising model, with n = 6 and uniform couplings J > 0, is considered. As a function of J , the linear
Granger causality (stars) and the transfer entropy (empty circles) are depicted versus J . Both quantities are the same for all
links, due to symmetry. The two curves are the relations between the coupling and transfer entropy (and between coupling
and causality) which hold for the asymmetric Ising model (obtained by fitting the points of fig. 1).
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FIG. 5: The auto-correlation time of the magnetization for the homogeneous Ising model analyzed in figure 4.
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FIG. 6: The ROC curves (sensitivity vs 1-specificity) for the detection of non-vanishing couplings in the sparse system of 30
spins described in the text; the curves correspond to three values of the number of samples N , 100 (dashed line), 250 (dotted
line) and 500 (continuous line). The stars on these curves represent the points found by ten-fold cross validation. The other
three symbols are the performances by Granger causality on N = 100 (empty diamond), N = 250 (empty circle), N = 500
(empty square).
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FIG. 7: The causalities δ(2→ 1) and δ(2→ 3) are depicted as a function of J for the three spins system described in the text.
Causalities are estimated using the linear kernel (top) and the p = 2 polynomial kernel (bottom).
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FIG. 8: The transfer entropies TE(2→ 1) and TE(2→ 3) are depicted as a function of J for the three spins system described
in the text.
