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Abstract
Recent simulation and experimental results suggest that the magnetic island and flow on resonant
surface often do not satisfy the “no-slip” condition in the steady state. A new theory model on
nonlinear plasma response to external magnetic perturbation in absence of no-slip condition is
proposed. The model is composed of the equations for the evolution of both width and phase of
magnetic island due to forced reconnection driven by the external magnetic perturbation, and the
force-balance equation for the plasma flow. When the island width is much less than the resistive
layer width, the island growth is governed by the linear Hahm-Kulsrud-Taylor solution in presence
of time-dependent plasma flow. In the other regime when the island width is much larger than
the resistive layer width, the evolution of both island width and phase can be described using the
Rutherford theory. The island solution is used to construct the quasi-linear electromagnetic force,
which together with viscous one, contributes to the nonlinear variation in plasma flow. The no-slip
condition assumed in the conventional error field theory is not imposed here, where the island
oscillation frequency depends on but does not necessarily equal to the plasma flow frequency at
the rational surface.
∗ E-mail:zhup@hust.edu.cn
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I. INTRODUCTION
Resonant Magnetic Perturbations (RMPs) refer to the nonaxisymmetric magnetic field
at tokamak boundary externally imposed by various coil systems. Traditionally, RMPs have
been used as an effective tool to detect and compensate the error fields [1, 2] in order to
prevent model locking induced by these field errors [3]. RMPs have been also employed
in tokamak devices to control MHD activities and mitigate major disruptions [4–7]. For
example, in J-TEXT tokamak [8, 9], the core tearing mode can be suppressed or locked
using the external RMPs by modulating RMP coil current amplitude and phase [10–13].
The locking of tearing mode due to RMPs can be modeled using the error field (EF)
theory [14]. The EF model is composed of the modified Rutherford equation, the torque
balance equation, and the no-slip condition. Based on the EF model, the dynamics of mode
locking in presence of external coils and resistive wall is investigated [15]; and the scaling law
of the error field penetration threshold as well as its extrapolation to ITER is obtained [16].
Recently, neoclassical and two-fluid effects are introduced to understand plasma response
in high β tokamak [17]. Using the EF model, we are able to explain many aspects of the
mode locking and island suppression process in recent J-TEXT experiment as well as the
locking-unlocking hysteresis phenomenon on EXTRAP-T2R [18, 19]. However, the no-slip
condition, assumed in the EF model may not be always valid. For example, EF model
predicts that the plasma flow on resonant surface drops to zero in the steady state of plasma
response to a static RMP [18], which does not agree with previous simulation where the
plasma flow remains finite even as the plasma response approaches steady state [20].
In 1985, Hahm and Kulsrud (HK) [21] first investigated the forced magnetic reconnection
in the Taylor problem. They showed that after the inertial regime, the forced reconnection
evolves into the linear constant-ψ resistive-inertial regime and then the nonlinear Rutherford
regime. Later, both linear and nonlinear theory of forced magnetic reconnection are extended
to rotating plasmas [22]. The HK solution for plasma response in presence of plasma flow is
used to identify 11 distinguishable response regimes, which are defined in terms of plasma
viscosity, rotation, and resistivity [23]. These theories admit steady state solutions of forced
reconnection in both linear, constant-ψ and nonlinear Rutherford regimes, which may extend
to the Sweet-Parker regime for larger boundary perturbation [24–27]. Recently, plasmoid
formation process driven by the boundary perturbation in the context of Taylor problem
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has been studied in theory [28–30].
The linear plasma response solution can be used to construct the quasi-linear forces. For
example, using Pa´de approximation, the inner solution and the quasi-linear Maxwell and
Reynolds forces are derived [31]. Furthermore, qualitative agreement is achieved between
NIMROD simulations and their theory results [32, 33]. In all these linear and quasi-linear
theories as well as the corresponding simulations, the no slip condition is neither required
nor satisfied.
In this paper, we extend previous theories to model the plasma response to RMPs in
absence of no-slip condition. The model is mainly composed of the magnetic response and
the force balance equations. When the island width is much narrower than the resistive layer
width, the island growth is governed by the extended HK solution in presence of plasma
flow. Note that the plasma flow in our extended island solution can evolve with time, which
is assumed constant in previous theory [22]. On the other hand, when the island is much
wider than the resistive layer, the evolution of both island width and phase can be described
using the Rutherford theory. The no-slip condition assumed in the conventional error field
theory is not imposed here, where the island oscillation frequency depends on but does not
necessarily equal to the plasma flow frequency at the rational surface. Our extended model
is expected to agree better with recent simulations and experiments [11, 20]
The rest of the paper is organized as follows. In Sec. II, we introduce the reduced MHD
model of the Taylor problem. In Sec. III, we obtain the extended HK solution with time-
dependent plasma flow to better understand recent simulations. Then we construct the
quasi-linear forces and propose a new plasma response model in absence of no slip condition
in Sec. IV. Finally, we give a summary and discussion in Sec. V.
II. MODEL OF THE TAYLOR PROBLEM
Introducing the flux function ψ and the stream function φ in a Cartesian coordinate
system, the magnetic field and the velocity can be written as ~B = BT~ez + zˆ × ∇ψ and
~v = zˆ × ∇φ. Then, the incompressible two field reduced MHD model governing ψ and F
are given, respectively, by
4
∂ψ
∂t
+ ~v · ∇ψ = η
µ0
∇2ψ, (1)
ρ(
∂
∂t
+ ~v · ∇)F = ~B · ∇jz + ν⊥∇2F , (2)
where F = zˆ · ∇×~v = ∇2φ is the vorticity and jz = zˆ ·~j = 1µ0∇2ψ, and ρ, η, and ν⊥ are the
plasma density, resistivity, and viscosity, respectively. Hereafter, we only consider the small
viscosity regime, in which the Prandtl number Pr  1; and then, the viscous effect will be
neglected unless otherwise stated. Based on the above Eqs. (1) and (2) without the viscous
term, Hahm and Kulsrud (HK) first consider the Taylor problem in a static plasma [21]. In
the Taylor problem, the plasma is surrounded by perfect conducting walls at x = ±a. The
equilibrium magnetic field is given as B = BT zˆ+B0
x
a
yˆ, where BT and B0 are all constants.
Then the equilibrium flux function ψeq =
B0
2a
x2. The boundary perturbation is specified as
x = ±(a − δRMPeiky), and the perturbed flux function assumes the form of ψ1 = ψ1(x)eiky.
Here δRMP = δRMP(t) is the amplitude of the boundary perturbation. Besides, the mirror
symmetry ψ1(x) = ψ1(−x) is also assumed.
III. LINEAR SOLUTION OF THE TAYLOR PROBLEM IN PRESENCE OF
PLASMA FLOW
The linearized governing equations of ψ1 and φ1 are
∂
∂t
ψ1 + v0 · ∇ψ1 + v1 · ∇ψ0 = ηµ0∇2ψ1, (3)
ρ( ∂
∂t
+ v0 · ∇)F1 + ρv1 · ∇F0 = B0 · ∇jz1, (4)
where v0 = v0(x, t)yˆ, and F0 = zˆ · ∇ × v0. Note that v0 in Eqs. (3) and (4) can evolve
with time, even when the island width is much less than the resistive layer width due to the
strong modulation by magnetic perturbations [32, 33]. To proceed, we divide the plasma
rotation into two parts, i.e. v0(x, t) = veq + δv0(x, t), where veq is the constant equilibrium
flow and δv0 is the time-dependent part. We define ψ1 ≡ ψˆ1e−ikδϕtemp(t), φ1 ≡ φˆ1e−iδϕtemp(t),
where δϕtemp = k
∫ t
0
δv0s(t
′)dt′ and δv0s = δv0(0, t), v0s = veq + δv0s.
Neglecting the inertial and resistive terms, the outer solution to Eqs. (3) and (4) is
ψˆ1 =
{
ψˆs[cosh (kx)− sinh (kx)
tanh (ka)
] +B0
sinh (kx)
sinh (ka)
δRMP(t)e
iδϕtemp(t)
}
eiky, (5)
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where ψs = ψ1(0, t). In the inner region, by assuming ∂/∂x  k, neglecting the flow shear,
and introducing Laplace transform, we arrive at [21]
∂2
∂θ¯2
Ψ = ¯Ω¯(4Ψ + θ¯U), (6)
∂2
∂θ¯2
U − 1
4
θ¯2U = θ¯Ψ, (7)
where ψ˜ = L[ψˆ1] =
∫ ∞
0
ψˆ1e
−stdt, φ˜ = L[φˆ1] =
∫ ∞
0
φˆ1e
−stdt, s¯ = s + ikveq, ¯4 =
s¯τ2A
4(ka)2τR
,
ν¯ = −is¯
4¯k2
, Ω¯ = ¯τRs¯
4
, θ¯ = x/¯a, Ψ = k/B0ψ˜1, and U = −φ˜/ν¯. Eliminating U from Eq. (6) by
means of Eq. (7) and introducing Z = ∂
2
∂θ¯2
Ψ, we have
d3Z
dθ31
= (µ¯+ θ21)
dZ
dθ1
+ 4θ1Z, (8)
where θ1 = θ¯/
√
2 and µ¯ = 8¯Ω¯.
In this section, we study the plasma response to two types of transient or dynamic RMPs.
The first type of the boundary perturbation is δRMP = δ0e
−iΩt, where Ω is the rotating
frequency of boundary perturbation. The second type of transient boundary perturbation
takes the form
δRMP = δ0TNIM(t, τ0) + δ1TNIM(t
′, τT )H(t′)− δ1TNIM(t′′, τT )H(t′′), (9)
TNIM(t, τ0) = 1− e−t/τ0 − t
τ0
e−t/τ0 . (10)
Here t′ = t − tT , t′′ = t′ − ∆tT , and δ0, δ1, τ0, τT and tT are all constants. Both types
of RMPs have been considered in previous studies [22, 33], and they are adopted below
in subsections A − B and C respectively for the linear solutions of the Taylor problem in
presence of plasma flow.
A. Plasma response to the first type of transient RMP in inertial regime
Before we discuss the linear solution with constant-ψ assumption, it is useful to study
the island evolution in the inertial regime, where the constant-ψ assumption is not valid.
In the inertial regime, i.e. t  τ 1/3R τ 2/3A , the perturbed current term d
3Z
dθ31
in Eq. (8) can be
neglected. We note that the plasma rotation cannot be modulated by RMPs in such a time
scale, and therefore the effect of finite δv0 is neglected here. Combined with the boundary
condition Z(0) = µ¯/2Ψ(0), Z ′(0) = 0, and Z(∞) = 0 [21], the inner solution is obtained as
Z =
µ¯Ψ(0)
2(1 + θ21/µ¯)
2
. (11)
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In presence of plasma flow, the perturbed flux at the rational surface can be approximated
through asymptotic matching as
Ψ =
4
pi
k3a2δ0
sinh (ka)
1
τAτR(s+ iΩ)s¯2
. (12)
Using the inverse Laplace transform, we obtain
ψs(t) =
4
pi
B0δ0k
2a2
sinh (ka)τRτA
e−iωt + iωte−iωt − 1
ω2
e−iΩt
=
4
pi
B0δ0k
2a2
sinh (ka)
(
τA
τR
)
1
3
e−iωˆtˆ + iωˆtˆe−iωˆtˆ − 1
ωˆ2
e−iΩˆtˆ, (13)
where ω = kveq − Ω, ωˆ = ωτ 2/3A τ 1/3R , Ωˆ = Ωτ 2/3A τ 1/3R , and tˆ = tτ2/3A τ1/3R . It is worth noting
that the perturbed flux at the rational surface cannot be written as ψs = |ψs|e−iϕs , where
ϕs = ωt+ ϕs0 is the phase of ψs. Thus the no-slip condition cannot be satisfied here, which
would require that the perturbed flux satisfy ψs(t) = |ψs(t)|e−iωt in the linear regime [34].
In addition, Eq. (13) can reduce to the linear solution in HK theory for static plasma when
Ω = 0.
Due to the time scale we consider here is t  τ 1/3R τ 2/3A , or, tˆ  1, we can expand e−iωˆtˆ
as e−iωˆtˆ ≈ 1 − iωˆtˆ + 1
2
(−iωˆtˆ)2 + 1
6
(−iωˆtˆ)3 in typical plasma regimes, and Eq. (13) can be
approximated as
ψs(t) ≈ 2
pi
B0δ0k
2a2
sinh (ka)
(
τA
τR
)1/3(tˆ2 − 2
3
iωˆtˆ3)e−iΩˆtˆ ≈ 2
pi
B0δ0k
2a2
sinh (ka)
(
τA
τR
)1/3(tˆ2 − 2
3
iωˆtˆ3 − iΩˆtˆ3). (14)
From the above expression of the perturbed flux, we find that the real part of ψs grows in
t2, which is exactly same as the HK theory. Both plasma and RMP rotations (i.e. veq and
Ω) can introduce an imaginary part to the perturbed flux, which grows in t3.
B. Plasma response to the first type of transient RMP in resistive-inertial regime
When t τ
1
3
Rτ
2
3
A , the island evolves into the resistive-inertial regime, where the constant-ψ
approximation is valid for an appropriate amplitude of the boundary perturbation [24, 28].
Plasma flow can be strongly modulated by the boundary perturbations in such a time
scale [32, 33]. Thus the time-dependent part of plasma flow δv0 should be included in the
resistive-inertial regime. Expanding U = ΣanDˆn as in [35], we obtain the expression for
the expanding coefficients from Eq. (7)
an = −
∫
θ¯Dˆndθ¯
n+ 1
2
Ψ, (15)
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where
Dˆn(θ) = (−1)n e
θ2
4
(2pi)
1
4 (n!)
1
2
dn
dθn
e
−θ2
2 , (16)
is the normalized parabolic cylinder function. After the asymptotic matching, we arrive at
12Ω¯
a
Ψ = ∆′0Ψ + ∆
′
eΨc, (17)
where ∆′0 and ∆
′
e are the jump in d lnψ1/dx across the rational surface and the tearing drive
due to the external field, and Ψc = L[kδRMP(t)eiδϕtemp(t)]. Dividing Ω¯s+ikveq in both sides of
Eq. (17), and applying the inverse Laplace transform, we rearrange the above equation as
τδ
a
[
∂
∂t
+ ikv0s(t)]ψs ={
∆′0
∫ t
0
G1(t− t′)ψs(t′)eiϕtemp(t′)dt′ + ∆′e
∫ t
0
G1(t− t′)ψc(t′)eiϕtemp(t′)dt′
}
e−iϕtemp(t),
(18)
G1(t) =
Γ(3
4
)√
2pi
(ikveq)
1
4 t−
3
4 , (19)
τδ =
3√
2
τ
3
4
Rτ
1
2
A |kveq|
1
4 ei
pi
8
sgn (kveq)/(ka)
1
2 , (20)
where ψc(t) = B0δRMP(t), ϕtemp(t) = k
∫ t
0
v0s(t
′)dt′, τδ is the layer response time in the
resistive-inertial regime [23], and sgn (kveq) is the sign of kveq.
On the other hand, Eq. (17) can be also rearranged as
Ψ(0) =
Ψc
cosh (ka) + [3 sinh (ka)/(2ka)
3
2 ]p¯
5
4
, (21)
where p¯ = s¯τ
3
5
Rτ
2
5
A . Using the inverse Laplace transform, we obtain a transparent expression
of the perturbed flux at the rational surface
ψs(t) =
B0
cosh (ka)
e−iϕtemp(t)
∫ t
0
G2(t− t′)δRMP(t′)eiϕtemp(t′)dt′, (22)
G2(t) = τ
3
5
Rτ
2
5
A ×
{
−4
5
[PAe
PAτ + PBe
PBτ ]− λ√
2pi
∫ ∞
0
e−uτ
u
5
4
(1−√2λu 54 + λ2u 52 )du
}
, (23)
where λ = 3/2
3
2 tanh (ka)/(ka)
3
2 , τ = t/τ
3
5
Rτ
2
5
A , and PA,B = λ
− 4
5 exp(±4pii
5
). Eq. (22) should
be the solution of Eq. (18). It is worth noting that the plasma flow in Eq. (22) can
depend on time, which is different from the constant flow assumed in previous extended HK
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theory [22]. We also note that Eq. (22) cannot be directly written as ψs = |ψs|e−iϕtemp ,
which means that the no-slip condition is also invalid in this regime.
To understand recent simulation results [36, 37], we neglect the time-dependent part
of plasma flow δv0 and focus on the plasma response to the first type of transient RMP
boundary perturbation, i.e. δRMP = δ0e
−iΩt. The expression of ψs in Eq. (22) reduces to
ψs(t) =
B0δRMP
cosh (ka)
[
1
1 + λ(iR)
5
4
− 4
5
e−iωt(
PA
PA − iRe
PAτ +
PB
PB − iRe
PBτ )
+
λ√
2pi
e−iωt
∫ ∞
0
e−uτ
u
5
4
(u+ iR)(1−√2λu 54 + λ2u 52 )du], (24)
where R = ωτ
3
5
Rτ
2
5
A . The linear solution of plasma response in Eq. (24) is consistent with
previous result in cylindrical configuration [22]. Due to the time oscillation from RMP, the
first term in Eq. (24) purely oscillates in time, whereas other terms may oscillate and grow
in time. Eventually, the perturbed flux evolves to a steady state in the frame of v = Ω/k.
The linear solution in Eq.(24), though obtained only in the resistive inertial regime, may
be able to account for many features of plasma response found in simulation results [32, 36,
37]. To illustrate this, we examine the time evolution of the amplitude and phase of the
magnetic island driven of the static boundary magnetic perturbation as predicted in Eq. (24)
(Fig. 1). The basic parameters used here are a = 0.5m, k = 1/a, ρ = 1.67 × 10−8Kg/m3,
B0 = 0.2T , BT = 2T , and δ0 = 2 × 10−4m. The island width oscillates and increases to a
final steady state, which agrees with the above discussion. Furthermore, cosϕ dramatically
deviates from cos (kveqt), which does not satisfy the no-slip condition [34].
The linear solution in Eq. (24) also predicts the flow screening effects on plasma response
in different resistive regimes. For example, in the upper panel of Fig. 2, where the resistivity
is relative small (η = 1 × 10−8Ωm), we find that the island width oscillates and increases
in time before reaching a steady state, and the oscillation frequency increases with the flow
speed. In the lower panel, where the resistivity is relatively larger (η = 1 × 10−6Ωm), the
oscillation in island growth almost disappears for the same plasma flow as in the upper
panel. Both panels in Fig. 2 show that the island width in steady state decreases with the
plasma flow, demonstrating the flow shielding effect (See also Fig. 4).
Previous simulations find that the island width increases as well as oscillates before the
final penetration state, similar to those shown in the upper panel of Fig. 2 [10, 20]. On
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the other hand, recent NIMROD simulations find the RMP induced island growth resembles
those shown in the lower panel of Fig. 2, where the oscillation in island growth is weak or
absent [32, 33]. Our results in Fig. 2 suggest that such a difference in island growth may
attribute to different plasma parameters such as the resistivity involved.
The effects of plasma resistivity on RMP penetration process can be further illustrated
from the linear solution in Eq. (24) plotted in Fig. 3. In the upper panel of Fig. 3, one find
that the plasma response oscillates and increases to steady state for a larger plasma flow
(veq = 1000m/s). For a lower plasma flow speed (veq = 100m/s), the oscillation in island
growth nearly vanishes. Both panels of Fig. 3 show that the island width in steady state
increases with plasma resistivity, which qualitatively agrees with Ref. [36] and also will be
displayed in the lower panel of Fig. 4.
To better understand the features of steady state shown in Figs. 2 and 3, we derive from
Eq. (24) the analytical expressions for the steady island width and phase at t→∞ as
W =
W0√
1 + λ2|R| 52 + 2λ|R| 54 cos 5pi
8
, (25)
sinϕ = − λ|R|
5
4 sin 5pi
8
sgn (kveq)
1 + λ2|R| 52 + 2λ|R| 54 cos 5pi
8
, (26)
where ϕ is the island phase. Here W = 2
√
a
B0
|ψs| is the island width and W0 = 2
√
aδ0
cosh (ka)
.
From Eq. (25), the island width increases with |R| if |R|  1 due to the fact that cos 5pi
8
< 0.
Therefore, the steady island width increases with plasma flow in the small veq regime when
η is fixed, whereas it decreases with plasma resistivity in the large η regime with a fixed
veq. On the other hand, W ∝ 1|R|5/4 when |R|  1. Accordingly, the steady island width
decreases with plasma flow in the large η regime with a fixed veq, and it increases with
plasma resistivity in small veq regime when η is fixed. The above description is consistent
with Fig. 4. In addition, the island phase φ ∼ 0 if |R|  1, and φ ∼ ±5pi
8
when |R|  1.
The ± is determined by the sign of kveq.
The dependence of the steady island width on the plasma flow (for different η) and the
plasma resistivity (for different veq) governed by Eq. (25) and (26) can be further illustrated
in Fig. 4. The upper panel of Fig. 4 indicates that there is a threshold in plasma flow for
any given resistivity. Below the threshold, the island width increases with the plasma flow
in small veq regime (R 1). Above the threshold, the island width can be strongly shielded
by plasma flow (R  1), which is qualitatively consistent with the linear simulation result
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in Ref. 37. Such a threshold increases with plasma resistivity. In the lower panel of Fig. 4,
the steady width of the forced island generally increases with resistivity except in the slower
flow case (veq = 100m/s), where the island width decreases with resistivity when η becomes
sufficiently large. Similar result can be also found in Fig. B1 of Ref. 37.
C. Plasma response to the second type of transient RMP in resistive-inertial
regime
Plasma response to the second type of transient boundary perturbation as specified in
Eqs. (10) and (9) has been previously studied using the NIMROD simulation along with an
error field model in the following equation,
[
d
dt′
+ iωres(t
′)]Bres(t′) =
a∆′0
τδ
Bres(t
′) +
a∆′e
τδ
Bext(t
′), (27)
where ωres = k · v0(x = 0), Bres = Bx,1(x = 0), Bext = Bx,1(|x| = a), and τδ is the
layer response time. The rest of definitions are conventional and can be found following
Eq. (17) of Ref. [33]. However, as we show here, such a model equation in Eq. (27)
is only an approximation to the more rigorous flux evolution equation, i.e. Eq. (18), in
presence of time-dependent flow. In particular, when s  ikveq, 3¯τR ≈ τδ. Using the
inverse Laplace transform, both sides of Eq. (17) can be rewritten, i.e. (s+ ikveq)
3¯τR
a
Ψ→
τδ
a
[( ∂
∂t
+ikv0)ψs]e
iδϕtemp(t) and ∆′0Ψ+∆
′
eΨc → ∆′0ψseiδϕtemp(t)+∆′eψceiδϕtemp(t). Then, Eq. (27)
is thus obtained, which maybe appropriate only in the quasi-steady state when s ikveq.
For second type boundary perturbation, if we neglect δv0(t) and keep only the constant
equilibrium flow, the linear solution of plasma response in the resistive-inertial regime can
be derived as
ψ1(0, t) =
B0δ0
cosh (ka)
∑
l=1,2,3
Hl(t, τ0) +
B0δ1
cosh (ka)
∑
l=1,2,3
[Hl(t
′, τT )−Hl(t′′, τT )], (28)
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where
H1(t, τj) =
1
1 + λ(iR)
5
4
− 1
1 + λ(iR− qj) 54
e−t/τj − 1
1 + λ(iR− qj) 54
2t
τj
e−t/τj , (29)
H2(t, τj) = −4
5
∑
k=A,B
e−ikveqt+Pkτ
{
Pk
Pk − iR −
Pk
Pk − iR + qj −
2qjPk[1− e(iR−Pk−qj)τ ]
Pk − iR + qj
}
,
(30)
H3(t, τj) =
λ√
2pi
e−ikveqt
∫ ∞
0
{
1
u+ iR
− 1
u+ iR− qj +
2qj[1− e(iR+u−qj)τ ]
[u+ iR− qj]2
}
× u
5
4
1−√2λu 54 + λ2u 52 e
−uτdτ. (31)
Here j = 0, 1, τ1 = τT , q0 = τ
3
5
Rτ
2
5
A/τ0, and q1 = τ
3
5
Rτ
2
5
A/τT .
Fig. 5 in [33] shows that the forced island evolution is dramatically influenced by the
amplitude of δ1 as well as ∆tT . As mentioned by Comisso et al [28], three possible nonlinear
scenarios may occur. When the driven island width exceeds the resistive layer width, the
Rutherford evolution takes place if the constant-ψ is valid in the nonlinear regime. The
Sweet-Parker evolution or even the plasmoid phase may occur in the nonlinear regime if the
island does not satisfy the constant-ψ assumption. Depending on the values δ0, δ1 and ∆tT ,
the forced island can nonlinearly evolve to the Rutherford regime, the Sweet-Parker regime,
or the plasmoid regime.
IV. QUASI-LINEAR FORCES AND PLASMA RESPONSE MODEL
Based on the linear solution for plasma response in the resistive-inertial regime, we derive
the quasi-linear Maxwell (or, electromagnetic) force as well as the Reynolds force. The quasi-
linear forces can influence the dynamics of plasma flow, which in turn affects the plasma
response itself. Thus the formulations we developed for the quasi-linear forces are further
used to construct the nonlinear plasma response model.
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A. Electromagnetic and Reynolds forces
From the reduced MHD model, we re-write the surface averaged poloidal momentum
equation as
ρ∂tu¯y = −〈∂xxψ1∂yψ1〉 /µ0 + ρ 〈∂xxφ1∂yφ1〉
= M(x) +R(x), (32)
where Ly = 2pi/k and f¯ = 〈f〉 =
∫ Ly
0
f(x, y)/Ly. M(x) and R(x) are Maxwell stress and
Reynolds stress, respectively.
Now let’s focus on the Maxwell force. From the error field theory [14, 31], the Maxwell
force can be expressed as
Fm =
∫
M(x)dx = − k
2µ0
[Im (ψ∗1ψ
′
1)]x=0, (33)
where [f ]x=0 is the jump in f across the resistive layer around x = 0. Following the constant-
ψ assumption, the general form of the Maxwell force can be written as
Fm = − k
2µ0
Im (ψ∗1(0)[ψ
′
1]x=0) = −
k
2µ0
|ψs|2 Im ∆′ = − k
2µ0
Esc|ψs||ψc| sinϕ, (34)
where ∆′ = [ψ
′
1]
ψ1
|x=0 = ∆′0 + ∆′e ψcψs , Im ∆′ = ∆′e Im
{
ψc
ψs
}
, ψs = |ψs|e−iϕs , ψc = B0|δRMP|e−iϕc ,
and ϕ = ϕs − ϕc, ϕc = Ωt. In our equilibrium, Esc = ∆′e = ksinh (ka) and ∆′0 = −ktanh (ka) . The
above general formula of electromagnetic force in Eq. (34) has been often used to construct
the nonlinear error field model [18].
When the island width is much less than the resistive layer width, the island evolution
can be described by the island solution in Eq. (22) in the resistive-inertial regime. To derive
the Maxwell force in such a regime, i.e. W  δlayer, we substitute in Eq. (22) into Eq. (34)
and neglect the time-dependence of ψs, we obtain the Maxwell force in steady state as
Fm = − k
2µ0
|ψs|2 k
tanh (ka)
λ|R0| 54 sgn (ω0) sin 5
8
pi
= − kρ
1
2
2µ
1
4
0 η
3
4α
1
2
|ψs|2∆ris sgn (ω0)|ω0|
5
4 sin
5
8
pi, (35)
where α = kB0
a
, ∆ris =
λ(ka)
3
2
tanh (ka)
= 3
2
√
2
≈ 1, ω0 = kvs, and R0 = ω0τ
3
5
Rτ
2
5
A . Here vs = v0(x =
0, t→∞) is the steady plasma flow at the rational surface. The parameter scaling of Fm in
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resistive-inertial regime is consistent with the corresponding result in Ref. 31. In the limit
t→∞, we re-write the steady Maxwell force as
Fm = −C0
λ|R0| 54 sgn (ω0) sin 58pi
1 + λ2|R0| 52 + 2λ|R0| 54 cos 58pi
, (36)
C0 =
k
2µ0
[
B0δRMP
cosh (ka)
]2
k
tanh (ka)
. (37)
Fm ≈ C0λ|R0| 54 sgn (ω0) sin 58pi when λ|R0|
5
4  1, and as a result, the Maxwell force is
proportional to |ω0| 54 . While λ|R0| 54  1, Fm ≈ C0 sgn (ω0) sin 58pi/[λ|R0|
5
4 ], and the Maxwell
force is proportional to 1/|ω0| 54 due to the flow shielding effect. As shown in Fig. 5, the
Maxwell force from Eqs. (36) and (37) increases with the plasma flow at first. After the
rigid flow exceeds a threshold, the force strongly decreases with vs. In addition, the critical
value increases with plasma resistivity. The above features of the Maxwell force are in good
agreement with previous linear calculation results in Fig. 4(a) of [37].
Similar to the Maxwell force, the Reynolds force can be expressed as
Fr =
∫
R(x)dx =
kρ
2
[Im (φ∗1φ
′
1)]x=0. (38)
From the definitions in Sec. III, for the steady state, we arrive at
φ1 = −νsUs = −νs
∑
anDˆn(θs), (39)
an = −
∫
θsDˆndθs
n+ 1
2
k
B0
ψs, (40)
ψs =
B0δRMP
cosh (ka)[1 + λ(iR0)
5
4 ]
, (41)
where 4s =
iω0τ2A
4(ka)2τR
, νs =
ω0
4sk2
, and θs = x/sa. Together with Eq. (41) in [35] and the
definition of Reynolds stress, the Reynolds force can be expressed as
Fr =
∫
R(x)dx = −k
2
ρC1|νs|2( k
B0
)2|ψs|2 Im 1
sa
=
k
2
ρC1|νs|2( k
B0
)2|ψs|2| 1
sa
| sgn (ω0) sin pi
8
,
(42)
where
C1 = −2 72
∞∑
l=0
l + 1
2
(2l − 1)(2l + 3
2
)(2l + 7
2
)
Γ(l + 1
2
)
Γ(l + 1)
≈ 0.27× 2 72 . (43)
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More explicitly, we rewrite the steady state Maxwell force as well as the steady Reynolds
force induced by static RMP as
Fm = − k
2µ0
λk
tanh (ka)
|ω0| 54 τ
3
4
Rτ
1
2
A |ψs|2 sgn (ω0) sin
5
8
pi, (44)
Fr =
k
2
ρC1
[4(ka)2]
3
4
16a(kB0)2τ 2A
|ω0| 54 τ
3
4
Rτ
1
2
A |ψs|2 sgn (ω0) sin
1
8
pi, (45)
which leads to
Fr = −C2Fm, (46)
C2 =
√
2C1
8(ka)
3
2
tanh (ka)
λ
sin pi
8
sin 5pi
8
=
C1
6
sin pi
8
sin 5pi
8
≈ 0.3. (47)
Obviously, the Reynolds force Fr is opposite sign to the Maxwell force Fm and Fr ∼
−0.3Fm  Fm.
For comparison, previous study relates φ1 to ψ1 in the outer region as in φ1 =
ω0
αx
ψ1 [31].
By substituting such a relationship and evaluating the jump condition at x ∼ ±δlayer, they
arrive at
Fr ∼ ( ω0
α|δlayer|)
2(−Fm), (48)
where
δlayer = [
ρ|ω0|η
α2µ0
]
1
4 ei
pi
8
sgn (ω0). (49)
Similarly, they find that the Reynolds force is much less than the Maxwell force by the factor
ρµ0(
ω0
α|δlayer|)
2 = 1
(ka)2
ω
3
2
0 τAτ
1
2
R , in contrast to the factor C2 in Eq. (46) found in our study.
The parameter scalings of Fr, as well as the relationship between Fr and Fm, are quite
different from the previous result in [31]. In fact, the parameter scaling of Fr is the same
with Fm in our analytical result. In other words, the ratio between the two steady state
forces in the resistive-inertial regime is independent of equilibrium parameters in presence
of uniform plasma flow.
B. Nonlinear plasma response model in absence of no-slip condition
The above quasi-linear forces can be used to construct nonlinear model for plasma re-
sponse and flow evolution. When the island width is much less than the resistive layer width
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δlayer, the island evolution can be described by the linear solution of plasma response in the
resistive-inertial regime as follows
ψs =
B0
cosh (ka)
e−iϕtemp(t)
∫ t
0
G2(t− t′)δRMP(t′)eiϕtemp(t′)dt′, (50)
Fm = − k
2µ0
Esc|ψs|2 Im
{
ψc
ψs
}
, (51)
ρ0
∂δv0
∂t
= Fmδ(x) + ν⊥
∂2δv0
∂x2
, (52)
where δ(x) is the Dirac δ function. To obtain the above analytical model, only W  δlayer
and constant-ψ are assumed. Note that the viscous term is added in Eq. (52) to balance
the electromagnetic force although we neglect such an effect in linear island solution. This
maybe reasonable since we assume that Pr  1, and we will extend our theory to include
the viscous effect in the future.
When the island width exceeds the resistive layer width δlayer, say, δlayer  W  a, and
the constant-ψ assumption is still valid, the driven island enters the nonlinear Rutherford
regime. In the standard error field theory, the no-slip condition for the phase equation is
widely used. However, as we discussed in Sec. III, the no-slip condition is not satisfied in the
linear constant-ψ resistive-inertial regime. Furthermore, the no-slip condition would require
the plasma be static on rational surface in the full RMP penetration state, which does
not agree with previous nonlinear reduced MHD simulations [20]. Extending Rutherford’s
original work [38], we derive a set of island width and phase equations without the constraint
of no-slip condition. Following the method in Ref. 38, we arrive at the asymptotic matching
relation
∆′|ψs| 12 e−iϕs = 4Aµ0
η(2B0/a)
1
2
[
d
dt
+ iωs](|ψs|e−iϕs), (53)
where A ≈ 0.7 and ωs = kv0(x = 0) is the plasma angular rotation frequency at the rational
surface. From the real part and the imaginary part, we obtain the island width and phase
equations, respectively. On the other hand, the plasma flow can be modified by the Maxwell
and viscous forces induced by plasma response. To close the system, the nonlinear force
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balance equation is needed. Here we write the nonlinear plasma response model as
2AτR√
2a2
dW
dt
= ∆′0 + ∆
′
e
W 2c
W 2
cosϕ, (54)
dϕ
dt
= ωs +
√
2a2
2AτR
∆′e
W 2c
W 3
sinϕ, (55)
ρ0
∂δv0
∂t
= − k
2µ0
Esc|ψs||ψc| sinϕδ(x) + ν⊥∂
2δv0
∂x2
, (56)
where W = 2
√
a
B0
|ψs| is the island width and Wc = 2
√
( a
B0
)|ψc|. The no-slip condition
assumed in the conventional error field theory is not imposed in the above nonlinear plasma
response model. From the phase equation Eq.(55), one finds that the island oscillation
frequency depends on but does not necessarily equal to the plasma flow frequency at the
rational surface. For simplicity, here we only derive the linear drive and external field
terms in Rutherford equation in Eq.(54). Note that the Rutherford equation is a nonlinear
equation even in absence of the nonlinear saturation term. Similarly, the nonlinear terms in
phase equation also is not included here either. We also note that Eq. (53) is obtained by
neglecting the inertial and viscous effects. Such effects as well as the nonlinear saturation
terms should be included in the nonlinear response model in the future.
V. SUMMARY AND DISCUSSION
In summary, we have developed a new theory model for the nonlinear plasma response to
external magnetic perturbation in absence of the no-slip condition. The model is composed
of the equations for the evolution of both width and phase of magnetic island due to forced
reconnection driven by the external magnetic perturbation, and the force-balance equation
for the plasma flow. When the island width is much less than the resistive layer width,
the island growth is governed by the linear Hahm-Kulsrud-Taylor solution in presence of
time-dependent plasma flow. Based on the standard asymptotic matching and Laplace
transform, we have extended the linear response solution to include the equilibrium flow
in both the inertial and the resistive-inertial regimes. In particular, the plasma flow in
our new island solution in the resistive-inertial regime can be time-dependent. The island
solution is used to construct the quasi-linear electromagnetic force, which together with
viscous force, contributes to the driving and damping of plasma flow. In case of uniform
flow, the ratio of corresponding Maxwell and Reynolds forces in steady state proves to be
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a constant independent of equilibrium, which is about 3. When the island width is much
larger than the resistive layer width, the evolution of both island width and phase can be
described using the newly developed nonlinear model. The no-slip condition assumed in the
conventional error field theory is not imposed here, where the island oscillation frequency
depends on but does not necessarily equal to the plasma flow frequency at the rational
surface. Using the new developed plasma response model, recent simulation results can be
better understood [20, 36, 37].
The theory in this work is for the forced island solution in both resistive-inertial and
Rutherford regimes. It is our first step towards constructing a general plasma response
model in absence of no-slip condition. Several physics elements of island-flow interaction
are missing in the developed model that may potentially have significant impacts, but they
are well beyond the scope of this report. For example, viscosity, two-fluid, and finite-
Larmor-radius effects are known to have strong influence over plasma response to RMPs
near resonant surfaces [23, 39]. Furthermore, the plasma response model here is developed
in the two limits of W  δlayer and W  δlayer. The more complete model connecting the
two regimes yet to be built. We plan to address these important issues in future studies.
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FIG. 1: The island width (upper) and phase (lower) as functions of time from Eq. (24).
Parameters used here are η = 10−7Ωm and veq = 2000m/s. The black dashed curve in the
lower panel represents cos (kveqt). The green horizontal line in both panels represent the
corresponding island width and phase in steady state.
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FIG. 2: The island width as a function of time from Eq. (24) in different parameter
regimes. The plasma resistivities used here are η = 10−8Ωm (upper) and η = 10−6Ωm
(lower), respectively. The red, blue and black curves represent veq = 1000m/s,
veq = 2000m/s, and veq = 4000m/s, respectively. The green horizontal lines represent the
island width in steady state.
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FIG. 3: The island width as a function of time from Eq. (24) in different parameter
regimes. The plasma flows used here are veq = 1000m/s (upper) and veq = 100m/s (lower),
respectively. The red, blue, and black curves represent η = 0.25× 10−8Ωm,
η = 0.5× 10−8Ωm, and η = 1× 10−8Ωm, respectively.
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FIG. 4: Dependence of island width in steady state on the plasma flow (upper) and
resistivity (lower) for different η (upper) and veq (lower). The red, blue, and black curves
in the upper (lower) panel represent η = 10−6Ωm (veq = 100m/s), η = 10−7Ωm
(veq = 1000m/s), and η = 10
−8Ωm (veq = 10000m/s), respectively.
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