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ABSTRACT 
 
This paper discusses an algorithm to determine the power of a square matrix,  , without 
computing its eigenvalues.  The algorithm can be used to compute   , for each real 
number   which is greater or equal to two. 
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ABSTRAK 
 
Artikel ini membahas sebuah algoritma untuk menentukan perpangkatan matriks bujur 
sangkar,  , tanpa harus menghitung eigenvalue matriks tersebut terlebih dahulu.  
Algoritma yang dipergunakan dapat digunakan untuk menghitung    dengan   
bilangan bulat dan bernilai lebih besar atau sama dengan dua.  
 
Kata kunci: polinomial karakteristik, teorema Cayley-Hamilton, dan algoritma 
pembagian. 
 
1. PENDAHULUAN 
 
Perhatikan sistem persaman diferensi linear yang ditulis dalam bentuk sebagai berikut 
     (   )    ( ), 
dengan  ( )  (  ( )   ( )     ( ))
 
   ,   (   )adalah matriks berukuran 
    yang nonsingular, dan mempunyai solusi tunggal  ( )    , sebagaimana yang 
dinyatakan dalam [4]. 
Menghitung perpangkatan matriks dapat menggunakan metode kesamaan 
transformasi yang dinyatakan [3] dan beberapa algoritma diantaranya analog diskrit, 
serta beberapa cara menghitung perpangkatan matriks seperti yang ditulis dalam [4].  
Namun, semua cara yang digunakan tersebut menggunakan eigenvalue, yang artinya 
menemukan nilai nol dari polinomial karakteristik dari  .  Penghitungan polinomial 
karakteristik dari  sulit diselesaikan untuk polinomial yang berderajat lima atau lebih. 
Pada artikel ini dibagian dua dibahas mengenai polinomial karakteristik pada 
matriks, kemudian dilanjutkan dibagian tiga menentukan perpangkatan matriks tanpa 
menggunakan eigenvalue yang merupakan review dari artikel yang berjudul “Avoiding 
Eigenvalues in Computing Matrix Powers” oleh Raghib Abu-Saris dan Wajdi Ahmad 
[5]. 
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2. POLINOMIAL KARAKTERISTIK PADA MATRIKS 
 
Bentuk polinomial karakteristik pada matriks yang merupakan dasar dari teorema 
Cayley-Hamilton didefinisikan sebagai berikut 
 
Definisi 1 (Eigenvalue dan Eigenvector) [1, h.  277] Jika  adalah suatu matriks 
berukuran    maka sebuah vektor tak nol dalam   disebut vektor eigen (eigenvector) 
dari matriks   jika   adalah kelipatan skalar dari  dapat ditulis 
          ,          (1) 
untuk skalar sebarang λ.  Skalar λ disebut nilai karakteristik (eigenvalue) dari  dan 
 disebut vektor eigen dari  yang bersesuaian dengan λ. 
Berdasarkan Definisi 1, untuk mencari nilai karakteristik (eigenvalue) matriks 
 persamaan (1) dapat dibentuk menjadi 
           , 
atau 
    (    )   .          (2) 
Lihat persamaan (2), nilai karakteristik λ dapat ditentukan dengan menetapkan 
        ((    )   .          (3) 
Persamaan (3) dinamakan persamaan karakteristik dari matriks  .  Selanjutnya dapat 
ditulis menjadi 
   ( )     (    )          
            .       (4) 
Persamaan (4) disebut sebagai polinomial karakteristik pada  . 
 
Teorema 2 (Teorema Cayley-Hamilton) [3, h.  119] Misalkan   adalah suatu matriks 
yang berukuran    yang mempunyai polinomial karakteristik 
   ( )     (    )          
            , 
maka 
  ( )  ∏ (     )   
 
   , 
atau 
           
         
           . 
Bukti: 
Misalkan   adalah suatu matriks yang berukuran     dengan bentuk sebagai berikut 
      [
      
      
    
    
  
      
  
    
], 
dari matriks   diperoleh polinomial karakteristik 
   ( )     (    )            
         
      . 
Misalkan 
   ( )     (    )                
   , 
dengan    adalah suatu matriks persegi, untuk              . 
Berdasarkan definisi determinan [1] diperoleh bahwa pada matriks   berlaku 
   (    )   (    )     (    )  .        (5) 
Pada ruas kiri persamaan (5) diperoleh 
(    )   (    )  (    )(              
   ) 
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        (      )   
 (      ) 
         (          )   
     . 
Sedangkan dari ruas kanan persamaan (5) diperoleh 
    (    )              
          
        . 
Sehingga persamaan (5) menjadi 
       (      )   
 (      ) 
       (          ) 
                  
   
               
        . 
Selanjutnya dengan menyamakan koefisien-koefisien diperoleh 
   
                    
                
                
     
                 
                }
 
 
 
 
.          (6) 
Jika matriks identitas pada persamaan (6) berturut-turut dikalikan dari kiri dengan 
            diperoleh 
  
                       
     
            
      
            
 
           
          
           
   
                   
 }
  
 
  
 
.          (7) 
Sehingga dari persamaan (7) bila kedua ruas dijumlahkan akan diperoleh 
          
     
     
       
         
      
                       
         
      . 
Maka 
             
         
        .          □ 
 
Algoritma Pembagian 3 [2, h.  160] Jika  ( ) dan  ( ) adalah polinom atas  , dengan 
 ( )   , maka terdapat polinom  ( ) dan  ( ) atas  , sehingga 
    ( )   ( ) ( )   ( ), dengan  ( )   , 
atau 
        ( )      ( ). 
Polinomial  ( ) merupakan hasil bagi dan  ( ) adalah sisa pembagian dari polinomial 
 ( ) dan  ( ). 
 
Bukti: 
Ambil  ( )              
 , dan  ( )              
 . 
Jika  ( )   , maka      untuk setiap           dan     ( )   .  Jika 
 ( )    maka  ( )   , dan  ( )   , dan jika  ( )    maka      sehingga 
    ( )   .  Selanjutnya, tunjukkan  ( ) dan  ( ) dengan menggunakan induksi 
pada .  Jika   , maka 
     ( )   ( )     ( ). 
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Jika  ( )    maka  ( )   ( ).  Kemudian asumsikan    , jika     maka 
 ( )     dan  ( )    , sehingga 
            
      , 
dimana  ( )    
     dan  ( )   .  Kemudian buktikan pernyataan     ( )   , 
karena fungsi polinomial  ( ) yang memiliki pangkat terkecil , maka 
     ( )   ( )      
       ( ), 
dimana      ( )      ( ).  Kemudian dalam polinomial  ( ) terdapat polinomial 
  ( ) dan   ( ), maka 
   ( )   ( )  ( )    ( ), dengan   ( )   , 
atau 
         ( )      ( ). 
Kemudian 
   ( )      
       ( )   ( )  ( )    ( ) 
              ( )   ( )[    
         ( )]    ( ), 
maka 
   ( )      
         ( ) dan  ( )    ( ).          (8) 
Persamaan (8) membuktikan bahwa  ( ) dan  ( ) ada.  Untuk membuktikan 
polinomial  ( ) dan  ( ) adalah polinomial khusus, buktikan bahwa   ( ) dan   ( ) 
juga polinomial pada  , maka 
     ( )   ( )  ( ) +  ( ), 
dengan   ( )    atau      ( )      ( ), sehingga 
    ( ) ( )   ( )   ( )  ( ) +  ( ), 
dan 
    ( )[ ( )    ( )]    ( )   ( ).          (9) 
Ruas kanan dari persamaan (9) adalah nol dengan pangkat terkecil     ( ) dan jika 
ruas kiri juga nol dengan pangkat terkecil     ( ), maka juga berlaku  ( )    ( ). □ 
 
3. MENENTUKAN PERPANGKATAN MATRIKS TANPA MENGGUNAKAN 
EIGENVALUE 
 
Teorema 4 [3] Jika   adalah matriks yang berukuran     dengan polinomial 
karakteristik ( )     ∑    
    
   , maka  
  ∑   ( ) 
    
   .  Jika    , dengan 
  ( )     dan   ( ) ditentukan secara berulang   (   )         ( )  
    ( ) (         ), dimana    ( )   .Jika    ,   ( ) dapat diekspresikan 
sebagai berikut  ( )  (  )
         (  ( )), 
dimana   ( ) adalah matriks berukuran (     )  (     ) 
    ( )  (
                 
               
    
), 
dengan     ,            , untuk setiap    . 
 
Bukti: 
Diketahui   adalah sebuah matriks yang berukuran     dengan     dan misalkan 
 ( )     ∑    
    
    merupakan polinomial karakteristik dari  .  Dengan 
5 
 
menggunakan Teorema Cayley-Hamilton yang dinyatakan Teorema 2 diperoleh 
 ( )    dan dengan Algoritma Pembagian yang dinyatakan Algoritma 3 diperoleh 
       ( ) ( )    ( )    ( ), untuk    , 
dimana    merupakan polinomial khusus dan    merupakan polinomial sisa yang 
berderajat paling banyak    .  Oleh karena itu, perpangkatan matriks dapat dihitung 
sekali pada saat koefisien    yang ditentukan.  Oleh karena itu, tetapkan  
     ( )  ∑   ( ) 
    
   . 
Karena     ∑   ( ) 
    
   , untuk     diperoleh 
    ( )    ( )    ( ) 
        ( ) 
    
       (           
         
   ). 
Selanjutnya, dengan menyamakan kofisien-koefisien diperoleh 
   ( )       
   ( )       
   ( ) 
      
  
        
         ( ) 
          
    
karena  ( )   ( ), maka 
      ( )     , 
untuk setiap              . 
Selain itu, 
 ∑   (   ) 
           ∑   ( ) 
      
   
   
    
  ∑     ( ) 
  
    
      ( ) 
  ∑     ( ) 
    
    
         ( )  ∑ [       ( )      ( )] 
    
   . 
Selanjutnya, dengan membandingkan koefisien diperoleh 
     (   )         ( )      ( ),       (10) 
untuk             dan    ( )   . 
Persamaan (8) merupakan algoritma berulang untuk menghitung perpangkatan matriks 
tanpa menggunakan eigenvalue.   
Jika    ,   ( ) merupakan syarat penentu dari matriks   ( ) yang mana matriks 
  ( ) adalah matriks yang berukuran (     )  (     ) yang diberikan 
sebagai berikut 
  ( )  (  )
     
{
 
 
 
 
 
 
 
 
 
 
                                                        
|
      
     
|                                                
|
          
         
      
|                                   
|
      
     
        
        
  
  
        
     
|                     
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dimana     ,            , jika    . 
Sehingga,    ∑   ( ) 
    
   .              □ 
 
Contoh: 
Tentukan perpangkatan matriks    jika 
      (
   
    
    
). 
Penyelesaian: 
Untuk menghitung perpangkatan matriks tanpa menggunakan eigenvalue terlebih 
dahulu cari polinomial karakteristik dari  . 
   ( )     (    ) 
     ( (
   
   
   
)  (
   
    
    
)) 
     (
     
      
      
) 
  ( )(   )(   )  (  )(  )( )  (  )( )(  ) 
    ( )(   )(  )  (  )(  )( )  (   )( )(  ) 
 ( )               . 
Diperoleh      ,      , dan      .  Karena matriks   berorde tiga maka     
dan    , sehingga dengan menggunakan Teorema 4 akan ditentukan nilai   ( ) 
dengan memasukkan nilai-nilai dari    sebagai berikut 
      (  )
        (  ( )). 
Untuk    , dan        . 
    ( )  (  )
        (  ( ))  (  )    (  ( )). 
   ( )  (  )   (  ( )) 
  (  )    (  ) 
  (  )    (   ) 
  (  )(   ) 
    . 
   ( )  (  )    (  ( )) 
  (  )    (  ) 
  (  )    (  ) 
  (  )(  ) 
     . 
   ( )  (  )   (  ( )) 
  (  )    (  ) 
  (  )    (  ) 
  (  )(  )   . 
Untuk    , dan        . 
    ( )  (  )
        (  ( ))  (  )
    (  ( )). 
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   ( )  (  )
    (  ( )) 
  (  )    (
     
   
) 
           
  (   )(  )  ( ) 
    . 
   ( )  (  )
    (  ( )) 
  (  )    (
    
   
) 
          
  (  )(  )  (   ) 
      . 
   ( )  (  )
    (  ( )) 
  (  )    (
    
   
) 
          
  (  )(  )  (  ) 
    . 
Hal ini terus dilakukan berulang hingga ke- . 
Catatan: 
  ( )    (   ) 
       
     ( )   (    ) 
         
     ( )    (   ) 
       
Selanjutnya, masukkan nilai   ( ) kepersamaan  
  ∑   ( ) 
    
   . 
 Untuk    , maka 
    ∑  ( ) 
 
 
   
 
    ( ) 
    ( ) 
    ( ) 
  
  (  ) (
   
   
   
)  (   )(
   
    
    
)  ( ) (
   
    
    
)
 
 
  (
    
    
    
)  (
       
        
        
)  ( ) (
    
    
      
) 
  (
        
        
        
)  (
       
       
       
) 
  (
        
       
       
). 
 Untuk    , maka 
     ∑   ( ) 
  
    
    ( ) 
    ( ) 
    ( ) 
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  (  ) (
   
   
   
)  (    ) (
   
    
    
)  (  ) (
   
    
    
)
 
 
  (
    
    
    
)  (
         
           
           
)  ( ) (
    
    
      
) 
  (
          
           
           
)  (
          
          
          
) 
  (
        
       
         
). 
Lanjutkan hingga ke- , maka 
     ∑   ( ) 
  
    
    ( ) 
    ( ) 
    ( ) 
  
    (   )       (
   
   
   
)  (    )     
       (
   
    
    
)   (   )       (
   
    
    
)
 
 
  (
                        
           (   )          
                            
). 
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