Defining Bonferroni means over lattices by Beliakov, Gleb & James, Simon
   
 
  
This is the authors’ final peer reviewed (post print) version of the item 
published as: 
 
Kipli, Kuryati, Kouzani, Abbas Z. and Xiang, Yong 2013, An empirical 
comparison of classification algorithms for diagnosis of depression from brain 
sMRI scans, in ACSAT 2013 : Proceedings of the 2nd International Conference 
on Advanced Computer Science Applications and Technologies. 2013, IEEE 
Computer Society, [Sarawak, Malaysia], pp. 333-336. 
  
   
 
Available from Deakin Research Online: 
 
http://hdl.handle.net/10536/DRO/DU:30049229    
 
©2013 IEEE. Personal use of this material is permitted. However, 
permission to reprint/republish this material for advertising or 
promotional purposes or for creating new collective works for resale 
or redistribution to servers or lists, or to reuse any copyrighted 
component of this work in other works must be obtained from the 
IEEE. 
  
  
Copyright: 2012, IEEE 
                 
 
 
Defining Bonferroni means over lattices
Gleb Beliakov
School of Information Technology
Deakin Unviersity
Burwood, Victoria 3125
Australia
Email: gleb@deakin.edu.au
Simon James
School of Information Technology
Deakin Unviersity
Burwood, Victoria 3125
Australia
Email: sjames@deakin.edu.au
Abstract—In the face of mass amounts of information and
the need for transparent and fair decision processes, aggregation
functions are essential for summarizing data and providing over-
all evaluations. Although families such as weighted means and
medians have been well studied, there are still applications for
which no existing aggregation functions can capture the decision
makers’ preferences. Furthermore, extensions of aggregation
functions to lattices are often needed to model operations on
L-fuzzy sets, interval-valued and intuitionistic fuzzy sets. In such
cases, the aggregation properties need to be considered in light of
the lattice structure, as otherwise counterintuitive or unreliable
behavior may result.
The Bonferroni mean has recently received attention in the
fuzzy sets and decision making community as it is able to
model useful notions such as mandatory requirements. Here, we
consider its associated penalty function to extend the generalized
Bonferroni mean to lattices. We show that different notions of
dissimilarity on lattices can lead to alternative expressions.
I. INTRODUCTION
An important step in the design of multiple criteria decision
processes and recommender systems is the selection of suitable
aggregation functions [4], [6], [15]. The Bonferroni mean [7]
has been identified as a useful averaging aggregation function
with the potential for interesting applications in fuzzy systems
and multicriteria decision making [5], [26]. In its standard
form, it includes the geometric mean and power means as
special cases and also has the ability to model mandatory
requirements. In [5], the Bonferroni mean was treated as a
composition of averaging and conjunctive functions, and was
generalized in terms of its components. By using alternative
averaging operations in the definition, it was shown that any
number of mandatory arguments could be specified, whilst at
the same time taking into account all arguments of the input
vector.
Recently, the Bonferroni mean has been extended to
Atanassov’s membership and non-membership orthopairs (also
referred to as Atanassov’s intuitionistic1 fuzzy sets or AIFS) by
Xu and Yager [25], to intervals by Xu in [22] and to interval-
valued AIFS by Xu and Chen in [23]. Similar to existing
extensions of other aggregation functions, these approaches
have involved replacing the multiplication and addition oper-
ations with those defined on AIFS or intervals. On the other
1Since the use of the term intuitionistic is seen as misleading, we will opt
for the terms AIFS or Atanassov orthopairs.
hand, the set of AIFS is a lattice (as is the set of intervals),
and can be interpreted in the framework of lattice operations.
A penalty-based approach to defining aggregation functions
over lattices was presented in [8], the implications of which
were applied when extending the median to AIFS in [3]. In
particular, we note that various lattice constructions allow us to
define dissimilarity between inputs such that a penalty-based
aggregation function can be defined.
In this study, we focus on extending the generalized Bon-
ferroni mean to lattices, observing that it has an interesting
penalty expression which could be useful in some contexts.
We will draw on the results from [8] and consider methods
of construction based on dissimilarity expressed on the same
space as the given lattice, as well as those expressed as real
numbers over a lattice.
The preliminaries section will bring together the concepts
required such that we can define penalty-based aggregation
functions over lattices, therefore briefly presenting results from
aggregation functions, lattices and penalty functions. We will
then consider penalty-based expressions of the Bonferroni
mean for real inputs, replacing the operations with more gen-
eral ones to obtain the generalized Bonferroni mean in Section
III. In Section IV we show how the penalty expression can be
extended to lattices. Various penalty-based Bonferroni means
over lattices will be obtained depending on how dissimilarity
and distance are defined. We summarize our findings in the
concluding section.
II. PRELIMINARIES
This preliminaries section will give an overview of results
from aggregation functions, lattices and penalty-functions re-
quired for our construction of Bonferroni means. We will also
provide some illustrative examples.
A. Aggregation Functions
Aggregation functions are used to combine a set of input
values into a single representative output. Their properties,
construction methods and applications have been detailed
in the recent monographs [6], [15], [19]. We will consider
aggregation functions defined over the unit interval.
Definition 1: An aggregation function f : [0, 1]n → [0, 1]
is a function non-decreasing in each argument and satisfying
f(0, . . . , 0) = 0 and f(1, . . . , 1) = 1.
Depending on the application, further properties and behav-
ior are often desired. The logical AND and OR operators are
generalized by conjunctive and disjunctive operators, whilst
averaging functions such as the arithmetic mean and median
are often used as summary statistics. These classes are defined
with respect to the minimum and maximum operators.
Definition 2: An aggregation function is considered to be:
averaging where min(x) ≤ f(x) ≤ max(x), conjunctive
where f(x) ≤ min(x), disjunctive where f(x) ≥ max(x),
and mixed otherwise.
Due to the monotonicity of aggregation functions, averaging
behavior is equivalent to idempotency, i.e. f(t, t, ..., t) = t.
An important generalized family of averaging functions are
the weighted quasi-arithmetic means. We will refer to some
of their special cases throughout.
Definition 3: For a strictly monotone continuous generating
function φ : [0, 1] → [−∞,∞] and weighting vector w, the
weighted quasi-arithmetic mean is given by,
QAMw(x) = φ
−1
(
n∑
i=1
wiφ(xi)
)
. (1)
Special cases include weighted arithmetic means,
WAM(x) =
∑n
i=1 wixi where φ(t) = t, weighted
power means PMq(x) =
(∑n
i=1 wix
q
i
)1/q
where φ(t) = tq
and weighted geometric means G(x) =
∏n
i=1 x
wi
i if
φ(t) = − ln t. The weights wi are usually non-negative and
sum to one.
Here we consider extensions of the Bonferroni mean. The
Bonferroni mean was defined in 1950 [7] and later generalized
by Yager [26] and others [5], [17], [27]. In its original form,
it is defined as follows.
Definition 4: Let p, q ≥ 0 and xi ≥ 0, i = 1, . . . , n. The
Bonferroni mean is the function
Bp,q(x) =
 1
n(n− 1)
n∑
i,j=1,i6=j
xpi x
q
j
 1p+q . (2)
In the case of p = q for n = 2 the Bonferroni mean is
equivalent to the geometric mean. For q = 0 (or p = 0), it will
reduce to a power mean and can therefore express functions
such as the arithmetic mean (p = 1), quadratic mean (p = 2)
and the limiting case of the geometric mean p = 0). As the
ratio pq approaches infinity (or 0), the mean approaches the
maximum operator. In the case of equal indices p = q and
n > 2, the Bonferroni mean has an interesting characteristic.
Since we are taking the sum of products, there must exist at
least one pair (i, j) such that xi, xj > 0, to obtain a non-zero
output Bp,p(x) > 0.
In [5], the Bonferroni mean was expressed as a composed
aggregation function, generalizing it in terms of two means
and a conjunctive function. With this construction, the function
is able to model partial conjunction [13] with respect to
any number of arguments, i.e. we can specify mandatory
requirements that must at least partially be fulfilled for the
function to have a non-zero output.
The notation xj 6=i is used to denote the vector in [0, 1]n−1
that includes the arguments from x ∈ [0, 1]n in each dimension
except the i-th, xj 6=i = (x1, . . . , xi−1, xi+1, . . . , xn).
Definition 5: [5]. Let M denote a 3-tuple of aggregation
functions < M1,M2, C >, with M1 : [0, 1]n → [0, 1],
M2 : [0, 1]
n−1 → [0, 1] and C : [0, 1]2 → [0, 1], with the
diagonal of C denoted by C∗(t) = C(t, t) and inverse
diagonal C−1∗ . The generalized Bonferroni mean is given by,
BM(x) =
C−1∗
(
M1
(
C
(
x1,M2(xj 6=1)
)
, . . . , C
(
xn,M2(xj 6=n)
)))
.
(3)
The original Bonferroni mean is returned where M1 =
WAM(x), M2 = PMq(x) and C = xpyq (with all weights
equal).
Since M1 is an averaging function of n arguments while
M2 is a function of n−1 arguments, they will have weighting
vectors of different dimension. In order to choose the weights
appropriately, so that they are consistent with the application
and inputs, the following convention is used for the weighting
vector of M2 [5].
Given u ∈ [0, 1]n, the vectors ui ∈ [0, 1]n−1, i = 1, . . . , n
are defined by
uij =
uj∑
k 6=i uk
=
uj
1− ui , ui 6= 1. (4)
Note that for every i, ui sum to one.
This allows one to either use the same weighting vector
or differing vectors if each stage of aggregation requires it.
Example 1 shows how the generalized Bonferroni mean can
be used to model mandatory inputs.
Example 1: Three environmental intervention plans are
proposed for a natural wildlife park and compared in terms
of potential benefit across four criteria: endangered animal
species (x1), non-endangered species (x2), flora (x3) and
surrounding bushland (x4). The benefit to endangered animal
species is considered a mandatory requirement, whilst the
relative importance of each of the criteria can be expressed
with the weighting vector u = (0.4, 0.3, 0.2, 0.1).
Aggregating using the WAM does not allow us to enforce
the mandatory requirement, whilst the geometric mean G
makes it necessary that all criteria be partially fulfilled, even
those not considered to be mandatory. We can instead model
the decision makers’ overall preference using a generalized
Bonferroni mean. The projection of x1 is used as M1 (i.e.
a WAM with w = (1, 0, 0, 0), to enforce the mandatory
requirement, while the weighting vector u is used for M2 (with
the convention for ui as stated above) to denote the relative
importance of the remaining inputs. The standard product
C = xy is used to combine the operations.
The aggregated results using BM are compared to the
weighted arithmetic mean WAM and G, both with respect to
the weighting vector u, in Table I. Using the Bonferroni mean,
Plan 2 is preferred, since it partially satisfies the mandatory
criterion and also has a higher average across the remaining
criteria than Plan 1.
TABLE I
COMPARISON OF AGGREGATION FUNCTIONS IN EVALUATING
ENVIRONMENTAL INTERVENTION PLANS FROM EXAMPLE 1.
x1 x2 x3 x4 WAM G BM
Plan 1 1 0.1 0.05 0.05 0.445 0.204 0.274
Plan 2 0.9 0.15 0.1 0 0.425 0 0.312
Plan 3 0 0.8 0.7 0.8 0.46 0 0
*values given to 3 d.p.
B. Lattice aggregation functions
The need to extend the definition of aggregation functions
to more general inputs such as intervals and lattices arises nat-
urally in contexts such as decision making and classification.
For example, many recent studies have focused on the AIFS
orthopairs [1]–[3], [12], [18], [20], [21], [24], [28].
Definition 6: A lattice L = {L,≤,∧,∨} is a partially
ordered set where the relation ≤ is reflexive, antisymmetric
and transitive, while the ∧,∨ operations satisfy the properties
of absorbtion, idempotency, commutativity, and associativity,
i.e. any two elements have a unique minimal upper bound and
unique maximal lower bound.
When they exist, we will denote the maximum and minimum
elements of the lattice by 1L and 0L respectively and the lattice
is said to be bounded.
Some specific lattices that arise naturally in certain contexts
are given in the following examples.
Example 2: The set of interval-values [lx, rx] over [0, 1],
where lx and rx are the lower and upper ends of the interval
x, is a lattice,
LIV = {[lx, rx] : lx, rx ∈ [0, 1] and lx ≤ rx}.
The partial order ≤ on LIV satisfies,
[lx, rx] ≤ [ly, ry] ⇐⇒ lx ≤ ly and rx ≤ ry,
while from the operations ∧,∨ defined by
[lx, rx] ∧ [ly, ry] = [min(lx, ly),min(rx, ry)],
and
[lx, rx] ∨ [ly, ry] = [max(lx, ly),max(rx, ry)],
we obtain the minimum and maximum elements 0IV = [0, 0],
1IV = [1, 1] respectively.
Example 3: The Cartesian product of finite chains Lm =
C1 × . . .× Cm is a lattice with the partial order ≤, where
X ≤ Y ⇐⇒ Xi ≤ Yi , ∀ Ci.
Using the notation from [8], we denote the minimum element
of each chain by ∧(Ci) and the maximum element by ∨(Ci).
The minimum and maximum elements of Lm are then given
by
0Lm =
m∧
i=1
Ci =
( ∧ (C1), . . . ,∧(Cm)),
1Lm =
m∨
i=1
Ci =
( ∨ (C1), . . . ,∨(Cm)).
In [8], construction methods for defining aggregation func-
tions over a Cartesian product of lattices (finite chains in par-
ticular) are described. Although we will make no assumptions
concerning the structure of L, we will sometimes draw on
specific examples such as interval-valued fuzzy sets and the
Cartesian product of chains.
Definition 7: Given a bounded lattice L, an aggrega-
tion function fL : Ln → L is a function satisfying
fL(0L, . . . , 0L) = 0L and fL(1L, . . . , 1L) = 1L and non-
decreasing with respect to the partial order ≤.
In the case of monotone functions defined over real values,
idempotency is equivalent to averaging behavior, i.e. bounded-
ness between the maximum and minimum. The identification
of a minimum or maximum element, however requires the
definition of a total order, while we may only have a partial
order on L. The boundedness of aggregation functions defined
on lattices can hence be expressed in terms of the infimum and
supremum. We can show that this is equivalent to idempotency.
Definition 8: An aggregation function fL : Ln → L is
averaging if it is bounded by the infimum and supremum (of
its inputs with respect to the partial order ≤, i.e.
inf{X1, . . . , Xn} ≤ fL(X1, . . . , Xn) ≤ sup{X1, . . . , Xn},
or equivalently,
n∧
i=1
Xi ≤ fL(X1, . . . , Xn) ≤
n∨
i=1
Xi
Definition 9: An aggregation function fL is idempotent if
fL(X,X, ...,X) = X,∀X ∈ L.
Proposition 1: For aggregation functions defined on L,
idempotency (Definition 9) is equivalent to averaging behavior
(Definition 8).
Proof: Firstly we show that idempotency is sufficient for
averaging behavior of fL, and secondly that it is necessary.
1. Idempotency =⇒ averaging behaviour : Let A =
inf{X1, ..., Xn} ⇒ A ≤ Xi,∀i. From the monotonicity and
idempotency of fL, we have
A = fL(A,A, ..., A) ≤ fL(X1, ..., Xn).
∴ fL is bounded from below by inf{X1, ..., Xn}.
On the other hand, if A = sup{X1, ..., Xn}, we have Xi ≤
A,∀i. Then
fL(X1, ..., Xn) ≤ fL(A,A, ..., A) = A.
∴ fL is bounded from above by sup{X1, ..., Xn}.
2. Averaging behaviour =⇒ idempotency: Suppose X1 =
X2 = ... = Xn = A. It follows that inf{X1, ..., Xn} =
sup{X1, ..., Xn} = A⇒ fL(X1, ..., Xn) = A.
This proof allows us to infer averaging behavior from
idempotency and vice versa for all aggregation functions
defined on lattices.
For lattices L = L1×. . .×Lm where Li are subspaces of the
real line (i.e. complete chains), a straightforward way to extend
existing aggregation functions is to aggregate separately over
each Li. For example, one extension of the weighted arith-
metic mean for intervals is to aggregate the endpoints, i.e.
[WAM(lx1 , . . . , lxn),WAM(rx1 , . . . , rxn)]. We will refer to
such a construction as the natural extension of the aggregation
function f to L.
C. Penalty-based aggregation functions
In the case of real values, It is well-known that the arith-
metic mean and median result from minimization problems
which aim to limit the total disagreement between the inputs
and outputs. For the arithmetic mean, we minimize the squared
difference,
AM = arg min
y
n∑
i=1
(xi − y)2,
while the median minimizes the absolute difference,
Med = arg min
y
n∑
i=1
|xi − y|.
Recent studies [8], [10], [29] have hence looked at construc-
tion methods of penalty-based aggregation functions. We will
firstly consider inputs xi ∈ [0, 1].
Definition 10: A penalty function P : [0, 1]n+1 → <¯+ =
[0,∞] satisfies:
i) P (x, y) ≥ 0, ∀x, y ;
ii) P (x, y) = 0 if xi = y ∀i ;
iii) For every fixed x, the set of minimizers of P (x, y) is
either a singleton or an interval.
The penalty based function is then given by
f(x) = arg min
y
P (x, y),
if y is the unique minimizer, and y = a+b2 if the set of
minimizers is the interval (a, b) (open or closed).
Condition iii) can be satisfied by ensuring that P (x, y) is
quasiconvex in y for any fixed x.
We draw attention to the special class of penalty functions
considered by Calvo et al. in [11]. Let P be given by
P (x, y) =
n∑
i=1
wid(xi, y), (5)
where d : [0, 1]2 → <+ is a dissimilarity function (or penalty)
with the properties
1) d(x, y) = 0 if and only if x = y, and
2) d(x, z) ≥ d(y, z) whenever x ≥ y ≥ z or x ≤ y ≤ z,
and w is a weighting vector.
To ensure that the resulting f is an aggregation function, the
authors in [11] use the so called “faithful” penalty function.
Definition 11: The function d : [0, 1]2 → <+ is called
a faithful penalty function, if it satisfies 1) and can be
represented as d(x, y) = K(h(x), h(y)), where h : [0, 1]→ <
is some continuous monotone function (scaling function) and
K : <2 → <+ is convex.
In particular, the weighted quasi-arithmetic means corre-
spond with the faithful penalty function d(xi, y) = (φ(xi) −
φ(y))2.
It is clear that the notions of penalty and dissimilarity
can also be related to notions of distance. Indeed, when we
extend penalty functions to intervals or lattices, interpreting
the penalty as a distance might be more useful.
Restricted dissimilarity functions were introduced by
Bustince et al. in [9], which can be used to construct distance
measures between fuzzy sets in the sense of Liu [16]. The
mapping here is restricted to the unit interval.
Definition 12: A restricted dissimilarity function dR :
[0, 1]2 → [0, 1] satisfies:
1) dR(x, y) = dR(y, x),∀x, y ∈ [0, 1] ;
2) dR(x, y) = 1 if and only if x = 0 and y = 1 or x = 1
and y = 0 ;
3) dR(x, y) = 0 if and only if x = y ;
4) For any x, y, z ∈ [0, 1], if x ≤ y ≤ z, then dR(x, y) ≤
dR(x, z) and dR(y, z) ≤ dR(x, z).
From this, one can construct a distance measure D : [0, 1]n×
[0, 1]n → [0, 1] by aggregating the dissimilarities with an
aggregation function M .
D(x,y) = M
(
dR(x1, y1), . . . , dR(xn, yn)
)
,
We note that the penalty P (x, y) is equivalent to the distance
D(x,y) for y = (y, y, . . . , y) and M the weighted arithmetic
mean. The advantage of restricted dissimilarity as opposed to
the penalty d is that a straightforward extension to lattices can
be provided, since the output is defined over the same space
as the inputs. Definitions for lattice restricted dissimilarity and
hence lattice distance were provided in [8].
Definition 13: For a bounded lattice, L = {L,≤,∧,∨}. A
lattice restricted dissimilarity function is a function δR : L ×
L → L which satisfies:
1) δR(X,Y ) = δR(Y,X), ∀X,Y ∈ L ;
2) δR(X,Y ) = 1L if and only if ∧(X,Y ) = 0L and
∨(X,Y ) = 1L ;
3) δR(X,Y ) = 0L if and only if X = Y ;
4) For any X,Y, Z ∈ L, if X ≤ Y ≤ Z, then δR(X,Y ) ≤
δR(X,Z) and δR(Y, Z) ≤ δR(X,Z).
If the lattice L is a Cartesian product of chains C1×. . .×Cm,
condition 2) requires that for each pair (Xi, Yi), one must be
the minimum element and the other the maximum element of
the chain Ci, e.g. for the binary lattice {0, 1}×{0, 1}×{0, 1},
δR(010, 101) = 1L.
We can then define lattice distance analogously to D(x,y).
Definition 14: Given a lattice dissimilarity function δR and
an aggregation function M : Ln → L, the lattice distance is
given by,
Ω(X,Y) = M
(
δR(X1, Y1), . . . , δR(Xn, Yn)
)
. (6)
The monotonicity and boundary conditions of aggregation
functions ensure that Ω satisfies properties extending from
those in Def. 13, however M needs to be strictly monotone
at the boundary (i.e. we require M(X1, . . . , Xn) = 1L if
and only if X1 = X2 = . . . Xn = 1L and similarly for
M(X1, . . . , Xn) = 0). Furthermore, if D and Ω are to be
easily interpreted as representative of the individual dissimi-
larities, it would usually be desired that M be averaging. As
with any aggregation, the issues of commensurability and scale
might also need to be taken into account.
By taking Y = (Y, Y, . . . , Y ), this gives us the means to
express penalty-based aggregation functions in the case of
lattice inputs.
Definition 15: [8] Given X ∈ Ln, Y ∈ L and δR a
lattice restricted dissimilarity function, the lattice penalty-
based aggregation function Ln → L is given by,
Y = arg min
Y
Ω(X,Y) = arg min
Y
Mni=1
(
δR(Xi, Y )
)
.
If the lattice under consideration is denoted by a Cartesian
product of m lattices L1 × . . . × Lm, we can minimize
separately with respect to each component, i.e.
Y =
(
arg min
Y1
M1
n
i=1
(
δRi(X1i, Y1i)
)
, ...
..., arg min
Ym
Mm
n
i=1
(
δRm(Xmi, Ymi)
))
(7)
Since Ω is a lattice distance, we minimize with respect to
the partial ordering ≤. Sometimes however, it might be more
useful to define a distance measure over the given lattice,
e.g. rather than consider interval-valued distances for intervals
[lx, rx], we could use the Euclidean distance over the co-
ordinate plane. In these cases, we can adapt Eq. (5) such that
d(X,Y ) specifies the distance or dissimilarity measure for the
given input space.
In [3], definitions of the median of Atanassov membership
and non-membership orthopairs, which are equivalent mathe-
matically to interval values, were considered in both contexts.
On one hand, if we consider the lattice LIV to be a subspace
of the Cartesian product [0, 1]2, we can use (7) and minimize
the lower and upper bounds of the intervals independently.
This results in the natural extension of the median, i.e. the
median applied to all lxi and the median of all rxi . On the
other hand, we could define a penalty over LIV in terms of the
distance between two intervals. Using the Manhattan distance
results in the same median obtained from (7), however if we
minimize Eq. (5) using the Euclidean distance between two
intervals d =
√
(lx − ly)2 + (rx − ry)2, the result is referred
to as the geometric median.
D. Illustrative example
Before we consider the implications of the above in defining
generalized Bonferroni means over lattices, we present an
example to help clarify the concepts and notation.
Example 4: Three performers, Sooyoung (x1), Yoona (x2)
and Jessica (x3) are scored by 2 judges, A and B across
4 categories, which are evaluated on different scales. These
categories are: Singing (an integer score from 1 to 10),
Dancing (an integer score from 1 to 5), Popularity (an interval
value on [0, 1]) and Approval (a real number in [0, 1]). The
scores given by each of the judges are shown in Table II.
TABLE II
JUDGE EVALUATIONS FROM EXAMPLE 4.
Judge A Sooyoung Yoona Jessica
Singing (10) 6 5 10
Dancing (5) 5 4 2
Popularity (LIV ) [0.8, 0.9] [0.9, 0.95] [0.5, 0.8]
Approval ([0, 1]) 0.9 0.73 0.33
Judge B Sooyoung Yoona Jessica
Singing (10) 7 9 8
Dancing (5) 3 3 2
Popularity (LIV ) [0.3, 0.7] [0.9, 0.95] [0.6, 0.7]
Approval ([0, 1]) 0.25 0.63 0.9
Our ultimate goal is to reach consensus on the evaluations,
and to do this we need to calculate the dissimilarity between
the judges (and eventually the final evaluation). In this case,
the lattice under consideration is the Cartesian product of
each of the categories, i.e. A(xi), B(xi) ∈ L = C{1,..,10} ×
C{1,..,5} × LIV × [0, 1]. We can therefore define a lattice
distance Ω in terms of each of the categories, e.g. we might
denote the dissimilarity between judge A and B with respect to
their singing evaluations by δR1 = |x−y| and aggregate these
to determine the singing component of the lattice distance.
Taking M as the arithmetic mean and rounding to the nearest
integer (so that it is defined on the chain C{1,..,10} will give
M(|6− 7|, |5− 9|, |10− 8|) = b7/3c = 2.
Similarly, we define the dissimilarities: δR2 = |x−y| (Danc-
ing), δR3 = [min(|lx− ly|, |rx−ry|),max(|lx− ly|, |rx−ry|)]
(Popularity), and δR4 = (x− y)2 (Approval), and summarize
the aggregated results in Table III. The natural extension
of the arithmetic mean is used to aggregate the popularity
dissimilarities.
TABLE III
AGGREGATION OF DISSIMILARITIES.
Ωj Sooyoung Yoona Jessica Mni=1
δR1 (A1(xi), B1(xi)) 1 4 2 2
δR2 (A2(xi), B2(xi)) 2 1 0 1
δR3 (A3(xi), B3(xi)) [0.2, 0.5] [0, 0] [0.1, 0.1] [0.1, 0.2]
δR4 (A4(xi), B4(xi)) 0.4225 0.01 0.3249 0.252
The resulting lattice distance (2, 1, [0.1, 0.2], 0.252) is de-
fined on the same space as the inputs, giving an idea of how
much the judges differ on average for each of the categories.
Given the evaluations of any number of judges, we could
then obtain an overall evaluation by minimizing this lattice
distance, or alternatively defining a distance metric over L.
III. THE BONFERRONI MEAN AS A PENALTY-BASED
AGGREGATION FUNCTION
For real inputs, the Bonferroni mean can be expressed by
means of the following penalty based function,
B(x) = arg min
y
∑
i 6=j
(xpi x
q
j − yp+q)2. (8)
We can clearly see that the penalty in (8) is non-negative and
equal to zero if and only if xi = y for all i. The quasi-
convexity, which ensures that y is unique, follows from the
quasi-convexity of the faithful penalty function associated with
the power mean. The faithful penalty associated with the power
mean can be given by d(xi, y) = (x
p
i − yp)2. Compared to
this, in the above we simply have yp+q (with p, q > 0) and so
for any fixed xpi x
q
j the function will be convex in y.
Special cases of the penalty function expressed in (8) of
course include the penalty for the power mean where q = 0
and hence the weighted arithmetic mean (p = 1, q = 0), and
the limiting case of the geometric mean as p, q both approach
0. However, since it utilizes the product of the arguments
xi, xj , this penalty is not of the form given in Eq. (5). The
penalty expression allows some new and interesting interpre-
tations of the Bonferroni mean. For instance, in the case of
p = q = 0.5, we minimize the difference between y and the
geometric means of each pair of inputs.
In order to express the generalized Bonferroni mean
(Eq. (3)) as a penalty-based aggregation function, we can
replace some of the operations with the corresponding com-
ponents.
We make the substitutions xpi x
q
j = C(xi, xj) and y
p+q =
C(y, y) = C∗(y) and generalize the penalty in terms of a
dissimilarity function d.
PB(x, y) =
∑
i6=j
wijd
(
C(xi, xj), C∗(y)
)
. (9)
If d(xi, y) is the penalty corresponding to the mean M1,
minimization of PB(x, y) with respect to y will result in the
expression,
B = C−1∗
(
M1i 6=j(C(xi, xj))
)
,
i.e. the average of all pairs aggregated using C. In order
to incorporate the M2 component of M in the generalized
Bonferroni mean, we need to replace xj with the mean M2,
or alternatively, we can solve a two-step minimization problem
with respect to both means.
BM(x) = arg min
y
n∑
i=1
wid
(
C(xi,M2), C∗(y)
)
, (10)
where M2 is the mean defined from the penalty function:
M2(xj 6=i) = arg min
z
∑
j 6=i
uid(xj , z). (11)
Considering, for the moment, Eq. (9), we see that what
this generalized Bonferroni-type penalty captures is the dis-
similarity or distance between C(xi, xj) and C∗(y). One can
envisage contexts where this operation C is interpreted more
broadly. For instance, C could be a scalar product between
vectors or simply the weighted Cartesian co-ordinates of the
inputs. In the following section, we will see that interpreting
the expression in the context of lattices allows us to take a
different approach to the definition of extended Bonferroni
means.
IV. EXTENDING THE BONFERRONI MEAN TO LATTICES
As well as generalizing the Bonferroni mean for real inputs,
recent explorations have extended the Bonferroni mean to
AIFS [25] and interval-valued fuzzy sets [22]. This has been
done by replacing the standard arithmetic operations with
those defined for AIFS and intervals. Xu and Chen have used
similar methods to extend the Bonferroni mean further to
interval-valued AIFS [23].
Although generalizing the penalty function for real-valued
inputs has straight-forward implications for the resulting Bon-
ferroni mean, e.g. the choice of C in the penalty will corre-
spond with the component C of the generalized Bonferroni
mean, extending the Bonferroni mean to lattice aggregation
functions requires some important considerations. Is the oper-
ation C defined over the same space as the inputs, or will it
take values over some real interval? How is the dissimilarity
then interpreted? Will the optimization problem be separable,
or will we need to minimize different components of the
inputs at the same time? The answer to such questions will
depend on the context, and as we will show, may lead to quite
different results. We will firstly consider the Bonferroni mean
extension to lattices as defined in terms of lattice distances,
then afterwards consider the case of penalties defined over
lattices.
A. Minimizing with respect to lattice distances
Given lattice inputs X1, . . . , Xn ∈ L, we suppose C to
be an aggregation function L × L → L. We further define
our restricted lattice dissimilarity function δR : L × L →
L. Adopting the lattice distance from Definition 14 as our
penalty, we instantiate the Bonferroni mean as a penalty-based
aggregation function defined over lattices BΩ : Ln → L as
follows,
BΩ(X) = Y = arg min
Y
Mi 6=j
(
δR
(
C(Xi, Xj), C∗(Y )
))
.
(12)
Proposition 2: BΩ is an averaging aggregation function
defined over lattices
Proof: It is sufficient to prove monotonicity and idempo-
tency.
Idempotency: From the definition, δR = 0L if and only if
C(Xi, Xj) = C(Y, Y ). Let Xi = Xj = X,∀i, j. Therefore,
Ω is minimized where Y = X ⇒ BΩ(X,X, . . . ,X) = X .
Monotonicity: Let Y ∗ be the unique minimizer of the input
vector X = (X1, . . . , Xn) and let X+ be a vector such that
Xj ≤ X+j for a single j. The overall penalty is expressed in
terms of the lattice distance Ω, so if Ω(X,Y∗) ≤ Ω(X+,Y∗)
it follows that the individual dissimilarity associated with the
increased variable will also be greater, i.e. δR(Xj , Y ∗) ≤
δR(X
+
j , Y
∗). Therefore, by condition 4 in Definition 13 the
unique minimizer cannot be less than Y ∗ . On the other hand,
if Ω(X+,Y∗) ≤ Ω(X,Y∗) it follows that δR(X+j , Y ∗) ≤
δR(Xj , Y
∗), however the minimizer cannot be less than Y ∗
as this would imply that Y ∗ is not the unique minimizer for
X. Therefore, monotonicity according to the partial order ≤
holds.
In the following example, we show the implications of this
for extensions of the Bonferroni mean to interval-values.
Example 5: Consider the interval-valued lattice LIV and
define C using the standard product for intervals, given by
[lx, rx]⊗ [ly, ry] = [lxly, rxry].
At this stage we face the difficulty of defining a lattice
distance between the resulting IVs. We can consider LIV as
a subspace of the Cartesian product [0, 1]2, in which case we
can use Eq. 7 and define dissimilarity along each chain [0, 1]
by the difference. This leads to the following expression based
on Ω.
Y = [arg min
ly
Mi 6=j(|lxi lxj−l2y|), arg min
ry
Mi 6=j(|rxirxj−r2y|).
(13)
The lower and upper bounds of the intervals can be handled
separately. If M is the arithmetic mean, the resulting penalty-
based Bonferroni mean for interval values will be given by,
BΩ(X) =
[(
Medi6=j lxi lxj
)0.5
,
(
Medi 6=jrxirxj
)0.5]
. (14)
Note that if we defined the dissimilarity along each chain
by (a − b)2 we would obtain the natural extension of the
Bonferroni mean for intervals. A similar result extends to
the Cartesian product of m chains, where we can obtain the
natural extension of the Bonferroni mean provided the same
component-wise product operation can be defined over the
lattice.
In the case of finite chains, we can choose the closest
element in Ci when performing the operation C(x, y) and
when aggregating with M . We return to our earlier example.
Example 6: (Continued from Example 4) In addition to
Judge A and B, Judge C and Judge D also provide scores
for the three contestants and an overall evaluation for each
girl in each category is sought. It is decided that the overall
evaluation should be such that the disagreement between the
geometric mean of each pair of judges and the final evaluation
is minimized. Since the geometric mean is more sensitive to
low values, this ensures that the three contestants need to
receive consistently high scores to have a high score overall2.
For the Singing component, Judge C and Judge D’s scores
are shown along with Judge A and B in Table IV. We reiterate
that the scoring system for singing is a completely ordered
finite chain. In this case, taking an averaging function C might
be more appropriate, since, for instance the product is not
defined on the chain (of course, we could also scale everything
to the unit interval).
We calculate the overall score for Sooyoung’s singing
by minimizing the difference to the geometric means for
each pair of judges, e.g. for Judges A and B we have
C(A1(x1), B1(x1)) = b6.48 + 0.5c = 6. The remaining
2This is different to simply saying the judges want to aggregate using the
geometric mean, since this would mean any zero score would force an overall
zero score.
TABLE IV
JUDGE SINGING EVALUATIONS FROM EXAMPLE 6.
Singing Sooyoung Yoona Jessica
Judge A 6 5 10
Judge B 7 9 8
Judge C 8 7 6
Judge D 8 8 10
pairs give us 7,7,7,7 and 8. The element of the chain which
minimizes the dissimilarity to these evaluations is 7.
Yoona’s score needs to minimize the difference to 7,6,6,8,8
and 7 while Jessica’s score minimizes the difference to
9,8,10,7,9,8 providing overall evaluations of 7 for Yoona and
either 8 or 9 for Jessica.
On the other hand, the lattice construction may not always
allow the lattice dissimilarity to be determined separately for
each component. Where M is a lattice valued aggregation
function, It might also be difficult to optimize in terms of the
lattice elements and partial order rather than real values. In the
following subsection, this problem is circumvented by defining
a dissimilarity over the lattice so that the final optimization
problem is one that works with real numbers.
B. Minimizing with respect to distances defined over lattices
We now consider the Bonferroni mean in light of extending
the penalty PB(x, y) from Eq. 9. Note that, rather than
a dissimilarity function d, we require one which maps the
dissimilarity between lattice inputs to the real interval. We
hence define dL : L2 → <+ with the properties:
1) dL(X,Y ) = 0 if and only if X = Y , and
2) dL(X,Z) ≥ dL(Y, Z) whenever Z ≤ Y ≤ X or X ≤
Y ≤ Z with ≤ a partial order on L.
We further invoke the convex function K : < → <+ with
a unique minimum at K(0) analogous to faithful penalty
functions for real inputs and the distance defined over a lattice
in [8]. If we also impose a symmetry condition and strengthen
condition 2 so that it becomes the triangular inequality, dL
becomes a distance, however there may be applications where
this is not desired. This gives us the following penalty-based
expression for the Bonferroni mean,
BdL(X) = Y = arg min
Y
∑
i 6=j
K
(
dL
(
C(Xi, Xj), C∗(Y )
))
.
(15)
Proposition 3: BdL(X) is an averaging aggregation func-
tion defined over lattices.
Proof: Condition 1 on dL ensures that the resulting
function will be idempotent, while the convexity of K and
condition 2 in the definition of dL ensure that BdL is mono-
tone.
One thing to emphasize here is that the distances or penalties
(whether lattice- or real-valued) are considered between a
transformation of Y and a function of the Xi, Xj pairs.
Clearly there could be issues of commensurability, or issues in
interpreting the C operations that should be taken into account
in real contexts.
The following example shows the implications of this
expression for interval values.
Example 7: Taking the product ⊗ as it is defined in the
previous example. We now consider a distance function
LIV × LIV → <+. Two obvious choices are the Manhattan
and Euclidean distances. For the Manhattan distance, we will
have
Y = arg min
[ly,ry ]
∑
i 6=j
K(|lxi lxj − l2y|+ |rxirxj − r2y|) ,
while the Euclidean distance results in,
Y = arg min
[ly,ry ]
∑
i 6=j
K
(√
(lxi lxj − l2y)2 + (rxirxj − r2y)2
)
.
In the case of the Manhattan distance, K = t will lead to our
earlier result: the upper and lower bounds of the interval can be
minimized separately and the penalty-based Bonferroni mean
that results will be Eq. (14). Alternative choices of K will
lead to different solutions requiring simultaneous optimization
of the lower and upper bounds of Y .
With the Euclidean distance, K = t leads to the geometric
median [14] of the products C(Xi, Xj), however choosing
K = t2 will allow us to minimize with respect to the lower
and upper bounds separately and we will obtain the natural
extension of the Bonferroni mean.
Note that here our method of extending the Bonferroni
mean is independent of the addition operation defined for the
lattice L. In the case of Atanassov’s membership and non-
membership orthopairs, the duality of the multiplication and
addition operations leads to a Bonferroni mean which is not
equivalent to the natural extension for intervals.
V. CONCLUSION
We have considered the use of penalty functions for ex-
tending the generalized Bonferroni mean to lattices. Although
existing extensions of the Bonferroni means to Atanassov’s
intuitionistic fuzzy sets and interval-values have focused on
replacing the addition and multiplication operations with their
extensions, here we have considered notions of dissimilarity
between all the aggregated pairs (Xi, Xj) and (Y, Y ) using
the general operation C. Even with the same operation C,
different dissimilarity mappings lead to multiple expressions
of the Bonferroni mean for lattices. Some of these coincide
with the natural extension of the Bonferroni mean while others
result in Median-based Bonferroni means.
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