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Introduction
Classification task for traffic signs is important from the traffic safety point of view. A significant part of road traffic violations occurs due to drivers' non-compliance with the speed limit. In this regard, many car manufacturers use traffic sign classification systems to detect a speed limit sign on the image. These systems compare the current speed of the vehicle with the speed allowed on the current section of the road and notify the driver of the excess speed or automatically change the speed. The use of traffic sign classification systems in conjunction with the navigation system makes it possible to obtain data on the speed limit even in cases where the sign has not been determined, namely, the driver will be informed of the possible presence of the sign.
The main problem associated with this task is the classification of traffic signs in real conditions. Night time and bad weather conditions complicate significantly the process of the sign classification on the image.
The methods of image classification based on neural networks are actively used and described in the literature [1] [2] [3] [4] [5] [6] . However, every method has its advantages and disadvantages. Therefore, the development of a reliable algorithm is still a problem of open research. When testing sign classification systems in real traffic conditions, some signs may be misinterpreted due to different levels of light, vibration, different angles of shooting traffic signs. To eliminate these shortcomings, convolutional neural networks have proven themselves [7] [8] [9] [10] [11] . Such neural networks are more effective in solving image classification problems than fully connected neural networks in terms of computational load, as well as due to considerably less number of configurable parameters. However, the main advantage of convolutional neural networks is that they are invariant with respect to the shape, rotation and color intensity of the input images.
The paper considers the effect of different dimension of convolutional neural network filters on the accuracy and rate of classification. This dimension determines the number of features that will be combined to obtain a new feature at the output feature map. Therefore, the use of small dimension (3 × 3) of convolutional layer filters combines fewer features and can lead to the loss of important information. On the contrary, the use of a large dimension (31 × 31) of convolutional layer filters combines more features, but can lead to redundancy of information on irrelevant or unnecessary characteristics. Training of the convolutional neural network takes place on the GTSRB dataset [12, 13] .
Convolutional neural network for traffic sign classification
Classification using convolutional neural networks is a modern method of pattern recognition in computer vision. Convolutional neural network receives an image and processes it in convolutional layers. Every convolutional layer consists of a set of trainable filters that process the input image with a convolution operation. The essence of this operation is that the filter slides over the image and produces an elementwise multiplication of the values of the filter pixels and the current image area. The result is summarized and written in the corresponding position of the output feature map. The peculiarity of the convolution layer filters is that they give the possibility to detect the same specific features in different parts of the image. Mathematically, the convolution operation is described by the following equation:
where f is an initial matrix of input image; g is a filter for convolution; m, n are the height and width of the feature map; k, l are the height and width of the filter.
Before feeding to the input of convolutional neural network, every image is preprocessed. Since the images from GTSRB dataset were used for this study, they were first reduced in size to a resolution of 32 × 32 pixels. This dataset was divided into three subsets for training, validation and testing with preserving the proportions of the images for every class. Further, the normalization of images was performed by dividing them by 255 and 2019, том 19, № 3 EFFECT OF VARIOUS DIMENSION CONVOLUTIONAL LAYER FILTERS... subtracting the mean image, which, in turn, was calculated from the training dataset. As a result, the dataset containing 3-channeled RGB images was prepared. Training subset contains 50000 images, validation subset contains 4000 images and testing subset contains 12000 images. The convolutional neural network training takes place with batches of 50 examples at the same time.
The architecture of convolutional neural network is the same for all experiments, but with different dimension of convolutional layer filters. Developed architecture of convolutional neural network under study is shown in Fig. 1 .
Three-channeled RGB input image is fed to the convolutional layer, which consists of 32 filters. Since the input image has 3 channels, every filter of convolutional layer also consists of 3 channels. As a result of convolution, 32 feature maps are calculated in accordance with the number of the convolutional layer filters. The ReLU (Rectified Linear Unit) activation function is applied to the received feature maps, which excludes negative values by replacing them with zeros [14, 15] . This is followed by a layer of dimension reduction (also known as pooling layer), followed by a hidden fully connected layer with 500 neurons. The output layer consists of 43 neurons in accordance with number of classes of traffic signs in the GTSRB dataset.
Parameters of the developed convolutional neural network are described in Table 1 . As can be seen from Table 1 , the loss function in this study is negative log-likelihood function. The cost function in this study is defined as an average of loss functions overall current training batch. The process of convolutional neural network training is to minimize the cost function by the gradient descent method, which is also called back propagation method. Negative log-likelihood function is described by the following equation:
where r is an obtained probability with convolutional neural network for each of 43 classes; y is a true probability for each of 43 classes. Cost function is described by the following equations:
where w, b are the weights and biases of the output fully connected layer; m is a number of iterations.
There is another important parameter that is directly related to the processing of the input image boundaries. This parameter is a zero frame (also called zero-padding frame) created around the input image before being sent to the convolutional layer. In this study, this parameter is linearly dependent on the dimension of the convolutional layer filters and is calculated by the following equation:
where d is the dimension of the convolutional layer filters.
Since this study analyzes the dependence of the dimensions of the convolutional layer filters on the accuracy and rate of classification of traffic signs, the zero-padding frame parameter is very important. For example, the convolutional layer filters with 9 × 9 dimension process an input image with zero padding frame of 4, that is, the input image dimension is increased from 32 × 32 to 36 × 36. Consequently, the image border, namely, the extreme pixels of the input image 32, 31, 30, etc., are processed with filters to an additional depth of 4 pixels. With gradual increase of the dimension of the convolutional layer filters, the size of the zero-padding frame and the processing depth for the image borders by the filters will increase. This processing makes it possible not to miss the data located on the border of the image, especially in cases where important information on the image has been cropped.
Experimental results
In this study, training of the convolutional neural network is performed using various dimensions of convolutional layer filters, namely 3 × 3, 5 × 5, 9 × 9, 13 × 13, 15 × 15, 19 × 19, 23 × 23, 25 × 25 and 31 × 31. Consequently, in total, 9 models are trained with the same architecture, but with different filter dimensions. Training In this way, after the training process is finished, every model will have the best parameters according to the validation accuracy. Fig. 2 and Fig. 3 show the accuracy data comparison in the training process.
After the 9 models are trained, the accuracy is checked on the testing dataset. This dataset consists of 12000 images that did not participate in the training process. Every model for this operation is loaded with its own found best parameters from the saved file after training. Summary results are shown in Table 2 .
The testing process is as follows. The12000 images are fed to the input of the developed and trained convolutional neural network, and the result is written to a vector. This vector consists of 12000 class numbers of traffic signs classified by convolutional neural network. Further, the obtained classes with convolutional neural network are compared with true classes. The result is converted into the accuracy between 0 and 1. The described process is applied to any and all 9 models with their own filter dimension.
As is clear from Table 2 , in accordance with the testing accuracy the best result is obtained with the model where the dimension of the convolutional layer filters is 19 × 19 pixels and the closest is 9 × 9.
The testing process is as follows. The 12000 images are fed to the input of the developed and trained convolutional neural network, and the result is written to a vector. This vector consists of 12000 class numbers of traffic signs classified by convolutional neural network. Further, the obtained classes with convolutional neural network are compared with true classes. The result is converted into accuracy between 0 and 1. The described process is applied to all 9 models with their own filter dimension. Convolutional layer filters can be visualized to see the changes from the initial state when they are initialized randomly and the final state when the training process is completed. Fig. 4 and Fig. 5 show comparison of initialized filters and trained filters for the model with dimension of the filters equal to19 × 19. Fig. 4 shows that the initialized filters are a chaotic set of pixels of different colours. After training, the filters have specific characteristics in the form of lines, curves, waves, dots, etc. These specific filters are being looked for in the input image and, in case of finding them, the maximum response is given, which is written in the appropriate place of the feature map.
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EFFECT OF VARIOUS DIMENSION CONVOLUTIONAL LAYER FILTERS... In addition to the accuracy, the image classification rate for each of the 9 models with their own filter dimensions is also estimated. Experimental results are presented in Table 3 . The experiments were carried out on a 64-bit laptop with i3 microprocessor with 4 cores, and 4 GB of RAM. As is clear from Table 3 the highest classification rate was shown by the model with convolutional layer filters of dimension equal to 5 × 5 pixels.
Conclusion
This paper studies the implementation of the classification algorithm for traffic signs based on convolutional neural network. The main contribution is analysis of the effect that convolutional layer filter dimensions have on classification accuracy and rate of traffic signs. The efficiency of the developed algorithm is evaluated on the GTSRB dataset.
Experimental results show that the use of convolutional layer filters with dimension of 9 × 9 and 19 × 19 gives the best accuracy of 0.864 and 0.868 respectively when tested on the testing dataset. The use of convolutional layer filters with 5 × 5 dimension gives the best rate of classification. At the same time, the rate of classification applying convolutional layer filters with 9 × 9 and 19 × 19 dimensions is 0.004472 and 0.002786 seconds, respectively, and enables their usage in real time applications.
For the future studies, we are planning to research the effect of the number of convolutional layers on the classification accuracy. In addition, it is planned to use convolutional neural networks not only for classification, but also for detection of traffic signs. 
