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There are a number of important heorems on the subject of matrix 
embeddings. When does a given ring have an embedding into n x n 
matrices over some commutative ring? An obvious necessary condition is 
that the ring must satisfy the polynomial identities of n × n matrices. That 
this condition is not sufficient for n > 2 is well known. 
Kemer has proven a number of theorems on the structure of p.i. 
algebras (cf. [3]) which have strongly influenced the way that we think 
about these algebras. Based on Kemer's work, we believe that it is of 
interest o generalize theorems about p.i. algebras involving n x n matri- 
ces over a commutative algebra to the other verbally prime algebras. The 
three smallest non-trivial varieties of verbally prime algebras are 
the "non-matrix" varieties, and they are represented by the field F, the 
Grassmann algebra E, and MI, ~ (definitions given below). Of course, if an 
algebra satisfies the identities of F, it must be commutative. As for E, 
Volichenko proved in [5] the following 
THEOREM. I f  an algebra satisfies the polynomial identities of E then it 
can be embedded in a supercommutative algebra. 
The next smallest verbally prime algebras after the supercommutative 
algebras are the algebras equivalent to MI, r The polynomial identities of 
these algebras were determined by Popov in [4]. M1,1 has a natural 
Z~ 2Z-grading and Di Vincenzo determined the Z~ 2Z-graded identities 
in [1]. Moreover, Kemer proved in [2] that Mt, ~ is p.i. equivalent o the 
tensor product of any two supercommutative algebras, and Di Vincenzo 
extended that result to show that they are also equivalent as Z~ 2Z-graded 
algebras. In this paper we will present two counterexamples and one 
*This material is based on work supported by the NSF under Grant DMS 9303230. 
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positive result on the subject of graded embeddings: 
THEOREM 1. There exists a Z~ 2Z-graded algebra R which satisfies all of 
the graded polynomial identities of M1,1 but which does not have a homoge- 
neous embedding into M1,1 over any supercommutative algebra. 
THEOREM 2. Let R = R o + R I be a Z~ 2Z-graded algebra which satis- 
fies all of the graded polynomial identities of M1.1 such that R 1 has no 
non-zero annihilators in R. Then R has a homogeneous embedding into Mi, 1 
over some supercommutative algebra. 
THEOREM 3. M1, l does not have an embedding into a tensor product of 
two supercommutative algebras 
1. DEFINITIONS AND NOTATIONS 
A Z /2Z-graded algebra S is said to be supercommutative if 
ab = (-1)degadegbba 
for all homogeneous a and b in S. Note that this says that degree zero 
elements are central in R and that degree one elements anticommute with 
each other. An important example is the Grassmann algebra. Given any 
vector space V the Grassmann algebra E(V)  is the free supercommutative 
algebra with 1 generated by V. For a given supercommutative algebra S, 
MI, 1(S) is defined to be the algebra of all 2 × 2 matrices of the form c d ' 
where a, d ~ S O and c, d ~ S r It is easy to verify that MI, I(S) is an 
algebra and that it inherits a Z /2Z-grad ing  from S. We will write M~, 1 to 
denote MI.I(E), where E is a Grassmann algebra over some infinite- 
dimensional vector space. 
Let F{Xl, x2 , . . . ,  Yl, Y2 . . . .  } be the free Z /2Z-graded associative F- 
algebra in which the x's have degree 0 and the y's have degree 1. Let 
I(Ml, 1) be the ideal of all graded polynomial identities for MI, I. So, a 
polynomial f (x  1 . . . . .  xn, y 1 . . . . .  Ym) is in I(MI, 1) if and only if 
f (a  l . . . . .  a n, b l , . . . ,  b m) = 0 for a 1 . . . .  , a n degree zero elements of M1, l 
and b l , . . . ,  b m degree one elements of M1, r Here is Di Vincenzo's 
theorem from [1]: 
THEOREM (Di Vincenzo). /(M1,1) /s generated as a graded T-ideal by 
XlX  2 -- X2X 1 and YlYzY3 + Y3Y2Y l "  
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2. THE FIRST COUNTEREXAMPLES 
LEMMA 1. There exists a Z /2Z - graded algebra R such that R satisfies 
all of the graded identities of Ml, 1 and R contains two degree one elements a 
and b such that ab = 0 and ba v~ O. 
Proof. Let I = the ideal of graded identities for M~, ~, as above. Let J 
be the ideal generated by I and YlY2 and let R be the quotient 
F{Xl,.. . ,  Yl . . . .  }/ J .  By a standard argument, R satisfies all of the graded 
identities of MI. 1. In fact, it is graded p.i. equivalent o it. Let a = yE + J 
and b = Y2 + J- Clearly, ab = 0 in R. 
To show that ba 4: O, we need that Y2Yl is not in J. Note that, in 
addition to its Z/2Z-grading, the algebra F{x~ . . . .  , Yl . . . .  } has an N- 
grading by degree as polynomials, and that the ideals 1 and J are 
homogeneously generated. Hence the only degree two elements of J are 
linear combinations of YlY2 and XiX j "J'-XjXi, for various i,j. Y2Yl there- 
fore is not in J. 
Proof of Theorem 1. We claim that the algebra R constructed in the 
previous lemma cannot be embedded in any M~, ~(S). For otherwise, there 
would be two degree one matrices A and B, A = o o , 
withe ' f 'e" f ' inS lsuchthat  AB=Oand BA¢O'But  AB=(  ef'O fe'°) 
andso e f ,=fe ,=O.  Ontheotherhand,  BA=(e ' f  O)=( - fe '  0 ) 
0 f 'e  0 -e f t  ' 
which must equal zero. 
Remark. The same algebra R serves as an example of an algebra- 
graded p.i. equivalent o M~,I which does not have a graded embedding 
into a tensor product of two supercommutative algebras. We leave the 
proof to the interested reader. 
3. THE EMBEDDING 
Throughout his section R will be a Z /2Z-graded algebra R = R 0 + R~ 
which satisfies all of the graded identities of M~, l, and such that annn(R 1) 
- -0.  Note that R 0 is commutative. Let A be the commutative ring 
R 0 ® R 0 modulo the ideal I generated by all uv ® 1 + 1 ® vu for u,v 
R l • 
Note that R 1 is a module for R o ® R o under the action (a ® b)r = arb 
and that elements of I annihilate R~ by Di Vincenzo's theorem, so R~ is 
an A module. One important consequence of this fact is that if 0 ~ r ~ R0, 
then r® 1 and 1 ®r  are not in I, since by hypothesis they do not 
382 ALLAN BERELE 
annihilate R r Similarly, R~ 'p is an A module. (The action is (a ® b) r  = 
bra.) For convenience, we will denote the A modules R l by M and R~ 'p 
by N. 
Next consider the exterior algebra on M • N ,  E (M • N) .  We outline 
the definition to avoid certain ambiguities. E(M • N)  is a supercommuta- 
tive A-algebra with unit, generated by the elements of M ~9 N, which are 
taken to be homogeneous of  degree one. Multiplication is denoted by a 
wedge, A. The algebra, therefore, is the free graded algebra with one on 
M • N with relations: 
(R 1) (x I +x  2) Ay  =x  I Ay  +x  2 Ay  
x A (Yl +y2)  =x  AYl +x  A Y2 
(R 2) xAy  = -y  Ax  
(R 3) ax Ay  =x  Aay  
for all a ~ A ,  x ,  y ~ M ~ N.  
To complete our construction, we now take a quotient of E(M • N) .  
Let J be the ideal generated by all m A n -- mn® 1 for all m ~ M and 
n ~ N, where by mn® 1 we mean its image in A. Then S will be the 
quotient E(M • N) /  J. 
LEMMA 2. (a )  For  each 0 ~ r ~ R0, r ® 1 :~ 0 and 1 ® r ~ 0 in S. 
(2) For  each O ~ x ~ M ~ N,  x ~ O in S. 
Proof.  We define a map a from E(M • N)  to A. We will first define 
a on monomials and then extend it to all of E(M • N)  by linearity. Let 
m~ A m 2 A . . .  A m k A n 1 A n 2 ' ' '  A n I be a monomial,  where 
ml, . . . ,  m k ~ M and n 1 . . . . .  n I ~ N. If k ~ l, then t~(m I A m 2 A • • • A 
m k A n I A n 2 • • • A n l )  will be 0. If k = l > 0, then the monomial  can be 
written in the form m~ A n~ A m E A n 2 A ' ' '  A m k A n k .  Then we de- 
fine a (m I A n I A m 2 A n 2 A " '"  A m k A n k) to be simply ra in  1 . . .  
mkn k ® 1, where elements of M and N are identified with elements of R x 
and so they can be multiplied in R. And a is the identity on A. It is worth 
checking that the map a is well-defined. Referr ing to the relations on 
E(M • N) ,  (R1) follows from the distributive law. As for (R2), we need to 
prove that 
a(m,~ 1 A n.~l A . . .  A me, k A n.rk ) 
= cz(sgn(o-)sgn(~-)m, A n, A . - .  A m k A nk) 
for all m l . . . . .  m k ~ M and n l , . . . ,  n k ~ N ,  and where o- and ~- are any 
permutations of {1 . . . .  , k}. But this follows from Di Vincenzo's theorem: 
Since R satisfies the graded identity y ~ Y2 Y3 ---= --Y 1 Y2 Y3 for all degree one 
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elements, it is immediate that 
m~l A n,2 A . . "  A m~k A n~k = sgn(o - )sgn(z )m 1An I A " "  Am k An  k 
and so the map respects (R2). To check (R3), let a, b ~ R o, m ~ M, and 
n ~N.  Then, a((a ®b)m An)=a(amb An)=ambn ® 1. But since 
mbn is of degree zero, it commutes with a, so this equals mbna. Finally, 
a(m A (a ® b)n) = a (m A bna) = mbna ® 1. This completes the proof  
that a is well-defined. 
Although a is not a homomorphism, it is true that if x and y are 
elements of E(M • N)  such that every monomial in x has degree k in M 
and degree k in N, for some k, then a(x  A y) = a(x)c~(y). It follows 
easily that J is in the kernal of a. Both parts of  the lemma follow from 
this observation. If r is a non-zero element of R 0, then c~(r ® 1) = r ® 1 
and a(1 ® r) = 1 ® r are non-zero, and so they are not in J. Now, let m 
be any element of R~. By hypothesis, there is an n in R 1 such that 
mn ~ O, and so mn ® 1 =~ 0. Hence, m A n is not in J. So, m is not in J. 
This completes the proof. 
Proof of  Theorem 2. There is a graded embedding of R into Ml. l(S). If 
is of  degree zero r gets mapped to (r ® ol + 1 l®r+lO ) and if r is of r / 
( 0 Yn(f)-~ J ), where m(r) is the degree one r gets mapped to n( r )+J  0 
element of M corresponding to r and n(r)  is the element of N corre- 
sponding to R. We leave it to the reader to verify that the map is a 
homomorphism. That it is one-to-one follows from the lemma. 
4. PROOF OF THEOREM 3 
LEMMA 3. Let S and T be any supercommutative algebras with units. I f  
u ~S® Thassquareu2= 1 ® 1, thenu ~S O ® T O , henceu iscent ra l .  
Proof. The supercommutativity of  S and T imply that if a ~ S i ® Tj. 
and b e S r ® T/ then ab = ( -  1)ir+#'ba. Now let u = u(0, 0) + u(0, 1) + 
u(1, 0) + u(1, 1) be a decomposit ion of u with u(i, j )  ~ S i ® Tj, i, j = O, 1. 
First note that u(0, 0) is invertible. Because u is invertible, u(0, 0) com- 
mutes with u and u - u(0, 0) is nilpotent. Consider u 2. u 2 is in S O ® T O 
and so is zero in the other S i ® T i. Taking i = 0 and j = 1 yields 
u (0 ,0 )u(0 ,1 )  + u(0 ,1 )u(0 ,0 )  + u(1 ,0 )u(1 ,1 )  + u(1 ,1 )u(1 ,0 )  
= 2u(0 ,0 )u(0 ,1 )  = 0 .  
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Hence, u(0, 1) = 0. Similarly, u(1, 0) = 0. Finally, taking i = j = 1 yields 
u(1, 1) = 0. This proves the lemma. 
( '  ° l lwhosesquare  Proof of Theorem 3. M1, 1 contains the element 0 - 
is one and which is not central. 
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