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Local trace formulae and scaling asymptotics
in Toeplitz quantization
Roberto Paoletti∗
Abstract
A trace formula for Toeplitz operators was proved by Boutet de
Monvel and Guillemin in the setting of general Toeplitz structures.
Here we give a local version of this result for a class of Toeplitz opera-
tors related to continuous groups of symmetries on quantizable com-
pact symplectic manifolds. The local trace formula involves certain
scaling asymptotics along the clean fixed locus of the Hamiltonian
flow of the symbol, reminiscent of the scaling asymptotics of the equi-
variant components of the Szego¨ kernel along the diagonal.
1 Introduction
A trace formula for Toeplitz operators was proved by Boutet de Monvel
and Guillemin in the setting of general Toeplitz structures [BG], following
antecedents for Laplacians [C], and more generally for positive pseudodiffer-
ential operators [DG]. The aim of the present paper is to give a local version
of the trace formula in terms of suitable scaling limits for a special, but geo-
metrically interesting, class of Toeplitz operators in the context of positive
line bundles.
As in [P2], we shall adapt the conceptual framework of [Z], [BSZ] and
[SZ], where scaling limits are studied building on the microlocal theory of
the Szego¨ kernel in [BS], and pair this approach with classical arguments
from [H1], [DG], [GS]. We remark that in this setting scaling limits are
generally taken with respect to the discrete parameter indexing the isotype
for the circle action on X ; in the present situation, we shall instead consider
scaling limits with respect to the continuous auxiliary parameter in the trace
formula asymptotics.
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Although quite restrictive, the class of Toeplitz operators in point is
nonetheless rather natural in geometric quantization (and algebraic geo-
metry), since it is related to continuous 1-parameter groups of symmetries
preserving the quantization setup. Thus the following approach applies in
particular whenever a compact Lie group acts on a quantizable compact sym-
plectic manifold in an Hamiltonian fashion, for in this case one can find a
G-invariant and compatible almost complex structure, and adopt as quanti-
zations the spaces of sections defined by the deformation of the ∂ complex
introduced in [BG]. The theory in [SZ] provides a generalization to this
context of the microlocal description of the Szego¨ kernel in [BS]. For ease of
exposition, we shall confine ourselves to the more familiar complex projective
case.
Thus letM be a d-dimensional complex projective manifold, and let A be
an ample line bundle on it. Let h be an Hermitian metric on A, and ∇ be the
unique covariant derivative compatible with the holomorphic and Hermitian
structures. Assume, as we may, that ∇ has curvature Θ = −2iω, where ω
is a Ka¨hler form. Endowed with the volume form dVM =: (1/d!)ω
∧d, M has
total volume vol(M) =
(
πd/d!
) ∫
M
c1(A)
d.
Our focus here is on Hamiltonians generating 1-parameter flows of holo-
morphic symplectomorphisms of M . More precisely, given a real function
f ∈ C∞(M) let υf be its Hamiltonian vector field in the symplectic structure
2ω; since M is compact, υf generates a 1-parameter group of Hamiltonian
symplectomorphisms φM : τ ∈ R 7→ φMτ ∈ Symp(M).
Definition 1.1. We shall call f a compatible Hamiltonian if every φMτ : M →
M is holomorphic.
For instance, if M = CP1 and A is the hyperplane bundle endowed with
the Fubini-Study metric, then f
(
[z0 : z1]
)
=: (k|z0|2 + l|z1|2) / (|z0|2 + |z1|2)
is compatible for any pair of integers k, l. More generally, let G be a compact
Lie group with Lie algebra g, and let G × M → M be an holomorphic
Hamiltonian action. Any ξ ∈ g induces a vector field ξM onM . If Φ : M → g∗
is the moment map and f =: 〈Φ, ξ〉, then υf = ξM and f is compatible.
If f is compatible, φMτ induces a 1-parameter group of unitary auto-
morphisms ψ
(k)
τ : H0
(
M,A⊗k
) → H0 (M,A⊗k) for k = 0, 1, 2, . . .; here
H0
(
M,A⊗k
)
is the space of global holomorphic sections of A⊗k, endowed
with the natural Hermitian product induced by h and dVM . In fact, φ
M lifts
to a 1-parameter group of holomorphic bundle automorphism φAτ : A → A,
and ψ
(1)
τ (s) = φAτ ◦ s ◦ φM−τ for s ∈ H0(M,A); similarly for k ≥ 2.
Let H(A) =:
⊕
kH
0
(
M,A⊗k
)
be the Hilbert space direct sum; then
ψτ =: ⊕kψ(k)τ : H(A) → H(A) is a unitary isomorphism. If f > 0, the trace
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of ψτ is a tempered distribution on R, and its singular support is a set of
periods for an appropriate Hamiltonian flow; the trace formula describes its
singularities at each isolated period (the flow in point is not the flow of ξf
on M , but is closely related to it). These singularities are encapsulated in
certain asymptotic expansions, whose coefficients relate to the dynamics of
the closed trajectories of the given period; in particular, the leading term is
given by Poincare´ map data.
To make this more precise, it is convenient to lift the problem to the unit
circle bundle A∗ ⊇ X π→ M . The connection form α on X is then a contact
form, and dµX =: (1/2π)α∧ π∗(dVX) is a volume form. We shall henceforth
identify functions, densities and half-densities on X .
The Hamiltonian vector field υf lifts to a contact vector field υ˜f on X ;
let φXτ : X → X be the associated 1-parameter group of contactomorphisms.
Pull-back by φXτ ,
(
φXτ
)∗
: L2(X)→ L2(X), is a unitary isomorphism.
In addition, the hypothesis that φMτ be holomorphic implies that
(
φXτ
)∗
leaves the Hardy space H(X) ⊆ L2(X) invariant. Under the natural unitary
isomorphism H(X) ∼= H(A), ψτ corresponds to
(
φX−τ
)∗
.
Let UH(τ) : H(X) → H(X) be the unitary operator induced by
(
φX−τ
)∗
,
and let us extend UH(τ) to L
2(X) by declaring it to vanish on the orthocom-
plement H(X)⊥. In other words, UH(τ) =
(
φX−τ
)∗ ◦ Π, where Π : L2(X) →
H(X) is the orthogonal projector. Basic results on wave fronts imply that
UH(τ) extends to a continuous operator D′(X) → D′(X) [D]; we shall also
denote by UH(τ) ∈ D′(X × X) its distributional kernel. As a differential
operator on X , iυf leaves H(X)∩ C∞(X) invariant; therefore, its restriction
is the first order self-adjoint Toeplitz operator Tf =: iυf ◦ Π, which has a
positive symbol. Let λ1 ≤ λ2 ≤ . . . be the eigenvalues of Tf acting on H(X)
[BG], so that eiλjτ are the eigenvalues of UH(τ). The trace in point is the
tempered distribution
∑
j e
iλjτ on R.
The asymptotic estimates describing the singularities of
∑
j e
iλjτ involve
certain functions Sχ ∈ C∞(X ×X). More precisely, for every χ ∈ C∞0 (R) the
averaged operator
Sχ =:
∫ +∞
−∞
χ(τ)UH(τ) dτ
is smoothing, and thus (with abuse of language) has kernel Sχ ∈ C∞(X×X).
In particular,〈∑
j
eiλjτ , χ
〉
= trace(Sχ) =
∫
X
Sχ(x, x) dVX(x).
Definition 1.2. PerX(f) ⊆ R is the set of periods of φX . Thus τ ∈ PerX(f)
if and only if φXτ (x) = x for some x ∈ X .
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If τ ∈ PerX(f), then τ is also a period of φM , but the converse needn’t
be true. However, let Fix
(
φMτ
) ⊆ M and Fix (φXτ ) ⊆ X be the fixed loci
of φMτ and φ
X
τ , respectively; if τ ∈ PerX(f), then by S1-invariance φXτ is an
S1-bundle over a union of connected components of Fix
(
φMτ
)
.
Now PerX(f) contains the singular support of
∑
j e
iλjτ . Suppose τ0 is
an isolated point of
∑
j e
iλjτ , and χ is a bump function with χ(τ0) = 1 and
supported in a small open neighborhood of τ0. Then χ(τ)
∑
j e
iλjτ equals∑
j e
iλjτ near τ0, and is compactly supported and non-singular away from τ0;
therefore, the singularity of
∑
j e
iλjτ at τ0 is characterized by the asymptotics
of the Fourier transform of χ(τ)
∑
j e
iλjτ , viz. of the trace of Sχe−iλ(·) as
λ→∞.
Here we shall localize the problem, and study the pointwise asymptotics
of the kernel of Sχe−iλ(·); this amounts to considering certain scaling limits in
the neighborhood of the fixed locus of φXτ0 . A global trace formula follows by
integration.
The following estimates are phrased in terms of local Heisenberg coordi-
nates on X [SZ]. Having fixed a system of Heisenberg local coordinates (θ,v)
centered at x ∈ X , we shall follow [SZ] and write x+(θ,v) for the point with
local coordinates (θ,v), and x+v for x+(0,v); we have x+(θ,v) = reiθ(x+v),
where r : S1 ×X → X is the circle action. A choice of Heisenberg local co-
ordinates on X centered at x0 includes a choice of preferred (not necessarily
holomorphic) local coordinates on M centered at m0 =: π(x0), whence of a
unitary isomorphism Tm0M
∼= Cd. With this implicit, the expression x + v
may be used for either v ∈ Tm0M or v ∈ Cd.
Before stating the Theorem, let us introduce two further pieces of nota-
tion.
First, following [SZ], we shall denote by ψ2 : C
d × Cd → C the smooth
function:
ψ2(u,w) =: iℑ (u ·c w)− 1
2
‖u− v‖2,
where a ·c b ∈ C is the standard scalar product of vectors a,b ∈ Cd, so that
a ·c b is their standard Hermitian product (a ·b =: ℜ(a ·c b) ∈ R will denote
their standard Euclidean product as vectors in R2d).
If f is compatible, and τ0 ∈ PerX(f) has a clean fixed locus, then
Fix
(
φMτ0
) ⊆ M is a complex submanifold, hence for any x0 ∈ Fix (φXτ0) its
tangent space at π(x0), Tπ(x0)
(
Fix
(
φMτ0
))
, is a complex vector subspace of the
tangent space Tπ(x0)M toM . Let us denote by Tπ(x0)
(
Fix
(
φMτ0
))⊥ ⊆ Tπ(x0)M
the orthocomplement.
Theorem 1.1. Assume that f ∈ C∞(M) is positive and compatible. Let υ˜f
be the contact vector field on X induced by f , and let λ1 ≤ λ2 ≤ · · · be the
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eigenvalues of the Hermitian operator iυ˜f acting on the Hardy space H(X).
Then the singular support of the tempered distribution
∑
j e
iλjτ is contained
in PerX(f). Furthermore, assume that τ0 ∈ PerX(f) is an isolated period
with clean fixed locus Fix
(
φXτ0
) ⊆ X. Then there exists ǫ > 0 such that for
all χ ∈ C∞((τ0 − ǫ, τ0 + ǫ)) and C > 0 the following holds.
1. Sχ e−iλ (·)(x, x) = O (λ
−∞) uniformly on X ×X as λ→ −∞;
2. Sχ e−iλ (·)(x, x) = O (λ
−∞) uniformly for distX
(
x,Fix
(
φXτ0
) ) ≥ C λ−7/18
as λ→ +∞.
3. Uniformly in x0 ∈ Fix
(
φXτ0
)
and u ∈ Tπ(x0)M with
‖u‖ ≤ Cλ1/9 and u ∈ Tπ(x0)
(
Fix
(
φMτ0
))⊥
,
as λ→ +∞ we have an asymptotic expansion
Sχ e−iλ(·)
(
x0 +
u√
λ
, x0 +
u√
λ
)
(1)
∼ 2π e
−iλτ0
f(m0)d+1
(
λ
π
)d
ef(m0)
−1·ψ2
(
dm0φ
M
−τ0(u),u
)
χ(τ0) ·
[
1 +
+∞∑
j=1
λ−j/2Gj(x0,u)
]
.
where Gj(x0,u)’s are polynomials in u depending smoothly on x0. More
precisely, in the given range the N-th remainder is uniformly O
(
λ−aN
)
for some a > 0.
4. Let us write
Sχe−iλ(·)
(
x0 +
u√
λ
, x0 +
u√
λ
)
= Eλ(u) +Oλ(u),
where Eλ and Oλ are even and odd functions of u, respectively. Then
the asymptotic expansion of Eλ(u) as λ→ +∞ is obtained from (1) by
collecting all integer powers of λ; similarly, the asymptotic expansion
of Oλ(u) is obtained by collecting all fractional (non-integer) powers of
λ.
We obtain a global trace formula by integration. To state this, we need a
further piece of notation. In the hypothesis of the Theorem, Xτ0 =: Fix
(
φXτ0
)
is a union of connected components Xτ0,j, 1 ≤ j ≤ Nτ0 , of real dimension
dim (Xτ0,j) = 2fj + 1; thus, fj is the complex dimension of the connected
component Mτ0,j =: π (X0j) of Mτ0 =: Fix
(
φMτ0
)
.
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If m0 ∈ Mτ0,j, let Nm0 =: (Tm0Mτ0,j)⊥ ⊆ Tm0M be the normal space to
Mτ0,j at m0. As the fixed locus is clean, the differential dm0φ
M
τ0
restricts to a
unitary isomorphism dm0φ
M
τ0
∣∣
Nm0
: Nm0 → Nm0 such that idNm0− dm0φMτ0
∣∣
Nm0
is an isomorphism. The determinant of the latter isomorphism only depends
on j. We may set
c(τ0, j) =: det
(
idNm0 − dm0φM−τ0
∣∣
Nm0
)
(m0 ∈Mτ0,j) .
Let dVMτ0j be the volume form on Mτ0,j given by restriction of ω
∧f0/f0!.
Corollary 1.1. In the hypothesis of Theorem 1.1, and with the above nota-
tion, the following holds. As λ→ −∞ we have∫
X
Sχe−iλ(·)(x, x) dVX(x) = O
(
λ−∞
)
;
as λ→ +∞, on the other hand, we have
∫
X
Sχ e−iλ(·)(x, x) dVX(x) =
Nτ0∑
j=1
Ij(χ, λ),
where each Ij admits an asymptotic expansion
Ij(χ, λ) ∼ 2π e−iλτ0
(
λ
π
)fj χ(τ0)
c(τ0, j)
·
(∫
Mτ0j
1
f(m)fj+1
dVMτ0j(m)
)
·
(
1 +
+∞∑
j=1
λ−jpj
)
.
The following remarks are in order.
The Corollary expresses Γ(λ) =: trace
(
Sχe−iλ(·)
)
as an asymptotic ex-
pansion with general term a multiple of e−iλτ0λa+, where a is a descending
sequence of integers. Since Γ(λ) is the Fourier transform of χ(τ) trace
(
U(τ)
)
,
the latter is given by an asymptotic expansion in decreasing powers of (τ −
τ0+ i 0)
−1. More precisely, there is one such expansion for each X0j, and the
leading term of the j-th expansion is a scalar multiple of (τ − τ0 + i 0+)−(fj+1)
(cfr [BG]).
The local asymptotics related to the singularity at τ = 0 have already
been studied in a more general setting in [P2].
With obvious changes, the proof of Theorem 1.1 applies to more general
scaled pairs of the form (x0 +w/
√
λ, x0 + u/
√
λ).
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For a slight generalization of Theorem 1.1, one may consider any S1-
invariant first order self-adjoint Toeplitz operator T = Π ◦ iυ˜f + T ′, with T ′
of degree 0; the proof carries over to this situation, but the leading order term
in the asymptotic expansion will now depend on the subprincipal symbol of
T through an oscillatory factor.
2 Preliminaries.
The cotangent bundle T ∗X is endowed with the standard symplectic struc-
ture ωstan. Explicitly, suppose given local coordinates q on an open subset
U ⊆ X , and let (q,p) the corresponding local coordinates on TU ⊆ TX , so
that (q0,p0) corresponds to the tangent vector p0 · (∂/∂q)|q0 ; then ωstan =
dp ∧ dq on TU .
Let Σ =:
{
(x, rαx) : x ∈ X, r > 0
}
be the closed symplectic cone in
T ∗X\{0} generated by the connection 1-form. Thus Σ ∼= X×R+ canonically.
Let θ be the ‘circle’ coordinate on X (locally defined) and let r be the ‘cone’
coordinate on Σ; then the restriction of ωstan to Σ is ωΣ = 2rω + dr ∧ dθ
(symbols of pull-back are omitted).
We adopt the convention that the Hamiltonian vector field υg of a sooth
function g with respect to a symplectic structure Ω is defined by Ω
(
ι(υg), u) =
dg(u) for any tangent vector u. The Hamiltonian vector field on Σ of f˜ =:
rf ∈ C∞(Σ) is then υ˜f , where υ˜f = υ♯f − f (∂/∂θ) is the contact lift of υf .
Here υ♯f is the horizontal lift of υf , and ∂/∂θ is the infinitesimal generator
of the S1-action (with some ambiguity, υ˜f denotes both the contact lift of
υf to X and its further Hamiltonian lift to Σ; strictly speaking, the latter is(
υ˜f , 0
)
).
The 1-parameter group of symplectomorphisms φΣτ : Σ→ Σ generated by
υ˜f is φ
Σ
τ
(
x, rαx
)
=:
(
φXτ (x), rαφXτ (x)
)
.
Viewed as a differential operator on X , by our hypothesis υ˜f commutes
with Π and is elliptic on Σ, since its symbol there is −if˜ ; therefore, it remains
elliptic in a conic neighborhood of Σ in T ∗X \ {0}. Hence iυ˜f restricted to
H(X) is an elliptic self-adjoint Toeplitz operator Tf of the first order, with
symbol σTf = f˜ : Σ→ R. By the proof of Lemma 12.2 of [BG], there exists
a self-adjoint first order pseudodifferential operator Q on X with everywhere
positive principal symbol q > 0, which commutes with Π, equals i υ˜f on
H(X) (thus Tf = Q◦Π), and is such that Q− i υ˜f is microlocally smoothing
on a conic neighbourhood of Σ.
The operator UH(τ), on the other hand, may be written UH(τ) = U(τ)◦Π,
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where U(τ) = eiτQ; by the previous discussion, its wave front is
WF
(
UH(τ)
)
=
{
(x, rαx, y,−rαy) : x ∈ X, y = φX−τ (x), r > 0
}
,
and so the singular support is sing. supp
(
UH(τ)
)
= graph
(
φX−τ
)
.
Proposition 12.4 of [BG] shows by a functorial description of
∑
j e
iλjτ
that its singular support is contained in the set of periods of φΣτ , which is the
same as the set of periods of φXτ .
Now suppose x 6∈ Fix (φXτ0), that is, (x, x) 6∈ graph (φXτ0). By continuity,
for some ǫ > 0 we have (x, x) 6∈ graph (φX−τ) for any τ ∈ (τ0−2ǫ, τ0+2ǫ). As
a distribution on R×X ×X , UH is C∞ on (τ0 − ǫ, τ0 + ǫ)×X ′ ×X ′, where
X ′ ⊆ X is an appropriate open neighborhood ofX . If χ ∈ C∞0
(
(τ0−ǫ, τ0+ǫ)
)
,
then χ(τ)UH (τ, x
′, x′′) is C∞ on R×X ′×X ′; hence its Fourier transform in
τ is of rapid decrease in λ uniformly in (x′, x′′) ∈ X ′′ ×X ′′, where X ′′ ⋐ X ′
is an open neighborhood of x. In particular,
Sχ e−iλ(·)(x, x) = O
(
λ−∞
)
as λ → ∞, uniformly in x with distX
(
x,Fix
(
φXτ0
)) ≥ δ for any fixed δ >
0 (here distX is the Riemannian distance function on X), for any χ with
sufficiently small compact support near τ0.
3 Proof of Theorem 1.1.
We shall adapt the approach used in [P2] for the singularity at τ = 0 to the
case of a general period (and thus occasionally refer to arguments in [P2]).
When working locally on X , looking for asymptotic expansions we may
replace U(τ) and Π by their respective representations as Fourier integral
operators. Thus we shall write [DG]
U(τ)(x, y) =
1
(2π)2d+1
∫
R2d+1
ei
[
ϕ(τ,x,η)−y·η
]
a(τ, x, y, η) dη,
where a(τ, ·, ·) ∈ S0cl, and the phase ϕ(τ, ·, ·) is a local generating function
for the 1-parameter group φT
∗X
−τ of homogeneous Hamiltonian symplectomor-
phism of T ∗X generated by −q. Working with τ close to τ0, we change
variable τ  τ + τ0, so that
ϕ
(
τ + τ0, x, η
)
= ϕ(τ0, x, η) + τ q
(
x, dxϕ(τ0, x, η)
)
+O
(
τ 2
) ‖η‖. (2)
On the other hand, Π is an FIO with complex phase of the form
Π(x, y) =
∫ +∞
0
eitψ(x,y) s(t, x, y) dt,
8
where s is a classical symbol s(t, x, y) ∼ ∑j≥0 sj(x, y) td−j, and the Taylor
expansion of ψ along the diagonal is determined by the Ka¨hler metric [BS].
Let ∼ stand for ‘equal asymptotics as λ → ∞’. Given any x ∈ X , let ̺
be a positive smooth cut-off function on X , identically equal to 1 near x, and
with support contained in a sufficiently open neighborhood X1 ⋐ X ; arguing
as in [P2], Lemma 2.1 we get
Sχ e−iλ(·)(x, x) (3)
∼ 1
(2π)2d+1
∫
X1
∫ ǫ
−ǫ
e−iλ(τ+τ0)χ(τ + τ0) ̺(z)U(τ + τ0)(x, z) Π(z, x) dµX(z) dτ
∼ 1
(2π)2d+1
∫
X1
[∫
R2d+1
∫ ǫ
−ǫ
eiΨ(τ,x,z,η,λ)B(τ, x, z, η) dτ dη
]
· Π(z, x) dµX(z),
where
B(τ, x, z, η) =: χ(τ + τ0) ̺(z) a(τ + τ0, x, z, η),
and in view of (18)
Ψ(τ, x, z, η, λ) =: ϕ(τ + τ0, x, η)− z · η − λ(τ + τ0)
= ϕ(τ0, x, η) + τ q
(
x, dxϕ(τ0, x, η)
)
+O
(
τ 2
) ‖η‖ − y · η − λ(τ + τ0).
Now as λ → −∞ since q is elliptic and positive for sufficiently small ǫ we
have
∂τΨ = q
(
x, dxϕ(τ0, x, η)
)
+O (τ) ‖η‖ − λ ≥ C1
(‖η‖+ |λ|)
for some fixed C1 > 0; by repeated integration by parts in dτ we conclude
Sχ e−iλ(·)(x, x) = O (λ
−∞) uniformly in x ∈ X as λ→ −∞.
Next we consider the asymptotics for λ→ +∞. By the discussion in §1,
we are reduced to considering the problem in the neighborhood of Fix
(
φXτ0
)
,
so we fix x0 ∈ Fix
(
φXτ0
)
and a suitably small open neighborhood X1 ⊆ X
of x0, and consider the asymptotics for x ∈ X1. Let there be given on X1
a system of Heisenberg local coordinates (θ,v) : X1 → (−δ, δ) × B2d(0, δ)
centered at x0 for some δ > 0, where B2d(0, δ) ⊆ R2d ∼= Cd is the open ball of
radius δ > 0 centered at the origin. In particular, in the associated cotangent
coordinates (x0, αx0) ∈ T ∗X corresponds to
(
(0, 0), (1, 0)
)
.
To begin with, we only lose a smoothing term, hence a negligible contri-
bution to the asymptotics, if we multiply the amplitude a of U by a radial
function b(η) identically equal to 0 near the origin and to 1 for ‖η‖ ≫ 0. We
may then assume without loss that a vanishes identically near the origin as
a function of η.
Let S1, S2 ⊆ S2d be open subsets covering S2d with (1, 0) 6∈ S2, and
let γ1 + γ2 = 1 be a partition of unity on S
2d subordinate to the open
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cover {S1, S2}. Also, for j = 1, 2 let U (j)(τ) be defined as U(τ), but with
the amplitude a multiplied by ̺(z) γj
(
η/‖η‖), and let S(j)
χe−iλ(·) be defined as
Sχ e−iλ(·) with U
(j)(τ) in place of U(τ). Then clearly
Sχ e−iλ(·)(x, x) ∼
2∑
j=1
S
(j)
χ e−iλ(·)(x, x). (4)
Now we claim that, perhaps after replacing X1 with a smaller open neigh-
borhood and ǫ with a smaller positive real number, the second summand on
the right hand side of (4) gives a negligible contribution to the asymptotics,
uniformly in x ∈ X1.
To see this, consider the operator giving rise to the second summand:
S
(j)
χe−iλ(·) =
∫ +ǫ
−ǫ
e−iλτ
(
U (2)(τ + τ0) ◦ Π
)
dτ. (5)
With abuse of language, let us mix intrinsic notation and expressions in local
coordinates. Thus we shall provisionally write (x, η) for the cotangent vector
in T ∗X with base x ∈ X and fiber coordinates η in the chosen system of
Heisenberg local coordinates. The wave front of U (2)(τ + τ0) is contained in{(
φT
∗X
τ+τ0
(x, η) , (x,−η)) : x ∈ X1, η ∈ S−} .
By construction, the intersection of the locus
{
(x, η) : x ∈ X1, η ∈ S−
}
with
the unit sphere bundle has positive distance from (x0, αx0); therefore, perhaps
after restricting X1, it has positive distance from Σ. Therefore U
(2) ◦Π is C∞
on (τ0 − ǫ, τ0 + ǫ) × X × X , so χ · U (2) ◦ Π is C∞ on R × X × X . Thus its
Fourier transform is rapidly decreasing, as claimed.
Hence Sχe−iλ(·)(x, x) ∼ S(1)χ e−iλ(·)(x, x) for x ∈ X1 as λ→ +∞.
Let F ∈ C∞0
(
(0,+∞)) be identically 1 in (1/C2, C2) for some C2 ≫ 0. Re-
turning to (3), let us incorporate γ1
(
η/‖η‖) in the definition of S(1)
χ e−iλ(·)(x, x)
in the amplitude B; in distributional short-hand,
Sχ e−iλ(·)(x, x) (6)
∼ 1
(2π)2d+1
∫
X1
[∫
R2d+1
∫ ǫ
−ǫ
eiΨ(τ,x,z,η,λ)B(τ, x, z, η)F
(‖η‖
λ
)
dτ dη
]
·Π(z, x) dµX(z)
+
1
(2π)2d+1
∫
X1
{∫
R2d+1
∫ ǫ
−ǫ
eiΨ(τ,x,z,η,λ)B(τ, x, z, η)
[
1− F
(‖η‖
λ
)]
dτ dη
}
·Π(z, x) dµX(z).
Now |∂τΨ| ≥ C3
(‖η‖+ λ) for some C3 > 0 where 1− F (η/λ) 6= 0; therefore
the second summand is O (λ−∞) as λ→ +∞ uniformly in x ∈ X .
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Inserting in (3) the description of Π as an FIO we get for x ∈ X1
Sχ e−iλ(·) (x, x) ∼ (7)
1
(2π)2d+1
∫
X1
∫ +∞
0
∫ ǫ
−ǫ
∫
R2d+1
eiΦ1(x,z,t,τ,η,λ) · A (x, z, t, τ, η, λ) dµX(z) dt dτ dη,
where
Φ1 (x,u, z, t, τ, η, λ) = ϕ (τ + τ0, x, η)− z · η + t ψ (z, x)− λ (τ + τ0), (8)
and
A (x, z, t, τ, η, λ) =: (9)
χ(τ + τ0) ̺(z) a (τ + τ0, x, z, η) s (t, z, x) γ1
(
η
‖η‖
)
F
(‖η‖
λ
)
.
Apply the change of variables t  λ t, η  λ r ω, where r > 0 and ω ∈
S2d ⊆ R2d+1 ∼= R × R2d; thus ω = (ω0, ω1), where ω0 ∈ R, ω1 ∈ R2d and
ω20 + ‖ω1‖2 = 1. We can rewrite (7) as
Sχ e−iλ(·) (x, x) ∼ 2π e−iλτ0
(
λ
2π
)2d+2
(10)
·
∫
X1
∫ +∞
0
∫ ǫ
−ǫ
∫ +∞
0
∫
S2d
eiλΦ2(x,z,t,τ,r,ω) ·A (x, z, λt, τ, λ r ω, λ)
·r2d dµX(z) dt dτ dr dω,
where
Φ2 (x, z, t, τ, r, ω, λ) =: r
[
ϕ (τ + τ0, x, ω)− z · ω
]
+ t ψ (z, x)− τ. (11)
Lemma 3.1. Perhaps after further replacing S1 and X1 with smaller open
neighborhoods of (1, 0) ∈ S2d and x0 ∈ X, respectively, we have
ϕ (τ + τ0, x, ω) = φ
X
−(τ+τ0)(x) · ω
for x ∈ X1, ω ∈ S1, |τ | < ǫ.
Proof. For any τ , ϕ (τ, x, ω) is the local generating function for the Hamil-
tonian flow at time −τ of the principal symbol q of Q on T ∗X . In Heisenberg
local coordinates, pairs (x, ω) ∈ X1×S1 belong to a conic open neighborhood
of (x0, αx0) ∈ Σ. On a certain conic neighborhood of Σ, on the other hand, Q
is microlocally equivalent to iυ˜f , hence q equals the symbol of iυ˜f there. On
the same conic neighborhood of Σ, therefore, the Hamiltonian flow of q is the
Hamiltonian flow of the symbol of iυ˜f . However, the latter is the cotangent
lift of the flow of υ˜f on X .
Q.E.D.
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Corollary 3.1. In the same range,
Φ2 (x, z, t, τ, r, ω, λ) = r
(
φX−(τ+τ0)(x)− z
)
· ω + t ψ (z, x)− τ.
Remark 3.1. Before proceeding we note the following:
• In view of the radial factor F (r), integration in dr is now restricted
to the interval 1/C4 ≤ r ≤ C4 for some C4 ≫ 0; integration in dω is
restricted to the open neighborhood S1 ⊆ S2d of (1, 0).
• Arguing as in Lemmata 2.3 and 2.4 of [P2], upon introducing a cut-off
in t we can further restrict integration in dt to an interval of the form
1/C5 ≤ t ≤ C5 for some C5 ≫ 0.
We can now prove statement 2 in the Theorem.
For fixed C > 0, as λ→ +∞ we consider the family of loci Vλ ⊆ X given
by the set of all x ∈ X such that distX
(
x,Fix
(
φXτ0
) )
> Cλ−7/18. Let X0 ⊆ X
be the connected component of Fix
(
φXτ0
)
through x0, and set F0 =: π(X0);
thus F0 is the connected component of Fix
(
φMτ0
)
through m0 = π(x0), and
X0 = π
−1(F0) is an S1-bundle over F0. Since π is a Riemannian submersion,
we also have distM
(
m,Fix
(
φMτ0
) )
> Cλ−7/18 if m = π(x). As F0 is a fixed
clean locus for φMτ0 , perhaps after replacing C with a smaller positive constant
we may assume that in the same range we have
distX
(
x, φXτ0(x)
) ≥ distM(m,φMτ0 (m)) > Cλ−7/18.
Lemma 3.2. Perhaps after further decreasing C and ǫ, we also have (with
m = π(x))
distX
(
x, φXτ (x)
)
≥ distM
(
m,φMτ (m)
)
> Cλ−7/18,
for all x ∈ Vλ and τ ∈ (τ0 − ǫ, τ0 + ǫ).
Proof. The statement of the Lemma is intrinsic, but for the proof it is
convenient to make a specific choice of Hesenberg local coordinates.
The chosen Heisenberg local coordinates centered at x0 imply the prior
choice of a system of preferred local coordinates on M centered at m0 =:
π(x0), where π : X → M is the projection.
Let r be the complex dimension of the complex submanifold F0 ⊆ M , and
s =: d−r its codimension. Form ∈ F0 let Tm ⊆ TmM and Nm =: T⊥m ⊆ TmM
be the tangent and normal subspaces of F0 at m, respectively. Furthermore,
let exptgm0 : Tm0 → F0 be the exponential map at m0 of the Riemannian
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manifold F0, and for any m ∈ F0 let expnorm : Nm → M be the restriction to
Nm of the exponential map of M .
Let us choose an orthonormal basis of Tm0 , so as to unitarily identify
Tm0
∼= Cr; also, let us choose a local unitary trivialization of the normal
bundle of F0 in the neighborhood of m0, so as to have smoothly varying
unitarily isomorphisms Nm ∼= Cs, for m ∈ F0 near m0. In particular, by
taking the normal component of the differential we have an induced unitary
isomorphism
dm0φ
M
τ0
: Cs → Cs,
with no eigenvalue equal to 1.
With these isomorphisms implicit, a preferred local coordinate chart on
M centered at m0, and defined on some open ball centered at the origin in
Cr × Cs ∼= Cd may then be taken
ζ(a,b) =: expnor
exptgm0 (a)
(b).
In this chart Tm0
∼= Cr ⊕ {0} and Nm0 ∼= {0} ⊕ Cs unitarily. Let us set
m0 + (a,b) =: ζ(a,b). Since the flow leaves F0 invariant,
φMτ+τ0(m0) = φ
M
τ (m0) = m0 +
(
υ(τ), 0
)
,
where υ(τ) = τ υf(m0) + o(τ) ∈ Cr; similarly, if b ∈ Cs then clearly
expnorm0 (b) = m0 + (0,b). On the other hand, since φ
M
τ0
preserves the nor-
mal geodesics at m0, we have
φMτ0
(
m0 + (0,b)
)
= m0 +
(
0, dm0φ
M
τ0 (b)
)
.
Therefore, for τ close to 0 we have
φMτ+τ0(m0 + b) = m0 +
(
υ(τ), dm0φ
M
τ0 (b)
)
+O
(
τ b
)
.
Now the previous construction may be locally smoothly deformed with
m0 ∈ F0; furthermore, Fix
(
φXτ0
)
= π−1(F0). If distX
(
x, φXτ (x)
)
> Cλ−7/18
and m = π(x) is in a neighborhood of F0, then m = m0 + (0,b) for some
m0 ∈ F0 and b ∈ Cs with ‖b‖ > (C/2) λ−7/18. Since a preferred local
coordinate system is isometric at the origin, we get for sufficiently small ǫ
and |τ | < ǫ
distM
(
m,φMτ+τ0(m)
) ≥ 1
2
[∥∥υ(τ)∥∥+ ∥∥φMτ0 (b)− b∥∥ ]+O(τ b)
≥ D ‖b‖ ≥ D′ λ−7/18.
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Given that π is a Riemannian submersion, and φXτ ′ covers φ
M
τ ′ , we have
distX
(
x, φXτ+τ0(x)
) ≥ distM (m,φMτ+τ0(m)) ≥ D′ λ−7/18,
for some D′ > 0.
C.V.D.
On the way to prove statement 2, in the situation of Lemma 3.2 let us
rewrite (10) as
Sχe−iλ(·) (x, x) ∼ 2π e−iλτ0
(
λ
2π
)2d+2
(12)
·
∫
X1
[∫ D
1/D
∫ D
1/D
∫
S2d
∫ ǫ
−ǫ
eiλΦ2(x,z,t,τ,r,ω,λ) · A (x, z, λt, τ, λ r ω, λ)
·r2d dt dr dω dτ] dµX(z),
for some D ≫ 0. Next we split the outer integral as the sum of two terms:
one over those z with
distM(z, x) >
C
2
λ−7/18, (13)
and one over those z with
distM(z, x) ≤ C
2
λ−7/18; (14)
here, for simplicity, we have denoted by distM the pull-back to X ×X of the
distance function on M ×M . On the domain (13), integration by parts in t
implies that the corresponding contribution to the asymptotics is O (λ−∞);
in fact, a slight modification of the proof of Lemma 2.5 of [P2] shows that
each integration introduces a factor 1
λ
λ7/9 = λ−2/9. On the other hand, in
view of Lemma 3.2 on the domain (14) for |τ | < ǫ we get
distX
(
φX−(τ+τ0)(x), z
) ≥ distM (φX−(τ+τ0)(x), z) (15)
≥ distM
(
φX−(τ+τ0)(x), x
)− distM (z, x) ≥ C
2
λ−7/18.
Now in view of Corollary 3.1, where this holds we have ‖∂ωΦ2‖ ≥ C ′ λ−7/18;
multidimensional integration by parts in ω, therefore, introduces at each step
a factor 1
λ
λ7/18 = λ−11/18. We conclude that also in this case the contribution
to the asymptotics is O (λ−∞).
Having established the second statement in the Theorem, let us focus on
the third. To this end, it suffices to show that there exist a, b ∈ R with a > 0
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such that for every integer N > 0 as λ→ +∞ we have
Sχ e−iλ(·)
(
x0 +
u√
λ
, x0 +
u√
λ
)
(16)
∼ 2π e
−iλτ0
f(m0)d+1
(
λ
π
)d
ef(m0)
−1·ψ2
(
dm0φ
M
−τ0(u),u
)
χ(τ0) ·
[
1 +
N∑
j=1
λ−j/2Gj(x0,u)
]
.
+λdO
(
λ−(aN+b)
)
.
Introducing Heisenberg local coordinates in (10) we get
Sχ e−iλ(·)
(
x0 +
u√
λ
, x0 +
u√
λ
)
∼ 2π e−iλτ0
(
λ
2π
)2d+2
(17)
·
∫
X1
∫ D
1/D
∫ D
1/D
∫ ǫ
−ǫ
∫
S2d
e
iλΦ2
“
x0+
u√
λ
,z,t,τ,r,ω
”
· A
(
x0 +
u√
λ
, z, λt, τ, λ r ω, λ
)
·r2d dµX(z) dt dr dτ dω.
Given Lemma 3.1, for ω ∈ S1 and τ ∼ 0 we have
ϕ (τ + τ0, x, ω) = φ
X
−(τ+τ0) (x) · ω (18)
= φX−τ0 (x) · ω − τ υ˜f(x) · ω +O
(
τ 2
)
.
The exponential map expm0 : Tm0M → M , composed with some unitary
isomorphism Cd ∼= Tm0M and restricted to some open ball B2d(0, δ) ⊆ R2d ∼=
Cd, provides a set of preferred local coordinates for M at m0 = π(x0). From
now on, we shall assume for convenience that these are the preferred local
coordinates underlying the chosen Heisenberg local coordinates.
Since φMτ0 (m0) = m0 and φ
M
τ0
is a Riemannian isometry,
φM−τ0
(
m0 +
u√
λ
)
= m0 +
1√
λ
dm0φ
M
−τ0 (u) . (19)
By Lemma 2.5 of [P1] we then have
φX−τ0
(
x0 +
u√
λ
)
=
(
ϑ
(
u√
λ
)
, m0 +
1√
λ
dm0φ
M
−τ0(u)
)
, (20)
where ϑ vanishes to third order at the origin.
In Heisenberg local coordinates, z = m0+(θ,v) and dµX(z) = V(θ,v) dθ dv,
where V(θ, 0) = 1/(2π).
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Recalling Corollary 3.1,
Φ2
(
x0 +
u√
λ
,m0 + (θ,v), t, τ, r, ω
)
(21)
= r
[
ϑ
(
u√
λ
)
− θ
]
ω0 + r
(
1√
λ
dm0φ
M
−τ0(u)− v
)
· ω1
+t ψ
(
x0 + (θ,v), x0 +
u√
λ
)
− τ.
Remark 3.2. Let us pause to note the following:
• If ‖u‖ ≤ C λ1/9 and ‖v‖ ≥ 3C λ−7/18, say, then distM
(
x0 + (θ,v), x0 +
u/
√
λ
) ≥ C λ−7/18 for λ≫ 0; here distM is the pull-back of the distance
function on M .
Given this, as in the argument in the proof of Lemma 2.5 of [P2] inte-
gration by parts in dt shows that the contribution to the asymptotics
coming from the locus ‖v‖ ≥ 3C λ−7/18 is O (λ−∞).
Accordingly, only a rapidly decreasing contribution is lost if an appro-
priate cut-off of the form γ
(
λ7/18v
)
is absorbed into the amplitude,
with γ ∈ C∞0
(
C
d
)
identically equal to one near the origin.
• Let us perform the coordinate change v v/(r√λ), so that integration
in dv is now over a ball of radius O
(
λ1/9
)
. The volume element becomes
dµX(z) =
1
r2dλd
V
(
θ,
v
r
√
λ
)
dθ dv.
• By the computations in §3 of [SZ] we have
t ψ
(
x0 +
(
θ,
v
r
√
λ
)
, x0 +
u√
λ
)
= it
[
1− eiθ]− it
λ
ψ2
(v
r
,u
)
eiθ + t Rψ3
(
v
r
√
λ
,
u√
λ
)
,
where ψ2(a,b) =: iℑ
(
a · b)− (1/2) ‖a−b‖2 and Rψ3 vanishes to third
order at the origin.
The upshot is that with some manipulations (17) may be rewritten
Sχ e−iλ(·)
(
x0 +
u√
λ
, x0 +
u√
λ
)
∼ e
−iλτ0
(2π)2d+1
λd+2 (22)
·
∫
Cd
∫
S2d
e−i
√
λv·ω1
[∫ a
−a
∫ D
1/D
∫ ǫ
−ǫ
∫ D
1/D
eiλΨu/
√
λ,ω · Bu,v,ω,λ dθ dt dτ dr
]
·γ (λ−1/6v) dv dω,
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where for s ∈ Cd, ‖s‖ < δ we have set
Ψs,ω(θ, t, τ, r) =: −rθω0 − τr · υf (x0 + s) · ω +O
(
τ 2
) · r
+it
[
1− eiθ]− τ + r dΦX−τ0 (s) · ω1, (23)
and
Bu,v,ω,λ(θ, t, τ, r) =: e
tψ2(v/r,u)eiθ+itλR
ψ
3
(
v/(r
√
λ),u/
√
λ
)
eiθ+iλrϑ(u/
√
λ)ω0
A
(
x0 +
u√
λ
, x0 +
(
θ,
v
r
√
λ
)
, λt, τ, λ r ω, λ
)
V
(
θ,
v
r
√
λ
)
(24)
= etψ2(v/r,u)e
iθ
B˜u,v,ω,λ(θ, t, τ, r),
where
B˜u,v,ω,λ(θ, t, τ, r) =: e
iλQ(v/
√
λ,u/
√
λ)
·A
(
x0 +
u√
λ
, x0 +
(
θ,
v
r
√
λ
)
, λt, τ, λ r ω, λ
)
V
(
θ,
v
r
√
λ
)
,
with Q vanishing to third order at the origin as a function of v,u (and
depending on the other variables as well). In particular, λQ(v/
√
λ,u/
√
λ)
is bounded in our range.
We shall estimate asymptotically the inner integral by viewing it as de-
pending parametrically on v, ω1 and s, which will then be set equal to u/
√
λ.
Let us define
I(s,u,v, ω, λ) =:
∫ a
−a
∫ D
1/D
∫ ǫ
−ǫ
∫ D
1/D
eiλΨs,ω ·Bu,v,ω,λ dθ dt dτ dr, (25)
and first consider the case s = 0. We have
Ψ0,ω(θ, t, τ, r) = −rθω0 − τr υf (x0) · ω +O
(
τ 2
) · r + it [1− eiθ]− τ.
We have υf(x0) · (1, 0) = −f(m0) < 0, hence perhaps after restricting S1 we
may assume that −υf(x0) · ω > δ′ > 0 for any ω ∈ S1. A straightforward
computation shows that
Lemma 3.3. The phase Ψ0,ω has a unique stationary point
(θ0,ω, t0,ω, τ0,ω, r0,ω) =
(
0,−ω0/
(
υf(x0) · ω
)
, 0,−1/(υf(x0) · ω)).
Furthermore, if Ψ′′0,ω is the Hessian at the critical point then
det
(
λΨ′′0,ω
2πi
)
=
(
λ
2π
)4 (
υf(x0) · ω
)2
.
In particular, the critical point is non-degenerate.
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Therefore, for s ∼ 0 the phase Ψs,ω has a unique stationary point c(s, ω) =
(θs,ω, ts,ω, τs,ω, rs,ω), again non degenerate; furthermore, one can see by direct
inspection that c(s, ω) is real.
By the stationary phase Lemma, for every integerN > 0 we have I(s,v, ω) =
SN (s,v, ω) + RN(s,v, ω), where the partial sum SN and the remainder RN
are as folllows. First,
SN (s,v, ω) =
(
2π
λ
)2
γ(s, ω) eiλΨs,ω
(
c(s,ω)
)
·
N∑
j=0
λ−j Lj
(
Bu,v,ω,λ
)∣∣∣∣∣
(θs,ω ,ts,ω ,τs,ω ,rs,ω)
(26)
where γ(0, ω) = −1/(υf(x0)·ω), L0 is the identity and any Lj is a differential
operator of degree 2j in θ, t, τ, r, with coefficients depending on s and ω.
On the other hand (see Theorem 7.7.5 of [H3], §5 of [SZ]),∣∣RN (s,v, ω)∣∣ ≤ λ−(N+1)CN sup|α|<2N+2 {‖Dαθ,t,τ,rBu,v,ω‖} . (27)
In the exponent of etψ2(v/r,u)e
iθ+itλRψ3
(
v/(r
√
λeiθ),u/
√
λ
)
, the second summand is
bounded for ‖u‖, ‖v‖ . λ1/6. Therefore, (27) implies
∣∣RN(s,v, ω)∣∣ ≤ CNλd−3−N (‖u‖+ ‖v‖)(4N+4) e−a‖v−u‖2
≤ C ′Nλ(d−7/9)−(5/9)N .
Since integration in dv in (22) is over a ball of radius O
(
λ1/9
)
, the overall con-
tribution of RN is O
(
λ2d/9 · λd+2 · λ(d−7/9)−(5/9)N ) = O (λ(20/9)d+11/9−(5/9)N ).
We omit the proof of the following:
Lemma 3.4. We have τs,ω ∈ R and
τs,ω =
(
dm0φ
M
−τ0(s) · ω1
)
/
(
υf(x0 + s) · ω
)
+ ωt1B(s, ω)ω1,
where B(s, ω) vanishes to second order at the origin as a function of s.
Taylor expanding 1/
(
υf(x0 + s) · ω
)
in s at s = 0, we get
τs,ω =
(
dm0φ
M
−τ0(s) · ω1
)
/
(
υf(x0) · ω
)
+ ωt1A(ω, s)ω1,
where again A(ω, s) vanishes to second order at the origin as a function of s.
Consequently,
iλΨu/
√
λ,ω
(
c
(
u√
λ
, ω
))
= −iλτu/√λ,ω (28)
= −i
√
λ
(
dm0φ
M
−τ0(u) · ω1
)
/
(
υf(x0) · ω
)
+ iωt1A2(u, ω)ω1 + iλ P
(
u√
λ
, ω
)
,
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where A2 collects the second order terms in A (as functions of s), while
P (s, ω) vanishes to third order at the origin s = 0, and vanishes identically
for ω1 = 0. In particular, iλ P
(
u/
√
λ, ω
)
remains bounded in the given
range.
Given this, (22) may be rewritten
Sχe−iλ(·)
(
x0 +
u√
λ
, x0 +
u√
λ
)
= O
(
λ(20/9)d+4/9−(5/9)N
)
(29)
+
e−iλτ0
(2π)2d−1
λd ·
∫
Cd
∫
S2d
ei
√
λΦu(v,ω)·ω1 ·KN(λ,u,v, ω) · γ
(
λ−1/9v
)
dv dω,
where
Φu(v, ω1) =: −
[
v +
1
υf(x0) · ω dm0φ
M
−τ0(u)
]
· ω1, (30)
KN (λ,u,v, ω) =: e
tωψ2(v/rω ,u)+iωt1A2(u,ω)ω1 γ
(
u√
λ
, ω
)
(31)
· eiλR
(
v/
√
λ,u/
√
λ,ω
) N∑
j=0
λ−j Lj
(
B˜u,v,ω,λ
)∣∣∣∣∣
c(u/
√
λ,ω)
.
where we have set tω =: t(0, ω), rω = r(0, ω), and R(·, ·, ω) vanishes to third
order at the origin.
Setting µ =
√
λ, we may interpret (29) as an oscillatory integral in µ with
phase Φu.
Now Φu has a unique critical point (vcr, ω1 cr), given by
vcr =
1
f(m0)
dm0φ
M
−τ0(u), ω1 cr = 0,
which is also nondegenerate: if Φ′′u denotes the Hessian of Φu at this critical
point, then
det
(
µΦ′′u
2πi
)
=
( µ
2π
)4d
=
λ2d
(2π)4d
.
Furthermore, since ω varies in a small neighborhood of (1, 0), −1/(υf(x0)·ω)
is close to 1/f(m0). Therefore, upon introducing a further cut-off, we may re-
strict integration in dv to a small open neighborhood of f(m0)
−1 dm0φ
M
−τ0(u),
for elsewhere each integration by parts in dω introduces a factor λ−1/2 λ2/9 =
λ−5/18, given that A2 is quadratic in u, and ‖u‖ ≤ Cλ1/9).
Applying the stationary phase Lemma, one sees that the second summand
on the right hand side of (29) may be rewritten
R′N + 2π e
−iλτ0 ·
N∑
j=0
λ−j/2 L˜j(KN)
∣∣∣
v=vcr,ω1=0
(32)
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for certain operators L˜j of degree 2j in v, ω1, and a remainder R
′
N that
may be estimated by a modification of (27). More precisely, since each ω
derivative brings down a quadratic factor in ω, we have∣∣R′N ∣∣ ≤ CNλdµ−(N+1) (λ2/9)2N+1 λd = CN λ2d−5/18−N/18.
On the other hand, in view of (24) and (31), the second summand in (32)
may be rearranged as a sum of terms of the form
λ−k/2ef(m0)
−1ψ2
(
dm0φ
M
−τ0 (u),u
)
Gk(u) (33)
·Pk
(
x0,
u√
λ
)
· eif(m0)−1λ
[
Rψ3
(
dm0φ
M
−τ0 (u)/
√
λ,u/
√
λ
)
+ϑ
(
u/
√
λ
)]
,
where k is an integer and Gk a polynomial.
We now use the assumption that u ∈ Tm0M⊥τ0 , and that dm0φMτ0 − I is
invertible on Tm0M
⊥
τ0
. This implies that ef(m0)
−1ψ2
(
dm0φ
M
−τ0 (u),u
)
is bounded
by Ce−a‖u‖
2
for some C, a > 0. Therefore, if we insert the Taylor expansion
for the last two factors, we obtain an expansion for (33) with an N -th step
remainder remainder bounded by (for some polynomial TkN)
λ−(k+N)/2TkN(u) e−a‖u‖
2 ≤ C ′λ−(k+N)/2e−(a/2)‖u‖2 (34)
for some C ′ > 0.
This implies for (32) an asymptotic expansion in descending powers of
λ−1/2, as stated in the Theorem. We now focus on the leading term. To this
end, let us recall the asymptotic expansions for the classical symbols in the
FIO’s describing Π and U(τ):
s(x, y, t) ∼
∑
j≥0
sj(x, y)t
d−j and a(τ, x, z, η) ∼
∑
j≥0
aj(τ, x, z, η), (35)
where s0(x0, x0) = π
−d, and aj is homogeneous of degree −j in η. Collecting
homogeneous terms of the same degree we get an asymptotic expansion
a
(
τ0, x0 +
u√
λ
, x0 +
v√
λ
, λru/
√
λ,(1:0)ω
)
s
(
λt0,ω, x0 +
v√
λ
, x0 +
u√
λ
)
∼
(
λ
π
)d
1
f(m0)d
a0(τ0, x0, x0, (1 : 0)) +
∑
j≥1
λd−j/2Rj . (36)
We have γ
(
0, (1, 0)
)
= 1/f(m0) in (26), and V(θ, 0) = 1/(2π) in (24).
Therefore, we are left with a leading term
χ(τ0) e
−iλτ0
(
λ
π
)d
1
f(m0)d+1
ef(m0)
−1ψ2
(
dm0φ
M
−τ0(u),u
)
a0
(
τ0, x0, x0, (1 : 0)
)
.
The description of the leading coefficient is completed by the following:
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Lemma 3.5. a0
(
τ0, x0, x0, (1, 0)
)
= 2π.
Proof. The operators in our construction act on half-densities through
the trivialization of the half-density bundle offered by the volume form dµX .
By assumption, the latter is invariant under υ˜f , that is, Leυf (dµX) = 0, where
L s the Lie derivative. A straightforward computation then shows that the
subprincipal symbol of υ˜f , viewed as an operator on half-densities, vanishes
identically.
Now Q is microlocally equivalent to iυ˜f in a conic neighborhood of Σ, and
therefore in the same neighborhood its subprincipal symbol also vanishes.
The discussion in §6 of [DG] then implies that in a conic neighborhood of
(x0, αx0, x0,−αx0) ∈ Σ in the wave front of U(τ0) the principal symbol of U(τ)
equals the natural section of Ω1/2⊗L (the tensor product of the half-density
and Maslov line bundles).
By the theory in §4.1 of [H2], U(τ0) in local coordinates near x0 has the
form I(x, y)
√|dx|√|dy|, where
I(x, y) =
∫
R2d+1
eiφ(τ0,x,y,η) b(x, y, η)
∣∣D(φ)∣∣1/2 dη,
where φ(τ0, x, y, η) =: ϕ(τ0, x, η)−y·η, D(φ) is the determinant in Proposition
4.1.3 of [H2], and b(τ0, ·, ·) = 1+ b′(·, ·), with b′ ∈ S−1cl . Since however we are
using the expression of U(τ) in terms of the trivialization of Ω1/2 given by
|dµX |, we should write this as
I(x, y) = U(τ0)(x, y)
√
VX(x)
√
VX(y)
√
|dx|
√
|dy|,
so that
U(τ0)(x, y) =
∫
R2d+1
eiφ(τ0,x,y,η) b(x, y, η)
∣∣D(φ)∣∣1/2 VX(x)−1/2 VX(y)−1/2 dη.
Therefore, a0
(
x0, x0, (1, 0)
)
= 2π
∣∣D(φ)(τ0, x0, x0, η)∣∣1/2.
To determine D(φ), given (18), (19) and (20) we write with x = x0+(θ,v):
φ
(
τ0, x0 + (θ,v), y, η
)
= ϕ
(
τ0, x0 + (θ,v), η
)− y · η (37)
=
(
θ + ϑ(u)
)
η0 + dm0φ
M
−τ0(v) · η1 − y · η.
Thus we obtain
D(φ)(τ0, x0, x0, η) = det
(
φ′′ηη φ
′′
ηx
φ′′yη φ
′′
yx
)
= det
(
0 A
−I2d+1 0
)
,
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where A is the (1 + 2d)× (1 + 2d) matrix given by
A =
(
1 0t
0 Jacm0
(
φM−τ0
) ) .
The latter matrix has determinant 1, since φM−τ0 is a Riemannian isometry
and and fixes m0.
Q.E.D.
We shall now prove the last statement of the Theorem. Let us write
Sχ e−iλ(·)
(
x0 +
u√
λ
, x0 +
u√
λ
)
= Eλ(x0,u) +Oλ(x0,u), (38)
where E and O are even and odd functions of u, respectively. Thus E (re-
spectively, O) admits an asymptotic expansion in descending powers of λ−1/2,
whose coefficients are even (respectively, odd) polynomials in u, and the claim
is that in this expansion only integral (respectively, fractional) powers of λ
occur.
To see this, recall that the presence of fractional powers of λ in the asymp-
totic expansion of the Theorem originates from applying the stationary phase
Lemma in µ =
√
λ in (32) and further Taylor expanding in u/
√
λ the coef-
ficients of the result, with remainders as in (34). Now the same expansion
may be obtained as follows.
First we apply Taylor expansion in (31) in u/
√
λ and v/
√
λ; if v is suffi-
ciently close to vcr = f(m0)
−1 dm0φ
M
−τ0(u), we have a remainder estimate sim-
ilar to (34). The general term in this expansion will be sum of contributions
of the form λl−(a+b)/2 Fa,b(u,v, ω1), where l is an integer and Fa,b(u,v, ω1) is
bihomogeneous of bidegree (a, b) in (u,v).
Next we use the stationary phase Lemma in µ. This can be done as above
applying the operators L˜j in v, ω1, and then setting v = f(m0)
−1 dm0φ
M
−τ0(u),
ω1 = 0. However, it will simplify the present discussion to proceed in the
following equivalent manner. First we make the change of variable v  
v +
(
υf(x0) · ω
)−1
dm0φ
M
−τ0(u), ω1  ω1, which turns the phase Φu in (30)
into the quadratic phase −v · ω1 and each Fa,b in
F˜a,b(u,v, ω1) =: Fa,b
(
u,v− (υf(x0) · ω)−1 dm0φM−τ0(u), ω1) .
The new phase has the nondegenerate critical point v = ω1 = 0. Then we
apply the stationary phase Lemma in µ =
√
λ in the new variables. We
obtain an asymptotic expansion given by a linear combination of terms of
the following form:
µ−tλl−(a+b)/2 · ∂
2
∂vc1∂ωd1
◦ · · · ◦ ∂
2
∂vct∂ωdt
(
etωψ2(v
′/rω,u)+iωt1A2(ω,u)ω1F˜a,b
)∣∣∣
v=0,ω1=0
,
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where v′ =: v − (υf(x0) · ω)−1 dm0φM−τ0(u).
Now one can see that the latter expression splits as a sum of terms of
the form λl−(a+b+t)/2G(u)ef(m0)
−1ψ2
(
dm0φ
M
−τ0 (u),u
)
, where G is homogeneous of
degree 2k + a+ b− t in u, for some integer k. Thus G is even if and only if
a+b+t is even, so that only integral powers of λ contribute to the asymptotic
expansion of E.
By the same token, only fractional (non-integral) powers of λ contribute
to the asymptotic expansion of O.
This completes the proof of the Theorem.
Q.E.D.
4 Proof of Corollary 1.1.
We want to obtain a global trace formula, that is, an asymptotic expansion for∫
X
Sχ e−iλ(·)(x, x) dµX(x). We start off by noticing that the integral is rapidly
decreasing for λ → −∞ by the first statement of the Theorem, and that
for λ→ +∞ integration may be localized near X0 by the second statement.
Our next step will be to insert the local expansion in the third statement
of the Theorem within the integral, and this requires making sense of the
expression x + v for a variable x ∈ Xτ0 . This can be done by smoothly
deforming with x the construction of Heisenberg local coordinates centered
at x [P1]. Recall that Mτ0 =: Fix
(
φMτ0
) ⊆ M and Xτ0 =: Fix (φXτ0) ⊆ X , so
that Xτ0 = π
−1(Mτ0).
Let us fix attention on a connected component Y = Xτ0j of Xτ0 at a time,
and let us set N = π(Y ). Thus N is a connected component of Mτ0 and we
shall denote its complex dimension by f. Clearly Y =: π−1(N).
Consider a finite cover N =
⋃
iNi by coordinate charts βi : B2f0(δ)→ Ni,
and suppose given on each Ni a local section si of A of unit norm. This
induces a local chart β˜i : (−π, π) × B2f0(δ) → Yi =: π−1(Ni), given by
β˜i(θ, r) =: e
iθ · si
(
βi(r)
)
.
Upon choosing the Ni’s sufficiently small, we may assume given for each
i a smooth map Υi : Xi× (−π, π)×B2d(0)→ X , such that for every x ∈ Xi
the partial map Υi(x, ·, ·) is a Heisenberg local chart for X . We may as well
assume, setting x+(θ,v) =: Υ(x, θ,v), that x+(θ,v) =
(
x+(θ, 0)
)
+(0,v).
Let c =: d−f be the complex codimension of N . In terms of the isomorphism
Cd ∼= Cf ⊕Cc, we may assume in addition that Υi
(
x, θ, (r, 0)
) ∈ Y for every
r ∈ B2f0(δ).
23
We get a coordinate chart
Υ˜i : (−π, π)×B2f0(δ)× B2c0(δ)→ X,
(θ, r,u) 7→ Υi
(
β˜i(θ, r), 0, (0,u)
)
= β˜i(θ, r) + (0,u)
with range an open neighborhood Xi ⊆ X of Yi. In a natural sense, Υ˜i is
‘Heisenberg in the normal direction’. Composing with β˜−1i , we may repackage
this as a diffeomorphism
Υ̂i : Yi × B2c(δ)→ Xi, y 7→ y + (0,u).
Notice that the path y + t (0,u) meets Yi at y for t = 0 with normal veloc-
ity. Since in the following we shall only use these normal displacements, we
shall simplify notation and simply write y + u for y + (0,u). Let us write
Υ̂∗j
(
dµX
)
= U(y,u) du dµY (y), where dµY is the natural volume form on the
open subset Yi ⊆ Y (induced by the form ωf/f! on N and the connection
form); by construction, U(y, 0) = 1 for every y ∈ Yi. Perhaps after compos-
ing Υ̂j with a suitable change of variables of the form u
′ = u′(u, y), y′ = y,
we may further assume that U(x,u) = 1 identically.
Finally, let {γk} be a partition of unity on N subordinate to the open
cover {Nk}; this may also be regarded as an S1-invariant partition of unity
on Y subordinate to the open cover {Yk}. Given a tubular contraction X ′ =:⋃
kXk → Y , the γk’s may be naturally extended to a partition of unity of
X ′. We may also arrange that γk(y+u) = γk(y) for all y ∈ Y and sufficiently
small u ∈ Cc.
We may assume that the open neighborhoodX ′ of Y has positive distance
from the other connected components of Xτ0 . By the second statement of
the Theorem, therefore, Sχ e−iλ(·)(x, x) = O (λ
−∞) on X ′ if x = y + u ∈ X ′
and ‖u‖ ≥ C λ−7/18. Thus, for an appropriate radial bump function η on Cc
identically equal to 1 near the origin, we have∫
X′
Sχ e−iλ(·)(x, x) dµX(x) =
∑
k
∫
Xk
γk(x) · Sχ e−iλ(·)(x, x) dµX(x) (39)
∼
∑
k
∫
Yk×B2c(δ)
η
(
λ7/18u
)
γk(y + u) · Sχ e−iλ(·)(y + u, y + u) Υ̂∗k
(
dµX
)
=
∑
k
∫
Yk
γk(y)
[∫
B2c(δ)
η
(
λ7/18u
) · Sχe−iλ(·)(y + u, y + u) du] dµY (y),
Let us estimate asymptotically each of the summands in the last line of
(39). By the change of variables u  u/
√
λ, the k-th summand transforms
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to
λ−c
∫
Yk
γk (y) ·
[∫
Cc
η
(
λ−1/9u
)
Sχe−iλ(·)
(
y +
u√
λ
, y +
u√
λ
)
du
]
dµY (y).
Integration in the inner integral is now over a ball of radius O
(
λ1/9
)
centered at the origin in Cc. Since the remainder at the N -th step in the
asymptotic expansion for Sχ e−iλ(·)
(
y + u/
√
λ, y + u/
√
λ
)
given by the The-
orem is O
(
λ−aN
)
for some a > 0, the expansion may integrated term by
term. Furthermore, only the even part in the expansion gives a non-vanishing
contribution, so by item 4 in the Theorem integration yields an asymptotic
expansion in descending powers of λ.
The leading order term in the resulting asymptotic expansion is deter-
mined by computing
2π e−iλτ0
f(n)d+1
(
λ
π
)d
χ(τ0)λ
−c
∫
Cc
ef(n)
−1·ψ2
(
dnφM−τ0(u),u
)
η
(
λ−1/9u
)
du, (40)
where n = π(y).
Since u is a normal vector, and by assumption id− dnφMτ0 is invertible on
the normal space to the fixed locus, ℜ (ψ2(dnφMτ0 (u),u)) < −c‖u‖2 for some
c > 0 and every u ∈ Cc. Therefore, only a rapidly decreasing contribution is
lost if η
(
λ−1/9u
)
is replaced by 1 in (40) (and similarly in the lower terms).
Performing the change of variable u =
√
f(n)v, as in the derivation of (64)
in [P1] we obtain∫
Cc
ef(n)
−1·ψ2
(
dnφM−τ0 (u),u
)
du (41)
= f(n)c
∫
Cc
eψ2
(
dnφM−τ0(v),v
)
dv = f(n)c · π
c
det
(
idNn − dnφM−τ0
∣∣
Nn
) .
The leading order terms of the expansion is then the integral over N of
2π e−iλτ0
f(m)f+1
(
λ
π
)f
χ(τ0)
det
(
idNn − dnφM−τ0
∣∣
Nn
) ,
as claimed.
The proof is completed by repeating this argument over the set of all
connected components.
Q.E.D.
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