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Time-Energy Costs of Quantum Measurements
Chi-Hang Fred Fung∗ and H. F. Chau
Department of Physics and Center of Theoretical and Computational Physics,
University of Hong Kong, Pokfulam Road, Hong Kong
Time and energy of quantum processes are a tradeoff against each other. We propose to ascribe
to any given quantum process a time-energy cost to quantify how much computation it performs.
Here, we analyze the time-energy costs for general quantum measurements, along a similar line as
our previous work for quantum channels, and prove exact and lower bound formulae for the costs.
We use these formulae to evaluate the efficiencies of actual measurement implementations. We find
that one implementation for a Bell measurement is optimal in time-energy. We also analyze the time-
energy cost for unambiguous state discrimination and find evidence that only a finite time-energy
cost is needed to distinguish any number of states.
PACS numbers: 03.67.-a, 03.67.Lx, 89.70.Eg
I. INTRODUCTION
Quantum mechanical systems cannot evolve with an
arbitrary speed and an arbitrary energy. The evolution
speed and system energy are constrained by time-energy
uncertainty relations (TEURs) [1]. Many TEURs have
been proposed and investigated [2–15] and they follow a
general form in which the product of the evolution time
(needed to evolve the initial state to the final state) and
the system energy (or a function of the eigen-energies) is
upper bounded by some number dependent on the close-
ness between the initial and final states. Recognizing that
time and energy are a tradeoff against each other, we pro-
posed to regard time energy as a single measure for the
resource consumed by a quantum process [16, 17]. Essen-
tially, a high time-energy cost indicates that the process
requires a long time to complete at a low system energy
level or a high system energy level for a short comple-
tion time. We motivated definitions for the time-energy
measures for unitary transformations [16] and quantum
channels [17] by a TEUR proved earlier [10]. In this
work, we investigate the time-energy measure for gen-
eral quantum measurements also called positive operator-
valued measures (POVM). Quantum measurements are
quantum evolutions of some quantum states that eventu-
ally produce classical outputs (i.e., by triggering a detec-
tor). Thus, quantum measurements are also restrained
by TEURs and the concept of time-energy cost also ap-
plies to them. Essentially, “easy” measurements (e.g.,
directly detecting the input states) would incur small
time-energy costs. More specifically, a quantum measure-
ment can be considered as a unitary operation in a larger
Hilbert space containing the system to be measured and
an ancillary system indicating the measurement outcome.
We define the time-energy cost of a measurement as the
time-energy cost for this unitary operation which we have
already quantified before [16, 17].
The time-energy cost of a measurement given the
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POVM description may be used to judge the efficiency
of an actual implementation. The time-energy cost of an
implementation can be computed based on the actual ex-
perimental components (such as beam splitters) used and
the time-energy cost of the POVM can be computed (or
bounded) using the results of this work. A small differ-
ence between these cost values indicates that the actual
implementation is quite efficient already, consuming close
to the fundamental minimal time and energy to run.
In this work, we derive lower bounds on the time-
energy cost of POVM and obtain the exact value for the
time-energy cost in some special cases. These results are
applied to some examples. In particular, we compute the
time-energy costs of linear optics based implementations
of Bell measurements and a POVMwith rank-2 elements,
and compare them with the ideal time-energy costs given
the POVM descriptions. We find that the Bell measure-
ment implementation that projects onto one Bell state
is optimal, but that projects onto two Bell states is not.
Also, our calculation indicates that the implementation
of the POVM with rank-2 elements may be far from op-
timal. In addition, we study the time-energy cost for the
optimal unambiguous state discrimination (USD) for dis-
tinguishing symmetric coherent states. Interestingly, the
cost lower bound increases but saturates to some value as
the number of states increases. This may indicate that a
finite time-energy resource is enough to distinguish any
number of states.
We motivate a time-energy measure based on the fol-
lowing TEUR by Chau [10]. Given a time-independent
Hamiltonian H of a system, the time t needed to evolve
a state |Φ〉 under the action of H to a state whose fi-
delity [18] is less than or equal to ǫ satisfies the TEUR
t ≥ (1−
√
ǫ)~
A
∑
j |αj |2|Ej |
(1)
where Ej ’s are the eigenvalues of H with the corre-
sponding normalized energy eigenvectors |Ej〉’s, |Φ〉 =∑
j αj |Ej〉, and A ≈ 0.725 is a universal constant. Based
on this equation, a weighted sum of |tEj |’s serves as an
indicator of the time-energy resource needed to perform
2U = exp(−iHt/~). Thus, this motivates the following
definition of the time-energy cost of a unitary matrix
U ∈ U(r) [16]:
‖U‖max = max1≤j≤r |θj | (2)
where U has eigenvalues exp(−iEjt/~) ≡ exp(θj) for j =
1, . . . , r and Ej are the eigenvalues of the Hamiltonian
H [19]. We assume that all angles are taken in the range
(−π, π].
The concept of the time-energy cost has been extended
to quantum channels by considering a unitary extension
in a larger Hilbert space and regarding the cost of the uni-
tary as the cost of the quantum channel [17]. The time-
energy resource for a quantum channel F with Kraus
operators {F1, . . . , FK} is defined as
‖F‖max ≡ minU ‖U‖max (3)
s.t. F(ρ) = TrB[UBA(|0〉B〈0| ⊗ ρA)U †BA] ∀ρ.
where the channel F acts on state ρ in system A and
the unitary extension UBA includes system B prepared
in a standard state. In this definition, we seek the uni-
tary extension that consumes the least time energy. We
previously found bounds on ‖F‖max for general channels
and obtained the exact value of ‖F‖max for some special
channels including the depolarizing channel [17].
In this paper, we consider the time-energy cost for gen-
eral quantum measurements on finite-dimensional sys-
tems. A POVM can be cast as a quantum channel, and
thus our previous result [17] may be applied. However,
since there are extra unitary degree of freedom on the
POVM elements and freedom in the labelings of the de-
tection events (more explanation later), more analysis is
needed to reuse the previous result for quantum channels.
We remark that a similar work by Uzdin and Gat [20]
derives results for the time-energy cost for USD measure-
ments with rank-1 projectors. In this work, we derive
results for the time-energy cost for general POVM.
The organization of this paper is as follows. We first in-
troduce some notations and review some existing results
in Sec. II. These results are used to prove formulae for
the time-energy cost for POVM in Sec. III. In Sec. IV, we
apply the lower bound and exact formulae for the POVM
time-energy cost to a few examples. Finally, we conclude
in Sec. V.
II. PRELIMINARY
Denote by U(r) the group of r × r unitary matrices.
Given a matrix U , its (i, j) element is denoted by U(i, j),
row i by U(i, ∗), and column j by U(∗, j). We adopt
the convention that cos−1 always returns an angle in the
range [0, π].
The quantum channel F is described by
F(ρ) =
K∑
i=1
FiρF
†
i
where the Kraus operators are Fi ∈ Cm×n. We assume
without loss of generality that m ≥ n, since we can zero
pad the Kraus operators and extract the non-zero sub-
space of the channel output. We only consider finite-
dimensional systems, i.e., m,n <∞.
Define a map from a sequence of Kraus operators
(F1, F2, . . . , FK) to a Km× n matrix as follows:
g(F1, F2, . . . , FK) ,


F1
F2
...
FK

 ∈ CKm×n. (4)
Because
∑K
j=1 F
†
j Fj = I, the columns of
g(F1, F2, . . . , FK) are orthonormal and g(F1, F2, . . . , FK)
can be regarded as a submatrix of a unitary one.
A. Partial U problem
Problem (3) defines the time-energy cost for a general
quantum channel. Note that two sets of Kraus opera-
tors {F1, . . . , FK} and {F ′1, . . . , F ′K} represent the same
quantum channel if and only if F ′i =
∑K
j=1 wijFj for
all i and for some unitary matrix [wij ] (see Ref. [21]).
Thus, to solve problem (3), one needs to consider all
possible Kraus representations. Let us propose a sim-
pler but related problem, which will be useful for ana-
lyzing the time-energy cost for POVM in Sec. III. Con-
sider the time-energy cost for a sequence of Kraus opera-
tors. We define the partial U problem for the submatrix
g(F1, F2, . . . , FK) as
‖g(F1, F2, . . . , FK)‖max ≡
min
U
‖U‖max (5)
s.t. U =


F1 ∗ ∗ · · · ∗
F2 ∗ . . . ∗
...
...
...
︸︷︷︸
n
FK ∗ ∗ · · · ∗

 ∈ U(Km).
Here, the first n columns are fixed and the optimization is
over the remainingKm−n columns. We proved formulae
that upper and lower bound this problem in Ref. [17] and
we summarize the results in Appendix A.
Note that g(F1, F2, . . . , FK) has the following property:
Lemma 1.
‖g(F1, F2, . . . , FK)‖max
=
∥∥∥g(QˆF1Q†, F2Q†, . . . , FKQ†)∥∥∥
max
for any unitary matrix Q ∈ U(n) and
Qˆ =
[
Q 0
0 1
]
∈ U(m). (6)
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FIG. 1. Example implementation of a POVM based on linear
optics. In this example, the first m detection events map to
the first POVM elementM1, and the next m detection events
map to the second POVM element M2, and so on.
This lemma is Lemma 4 in Appendix A in another
form. This form facilitates our later analysis.
III. TIME-ENERGY COST OF POVM
We are given a POVMM with elements {Mi ∈ Cn×n :
i = 1, . . . ,K} expressed in the basis {∣∣0〉, . . . , ∣∣n− 1〉},
which, for example, may correspond to the input modes
of beam splitters. Note that
∑K
i=1Mi = I and Mi is
positive semidefinite.
An experiment implementing the POVM takes an in-
put state in that basis and runs a quantum circuit
to produce detection events corresponding to {Mi}.
We can label the detection events using another ba-
sis {|0〉, . . . , |Km− 1〉}, which, for example, may corre-
spond to the output modes of beam splitters. Figure 1
shows an example using linear optics to implement the
POVM where each detection event corresponds to a de-
tector click. In the simplest case, the m detection events
|(i− 1)m〉, . . . , |im− 1〉 map to Mi. This corresponds to
embedding the POVM in a unitary matrix U in a larger
space of dimension Km and the projection onto detec-
tion event |j〉 indicates an outcome for Mi according to
the above mapping. (We note that in reality, these pro-
jections need not be separately detected.) This means
that U has to satisfy
im−1∑
z=(i−1)m
〈z|UρU †|z〉 = Tr(Miρ¯) for all i = 1, . . . ,K
for any input state ρ¯ ∈ Cn×n and
ρ =
[
ρ¯ 0
0 0
]
∈ CKm×Km
is the input state in the larger space using basis
{|0¯〉, . . . , ∣∣Km− 1〉}. Thus, U is of the form
U =


F1 ∗ ∗ · · · ∗
F2 ∗ . . . ∗
...
...
...
︸︷︷︸
n
FK ∗ ∗ · · · ∗

 ∈ U(Km) (7)
in which element (i, j) corresponds to |i〉〈j¯|, and the
Kraus operators are of the form
Fi = Vi
[√
Mi
0
]
∈ Cm×n, (8)
where Vi ∈ U(m) that we may freely choose. To maintain
generality, we allow zeros to be padded in Fi. In essence,
the projections corresponding to the first m rows of U
correspond to POVM outcome 1, and the next m rows
to POVM outcome 2, and so on. These projections are
the detection events when U is directly implemented in
an experiment and the order of them (i.e., the order of
the rows of U) is meaningless. In other words, we may
arbitrarily label the projection outcomes |z〉. So if U
describes an experiment implementing the POVM, PU
also describes the same experiment for some permutation
matrix P . Overall, we define the time-energy cost of
POVM M by
‖M‖max ≡ min
P,{Vi}
‖Pg(F1, F2, . . . , FK)‖max (9)
where P is some Km × Km permutation matrix, and
‖Pg‖max is the solution to the partial U problem (5). As
we shall see, the number of zeros padded in Fi (i.e., m−n)
does not matter. In the following, we first investigate
the special case where P only swaps the POVM elements
{Fi}, i.e., we restrict P to be of the form Pˆ ⊗ Im where
Pˆ is some K ×K permutation matrix and Im is the m-
dimensional identity matrix. Then, using the result of
this special case, we investigate the case with a general
P .
A. With arbitrary POVM element labelings
We first focus on the problem without the optimization
over P and {Vi} (assumed to be fixed), and with a specific
4ordering of the POVM elements (Mk)
K
k=1:∥∥(Mk)Kk=1∥∥max
≡‖g(F1, F2, . . . , FK)‖max
=
∥∥∥g(QˆF1Q†, F2Q†, . . . , FKQ†)∥∥∥
max
for all Q
≥ max
1≤i≤n
cos−1
[
Re((QˆF1Q
†)(i, i))
]
=cos−1
[
min
1≤i≤n
Re((QˆF1Q
†)(i, i))
]
(10)
where (i) the third line is due to Lemma 1, Q ∈ U(n)
and Qˆ is of the form in Eq. (6); (ii) the inequality in
the fourth line is due to Eq. (A4); and (iii) the last
equality is because cos−1 is a decreasing function in the
range [0, π]. Different Q gives different bounds. With
an argument similar to that for Eq. (A6), we choose Q
to be the right singular matrix of
√
M1 and this gives
mini Re((QˆF1Q
†)(i, i)) ≤ σmin(F1) = σmin(
√
M1) since
every element of a unitary matrix (corresponding to the
product of Qˆ, V1, and the left singular matrix of
√
M1)
has a norm no larger than unity, where σmin denotes the
minimum singular value of its argument. This shows that∥∥(Mk)Kk=1∥∥max ≥ cos−1 [σmin(√M1)] . (11)
Since this lower bound is independent of {Vi}, we have
min
{Vi}
∥∥(Mk)Kk=1∥∥max ≥ cos−1 [σmin(√M1)] . (12)
On the other hand, this bound can be made more strin-
gent by choosing V1 so that the product of Qˆ, V1, and
the left singular matrix of
√
M1 is the identity matrix.
Upper bound — We upper bound the above quantity
min{Vi}
∥∥(Mk)Kk=1∥∥max by letting V1 to be the unitary
matrix that transforms the left singular matrix of
√
M1
to become its right singular matrix. Applying Eq. (A8)
gives
min
{Vi}
‖g(F1, F2, . . . , FK)‖max ≤ cos−1
[
σmin(
√
M1)
]
.
(13)
It is an inequality because we chose one particular V1.
Combining Eqs. (12) and (13) gives
min
{Vi}
‖g(F1, F2, . . . , FK)‖max = cos−1
[
σmin(
√
M1)
]
.
(14)
We now consider the minimization over permutations.
For the special case that P permutes only the POVM
elements, we have the following.
Theorem 1.∥∥{Mk}Kk=1∥∥max
≡min
pi
min
{Vi}
∥∥g(Fpi(1), Fpi(2), . . . , Fpi(K))∥∥max
= min
1≤k≤K
cos−1
[
σmin(
√
Mk)
]
, (15)
where π denotes the ordering function.
B. With arbitrary detection event labelings
We now consider general permutations over all de-
tection events of all POVM elements and bound
‖M‖max in Eq. (9). Essentially, the permutation P in
Pg(F1, F2, . . . , FK) serves to produce a new top-left n×n
block which we denote as F˜ . We may reuse Eqs. (10)
and (11) with this F˜ in place of F1. Depending on how
we choose Q in Eq. (10), we have two methods to lower
bound ‖M‖max. In general, we may take the maximum
of two bounds of the two methods [cf. Eqs. (16), (17),
(18), and (20)].
Later, we will apply Method 1 in the examples in
Sec. IVB and Method 2 in the examples in Secs. IVC
and IVD.
1. Method 1
Let us consider the first way to bound ‖M‖max in
Eq. (9). Starting from Eq. (10) with Q being the identity
matrix, we have
‖M‖max = min
P,{Vj}
‖Pg(F1, F2, . . . , FK)‖max
≥ cos−1
[
max
P,{Vj}
min
1≤i≤n
Re(F˜ (i, i))
]
≡ cos−1A
where we used the fact that cos−1 is a decreasing function
in the range [0, π]. Using the max-min inequality (see,
e.g., Ref. [22]),
A ≤ min
1≤i≤n
max
P,{Vj}
Re(F˜ (i, i))
= min
1≤i≤n
max
j
‖√Mj(∗, i)‖2
where the term on the RHS of the second line is the ℓ2-
norm of the ith column of
√
Mj. The second line is due
that whenever we choose through P the ith row of F˜ to be
the lth row of the jth POVM element Fj = Vj
√
Mj, we
can always maximize this lth row’s ith column element
by choosing the best rotation Vj . The best rotation con-
centrates all elements of the ith column of
√
Mj to the
lth row. This gives one way to lower bound ‖M‖max:
Theorem 2.
‖M‖max ≥ cos−1
[
min
1≤i≤n
max
1≤j≤K
‖√Mj(∗, i)‖2.] . (16)
This lower bound is easy to compute, by first obtaining
the norm of every column of all
√
Mj and then comparing
them.
Corollary 1. If there is a
√
Mj having a column with
norm c ≥ 1/√2,
‖M‖max ≥ cos−1(c). (17)
5Proof. For any POVM, the trace-preserving con-
straint implies that
∑K
j=1‖
√
Mj(∗, i)‖22 = 1. Thus,
maxj‖
√
Mj(∗, i)‖2 = c. Finally, we can neglect the mini-
mization over i since every i serves as a lower bound.
2. Method 2
Let us consider the second way to bound ‖M‖max in
Eq. (9). We start from Eqs. (10) and (11) with F˜ in place
of F1. Note that the upper bound in Eq. (13) does not
apply here since we now do not have the unitary degree
of freedom on the left (i.e., V1) to make the top-left n×n
block of Pg(F1, F2, . . . , FK) Hermitian. The n rows of F˜
are constructed by selecting rows coming from any Kraus
operators Fi of Eq. (8), i = 1, . . . ,K (not necessarily from
the same element). Thus we have the following.
Theorem 3.
‖M‖max ≥ min
P,{Vi}
cos−1
[
σmin(F˜ )
]
(18)
where P denotes the selection of the rows of F˜ coming
from any Kraus operators Fi of Eq. (8), i = 1, . . . ,K.
In general we need to iterate over all permutations of
the rows to find the best F˜ to achieve the minimum on
the RHS. Also, this lower bound may not be tight. On
the other hand, we may bound σmin(F˜ ) as follows. First,
it is no larger than the norm of any row j of F˜ :
F˜ (j, ∗)F˜ (j, ∗)† = [WL(j, ∗)SW †R][WRS†WL(j, ∗)†]
=
n∑
i=1
|WL(j, i)|2σ2i (F˜ )
≥ σ2min(F˜ ) for 1 ≤ j ≤ n (19)
where we take the singular value decomposition F˜ =
WLSW
†
R and σi(F˜ ), i = 1, . . . , n are the diagonal ele-
ments of S. Second, σmin(F˜ ) is no larger than the min-
imum singular value of any subset of rows of F˜ . This
follows by simply multiplying the left singular matrix of
this submatrix to the left of F˜ and applying the above
result to this new F˜ [23]. Thus, we construct F˜ by taking
rows from {Fi} with as large singular values as possible
which can be done by choosing Vi to cancel out the left
singular matrix of
√
Mi. Therefore, a strategy to find a
lower bound of ‖M‖max in Eq. (9) is the following.
Lemma 2. Order all singular values of all
√
Mi, i =
1, . . . ,K, and obtain the nth largest singular value σn.
Then,
‖M‖max ≥ cos−1(σn). (20)
We remark that we do not take into account the
amounts of overlaps between the rows of F˜ when we
select them and thus this lower bound can be loose in
some cases [i.e., the RHS of Eq. (20) is lower than that
of Eq.(18)]. As an extreme example, two rows of F˜ come
from different
√
Mi and
√
Mj such that the one row is
a scalar multiple of each other. This makes the small-
est singular value of F˜ zero instead of σn. In general, we
need to go through all permutations in Eq. (18) to obtain
good lower bounds.
We consider optimality for special cases.
Lemma 3. If an F˜ can be found such that the RHS of
Eq. (20) is equal to that of Eq. (18) [i.e., σmin(F˜ ) = σn],
such an F˜ is the minimizing F˜ for Eq. (18).
Furthermore, if the minimizing F˜ in Eq. (18) is Her-
mitian, we upper bound ‖M‖max in Eq. (9) by using
Eq. (A8) [similar to the argument for Eq. (13)]:
‖M‖max ≤ cos−1
[
σmin(F˜ )
]
.
Combining this with Eq. (18) gives the following.
Theorem 4. If the minimizing F˜ for Eq. (18) is Hermi-
tian,
‖M‖max = cos−1
[
σmin(F˜ )
]
. (21)
IV. EXAMPLES
We compute the time-energy costs for a few quantum
measurements and also compare them with the costs of
some actual experiments based on the linear optical com-
ponents used. We do not consider the detectors in all
time-energy cost calculations below.
A. Time-energy cost for U(2)
The most general unitary operator in U(2) can be im-
plemented by a beam splitter (BS) with the freedom to
choose the reflectivity and phase as follows [24]:
UBS = exp(iχ)
[
r it∗
it r∗
]
(22)
where χ is an arbitrary real number, and r and t are the
reflection and transmission amplitudes (complex) with
|r|2 + |t|2 = 1. We seek the most efficient UBS for a
fixed reflectivity |r| based on ‖UBS‖max. The eigenvalues
of UBS are exp(iχ)
[
Re(r) ± i
√
|t|2 +Re2(r)
]
. It can be
easily seen that the best parameters are χ = 0 and r =
|r|, giving
‖UBS‖max = cos−1 |r|. (23)
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FIG. 2. Bell measurement for
∣∣Ψ−〉.
B. Time-energy cost for Bell state analysis
1. One Bell state
A 50-50 beam splitter can be used to project the two-
photon input state onto the singlet Bell state [25, 26] (see
Fig. 2). The four Bell states are
|Ψ±〉 = (|l〉a|↔〉b ± |↔〉a|l〉b)/
√
2
|Φ±〉 = (|l〉a|l〉b ± |↔〉a|↔〉b)/
√
2
where two photons are in modes a and b, and |l〉 and
|↔〉 are single-photon states with vertical and horizon-
tal polarizations. Two detectors are installed at the two
output ports of the BS, and when both report a click,
the input state is collapsed to the singlet state |Ψ−〉.
This simple setup cannot make projections onto the other
three Bell states which is possible with more compli-
cated setups [25, 26]. Based on the previous analysis
resulting in Eq. (23), the time-energy cost to collapse
a two-photon state to |Ψ−〉 with this simple setup is
cos−1(1/
√
2) = π/4 using the fact that it is a 50-50 BS.
Let us consider the time-energy cost for the ideal mea-
surement with a projection onto |Ψ−〉. Obviously, there
is a POVM element |Ψ−〉〈Ψ−| and following Corollary 1,
we can see that a column of it has norm 1/
√
2. So, by
Eq. (17), the cost lower bound is π/4. Therefore, the
above implementation with one BS is optimal since it
achieves this bound.
2. Two Bell states
A more complicated setup, the Innsbruck detection
scheme [25, 27, 28] , as shown in Fig. 3, can project
onto two Bell states. Coincidence detections at detectors
1 and 4 or at 2 and 3 correspond to projection onto |Ψ−〉.
Coincidence detections at detectors 1 and 2 or at 3 and 4
correspond to projection onto |Ψ+〉. The event of having
two particles at any one of the four detectors could have
been triggered by |Φ+〉 or |Φ−〉.
The time-energy cost for the ideal measurement with
projections onto |Ψ±〉 is lower bounded by π/4, argued
 
BS 
PBS PBS 
a b 
1 2 3 4 
FIG. 3. Bell measurement for
∣∣Ψ−〉 and ∣∣Ψ+〉.
as above. We construct a U with these two projections
in order to obtain an upper bound:
U = |0〉〈Ψ−|ab + |1〉〈Ψ+|ab + |2〉〈ll|ab + |3〉〈↔↔|ab
=


1√
2
− 1√
2
0 0
1√
2
1√
2
0 0
0 0 1 0
0 0 0 1


where U acts on states specified in the basis
{|l↔〉, |↔l〉, |ll〉, |↔↔〉} and produces the detection
events labeled as |j〉, j = 1, 2, 3, 4. It is clear that
‖U‖max = π/4. Therefore, the time-energy cost for the
ideal measurement with projections onto |Ψ±〉 is π/4.
Comparison between the time-energy cost for the ideal
measurement and the cost for the actual implementation
may subject to interpretations. We may compute the
overall cost for all the linear optics devices responsible
for (i) only the transformation or (ii) the transformation
and detection. The detection part is for detecting the
horizontal and vertical qubit states and it consists of a
polarizing beam splitter (PBS) and two detectors. One
may argue that this part is used anyway to detect the
original input qubit when no transformation is involved
and so it should not be included. On the other hand, in-
cluding the detection part in the overall cost also makes
sense since sometimes it is not needed (for example in
the one Bell state measurement); also, it is specific to
linear optics implementations and we may want to in-
clude all costs due to this type of implementations when
our consideration is not restricted to this type. Here,
we adopt interpretation (ii) since it is the presence of
the two PBS that enables the projections onto two Bell
states. As such, the time-energy cost for the Innsbruck
scheme certainly costs more than π/4 since it contains a
50-50 BS and two PBS, and the BS already costs π/4.
To find time-energy cost for a PBS, consider its unitary
representation for transforming the polarization states of
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FIG. 4. An implementation of the POVM in Eq. (25).
the two input modes:
UPBS = e
iχ
[ |l〉〈l| |↔〉〈↔|
|↔〉〈↔| |l〉〈l|
]
(24)
which has eigenvalues −eiχ, eiχ, eiχ, and eiχ. With χ =
π/2, the smallest time-energy cost is ‖UPBS‖max = π/2.
C. Time-energy cost for general measurements on
linear optical qubits
A scheme for general measurements on linear opti-
cal qubits was proposed in Ref. [29]. We analyze the
time-energy cost for their measurement implementation
shown in Fig. 4 (which is Fig. 1 of Ref. [29]), consist-
ing of, sequentially, a PBS, two wave plates (WP), a BS,
and two WP. The input state is polarization encoded:
|ψ〉 = cH|↔〉+ cV|l〉. The POVM elements to be imple-
mented are
M1 = cos
2 ϕ|m+〉〈m+|+ sin2 ϕ|m−〉〈m−|
M2 = sin
2 ϕ|m+〉〈m+|+ cos2 ϕ|m−〉〈m−|
(25)
where we assume w = 0 in the implementation of
Ref. [29]. Here, {|m±〉} form an orthonormal basis. We
assume that 0 ≤ ϕ ≤ π/2.
We first compute the time-energy cost for the imple-
mentation. For simplicity, we only consider the PBS and
BS, which will give us a cost lower bound. In the imple-
mentation, the PBS is the one in Eq. (24) and the BS is
the one in Eq. (22) with reflectivity |r| = cosϕ. Thus,
‖UPBS‖max = π/2 and ‖UBS‖max = ϕ.
The total evolution time ttol is split between the PBS
and BS:
ttol = tPBS + tBS (26)
and the total energy is thus π/2/tPBS + ϕ/tBS. The op-
timal split between tPBS and tBS is found by
Eimpltol = mintPBS,tBS
π
2tPBS
+
ϕ
tBS
(27)
s.t. ttol = tPBS + tBS
which can be solved analytically easily.
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FIG. 5. Ratio of the energy of the measurement implemen-
tation with linear optics (Eq. (27)) to the minimum energy
(Eq. (28)): r(ϕ) = Eimpltot /E
ideal
tot .
Next, we obtain the time-energy cost for the POVM
in Eq. (25) by solving Eq. (18). We can solve it by going
through all 12 permutations for F˜ to get
‖M‖max ≥
{
ϕ if 0 ≤ ϕ < π/4
pi
2 − ϕ if π/4 ≤ ϕ < π/2
with, for the case ϕ ∈ [0, π/4),
F˜ =
[
cosϕ 0
0 cosϕ
]
which is formed by taking the first row of
√
M1 and the
second row of
√
M2, and for the case ϕ ∈ [π/4, π/2),
F˜ =
[
sinϕ 0
0 sinϕ
]
which is formed by taking the first row of
√
M2 and the
second row of
√
M1. Since these minimizing F˜ are diag-
onal for both cases, Theorem 4 implies that
‖M‖max =
{
ϕ if 0 ≤ ϕ < π/4
pi
2 − ϕ if π/4 ≤ ϕ < π/2
.
Using ‖M‖max as the time-energy cost, we have
Eidealtot ≡
‖M‖max
ttot
. (28)
We can see how much more energy is used for the same
time ttot in the actual implementation compared to the
ideal one by computing Eimpltot /E
ideal
tot , r(ϕ) which turns
out to be independent of ttot. Figure 5 shows that re-
sult and it can be seen that the PBS causes a significant
increase in the energy cost for small and large ϕ.
8D. Time-energy cost for unambiguous state
discrimination
We analyze the time-energy cost for unambiguous state
discrimination (USD) of geometrically uniform (GU)
states [30]. A set of GU states generated by a single nor-
malized state |φ〉 ∈ Cn is S = {|φi〉 = Ui|φ〉, Ui ∈ G},
where G is a finite group of unitary matrices {Ui ∈
U(n), i = 1, . . . ,K − 1} such that UiUj ∈ G and U †i ∈ G
for all i, j. We assume the states in S have equal prior
probability 1/(K−1). Theorem 4 of Ref. [30] proves that
the POVM M that unambiguously discriminates these
states with the minimum inconclusive result consists of
K POVM elements
Mi = p|φ˜i〉〈φ˜i|, for i = 1, . . . ,K − 1
MK = I −
K−1∑
i=1
Mi
where {|φ˜i〉 = Ui|φ˜〉, Ui ∈ G}, |φ˜〉 = (ΦΦ†)−1|φ〉, Φ is
a matrix of columns |φi〉, and √p is the smallest sin-
gular value of Φ. Here, (ΦΦ†)−1 is the Moore-Penrose
pseudoinverse of ΦΦ†. Note that |φ˜i〉 is not necessarily
normalized. It turns out that this optimal USD mea-
surement produces equal probabilities for detecting each
state in S. This detection probability is
Pr(concluding i given that |φi〉 is emitted)
=〈φi|Mi|φi〉 = p = σ2min(Φ).
We are interested in the time-energy cost of this
USD measurement. We apply Eq. (20) to lower bound
‖M‖max. The single non-zero singular value of Mi, i =
1, . . . ,K − 1 is
p〈φ˜i|φ˜i〉 = p 〈φ|(ΦΦ†)−2|φ〉
= σ2min(Φ)〈φ|(ΦΦ†)−2|φ〉.
Now, let’s focus on MK . Note that T =
∑K−1
i=1 Mi has
rank at most K − 1 and thus MK has at least n−K +1
eigenvalues of one. Also, T has an eigenvalue of one since
otherwise we would have increased p and the original
POVM was not optimal. This means that MK has at
least one eigenvalue of zero. We need to find the nth
largest singular value σn among all singular values of all√
Mi. The first n−K+1 largest singular values are equal
to one coming from
√
MK . The nextK−2 singular values
come from any of
√
Mi, i = 1, . . . ,K. And the next one
(i.e., the nth one) must be
σn = σmin(Φ)
√
〈φ|(ΦΦ†)−2|φ〉.
coming from any one of
√
Mi, i = 1, . . . ,K−1. Therefore,
the time-energy cost for the optimal USD measurement
M for GU states with equal prior probabilities is
‖M‖max ≥ cos−1
[
σmin(Φ)
√
〈φ|(ΦΦ†)−2|φ〉
]
. (29)
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FIG. 6. Lower bound of the time-energy cost for the opti-
mal USD for distinguishing K − 1 symmetric coherent states
(Eq. (29)). The four curves from top to bottom correspond
to mean photon number |α|2 = .1, .5, 1, 3.
As a numerical example, we consider K¯ ≡ K − 1 co-
herent states of the same mean photon number |α|2 but
with different phases:
|φj〉 = e|α|
2/2
∞∑
m=0
αmj√
m!
|m〉
where j = 1, . . . , K¯, αj = α e
i2pi(j−1)/K¯ , and |m〉 are the
boson number states. Note that |φj〉 = U j|φ0〉 with
U =
∞∑
m=0
ei2pim/K¯ |m〉〈m|.
Therefore, |φj〉 are GU states. We compute the lower
bound of the time-energy cost for the optimal USD mea-
surement M that distinguishes |φj〉, j = 1, . . . , K¯. For
simplicity, we approximate |φj〉 and U by truncating the
sums to the first 50 terms, which is reasonable since we
consider |α| to be small. Thus, we consider the states to
be 50-dimensional. The lower bounds of the time-energy
costs using Eq. (29) is shown in Fig. 6. Among the four
intensities plotted, the USD measurement corresponding
to the highest intensity case has the smallest lower bound
of the time-energy cost and thus may actually require a
smaller time-energy cost. Also, the figure suggests that
it takes more time-energy cost to distinguish a higher
number of states. Interestingly, the cost lower bound sat-
urates to some value as the number of states increases.
This may indicate that a finite time-energy resource is
enough to distinguish any number of states (for a fixed
mean photon number).
V. CONCLUDING REMARKS
We propose and investigate the time-energy cost for
POVMs, along a similar line as our previous work for
9unitary transformations and quantum channels. We mo-
tivate our definition for the time-energy cost by a TEUR.
To find the cost, a POVM is regarded as a quantum chan-
nel embedded in a unitary transformation in a larger
Hilbert space. The minimum cost among all unitary
transformations implementing this POVM is the cost of
the POVM. We proved formulae for computing POVM
time-energy cost based on the POVM elements. When we
only optimize over the ordering of the POVM elements
in the larger unitary transformation, we obtain the cost
in Eq. (15) which depends on the minimal singular value
of some element. A POVM element may correspond to
multiple detection events. When we also optimize over
the detection events of the POVM elements, we obtain
lower bounds to the cost in Eq. (16) and (18). Under a
special case satisfying the Hermitian condition, the cost
is given by Eq. (21).
The time-energy cost of a POVM can be used as a
benchmark for the efficiency of actual experiments. We
compared the costs of the ideal POVMs and the actual
linear optics experiments for the Bell measurements and
a POVM with rank-2 elements. We saw that the Bell
measurement for one Bell state is optimal but that for
two Bell states is not. Also, the implementation for the
POVM with rank-2 elements may not be optimal. We
computed the lower bound to the time-energy cost for
the optimal USD for distinguishing symmetric coherent
states. Our result suggests that more time-energy re-
source is needed to distinguish more states, in line with
intuition, but interestingly the cost lower bound satu-
rates as the number of states increases. This may indicate
that a finite time-energy resource is enough to distinguish
any number of states.
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Appendix A: Summary of previous work
We summarize the results of Ref. [17] for quantum
channels that are useful to this work. Given a matrix
U , the submatrix formed from columns a to b inclusively
is denoted by U[a,b] with a ≤ b.
1. Partial U problem with n vectors
Solving problem (5) means finding U ∈ U(r) where
r = Km with the smallest ‖U‖max of the form
U =
[|b1〉 |b2〉 . . . |bn〉 ∗ ∗ · · · ∗] (A1)
where the first n columns are orthogonal and n ≤ r. We
formulated this problem in Ref. [17] as finding such U
that transforms |ei〉 −→ |bi〉 for all i = 1, . . . , n:∥∥U[1,n]∥∥max ≡ minU ‖U‖max
s.t. U |ei〉 = |bi〉 for all i = 1, . . . , n,
with U ∈ U(r). (A2)
where |ei〉 is the unit vector with 1 at the ith entry and
0 everywhere else. Note that the notation U[1,n] means
that the columns 1 to n of U are fixed as in Eq. (A1). In
other words,
‖g(F1, F2, . . . , FK)‖max =
∥∥U[1,n]∥∥max .
2. Partial U problem with one vector
Consider a special case. The “partial U problem” (A2)
with only one vector has the following solution [17]:
∥∥U[i,i]∥∥max ≡ minU ‖U‖max
s.t. U |ei〉 = |bi〉 with U ∈ U(r) (A3)
= cos−1 [Re(〈ei|bi〉)] .
We remark the solution does not depend on the actual
form of |ei〉 and |bi〉. Note that the notation U[i,i] means
that column i of U is fixed.
3. Partial U problem – lower bound
Since the feasible set of problem (A3) contains that of
problem (A2),∥∥U[1,n]∥∥max ≥ ∥∥U[i,i]∥∥max for all i = 1, . . . , n.
Thus, a lower bound to the time-energy cost is∥∥U[1,n]∥∥max ≥ max1≤i≤n cos−1{Re[U(i, i)]}. (A4)
where cos−1 always returns an angle in the range [0, π].
Note that 〈ei|bi〉 simply corresponds to the ith diagonal
element of U .
Based on Eq. (A4), two more bounds using the eigen-
values and singular values are derived:∥∥U[1,n]∥∥max ≥ max1≤i≤n cos−1{Re[λi(F top1 )]}, and (A5)∥∥U[1,n]∥∥max ≥ cos−1 [σmin(F1)] (A6)
where λi denotes the ith eigenvalue of its argument and
σmin denotes the minimum singular value of its argument.
To get Eqs. (A5) and (A6), we need the following lemma.
Lemma 4. (Lemma 1 in Ref. [17])∥∥U[1,n]∥∥max = ∥∥∥(Q˜UQ˜†)[1,n]∥∥∥max
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for any unitary matrix Q ∈ U(n) with
Q˜ =
[
Q 0
0 1
]
∈ U(r).
To get Eq. (A5), we apply Schur decomposition to
the first n rows of F1 (which is a square matrix de-
noted as F top1 ) to obtain its eigenvalues on the diago-
nal of a triangular matrix and use Lemma 4 to cancel
out the left and right unitary matrices. This triangular
matrix becomes the new top-left block of U . To obtain
Eq. (A6), we apply singular value decomposition to F1 to
get F1 = V DQ (V and Q are unitary and D is diagonal)
and use Lemma 4 to cancel out the right unitary matrix
Q giving the new U(i, i) = (V D)(i, i). Next, note that
Re[(V D)(i, i)] ≤ D(i, i) since the magnitude of every ele-
ment of V (being unitary) is at most one. Thus, Eq. (A6)
is a looser bound than Eq. (A4).
In general, we may take the maximum of the RHS of
Eqs. (A4)-(A6) to serve as the lower bound.
4. Partial U problem – diagonal F1
An exact time-energy cost is obtained for a special
case. If the top-left n × n block of U is diagonal (i.e.,
F1 is diagonal if it is square), we have∥∥U[1,n]∥∥max = max1≤i≤n cos−1{Re[U(i, i)]} (A7)
(c.f. Eq. (44) of Ref. [17]).
In general, if F1 is Hermitian, it can be diagonalized
and, based on Lemma 4, Eq. (A7) becomes∥∥U[1,n]∥∥max = cos−1 [λmin(F1)] , (A8)
where λmin denotes the minimum eigenvalue of its argu-
ment.
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