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ON NONCOMMUTATIVE BASES OF THE FREE MODULE
Wn(K) OF ALL K-DERIVATIONS OF THE POLYNOMIAL
RING IN n VARIABLES
IEVGEN MAKEDONSKYI
Abstract. Let K be an algebraically closed field of characteristic zero
and R = K[x1, x2, ...xn] the polynomial ring in n variables over K. We
study bases of the free R-module Wn(K) of all K-derivations of the ring
R, such that their linear span over K is a subalgebra of the Lie algebra
Wn(K). We proved that for any Lie algebra L of dimension n over K
there exists a subalgebra L of Wn(K) which is isomorphic to L and such
that every K-basis of L is an R-basis of the R-module Wn(K).
1. Introduction
Let K be an algebraically closed field of characteristic 0 and Wn(K) the
Lie algebra of all K-derivations of the polynomial R = K[x1, x2, ...xn] in n
variables over K. The structure of the Lie algebra Wn(K) and its subalgebras
was studied by many authors (see, for example, [1, 3, 7]). One of the most
important problem here is the question about structure of finite dimensional
subalgebras ofWn(K). The description of all such subalgebras inW1(K) and
W2(K) in case of the field K = C of complex numbers can be easily obtained
from the works of S.Lie [4]. There is no such a description for the Lie algebra
Wn(K), n > 3, so it is of interest to study some classes of finite dimensional
subalgebras of the algebra Wn(K).
Define one of such classes in the following way: a subalgebra L of Wn(K)
of dimension n over K will be called basic, if every basis of the algebra L
over K is a basis of the R-module Wn(K). It is obvious, that the Lie algebra
K〈 ∂
∂x1
, ∂
∂x2
, ... ∂
∂xn
〉 is abelian and basic. All abelian basic Lie subalgebras
in Wn(K) are described in [5] (see also [6]): let f1, f2, ...fn ∈ R such that
detJ(f1, f2, ...fn) ∈ K
∗, where J(f1, f2, ...fn) is the Jacoby matrix of polyno-
mials f1, f2, ...fn ∈ R. Then the derivations D1, . . . ,Dn ∈Wn(K) defined by
the conditions Di(h) = detJ(f1, ...fi−1, h, fi+1, ...fn) for any h ∈ R pairwise
commute and form a basis of the R-module Wn(K). Conversely, every basis
{D1,D2, ...Dn} such that [Di,Dj ] = 0, i, j = 1, . . . , n, can be obtained in
such a way. But there exist also non-abelian basic subalgebras. For exam-
ple, the two-dimensional subalgebra with a basis { ∂
∂x1
+ x2
∂
∂x2
, ∂
∂x2
} from
W2(K) is basic and non-abelian. The main result of the paper, Theorem 2,
shows that every Lie algebra of dimension n over K is isomorphic to a basic
subalgebra in Wn(K). In Theorem 1, all nilpotent basic subalgebras of the
Lie algebra Wn(K) are characterized.
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We use standard notation in the paper (see, for example, [6]). The ground
field K is algebraically closed of characteristic 0. The basis { ∂
∂x1
, ∂
∂x2
, ... ∂
∂xn
}
of the free R-module Wn(K) will be called standard. Every another basis
{D1,D2, . . . ,Dn} can be obtained from the standard one by an invertible
matrix A =

a11 a12 . . . a1n
a21 a22 . . . a2n
...
...
. . .
...
an1 an2 . . . ann
, where Di = ai1 ∂∂x1 + . . . + ain ∂∂xn ,
i = 1, . . . , n. If w1, . . . , wn ∈ R = K[x1, . . . , xn] then by J(w1, . . . , wn) will
be denoted the Jacoby matrix of these polynomials.
2. On nilpotent basic subalgebras
Proposition 1. Let L be a basic Lie subalgebra in Wn(K) and d an element
of L. Then the trace of d in L by the adjoint representation is equal to its
divergence taken with the opposite sign, i.e. tr d = − div d.
Proof. Let {D1,D2, ...Dn} be an arbitrary basis of the Lie algebra L over
K. Let Di = ai1
∂
∂x1
+ . . . + ain
∂
∂xn
be a decomposition of Di in standard
basis, aij ∈ R = K[x1, x2, ...xn]. Since {D1,D2, ...Dn} is a basis of the free
R-module Wn(K), it holds obviously ∆ = det(aij) ∈ K
∗. By Lemma 2.3
from [1], the divergences divDi =
∑n
j=1
∂aij
∂xj
and traces tr(adDi) =
∑n
j=1 c
j
ij
satisfy the following relation: tr(adDi) = Di(∆) − divDi. Since Di(∆) = 0
we have tr(adDi) = −divDi. The element d is a linear combination of Di
with coefficients in K therefore tr d = − div d. 
Corollary 1. If L is a semisimple or nilpotent basic subalgebra of Wn(K)
then L ∈ SWn(K), where SWn(K) is the Lie algebra of all D ∈Wn(K) such
that divD = 0.
Lemma 1. Let {D1,D2, ...Dn} be an arbitrary basis of the R-moduleWn(K)
and [Di,Dj ] =
∑n
k=1 c
k
ijDk for some c
k
ij ∈ R = K[x1, x2, ...xn]. Write down
∂
∂xi
=
∑n
j=1 bijDj for all i = 1, . . . n, where bij ∈ R. Then
(1)
n∑
i,j=1
bpibqjc
k
ij +
∂bqk
∂xp
−
∂bpk
∂xq
= 0
for any p, q, k = 1, . . . , n.
Conversely, let {D1,D2, ...Dn} be a basis of the R-module Wn(K). Define
the elements bij from the equations
∂
∂xi
=
∑n
j=1 bijDj . If these elements
satisfy relations (1) for some ckij ∈ R, then [Di,Dj ] =
∑n
k=1 c
k
ijDk.
Proof. Using commutativity of the standard basis, we get:
(2) 0 =
∂
∂xp
∂
∂xq
−
∂
∂xq
∂
∂xp
=
∂
∂xp
n∑
j=1
bqjDj −
∂
∂xq
n∑
j=1
bpjDj
for any p, q = 1, . . . , n.
Observe that ∂
∂xp
∑n
j=1 bqjDj =
∑n
j=1 bqj
∂
∂xp
Dj +
∑n
j=1
∂bqj
∂xp
Dj, analo-
gously, ∂
∂xq
∑n
j=1 bpjDj =
∑n
j=1 bpj
∂
∂xq
Dj +
∑n
j=1
∂bpj
∂xq
Dj. If we combine
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this with (2), we have the relation
0 =
n∑
j=1
bqj
∂
∂xp
Dj −
n∑
i=1
bpi
∂
∂xq
Di +
n∑
k=1
(
∂bqk
∂xp
−
∂bpk
∂xq
)
Dk.
Substituting
∑n
j=1 bpjDj and
∑n
j=1 bqjDj instead of
∂
∂xp
and respectively
∂
∂xq
, we get the equality:
0 =
n∑
j=1
bqj
(
n∑
i=1
bpiDi
)
Dj−
n∑
i=1
bpi
 n∑
j=1
bqjDj
Di+ n∑
k=1
(
∂bqk
∂xp
−
∂bpk
∂xq
)
Dk.
It is easy to see that
n∑
j=1
bqj
(
n∑
i=1
bpiDi
)
Dj −
n∑
i=1
bpi
 n∑
j=1
bqjDj
Di = n∑
i,j=1
bpibqj [Di,Dj ].
Combining this with the decomposition [Di,Dj ] =
∑n
k=1 c
k
ijDk, we obtain
the relation:
n∑
i,j,k=1
bpibqjc
k
ijDk +
n∑
k=1
(
∂bqk
∂xp
−
∂bpk
∂xq
)Dk = 0.
The derivations {D1,D2, ...Dn} are linearly independent over R, there-
fore we have relation (1). This completes the proof of the first part of our
statement.
To prove the second part of the Lemma we define elements bij by the next
relations:
∂
∂xi
=
n∑
j=1
bijDj , i, j = 1, . . . , n.
Suppose the elements ckij satisfy relations (1). We have [Di,Dj ] =∑n
k=1 γ
k
ijDk for some γ
k
ij ∈ R, because {D1,D2, ...Dn} is a basis of the
R-module Wn(K). By the first part of this Lemma the elements γ
k
ij satisfy
the relations (1), that is,
∑n
i,j=1 bpibqjγ
k
ij +
∂bqk
∂xp
−
∂bpk
∂xq
= 0. The system (1)
can be regarded as a linear system in n3 variables ckij . This system can be
decomposed into a direct sum of n linear systems:
(3)
n∑
i,j=1
bpibqjc
k
ij +
∂bqk
∂xp
−
∂bpk
∂xq
= 0, k is fixed, k = 1 . . . n.
Let us prove that the system (3) has a unique solution. It is easy to see, that
this system has the following matrix
b11b11 b11b12 . . . b11b1n . . . b1nb11 b1nb12 . . . b1nb1n
b11b21 b11b22 . . . b11b2n . . . b1nb21 b1nb22 . . . b1nb2n
...
...
. . .
...
...
...
. . .
...
b11bn1 b11bn2 . . . b11bnn . . . b1nbn1 b1nbn2 . . . b1nbnn
...
...
...
...
...
...
bn1bn1 bn1bn2 . . . bn1bnn . . . bnnbn1 bnnbn2 . . . bnnbnn

.
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Because this matrix is obviously the tensor square (bij)⊗ (bij) of the matrix
(bij) and the determinant det(bij) is invertible (because (bij) is a transition
matrix between two bases), it holds det ((bij)⊗ (bij)) = (det(bij))
2n ∈ K∗.
Therefore, the system (3) has the unique solution γkij = c
k
ij 
Now let L be an arbitrary n-dimensional Lie algebra over the field K. Take
a basis {l1, . . . , ln} of algebra L and denote by c
k
ij the structure constants
of L in this basis, that is [li, lj ] =
∑n
k=1 c
k
ij lk. It is well known that the
tensor product R⊗K L of an associative and commutative K-algebra R and
the Lie algebra L is a Lie algebra over the field K. Further, we will always
denote by R the polynomial algebra K[x1, . . . , xn]. Since the elements of the
algebra R ⊗K L are of the form
∑n
i=1(fi ⊗ li), fi ∈ R, i = 1, . . . , n, the
tensor product R ⊗K L is a free module of rank n over the ring R. The
elements {1 ⊗ l1, . . . , 1 ⊗ ln} form obviously a basis of this module. Using
the multiplication law in L, we get the equality
(4)
[
f, g
]
=
n∑
k=1
 n∑
i,j=1
ckijfigj
⊗ lk.
for any elements f¯ =
∑n
i=1 fi ⊗ li, g¯ =
∑n
i=1 gi ⊗ li ∈ R⊗K L.
For an arbitrary element f =
∑n
i=1 fi ⊗ li ∈ R ⊗K L and an arbitrary
index p = 1, . . . , n define ∂f
∂xp
=
∑n
i=1
∂fi
∂xp
⊗ li. It is easy to see that the
map f 7→ ∂f
∂xp
is a derivation of the Lie algebra R⊗K L (we will denote this
map also by ∂
∂xp
). Since the derivation ∂
∂xp
acts on the coordinates fi of
the element f =
∑n
i=1 fi ⊗ li, it holds
∂
∂xp
∂
∂xq
− ∂
∂xq
∂
∂xp
= 0 for arbitrary
p, q = 1, . . . , n. Denote by A the abelian Lie subalgebra of Der(R⊗KL) with
the basis { ∂
∂x1
, ∂
∂x2
, ... ∂
∂xn
} and by L̂ the subalgebra L̂ = A+R⊗K L of the
semidirect product of Lie algebras Der(R⊗K L)⋌R⊗K L.
Remark 1. Let L be a basic subalgebra of the Lie algebra Wn(K). Then
the equations (1) are equivalent to the following relations in the Lie algebra
L̂:
(5)
[
bp, bq
]
+
[
∂
∂xp
, bq
]
−
[
∂
∂xq
, bp
]
= 0.
Since
[
∂
∂xp
, ∂
∂xq
]
= 0, we can rewrite relations (5) as the following relations
in the Lie algebra L̂
(6)
[
∂
∂xp
+ bp,
∂
∂xq
+ bq
]
= 0.
Let L be a nilpotent Lie algebra over the field K with dimLK = n. By
Engel’s theorem, L has a flag of ideals L = L0 ⊇ L1 ⊇ ... ⊇ Ln−1 ⊇
Ln = {0}. Take any elements li ∈ Li−1\Li, i = 1, . . . , n and consider the
Lie algebra L̂ constructed in such a way as it was mentioned above. The
structure constants of L in the basis {l1, . . . , ln} satisfy the relations
(7) ckij = 0, if k 6 max(i, j).
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Since the Lie algebra L is nilpotent, the tensor product R ⊗K L is also
nilpotent. Then for any element w ∈ R⊗KL the inner derivation adw of the
Lie algebra L̂ is nilpotent. We collect some properties of the Lie algebras
R⊗K L and L̂ in the following Lemma.
Lemma 2. Let L be a nilpotent Lie algebra of dimension n over the field K.
Let {l1, . . . , ln} be a basis of L and w =
∑n
i=1wi ⊗ li be an arbitrary element
of R⊗K L. Then it holds
(1) adw is a nilpotent endomorphism of the R-module R ⊗K L, that is
adw(fu) = f adw(u) for any f ∈ R and u =
∑n
i=1 ui ⊗ li ∈ R⊗K L;
(2) ϕ =
∑
∞
i=1
1
i! (ad w)
i−1 is an automorphism of the R-module R⊗K L;
(3) if w =
∑n
i=1wi ⊗ li is an element of R ⊗K L with the property
detJ(w1, . . . , wn) = c ∈ K
∗, then the set of elements
bp =
∞∑
i=1
1
i!
(ad w)i−1
(
∂w
∂xp
)
, p = 1, . . . , n
is a basis of the free R-module R ⊗K L. In particular, writing bp =∑n
i=1 bpi ⊗ li we have det(bij)
n
i,j=1 = c ∈ K
∗.
Proof. (1) Obvious.
(2) As adw is a nilpotent endomorphism of R-module R ⊗K L, the map
ϕ =
∑
∞
i=1
1
i! (adw)
i−1 is well defined and is an endomorphism of the R-
module R ⊗K L. Since ϕ = E +
∑
∞
i=2
1
i! (adw)
i−1 is the sum of the identity
and a nilpotent endomorphisms, the map ϕ is an automorphism of the free
R-module R⊗K L.
(3) Let w =
∑n
i=1 wi ⊗ li be an element of R ⊗K L such that
detJ(w1, . . . , wn) = c ∈ K
∗. It is easy to see that the set of elements
{ ∂w
∂x1
, . . . , ∂w
∂xn
} is a basis of the R-module R ⊗K L. Since the map ϕ de-
fined above is an automorphism of the R-module R ⊗K L, the set of ele-
ments bp = ϕ(
∂w
∂xp
), p = 1, . . . , n is the basis of this module. Therefore
det(bij)
n
i,j=1 = c ∈ K
∗. 
Theorem 1. (1) Let L be an arbitrary nilpotent Lie algebra over any field
K of characteristic 0. Then there exists a basic subalgebra L of Wn(K), such
that L is isomorphic to L (by that every basis of L over K is a basis of
R-module Wn(K)).
(2) Let L be a basic Lie subalgebra of Wn(K), such that L is isomorphic
to a nilpotent Lie algebra L with a basis {l1, l2, ...ln}, satisfying the relations
(7), let Di be the images of the elements li by this isomorphism. Write down
∂
∂xi
=
∑n
j=1 bijDj , bp =
∑n
i=1 bpi ⊗ li, p = 1, . . . , n. Then there exists an
element w =
∑n
i=1 wi ⊗ li ∈ R⊗K L such that detJ (w1, w2, ...wn) ∈ K
∗ and
the following equalities hold:
bp =
∞∑
i=1
1
i!
(ad w)i−1
(
∂w
∂xp
)
, p = 1, . . . , n
(the number of nonzero summands in this series is finite because the Lie
algebra R⊗K L is nilpotent).
Proof. (1) Let L be a nilpotent Lie algebra over the field K of dimension n
and {l1, l2, ...ln} be its basis such that the structure constants c
k
ij satisfy the
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relations (7). We will construct bij ∈ R, i, j = 1, . . . n, which satisfy relations
(1) and have property det(bij)
n
i,j=1 ∈ K
∗. If we consider the Lie algebra L̂,
then by Remark 1 the conditions (1) are equivalent to the conditions (6) in
the terms of L̂ for bp =
∑n
i=1 bpi ⊗ li, p = 1, . . . , n:[
∂
∂xp
+ bp,
∂
∂xq
+ bq
]
= 0.
Take an arbitrary element w =
∑n
i=1 wi ⊗ li ∈ L̂. Put bp =∑
∞
i=1
1
i! (adw)
i−1
(
− ∂w
∂xp
)
, p = 1, . . . n, where as usually (adw)0 = E is the
identity operator. Note, that the relations
∞∑
i=1
1
i!
(adw)i−1
(
−
∂w
∂xp
)
=
∞∑
i=1
1
i!
(adw)i−1
[
w,
∂
∂xp
]
=
∞∑
i=1
1
i!
(adw)i
(
∂
∂xp
)
hold in the Lie algebra L̂ for p = 1, . . . , n. Therefore, we have the following
equalities in the Lie algebra L̂:[
∂
∂xp
+ bp,
∂
∂xq
+ bq
]
=[
∂
∂xp
+
∞∑
i=1
1
i!
(adw)i
(
∂
∂xp
)
,
∂
∂xq
+
∞∑
i=1
1
i!
(adw)i
(
∂
∂xq
)]
=[
eadw
(
∂
∂xp
)
, eadw
(
∂
∂xq
)]
= eadw
[
∂
∂xp
,
∂
∂xq
]
= 0
(we took into account that eadw is an automorphism of the Lie algebra L̂
and
[
∂
∂xq
, ∂
∂xp
]
= 0, p, q = 1, . . . , n).
Thus, we have elements b1 =
∑n
i=1 b1i ⊗ li, b2 =
∑n
i=1 b2i ⊗ li, . . . , bn =∑n
i=1 bni ⊗ li satisfying equations (5), then these elements satisfy also the
equations (1).
Take any element w of R ⊗ L such that detJ(w) ∈ K∗, for example,
w =
∑n
i=1 xi ⊗ li ∈ L̂. Let B
−1 = A = (aij) be the inverse matrix for B (the
matrix B = (bij) is invertible by Lemma 2 p.3). By Lemma 1, the derivations
Di =
∑n
i=1 aij
∂
∂xj
,i = 1, ...n, satisfy the relations [Di,Dj ] =
∑n
k=1 c
k
ijDk and
det(aij) ∈ K
∗. We have shown that K〈D1,D2, ...Dn〉 is a basic subalgebra
of Wn(K), which is isomorphic to L. This completes the proof of part (1).
(2) Take any elements
b1 =
n∑
i=1
b1i ⊗ li, b2 =
n∑
i=1
b2i ⊗ li, . . . , bn =
n∑
i=1
bni ⊗ li
of R⊗K L satisfying the relations (6). We will build an element w ∈ R⊗K L
such that bp =
∑
∞
i=1
1
i!(adw)
i−1(− ∂w
∂xp
), p = 1, . . . n. This equality is equiv-
alent to the relation eadw
(
∂
∂xp
)
= ∂
∂xp
+ bp. Applying the automorphism
ead−w to the both sides of this relation, we obtain
(8)
∂
∂xp
= ead−w
(
∂
∂xp
+ bp
)
.
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Thus, we must prove that this equality holds for p = 1, . . . n. Consider
the matrix B =
 b11 . . . b1n... . . . ...
bn1 . . . bnn
 with entries that are coordinates of the
elements b1, . . . bn. Let m1 be the number of the first nonzero column of B
(for B = 0 take w = 0, then (8) obviously holds). Write the equations (1)
for k = m1:
(9)
n∑
i,j=1
bpibqjc
m1
ij +
∂bqm1
∂xp
−
∂bpm1
∂xq
= 0, p, q = 1, . . . , n.
Since m1 is the number of the first nonzero column of B, we have bpi = 0
for i < m1, p = 1, . . . n. On the other hand, if i > m1, then c
k
ij = 0
by (7) (because L is nilpotent). Hence (9) is equivalent to the equations
∂bqm1
∂xp
−
∂bpm1
∂xq
= 0, p, q = 1, . . . n. Then there exists a polynomial h1 such
that bpm1 =
∂h
∂xp
, p = 1, . . . n (see, for example [6]). Denote h1 = h1 ⊗ lm1
and consider the elements ead h1
(
∂
∂xp
+ bp
)
p = 1, . . . , n. Note that
bp =
n∑
i=m1
bpi ⊗ li =
∂h
∂xp
⊗ lm1 +
n∑
i=m1+1
bpi ⊗ li, p = 1, . . . n,
and therefore it holds
eadh1
(
∂
∂xp
+ bp
)
= eadh1
(
∂
∂xp
)
+ eadh1
(
bp
)
=
∂
∂xp
−
∂h1
∂xp
⊗ lm1 + e
adh1
(
∂h
∂xp
⊗ lm1 +
n∑
i=m1+1
bpi ⊗ li
)
, p = 1, . . . n.
Since
[
h1,
∂h
∂xp
⊗ lm1
]
= 0, we get eadh1
(
∂h
∂xp
⊗ lm1
)
= ∂h1
∂xp
⊗lm1 , p = 1, . . . n.
It is easy to see that eadh1
(∑n
i=m1+1
bpi ⊗ li
)
∈ R ⊗ 〈lm1+1, . . . ln〉, because
R⊗ 〈lm1+1, . . . ln〉 is an ideal of the algebra R⊗ L. Then we have
ead h1
(
∂
∂xp
+ bp
)
=
∂
∂xp
−
∂h1
∂xp
⊗ lm1 +
∂h1
∂xp
⊗ lm1 + dp,
for dp = e
ad h1
(∑n
i=m1+1
bpi ⊗ li
)
∈ R⊗ 〈lm1+1, . . . ln〉. Therefore,
ead h1
(
∂
∂xp
+ bp
)
=
∂
∂xp
+ dp, p = 1, . . . n.
Denote by dpi the coordinates of the element dp in basis {1⊗ l1, . . . , 1⊗ ln},
p = 1, . . . , n, i.e. dp =
∑n
i=1 dpi ⊗ li. Consider the matrix D = d11 . . . d1n... . . . ...
dn1 . . . dnn
. We have just proved that the first nonzero column
of the matrix D has the number m2 > m1. Analogously, applying the
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automorphism ead h1 to the elements ∂
∂xp
+ dp, p = 1, . . . n, we get the el-
ements ∂
∂xp
+ fp. Define the elements fij, i, j = 1, . . . n from the equal-
ities fp =
∑n
i=1 fpi ⊗ li. The first nonzero column in the matrix F = f11 . . . f1n... . . . ...
fn1 . . . fnn
 has the number m3 > m2. It is obvious that after s
steps (s 6 n) we get the elements ∂
∂xp
, p = 1, . . . n with the corresponding
zero matrix. Therefore ead hs . . . ead h1
(
∂
∂xp
+ bp
)
= ∂
∂xp
, p = 1, . . . n. Since
the Lie algebra R⊗L is nilpotent, there exists (by Campbell-Baker-Hausdorff
formula) an element w ∈ R⊗L such that eadhs . . . eadh1 = ead−w. Finally, let
L be a basic subalgebra which is isomorphic to L, {D1, . . . ,Dn} be a basis of
L. Write ∂
∂xp
=
∑n
j=1 bpjDj , the isomorphism is defined by the map li 7→ Di.
Then bp =
∑n
i=1 bpi ⊗ li, satisfies (1), therefore bp =
∑
∞
i=1
1
i! (ad w)
i−1
(
∂w
∂xp
)
for an element w ∈ R⊗K L such that detJ(w) is invertible. This completes
the proof of the theorem. 
Example 1. Let L = Hn be the 2n+1-dimensional Heisenberg Lie algebra,
{l1, . . . , l2n+1} be its standard basis with multiplication rule [li, ln+i] = l2n+1
for 1 6 i 6 n, (other products are zero). Then, in this basis c2n+1i,n+i = 1,
c2n+1n+i,i = −1, 1 6 i 6 n, other structure constants are zero. Take w =∑n
i=1−xi ⊗ li. It is clear that
∂w
∂xp
= −1⊗ lp and
(10) bp = 1⊗ lp −
1
2
[
n∑
i=1
xi ⊗ li, 1⊗ lp
]
, 1 6 p 6 n
in the Lie algebra L̂. Easy calculation shows that bp = 1⊗ lp+
1
2xp+n⊗ l2n+1,
p 6 n, bp = 1⊗ lp−
1
2xp−n⊗ l2n+1, n < p 6 2n and b2n+1 = 1⊗ l2n+1. It can
be easily shown that det(bij) = 1. Passing to the inverse matrix B
−1 to the
matrix B = (bpi)
n
p,i=1 one can easily show that the linear span over K of the
following derivations is a basic subalgebra of W2n+1(K) which is isomorphic
to Hn:
Di =
∂
∂xi
−
1
2
xn+i
∂
∂x2n+1
, 1 6 i 6 n,
Di =
∂
∂xi
+
1
2
xn−i
∂
∂x2n+1
, n < i 6 2n, D2n+1 =
∂
∂x2n+1
.
3. On the solvable basic Lie subalgebras
Some known properties of finite dimensional Lie algebras and modules
over them are collected in the next Lemma.
Lemma 3. Let L be a finite dimensional Lie algebra over an algebraically
closed field of zero characteristic and let H be any its Cartan subalgebra.
Then
(1) if the algebra L is solvable, then L = H + [L,L];
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(2) if L is semisimple and L = N− ⊕ H ⊕ N+ is its triangular decom-
position, then the subalgebras N+ and N− act nilpotently on every finite
dimensional module M over the Lie algebra L.
Proposition 2. Let L be an arbitrary n-dimensional (n > 1) solvable Lie
algebra over an algebraically closed field K of zero characteristic, then there
is a basic subalgebra L of Wn(K), such that L is isomorphic to L.
Proof. Let H be any Cartan subalgebra of L. Take a basis {l1, . . . , ln} of L
with the following property: {l1, . . . , lm} is a basis ofH, and ifH∩[L,L] 6= 0,
then {lk+1, . . . , lm} is a basis of H ∩ [L,L], m > k, {lk+1, . . . , ln} is a basis
of [L,L]. Note that [L,L] is a nilpotent ideal of L because L is solvable and
the field K has zero characteristic; the subalgebra H is nilpotent as a Cartan
subalgebra of L.
Now, put w =
∑k
i=1 xi ⊗ li. Consider the linear map φ =
∑
∞
i=1
1
i!(adw)
i−1
from the R-module R⊗KH to itself (since H is nilpotent, the sum is finite).
By Lemma 2, φ is an automorphism of the R-module R⊗KH. As R⊗K (H∩
[L,L]) is an ideal of the algebra R⊗KH, the map adw saves the submodule
R ⊗K (H ∩ [L,L]). The set of elements {−1 ⊗ li}, i = 1, . . . ,m is a basis of
the R-module R ⊗K H, so it is obvious that {φ(−1 ⊗ li)}, i = 1, . . . ,m is
also a basis of R ⊗K H. Further, the set {φ(−1 ⊗ li)}, i = k + 1, . . . ,m is a
basis of the submodule R⊗K (H ∩ [L,L]). Then, it is clear that the elements
φ(−1 ⊗ li), i = 1, . . . , k and −1 ⊗ li, i = k + 1, . . . ,m together form a basis
of the R-module R⊗K H.
Put dp = φ(−1 ⊗ li), i = 1, . . . , k and consider the automorphism θ =
exp adw of the algebra Ĥ. Then we get for p = 1, . . . k:
θ
(
∂
∂xp
)
=
∂
∂xp
+
[
w,
∂
∂xp
]
+
1
2!
[
w,
[
w,
∂
∂xp
]]
+ . . . =
=
∂
∂xp
−
∂w
∂xp
−
1
2!
[
w,
∂w
∂xp
+ . . .
]
=
∂
∂xp
+ φ(−1⊗ lp) =
∂
∂xp
+ dp.
It follows from this that[
∂
∂xp
+ dp,
∂
∂xq
+ dq
]
=
[
θ
(
∂
∂xp
)
, θ
(
∂
∂xq
)]
= θ
([
∂
∂xp
, ∂
∂xq
])
= 0, p, q =
1, . . . k. Consider the elements dp, p = 1, . . . k as elements of the algebra
R⊗L. Put dp = 0, p = k+1, . . . n. It is clear, taking into account the choice
of w, that
∂dp
∂xq
= 0, q = k + 1, . . . n. Therefore,
[
∂
∂xp
+ dp,
∂
∂xq
+ dq
]
= 0,
p, q = 1, . . . n.
Now put u =
∑n
i=k+1 xi ⊗ li. Consider the linear map ψ from the R-
module R ⊗ L to R ⊗ L: ψ =
∑
∞
i=1
1
i!(ad u)
i−1. (The sum is finite, because
R ⊗ [L,L] acts nilpotently on R ⊗ L and u ∈ R ⊗ [L,L]). By Lemma 2, ψ
is an automorphism of the R-module R⊗L. It is obvious that the elements
dp, p = 1, . . . k and −1 ⊗ li, i = k + 1, . . . n form together a basis of the
R-module R ⊗ L. Note that the set {−1 ⊗ li}, i = k + 1, . . . n is a basis of
the R-module R⊗ [L,L]. Therefore the elements ψ(−1⊗ li), i = k+1, . . . n
form a basis of the R-module R⊗ [L,L].
Consider now the automorphism η = ead u =
∑
∞
i=0
1
i!(ad u)
i of the algebra
L̂. Then, the elements η(dp), p = 1, . . . k and η(−1⊗ lp), p = k+1, . . . n form
a basis of the R-module R⊗L, and the set η(−1⊗lp), p = k+1, . . . n is a basis
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of the R-submodule R⊗ [L,L]. Note, that ψ(−1⊗ lp), p = k+1, . . . n is also
a basis of the R-submodule R⊗ [L,L]. Then, the elements η(dp), p = 1, . . . k
and ψ(−1⊗ lp), p = k+1, . . . n form together a basis of the R-module R⊗L.
Put bp = η(dp), p = 1, . . . k and bp = ψ(−1 ⊗ lp), p = k + 1, . . . n. Writing
down bp =
∑n
i=1(bpi ⊗ li), we have det(bpi)
n
p,i=1 ∈ K
∗.
By construction of the element u, it holds
[
u, ∂
∂xp
]
= 0 for p = 1, . . . k, so
we have ead u
(
∂
∂xp
)
= ∂
∂xp
, p = 1, . . . k. Note that
∂
∂xp
+bp =
∂
∂xp
+η(dp) = e
ad u
(
∂
∂xp
)
+eadu(dp) = e
ad u
(
∂
∂xp
+ dp
)
p = 1, . . . k.
It is easy to see, that for p = k + 1, . . . n it holds
−1⊗ lp = −
∂u
∂xp
=
[
u,
∂
∂xp
]
.
Hence, the relations
∂
∂xp
+bp =
∂
∂xp
+ψ(−1⊗lp) =
∂
∂xp
+
(
E +
1
2!
(adu) +
1
3!
(ad u)2 + . . .
)
(−1⊗lp) =
∂
∂xp
+ (−1⊗ lp) +
1
2!
[u,−1⊗ lp] +
1
3!
[u, [u,−1⊗ lp]] + . . . =
=
∂
∂xp
+
[
u,
∂
∂xp
]
+
1
2!
[
u,
[
u,
∂
∂xp
]]
+ . . . = ead u
(
∂
∂xp
)
.
hold for p = k + 1, . . . n. Since dp = 0 for p = k + 1, . . . n, we get
∂
∂xp
+ bp = e
ad u
(
∂
∂xp
+ dp
)
.
Thus,[
∂
∂xp
+ bp,
∂
∂xq
+ bq
]
=
[
ead u
(
∂
∂xp
+ dp
)
, ead u
(
∂
∂xq
+ dq
)]
=
= ead u
[
∂
∂xp
+ dp,
∂
∂xq
+ dq
]
= 0.
Therefore, by Lemma 1 there exists a basic subalgebra of Wn(K) which is
isomorphic to L.

4. The main theorem
Lemma 4. Let L be n-dimensional Lie algebra over an algebraically closed
field K of zero characteristic. Let L = L1+L2, where L1, L2 are subalgebras
of L such that L1 ∩ L2 = {0}, dimL1 = m < n. Assume that the subalgebra
L2 acts nilpotently (by means of multiplication) on L, that is (adL2)
k(L) = 0
for some k. If there exists a basic subalgebra L1 of Wm(K) such that L1 is
isomorphic to L1, then there exists a basic subalgebra of Wn(K) such that L
is isomorphic to the Lie algebra L.
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Proof. Take a basis {l1, . . . , lm} of the subalgebra L1 and a basis
{lm+1, . . . , ln} of the subalgebra L2. Then the elements l1, . . . , ln form a
basis of L. Denote by R1 the subring K[x1, . . . , xm] of the polynomial ring
R = K[x1, . . . , xm, xm+1, . . . , xn]. Since there exists a basic subalgebra L1 of
Wm(K) such that L1 is isomorphic to L1, by Lemma (1) there exist elements
dp =
∑m
i=1 dpi ⊗ li ∈ R1 ⊗K L1, p = 1, . . . ,m such that for the polynomials
dpi the relation (1) holds with the structure constants of the algebra L1 and
det(dpi)
m
p,i=1 ∈ K
∗. As L1 is a subalgebra of L, we have a natural embedding
of the Lie algebra R1⊗L1 into R⊗L (an element dp =
∑m
i=1 dpi⊗li ∈ R1⊗KL1
maps to the element dp =
∑n
i=1 dpi⊗li ∈ R⊗KL, dpi = 0 for i = m+1, . . . n).
Put dp = 0 for p = m + 1, . . . n. Using Remark 1, it is easy to see that the
following relations hold in L̂:
(11)
[
∂
∂xp
+ dp,
∂
∂xq
+ dq
]
= 0, p, q = 1, . . . n.
Put b =
∑n
i=m+1 xi ⊗ li ∈ R⊗ L2. By the assumption for the subalgebra
L2, the derivation ad b of the Lie algebra R⊗L is nilpotent and therefore the
automorphism θ = exp(ad b) of the Lie algebra R⊗L (and L̂) is well defined.
Denote bp = −
∂
∂xp
+θ
(
∂
∂xp
+ dp
)
, p = 1 . . . n. Then ∂
∂xp
+bp = θ
(
∂
∂xp
+ dp
)
,
and the following equalities hold:[
∂
∂xp
+ bp,
∂
∂xq
+ bq
]
=
[
θ
(
∂
∂xp
+ dp
)
, θ
(
∂
∂xq
+ dq
)]
=
= θ
([
∂
∂xp
+ dp,
∂
∂xq
+ dq
])
= 0, p, q = 1 . . . n.
Let us show that the set of the elements bp, p = 1, . . . n is a basis of the free
R-module R⊗ L. It holds
bp = −
∂
∂xp
+ θ
(
∂
∂xp
+ dp
)
= −
∂
∂xp
+ θ
(
∂
∂xp
)
+ θ
(
dp
)
p = 1, . . . m
and then
θ
(
∂
∂xp
)
=
(
E + ad b+
1
2!
(ad b)2 + . . .
)(
∂
∂xp
)
=
=
∂
∂xp
+
[
b,
∂
∂xp
]
+
[
b,
[
b,
∂
∂xp
]]
+ . . . =
∂
∂xp
,
since
[
b, ∂
∂xp
]
= − ∂b
∂xp
= 0 for p = 1, . . . ,m . Now consider the elements bp
for p = m+ 1, . . . n. In this case dp = 0. Therefore
bp = −
∂
∂xp
+θ
(
∂
∂xp
+ dp
)
= −
∂
∂xp
+
(
E + ad b+
1
2!
(ad b)2 + . . .
)(
∂
∂xp
)
=
= −
∂
∂xp
+
∂
∂xp
+
[
b,
∂
∂xp
]
+
[
b,
[
b,
∂
∂xp
]]
+ . . . =
= −
∂b
∂xp
−
1
2!
[
b,
∂b
∂xp
]
−
1
3!
[
b,
[
b,
∂b
∂xp
]]
=
∞∑
i=1
1
i!
(ad b)i−1
(
−
∂b
∂xp
)
.
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(Because of nilpotency of ad b, the number of nonzero summands in this
series is finite).
Denote φ =
∑
∞
i=1
1
i!(ad b)
i−1. It is easy to see that φ is an automorphism of
the free R-module R⊗L (see Lemma 2). Since b =
∑n
i=m+1 xi⊗ li ∈ R⊗L2,
the R-module R⊗ L2 is invariant under action of φ.
The set of elements dp, p = 1, . . . m and −
∂b
∂xp
= −1⊗ lp, p = m+1, . . . n
is a basis of the free R-module R ⊗ L (because this module is the direct
sum of the R-modules R ⊗ L1 and R ⊗ L2). Then, the elements θ(dp) ,
p = 1, . . . m and θ
(
− ∂b
∂xp
)
, p = m + 1, . . . n form a basis of R ⊗ L. Since
φ is an automorphism of the free R-module R ⊗ L2, the set of elements
φ
(
− ∂b
∂xp
)
, p = m+1, . . . n is a basis of this submodule (note that the set of
elements θ
(
− ∂b
∂xp
)
, p = m+1, . . . n is also a basis of R⊗L2). It follows from
this that the elements θ(dp) , p = 1, . . . m and φ
(
− ∂b
∂xp
)
, p = m + 1, . . . n
together form a basis of the free R-module R⊗L. Then, using the equalities
bp = θ(dp) , p = 1, . . . m and bp = φ
(
− ∂b
∂xp
)
, p = m + 1, . . . n, we see
that {bp} , p = 1, . . . n is a basis of the free R-module R ⊗ L, and therefore
det(bpi)
n
p,i=1 ∈ K
∗. Hence, by Lemma 1 there exists a basic subalgebra L̂ of
Wn(K) such that L̂ is isomorphic to the Lie algebra L.

Now we can prove the main theorem of this paper.
Theorem 2. Let L be any Lie algebra L over K of dimension n > 1. Then
there exists a basic subalgebra L of Wn(K) such that L is isomorphic to L.
Proof. By Proposition 2 we may assume that L is not solvable. Let S = S(L)
be the solvable radical of L, and L = L0 ⋌ S be the Levi decomposition of
L, where L0 is a semisimple subalgebra of L. Let H0 ⊆ L0 be a Cartan
subalgebra of L0 and let L = N−⊕H0⊕N+ be the corresponding triangular
decomposition for some choice of simple roots. Denote by B0 the Borel
subalgebra B0 = H0+N+ of L0. Then the subalgebra L1 = S+B0 is solvable,
therefore by Proposition 2 there exists a basic subalgebra of Wk(K), which
is isomorphic to L1, where k = dimL1. Since L = L1 +N−, L1 ∩N− = {0},
and the subalgebra N− acts nilpotently (by multiplication) on the L0-module
L (see Lemma 3), there exists by Lemma 4 a basic subalgebra L of Wn(K)
such that L is isomorphic to the Lie algebra L. 
Example 2. Let L = sl2(K) and {E,H,F} be its standard basis over K.We
shall construct a basic subalgebra ofW3(K), which is isomorphic to L. As the
Cartan subalgebra 〈H〉 of L is one-dimensional, the basic subalgebra 〈− ∂
∂x1
〉
of W1(K) is isomorphic to 〈H〉. To the element H ∈ L corresponds the
element 1⊗H in the Lie algebra L̂ (see the Remark 1). The subalgebra N+
has obviously generators E and [H,E] = 2E. Put w = x2 ⊗ E. Therefore,
we have
ead(x2⊗E)
(
∂
∂x1
− 1⊗H
)
=
∂
∂x1
+ 2x2 ⊗ E − 1⊗H
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ead x2⊗E
(
∂
∂x2
)
=
∂
∂x2
− 1⊗ E.
Further, N− has generators F and [H,F ] = −2F , [E,F ] = H. Analogously
we obtain
ead(x3⊗F )
(
∂
∂x1
+ 2x2 ⊗ E − 1⊗H
)
=
=
∂
∂x1
+ 2x2 ⊗ E − (1 + 2x2x3)⊗H − (2x3 + 2x2x
2
3)⊗ F
eadx3⊗F
(
∂
∂x2
− 1⊗ E
)
=
∂
∂x2
− 1⊗ E + x3 ⊗H + x
2
3 ⊗ F
ead x3⊗F
(
∂
∂x3
)
=
∂
∂x3
− 1⊗ F.
Then, using the inverse matrix to the matrix of these elements, we get a
basis of W3(K). The linear span of this basis over K is isomorphic to the Lie
algebra L = sl2(K):
E = −x3
∂
∂x1
+ (1 + 2x2x3)
∂
∂x2
− x23
∂
∂x3
H =
∂
∂x1
− 2x2
∂
∂x2
+ 2x3
∂
∂x3
, F =
∂
∂x3
.
Remark 2. Since the set of all linear homogeneous derivations of Wn(K)
form a Lie algebra, which is isomorphic to gln(K), there are embeddings of
any n-dimensional Lie algebra L without center into Wn(K). But for the
image L of L by such an embedding in Wn(K) and a basis {D1, . . . ,Dn} of
L such that Di =
∑n
j=1 fij
∂
∂xj
, the determinant det(fij) is not a constant.
Therefore L is not a basic Lie subalgebra of Wn(K).
The author is grateful to Professor A.P.Petravchuk for suggesting the prob-
lem and for constant attention to this work.
References
[1] V.M. Buchstaber and D.V. Leykin, Polynomial Lie algebras. Funk. Anal. Pril. 36
(2002), no. 4, 18–34 (Russian); English transl.: Funct. Anal. Appl. 36 (2002), no. 4,
267–280.
[2] J.E. Humphreys, Introduction to Lie Algebras and Representation Theory, Springer
Verlag, New York, 1972.
[3] D.A.Jordan, On the ideals of a Lie algebra of derivations , J. London Math. Soc.,
1986. 33, 1, p.33-39.
[4] S. Lie, Theorie der Transformationsgruppen, Vol. 1-3, Leipzig, 1888, 1890, 1893.
[5] A. Nowicki, Commutative bases of derivations in polynomial and power series rings,
J. Pure Appl. Algebra, 40 (1986), 275-279.
[6] A. Nowicki, Polynomial derivations and their rings of constants, N. Copernicus Uni-
versity Press, Torun, 1994.
[7] A. P. Petravchuk, O. G. Iena, On centralizers of elements in the Lie algebra of the
special Cremona group sa2(K), J. of Lie Theory, v.16 (2006), 561-567.
Faculty of Mechanics and mathematics, Kyiv Taras Shevchenko Univer-
sity, Volodymyrska str., 64, Kyiv, 01033, Ukraine
E-mail address: makedonskyi.e@gmail.com
