Adiabatic techniques are known to allow for engineering quantum states with high fidelity. This requirement is currently of large interest, as applications in quantum information require the preparation and manipulation of quantum states with minimal errors. Here we review recent progress on developing techniques for the preparation of spatial states through adiabatic passage, particularly focusing on three state systems. These techniques can be applied to matter waves in external potentials, such as cold atoms or electrons, and to classical waves in waveguides, such as light or sound.
The ability to coherently control the spatial degrees of freedom of matter waves is an important ingredient for the emerging field of quantum engineering [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] , with applications in matter wave interferometry, quantum metrology, and quantum computation. For many purposes, quantum transport of trapped matter waves is performed via direct tunneling through the manipulation of the potential barriers that separate the different traps. This direct transport is strongly dependent on the parameter values giving rise, in general, to very sensitive Rabi-type oscillations of the populations of the localized states of the traps. Alternatively, an efficient transfer of population between distant traps can be achieved using spatial adiabatic passage (SAP) processes, which consist of the adiabatic following of an energy eigenstate of the system that is spatially modified either in time or space. This transfer occurs with high fidelity regardless of the selected specific parameter values used to drive the system and their fluctuations. SAP processes are a particular case of adiabatic following, a concept arising from the adiabatic theorem [12, 13] : in the absence of level crossings, a system will remain in one of its eigenstates if the system is perturbed slowly enough.
The term adiabatic passage started to be commonly used around three decades ago in the field of quantum optics as two main techniques were introduced to adiabatically transfer population between internal atomic/molecular levels. These were rapid adiabatic passage (RAP) [14, 15] and stimulated Raman adiabatic passage (STIRAP) [15] [16] [17] . The RAP technique is implemented in two-level atomic systems interacting with a chirped laser pulse to transfer the population between arXiv:1602.06658v1 [quant-ph] 22 Feb 2016 2 the two states by adiabatically following one of the two eigenstates of the system. The STIRAP technique is performed in a Λ-type three-level atomic system interacting with two temporally delayed laser pulses in a counterintuitive sequence in order to completely transfer the population between the two atomic ground states by adiabatically following the so-called dark state [18] [19] [20] [21] . These techniques have led to many relevant experimentally implemented applications [22, 23] .
Following the success of techniques such as RAP and STIRAP, adiabatic passage processes were proposed to coherently transport quantum particles between localized states of spatially separated potential wells, leading to the term spatial adiabatic passage. While some proposals were reported in the early 2000s (see for example Ref. [24] ), the field gathered more interest after the publication of two seminal papers. The first one, by Eckert et al. [25] , analyzed the spatial adiabatic passage of a single cold atom in a system of three optical traps and the second one, by Greentree et al. [26] , described the transfer of an electron in a system of three quantum dots. Both proposals resembled the quantumoptical STIRAP technique, and used tunneling as a way to couple the different localized states of spatially separated wells. However, it was soon realized that SAP can be extended beyond the applications of STIRAP, as it allows for multi-dimensional configurations and manyparticle systems. Therefore, due to the high efficiency and robustness inherited from STIRAP, many applications, such as vibrational state and velocity filtering [27] [28] [29] , quantum tomography [28] , interferometry [30, 31] , atomtronics [7, 32] , and the generation of angular momentum states [33] have been proposed. Note that SAP in a triple-well system has also been referred as matterwave STIRAP or coherent tunneling by adiabatic passage (CTAP).
In spite of the significant theoretical interest that they have attracted, SAP processes for matter waves have not been experimentally realized yet. It is worth noting, however, that due to the wave-like nature of the SAP processes, they can be extended to classical wave systems, and have been experimentally demonstrated with light beams in coupled waveguides. Since the initial works of Longhi et al. [34, 35] , SAP for light beams has also been studied in systems of more than three coupled waveguides [36] [37] [38] [39] , through the continuum [40, 41] , and in the presence of nonlinearities and absorption [42, 43] . It has also lead to applications such as beam splitting [38, [44] [45] [46] , spectral filtering [47] , interaction freemeasurements [48] , quantum gates via long-range coupling [49] , polarization rotation/conversion [50] , and photon pair generation [51] . Finally, SAP processes have also been recently proposed for sound propagation in sonic crystals [52] , investigating transfer and splitting of sound beams, as well as the use of the system as a phase analyzer.
This review is organized as follows. In Section II, we describe the concept of adiabatic following of an eigenvector and connect it to the different physical systems that we will study. We then, in Section III, review the spatial adiabatic passage of matter waves, which includes systems of single atoms, electrons, and Bose-Einstein condensates. We also discuss SAP in two-dimensional systems and address some practical considerations. This is followed by Section IV, where we discuss dark state adiabatic passage, and Section V, where recent developments of SAP for light and sound waves are summarized. Finally, in Section VI we conclude.
II. ADIABATIC FOLLOWING OF AN ENERGY EIGENSTATE
The concept of a quantum state evolution that adiabatically follows an energy eigenstate was introduced to quantum mechanics by Max Born and Vladimir Fock in 1928 [12] . They showed that a physical system remains in its instantaneous eigenstate if a given perturbation is acting on it slowly enough and if there is a gap between the eigenvalue and the rest of the Hamiltonian's spectrum. This insight is known by today as the adiabatic theorem.
To perform an adiabatic evolution it is therefore necessary that the dynamics do not allow transitions between eigenstates. While in most cases this can be achieved by changing the system parameters slowly enough, it also requires that all eigenstates evolve smoothly and that their first and second derivatives with respect to the temporal or spatial evolution parameter, s, are well defined [13] . To quantify the adiabaticity of a process one can calculate the probability to excite a state |Ψ j (s) while being in |Ψ i (s) as [13] 
where ω ij (s) = ω j (s) − ω i (s) with ω k (s) being the energy of the eigenstate |Ψ k (s) . Since the value of p i→j has to be as small as possible for any j = i, one can immediately see that the adiabatic following of an eigenstate does not succeed, in principle, when the corresponding energy eigenvalue becomes degenerate with any other eigenvalue of the system. Note however that adiabatic passage in the presence of quasi degenerate eigenstates is still possible if they are not coupled during the dynamics, i.e., when Ψ j (s)| d ds |Ψ i (s) → 0 due to, for instance, some particular symmetries of the system. SAP is a particular example of adiabatic following of a spatial eigenvector which is modified in either time or space. As an example for the first case, one can consider particles trapped in a local minimum of an external potential which is changed as a function of time. The second case (spatial evolution) usually refers to waveguides, where a localized wavepacket is travelling with finite velocity and encounters changing couplings between different waveguides along the propagation direction. It is worth noting that the concept of adiabatically following an energy eigenstate in quantum mechanics has a close analog in classical light and sound propagation, see Sect. V for a detailed discussion. There, a propagating light/sound wave can adiabatically follow a global spatially varying mode of the waveguide system, if the change of the mode profile is smooth along the propagation direction.
For SAP to work, three basic conditions have to be fulfilled. The first one is the existence of different and well-defined trapping regions, each of them supporting their own asymptotic eigenvectors, i.e, the trapped states/modes of each region isolated from the rest. The second requirement is the existence of a coupling mechanism between the asymptotic eigenvectors, and the third one is the ability to control the strength of the couplings and/or the eigenvalues of the asymptotic eigenvectors during the process. In a physical system where these three conditions are fulfilled, it is possible to perform a SAP process by following an eigenvector of the full system. The advantage of SAP with respect to other transfer techniques relies on its robustness: in the adiabatic regime the transfer between the asymptotic eigenvectors will be almost 100% efficient no matter the total duration of the process or the particular parameter values chosen for the variation of the couplings and the eigenvalues.
III. SPATIAL ADIABATIC PASSAGE OF MATTER WAVES

A. Formalism
Spatial adiabatic passage of matter waves can be achieved in a variety of trapping geometries by simply manipulating the height of the potential barriers and/or the trap distances in an adiabatic fashion. As two paradigmatic examples of SAP, we first review the formalism for adiabatic transport of matter waves between the outermost traps of a triple-well potential, and then we discuss the double-well case. The triple well requires the ability to control the tunneling coupling between the traps, while the double-well case in addition requires the manipulation of the energy bias between the localized eigenstates.
SAP in a triple-well system
Consider a single quantum particle of mass m trapped in a triple-well potential, see Fig. 1 , which we want to move between the outermost potential minima, i.e., from state |φ L to |φ R . Since tunneling will take place along a fixed direction x, we can describe the particle's dynamics using the 1D Schrödinger equation ∂x 2 + V (x, t) ψ(x, t), (2) where V (x, t) is the trapping potential. As we are considering the low energy limit, i.e., only the ground states of each well are involved in the dynamics, we can write the atomic wavefunction as the superposition ψ(x, t) = i=L,M,R a i (t)φ i (x).
Here φ i (x) = x|φ i are the localized ground state wavefunctions of each isolated trap centered at x i with i = L, M, R accounting for the left, middle and right well, respectively. The probability amplitudes fulfill i |a i | 2 = 1 and to guarantee that the ground state wavefunctions satisfy φ * j φ i dx = δ ij it is necessary to orthonormalize them by means of, for instance, the Gram-Schmidt [28, 53] or the Holstein-Herring methods [54, 55] . This lowest-band approximation is good as long as adiabatic evolution is maintained, which in many works we discuss below is supported by numerical integration of the full time-dependent Schrödinger equation.
Inserting ansatz (3) into Eq. (2), the equation of motion for the probability amplitudes becomes
with the three-mode Hamiltonian
where the energy of the asymptotic vibrational eigenstate φ i and the tunnelling rate between states φ i and φ j are given, respectively, by
Without loss of generality we choose the φ i eigenfunctions to be real and, therefore, J ij = J ji . Let us consider now the particular case for which (i) ω L = ω R , i.e., the two outermost wells are in resonance; and (ii) J LR ∼ 0, i.e., direct tunneling between the outermost traps is negligible. Then where, for simplicity, the origin of energies has been taken as ω L = 0. Diagonalizing Eq. (8) one obtains three eigenstates
with eigenvalues
The mixing angles Θ and ϕ are
To adiabatically transfer a particle in the considered triple-well system from the left to the right trap using SAP, one can follow state |D in Eq. (11), the so-called spatial dark state, by smoothly varying the tunneling rates such that the mixing angle Θ evolves from 0 to π/2. This means to favor first the tunneling between the middle and right traps and then the tunneling between the left and middle traps. This temporal sequence of the tunneling couplings is named the counterintuitive coupling scheme. Since the spatial dark state only involves the localized ground states of the outermost wells, the signature of SAP in a triple well is that the middle well is negligibly populated during the whole transport process.
Comparison to STIRAP
In quantum-optical STIRAP, two-laser pulses are applied in a counterintuitive temporal sequence to the two adjacent transitions of an atomic or molecular Λ-type three-level system to transfer the population between the two lower energy internal states [16] . Therefore, SAP in a triple-well potential is the matter wave analogue of STIRAP. From a physical point of view, SAP deals with the external (localized) degrees of freedom of trapped particles while STIRAP deals with the internal degrees of freedom. This implies some differences between both techniques:
(i) In STIRAP, to obtain the three-mode Hamiltonian with the two Rabi frequencies playing the role of the tunneling rates, the electric dipole and rotating wave approximations are needed. In the SAP case, the fact that the tunneling amplitudes must be smaller than the involved trapping frequencies is equivalent to the rotating wave approximation, and it ensures that, in the adiabatic limit, no transitions to excited vibrational states occur. Detrimental decoherence mechanisms in STIRAP such as Doppler broadening or photon recoil are not present for SAP although others appear such as trap shaking or finite trapping lifetimes. The role of some decoherence mechanisms in SAP is discussed in Sect. III F.
(ii) The signature of both SAP in a triple-well system and STIRAP techniques is that the intermediate state is not being populated during the whole process. For SAP this seems to indicate that the local continuity equation associated to the Schrödinger equation fails. In Sect. III B 2 we review this paradoxical issue.
(iii) Being a spatial transfer, SAP can be considered in systems for which it is possible to tunnel-couple all three traps by taking, for instance, three non-aligned wells in two and three-dimensional configurations. This introduces an additional tunneling rate J LR which allows for potential applications in matter-wave interferometry and for the generation of angular momentum, see Sect. III E. It is worth noting that this extra coupling has been proposed for cyclic STIRAP [56, 57] and recently for superadiabatic STIRAP [58] . In chiral molecules, whose states have ill-definite parity due to the lack of inversion symmetry, the possibility of coupling of all three levels appears naturally [59, 60] .
(iv) At variance with STIRAP, there is no need to keep the resonance to perform SAP in a triple-well system. If the resonance condition does not hold during the dynamics, the spatial dark state becomes dressed by the localized state of the middle well. While in STIRAP the intermediate state is, typically, a fast decaying excited state that one does not want to populate at any time during the dynamics, SAP is free of this problem since the middle localized state is as stable as the localized states of the outermost wells. However, to achieve significant tunneling rates, it is convenient to keep the resonance condition between the traps. See Sect. III F for a detailed discussion on how to keep the resonance condition in practical implementations.
(v) In STIRAP, one can control the relative phase between the pump and Stokes laser pulses. However, it is not obvious how this can be achieved in SAP because the tunneling rate between two real-valued localized energy eigenfunctions is also real-valued. Potential control on the relative phase between the couplings is presently discussed to implement geometrical phases for quantum gates and holonomic quantum computation, see Sect. III C 2 for a more detailed analysis.
(vi) To ensure the adiabatic transport it is necessary that J M R (t = 0) J LM (t = 0), and J LM (t = t max ) J M R (t = t max ). In STIRAP, because of the necessity to turn on a laser pulse, it is natural to consider pulses which are symmetric about their midpoint, such as Gaussian pulses [61] , even though various pulse schemes have been described [62, 63] . In SAP, on the other hand, there is no requirement for the tunneling rates to be initially zero, and many proposals exploring error function pulses [64] , square sinusoidal pulses [65] , sinusoidal pulses, linear variation [66] and so on exist. The decision of choosing a pulse shape may come down to the availability and convenience of the control, provided that the counterintuitive pulse condition is maintained. Interestingly, although smooth variations of the control parameters would seem necessary for adiabatic passage, there are two pulse schemes that show good performances without the need for smoothly varying controls: piecewise adiabatic passage [67, 68] and digital adiabatic passage [66] .
SAP with three identical harmonic wells
To illustrate the SAP technique let us consider a triplewell potential modeled as three identical truncated harmonic wells [25] . This academic example allows for keeping the resonance between the three ground states of the triple-well potential and to obtain accurate analytical expressions for the tunneling rates. Other potentials, such as square wells [69] , Gaussian [70] or Pöschl-Teller [28] are also considered in the literature, and lead to qualitatively similar results.
To control the tunneling rates in time, one can either adjust the well separation or the height of the barriers. Here we follow the former approach and assume that each well is centered at x i (t) with i = L, M, R such that the joint trapping potential reads
with ω x being the trapping frequency. The distances between the well centers are given by
We assume that at the initial time t = 0 the three wells are negligibly coupled by tunneling and that the single quantum particle is prepared into the localized ground state of the left well, i.e.,
with α = /mω x being the width of the ground state of the harmonic potential.
The tunneling rate between the ground vibrational states of two truncated harmonic wells as a function of the separation between the two wells can be straightforwardly calculated as the energy splitting between the lowest symmetric and antisymmetric energy eigenstates of the double-well potential. Thus, for two piece-wise truncated harmonic wells one obtains [31, 71] 
2 dt is the complementary error function and d the distance between the two well centers. In the adiabatic limit and in order to avoid excitations to unwanted vibrational states, the distances between the traps must ensure that J < ω x . The counterintutive coupling sequence can then be implemented by the following temporal evolution of the trap 
Population at the right well at the end of the SAP protocol for a particle initially located at the left well as a function of the adiabaticity of the process. Here dmax = 9α, dmin = 1.5α, τ = 5T , and Jmax = J(dmin).
The total time is then t max = τ + T , with τ being the time it takes to approach and separate the traps and T the delay between the two approaching sequences, see Fig. 2 (a). The corresponding tunneling rates calculated from Eq. (18) are shown in Fig. 2(b) , and the resulting mixing angle Θ can be seen to smoothly evolve from 0 to π/2 in Fig. 2(c) . This efficiently transports the quantum particle from the left to the right well, see Fig. 2 
(d).
For the three-mode case, it is possible to obtain a simple 'global' condition which guarantees the adiabaticity of the process. For tunneling rates with Gaussian-like temporal profiles of width σ and peak values J max , separated by an optimal temporal delay T ∼ √ 2σ, this condition is given by [16] J max T > 10.
The final population in the right well as a function of J max T is shown in Fig. 3 , demonstrating the high fidelity and the robustness of the SAP process for adiabatic time scales. In the non-adiabatic limit, i.e., for short durations of the process, two factors are inhibiting full transfer: Rabi oscillations between localized states and excitations to higher vibrational bands. Finally, it is important to highlight that the validity of the three mode approximation to account for the adiabatic transport of a single quantum particle in a triplewell potential has been verified by the direct integration of the Schrödinger equation in one [25, 72] , two [31, 33] and three dimensions [65] . Accurate quantitative agreement was not only obtained when SAP was applied to the adiabatic transport between the localized ground states, but also between excited states [28] . In addition, as will be discussed in Sect. III D, SAP can be applied over a significant parameter range to the non-linear GrossPitaevskii equation to deal, in the mean field approximation, with the adiabatic transport of a Bose-Einstein condensate.
SAP in a double-well system
Adiabatic passage techniques can also be implemented in double-well potentials to transfer a single particle from the left to the right trap. The two-mode Hamiltonian in terms of the left, |φ L , and right, |φ R , localized states is
where ω = ω R − ω L is the energy bias and J the tunneling rate. The diagonalization of Eq. (21) gives the two eigenstates
with eigenvalues λ ± = ω ± √ J 2 + ω 2 /2, and a mixing angle given by tan 2θ = J/ω. Analogously to the quantum-optical RAP technique [15] , it is therefore possible to transfer a single particle initially located in the left trap to the right one by adiabatically following either |+ or |− . Alternatively it is straightforward to show that the time evolution of the probability amplitudes a L and a R for the quantum particle to be in the left and right traps, respectively, can be mapped to a three-variable model governed by the following equations of motion [73, 74] 
Here
are, respectively, three real variables that correspond to two times the real and imaginary part of the spatial coherence and the population imbalance. The conservation of the norm implies that U 2 + V 2 + W 2 = 1. The matrix on the r.h.s. of Eq. (24) is an odd real-valued skew symmetric matrix with one zero eigenvalue, λ d = 0, and two other ones λ ± = ± √ ω 2 + J 2 . The eigenvector associated to the zero eigenvalue, named dark eigenvector, is given by
where tanθ = J/ω. The dark eigenvector is stationary and decoupled from the rest of the eigenvectors. Thus, if the quantum particle is initially located in the left well (W = −1, U = V = 0) andθ is smoothly varied from 0 to π/2, the wavefunction splits equally between the two wells (W = V = 0, U = −1). On the other hand, the particle can be adiabatically transferred from the left (W = −1) to the right (W = 1) well by smoothly varyingθ from 0 to π. Finally, it is possible to inhibit the transport of a particle initially located in the left trap if the mixing angle evolves from 0 to any arbitrary value to eventually reach 0 again.
B. Single atoms
Three-level atom optics
Controlling the state of single quantum particles is a challenging task and a topic of significant present activity in the fields of quantum computation, quantum metrology, and quantum simulation. While there is a panoply of techniques to control the internal states of atoms, there is a need for the development of novel techniques to manipulate the external degrees of freedom of matter waves in optical and magnetic traps. To this aim, the transport of single atoms via SAP was proposed by Eckert et al. [25] in a set of techniques named three-level atom optics (TLAO). The name suggests an analogy between quantum-optical processes in electronic three-level systems and tunneling-based processes for cold atoms in triple-well potentials. The analogue of STIRAP in TLAO has already been presented in Sect. III A. Two more analogies were presented in this initial work [25] : coherent population trapping (CPT), which allows to create a delocalized dark state between the outermost traps by finishing the evolution of the mixing angle Θ at π/4, and electromagnetically-induced transparency (EIT), which inhibits the transfer of the atom from the left to the right trap by strongly coupling the middle and right traps. The positioning sequences for the individual traps and the temporal evolution of the atomic density for these three TLAO techniques are shown in Fig. 4 .
A follow-up work [70] focused on the robustness of the transfer, studied the transfer with two atoms in the triple-well system, introduced Gaussian potentials and also showed the possibility of applying SAP techniques to cold atoms propagating in optical waveguides. Examples of these processes are discussed later in this section.
Population in the central well
As discussed above, for the transport of an atom between the two outermost traps in a triple-well following a dark state of the form of Eq. (11), the middle trap remains unpopulated. In real space this corresponds to the spatial dark state possessing a node in the middle trap. However, for finite times the dynamical state corresponds to the dark state being weakly dressed by other eigenstates, leading to a finite population in the central trap. The more adiabatic the process is performed, the better the following of the dark state, and thus, the smaller this population will be. This therefore allows for the paradoxical possibility that the transport of the atom between the outer traps can be achieved with a negligible population in the middle trap, see Fig. 4(a) , which appears to contradict the quantum continuity equation.
This behaviour is not particular to systems of ultracold atoms in harmonic traps, but appears in any system where SAP can be implemented for three spatially separated wells following a spatial dark state of the form of Eq. (11) . For instance, in Ref. [65] this effect was discussed for an atomic Bose-Einstein condensate in a triple well created by adding two Gaussian barriers to a harmonic trap. SAP was then performed by lowering and raising these barriers in a counterintuitive fashion. An analytical study of the conditions for a vanishing centralwell population was carried out in Ref. [69] using three square wells separated by delta-function or square potential barriers. The authors found that in order to maintain a negligible occupation of the central trap, the depths of the outer wells need to be varied while the barrier heights are changed time-dependently. However, how can the atom move between the outer wells without populating the middle trap? To clarify this apparently paradoxical behaviour, this process was studied in Refs. [75] and [76] by means of Bohmian mechanics [77] [78] [79] . Bohmian mechanics is a formalism equivalent to standard quantum mechanics in terms of predictions, and provides a good visualization of continuity because of its use of quantum trajectories. A particle's velocity along a trajectory is given by
where ρ( r, t) = |ψ( r, t)| 2 is the probability density and
is its associated probability density current. For the SAP dynamics following the set up suggested in Ref. [65] and described above, the trajectories are shown in Fig. 5 and can be seen to follow the wavefunction from the left region to the right one, transiting through the middle trap. However, as the dark state has a node in the middle region, indicated by the green dashed line in Fig. 5 , the atomic density has a very low value at that position. Therefore, as can be seen in the figure, the velocity increases dramatically (cf. Eq. (26)) around this quasinode, reaching values which are orders of magnitude larger than the mean velocity of the wave packet. This means that, in the Bohmian picture, the atom transits through the central trap at a high velocity in order to keep the population low. Slowing down the SAP process will therefore increase the Bohmian velocities [75] , because a better following of the dark state leads to a smaller population in the quasinode. There is thus a regime for a (finite) total time where the trajectories will approach and eventually surpass the speed of light. Since with a correct relativistic treatment, Bohmian trajectories for massive particles cannot surpass the speed of light [80, 81] , superluminal trajectories are an irrefutable indication of the application of the Schrödinger equation in a regime where it is not valid. It is remarkable that relativistic corrections are needed to properly address the transport and avoid superluminal propagation in a system where the associated average velocities are orders of magnitude smaller than the speed of light [75] . Using a relativistic formalism to study SAP, however, is still outstanding.
The vanishing of the central trap population also allows an atom to be transported between the outer wells even if a second atom is present in the central well. In Ref. [82] the transport was shown to be unaffected by the presence of a second atom of a different species that was considered to be deeply trapped, and thus remained essentially static in the central well. This proposal is also of interest because it is based on an optical superlattice with a unit cell consisting of three wells. Optical superlattices are the result of the combination of multiple laser beams with different frequencies/orientation and, at variance with regular lattices, consist of unit cells which can contain multiple traps. Superlattices give the opportunity to perform the same experiment multiple times simultaneously, once in each cell, which allows to easily scale up the size of more complex cold atomic systems.
Quantum state preparation
Besides transport, SAP techniques have also been studied for the preparation of more complex quantum states from simpler ones. Such techniques can be very helpful to control and manipulate single neutral atoms for potential applications in quantum information processing. For instance, a configuration proposed in Ref. [27] can be used to create a symmetric or antisymmetric superposition between the ground states of a double well. In this system of three traps, the rightmost trap is a double well consisting of two harmonic potentials. The state localized in the leftmost trap can be resonant with either the symmetric or antisymmetric combination of the ground states in the right trap wells, and SAP can be used to completely transfer the atom to that state. Which of these states is resonant can be chosen by detuning the trapping frequencies of the right-most wells either up to match the symmetric state or down to match the antisymmetric one.
The influence of the SAP dynamics on the phase of a quantum state was studied in Ref. [83] , and was shown to allow to control the angular momentum of an atom by transporting it through three 2D harmonic traps. The FIG. 7 . Schematic of the state filtering proposal in Ref. [27] . The middle and right wells have trapping frequencies three times larger than that of the left trap. The initial state can be a superposition of the ground and first excited states of the left trap.
initial state is chosen to carry a single unit of angular momentum, and therefore has a phase distribution that increases by 2π for a closed loop around the centre of the state. While applying the counterintuitive SAP sequence of couplings leads to a complete transfer of the atom from the initial trap to the most distant one, the angular momentum of the final state oscillates continuously between clockwise and counterclockwise depending on the overall duration of the process, see Fig. 6 . This shows that SAP is not robust with respect to the conservation of the phase [83] . However, the dependence of the final angular momentum on the overall time of the process is deterministic, therefore it can be used to obtain the full spectrum of angular momentum superposition states, which can have applications for quantum information processing. Other SAP schemes for manipulating angular momentum when the traps are in a triangular configuration are discussed in Sect. III E.
State filtering
The control over the shape of the trapping potentials allows to create filtering mechanisms for vibrational states by engineering the energy spectrum of the system. A simple SAP mechanism in a triple-well can be devised by making the first vibrational state of the leftmost trap resonant with the ground states of the middle and right traps, see Fig. 7 . For harmonic traps in 1D, this means making the trapping frequency of the middle and right traps three times larger than that of the left trap. In this situation, SAP transfers the population of the first excited state of the left trap to the ground state of the right trap, while the population of the ground state of the left trap remains unaffected.
Another filtering mechanism can be created by making use of the fact that for two identical potential traps at a fixed distance, the tunneling rate increases with the vibrational state of the traps [28] . As a consequence, the adiabaticity condition for SAP transport in a triple well is state-dependent.
Assuming that the energy separation between the different vibrational states of each trap is large enough to avoid cross tunneling among different vibrational states and that there is no significant coupling between the two outermost traps, the Hamiltonian of the system can be separated as
Here, H n is the Hamiltonian of the subsystem of the states in the n-th vibrational level, which is analogous to the one in Eq. (8) and each has a spatial dark state which allows to transport an atom between the two outermost traps. However, each subsystem has a different tunneling rate with J n > J n for n > n , leading to a different adiabaticity condition, see Eq. (20) . Therefore, for any given n it is possible to find a parameter regime in which the process is adiabatic for levels n and higher (and SAP transfers the atom to the right trap), but where the tunneling is too weak for those vibrational states lower than n (and SAP leaves them in the left trap), see Fig. 8 . This filtering process can be used, for instance, for the preparation of vibrational states on demand and to perform quantum tomography of the initial population of vibrational-states [28] . However, it cannot measure the relative phase between the different levels. In Ref. [28] this system was studied using Pöschl-Teller potentials, which approximate experimental Gaussian traps much better than the usually used truncated harmonic potentials and for which analytical expressions for the energy eigenvalues and eigenstates exist.
Hole transport
The SAP dynamics can also be used for the transport of empty sites, i.e., holes [7] . For the hole description to be valid, each trap must contain, at most, one atom in its vibrational ground state at all times, which can be achieved by either considering Pauli's exclusion principle (for spin-polarized identical fermions) or by introducing a large enough interaction between atoms. In the case of two atoms in three identical traps, one can then construct a three-level model for the hole state, see Fig. 9 (a), which supports a spatial dark state for the hole and therefore allows for SAP dynamics.
The efficiency of the process was numerically determined for both spin-polarized fermions and interacting bosons by solving the two-particle Schrödinger equation with the trapping potential given in Eq. (16) and an interaction potential of the form
Here a s is the s-wave scattering length of the interaction and ω p is the trapping frequency in the transverse direction.
The dynamics of the SAP transport of a fermionic hole in a triple well are shown in Fig. 9 (b). The initial state corresponds to the hole being in the left trap (atoms in the middle and right traps, see Fig. 9 (b-i)) and the final state corresponds to the hole being in the right trap (atoms in the left and middle traps, see Fig. 9 (b-vi)). During the entire evolution, the diagonal of the configuration space has a node due to the antisymmetrization of the wavefunction (or the strong contact interaction for bosons). The fact that the counterdiagonal also has a vanishing population is a signature of the SAP process because it means that state | φ M , i.e., hole in the middle trap ( Fig. 9 (a-ii)) is not being populated.
The control over the dynamics offered by the interaction between the atoms and their spin state makes this two-atom system more versatile than the single atom counterpart. Taking advantage of these two control parameters, the hole SAP transport was proposed to implement two atomtronic devices: a diode, where the hole transport succeeds in only one direction, and a transistor, where the transport efficiency depends on the spin state of the atoms [7] . Furthermore, the system's Hamiltonian can be generalized for both fermions and hardcore bosons by means of a Hubbard model considering the hole as an effective particle. This allows, in a similar manner to multilevel STIRAP/SAP [84, 85] , to implement hole transport in arrays of n (odd) traps containing n − 1 atoms.
Multiple particle transport
Another system that shows particle-induced nonlinearities in SAP is the Bose-Hubbard model [86] . For the case of N particles across 3 wells, using the canonical SAP geometry, it is possible to express the allowed states in a triangular diagram, with the initial state |N, 0, 0 , final state |0, 0, N , and the state |0, N, 0 at the apex. Particles hopping from the left to centre wells are represented by diagonal lines going from bottom left to top right, while particles hopping from the centre to the right well are represented by lines from the top left to the bottom right. By using such a representation, Bradly et al. were able to show that the lowest two levels of the non-interacting Bose-Hubbard SAP process were equivalent to the alternating SAP process [85] , and hence could be treated following the results given in Eq. (33) in Sect. III C 1 (below). The results showed the usual hallmarks of SAP, namely particles moving from left to right wells without transient occupation of the central well.
Including particle-particle interactions into the model introduced energy gaps to the intermediate states, which in turn led to an increase in the time required for highfidelity transport, and central well detuning could be used to mitigate the effects of particle-particle interaction to some extent. Since the interaction raises the overall energy of the system, additional care needs to be taken in order not to excite transitions to higher-lying bands.
Coupled matter waveguides
Up to now we have seen that the external wavefunction of trapped ultracold atoms can be manipulated by a temporal variation of the coupling between potential traps. Analogously, one can engineer the couplings in space between matter waveguides by appropriately designing a fixed guiding structure, which allows to manipulate the propagation of an atomic wave packet. In particular, one can implement SAP techniques in a three-waveguide system [70] to transport an atomic wave packet between the 11 -presentar molt breument la tecnica stirap citant al longhi i destacar-ne la robustesa
As it is presented in [Longhi] , it is possible to apply an analog of the STIRAP technique to systems of three identical evanescent coupled optical waveguides, as the one schematically depicted in Fig. 1 . The geometry of the system consists of two outermost slightly curved waveguides (L, R) and a central straight waveguide (C). The two outermost waveguides follow a circular trajectory along the propagation direction z and, since they are placed very far apart compared to the extension of the evanescent fields, we can consider that they are not coupled.
x Propagation of light into such systems can be described by the evolution along the propagation distance of the mode amplitudes aR,C,R of the mode corresponding to each waveguide, which is governed by the coupled-mode atomic systems, there is also a dark state for the system of waveguides not involving the central waveguide
with tan ⇥ ⇤R/⇤L. Therefore, if light is initially injected in the right waveguide and the couplings are modified in the appropriate way along z so the mixing angle is adiabatically changed from 0 to 90 , light is e⇧ciently transferred to the left waveguide without almost no intensity in the central waveguides for the whole propagation. Since the couplings ⇤ are generated by the existence of evanescent fields, they can be straightforwardly modified by changing the distance between the waveguides is the x direction, as it is shown in Fig. 1 . From the adiabaticity condition for STIRAP among internal atomic levels [? ], one can infer that there are two significant aspects to consider: the bigger the magnitude of the couplings and the longer the overlap between the couplings the more adiabatic is the process.
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II. BACKGROUND
In systems of three identical single-mode evanescent coupled optical waveguides, as the one schematically depicted in Fig. 1(a) , it is possible to apply an analog of the well known STIRAP technique used in ⇥ three level atomic systems. The geometry of such systems consists of two outermost slightly curved waveguides (L, R) and a central straight waveguide (C). The two outermost waveguides follow a circular trajectory along the propagation direction z and, since they are placed very far apart compared to the extension of the evanescent fields, we can consider that they are not coupled.
Propagation of light into such systems can be described by the evolution along the propagation distance of the mode amplitudes aR,C,R of the mode corresponding to each waveguide, which is governed by the coupled-mode equations [?], [?]:
where ⇤L,R = ⇤L,R(z) are the coupling coefficients between the outermost waveguides and the central one and can depend on the propagation distance z. As we commented, it is assumed that left and right waveguides are not directly coupled. In particular, as it occurs for the STIRAP technique in ⇥ three level atomic systems, there is a dark state for the system of waveguides not involving the central waveguide
with tan ⇥ ⇤R/⇤L. y z the waveguides in the x direction, being the couplings higher as the waveguides are closer. Therefore, if light is initially injected in the right waveguide and the couplings are modified by approaching first left and central waveguides and, later on and with a certain overlap, right and central waveguides, as it is shown in Fig. 1(a) , so that the mixing angle is adiabatically changed from 0 to 90 , the system is able to follow the dark state and light is efficiently transferred to the left waveguide without almost no intensity in the central waveguide for the whole propagation. From the adiabaticity condition for STIRAP among internal atomic levels [?] , one can infer that there are two significant aspects to consider: whenever the magnitude of the couplings is big enough and the overlap between the couplings is long enough the process is adiabatic and, therefore, the transfer of light is done in an efficient way. Thus, the STIRAP in waveguides is a robust process in the sense that the transfer will be efficient whereas the process is adiabatic, an important feature that usual directional couplers do not exhibit.
III. DESIGN AND FABRICATION OF THE DEVICES
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II. PHYSICAL SYSTEM
he physical system consists of a ring trap and three plementary systems of dipolar waveguides to inject extract from and cold neutral atoms in the ring , see Fig. 1 . The complementary systems could be ched either on or o at will simply by switching on or he laser light generating the dipolar waveguides. In way, injection, cooling and extraction of atoms could pplied when needed. The injection, cooling and extion systems are based on the analog of the STIRAP nique applied to propagation of matterwaves along guides [14] . r this study, neutral cold atoms propagating through system are characterized by mass m and velocity ibution with mean value v along the direction they agate. Dipolar waveguides keep the atoms trapped endicularly to the propagation direction. This transe confinement is modeled by harmonic potentials in proposed ring trap and waveguides, all of them with same trapping frequency, x . he injection and extraction systems are composed by curved arm corresponding to the ring trap, a straight ral waveguide and another circular waveguide on the r side. The utility of these two systems is to allow he possible propagating atoms to go into the trap and extract the cool enough ones from the ring afhe cooling process. Therefore, a complete spatial (a) Schematic representation of three coupled waveguides C, S and R (for curved, straight, and ring) to achieve SAP transport between C and R. d0 corresponds to the minimum y separation between adjacent waveguides while x0 denotes the distance in the x direction between the two positions of minimum separation between the waveguides. (b) 2D numerical simulations showing the atomic probability distribution at three different consecutive times during the SAP for a 87 Rb atom. Here, vx = 0.3αω ⊥ , d0 = 3.9α, x0 = 50α, and the radius of the ring and curved waveguides is r = 3000α, with ω ⊥ being the transverse trapping frequency of the three waveguides. (c) Waveguide configurations to (left) inject neutral atoms into, (center) extract from, and (right) velocity filter in a ring. Adapted from [29] .
two outer waveguides by engineering the couplings with position-dependent distances as shown in Fig. 10(a) .
Considering that the separation between waveguides in the transverse direction, y, varies slowly along the longitudinal direction, x, the velocity of the atom along any of the waveguides can be approximated as its projection onto the x-axis, v x . This ensures that the atomic longitudinal motion can not excite the transversal modes and it can therefore be decoupled from the transversal dynamics. Thus, the system can be effectively reduced in the y-direction to a 1D triple well potential, analogous to the system presented in Sect. III A 1. The validity of this assumption has been checked by the direct numerical integration of the time-dependent 2D Schrödinger equation with the waveguides modeled as truncated harmonic potentials in the transverse direction [29] . Figure 10(b) shows three consecutive snapshots of the 2D atomic probability distribution where, with the SAP counterintuitive approaching sequence, the atom is completely transferred from the transverse vibrational ground state of the C waveguide to the same state of the R waveguide. Realistic models close to present experiments for the implementation of this technique have been proposed for cold atoms in atom-chip waveguides [87, 88] , or radiofrequency traps (for both cold atoms and BECs) which allow for a better control of the asymptotic energy states of each waveguide [89] , see Sect. III F.
The SAP process depicted in Fig. 10(a,b) constitutes an injection protocol of a single cold neutral atom into a ring trap if we assume that the R waveguide is part of a ring, see Fig. 10(c-left) . It is easy to realize that extraction from the ring can be achieved by exchanging the role of the curved and ring waveguides, as depicted in Fig. 10(c-center) [29] . The two waveguides coupled to the ring can be switched on or off at will by simply turning on or off the laser field that generates them. As a consequence, these processes can be applied selectively when needed and with higher robustness and efficiency than in the case of simply spatially overlapping the ring and the input/output waveguides [90] .
It is also possible to implement a velocity filter if one takes into account that the adiabaticity of the process is controlled by the atom's injection velocity. Then, the adiabaticity condition, Eq. (20), depends on v x through the length of the interaction region, x 0 = v x T , which allows for the definition of a threshold longitudinal velocity [29] 
where J max n is the maximum tunneling rate for the n-th vibrational state. For injection velocities below v th x , the process is adiabatic and the transfer succeeds, but atoms with higher velocities end up spread over the three waveguides. While the switch between these two behaviours is smooth, v th x gives an estimate of the region of parameters for which SAP is efficiently performed. The velocity filter can then be implemented with the structure shown in Fig. 10(c-right) , designed to perform a double SAP process: from the ring to the external waveguide and back to the ring. In this situation, slow atoms are able to adiabatically follow the spatial dark state and return to the ring trap with high fidelity, while faster atoms that do not fulfill the adiabaticity condition spread among the three waveguides.
C. Electrons
The challenge of scalable quantum computing using spins [91, 92] or charges [93] in semiconductors introduced the need for long-range quantum transport. This need was either to satisfy the DiVincenzo criteria around flying qubits [94] , or to address gate density issues with donor in silicon approaches to quantum computing [95] . Electronic SAP provides one potential avenue to longrange transport in a quantum circuit and examples are discussed below. However the possibility of engineering the placement of sites, and hence tailoring the Hilbert space accessible to the electrons, provides other opportunities. Although it is not discussed in detail here, there is also related work on SAP in superconducting systems [96, 97] 1. Transport
The idea of adiabatically transferring electrons in an electrical circuit appears to have originated around 2000/2001 [98] [99] [100] . These early works considered a STIRAP-like process to transfer a charge through a double quantum dot system, and as such differ qualitatively from the SAP schemes that we are concentrating on systems that do not utilize electromagnetic driving. Nevertheless, this scheme forms an important bridge between STIRAP and SAP, and it is therefore instructive to review it in some detail.
Spatial STIRAP considers an engineered double quantum dot, as shown in Fig. 11 , in which the electron is moved between the two molecular states. These two molecular states are labelled |1 and |2 , and each can be coupled to an excited state |0 . Only the excited state is coupled to the source-drain leads, so that |1 and |2 are long-lived. Resonant radio-frequency fields are applied to induce STIRAP dynamics, which leads to adiabatic population control. However, this scheme does not provide net population transfer for complete transport, as the molecular states have equal populations in each of the dots, although it is straightforward to consider schemes where full population transfer would be realized. Because the excited state is coupled to source and drain leads, the proposal is analogous to STIRAP via ionizing states [101] .
In contrast to STIRAP, SAP schemes involve spatially distinct start and end points, and the electronic proposals involve localized sites (e.g. dopants or quantum dots) with control of inter-site coupling via modulation of the tunnelling barrier, usually via electrostatic surface gates. The other important distinction between electronic SAP and SAP of neutral particles is the role of decoherence, and this will be discussed below. The first proposal that explored such transport was that of Ref. [26] , which considered long-range transport of an electron through either a chain of dopant ions (in particular, phosphorus in silicon) or quantum dots.
While the three-site transport mirrors other SAP proposals, the importance of Ref. [26] was the extension to chains of more than three sites via the straddling scheme [102] , which has applications in phosphorus-insilicon quantum computing. This scheme allows for longrange transport to be achieved without the necessity of applying gate control to the dopant sites within the chain, but only to the end-of-chain dopants. In this way, the overall gate density can be reduced, leading to a proposal for a scalable architecture utilizing adiabatic electronic transport for spin-based quantum computation [103] . Adiabaticity arguments show that the time for transport across a chain of n sites scales with √ n to leading order [104] . Extending electronic transport via the straddling scheme has also been discussed [85, 105] . Another major reason for exploring SAP for chargebased transport in phosphorus-in-silicon quantum architectures is related to the timescales for control and tunnelling. For a proposed inter-dopant spacing of about 20 nm, the hopping time is expected to be of order of 100 ps [103] . For non-adiabatic control of population on such timescales, a bandwidth at least an order of magnitude faster than this is required, a task highly non-trivial for classical, cryogenic control electronics. Conversely, using adiabatic passage requires control pulses with a bandwidth at least an order of magnitude or two smaller than the hopping time. In this way, the full bandwidth implied by strong coupling between the dopants can be utilized without control at this bandwidth, provided the decoherence rates permit the longer adiabatic timescales (see below).
Hydrogenic arguments have been used for determining the relevant energy scales and disorder effects [26, 103, 106] . More sophisticated treatments have explored the microscopic properties of phosphorus in silicon for adiabatic passage more rigorously using the NEMO3D tight binding code [107] , including disorder [108] . The main result from the NEMO3D simulations is the existence of extra molecular states for realistic phosphorus atoms, which are in general not detrimental to SAP.
Quantum dot systems provide considerable opportunities for transport protocols. In addition to the idealized proposal of [26] , more realistic transport in a triple square well system was analyzed in Refs. [72, 109] . SAP in exchange-only coupled quantum dots has also been proposed [110] . Whilst electronic SAP is still yet to be demonstrated in any system, recent developments in coupled quantum dot systems suggest that this milestone will soon be achieved. The first designed triple dots in the one electron domain were shown by Schröer et al. [111] , with further developments in Refs. [112, 113] .
As mentioned above, the key challenge to electronic SAP is to maintain the coherence of the system over a timescale long compared with the transport time. A naive estimate of the error rate yields the standard result that the transport error is simply the product of the total time with the decoherence rate, provided that the adiabatic limit is satisfied. A slightly more sophisticated calculation gives the error just less than this product, as the population is not in an equal superposition throughout the protocol [103] . However, such calculations ignore some more realistic aspects of decoherence in the solid state, which highlight the fact that the role of practical decoherence is interesting and non-trivial.
To go beyond phenomenological models for decoherence requires a microscopic treatment. The first such treatment was given by Kamleitner et al. who considered both spatially-registered and non-Markovian noises [114] . Subsequent work by Rech and Kehrein [115] considered measurement backaction and Vogt et al. considered the related problem of STIRAP in the presence of two-level fluctuators [116] . In all of these cases, the analyses show that although decoherence is important when applied to the ends of the chain, SAP is relatively immune to the effect of decoherence, whatever the cause (measuring devices or a fluctuating environment), that is applied solely to the central 'bus' states.
The relative robustness from decoherence arises from the suppression of population in the bus states, and is strongest in the case of the straddling scheme. For a multi-state chain with 2n + 1 sites, labelled in increasing order from left (|1 ) to right (|2n + 1 ), the general solution for the dark state is [85, 105] 
where we have introduced J i as the (possibly timevarying) tunnel matrix element between site |i and |i + 1 , and the normalization
Note that this result guarantees that all of the even numbered sites will have precisely zero population in the adiabatic limit. To understand the robustness to decoherence, one can consider the case of the straddling scheme, where J 1 , J 2n J j with 1 < j < 2n. In this limit, and assuming J j = J S , Eq. (31) reduces to the simple result [26, 102] 
for n > 1. As can be seen, the form of this straddling dark state is the same as that for conventional three-state SAP, except for the correction term, which is suppressed by the 1/J S factor. Now if we consider just the case of isolated 'decohering centres' (for example localized measurement devices or two-level fluctuators coupled to the moving charge), which are considered one of the main sources of decoherence in the solid state, then the only parts of |D 0 that can be effectively measured are the ends of the chain, because these are the only parts of the system with appreciable population. This has significant importance for the design of high-fidelity quantum wires in the solid state, since the fragility of a SAP chain does not increase linearly with the length of the chain. Note, however, that the increased chain length implies a √ n increase in transport time, and hence the decoherence environment of the ends of the chain needs to be proportionally longer [104] .
Gates, branches and electronic interferometers
Engineered quantum systems provide the opportunity to design interesting topologies, and in the following we review a few of the suggestions for multi-qubit gate operations, branched and interferometric configurations. The branched topology approach [117, 118] , which is also referred to as mutliple-recipient adiabatic passage, MRAP, is a simple extension of conventional SAP, with the consideration of multiple end destinations for the excitation. These end points connect to a shared 'bus', and due to symmetry, an excitation can be distributed to an equally weighted superposition state of the end points. In its simplest form, where the 'bus' comprises a single site, and there are two final states, this scheme is very similar to the Unanyan, Shore and Bergmann (USB) approach to geometric gates [119] (see also [120, 121] ), which we discuss below.
The USB approach was introduced for realizing robust unitary gates for laser-driven tripod atoms, shown in Fig. 12 . The motivation for this scheme is that in laser driven systems, although absolute intensities, and hence Rabi frequencies, are not always easy to control, relative intensities can be maintained with high accuracy, as can predefined phase shifts. changeThis overall motivation does not always translate across to SAP systems, for example in evanescently coupled waveguides where errors in position are expected to be uncorrelated. Nevertheless, this scheme is still explored for adiabatic gates.
The four-state USB Hamiltonian can be written in matrix form with basis ordering |0 , |1 , |2 , |3 , where |0 is the shared excited state, as
and where it is assumed that the Rabi frequencies J i are real. The USB scheme assumes that the system is initially in state |ψ = α|1 + β|2 , and it seeks an adiabatic pulsing scheme for the J i that will perform a geometric gate operation. When J 1 and J 2 are non-zero, |ψ can be expressed in the canonical dark/bright basis,
where |D is the dark and |B is the bright state. Note that these states only depend on the ratio γ = J 2 /J 1 , which is kept constant during the USB scheme. The standard approach for understanding problems involving bright and dark states is to rewrite the Hamiltonian in this basis [122] . The USB scheme now works by employing a pulse sequence with J 3 applied first, and J 1 and J 2 together later, i.e. J 3 (0) J 1 (0), J 2 (0), and
. This will adiabatically move the population in |B to |3 , while the population in |D will not evolve. To achieve a non-trivial gate operation on the qubit subspace |1 and |2 , the evolution is then reversed with the addition of an extra π phase shift. This is achieved in the optical implementation of the USB scheme by a non adiabatic phase shift in the Rabi frequency of the field effecting J 3 . In SAP, implementing this phase shift is more difficult, and seemingly restricted to purely real variation. Hope et al. [123] proposed varying coupling to a 'slab' mode (discussed further in Sect. V D). Another option would be to follow a return pathway via an extra two intermediate states, to pick up an additional minus sign, as can be seen from Eq. (31) below, although this does increase the complexity of the scheme.
The net result of the forward and backwards SAP with the symmetry breaking π phase shift is a rotation gate acting on the qubit space defined by |1 , |2 , that is [123] 
Because the J i are real, this gate can only perform rotations in the X-Z plane of the Bloch sphere, and hence arbitrary gate operations cannot be achieved using this method. The USB scheme can be extended to consider more general Morris-Shore type operations [124, 125] . Intriguingly, MRAP allows for a symmetry-breaking approach [64] , qualitatively different from what has been explored in the USB scheme. Starting from the simple example where a superposition state can be created by effectively performing SAP with two endpoints, rather than one, one immediately realizes than the reverse process trivially returns the system to its initial FIG. 13. Scheme for operator measurements between two qubits, via a transported particle. The top panel shows the pulse configuration for the tunnel matrix elements, labelled by the steps in the protocol shown below. (I) The system is initialised with the transported particle in |A , and the two qubits in some separable state |ψ1 |ψ2 . (II) SAP is used to transport the particle to an equally weighted superposition (1/ √ 2)(|B1 + |B2 ). (III) Two-qubit controlled unitaries are performed between the particle and the qubits. (IV) The controlled unitary operations break the time-reversal symmetry of the SAP. Nevertheless, by performing a binary measurement of the particle present/not present at |A , it is possible to collapse the qubits to a non-trivial entangled state. Reprinted from Ref. [64] state. The symmetry between the forward and backward paths, however, is broken in the USB approach by introducing an additional π-phase shift, which allows for the nontrivial gate rotation. However a mechanism for breaking symmetry between the pathways can also be provided by two-qubit interactions, see Fig. 13 . The system comprises a particle, for example an electron, which can exist in one of four possible states: initial state |A (for Alice), final states |B 1 and |B 2 (for BobAt the start of the protocol, the system is initialised with the electron in state |A , and the qubits Q 1 and Q 2 are in the states |ψ 1 and |ψ 2 respectively. Adiabatic passage through |C is then used create a superposition state at sites |B 1 and |B 2 , via
where we have introduced J A as the tunnel matrix element between |A and |C , and J B = J B1 = J B2 is the tunnel matrix element between |C and |B 1 , and |C and |B 2 . This brings the system into state
which is fully separable. Because the electron is in a superposition of states, the application of two-qubit gates between the electron and the qubits will in general entangle the qubits. If we assume that the two-qubit gate takes the form of a controlled operation (e.g. CNOT) where the electron is the control and the qubit the target (|ψ → |ψ ), the system transfers to
While this state appears similar to |Φ , it is no longer separable, and therefore the reversal of the SAP process does not lead to the electron trivially returning to |A . Instead, it leaves the system in the state
The protocol then proceeds by performing a measurement to determine if the electron is at |A . If the electron is found at |A , then the qubits are projected into the entangled state (|ψ 1 |ψ 2 + |ψ 1 |ψ 2 ) / √ 2. If the electron is not at |A , then a local rotation of the phase of the electron at (for example) |B 2 is performed, and then the electron can be returned to |A via a reversal of the initial SAP process. In this case, the qubits are projected to the orthogonal (but known) entangled state (|ψ 1 |ψ 2 − |ψ 1 |ψ 2 ) / √ 2. This approach can be used as a primitive for realizing more general operatormeasurements, and hence may be useful for quantum error correction protocols.
A more direct approach to realising two-qubit gates has been proposed by Kestner and das Sarma [126] . In this protocol they consider a triangular triple dot configuration with two spins acting as qubits. Their aim is to effect a CNOT interaction between the qubits. This is achieved by a combination of SAP pulses, with spindependent tunnelling and local spin flips. The key advantage of the Kestner and das Sarma proposal is that due to the use of SAP, they predict significant robustness against fluctuations in the control parameters, and low frequency environmental noise.
A concept for interferometer-like behavior in a quantum dot network using a a Mach-Zehnder style configuration was studied in Ref. [30] . The authors considered a central 'ring' of four connected quantum dots, with initial and final dots connected to the outside of the ring. The system shows an interesting interplay between adiabatic and non-adiabatic features as the degeneracy (introduced by an additional pair of control gates) between the two arms of the interferometer is increased. For antisymmetric detunings of the arms, this effects a kind of adiabatic electrostatic Aharanov-Bohm loop [127] , superimposed on robust adiabatic transport for all other detuning situations.
D. Bose-Einstein condensates
Spatial adiabatic passage is not limited to the transport of single quantum particles and it has been considered, for instance, for Bose-Einstein condensates (BECs). A BEC is obtained when a dilute gas of identical bosons is cooled down to quantum degeneracy, and it exhibits a non-linear behavior due to interparticle interactions. In the limit of zero temperature and within the mean-field approximation, the BEC dynamics in a one-dimensional geometry can be described by a wavefunction ψ(x, t) that obeys the 1D Gross-Pitaevskii equation (GPE) [128] 
where V (x, t) is the trapping potential and g 1D = 2N
√ ω y ω z a s is the 1D non-linear interaction constant.
The total number of atoms in the BEC is given by N , ω y (ω z ) is the trapping frequency for the y (z) harmonic confinement, and a s is the s-wave scattering length. The normalization of the wavefunction is chosen to be
|ψ(x, t)| 2 dx = 1. The three-mode Hamiltonian for the BEC in a triple well potential can be derived in a similar manner as in Sect. III A 1 by writing down the BEC wavefunction as a superposition of the localized eigenstates for the isolated wells with the probability amplitudes a i = N i /N e iφi , where i = L, M, R. Here, N i and φ i are the number of atoms and the phase of the BEC in each well. Making use of the definitions (6) and (7) one then obtains the BEC three-mode Hamiltonian which is analogous to the three mode Hamiltonian (5), with the diagonal terms ω i replaced by ω i + g|a i | 2 , where g is the atomic selfinteraction energy [74] .
Note that, as a consequence of the non-linear contributions in the diagonal of BEC three-mode Hamiltonian, the localized states in each trap are in general not resonant during the SAP sequence. Moreover, the nonlinearity leads to additional non-linear energy eigenstates, level crossing scenarios, and bifurcations that can break up the adiabatic following of the spatial dark state. Graefe et al. [129] showed that by imposing ω R = ω L , a complete SAP transfer of the BEC between the outermost wells of a triple-well potential can be achieved for g∆ ≥ 0 and |g| < |∆|, where ∆ ≡ ω M −ω L (see Fig. 14) . Additionally, as discussed in [89] , time-dependent trapping frequencies can be considered to compensate for the time-dependent energy shifts that the non-linear interaction produces in each well. In the context of the three-mode Hamiltonian, the SAP sequence has also been discussed in a cyclic triple well potential [130] . The numerical integration of the GPE was used to study the fidelities for the SAP process in different parameter regimes [65] and to show that nonlinearities can improve the sensitivity of matter-wave interferometers based on SAP [131] .
For adiabatic passage of a BEC within the two mode approximation [74, 132, 133] , one obtains the same Hamiltonian as for the single particle case, see Eq. (24), but now replacing ω by ω+gW . Thus, there exists a dark variable d(θ) = W cos θ + U sin θ with a mixing angle θ that now reads tan θ = J/(ω + gW ). In Ref. [74] , this model is used to investigate the robust splitting (varying θ from 0 to π/2), transport (varying θ from 0 to π), or inhibiting transport (varying θ from 0 to 0 through arbitrary intermediate values of θ) of a BEC initially located in the left site of a double-well potential. Temporal control of the mixing angle θ can now be achieved via a temporal variation of either the energy bias or the nonlinear interaction with respect to the tunneling rate. The dynamics were investigated from a nonlinear systems point of view, by deriving the stationary solutions, performing a linear stability analysis, and discussing possible bifurcation scenarios. In [132, 133] protocols generalizing the Landau-Zener and Rosen-Zener schemes were presented, stressing the role of the nonlinearity for transport in double-well potentials.
E. SAP in two dimensions
In the following, we will review recent results related to SAP in two-dimensional systems. Considering more spatial dimensions can lead to new scenarios where additional couplings can be obtained.
In fact, in the triple-well case, the simultaneous coupling of all traps during the SAP procedure can be achieved by designing triangular trapping geometries. In quantum optics, to couple the two ground states of a Λ system requires advanced electric or magnetic couplings [58] or the use of chiral molecules [59, 60] .
Triangular trap configuration
The simplest two-dimensional system that can be considered is formed by three harmonic potentials (labeled A, B and C) with equal trapping frequencies forming a triangle [31] , as schematically shown in Fig. 15 . The tunneling rates between traps i and j are denoted by J ij , and their explicit dependence on the distance d ij is given by Eq. (18) in Sect. III A 1. Assuming that the dynamics of the system are restricted to the space spanned by the localized ground states of the three traps, {ψ A (t), ψ B (t), ψ C (t)} (see Sect. III A 1), the Hamiltonian that governs the particle's evolution can be written as
Diagonalizing this Hamiltonian gives the energy eigenvalues
where k = 1, 2, 3 and p = − 2 (J 
with 
and
For J AC = 0, which means q = E 2 = b 2 = 0, the system recovers the same expressions as for the 1D SAP case, see Sect. III A 1.
Starting with a single atom located in the vibrational ground state of trap A, and keeping trap B fixed, the SAP sequence consists in initially approaching and separating traps C and B. Later on, and with a certain temporal delay T , traps A and B are approached and separated, keeping the angle β fixed. This variation of the distances between traps leads to the familiar counterintuitive sequence of couplings and also introduces a coupling between traps A and C, see Fig. 16(a) .
From the analytical expression of the eigenstates (44) one can see that at t = 0 the particle is in state Ψ 2 (t = 0) = ψ A . Following this eigenstate, see Fig. 16(b) , at the end of the adiabatic process, the atom will be in state Ψ 2 (t = t max ) = −ψ C , and full transfer is achieved. As one can see from Fig. 16(d) , this process is successful in the interval 0 ≤ β β th = 2π/3. For β = β th , the three tunneling rates become identical at a certain time during the dynamics, which corresponds to the appearance of a level crossing in the spectrum, see Fig. 16(c) . In this case, it is no longer possible to adiabatically follow Ψ 2 , and the system is instead transferred to Ψ 3 . At the end of the process, the particle state will therefore be in an equal superposition of the ground states of traps A and B. For β > β th the level crossing is again avoided but for large β the transfer of the atom between traps A and C fails again, because the coupling strength J AC is significant during the first stage of the process and leads to unwanted Rabi-like oscillations. This behaviour has been confirmed by numerically integrating both the Hamiltonian (42) and the 2D Schrödinger equation, obtaining a very good agreement as shown in Fig. 16(d) .
The coherent splitting of the atomic wavefunction between the traps A and B occurring for β = 2π/3 in the triangular configuration of traps can be used to design an interferometer to measure spatial field inhomogeneities. After the splitting, a relative phase ϕ is picked up by the parts of the wavefunction in traps A and B, leading to a state of the system of the form (ψ A − e iϕ ψ B )/ √ 2, which can be decomposed in a superposition of Ψ 1 and Ψ 3 . Reversing the temporal evolution of the SAP couplings, the contribution of Ψ 3 will be transferred to Ψ 2 at the level crossing and end up in trap A, while the contribution of Ψ 1 will evolve backwards and at the end of the process will be in a superposition of traps B and C. By then measuring the population of the three traps, one can infer the relative phase before the recombination. Simulating this process, very good agreement between a numerically imprinted phase and the one obtained from the populations has been obtained, demonstrating the excellent performance of this system as a matter-wave interferometer [31] .
Generation of angular momentum
In addition to the already discussed possibilities for quantum state preparation through SAP processes in 1D (see Sect. III B 3), SAP in 2D can also be used to create and control angular momentum [33] . For this, one can consider a geometrical arrangement of three 2D harmonic traps, analogous to the one depicted in Fig. 15 , but with the trapping frequency of trap C chosen as half that of traps A and B. In this configuration, the ground energy levels in traps A and B are resonant with the first excited level in trap C, allowing for a large tunnel coupling between them. Since the first excited energy level of trap C is doubly degenerate, it supports an an-gular momentum carrying state through a superposition of the two energy eigenstates ψ C 1,0 (x, y) and ψ C 0,1 (x, y) in the chosen x-y reference frame. In particular, maximum angular momentum, L z = ± , occurs when these two degenerate states are equally populated and have a phase difference of π/2.
In the considered triangular configuration, tunneling into the first excited states of trap C is described by the rates J AC 1,0 , J AC 0,1 , and J BC [33] . Therefore, the dynamics of the system in the basis of the asymptotic states of the traps, {ψ 
The generation of angular momentum occurs during the SAP transfer of the particle from trap A to trap C, with the same trap movement as described in Sect. III E 1. The initial state of the system (particle in trap A) can be written as a superposition of two of the eigenstates of the system. Thus, if the process is adiabatic and level crossings are absent, this superposition of eigenstates is followed all through the process, leading to a final state that only involves the asymptotic states of trap C, ψ C 1,0 (x, y) and ψ C 0,1 (x, y). In fact, the two asymptotic states of trap C are equally populated at the end of the process, with a phase difference, ϕ(t max ), proportional to the total time of the process t max . The expectation value of the angular momentum can be found to be L z (t max ) = sin[ϕ(t max )], which allows to control the angular momentum of the system by choosing an appropriate value for t max , see Fig. 17 .
Two-dimensional lattices
SAP can also be applied between distant sites of 2D rectangular and triangular lattices by dynamically controlling the tunneling rates. For this, one maps the motion of a particle in the 2D lattice to the Fock space dynamics of a second-quantized Hamiltonian for appropriate bosonic fields [134] . To illustrate the procedure, one can consider a 3 × 3 rectangular lattice in the tight binding and nearest-neighbor approximations. In this case, the temporal evolution equations for the probability amplitudes for finding the particle in each of the sites can be derived from the time-dependent Schrödinger equation with a quadratic Hamiltonian. This requires the introduction of six coupled bosonic oscillators consisting of products of annihilation and creation operators of independent bosonic modes and of a state vector which is a linear superposition of nine states resulting from the application of two different creation bosonic operators onto the vacuum. The Heisenberg equations of motion for the six bosonic field operators are formally analogous to two sets of three-level equations for SAP, provided that the The parameter values are β = 0.55π and T = 0.2tmax, and dBC and dAB vary from 10α to 3.5α, and from 9α to 2.5α, respectively. From [33] .
operators are replaced by c-numbers [134] . Thus, the adiabatic evolution of the operators leads to adiabatic passage in Fock space. This analysis can also be extended to rectangular lattices (with an odd number of sites in each direction) and to triangular lattices [134] .
F. Practical considerations
Implementing SAP techniques requires identification of experimental systems that have localized asymptotic states between which a controllable time-dependent coupling exists. To achieve this, one typically considers trapping potentials in which the low energy part of the spectrum is experimentally accessible. Changing either the distance between adjacent traps or the height of the separating barrier between them allows to create a timedependent tunneling coupling. The first possibility is usually considered in microtrap systems for atoms or ions [25] , whereas the latter one is more suitable for electrons in quantum dots [26] .
A second requirement is that the system must posses a state, such as the spatial dark state, that allows transfer. From the three-state model it is clear that this is fulfilled if the asymptotic states for each potential at any point during the process are in resonance. However the exact diagonalisation of the Schrödinger equation shows that high fidelity transport can still be achieved in the presence of a small detunings between the traps. If these detunings are too large, however, effective tunneling between the potentials is prevented and the transport will break down.
From an experimental point of view the second re-quirement means that the trapping potentials should not change significantly over the whole process. Changing the distance between microtraps, however, leads to certain overlap between neighboring traps which can alter the shape of the individual potentials. This can lead to level crossings in the spectrum that can make following of the dark state harder, or detunings that become too large for the process to be efficient. Ensuring that this does not happen usually involves significant experimental resources or restrictions on the parameter space [25, 65, 70] . Finally, the whole SAP process has to be carried out adiabatically, so that the system does not leave the lowest band or the dark state at any point during the evolution. This requires precise dynamical control as the time scales for the process need to be chosen such that they fulfill an adiabaticity condition, like the one given in Eq. (20), and are shorter than the life-and coherence times of the system.
Optical traps
One of the first experimental systems suggested for observing SAP were optical potentials generated through a microlens array [25] . By illuminating the lenses with reddetuned laser light, ultracold atoms can be trapped in the focus above the lens, with typical trapping frequencies for 87 Rb atoms on the order of 10 5 − 10 6 s −1 in the transverse directions and 10 4 − 10 5 s −1 along the laser beam direction [135, 136] . This means that the traps can be adiabatically approached in the millisecond range or even faster by using optimization techniques.
The distances between the individual traps can be adjusted by using separate laser beams illuminating each lens. However, this also leads to an increased overlap of the optical intensities and therefore to a significant distortion of the resulting potential. The resonances between the individual traps are then no longer guaranteed and one needs to consider the use of additional compensation techniques to restore them. For example, a simple and robust manner to do this in a system of three Gaussian-shaped dipole traps is to dynamically adjust the depth of the center trap [70] , see Fig. 18 .
Atom chips
As discussed in Sect. III B 7, SAP processes can also be implemented for particles moving in a waveguides system by changing the distances between three different waveguides in the direction of propagation. Particle waveguides can be created using optical or magnetical potentials and in [88] a system of three waveguides on an atom chip was investigated. Atom chips are versatile experimental tools that are by today used extensively in experiments with ultracold atoms. A small current flowing through nanofabricated wires on the substrate produces a magnetic field gradient in such a way that cold atoms can be trapped very close to the surface. Because the layout of the nanowires can be chosen during the chip production process and the currents are small, they allow for highly stable potential generation [137] .
An example of a waveguide potential for 6 Li atoms and for experimentally realistic parameters is shown in Fig. 19 . If an atom is injected in the left waveguide, and moves in the positive z direction, these waveguides provide the desired counterintuitive tunnel coupling needed to transfer it to the right waveguide. However, this system also suffers from the effect that the overlap between neighboring waveguides leads to a deformation of the individual potentials (see Fig. 19(a) ), and consequently to a breakdown of resonance. Similarly to the optical traps discussed above, a reduction of the current in the middle wire allows to compensate for this (see Fig. 19(b) ).
If one considers a wavepacket traveling in the waveguides, a couple of additional points need to be considered: the wavepacket must be launched with an initial velocity, and its dispersion in the longitudinal direction needs to be compensated. Both of these tasks can be dealt with by adding a harmonic potential along the z direction centered at the middle of the chip. This will allow to launch the wavepacket and also lead to a refocusing at the classical turning point on the other side of the chip. In [88] it was shown that the process is adiabatic if its total time is taken to be much larger than the inverse of the transverse trapping frequencies of the individual waveguides. Choosing realistic parameters for the atom chip (waveguide length in the z direction 1 mm, initial separation between waveguides 7 µm, transverse trapping frequencies 2π × 5 kHz, frequency of the longitudinal harmonic potential 2π × 5 Hz), this time was shown to be 0.1 s. Even though the bend in the waveguide couples the longitudinal and transversal directions, the large difference in trapping frequencies ensures that this coupling is small.
Finally, the bend in the wires will also lead to a potential from the currents in the z-direction (note that this is absent in the optical waveguide realization, discussed below), which requires the atom to have enough kinetic energy to overcome it. This has direct consequences for being able to fulfill the adiabaticity condition. However, 20   FIG. 19 . Isosurfaces of the waveguides created on an atom chip with the direction of propagation indicated by the blue solid arrow (for clarity the longitudinal harmonic potential is omitted in this plot). In (a) all the wires carry the same current, and in (b) the current in the middle wire is reduced. For full parameters, see the original reference. From Ref. [88] .
this local potential maximum can be reduced by increasing the length of the atom chip (z-direction) and therefore reducing the curvature of the wires.
Full 3D simulations with experimentally realistic parameters were carried out in [88] and confirmed that such systems allow to achieve SAP with very high fidelities for appropriate tunings of the currents in the individual waveguides.
Radio-frequency traps
A system that is more robust against distortion from the overlap of two neighbouring potentials than optical traps can be constructed by radio-frequency (rf) traps, which rely on coupling magnetic sublevels in the presence of an inhomogeneous magnetic field [138] [139] [140] [141] . This coupling leads to avoided crossings in the energy spectrum and therefore to minima and maxima in the potential landscape the atoms see. As the couplings are spatial resonances, changes in the eigenspectrum only alter the potentials locally and do not affect the overlap with neighbouring traps.
To produce an rf potential with three minima along the x-direction, it is necessary to employ six different radio frequencies. Moving the traps can be achieved by changing the individual rf frequencies that are associated with each trap. An exact sequence that allows to realize the SAP transfer was given in [89] , where it was also shown that high transfer fidelities can be achieved without the need for any additional compensation potentials.
The use of rf traps also allows to design a realistic setup to extend SAP to non-linear systems, for example BoseEinstein condensates (BECs) (see Sect. III D). Here the Hamiltonian in the three-level approximation has a nonlinear term in the diagonal which is as a function of the particle numbers in each trap. As these numbers are a function of time, the non-linear terms will change during the SAP process and therefore modify the resonances between the traps. A straightforward way to compensate for this is to allow for the trapping frequencies to be functions of time as well [89] . Starting with the BEC in the left trap, N |a L | 2 will decrease during the process, while N |a R | 2 will increase. Adjusting the trapping frequencies ω L and ω R can restore the resonance between the uncoupled traps by ensuring that ω i + g|a i | 2 is approximately constant at all times. However, in order to be able to make the three-level approximation, one must ensure that g|a i | 2 < ω i for all values of g|a i | 2 and ω i . This means in practice that the process is limited to cold atomic clouds with small nonlinearities. A detailed description of this process is given in [89] . Note that a different setup for SAP transfer of BECs using optical traps was described in [129] .
Speeding up adiabatic techniques
As discussed above, the robustness of adiabatic processes such as SAP make them very useful tools to prepare and manipulate quantum states. However, the price for this are the long time scales these processes require, i.e., the fact that the inverse of the total time has to be much larger than all characteristic frequencies of the system. At first look, this makes adiabatic processes uninteresting for quantum information processing because they not only require highly efficient protocols, but also fast transport processes between gate operations. Slow processes can be problematic because decoherence and noise can affect the system, leading to final states with reduced fidelity. Therefore, it is desirable to develop techniques which are fast and lead to high fidelities.
One such group of techniques are based on optimal control theory (OCT) algorithms. These work by determining the time dependence of a number of control parameters which minimizes a cost function, e.g. the infidelity of a process, subject to some constraints such as the initial state or the maximum coupling strengths. OCT has been applied to speed up many adiabatic pro-cesses [142] [143] [144] [145] , and in particular SAP transport of a BEC in a realistic model of Gaussian-shaped optical microtraps [146] . In this work, the authors divided the entire SAP process into three steps and optimized them individually via the CRAB algorithm [147, 148] . These three steps consisted of (i) the initial approach between all traps before tunneling set in, (ii) the actual SAP process, and (iii) the final separation of the traps once the SAP dynamics are finished. Furthermore, the optimization algorithms allowed to take the atomic interactions into account and showed that a significant speed up could be achieved without compromising high fidelities.
Another group of techniques are shortcuts to adiabaticity (STA), which were first introduced in Ref. [149] to describe different protocols that allow to speed up adiabatic processes [150] . These rely on a number of different approaches, such as counterdiabatic or transitionless tracking algorithms [151] [152] [153] [154] , the use of the LewisRiesenfeld invariants [149, 155, 156] , or fast-forward techniques [157, 158] . By today they have not yet been applied to SAP processes. The combination of OCT with invariant-based engineering techniques is promising to be particularly successful, since the later allows by construction for a perfect fidelity, while OCT can help to select the ones that optimize some physically relevant variables [159] .
IV. DARK STATE ADIABATIC PASSAGE
While until now SAP has been discussed in the context of the motion of particles around some defined spatial network, a similar formalism can be used to describe the transport of spins on a lattice [105, 160, 161] . This protocol is usually called dark state adiabatic passage (DSAP) [160] , and while much of DSAP is conceptually very similar to conventional SAP, the robustness of spins to decoherence, as compared with degrees of freedom such as charge mean that there are potentially practical advantages in solid-state implementations. Furthermore, highspin systems introduce additional richness to the properties of the adiabatic passage [162] .
Following the notation in Ref. [163] , as this highlights the connections with the previous analyses, the Hamiltonian for a three-spin system with an excitation exchange coupling is
where B is the (possibly time varying) Zeeman energy associated with the magnetic field, J z,i is the spin projection operator along the z axis for particle i, J
is the spin raising (lowering) operator for particle i, and d ij (t) is the time-varying (gated) coupling energy between (nearest neighbour) particles i and j. This generic Hamiltonian takes into account dipole-dipole or exchange-based coupling schemes, and the mechanism for the time control of the d ij can vary with the particular implementation. Extensions to longer chains are, for the most part, relatively straightforward. Figure 20 shows a schematic of a three-spin-1 implementation, with counterintuitive pulse sequence of spinspin coupling and eigenspectrum as a function of time through the protocol, assuming a squared sinusoidal coupling of the form
Here, d is the maximum coupling, and the total time t max is assumed long enough to ensure adiabatic evolution. In the presence of a modest B field, the eigenspectrum splits into manifolds defined by the number of excitations in the system, since the form of the coupling also conserves the total number of excitations. We label the states |1 , |0 and |1 , denoting the alignment of the spins with respect to the z axis of the applied magnetic field. Certain aspects of the eigenspectrum in Fig. 20 (c) are intuitively easy to understand with reference to conventional SAP. The trivial manifolds with ±3 excitations, which consist of a single state, |111 and |111 respectively, are not affected by the DSAP protocol as there is no possibility for excitation exchange. The manifolds with ±2 excitations, which are spanned by the states {|011 , |101 , |110 } for −2 excitations, and by {|011 , |101 , |110 } for 2 excitations allow for DSAP. In fact, these manifolds are identical to the spin-1/2 case with one excitation, and one can trivially generalize this result to any high-dimensional m-spin chain with N particles, if the system is restricted to having either −mN +1 or mN − 1 excitations. In this way, DSAP in these manifolds is analogous to single particle or single hole SAP (see Sect. III B 5).
The remaining three manifolds also allow for DSAP, as they include a state which shows no change in energy throughout the adiabatic passage. The states |D ±1 are adiabatically separated from the rest of the states in their manifold, but |D 0 0 crosses with other states in its manifold. However, there is no possibility of coupling to the crossing states as there is no matrix element for interaction. The dark states marked in Fig. 20(c) are [163] 
Because of the presence of multiple dark states, it is possible to transfer an arbitrary qutrit using DSAP from spin 1 to spin 3, provided the other two spins are in the well-defined states |11 , |11 or (|11 − |11 ) / √ 2. If the other two spins are not in these states, then noisy evolution is observed, which is similar to having extra particles in the canonical SAP schemes discussed above.
The properties of DSAP with higher spins and for longer chains are not yet fully known. One can speculate that qudit transport for the trivial cases of all of the other qudits in either the maximal or minimal spin orientation will be very similar. However it is not clear what the set of all allowed configurations for the non-transported qudits is. Nor it is obvious what the properties of multidimensional orientations, as discussed in Sect. III E will be. These are expected to be fruitful areas for future research.
V. SPATIAL ADIABATIC PASSAGE OF LIGHT AND SOUND
Analogies between matter waves and light propagation have been very successful in the past years [164] and SAP processes have been studied to coherently control the propagation of light and sound in evanescently-coupled waveguides. Moreover, optical-waveguide systems have allowed for the first experimental realizations of SAP, and enabled a simple and direct visualization of these coherent transport processes.
Optical waveguides typically consist of a core of higher refractive index surrounded by lower refractive index material, so that light is transversally confined within the waveguide due to total internal reflection [165, 166] . Light beams travelling through a waveguide are in a superposition of the allowed solutions of Maxwell's equations, i.e. the modes of the waveguide. These modes mainly propagate through the core of the waveguide, but also exist in the surrounding material of lower refractive index, where the electromagnetic field is called evanescent, as its amplitude decays exponentially outside the core of the waveguide. If two waveguides are close enough, they can be coupled through these evanescent fields.
The scenario is similar for sound waves travelling through linear defects in sonic crystals, which work as waveguides [167] [168] [169] [170] [171] [172] [173] . The linear defect creates allowed bands within the bandgap of the sonic crystal, which are the propagating modes of the sound waves. Sound travels mostly within the defect, but there are also evanescent fields surrounding the linear defect. If two linear defects are close enough, the evanescent field can couple them [174] .
Electromagnetic or sound waves propagating in a system of coupled waveguides are usually described in terms of a set of coupled-mode equations, where the dynamics take place along the propagation distance. Similarly to Sect. II, to perform a SAP process of light or sound, an eigenvector of the waveguide structure (also called a supermode) must be followed. This supermode is a superposition of the individual modes of the waveguides. The separation and shape of the waveguides can be used to control the strength of the couplings and/or the propagation constants of the modes along the system.
A. Two coupled waveguides
Wave propagation in a system of two coupled singlemode waveguides can be described by the following coupled-mode equations
Here, z is the propagation direction, a i are the mode amplitudes (with i = L, R representing the left and right waveguides, respectively), β i are the propagation constants of each waveguide individual mode, and Ω LR is the coupling coefficient between the two waveguides. For simplicity we have considered that the coupling from the left to the right waveguide and from the right to the left waveguide is equal. In the case of evanescent coupling, the dependence of Ω LR on the separation between the two waveguides, d(z), is given by
where Ω 0 and l are constant at a given frequency. The propagation constants β i are related to the geometry of the system and the material used for the individual waveguides. For the case of light propagation, these dependences can be written as an effective refractive index for each waveguide mode, n eff i , i.e., β i = k 0 n eff i , where k 0 is the propagation constant in free space.
The diagonalization of Eq. (58) gives the two supermodes of the structure, S and A, as they correspond, in the case of the two waveguides having the same propagation constant, to the symmetric and antisymmetric superposition of the individual modes. They can be expressed as
where the mixing angle θ is defined by
with ∆β = β R − β L . The propagation constants of the supermodes are
One can see from Eqs. (60) to (62) that when |∆β| Ω LR , θ is either 0 or π/2, depending on the sign of ∆β.
In that case, each supermode stays localized in a different waveguide. Moreover, when |∆β| Ω LR (the two propagation constants are very similar), θ = π/4, and the supermodes spread equally between the two waveguides (see schematic example in Fig. 21(a) ). Therefore, by initially exciting one of the supermodes and adiabatically varying the propagation constants and the coupling, it is possible to coherently control the wave propagation. A particular case of this would be a SAP transfer between the two waveguides following one of the supermodes, analogous to a quantum-optical RAP process [14, 15] . Two-waveguide couplers performing SAP were extensively investigated initially for microwaves [175] [176] [177] and later on for the optical regime [178] [179] [180] [181] [182] [183] [184] . Light propagation in coupled waveguides has also been considered as a classical system that allows simulating quantum dynamics. One of the first presented analogies, discussed an optical realization of Landau-Zener dynamics in a twolevel quantum system [185] . This particular case, which can be viewed as a RAP scheme for which the coupling is considered constant, was experimentally realized in [186] , see Fig. 21(b) .
B. Three coupled waveguides
We now explore a system of three single-mode coupled waveguides, for which the wave propagation is given by the coupled-mode equations [165, 166] 
Here, a i represent the mode amplitudes with i = L, M, R accounting for the left, middle and right waveguides, Ω LM (Ω RM ) is the coupling coefficient between the left (right) and the middle waveguides, and β i are the propagation constants of each waveguide mode. Following most of the studied cases, one considers that the waveguides on the left and on the right are not directly coupled and takes the waveguides to be identical and constant along z such that β L = β M = β R . One of the supermodes obtained by diagonalizing Eq. (64) is where the mixing angle is given by tan Θ = Ω LM /Ω RM . This supermode is analogous to the dark state previously discussed for matter-wave systems, whose adiabatic following leads to a complete and robust transfer of a classical wave between the two outermost waveguides. Analogously to Sect. III A 1, this is achieved by considering that the left waveguide of the triple-waveguide system is excited at the input port (Θ = 0), and that the spatial configuration of the waveguides forces the couplings to follow a counterintuitive sequence along z, as shown in Fig. 22(a) . If this modification is performed adiabatically, D(Θ) transfers the light to the right output port (Θ = π/2), without any light intensity in the middle waveguide. This constitutes an example of SAP-based transport analogous to quantum-optical STIRAP [16] . If the couplings are such that Θ evolves from 0 to π/4, D(Θ) involves the left waveguide at the input and an equal coherent splitting of the beam between the two outer waveguides at the output, analogously to the socalled fractional STIRAP [187] . Transport via SAP between the outermost waveguides of an optical three-waveguide system as discussed above was first proposed in [34, 189] , and experimentally observed shortly thereafter [35, 190] . More recent experiments with CMOS-compatible technology were carried out in [47, 188] , see Fig. 22(b) . All these experiments constituted the first implementations of SAP techniques in a three-mode system, and clearly demonstrated their robustness. Moreover, they also showed the ability of optical waveguides to simulate and test certain aspects of quantum dynamics.
Other schemes for achieving adiabatic transport in systems of three waveguides have been proposed, one suggests a new geometry consisting of three straight but non-parallel waveguides [191] , and one based on Raman chirped adiabatic passage (RCAP) [192] , where the following of the supermode is achieved by varying the propagation constants of the waveguides [193] .
C. Non-linearities and absorption
While the above considerations assumed the propagation dynamics to be linear, when intense light propagates through a medium, there is a change in its index of refraction n. The first correction, the Kerr effect, yields n = n 0 +n 2 I, where n 0 is the index of refraction at low intensities, n 2 is the nonlinear coefficient, and I is the light intensity. The effects of such nonlinearities on SAP were studied in [190] , by including them into the coupled-mode equations through a modification of the propagation constants as β i → β i + Γ|a i | 2 . Here Γ = ω 0 n 2 /cA eff , with ω 0 being the optical angular frequency, c the speed of light, and A eff the common effective area of the waveguide modes [194] . The inclusion of the Kerr non-linearities into the description of the optical waveguides is analogous to the non-linearities in Bose-Einstein condensates, see Sect. III D.
The effect of the nonlinearity on SAP in a system of two coupled waveguides was analyzed theoretically and experimentally in [42] , reporting the first observation of optical autoresonance: at a sharp threshold of nonlinearity the phase difference of the wave between the two waveguides stays locked. For three coupled waveguides, it has been shown, theoretically and experimentally, that the transfer of light between the outermost waveguides depends critically on the excitation power [190] . The role of the nonlinearity in each of the waveguides was also studied in [195] .
The effect of decay or absorption on SAP processes in systems of three coupled optical waveguides has also been studied in the literature. The adiabatic transfer was shown to break down even for small values of the absorption in the initial or target waveguide [43] , while it remains robust against absorption in the central waveguide [45] . Multilevel structures are also of significant interest, as they allow SAP light transfer between the outermost waveguides of an array with an odd number (larger than three) of optical waveguides by following a supermode of the system [36] . This has been experimental demonstrated [37, 39] (see Fig. 23 ), and it was shown that the transfer works for a broad range of wavelengths. Different configurations of multiple waveguides have also been suggested to function as multiple optical beam splitters [38, 46] . Additionally, studies of the robustness of SAP pected, an almost complete light transfer from the left to the right waveguides is observed both in the case of Figs. 2 and 3. The residual, though small, light power left in waveguide L and the small but still visible transient excitation of intermediate waveguides may be ascribed mainly to residual excitation of out-of-resonance dressed states because for our structures, the condition ͑⍀ L,R / ⍀ 0 ͒ Ӷ ͱ2͑N+1͒tan͓/͑N+1͔͒ is only weakly fulfilled. To check that the observed behavior is really an adiabatic passage scheme mimicking atomic STIRAP in an equivalent threestate system, we measured the fluorescence patterns for an input excitation of the right ͑instead of the left͒ waveguide. The fluorescence pattern for the N = 5 structure is depicted in Fig. 4 , together with the corresponding light pattern evolution predicted by numerical simulations. In this case, the order of pump and Stokes pulses ⍀ P ͑z͒ and ⍀ S ͑z͒ is reversed ͑⍀ P precedes ⍀ S ͒, and a complex power exchange scenario among the various waveguides ͑including the intermediate ones͒ is now observed.
In conclusion, we have proposed and experimentally demonstrated an adiabatic light transfer scheme that allows efficient power exchange between the outer waveguides in a finite arrayed waveguide structure with negligible excitation of all the intermediate ones. processes in the presence of asymmetry variations in the waveguides were carried out in [45] . Optical analogues of Rabi oscillations and STI-RAP transfer via the continuum were proposed for waveguide-based photonic structures [40] and experimentally demonstrated [41] . In these systems, the continuum is approximated by a central array of waveguides that forms a plane perpendicular to the plane that contains the outermost waveguides used for the SAP process. Similarly, other works study the wave optics analogue of coherent population trapping of bound states coupled to a common continuum using systems of multiple waveguides [196, 197] .
The evanescent coupling inherent in waveguide approaches restricts strong coupling to nearest neighbours. This means that breaking free from effectively 1D topologies without introducing significant cross talk is problematic (although a notable exception is presented in [38] ). One method for avoiding the restriction of nearestneighbour coupling is to use a long-range 'bus' mode, which for example, can be a thin shallow ridge optical waveguides on a slab mode [49] . Thin shallow ridge optical waveguides are similar to conventional rib waveguides, although the height of the rib is smaller compared to typical rib designs and perturbations in the geometry of the rib can cause the modes to be radiative [198] . Although such losses are usually considered detrimental, this loss is coherent and can couple to other slab modes, allowing for long range coupling. Furthermore, the waveguides themselves can be spaced far apart so that the evanescent coupling between them is negligible. Hence by controlling the distance between the waveguides, it is possible to perform SAP processes across arbitrary distances within the slab. However, as the slab is increased in size, the spectrum of the bus modes becomes denser, which interrupted at L 0 = 95 mm shortly before the sample end to obtain a two channel nearfield output pattern.
A measurement of the light evolution inside the fSTIRAP devices is accomplished by utilizing the color center fluorescence 17 of nonbridging oxygen hole centers ͑NBOHC͒ 18 and self trapped exciton defects ͑EЈ͒. 19 Both types of color centers are created during the laser writing process in the vicinity of the waveguides. Additionally, their spectively, with low power in the central waveguide. However, the blue light splits with a ratio of 55:40, with a nonnegligible fraction remaining in the central guide. Hence, we assert that at 476 nm the lower operation limit of our device is exceeded, which can be attributed to weak coupling in the blue regions.
The full spectral response of the fSTIRAP beam splitter was also measured by waveguide excitation with a supercon- Lower row: measured intensities of input, center, and output waveguides, and the incoherent sum of 633 nm, 532 nm, and 476 nm (fourth column). From [44] .
increases unwanted off-resonant coupling to slab modes with different symmetry from the main (resonant) slab mode.
The long-range bus allows particular freedom to explore complex device geometries. The implementation of a full non-deterministic CNOT gate [199] was proposed in [123] , by utilizing the Unanyan, Shore and Bergmann approach to realizing the 50:50 and 1/3:2/3 gates [119] . This also allowed for a realization of the Hong-Ou-Mandel effect [200] . While an adiabatic implementation of a beam splitter immediately implies that the two-photon input must demonstrate the Hong-OuMandel effect (based on symmetry considerations), the actual adiabatic pathway is highly non-trivial involving coupling across ten states of four waveguide modes.
Several applications based on SAP of light waves have been proposed. For instance, it was experimentally demonstrated that a spatial analog of the fractional STI-RAP technique works as a broad-band polychromatic beam splitter [44] , see Fig. 24 . Other examples of optical beam splitters based on SAP are given in [38, 46] .
A multiple waveguide system for interaction-free measurements based on the modification of the supermodes of the system due to the effect of a measured object on the couplings between the waveguides was suggested in [48] . Unlike the original proposal for quantum bomb detection [201] , which utilized quantum mechanical interference, the adiabatic passage version performs sensing by having the bomb shift states out of the null space, leading to a different final outcome and preventing population from reaching the bomb.
SAP of light can also be used for spectral filtering as the evanescent coupling depends on the light wavelength. Because the coupling between waveguides is stronger for longer wavelengths, these are capable of adiabatically following a dark-state supermode and are transferred between the outermost waveguides of a triple-waveguide system. Short wavelengths, on the other hand, are unable to adiabatically follow the supermode, and propagate towards the outputs of the middle and initial waveguides, see Fig. 25 . Such a simultaneous high-and low-pass spec- Simultaneous high-and low-pass spectral filter based on SAP. Experimentally measured intensities are represented as the transmittance at the outermost waveguide (grey) and the sum of the middle and the initial waveguide (black) outputs relative to the total output intensity, as a function of the wavelength. From [47] .
tral filter was demonstrated experimentally with identical coupled TIR silicon oxide waveguides [47] , and shown to represent an alternative to other integrated filtering devices, such as interference filters or absorbance-based filters. As the waveguides are fully CMOS-compatible, they can be monolithically combined with other photonic and electronic elements into photonic integrated circuits, allowing SAP processes to become promising candidates to control the flow of light. In a similar manner, SAP processes have been proposed to robustly spatially separate spontaneous parametric down-converted photon pairs from the pumping photons [51] , see Fig. 26 . This consitutes a novel integrated scheme for the generation of Bell states.
Another example of a SAP-based application is a polarization rotor [50] , which can also be integrated in photonic circuits. This system requires two waveguides, a signal and an ancillary one, and three modes: two orthogonal polarization modes in the signal waveguide and an additional one in the ancillary waveguide. A dark-state supermode can then be modified and followed by controlling the distance between the two waveguides and the width of the signal waveguide. This allows for a highly efficient adiabatic conversion between the two orthogonal modes in the signal waveguide.
E. SAP of sound waves
As we previously commented, systems of linear defects in sonic crystals (acting as waveguides for sound waves) are suitable for SAP processes. As an example, a system with two linear defects was considered in [52] and two frequency ranges were studied. For the first one, two supermodes of the system coexist and the sonic crystal was described using coupled-mode equations equivalent to Eq. (58) . In this regime, by spatially modifying the linear defects, it is possible to design a broad-band beam Power at the upper, PU,out (red dots), and lower,PL,out (blue squares), output ports, normalized with respect to the total output power, as a function of the frequency. From [52] .
splitter, based on the following of either of the two supermodes. Exciting a superposition of the two supermodes of the system, the same structure can also work as a phase difference analyzer, i.e., a device that allows to infer the phase difference of two beams at the input ports by measuring the intensity at the output ports.
In the second studied frequency range, only one relevant supermode exists, making it possible to reduce the length of the designed structures since there are no diabatic transitions to any other allowed supermode. A broad-band beam splitter (see Fig. 27 ) and a coupler were proposed, with much shorter lengths as compared to the devices in the first range of frequencies [52] .
VI. FINAL REMARKS
Since the first observation of dark states in the 'riga nera' experiments during the mid 70s [18, 19, 21] , they have been the basis of some of the most fruitful quantum-optical techniques: coherent population trapping (CPT) [202] , electromagnetically induced transparency (EIT) [203, 204] , and stimulated Raman adiabatic passage (STIRAP) [16, 205] . These techniques, where two transitions of three internal levels of an atom (or molecule) are coupled with two laser fields, have given rise to a large number of applications routinely used in modern physics: velocity selective laser cooling [206] and atomic clocks [207] based on CPT, slow/superluminal light [208] and quantum memories [209] based on EIT, and single-photon guns [210] and holonomic quantum computation [211] based on STIRAP, to name only a few.
About one decade ago, spatial adiabatic passage (SAP) in one-dimensional triple-well systems, the matter-wave analogue of the STIRAP technique was proposed [25, 26] . In it, the tunneling interaction plays the role of the laser fields and spatially localized states take the place of the internal states. In the first two seminal papers this was shown to allow for a high fidelity and robust quantum transport, which led to subsequent works that showed that SAP techniques hold a large potential beyond the STIRAP analogy. The fact that SAP consists of adiabatically following a spatially delocalized dark state allows for the possibility to perform matter-wave interferometry to measure non-uniform fields, to extend it to higher dimensions involving, for instance, orbital angular momentum states or to consider coupling geometries that are often forbidden in STIRAP. Another extension is dark state adiabatic passage where a quantum spin state is transported along a chain of particles.
It is also worth noting that STIRAP schemes using the bright eigenstates exist [205, 212, 213] , which are challenging to realize in quantum-optical systems due to the presence of spontaneous emission. However, as this problem does not exist in spatial systems, they are promising candidates for future extensions of SAP.
Despite the many theoretical investigations on matterwave SAP, it has not yet been observed. Experimental difficulties stem from a number of facts. First, a single atom or, alternatively, a BEC, needs to be prepared in the ground state of one of the three wells only. Moreover, the tunneling amplitudes between left-middle and middle-right wells need to be independently controllable in a way that avoids excitations of unwanted vibrational states. While this is experimentally demanding, no fundamental obstacles to observe matter-wave SAP exist, and significant experimental effort to observe SAP in real physical systems is currently ongoing.
Finally, SAP can also be applied to other systems, most notably to light beams propagating in evanescentlycoupled optical waveguides. Therefore, these systems can be used to simulate some fundamental aspects of quantum mechanics, while at the same time, SAP allows for the development of efficient photonic devices. In fact, SAP processes have been already observed for light beams.
Given the potential and the fast development of the research in spatial dark states in recent years, it is highly likely that they will play a significant role in many applications related to quantum transport, quantum metrology, spintronics, quantum information science and condensed matter physics in the near future.
