The ability of Artificial Neural Networks (ANNs) to learn from experience rather than from mechanistic descriptions makes them the preferred choice to model processes with intricate variable interrelations. Some of these processes can be found in the area of biotechnology. In this work we aim to use ANNs and data fusion to provide better instrumentation for a fermentation process and eventually optimise its performance. Of particular interest is the robust estimation of biomass in the production of an antibiotic. Several feed-forward Back-propagation Neural Networks (BPNs) have been chosen for the experiments using the Levenberg-Marquardt learning algorithm. Work has been carried out to test the generalisation capabilities and performance in the presence of noise and sensor failure. It has been observed that, given the appropriate training, data fusion and ANN methodology lead to estimation of these parameters with an accuracy comparable to instrumentation errors.
Introduction
For the monitoring and control tasks required to optimise fermentor operation, on-line monitoring of all variables would be the best solution. Off-line methods mean loss of information density, delay in getting results and normally require greater human effort.
Real-time monitoring of fermentation processes using a variety of on-line sensors is increasingly common in the biotechnology industry. In spite of this, some measurements required on the fermentation broth are determined by off-line analytical methods from samples taken manually [l] . Biomass and product concentration in fermentations are two such measurements. Our aim is to estimate biomass in the given fermentation process using ANNs and sensor data fusion and thus bridge the gap left due to the lack of on-line measurement of this variable. Data fusion deals with the synergistic combination of information made available by various knowledge sources such as sensors, in order to provide a better understanding of a given process. Synergism refers to the interaction of elements such that their combined effect is greater than the sum of the individual effects [2] . The fusion of data from different sensors, be it redundant or complementary, will add new valuable information that would otherwise be unavailable. The need for data fusion arises because normally the information gathered is incomplete, uncertain, prone to failure or imprecise [3] . The information is generally modelled and integrated using several possible methods one of which is the ANN approach. Complex interrelations among variables of the process are an inherent characteristic of fermentation processes. This has led researchers to create 'software sensors' where, by means of a computer program, variables are estimated from the information gathered by other measurements [4, 5] . We have used this technique together with data fusion to estimate biomass in a fermentation process. Data fusion is achieved in two stages. The first stage consists of training ANNs with several sets of inputs to estimate biomass. A second stage further fuses the data and provides a more robust estimator. Using ANNs and data fusion we attempt to acquire a general model of a type of fermentation process.
Data pre-processing
The data were normalised prior to presentation to the network using Equation (l):
where, X n is the normalised value, X min is the minimum value of the parameter and X max is the maximum value of the parameter. This brings the range of all the parameters to between 0.l and 0.9 giving faster convergence of the ANN. Typically, using pre-processed data, convergence takes less than ten epochs and a few seconds.
The data were also pre-processed by applying linear interpolation to the historical biomass data to get a periodic sampling rate on all the variables of interest. Based on our experimental results a constant sampling period of two hours on all the variables worked best. The variables used as inputs to our ANNs are carbon dioxide evolution rate (CER), dissolved oxygen tension (DOT), elapsed time (etime) and pH. The choice of inputs was made taking into consideration reports by other researchers [7, 8] . We have included the data for the measured pH which, in the fermentation that the Manchester Biotechnology Centre (MBC) run is a controlled 'variable', set to 7.0. In fact, the recorded data ranges from 6.987 to 7.021 due to noise generated by the instrumentation and the control actions. That the parameter is really a constant should be reason enough to disregard it or look for another one. In spite of this reasoning the data for pH have been included because, as will be seen later, they contributed to some of the best approximation points in one of our fusing systems. In our experiments we confirmed that the sampling period of the training data is of paramount importance in determining a good response from the ANN.
The ANNs
The number of inputs to the network is equal to the number of input variables. Considering our past experiments, the number of neurones in the hidden layer was fixed to 6. The output is always biomass (one output). We have found for this application that if a good generalisation capability of the ANN is desired, the target training error (the criteria to finish training) should not be held too low. Using a figure of around 5% of the normalised data range we have obtained the best results. The error is the difference between the ANN estimate and the measured biomass. We set the hidden layer activation functions as sigmoidal and the output layer activation functions as linear. The algorithm used is the Levenberg-Marquardt learning algorithm using MATLAB's Neural Network Toolbox™.
Tests
We have employed four data files (FER181, FER187, FER253 and FER256) which were preprocessed with normalisation and interpolation of biomass. The purpose of the experiment reported here was to determine the best set of inputs to estimate biomass and we have taken the sum of the sum of squared errors (SSE) for each of the three files as a measure of this. We train with one file and test on the other three. The results of the experiments for several groupings of inputs are presented in Table l . The results are given in the form of sum of SSEs on the three testing files.
The result of the best estimation, ie, estimating biomass when the network was trained with three inputs, CER, DOT and etime is presented in Figure l 
Sensor data fusion for biomass estimation
Most of the inferential estimation applications in the literature are of biomass and are drawn from the readings of CER and fermentation age. If the carbon dioxide analyser fails, then the estimation fails. It would be desirable to have a system that could estimate biomass from various sets of inputs, ie, several subsets of CER, oxygen uptake rate (OUR), DOT, alkali addition, fermentation age, etc. This redundancy in information would lead to a more robust monitoring and control of the fermentation.
Using the outputs of several networks such as the one above (trained with different sets of inputs) as inputs to a 'fusing stage' we expected to improve the quality of the estimations.
Even if the estimations proved no better, as we show later, we still have a very robust (and thus attractive) estimator, given the fact that it would take the simultaneous failure of several sensors to invalidate its output.
Sensor data fusion has been attempted in two different ways. First, the fusion was carried out through a new ANN, a fusing network (see Figure 2) . Based on the biomass estimation results shown in Figure 1 , we trained four networks to estimate biomass, having four different groups of inputs. A fusing network was formed from the estimates of these four networks (four inputs) and trained to learn biomass (one output). The fusing network has one hidden layer and six units on that layer. The inputs to the four networks on the first stage, which all have biomass as output, are:
1) CER and elapsed time (CT);
2) DOT and elapsed time (DT);
3) pH noise and elapsed time (PT);
4) CER, DOT and elapsed time (CDT).
A second form of fusion (which we call scheduling) is achieved by means of a system that chooses the best approximations (estimates) to the real biomass from the four estimates generated in the first stage above. An interesting problem is how to decide which of the four estimates is closer to the real biomass (the variable being estimated). The solution we proposed was to take this decision based on a one-step-ahead (OSA) estimator for every time step. The OSA estimator was a trained ANN with architecture based on the guidelines set out previously. This estimator generated a 'model', based on which, a selection of an estimate from the first stage was made. This way, the results should indicate which inputs are more relevant at every sample time of the fermentation. Figure 3 illustrates this second method of data fusion.
For the two methods described we trained the networks on one file and tested on the other three data files available. Figure 4 and 5 are the fusion and scheduling results respectively. In Figure 5 , the symbol indicates the origin of the estimation. A summary of the results is shown in Table 2 . The average error in testing for the fusing network is 5.30%. This represents only a slight improvement over previous estimates, but, as will be demonstrated later, this is a more robust estimator. The scheduling results give an average error in testing of 4.58% which is also an improvement over previous estimates (see Section 4) . Moreover, as will be shown later, this method is very robust as one would expect due to the redundancy in information available.
Noise tests
In order to test the robustness of the estimators, we tested their performance under measurement corruption (noise) and sensor failure. Noise tests were accomplished by adding random noise of varying amplitude to the sensor signal. We have defined sensor failure as a constant or sudden drift in the sensor reading. We first added to the sensor signals random noise of 50% (up to ±50%) and proportional to the signal, ie:
The networks have been trained on data from FER187 only but the noise has also been applied to this data set.
The average error in testing under noisy conditions is, for the fusing network, 5.33%, and for the scheduling program, 4.60%. This shows that, although one of the inputs has been corrupted by 50% noise, the testing results are hardly changed. When the network was tested with the noisy inputs the results were as presented in Table 3 .
For the sensor failure tests, Figure 7 shows the ramp, the signal to be affected (in this case DOT) and a 'failed' input. Again, the addition of the corrupting signal is through the following formula:
In this case we added a negative ramp of 100% of the data's range to the DOT signal. The fusing network now gives an average error of 6.68% and the scheduling program an average error of 5.80%, which are not very far from the original testing errors.
This means that, although one of the sensors is failing, a very good estimate of the biomass is still obtained. Moreover, the generalisation capabilities of both systems are still good. A summary of the results can be seen in Table 4 (faulty DOT sensor).
Conclusions
We have demonstrated that an Artificial Neural Network is able to learn the inter-relations between certain inputs and biomass for a fermentation process. We have proposed an improvement to the estimations using a two-stage method. 
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