Abstract: This paper compares two metamodel-based methodologies for multi-criteria simulation optimization (SO), using the injection molding of a disposable camera front housing as a case study. The first methodology uses linear regression metamodels and data envelopment analysis (DEA) to iteratively identify potential Pareto solutions, while the second one uses a Gaussian process metamodel and calculates an expected improvement to determine the new input runs sequentially. A one-to-one comparison of the approaches is presented using two optimization examples. The first example involves two process outputs and the second involves three. The approaches are evaluated using the same number of simulations, and are compared in terms of the quality of the obtained Pareto front, based on the hypervolume indicator. Advantages and disadvantages of both methods are discussed.
Introduction
For a plastic molder to be successful in the global market, it must deliver high quality products at the lowest possible cost. One approach to selecting the best processing conditions is to experiment in the manufacturing floor. Such experimentation usually requires a considerable amount of time and money. Alternatively, computer simulations are now used to represent the molding process, because the reliability of simulation models in manufacturing and in particular, in injection molding, has greatly increased in recent years. Such computer simulations are used to identify the process conditions that optimize the relevant process outputs. The optimization of a process via a deterministic simulation model can be viewed as an extension of simulation optimization (SO) or optimization via simulation (OvS), both of which are traditionally concerned with stochastic simulation models.
Since simulation software plays the role of a black box, a closed form expression of the simulation outputs is not available. Therefore, optimization methodologies for simulation outputs are typically based on metamodels, which are mathematical approximators that relate the inputs and outputs of the simulation model. Then, the metamodel is used to compute approximate outputs of the simulation software in the optimization algorithm. The motivation for using metamodel-based techniques is due to the computational cost required to evaluate a single simulation run, which can range from minutes to hours to days. Therefore, it is usually not feasible to use a traditional technique that requires evaluating the simulation software hundreds to thousands of times. Different types of metamodeling techniques have been used in OvS, with response surface methodology (RSM), kriging metamodels and artificial neural networks (ANNs) being some of the most common. A comprehensive review of metamodeling techniques used in OvS can be found in [1] for stochastic simulation and in the deterministic simulation literature in [2] .
While metamodeling is complicated in itself, the difficulty of optimizing manufacturing processes is that they involve optimizing several conflictive process outputs (objectives) simultaneously. Therefore, the optimal solution for one objective is typically suboptimal for the other objective(s), so that a solution that is simultaneously optimal for all objectives does not exist. Consequently, the set of best compromises between all process outputs needs to be found. These solutions are known as Pareto optimal or non-dominated solutions. Assuming that k process outputs are to be minimized, the multiple objective optimization problem can be written as:
subject to x ∈ X where X is the set of feasible solutions. A feasible solution x 1 for the problem is said to dominate the feasible solution x 2 if: 2 ) for i = 1, … , k , and f i ( x 1 ) < f i ( x 2 ) for some i ∈ {1, … , k } [3] . Figure 1 shows a set of eight solutions of a bicriteria ( k = 2 ) problem. Each point represents a candidate solution in terms of their objectives ( f 1 and f 2 ). The aim is to minimize f 1 and f 2 simultaneously. In this case, solution number 6 dominates solution numbers 1 -5 and number 7, but does not dominate solution number 8, since f 2 ( x 6 ) > f 2 ( x 8 ); solution numbers 6 and 8 are the nondominated solutions of this set. The input (controll able variable) values of the non-dominated solutions are known as Pareto set ( P X ), and the corresponding output values are the Pareto front ( P Y ).
Recent contributions to the area of multiobjective optimization that use metamodeling are given for stochastic simulations by Dallino and Kleijnen [4] , Ryu et al. [5] , and Zakerifar et al. [6] , and for deterministic simulations by Emmerich et al. [7] , Keane [8] , and Svenson [2] . Among the metamodels used are response surface models, quadratic regression models, and kriging models.
In this paper we compare two multi-criteria optimization methodologies based on metamodels. The first uses a multiple linear regression metamodel, and the second one a metamodel based on a Gaussian process model. We determined the Pareto front of an injection molding process, based on a finite element simulation model for molding a disposable camera. The objective for one case is to find the values of the process controllable variables that minimize part shrinkage of two different segments simultaneously, and for a second case to minimize total part weight, as well as minimize part shrinkage of two different segments. The paper is organized as follows. Sections 2 and 3 describe the multiple criteria simulation optimization methodologies. Section 4 describes the simulation model. Section 5 illustrates and compares the methodologies using the example with two process outputs. Section 6 compares the two approaches using the example with three process outputs and in Section 7, we present conclusions and discuss future work.
Method 1: A regression-based approach
The first approach we consider is based on a linear regression metamodel. In brief, at each iteration, a multiple linear regression model for each process output is constructed using all the available data, which are used to predict the outputs of the simulation model. Then, data envelopment analysis (DEA) [9] is used to estimate the Pareto solutions that form the piecewise linear envelope surface of the evaluated data. The solutions that belong to the envelope surface are termed efficient solutions. These solutions are then evaluated using the simulator, and with the new information available, the metamodels are updated. In more detail, the methodology consists of the following nine steps.
Step 1: Generate an experimental design for the controllable variables. The design will have n points.
Step 2: Run the simulation software at each design point.
Step 3: Find the set of non-dominated outputs [current Pareto front ( P Y -best )], and corresponding inputs [current Pareto set ( P X -best )].
Step 4: Construct a multiple linear regression model for each process output using all available data. The proposed regression model has only one degree of freedom for error; this is the number of parameters (regression coefficients) including the constant term is exactly n -1. Record the coefficient of determination (R 2 ) of each metamodel.
Step 5: Use the metamodels generated in Step 4 to predict the values of the process outputs for a large set of input combinations, say, a uniform grid with at least 10 levels per input. If the optimization problem involves constraints on the inputs, eliminate the input combinations that violate them.
Step 6: Using DEA, identify the solutions that form the piece-wise linear envelope surface of the evaluated data (generated in Step 5) , and call the corresponding input combinations the predicted Pareto set -( ).
X best P Step 7: Using the simulation software, simulate the solutions on the predicted Pareto set (obtained in Step 6) . If the number of solutions on -X best P is larger than the remaining computational budget (maximum number of simulations allowednumber of simulations run up to this point), randomly select solutions of -X best P up to the allowed computational budget. Alternatively, eliminate solutions that are close to each other using a distance criterion.
Step 8: Update the Pareto front; that is, compare the new simulated solutions against the current Pareto front.
Step 9: Evaluate the stopping criteria. Three stopping criteria are considered: (1) the maximum number of simulation runs has been reached; (2) the R 2 value of all metamodels is larger than (1-ε ), with ε small number; (3) the Pareto front does not change after a set number of iterations. If at least one of the stopping criteria is met, stop and report P Y -best and P X -best , otherwise go to Step 4.
Additional details of this OvS methodology can be found in [10] , where it was first introduced. Two different designs of experiments are used here to sample the initial data set; a central composite design (CCD) and a maximin Latin hypercube design (Mm LHD).
Method 2: A Gaussian process metamodel approach
In brief, this method first builds an interpolator of the simulator output,
, based on a Gaussian process interpolating model, as described in Sacks et al. [11] or Santner et al. [12] . Then, a metric, called the maximin improvement, is defined to quantify the " improvement " that the current estimated Pareto front would have if the simulator output at a given x o is added to the outputs. Because we wish to know this metric at all x o , without having to compute any values of f ( x o ), the metamodel is used to estimate f ( x o ), and hence the maximin improvement can be estimated for all points in the input space X . The next input x * ∈ X is selected that maximizes the expected maximin improvement. Finally, the simulator is run at x * and the Pareto front is re-estimated based on the output data, which has been updated by this single computational run. The process continues until a budget constraint or other stopping criterion is met. In more detail, the methodology consists of the following six steps.
Step 1: Using the simulator, evaluate f ( . ) at an initial space-filling design, say, x 1 , … , x n ; we use an Mm LHD for this purpose. Empirically shift and scale the k process output functions based on these n outputs, so that the minimum and maximum of each of the k functions is 0 and 1, respectively.
Step 2: Estimate the model parameters that define the interpolating metamodel for the k output functions. We use the so-called kriging metamodel based a Gaussian process interpolating model with Gaussian correlation structure and restricted maximum likelihood estimation (see chapter 4 of Santner et al. [12] 
This is called the maximin fitness function. Here 1[ E ] is 1 or 0, according to whether or not E is true. The values f j ( x i ) for 1 ≤ j ≤ k and 1 ≤ i ≤ n are known and the expectation of f ( x ) is with respect to the
Step 5: Using the simulator, evaluate f ( x n + 1 ). Repeat
Steps 2 -5 with the updated data, until the computational budget has been exhausted. As for the previous method, other stopping rules are possible, but we illustrate only budgetary ones here.
Comparison
To compare the above methodologies, we used a simulation model for injection molding of a disposable camera front housing. The disposable camera to be analyzed in this paper is shown in Figure 2 . Two design scenarios are presented. The first one involves two controllable input variables and two process outputs (Section 4.1) and the second one involves five controllable inputs and three process outputs (Section 4.2). The second scenario also includes a constraint on the controllable inputs. The finite element mesh used in the simulation is shown in Figure 3 . The simulation software Moldflow (Autodesk, San Rafael, CA, USA) was used to estimate the values of the process outputs.
After identifying the Pareto fronts of each case study using the above methodologies, a natural way to compare the performance of the methodologies is based on the quality of the approximated Pareto front. Clearly, if one approximation to a Pareto front dominates another approximation, it will be the best. More often, neither of the two competing approximations to a Pareto front will dominate the other. As an example, consider Figure 4 , which shows (approximated) Pareto fronts determined by hypothetical Method A (solid circles connected by a solid line) and Method B (squares connected by a dashed line); each Pareto front consists of four points. From Figure 4 , we can see that solution 1B dominates 1A, and 3A dominates 3B. However, neither solutions 2A and 2B, nor 4A and 4B dominate each other, and therefore, in this example, neither Pareto front dominates the other.
For these cases, several methods have been proposed to compare approximated Pareto fronts [13] . One popular measure is the hypervolume indicator. Consider, first, a single approximation to a Pareto front that consists of the four solid circles in Figure 5 ; assume that the square solid point R at the northeast corner of the plot is the vector consisting of the worst solution (or upper bound for the worst solution) of each component of the outputs. The solutions in the shaded region are all dominated by the approximate Pareto front. This dominated region is known as the hypervolume indicator of the Pareto front. When comparing two Pareto fronts, the one that dominates the larger region of points relative to point R, is considered better by the hypervolume indicator. Formally, the hypervolume indicator of a Pareto front A relative to the reference point R is defined as:
(see [2] for additional discussion). In words, I H ( A , R ) is the volume of the set of points k y∈ᑬ in the objective space ( k outputs) that dominate R and are dominated by at least one point in A . This paper uses the hypervolume indicator to compare the quality of competing predicted Pareto fronts.
Case study 1: Optimizing two process outputs
In the first case study, it is desired to maintain the shape of the largest rectangular window (upper right corner) after shrinkage (window 3) of the disposable camera, shown in Figure 2 . To achieve this, the process output of interest is taken to be the difference between the shrinkage of the diagonals a 3 C, respectively. The fill time was kept constant at 1 s and the cooling time was set automatically, as defined by Moldflow. Automatic cooling time is defined as the time required to achieve a target average eject temperature (set temperature within 1 ° C) and the specified percentage of the part that needs to be frozen (set here at 100 % ). The ejection temperature was set at 108 ° C. The camera is to be injection molded using polystyrene made by Dow Chemical, Midland, MI, USA (trade name, Styron 685D).
The optimization problem is mathematically defined as follows: 
To solve the above problem, the two multiple criteria simulation optimization methodologies previously described were applied; a limit budget of 20 simulations was set on each method. The results are given next.
Optimization via Method 1 (regression based approach)
We illustrate the use of the first multiple criteria optimization method (Section 2) to solve problem ( α value of 0.7071 when scaled to [-1,1]. The design points are shown in Figure 6 and Table 1 . Step 2: Run simulation software at each design point.
The last two columns of Table 1 show the simulation outputs at each design point. Figure 7 shows them graphically.
Step 3: Find the Pareto front from the current simulated data. Here, a slight modification of the MATLAB function paretoset.m (written by Yi Cao and available in [14] ) was used to find the current Pareto set and front ( P X -best and P Y -best ). The nondominated solutions are number 5 and number 9, which give:
--20.00 5.50 0.06 0.00 and 45.00 5.50 0.02 0.12
Step 4: Construct a multiple linear regression model with n-1 ( = 9-1) parameters for each process output, using all available information. Here, the values of the controllable variables are scaled to be between -1 and 1. Eqs. (4) and (5) 
Step 5: After the metamodels are constructed, the values of the process outputs for a large number of input combinations are predicted. Here a grid of 510 points was constructed as follows: 51 equally spaced levels for mold temperatures (one representing a degree) and 10 levels for packing time (one at each second). Figure 8 shows the evaluated metamodels at each input combinations.
Step 6: Use DEA to identify the set of predicted Pareto solutions -( ). Table 2 .
Step 7: Simulate the predicted Pareto set. Since the number of runs on -X best P exceeds the remaining budget (20 -9 = 11 runs), two solutions from -X best P were eliminated. From the solutions which used a packing time of 6 s, two solutions were randomly eliminated. The combinations that have Table 2 are the ones we simulated.
Step 8: Update the Pareto front. Figure 9 shows, graphically, the values of the new solutions as well as the evaluations of the original design points. The Pareto solutions are 5, 12, 13, and 19.
Step 9: Evaluate stopping criteria. Since the maximum number of simulations was reached, the method stops and the Pareto set and front are reported. Next, we applied Method 1 using an Mm LHD as the initial design. Case B: Method 1/LHD
Step 1: The initial experimental design used was an MmLHD, with nine design points (the same number as the CCD). The nine point MmLHD was obtained from [15] . Figure 10 and Table 3 show the initial inputs.
Step 2: Run simulation software at each design point. Figure 11 plots the values of the process outputs for each initial input; the last two columns of Table 3 show the corresponded process outputs values.
Step 3: Find the incumbent efficient front. The non-dominated solutions are 1, 5, and 9. 
Step 4: Scale the input values between 0 and 1. Then, build a multiple linear regression model for each process output, using all available information as for Case A. The metamodels are Eqs. (6) and (7), where Step 5: Predict the values of the process outputs on the grid of 510 input combinations as for Case A. The predictions of the metamodels are shown in Figure 12 .
Step 6: Use DEA to identify a set of predicted Pareto solutions. The predicted efficient solutions are the circled solutions in Figure 12 (6 solutions). The corresponding input values are in Table 4 .
Step 7: Simulate the predicted Pareto set. Table 4 shows the simulated process output values of the predicted Pareto solutions.
Step 8: Update the Pareto front. Figure 13 shows the values of the new simulated outputs and those at the initial input set. The Pareto solutions of this 15 point set are 1, 5, 9, 11, 13, and 14.
Step 9: Evaluate the stopping criteria. At this point, none of the stopping criteria were met, i.e., (1) the maximum number of allowed simulations (20) has not been reached; (2) the R 2 for all metamodels does not exceed the set bound (95 % ); and (3) the new Pareto front differs from the current one. Therefore, the method will go back to Step 4.
On iteration 2, two new solutions were predicted to be part of the Pareto front. However, after simulating, we validated that they did not belong to the actual Pareto front. At this iteration, the R 2 value of the metamodels reached the predetermined 95 % bound; therefore the method stopped. The following are the final Pareto set and the final front. Note that only 17 simulations were computed in this case. 
Optimization via Method 2 (Gaussian process model based approach)
This section illustrates the application of the second approach to solve problem (3). Following the steps described in Section 3, the method is as follows:
Step 1: Evaluate the values of the process outputs at an initial space-filling design. The design used here is the same that the one used on Section 4.1.1 (Case B). The data points can be seen in Table 3 and Figure 10 . The output values are shown in Table 3 and Figure 11 . Scale the outputs to be on the range [0, 1].
Step 2: Estimate the parameter of the Gaussian stochastic process (see Section 3).
Step 3: Identify the set of non-dominated solutions. This is the Pareto set ( P 
Step 4: Find x n + 1 using the expected improvement function described in Section 3; x 10 = (70.00, 6.16).
Given that the expected improvement function has several local maxima, multiple starts were used to insure that the point having largest expected improvement was selected.
Step 5: Run the simulation software at x n + 1 ; y 10 = (0.01, 0.17).
Step 6: Repeat Steps 2 to 5 until the computational budget has been exhausted (20 simulations).
The sequence of generated points is plotted in Figure 14 (inputs) and Figure 15 (outputs). The number indicates the order in which the points were generated. Points 1 to 9 (solid circles) are the initial Mm LHD points. 
Comparison of final Pareto front and Pareto set
We now compare the estimated Pareto fronts and Pareto sets found using each approach. Figure 16 shows the Pareto sets and Figure 17 the Pareto fronts obtained using Method 1/CCD (Case A), Method 1/MmLHD (Case B), and Method 2. From Figure 17 , we can see that none of the Pareto fronts completely dominates another, and that they do a comparable job with the available budget. Since the Pareto fronts are non-dominated, we calculated the hypervolume 
where 5 ) is the vector of inputs.
Application of Method 1
As for the first example, the first multiple criteria simulation optimization approach was applied twice. Two different initial designs of the same size were used. In Case A, we used a CCD and in Case B, an Mm LHD. The stopping criterion for all the cases was a maximum number of simulations of 43. Case A: Method 1/CCD
Step 1: The first design used, is the CCD, shown in Table 6 . It is a 5-factor half fraction CCD with one center point. The generated design consisted of 27 runs, however two of them violated the last constraint of problem (8) and were deleted.
Step 2: Run simulation software at each design point.
The last three columns of Table 6 show the simulated values for each of the process outputs. Figure 18 shows a 3D plot of these values. The hypervolume was calculated by dividing the dominated region into rectangles and computing its area (see Figure 3 for reference). Table 5 shows the values obtained.
From the hypervolume indicator, we can say that Method 1 in combination with a CCD dominates the largest region. Method 2 also does a very competitive job. From the Pareto sets (Figure 16 ), we can see that packing time is bounded between 3 and 9 s, while the mold temperature can go from 20 o C to 70 o C. From these solutions, an engineer would need to use other considerations to select the solution that best fits his specific case, to set the actual injection molding process. In a future paper, we will introduce some ideas on how to select a solution between the optimal ones.
Case study 2: Optimizing three process outputs
The second case study involves three process outputs, five controllable input variables and one constraint. The simulation model is the same as in Case study 1(Section 4.1). The process outputs are the shrinkage of length L1 ( f 1 ) (top of camera in Figure 3) , the difference in shrinkage for the diagonals of window 3 Step 5: Using the metamodels, predict the values of the process outputs for a large set of input combinations. In this example, a set of 7000 uniformly distributed combinations of the five controllable variables was generated. The last constraint in model 8 (5 ≤ x 4 + x 5 ≤ 15) was evaluated and the 5001 feasible vectors were used Step 6: Find the predicted Pareto set using DEA. The predicted Pareto solutions ( 16 ) are circled in Figure 19 .
The corresponding values are found in Table 7 .
Step 7: Simulate the outputs of the predicted Pareto set (from Step 6). Table 7 and Figure 20 show the results.
Step 8: Update the Pareto front. Thirty-three of the 41 simulation outputs belong to the Pareto front.
The Pareto solutions are runs 2, 4 -10, 13 -17, 20 -30, and 33 -41. These solutions are shown graphically in Figure 21 and are compared against the current Pareto front.
Step 9: Evaluate the stopping criteria. Since the maximum number (43) of allowable simulation runs has not been reached, the method returns to
Step 4.
Following iteration 2, 41 predicted solutions were efficient. However, only two ( = 43 -41) simulations are allowable under the budget and these were selected at random from the 41 possibilities. Both of these simulation outputs were part of the updated approximate Pareto front and dominated two points in the previous approximation (runs 4 and 8) . The final Pareto set contains 33 points. Figure 22 shows the final approximate Pareto front. Case B: Method 1/Mm LHD Step 1: The second design used to solve problem (8) is the approximate Mm LHD, shown in Table 8 . It has the same number of design points, 25, as the CCD of Case A. The LHD was constructed using the MATLAB function bestlh.m, available in on-line supplementary material from Forrester et al. [16] .
The simulated process outputs for the 25 input vectors are given in Table 8 . Figure 23 shows the outputs graphically. input combinations. Here, as in Case A, a set of 7000 random inputs was generated. Figure 24 shows the predicted process outputs for the 5000 feasible input combinations.
Step 6: Using DEA, the predicted Pareto set -( ) X best P was found, which consisted of 21 points; the predicted Pareto solutions are the circled solutions in Figure 24 . The corresponding input values are listed in Table 9 . The computational budget in this case was set at 43 simulations; therefore the number of runs in -X best P (21) exceeds the remaining budget of 18 ( = 43-25) allowable runs. Consequently, three solutions were randomly eliminated to meet the budget. The three solutions without run number in Table 9 are the ones eliminated.
Step 7: Simulate the solutions on -.
X best P Table 9 and Figure 25 show the results.
Step 8 
Application of Method 2
Now we show the application of the second method to solve problem (8) . Following the steps described in Section 3, the method works as follows:
Step 1: Evaluate the values of the process output at an initial space-filling design. The design used here is the same Mm LHD used in Section 4.2.1 (Case B). The initial inputs and simulation process outputs are listed in Table 8 . Step 4: Find x 26 using the expected improvement function described in Section 3; x 26 = (28.08, 215.00, 70.00, 5.00, 0.00). As in the previous example, multiple starts of the optimization software were used to maximize the expected improvement function.
Step 5: Run the simulation software at x 26 ; y 26 = (0.19, 0.00, 23.047).
Step 6: Repeat Steps 2 to 5 until the computational budget is exhausted (43 simulations).
The process output values of the sequence of generated design points are plotted in Figure 27 . 
Figure 27
Output values for design points generated using Method 2. Circles (○) correspond to initial design (1 to 25) and stars (*) to iteratively generated points (26 to 43). The final Pareto set and front are listed in Table 10 . Figure  28 shows, graphically, the final estimated Pareto front.
Comparison of final Pareto fronts and Pareto sets
We now compare the estimated Pareto fronts found using each approach. Figure  29 , we can see that the Pareto fronts do a similar job, but none dominates the other two. We applied the hypervolume indicator to identify the Pareto front that dominated the largest region of solutions. The same scaling was performed as for Case study 1, so that the reference point R was [1, 1, 1] and the maximum value of the hypervolume is 1.0. As the number of objectives increases, the complexity to calculate the hypervolume indicator analytically increases [17] . Here, we used a MATLAB function developed by Yi Cao called hypervolume.m (it can be found in [18] ). This implementation, as others, uses a Monte Carlo method. In this case 100,000 uniform random numbers were drawn on the output space and the percentage of points dominated by the approximated Pareto front is an estimate of the hypervolume. Ten independent runs were performed and the results are summarized in Table 11 . Table 11 shows the mean, the range and the standard deviation (SD) of the 10 independent runs. From the results of the hypervolume indicator shown in Table 11 , Method 2 seems to dominate a larger region of points. However, it is very close to Method 1, starting with an Mm LHD.
Conclusions
This paper has compared two metamodel-based multiple criteria simulation optimization methodologies. The first approach uses a multiple linear regression metamodel and the second a Gaussian process metamodel. Both methodologies attempt to generate solutions iteratively close to the Pareto front. Two injection molding finite element simulations were used to compare the methods. The estimated Pareto fronts produced by the methodologies are compared, first visually, then on the basis of their hypervolumes, and finally, on their ease of implementation. Visual comparisons can best be made for Case study 1. The points added by the three different approaches are shown in Figures 9, 13 , and 15. Method 1/CCD tends to add points in clumps; three of the 11 added points are in the final estimated Pareto front. In contrast, Method 1/Mm LHD added the points more uniformly to the initial Pareto front; four of the six added points formed part of the final Pareto front. Method 2 also added points uniformly, above and below the initial Pareto front; 5 of the 11 added points are part of the final estimated Pareto front. For Case study 2, a visual comparison is more difficult, therefore we used the hypervolume indicator.
When comparing the hypervolume indicators, first note that the initial design makes a difference when using Method 1 (in Case study 1, the CCD is better while in Case study 2, the Mm LHD is much better). It is clear that a design which is constructed to estimate regression coefficients well, need not produce the best predicted output function, and having accurately estimated objective functions, is the most critical factor if new points are to be selected based on this estimated surface. As measured by the hypervolume criterion, Method 2 is robust, in that it either produces the best or close-to-the-best result for both case studies. In future work, it will be important to identify the initial design that should be used with Method 1. Method 1 is easier to explain intuitively than Method 2. Method 1 directly constructs Pareto points for the approximating surfaces over a finite grid. In contrast, Method 2 uses the maximum fitness function to quantify the value of potential new inputs and this function is more opaque than the estimated surface. Method 1 is easier to implement than Method 2. This is because Method 2 requires the predictor to be re-estimated after each point has been added and each such new predictor requires the estimation of the d correlation parameters defining the Gaussian process that is used for interpolation. For small problems, this computation is fairly rapidly performed in JMP and other commercial packages, or by the freely available software of many researchers. Method 2 also requires the maximization of the expected improvement function, a task that we performed using the MADS algorithm and implemented in MATLAB in the NOMADs software. Indeed, stand-alone software in MATLAB is available for Method1 from the first author of this paper and for Method 2 from J. Svenson. In the future, we will introduce some ideas on how to select a solution between the final non-dominated solutions, as well as investigate the selection of initial design when using Method 1.
