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3Est-il possible de prévoir l’avenir et de dompter le hasard ? Si oui, 
avec quel degré de certitude ?
Ces questions tourmentent l’humanité depuis fort longtemps. On 
en trouve la trace dans l’Antiquité et le Moyen-Age, notamment à 
propos des jeux de hasard ; à commencer par le jeu de dés, l’alea 
des Romains ou l’al-zahr des Arabes, d’où nous viennent les mots 
aléatoire et hasard.
Dès la fin du 17e siècle, les mathématiciens s’emparent du 
problème en créant un outil qui doit permettre, non pas de 
supprimer l’incertitude, mais de l’estimer : le fameux calcul 
des probabilités. Ce calcul, aussi puissant soit-il, doit pourtant 
se fonder sur des données fiables pour décrire une réalité. Le 
recensement, les statistiques, puis les sondages entrent alors en 
scène. Leur association permettra de déterminer le risque, ou la 
chance, qu’un événement se produise.
On imagine aisément que de telles analyses exigent souvent de 
très longues opérations, pénibles à effectuer à la main et sources 
d’erreurs. Dès le 17e siècle, l’invention des premières machines à 
calculer, véritables trésors d’ingéniosité mécanique, simplifie ce 
travail fastidieux. La première d’entre elles, la Pascaline – inventée 
par Blaise Pascal -, ouvre la voie à toute une série d’instruments 
dont quelques exemplaires, issus des collections du Musée, 
sont présentés dans l’exposition. Ils permettent d’effectuer 
des opérations de plus en plus complexes et débouchent sur la 
calculette et l’ordinateur au 20e siècle.
Parce que les probabilités sont nées du jeu, c’est par le jeu que 
nous vous proposons d’en explorer quelques facettes : dés, pile ou 
face, roulette, rien ne manque pour découvrir cet univers fascinant, 
partie intégrante de notre quotidien.
Les jeux sont faits, rien ne va plus !
4Les dés pipés
Pour commencer votre visite, nous vous proposons de lancer 
successivement ces deux dés et de comptabiliser vos scores dans 
le compteur de résultats. 
Le dé jaune est un dé tout à fait ordinaire. Vous pouvez donc vous 
attendre raisonnablement à avoir une chance sur 6 d’obtenir 
chaque valeur. 
Le dé bleu, par contre, est pipé. Il ne vous est donc pas à priori 
possible d’estimer vos chances d’avoir telle ou telle valeur. Pour 
prévoir le comportement d’un tel dé, la solution la plus efficace 
est de le lancer un très grand nombre de fois et de calculer la 
proportion de chaque résultat. C’est ce que nous vous proposons de 
faire.
Face à un événement dont les probabilités de déroulement nous 
sont inconnues (ici, les chances d’obtenir un 6 avec le dé bleu) il y a 
trois démarches possibles :
-  L’étude d’un grand nombre de résultats. 
 C’est ce que nous vous avons proposé de faire ici.
-  L’analyse approfondie
 En confiant ce dé à un physicien qui va effectuer une étude 
approfondie du dé (répartition des masses, modélisation 
balistique etc.), vous pouvez espérer obtenir une meilleure 
information sur vos chances d’obtenir tel ou tel résultat.
- L’avis de l’expert
 Vous pouvez vous en remettre A l’avis d’un tricheur 
professionnel qui, après avoir lancé le dé une ou deux fois et 
d’après son expérience, va vous donner un avis éclairé.
En fait, lorsqu’il ne s’agit pas d’un dé mais d’un risque sérieux 
comme les probabilités de pannes en série d’un nouvel aéronef, les 
trois démarches sont utilisées en parallèle. L’ingénieur, le pilote 
d’essai et le simulateur sont mis à contribution pour évaluer ce 
risque afin d’en réduire l’occurrence.
Pour en savoir plus
Les dés pipés
En fait, pourquoi est-il raisonnable de choisir 1 chance sur 6 comme probabilité 
d’apparition de chaque face du dé ‘‘normal’’ ? Nous faisons tous plus ou moins 
consciemment le raisonnement suivant : 
« Comme le dé ne s’arrête jamais sur une arête ou sur un sommet, il y a 6 issues 
possibles au jet d’un dé. Les surfaces des faces étant les mêmes et le poids du dé 
équitablement réparti, je n’ai pas de raison de considérer qu’il y a plus de chances que 
le dé s’arrête sur une face que sur une autre. »
Il arrive souvent qu’on ne s’intéresse pas à une issue précise, mais à un événement, 
c’est-à-dire à une famille d’issues partageant une caractéristique commune. On peut 
alors demander quelle est la probabilité que cette caractéristique apparaisse. Comme 
deux issues ne peuvent jamais apparaître simultanément, leurs chances s’additionnent. 
Ceci permet de calculer la probabilité d’un événement, comme la somme des 
probabilités des issues qui lui sont favorables. 
Ainsi, les chances d’obtenir un nombre pair par exemple, sont égales à la somme des 
chances d’apparition de chaque nombre pair. Il y a 3 numéros pairs parmi 6 numéros, 
donc 3 chances sur 6 d’obtenir un chiffre pair, soit 1/2.
Qu’avons-nous fait là ? Nous avons simplement compté les issues qui satisfont notre 
demande « avoir un numéro pair » et nous les avons mis en rapport avec toutes les 
issues possibles. 
Dans un cas simple comme le dé où chaque issue a la même chance d’apparaître, 
la probabilité d’un événement s’exprime  comme le rapport entre le nombre de cas 
favorables à cet événement  et le nombre de cas possibles et s’écrit : 
Probabilité d'un événement
Nombre de cas favorables à l év c énement
Nombre de cas possibles
Les cas favorables étant toujours moins nombreux que les cas possibles, une probabilité 
est toujours comprise entre 0 et 1.
La probabilité d’obtenir un nombre pair pour le dé pipé, ne peut pas s’estimer de cette 
manière. Il est donc bien plus difﬁcile de la déterminer. 
5Pile ou face
Sylvie propose un jeu de pile ou face à Catherine : 
 « Tu lances une pièce une première fois : 
-  Si elle tombe sur pile je gagne et le jeu est fini. 
-  Si elle tombe sur face nous relançons la pièce. Si elle tombe une 
deuxième fois sur face tu gagnes. 
-  Si par contre elle tombe au deuxième lancer sur pile, je gagne. » 
Pour mettre un peu plus de piquant dans ce jeu, Sylvie propose à 
Catherine de miser de l’argent de la façon suivante : 
 « à chaque partie, je vais miser 2 francs et toi 1 franc. Celle qui 
gagne empoche les 3 francs. » 
Pour la convaincre qu’il ne s’agit pas d’une arnaque, elle lui 
présente la réflexion suivante : 
 « Ce jeu a 3 solutions, soit pile je gagne, soit face-face tu 
gagnes, soit face-pile je gagne. Je vais donc gagner en moyenne 
2 fois sur 3. Mais je ne vais gagner que 2 fois 1 franc sur 3 
parties alors que tu vas gagner 1 fois 2 francs sur 3 parties. 
Nous allons chacune gagner 2 francs et perdre 2 francs en 
moyenne sur 3 parties. Le jeu est donc équitable. » 
Catherine hésite. Ce jeu est-il vraiment équitable ? Seriez-vous 
d’accord de jouer avec Sylvie selon ces règles ? 
Vous pouvez réfléchir ou faire quelques parties en prenant la place 
de Sylvie et Catherine. 
Solution :
Ce jeu n’est pas équitable. Il y a bien 3 solutions, mais elles n’ont 
pas toutes les mêmes chances de se produire. Sylvie va gagner 3 
fois sur 4 et non 2 fois sur 3. En effet, la solution pile au premier 
lancer a 1 chance sur 2 de se produire. La solution face-pile, qui 
la fait gagner également, va pour sa part se produire 1 fois sur 4. 
Sylvie gagne donc bien 3 fois sur 4 (1/2 + 1/4). Pour que le jeu soit 
équitable, il faudrait que Sylvie mise 3 francs et Catherine 1 franc. 
Il s’agit là d’un problème d’équiprobabilité des événements. 
Lorsqu’on compare des solutions, il faut toujours vérifier quelles 
sont leurs probabilités respectives de se produire. Avec 2 dés par 
exemple, les chances de faire un 12 ne sont pas les mêmes que 
celles de faire un 7. En effet, le double 6 ne sort qu’une fois sur 
36 en moyenne, alors que le 7, qui peut être obtenu de 6 manières 
différentes, sort 1 fois sur 6 en moyenne. Savoir, cela fait toute la 
différence entre un bon et un mauvais joueur de Backgammon ! 
6Pour en savoir plus
Pile ou face
Pour déterminer si un jeu est équitable, il existe un outil mathématique appelé 
espérance.
L’espérance est la somme des gains et des pertes pondérées par leurs probabilités 
respectives. Elle permet de répondre à la question «quel gain moyen (ou perte 
moyenne) puis-je espérer si je joue à ce jeu». Ainsi, lorsque l’espérance est égale à 0, le 
jeu est dit équitable: en moyenne, on ne gagne rien et on ne perd rien.
Calculons maintenant l’espérance de Catherine dans le jeu proposé par Sylvie. 
Catherine mise 1 franc et peut soit perdre son franc soit en gagner 2 (l’erreur du 
débutant est de penser qu’elle en gagne 3. Or, sur les 3 francs qu’elle empoche, il y a le 
franc qu’elle a misé; son bénéﬁce est donc de 2 francs). 
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On observe que Catherine perd 1 franc avec une probabilité de 3/4 et gagne 2 francs 
avec une probabilité de 1/4. L’espérance vaut donc:
E( ) ( )gains de Catherine       2 1
4
1 3
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1
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Autrement dit, Catherine perdra en moyenne 25 centimes si elle joue avec Sylvie. Donc 
ce jeux n’est pas équitable.
Avec ce calcul, on voit aussi que, si le bénéﬁce de Catherine était de 3 francs (autrement 
dit, si Sylvie misait 3 francs) le jeu deviendrait équitable. 
C’est après avoir entendu parler de la correspondance entre 
Blaise Pascal et Pierre de Fermat au sujet du problème du 
Chevalier de Méré lors d’un voyage à Paris en 1655, que 
le mathématicien hollandais Christiaan Huygens publie le 
premier livre sur le calcul des probabilités dans les jeux de 
hasard en 1657: De ratiociniis in ludo aleæ. Il y introduit 
comme notion fondamentale la valeur de l’espérance d’une 
situation d’incertitude. Ce livre va jouer un rôle déterminant 
dans la diffusion de ce nouveau domaine des mathématiques.
Il est à noter que ni Pascal ni Huygens n’utilisent le terme 
espérance dans son sens moderne. Ce n’est que plus de cent 
ans plus tard, en 1814 que Pierre-Simon Laplace publie sa 
Théorie analytique des probabilités où le concept d’espérance 
est déﬁni explicitement. 
Quant à l’utilisation de la lettre E pour noter cette valeur, elle 
est introduite par  William Allen Whitworth en 1901 dans 
Choice and chance. Le symbole E est devenu vite populaire  
puisqu’il est polyglotte: en effet l’Espérance est appelée 
Expectation par les anglais et Erwartungswert par les allemands.
Christiaan Huygens
14 avril 1629, La Haye – 
8 juillet 1695, La Haye
7Pascal et le Chevalier de Méré
Le problème des partis de Pascal
Antoine Gombaud, chevalier de Méré, était un fervent adepte des jeux de dés. Il 
entreprit de jouer avec un autre gentilhomme selon les règles suivantes. Chacun d’entre 
eux misait 32 pistoles sur l’issue d’un jeu de dés. Méré pariait sur le 6, son ami sur le 4, 
le premier qui totalisait trois points empochait les 64 pistoles. 
Méré venait de gagner son deuxième point, alors que son adversaire en avait qu’un, 
lorsqu’ils durent interrompre la partie. 
Son adversaire proposa que chacun reprenne sa mise initiale. Comme il avait un certain 
avantage, le chevalier répondit : « Non, étant en meilleure posture, je m’attendais à 
gagner. Je devrais donc remporter le tout ! » 
Son adversaire n’était évidemment pas d’accord avec cette solution. Ils s’accordèrent 
pour demander à Blaise Pascal comment résoudre équitablement ce litige. 
Quelle fut la réponse de Pascal ?
L’idée géniale de Pascal consiste à considérer non seulement 
le passé du jeu, mais également à imaginer l’avenir. 
… pour entendre les règles des partis, la première chose 
qu’il faut considérer est que l’argent que les joueurs ont 
mis en jeu ne leur appartient plus, car ils en ont quitté la 
propriété ; wmais ils ont en revanche le droit d’attendre ce 
que le hasard peut leur en donner suivant les conditions 
dont ils sont convenus d’abord.
 Blaise Pascal
Voici son raisonnement.
Imaginons que les joueurs jouent encore un coup et que les 
gains soient partagés ensuite. Pascal commence donc par 
s’intéresser à une partie presque terminée.
Comme Méré a déjà gagné 2 points tandis que son ami n’en a 
obtenu qu’un seul, si Méré gagne le coup de jeu non effectué, alors 
il remporte 3 points et empoche donc les 64 pistoles. Si par contre 
son ami gagne ce coup ﬁctif, les deux joueurs seraient à égalité et 
devraient donc se répartir équitablement la somme, soit 32 pistoles 
pour chacun.
Méré peut donc afﬁrmer que quel que soit l’issue du coup non 
joué, il gagne au minimum 32 pistoles, mais peut en espérer le 
double. A l’inverse son ami risque de tout perdre, mais a une 
chance sur deux de gagner 32 pistoles.
Blaise Pascal
19 juin 1623,
Clermont-Ferrand  – 
19 août 1662, Paris
M A
M A M A
Méré gagne Parité
Coup ﬁctif
Il s’agit donc de diviser équitablement les gains espérés de chacun et d’attribuer à 
chacun les gains assurés.
Si la partie s’interrompt à ce moment, Méré doit obtenir 32 + 16 = 48 pistoles, alors que 
son ami n’en obtient que 16.
Cette même démarche peut être répétée pour des situations de jeu moins avancées. 
Pascal constate que plus on sait de choses, plus il est facile de prédire la chance de 
victoire de l’un ou de l’autre et ainsi de répartir les 64 pistoles. Il utilise donc une 
situation déjà étudiée pour remonter dans le passé et répartir les gains de manières 
équitables.
Imaginons maintenant que Méré ait déjà gagné 2 points et son ami 
n’en ait obtenu aucun. Un coup supplémentaire est joué et les gains 
répartis. À nouveau, si Méré gagne, il obtient les 64 pistoles, mais 
s’il perd, la situation est celle précédemment étudiée. Dans ce cas, 
nous avons établi que Méré reçoit 48 pistoles.
A nouveau, Méré est donc assuré d’avoir 48 pistoles et peut en 
espérer 16 de plus, alors que son ami n’a aucune assurance de gain, 
mais peut espérer 16 pistoles. Méré obtient donc 48 + 8 = 56 pistoles 
alors que son ami en obtient 8.
Le dernier cas à étudier est celui où Méré a déjà gagné une partie 
et son ami aucune. Dans une situation d’égalité, les 64 pistoles sont 
évidemment partagées équitablement.
A nouveau, imaginons ce qui se passerait si une partie 
supplémentaire était jouée. Si Méré gagne le point, il est dans une 
situation où il est en droit d’obtenir 56 pistoles, alors que s’il perd il 
en gagne 32. Il est donc assuré d’en obtenir 32, mais peut en espérer 
24 supplémentaire. Il doit donc en obtenir 32 + 12 = 44, son ami en 
obtenant 20.
La répartition la plus équitable est donc 44 pistoles pour Méré et 20 
pour son ami.
On a retrouvé ces considérations dans des lettres de Pascal 
à Pierre de Fermat, un autre illustre mathématicien célèbre. 
Ces réﬂexions sont considérées comme les premiers calculs de 
probabilité consciemment effectués.
M A
M A M A
Situation 1Méré gagne
Coup ﬁctif
M A
M A M A
ParitéSituation 2
Coup ﬁctif
Pierre de Fermat
20 août 1601, Montauban – 
12 janvier 1665, Castres
8Les enfants du village
Marcel est le maire d’un petit village dans lequel vivent 10 enfants. 
Il vient de recevoir les chiffres du recensement qui l’informent que 
les couples du pays ont en moyenne 2 enfants. 
Suspicieux de nature, Marcel décide de vérifier dans son village 
cette moyenne qu’il estime trop basse. Il décide de faire la chose 
suivante : il va voir individuellement chaque enfant et lui pose 
la question : « combien êtes-vous de frères et soeurs dans ta 
famille ? ». 
Il obtient ainsi 10 réponses qu’il additionne et divise ensuite par 10 
pour obtenir le nombre moyen d’enfants par couple. 
Marcel a-t-il raison de procéder de la sorte ? A-t-il une chance 
d’obtenir le même résultat que le recensement ? 
Vous pouvez réfléchir ou faire le même travail que Marcel à l’aide 
des enfants et familles représentés ci-dessous. 
Solution :
Non. 
En procédant de la sorte, Marcel va obtenir un résultat supérieur 
au nombre moyen réel d’enfants par couple dans le village. En 
effet, les enfants ayant beaucoup de frères et soeurs vont être 
surreprésentés. 
Dans l’exemple ci-dessous, les 4 enfants de la famille Tantmieux 
vont répondre 4 fois : « nous sommes 4 frères et soeurs ». Alors 
que l’enfant unique de la famille Tantpis ne va répondre qu’une 
fois : « il n’y a qu’un enfant dans ma famille. ». Ainsi, les réponses 
des enfants de la famille Tantmieux vont être prises en compte 
4 fois plus que les réponses de la famille Tantpis. Pire encore, le 
couple Ru486, qui n’a pas d’enfant, n’est pas pris en compte dans 
cette manière de procéder puisque aucun enfant ne peut répondre : 
« Il y a zéro enfant dans notre famille. ». 
Vous ne pouvez donc pas espérer obtenir une moyenne correcte 
du nombre d’enfants par couple en procédant de la sorte. Il faut 
par contre demander à chaque couple combien il a d’enfants. Vous 
obtiendrez ainsi 5 réponses qui, additionnées puis divisées par 5, 
donneront bien 2. 
Marcel n’a pas tenu compte d’un travers statistique: l’effet loupe. 
Cet effet lié à la procédure de récolte des données doit amener les 
statisticiens à la plus grande réserve lorsqu’ils étudient certains 
résultats. 
Pour en savoir plus
Les enfants du village
Lorsque l’on procède à un sondage, on peut choisir plusieurs techniques. L’une d’entre 
elles s’appelle l’estimation paramétrique. Par exemple, pour déterminer le nombre 
moyen d’enfants par couple, on peut supposer que ce nombre est une variable aléatoire 
suivant une loi Géométrique (p) (c’est le cas lorsque le couple fait des enfants jusqu’à 
avoir un garçon, et ensuite s’arrête). Notons Xi le nombre d’enfants du couple i. Notre 
paramètre est p, il désigne la probabilité d’avoir un garçon :
P( ) ( )X k p pi k   1 1
On cherche alors à estimer p grâce à la loi des grands nombres. 
En interrogeant n couples, on peut raisonnablement supposer que leurs nombres 
d’enfants sont indépendants. On sait donc que
Moyenne du nombre d’enfants 
sur un échantillon de n couples
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L’effet loupe provient du fait que l’on interroge les enfants eux-mêmes.
Si cette fois on note Yi le nombre d’enfants dans la famille de l’enfant i, alors les 
variables aléatoires ( )Yi i`  ne sont pas indépendantes. En effet :
P P( | ) ( ) ( )Y Y p p Yi j i   z    2 2 1 1 2
si les enfants i et j sont frères et qu’ils sont les deux seuls enfants dans leur famille.
Par conséquent, on ne peut pas appliquer la loi des grands nombres et
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n’est pas proche de 1/p en général (dans notre exemple, cette somme est strictement 
plus grande).
9Les dés de Shazam
Pierre-Alain est un joueur invétéré. Son ami Marc, qui a une 
collection impressionnante de dés, l’invite à faire une partie. Il sort 
de sa collection 3 dés particuliers dont voici représentées les 6 
faces. 
Marc propose à Pierre-Alain les règles suivantes : 
 « Choisissons chacun un dé et lançons-le. Celui qui obtient 
le meilleur score gagne. Comme c’est la première fois que tu 
joues, choisis en premier, je choisirai parmi les deux restants. » 
Pierre-Alain observe les dés et constate qu’ils totalisent tous 24 
sur l’ensemble de leurs faces. Il lui semble pourtant que certains 
dés ont plus de chances de gagner que d’autres. Comme Marc a la 
courtoisie de le laisser choisir en premier, il se dit qu’il ne risque 
rien. 
A-t-il raison ? A sa place accepteriez-vous de jouer avec Marc ? 
Vous pouvez réfléchir ou faire quelques parties avec un comparse 
qui jouera le rôle de Pierre-Alain. 
Solution :
Ce jeu n’est pas équitable, et celui qui choisit en premier a toutes 
les chances de perdre. 
En effet, chaque dé est meilleur qu’un autre et moins bon que le 
troisième. 
Le dé jaune a 2 chances sur 3 de l’emporter sur le dé orange mais 
il a 2 chances sur 3 de perdre contre le bleu. Le dé orange lui, 
gagne 5 fois sur 9 contre le bleu, mais perd 2 fois sur 3 contre le 
jaune. Le dé bleu gagne 2 fois sur 3 contre le jaune mais perd 5 fois 
sur 9 contre l’orange. En laissant Pierre-Alain choisir en premier, 
Marc s’assure de toujours choisir un dé qui a le plus de chance de 
gagner. On peut voir ce jeu comme un « feuille, caillou, ciseau » 
probabiliste. Si vous laissez l’adversaire choisir avant vous, vous 
êtes évidemment avantagé. 
Avez-vous déjà entendu parler de la transitivité ? 
Il s’agit d’une propriété des relations mathématiques. L’un des 
exemples les plus simples est « être plus grand que… ». Si Aline 
est plus grande que Pauline et que Pauline est plus grande 
que Micheline, alors Aline est aussi forcément plus grande que 
Micheline. On dit alors que « être plus grand que… » est une 
relation transitive. 
Dans le jeu qui nous occupe ce n’est précisément pas le cas. La 
relation « avoir plus de chance de l’emporter que… » n’est pas 
transitive. Ainsi, le dé bleu a plus de chance de l’emporter que le 
jaune, et le jaune plus de chance de l’emporter que le orange, mais 
cela ne dit rien sur les chances du bleu de l’emporter sur le dé 
orange. 
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Pour en savoir plus
Comment y voir plus clair parmi les données d’un problème de probabilité ?
Comment être sûr de ne pas oublier des cas ?
Existe-t-il une manière efﬁcace et compacte pour représenter clairement un problème 
de probabilités ? 
Il existe un diagramme qui répond à ces questions : l’arbre des probabilités.
Pour comprendre comment on construit un arbre, étudions de plus près les dés de 
Shazam ; supposons que Pierre-Alain ait choisi le bleu et que Marc ait pris le orange.
En tirant le dé orange, on a, à nouveau, 
deux issues possibles : 10 et 1. Puisque il y a 
deux 10 et quatre 1, la probabilité de tomber 
sur 10 est de 2/6, tandis que celle de tomber 
sur 1 est de 4/6. A partir de chacune des issues 
précédentes, on construit deux branches dont 
les extrémités sont 10 et 1 et que l’on pondère 
par leurs probabilités respectives.
Finalement, grâce au fait que les lancers de 
Marc et Pierre-Alain sont indépendants, 
on peut calculer les probabilités de chaque 
branche en multipliant les pondérations.
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En tirant le dé bleu, on a deux issues 
possibles : 6 et 0. Comme ce dé comporte 
deux 0 et quatre 6, la probabilité de tomber 
sur 0 est de 2/6 et celle de tomber sur 6 est 
de 4/6. On construit alors deux branches dont 
les extrémités sont 6 et 0 et que l’on pondère 
par leurs probabilités respectives.
On voit ainsi aisément que Pierre-Alain a 4 chances sur 9 de perdre.
De plus, on est assurés d’avoir traité tous les cas.
On peut faire la même construction pour les deux autres choix de dés.
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Les dés de Shazam
En lisant nos arbres, on constate bien que la 
relation « a une plus grande probabilité de 
gagner que » n’est pas transitive.
Grâce à l’arbre, on peut aussi appliquer plus facilement le Théorème de 
Bayes. Dans notre premier exemple (Pierre-Alain choisit le dé bleu et Marc 
le orange) quelle est la probabilité que Marc gagne en obtenant un 1?
Pour répondre à cette question, il nous faut trouver deux probabilités: celle 
que Marc ait obtenu un 1 et celle que Marc gagne avec un 1.
Pour trouver la probabilité que Marc ait obtenu un 1, il sufﬁt de regarder 
toutes les branches se terminant par 1: on a donc une probabilité de 
4/9 + 2/9 = 6/9 que le dé orange soit tombé sur 1.
Pour trouver la probabilité que Marc ait gagné avec un 1, il sufﬁt de trouver 
les branches correspondantes: ici il y en a qu’une et elle nous indique une 
probabilité de 2/9.
Finalement, la probabilité que Marc ait gagné en obtenant un 1 est de
P( | )Marc gagne Marc a obtenu 1    
2
9
6
9
2
6
1
3
En mathématiques, on nomme arbre de probabilité un graphe orienté et 
pondéré obéissant aux règles suivantes :
La somme des probabilités des branches issues d’un même sommet •
donne 1.
La probabilité d’un chemin est le produit des probabilités des branches •
qui le composent.
La pondération de la branche allant du sommet A vers le sommet B est •
la probabilité conditionnelle de B sachant que A est déjà réalisé P B A( | ) .
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La roulette russe
Paul est condamné par le tribunal d’Injusteland à jouer à la roulette 
russe. 
Le bourreau lui propose de choisir entre deux parties différentes et 
lui dit : 
 « Soit je mets deux balles dans le barillet, et tu joues une fois. 
Soit je ne mets qu’une balle dans le barillet mais tu dois jouer 
deux fois. Choisis !» (Il est entendu que si Paul joue deux fois 
avec une seule balle, il relance le barillet entre les deux essais.) 
A sa place, quelle partie choisiriez-vous, sachant bien évidemment 
qu’il ne faut pas jouer à la roulette russe ! 
Vous pouvez réfléchir ou faire quelques parties de simulation à 
l’aide des deux roulettes. 
Solution :
Il est préférable de jouer deux fois avec une seule balle. 
En effet, avec deux balles en une seule partie, les chances de 
perdre sont de 2 sur 6 soit un tiers. En jouant deux fois avec une 
seule balle, les chances de perdre ne sont que de 11 sur 36. 
C’est un petit peu moins qu’un tiers. Ceux qui ont fait quelques 
essais n’ont sans doute pas constaté de différences majeures. La 
différence entre les deux n’étant que de 1 sur 36, il faut beaucoup 
de parties pour avoir une bonne chance d’observer une différence 
notable. 
Pour trouver la réponse sans faire de calcul, on peut imaginer ce 
qui se passerait si l’on augmentait le nombre de balles jusqu’au 
maximum. Avec 6 balles dans le barillet en une partie, on est 
certain de perdre. Alors qu’en 6 parties avec une seule balle, on a 
des chances de survivre. Il est donc effectivement préférable de 
choisir plusieurs parties avec une seule balle. 
Il est préférable de jouer deux fois avec une seule balle parce que 
perdre deux fois à la roulette russe n’est pas plus désavantageux 
que de ne perdre qu’une seule fois (c’est même impossible !). A 
la roulette du casino en revanche, l’espérance de gain d’un joueur 
qui mise sur un numéro deux tours de suite n’est pas moins 
bonne que celle de celui qui mise sur deux numéros en une fois. 
Il aura effectivement moins de chance d’obtenir au moins un bon 
numéro, mais par contre, il aura une chance d’avoir deux fois le 
bon numéro. Dans ce cas particulier, les deux stratégies sont 
parfaitement équivalentes. 
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Pour en savoir plus
Dans cet exemple de roulette russe, on suppose toujours que lorsqu’on fait tourner le 
barillet, toutes les chambres ont la même chance de se trouver face au canon. On dit 
que de telles réalisations sont équiprobables.
Dans ce cas, calculer une probabilité d’un événement revient à estimer le rapport entre 
le nombre de réalisations favorables à celui-ci et celui des réalisations possibles. 
Si une seule balle est introduite dans l’une des six chambres, on calcule la probabilité de 
survie après une tentative de tir de la manière suivante :
P( )survie après une tentative nombre de chambres vides
no
 
mbre total de chambres
 5
6
Comme, entre deux tentatives, le barillet est relancé, il n’y a aucune dépendance entre 
les deux tentatives ; la probabilité de survie après deux tentatives se calcule donc 
comme le produit des probabilités de survie pour chacune des tentatives :
P( )survie après deux tentatives    5
6
5
6
25
36
De manière similaire, si deux balles sont introduites dans le barillet, la probabilité de 
survie après une tentative est donnée par :
P( )survie après une tentative nombre de chambres vides
no
 
mbre total de chambres
 4
6
Cette façon d’estimer la chance qu’un événement se produise ramène le calcul des 
probabilités à des calculs de dénombrements. 
Remarquons qu’il peut être difﬁcile de compter, ou même d’estimer, un nombre en 
général. En effet, nous avons tous remarqué que l’estimation du nombre de personnes 
se trouvant dans une manifestation varie fortement selon si l’évaluation est faite par les 
organisateurs ou par la police. Même si on se doute que d’autres considérations entrent 
en jeu dans ce cas, cela laisse entrevoir qu’il n’est pas évident de compter exactement 
le nombre de personnes se trouvant dans une foule mouvante ou dans des cas où il y 
a un nombre important d’objets à compter. Il s’agit donc de trouver des moyens de 
systématiser certains types de comptage.
Regardons l’exemple suivant : cinq amis, Alain, Bernard, Charles, Daniel et Eric, 
veulent s’asseoir sur un banc, de combien de manières différentes peuvent-ils le faire ?
Il est bien sûr possible de commencer à lister toutes les manières possibles, mais 
comment peut-on s’assurer de ne pas en oublier. 
La roulette russe
Introduisons alors un ordre dans notre manière de compter.
Chacun des 5 amis peut s’installer sur la première place du banc, il ne reste que 4 
personnes pour la seconde, 3 pour la troisième, 2 pour la quatrième, la dernière place 
restant pour la dernière personne.
Comme pour chaque premier choix, il y a 4 choix possibles pour le second, 
il y a en tout 5 fois 4 possibilités pour les deux premiers choix. 
En continuant ainsi de suite on obtient  5 Â 4 Â 3 Â 2 Â 1 = 120  possibilités de placer ces cinq 
personnes sur un banc, ce qui est équivalent à permuter les cinq lettres {A ; B ; C ; D ; E} 
dans le mot « ABCDE ».
Dans le cas de n objets distincts, on a n n    ( - )1 3 2 1…  manières de les ordonner. On 
note
n n n! ( - )     1 3 2 1…
et on nomme cette opération la factorielle.
Introduire un ordre peut sembler artiﬁciel dans le comptage d’un ensemble sans 
structure, mais c’est souvent la seule manière de s’en sortir. Il n’est donc pas étonnant 
que la factorielle soit à la base d’un nombre important de formules de dénombrement.
13
L’ouverture de la pêche
Nicole est garde-pêche de l’étang à Sansfond. Afin de déterminer le 
quota de pêche de l’année à venir, elle doit connaître le nombre de 
poissons qui vivent dans son étang. Elle ne peut évidemment pas le 
vider pour compter tous les individus. 
Elle a par contre effectué dernièrement un travail qui lui semble 
susceptible de l’aider. Elle a pêché 20 poissons pour vérifier leur 
bonne santé. Elle a ensuite marqué ces 20 poissons et les a remis 
à l’eau. Elle imagine donc un système de recensement statistique 
en se servant de cette information et de la possibilité de pêcher à 
nouveau 20 poissons : 
 « Dans mon étang, parmi tous les poissons, 20 sont marqués... 
Si je repêche 20 poissons…». 
Etes-vous capable de faire le même raisonnement qu’elle ? Vous 
pouvez réfléchir ou faire quelques parties de pêche à l’aide du 
dispositif ci-dessous. 
Solution :
Il y a 100 poissons dans l’étang. 
En pêchant 20 poissons plusieurs fois, vous avez remarqué que 
vous en attrapez en moyenne 4 marqués (boules de couleur 
orange) soit 1/5 de votre pêche. Ainsi, si 20 poissons représentent 
1/5 de tous les poissons de l’étang, il y en a bien 100. 
Cette technique d’estimation statistique d’une population est 
utilisée pour recenser les animaux sauvages. On l’utilise également 
pour vérifier la fiabilité des produits industriels à usage unique. 
L’exemple le plus classique est la mèche d’explosif. Pour la tester, 
il n’y a pas d’autre solution que de l’allumer et de vérifier qu’elle 
brûle jusqu’au bout. Suite à ce processus, elle est détruite. Il n’est 
donc pas question de contrôler toute la production. Il est pourtant 
fondamental de donner une information correcte sur la fiabilité du 
produit que l’on vend, surtout lorsqu’il s’agit d’explosifs. 
Pour en savoir plus
L’ouverture de la pêche
Analysons la méthode statistique utilisée, et notons Xi  le nombre de poissons marqués 
présents dans la i-ème pêche de 20 poissons, et N  le nombre total de poissons dans 
l’étang, inconnu.
On fait ici deux hypothèses cruciales pour estimer N :
Les poissons marqués se distribuent uniformément dans le lac. Chaque 1. Xi suit 
donc une loi Binomiale ( p , 20), avec p=20/N,
c’est-à-dire :  
P( ) ( )X k
k
p pi
k k  §
©¨
·
¹¸
 20 1 20
Les différentes pêches de 20 poissons sont indépendantes : le fait 2.
d’avoir pêché k poissons marqués à la pêche i n’inﬂue pas sur le nombre 
de poissons pêchés lors des pêches suivantes :      
P P P( , ) ( ) ( )X k X X k Xi i i i      1 1A A
On appelle ( )Xi i`  une suite de variables aléatoires indépendantes et identiquement 
distribuées (i.i.d.). La loi des grands nombres s’applique : lorsque n est grand, la 
moyenne des poissons marqués pêchés lors des n premières pêches est proche de 
l’espérance de ce nombre (sous la loi binomiale) :
Moyenne des poissons marqués 
pêchés lors des n premières pêches  |   ¦
1 20 20
1n
X X
Nii
n
iE( ) ·
Si on fait un grand nombre de pêches, on peut alors estimer le nombre 
total N  de poissons dans le lac :
N
n
Xi
i
n|   
 
¦
400
1
400
4
100
1
dans notre exemple.
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La quête de la chaussette
Stéphane n’est pas une fée du logis. Il ne range pas ses 
chaussettes par paires mais en vrac dans un placard. 
Ce matin Stéphane n’a pas de chance, il est en retard et la lampe 
de sa chambre ne fonctionne plus. Il sait que son placard contient 
10 chaussettes noires et 10 chaussettes bleues. Peu lui importe la 
couleur des chaussettes qu’il va porter ce matin ; il veut par contre 
qu’elles soient de la même couleur. Il pioche donc au hasard dans 
le placard. 
Combien de chaussettes Stéphane doit-il emmener au minimum à 
la lumière pour être sûr d’avoir une paire assortie ? 
Vous pouvez réfléchir ou essayer de tirer au hasard des 
chaussettes dans le placard ci-dessous avant de répondre. 
Solution : 
Vous devez prendre 3 chaussettes. 
En effet, la première chaussette est soit noire soit bleue. La 
deuxième est soit de la même couleur que la première, auquel 
cas vous avez déjà une paire assortie, soit de l’autre couleur ; la 
troisième chaussette qui sera prise dans le tiroir est forcément 
de la couleur d’une des deux premières et lui permet donc 
d’obtenir une paire assortie. Certains d’entre vous ont peut-être 
réfléchi trop vite et trouvé que Stéphane devait s’encombrer de 
11 chaussettes. Il s’agit de la bonne réponse à une autre question 
presque similaire : « Combien de chaussettes Stéphane doit-il 
prendre au minimum pour être sûr d’avoir au moins une paire 
dépareillée ? ». Enfin, certains d’entre vous ont peut-être répondu 
12 chaussettes, ce qui est la bonne réponse à la question : « 
Combien de chaussettes au minimum Stéphane doit-il prendre 
pour être certain d’avoir au moins une paire noire ? ». 
Bien que cet énoncé ressemble fortement à un problème de 
probabilité, il n’en est de fait pas un. Seule la logique intervient ici 
pour obtenir la réponse. Les probabilités ne sont souvent d’aucun 
secours lorsque l’on souhaite avoir des certitudes. 
Pour en savoir plus
La quête de la chaussette
Le raisonnement effectué dans cet exemple utilise un principe simple appelé en français 
le principe des tiroirs. Ce principe énonce que :
S’il y a plus d’objets à ranger que de boîtes où les ranger, alors il existe au moins une 
boîte dans laquelle se trouvent deux objets.
Imaginons que je pose mes chaussettes sur la table en deux rangées de 10, les noires 
dans la première et les bleues dans la deuxième.
Utilisons ce principe pour répondre à chacune des questions posées.
Combien de chaussettes dois-je prendre pour être sûr d’en avoir une paire de même 
couleur ? 
Considérons comme boîtes les deux rangées. Dès la troisième chaussette, j’aurai 
nécessairement deux chaussettes dans une des deux rangées.
Combien faut-il en tirer pour obtenir deux chaussettes dépareillées ?
Il sufﬁt de regrouper les chaussettes non plus en rangées mais en colonnes. Obtenir 
deux chaussettes dépareillées revient à obtenir une colonne pleine. Comme il y a 
exactement 10 colonnes, il est nécessaire de choisir 11 chaussettes pour s’assurer 
qu’au moins une colonne soit remplie.
Même si cet exemple semble banal, il montre au moins qu’un même principe régit toute 
une famille de problèmes ; la difﬁculté étant de trouver les bonnes boîtes et les bons 
objets.
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Le principe des tiroirs a été introduit pour la première fois par 
le mathématicien franco-allemand Johann Peter Gustav Lejeune 
Dirichlet pour montrer l’existence des nombres transcendants.
On peut utiliser ce principe pour répondre à des questions qui, a 
priori, peuvent paraître compliquées, par exemple :
sans compter les chauves et sachant qu’un individu possède au 
maximum 150 000 cheveux, existe-t-il deux personnes habitant 
Genève et ayant le même nombre de cheveux ?
Voici d’autres exemples de résultats qui ne paraissent pas 
évidents à priori, mais que le principe des tiroirs permet de 
démontrer.
Le premier est de nature arithmétique : choisissez 10 nombres parmi 
les entiers de 1 à 100. De cet ensemble de 10 nombres, je peux toujours trouver deux 
sous-ensembles disjoints (mais pas nécessairement exhaustifs) dont la somme est la 
même.
Le second : tout polyèdre convexe possède au moins deux faces ayant le même nombre 
de côtés.
Un troisième : si je choisis 5 points différents à l’intérieur 
d’un triangle équilatéral de côté 1, deux d’entre eux sont à 
distance plus petite qu’un demi. 
Ce principe des tiroirs illustre bien la démarche 
mathématique fondamentale suivante :
Partant d’un exemple simple mais limité, le mathématicien 
généralise ce cas initial pour l’appliquer dans une 
multitude de situations, mais au prix
d’une abstraction et d’une technicité parfois effrayante.
Johann Peter Gustav 
Lejeune Dirichlet 
13 février 1805, Düren – 
5 mai 1859, Göttingen 
Le coeur d’une mère
Muriel vit à Nyon. Elle a deux fils qui vivent l’un à Genève, l’autre 
à Lausanne. Chaque fois qu’elle peut, elle va les voir. Muriel les 
aime évidemment autant l’un que l’autre et souhaite leur rendre 
visite équitablement. Elle n’aime par contre pas attendre le train 
trop longtemps à la gare et a observé qu’il y a autant de trains qui 
partent de Nyon pour Genève que pour Lausanne, soit un par heure 
dans les deux cas.  Muriel, qui a des horaires irréguliers, se dit 
donc la chose suivante : 
 « Chaque fois que je suis disponible pour une visite, je vais à la 
gare et je prends le premier train qui part pour Lausanne ou 
Genève. Comme il y en a autant pour chaque destination, je suis 
sûre de rendre visite à mes deux fils équitablement. » 
Muriel a-t-elle raison ? En procédant de la sorte peut-elle être sûre 
de rendre visite équitablement à ses deux fils ? 
Vous pouvez réfléchir ou faire quelques essais à l’aide du dispositif 
ci-dessous. 
Solution :
Non. 
Dans l’exemple proposé, Muriel va rendre visite 5 fois sur 6 à son 
fils à Genève. En effet, la fréquence des trains est bien d’un par 
heure dans les deux cas, mais l’intervalle est différent. Le train 
pour Genève part aux 10, le train pour Lausanne aux 20. Ainsi, il 
n’y a que 10 minutes par heure pendant lesquelles en arrivant à la 
gare, le prochain train part pour Lausanne. En contrepartie, il y a 
50 minutes pendant lesquelles une arrivée à la gare la fait partir 
pour Genève en prenant le prochain train. 
Ce problème fait intervenir le temps. Si dans ce cas il n’est pas trop 
compliqué d’identifier l’erreur de Muriel, le temps reste un concept 
que nous avons beaucoup de mal à appréhender. En logique, 
plusieurs problèmes liés au temps sont d’ailleurs considérés 
comme des paradoxes insolubles. 
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Pour en savoir plus
Muriel est trompée par le fait qu’il y a le même nombre de trains par heure partant 
dans chaque direction. Elle imagine donc qu’il y a autant de chances de partir d’un 
côté que de l’autre. Cependant, prendre le train de Lausanne ou celui de Genève est un 
événement dépendant d’une autre donnée.
Ce qui est aléatoire dans ce problème, c’est l’arrivée de Muriel à la gare. Le fait de 
partir dans l’une ou l’autre des directions n’en est qu’une conséquence.
Comme on imagine que Muriel n’a pas d’heure privilégiée pour 
arriver à la gare, nous devons donner à chaque heure d’arrivée 
possible la même probabilité. Comme les trains ont un horaire 
identique d’heure en heure et que ce qui nous intéresse, c’est la 
direction dans laquelle va partir Muriel, on peut raisonner sur un 
tour d’horloge.
Le problème, c’est qu’entre 4h10 et 4h20 (comme d’ailleurs entre 
4h20 et 5h10), il y a une inﬁnité d’heures d’arrivée possibles qui devraient toutes avoir 
la même probabilité. Comme la somme de cette inﬁnité de probabilités égales doit être 
égale à 1, on se rend compte qu’il n’est pas possible d’attribuer une même valeur à 
chaque heure d’arrivée. Comment surmonter cette difﬁculté liée à l’inﬁni ?
Il s’agit de donner une probabilité non pas à chaque heure d’arrivée exacte, mais plutôt 
à un intervalle de temps durant lequel Muriel peut arriver. Quelle est la chance que 
Muriel arrive entre 4h10 et 4h20 ?
L’intérêt est que l’on peut mesurer cet intervalle de 
temps (par exemple en minutes, en secondes, … ) 
et comparer cette mesure avec celle d’une heure 
complète. La probabilité que Muriel arrive entre 4h10 
et 4h20 est le rapport de l’intervalle  [4h10 - 4h20] à 
l’heure complète, soit 1/6. De même, la probabilité 
d’arriver à la gare entre 4h20 et 5h10 est de 5/6. Dans 
la pratique, on donne souvent une probabilité comme 
le pourcentage qui exprime ce rapport.
Comme l’ensemble des heures d’arrivée amenant Muriel à partir pour Lausanne est 
l’intervalle entre 4h10 et 4h20, on a bien que la probabilité que Muriel parte pour 
Lausanne est de 1/6 soit un peu moins de 17 % alors que celle d’aller à Genève est de 
5/6, soit environ 83%.
Le cœur d’une mère
Remarquons aussi que si nous n’avions considéré l’arrivée de Muriel à la gare qu’à la 
minute près, nous aurions eu 60 valeurs possibles dont seules 10 auraient amené Muriel 
à Lausanne, nous serions ainsi revenus à la formule de la probabilité comme quotient 
du nombre de cas favorables sur le nombre de cas possibles.
Etudier les probabilités sur un univers de cardinalité inﬁnie (non 
dénombrable) pose des problèmes mathématiques profonds, que 
nous avons efﬂeurés ici. C’est en 1933 qu’Andreï Kolmogorov 
publie ses Fondements de la théorie des probabilités, un traité 
dans lequel il fonde la conception moderne de probabilités 
comme mesure.
Andreï Kolmogorov 
25 avril 1903, Tambov – 
20 octobre 1987, Moscou
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Les anniversaires
Le petit Lucas n’aime pas l’école. Pourtant aujourd’hui il est 
content d’y aller. Isaline et Gilles ont leur anniversaire et la 
maîtresse a préparé deux gâteaux. Lucas est tout de même surpris. 
Sa classe est composée de 23 élèves. Il lui semble que, l’année 
comportant 365 jours, les chances que 2 de ses camarades aient 
leur anniversaire le même jour sont très faibles. 
A-t-il raison ? 
A votre avis, dans une classe de 23 élèves, les chances qu’au moins 
2 camarades aient leur anniversaire le même jour sont-elles 
inférieures ou supérieures à 1/2 ? 
Vous pouvez réfléchir ou faire l’exercice. 
Solution :
Dans une classe des 23 élèves, il y a un peu plus d’1 chance sur 2 
que des élèves aient leur anniversaire le même jour. 
Cette probabilité passe à presque 9 chances sur 10 dans une classe 
de 40 élèves. Vous avez sans doute sous-estimé la probabilité que 
2 élèves aient leur anniversaire le même jour dans une classe de 
23 élèves. Cela est dû à notre difficulté à estimer des probabilités 
pouvant intervenir entre plusieurs acteurs. Il vous est en effet 
facile d’estimer les chances que sur 23 personnes, l’une ait son 
anniversaire le même jour que vous. Elle est clairement de moins 
d’une demi (elle avoisine 6%). Mais dans le problème qui est posé, 
il faut dénombrer les possibilités que 23 dates choisies au hasard 
ne soient pas toutes différentes les unes des autres, ce qui nous 
est impossible sans calcul. 
(graphique)
Pour en savoir plus
Les anniversaires
Calculons la probabilité que dans la classe du petit Lucas deux élèves au moins aient 
leur anniversaire le même jour. Pour cela, il faudrait calculer la probabilité que deux 
élèves exactement aient leur anniversaire le même jour, plus la probabilité que trois 
élèves exactement aient leur anniversaire le même jour, plus ... , plus la probabilité que  
vingt-trois élèves exactement aient leur anniversaire le même jour. Quel long calcul ! 
En fait, il y a une méthode plus simple: calculer la probabilité de l’événement 
complémentaire, c’est-à-dire la probabilité de la négation de l’événement.
L’événement complémentaire de « deux élèves au moins ont leur anniversaire le 
même jour » est : « aucun élève a son anniversaire le même jour qu’un autre élève ». 
Calculons sa probabilité en considérant les 23 élèves les uns après les autres.
La probabilité que le premier élève considéré ait son anniversaire l’un des 365 jours de 
l’année est : 365
365
La probabilité que le deuxième élève considéré ait son anniversaire un jour différent du 
premier est : 364
365
La probabilité que le troisième élève considéré ait son anniversaire un jour différent du 
premier et du deuxième est : 363
365
...
La probabilité que le 23e élève considéré ait son anniversaire un jour différent des 22 
autres est : 365 22
365

Donc, la probabilité qu’aucun élève ait son anniversaire le même jour qu’un autre élève 
est donnée par : 365364 365 23 1
36523
· ·...·( ) 
Munis de ce résultat, comment peut-on répondre à notre question initiale?
Au niveau des probabilités, la probabilité d’un événement plus la probabilité de son 
complémentaire vaut 100%. Ainsi, dans notre cas, on calcule la probabilité que deux 
élèves au moins aient leur anniversaire le même jour:
1 365364 365 23 1
36523
  · ·...·( )
Nous l’avons calculé pour vous : cela vaut environ 50,7% !
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Le défi des abeilles
Alice et Bobinette sont deux abeilles chargées de nourrir les larves. 
Trouvant ce travail ennuyeux, elles décident de le faire en jouant. 
Elles placent de la nourriture dans une alvéole de leur choix 
chacune à leur tour et essayent ainsi de créer un chemin allant 
d’un côté à l’autre du rayon de la ruche. Alice doit créer un chemin 
reliant le Nord au Sud, Bobinette l’Est à l’Ouest. 
A votre avis, y a-t-il toujours un gagnant et un perdant ? 
Question subsidiaire : Si maintenant pour chaque alvéole je tire à 
pile ou face pour savoir si je la remplis avec un pion bleu ou un pion 
orange, vais-je forcément créer un chemin bleu d’Est en Ouest ou 
un chemin orange du Nord au Sud ? 
Vous pouvez réfléchir ou faire quelques parties avec un comparse. 
Solution :
Il y a bien forcément un gagnant et un perdant. 
Lorsque toutes les cases sont occupées, le seul moyen pour 
qu’aucun chemin orange ne relie le Nord au Sud est qu’un chemin 
bleu existe d’Est en Ouest. A l’inverse, un chemin orange du Nord 
au Sud exclut la possibilité d’un chemin bleu d’Est en Ouest. Il 
en va de même pour la question subsidiaire. En tirant au sort la 
couleur du pion à placer dans chaque alvéole, on ne peut garantir 
qu’il y aura autant d’alvéoles orange que d’alvéoles bleues à la fin, 
mais on peut démontrer par la même réflexion que quel que soit 
le nombre de cases de chaque couleur, l’absence d’un chemin bleu 
d’Est en Ouest implique forcément un chemin orange du Nord au 
Sud (et inversement). 
Le jeu présenté ici a pour but de vous amener à entrevoir les 
questions que l’on se pose dans un domaine des mathématiques 
appelé : la percolation. La question subsidiaire, plus 
particulièrement, est emblématique de ce champ de recherche, 
et c’est pour ses travaux sur la percolation et le modèle d’Ising 
que Stanislav Smirnov, professeur à l’Université de Genève, a été 
récompensé en 2010 par la Médaille Fields, le « Prix Nobel de 
Mathématiques ». 
Ce que l’on vient de faire de manière empirique s’appelle l’analyse combinatoire. 
Étudions cela de plus près.
On considère un ensemble de n éléments, par exemple les jours de l’année {1,..., 365} où 
n=365. Quand on choisit k jours parmi les 365 possibles, on parle d’échantillon de taille 
k (k doit être plus petit que n).
Si on se donne le droit de choisir plusieurs fois le même jour, on parle d’échantillon 
avec remise, si par contre on ne peut prendre qu’une seule fois le même jour, on parle 
d’échantillon sans remise.
Combien y a-t-il d’échantillons de taille k sans remise différents?
C’est exactement le calcul que l’on a fait pour le numérateur de notre problème : 
pour choisir le premier élément, on a n choix possibles, pour le deuxième n 1 et 
ainsi de suite jusqu’à n k 1 ; il y a donc n n n n k( - )( - )...( - )1 2 1  façons de choisir un 
échantillon de taille k sans remise. 
(Mathématiquement, on écrit cela 
n
k
!
!
, écriture sur laquelle on vous laisse méditer.)
Combien y a-t-il d’échantillons de taille k avec remise différents?
C’est exactement le calcul que l’on a fait pour le dénominateur de notre problème : 
pour choisir le premier élément, comme avant, on a à disposition tous les éléments, 
on a donc n choix possibles.
Pour le deuxième, on a de nouveau le choix parmi tous les éléments, puisqu’on a 
le droit de choisir plusieurs fois le même élément; on a donc n choix possibles. De 
même pour le troisième, le quatrième, et ainsi de suite jusqu’au k-ème. Finalement, il 
y a n n n nk
k fois
 · ·...·	 
  façons de choisir un échantillon de taille k avec remise.
L’analyse combinatoire est très utile pour traiter des problèmes ayant beaucoup 
d’issues comme toutes les mains possibles au Poker ou tous les mots possibles de 5 
lettres. 
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Pour en savoir plus
Le déﬁ des abeilles
Reprenons la question subsidiaire :
Pour chaque alvéole, on tire a pile ou face pour savoir si on la remplit  
avec un pion bleu ou un pion orange. Avec quelle probabilité les bleus gagnent-ils ?
La probabilité de créer un chemin bleu d’est en ouest est égale à la probabilité de 
créer un chemin orange du nord au sud. En effet, à toute solution favorable pour les 
bleus, ont peut associer une solution favorable aux oranges, en miroir, qui à la même 
probabilité de se réaliser :
Attention : ce raisonnement n’est possible que dans une forme qui a les symétries du 
réseau hexagonal (ici le losange) !
Comme il n’y a pas de possibilité de partie nulle, les deux ont une probabilité égale à 
1/2.
Ne jouons plus sur un plateau en forme de losange, mais sur 
n’importe quelle autre forme (ici par exemple un carré). Qui 
gagne ?
Cette question est extrêmement difﬁcile à résoudre, même pour un 
ordinateur...
Intéressons-nous enﬁn une question proche: Qu’arrive-t-il lorsque l’on ﬁxe strictement 
la forme du plateau et que les cases deviennent de plus en plus petites?
Le Théorème de Smirnov dit :
Lorsque la taille des cases tend vers 0, la probabilité que 
les bleus gagnent sur un plateau de jeu de largeur 1 et de 
hauteur x converge vers une fonction explicite de x. De plus, 
la probabilité de victoire (à la limite) est invariante sous 
beaucoup de transformations du plateau de jeu: en fait toutes 
celles qui conservent les angles droits !
Stanislav Smirnov
Ces transformations qui conservent les angles droits sont appelées conformes. En voici 
quelques exemples :
1
1
1
1
1
3
A quoi ce résultat sert-il ?
Ce résultat permet de décrire une courbe très intéressante dans notre modèle: le
processus d’exploration.
Théorème (Smirnov) :
La courbe d’exploration de la percolation sur le réseau hexagonal converge vers une 
courbe aléatoire et fractale, appelée SLE6 .
Cette courbe est fondamentale en physique théorique. Elle permet d’étudier des 
phénomènes comme :
Les transitions de phase : l’évaporation ou le point de Curie ;•
L’érosion : la rouille ;•
L’agglomération : formation de ﬂocons de neige dans les nuages ; etc.•
Plaque de fer rouillée Courbe SLE6 Phénomène naturel... ... et modèle théorique
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Les jeux sont faits !
Loren et Shaula jouent à la roulette. Elles ont chacune 10 francs 
en poche et se fixent pour objectif de doubler cette mise. Si elles 
arrivent à obtenir 20 francs, elles arrêtent de jouer. Par prudence, 
elles décident de ne pas jouer les numéros pleins mais uniquement 
les paris qui leur permettent de doubler leur mise : noir/rouge, 
pair/impair et manque/passe.
Loren choisit de jouer 1 franc à chaque tour.
Shaula se décide pour une stratégie un peu plus compliquée. Elle 
se fixe 10 objectifs successifs à 11, 12, 13… 20 francs. Elle joue 
chaque fois le montant nécessaire pour atteindre son objectif :
-  au premier tour, son objectif est d’obtenir 11 francs alors qu’elle 
en a 10. Elle va donc miser 1 franc. Si elle gagne, son nouvel 
objectif est de 12 francs et elle va donc à nouveau miser un 
franc. 
-  Si elle perd au premier tour, il lui reste 9 francs et son objectif 
reste 11 francs. Elle va donc miser 2 francs. Si elle perd à 
nouveau il lui restera 7 francs. Elle misera donc 4 francs pour 
atteindre les 11 francs. 
 (Lorsqu’elle n’a plus assez d’argent pour attendre son objectif, 
elle mise tout ce qui lui reste jusqu’à avoir assez d’argent pour 
reprendre sa stratégie.)
A votre avis, laquelle a le plus de chance de quitter le jeu avec 20 
francs en poche ?
Vous pouvez réfléchir ou jouer en appliquant successivement les 
stratégies de Loren et Shaula.
Solution :
C’est Shaula qui a le plus de chance de quitter la table avec 20 
francs. 
Loren n’a presque que 1 chance sur 4 de ne pas se ruiner. Shaula, 
pour sa part, a plus de 2 chances sur 5 d’atteindre son objectif. 
Il est ironique de remarquer qu’elles ont chacune moins de chance 
d’arriver à 20 francs qu’un joueur qui aurait misé tout son argent 
au premier tour (18 chances sur 38 soit 47.37%). 
On s’en doutait déjà, mais plus on joue à la roulette, plus on a de 
chance de perdre. La stratégie de Loren est celle qui nécessite 
le plus de tour de roulette. Comme la banque du casino gagne 
en moyenne 2/38 des mises à chaque tour (5.26%), elle aura eu 
beaucoup de chance si elle ne finit pas ruinée. La seule manière 
de gagner à coup sûr de l’argent avec la roulette, c’est d’être 
l’organisateur 
Pour en savoir plus
Les jeux sont faits !
Dans la vie courante, on appelle martingale une technique permettant d’augmenter les 
chances de gain aux jeux de hasard.
En mathématiques, cela désigne un type de processus aléatoire. Notons Xn la valeur du 
processus au temps n` , et Fm  l’information disponible depuis le temps 0 jusqu’au 
temps m. Alors une martingale est un processus X  tel que, connaissant l’information 
disponible jusqu’au temps m n( ) , sa valeur moyenne au temps n  est égale à sa valeur 
au temps m. Plus formellement :
E( | )X Xn m mF  
Pour m n 1, c’est-à-dire si on connaît toute l’histoire du processus jusqu’au temps 
qui précède juste n, alors la martingale n’a ni envie de croître, ni envie de décroître, elle 
reste constante en moyenne :
E( | )X Xn n nF   1 1
On appelle sur-martingale un processus ‘‘qui a envie de décroître en moyenne’’ :
E( | )X Xn n nF  d1 1
Typiquement, une (sur-)martingale peut décrire l’évolution de la fortune d’un joueur, 
la quantité X Xn n 1  représente alors son gain par unité de mise au n-ième jeu. 
Le jeu est équitable si X est une martingale, il est défavorable au joueur si X est une sur-
martingale.
Dans l’exemple de la roulette, et de tous les jeux de Casino, l’évolution de la fortune des 
joueurs est toujours décrite par des sur-martingales, puisqu’il y a un biais en faveur 
du Casino. Pour les différentes stratégies des joueurs, il est alors possible de calculer la 
probabilité de doubler sa mise : les chances de réussir à obtenir 20 francs pour Shaula 
sont de 41,92 %, tandis qu les chances de Loren ne sont que de 26,19 %.
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Comment le casino gagne à la roulette américaine
A la roulette, le casino se contente de faire « la Banque ». Il ne mise pas contre les 
joueurs comme au Black Jack par exemple. Il agit comme un bookmaker qui prend les 
différents paris et redistribue les gains aux vainqueurs. Mais il ne restitue pas l’entier 
de la somme mise en jeu par les différents parieurs. A chaque tour, il encaisse en 
moyenne 5,26% (2/38e) du total des mises.
Pour bien comprendre ce qui se passe, imaginons un joueur qui mise « en plein » 1 
franc sur tous les numéros (1 à 36 plus le 0 et le 00). Il investit dans cette opération 38 
francs. Il gagne forcément sur un des numéros qu’il a joué et le casino lui restitue sa 
mise de départ pour ce numéro plus 35 francs de gain. Au bout du compte, il a joué 38 
francs et en a récupéré 36. Il a bien perdu 2/38e de ses mises dans l’opération.
Imaginons un autre joueur qui joue 1 franc sur le noir et 1 franc sur le rouge à chaque 
tour. La plupart du temps, il va gagner 1 franc sur la bonne couleur et en perdre 1 sur 
la mauvaise, faisant ainsi une opération nulle. Mais 2 fois sur 38 en moyenne, c’est le 0 
ou le 00 qui sort et il va perdre ses deux mises. Au ﬁnal, il va aussi perdre en moyenne 
2/38e de ses mises.
Il en va ainsi pour toutes les mises possibles ; que chacun gagne ou perde, le casino 
empoche en moyenne 5,26% de toutes les mises engagées (sauf « la ligne du haut » où le 
gain moyen du casino est encore supérieur : 3/38e ou 7,89%).
Il n’y a pas de système de jeu (martingale) qui permette au joueur de battre à coup sûr 
le casino à la roulette. Si c’était le cas, il y a longtemps que les tables seraient fermées. 
La seule stratégie connue est d’imaginer un joueur disposant d’une fortune inﬁnie
qui appliquerait une démarche du type de celle de Shaula dans notre exemple. Mais 
les casinos ont trouvé la parade en ﬁxant une limite maximale de mise. Ce faisant, ils 
rendent cette solution théorique inopérante.
5,26% ce n’est pas beaucoup ?
Le casino encaisse en moyenne 5,26% des mises, ce qui peut paraître de prime abord 
très raisonnable. Mais il le fait à chaque tour.
Imaginons que l’ensemble des joueurs mise un total de 100 francs par tour. A raison de 
1 tour toutes les 3 minutes, il faut moins d’une heure au casino pour gagner 100 francs !
Imaginons maintenant un joueur disposant de 100 francs qui mise toute sa fortune à 
chaque tour. Il lui faut en moyenne 13 tours pour en perdre la moitié. Ainsi, toujours en 
considérant 1 tour toutes les 3 minutes, le casino l’aura délesté en moyenne de 50 francs 
en moins de 40 minutes.
Et enﬁn !
Il existe deux entreprises qui réalisent des gains ﬁnanciers pratiquement certains en 
appliquant la théorie des probabilités.
L’une :
Fournit un service toujours bien compris par son destinataire qui l’achète •
librement et en toute connaissance de cause ;
Réalise des gains strictement plafonnés et raisonnablement proportionnés à ses •
coûts de fonctionnement et aux risques encourus ;
Est fondée sur des calculs parfaitement vériﬁables car leurs bases sont publiques ;•
Est strictement réglementée par des lois très précises dont le respect est •
constamment, et très rigoureusement, vériﬁé par l’Etat.
L’autre :
Fournit un service souvent mal compris par son destinataire qui est souvent •
contraint de l’acheter ;
Réalise des gains non plafonnés et démesurés relativement à ses coûts de •
fonctionnement et aux risques encourus ;
Est fondée sur des calculs complexes et invériﬁables car leurs bases sont en grande •
partie secrètes ;
Est mal réglementée par des lois extrêmement complexes dont l’Etat ne parvient •
pas à se donner les moyens de vériﬁer la stricte application.
La première est le casino et la seconde est l’assurance.
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C’est normal !
Michel s’ennuie. Pour passer le temps, il joue à pile ou face de 
la façon suivante : il lance 14 fois de suite la pièce et compte le 
nombre de fois où elle tombe sur pile. Il a 15 résultats possibles 
allants de 0 A 14.  Après un certain nombre de parties, il se rend 
compte qu’il obtient beaucoup plus souvent 7 piles et 7 faces 
que 14 piles ou 14 faces. Il se demande quelle forme aurait la 
répartition d’un grand nombre de parties. 
Il se pose une autre question : si la pièce est truquée et qu’elle a 
une plus grande chance de tomber sur pile que sur face, est-ce que 
la forme de la répartition sera différente ? A votre avis, laquelle de 
ces courbes représente le mieux la répartition de 100 parties ? Si la 
pièce est truquée, la forme de la répartition sera –t-elle différente ? 
Solution :
C’est la courbe rouge qui représente le mieux la répartition de 100 
parties. 
Cette courbe, en cloche ou en « chapeau de Napoléon », est 
nommée courbe de Gauss en l’honneur de celui qui l’a mise en 
évidence. 
Par ailleurs, une pièce truquée ne change pas la forme de la 
répartition de la courbe, mais elle déplace son centre à droite ou à 
gauche. 
Cette courbe représente une infinité de répartitions naturelles. Par 
exemple, les chances de croiser une marmotte lors d’une balade 
en montagne en fonction de l’altitude à laquelle on se trouve sont 
réparties selon une courbe de Gauss. Il en va de même pour l’heure 
du repas de midi. Peu de personnes le prennent à 11h ou à 14h, et 
plus on se rapproche de 12h30, plus on trouve de gens à table. 
Pour en savoir plus
C’est normal !
La courbe de Gauss, ou Gaussienne, décrite par la fonction
f x x( ) exp  §©¨
·
¹¸
ª
¬
««
º
¼
»»
1
2
1
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est observée dans de nombreuses situations. Nous avons étudié ici l’exemple du jeu 
de Pile ou Face, ce qui revient à un jeu de ‘‘Gauche ou Droite’’ pour les billes dans 
la planche de Galton : à chaque lancer, la pièce tombe au hasard sur l’un des deux 
côtés, (respectivement, à chaque étage, la bille choisit au hasard une direction), 
indépendamment de ce qui précède. On est en présence de variables aléatoires 
indépendantes, suivant une loi de Bernoulli à chaque étape.
En fait, peu importe la loi des variables aléatoires que l’on considère (on aurait pu 
jouer au dé à 6 faces, à 12 faces, tirer au hasard un nombre naturel ou un nombre réel), 
si ces variables sont indépendantes (les différents tirages n’ont pas d’inﬂuence les uns 
sur les autres) et de même loi telle que l’espérance existe et la variance soit ﬁnie, alors 
la distribution des résultats obtenus après n étapes s’approche d’une Gaussienne au 
voisinage de la moyenne lorsque n tend vers l’inﬁni. Ainsi, dans notre exemple, le fait 
que la pièce soit pipée n’y change rien. 
On appelle la Gaussienne une courbe universelle : elle ne dépend pas des ‘‘détails’’ 
de notre expérience (loi des variables aléatoires), mais seulement de structures plus 
profondes (indépendance).
Carl Friedrich Gauss, est un mathématicien allemand du 
19e siècle. Surnommé « le prince des mathématiciens », il est 
sans conteste l’une des ﬁgures les plus illustre de l’histoire 
des mathématiques. Il a produit des résultats fondamentaux 
pour la théorie des nombres et en géométrie. La légende veut 
qu’il ait été le dernier mathématicien à avoir connaissance 
de l’ensemble du savoir mathématique de son temps. Mais 
ce n’est pas tout, Gauss a également effectué des travaux en 
astronomie, en optique et en électromagnétisme. Bref, il serait 
vraiment dommage de ne retenir de cet illustre chercheur que 
la courbe qui porte son nom !
Carl Friedrich Gauss
30 avril 1777, Brunswick – 
23 février 1855, Göttingen
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Qui veut gagner une voiture ?
John vient de gagner la finale d’un jeu télévisé. 
En guise de récompense, l’animateur du jeu lui présente 3 portes 
et l’informe que derrière l’une d’entre elles est parquée une voiture 
de luxe qu’il pourra emporter s’il ouvre la bonne porte. 
Il lui demande d’en désigner une sans l’ouvrir. 
L’animateur ouvre alors l’une des 2 autres portes derrière laquelle 
il sait qu’il n’y a pas la voiture. 
John se retrouve donc en face de 2 portes fermées, celle qu’il a 
choisie et une autre. L’animateur lui propose alors d’ouvrir l’une 
des 2 portes, soit celle qu’il avait choisie initialement, soit de 
changer d’avis et d’ouvrir l’autre. 
John choisit de maintenir son choix et d’ouvrir la porte qu’il avait 
désignée initialement. 
A-t-il raison ? N’aurait-il pas augmenté ses chances de gagner la 
voiture en changeant de choix ? 
Vous pouvez réfléchir ou faire quelques parties avec un comparse 
qui jouera le rôle de l’animateur. 
Solution :
Il est préférable de changer de choix. 
En gardant votre porte initiale, vous avez 1 chance sur 3 de gagner 
la voiture. Alors qu’en changeant, vous avez 2 chances sur 3 de 
gagner. 
Pour vous en convaincre voici le raisonnement que vous devez 
faire : « Si dès le début je choisis la bonne porte, l’animateur aura 
le choix d’ouvrir une des 2 autres. Mais si mon premier choix n’est 
pas bon, l’animateur se retrouvera avec une porte vide et une porte 
avec la voiture. Il n’aura donc pas de choix et ouvrira fatalement 
celle qui ne cache pas la voiture, me désignant par la négative la 
position du gros lot. Cette deuxième configuration, où je n’ai pas 
désigné de prime abord la bonne porte, se produit 2 fois sur 3. J’ai 
donc intérêt à partir du principe que je me suis trompé lors de mon 
premier choix et laisser l’animateur me désigner la bonne porte. Je 
gagnerai la voiture 2 fois sur 3 ». 
Ce problème est peut-être le casse-tête probabiliste le plus célèbre 
du 20e siècle. Mis en lumière dans les années 90, il a valu à son 
auteur plus de 10’000 lettres de critiques, y compris de la part de 
professeurs d’université. Certains prétendaient que quelle que 
soit la solution choisie par le candidat, il gardait 1 chance sur 3 de 
gagner la voiture, d’autres que ses chances de gain étaient dans 
les deux cas de 1 sur 2. Il a fallu un certain temps pour que tout le 
monde s’accorde à dire qu’il est préférable de changer de choix. 
Pour en savoir plus
Tout décideur (qu’il soit militaire, trader ou politique) le sait bien : plus on obtient 
d’informations concernant la réalisation d’un événement dont l’issue nous est inconnue, 
meilleure sera notre capacité d’anticiper. 
Le problème des trois portes illustre bien le fait qu’il est important de tenir compte des 
informations obtenues, mais qu’il n’est pas toujours facile d’employer ces informations 
à bon escient.
La notion de probabilité conditionnelle vise à quantiﬁer ces changements. Comment y 
parvient-on ? 
Etudions la situation suivante : deux sacs contiennent chacun 
des boutons rouges et des boutons blancs ; le premier en 
contient 10 rouges et 30 blancs, le second 20 rouges et 20 
blancs.
Prenons un sac au hasard et piochons-y un bouton. Comme 
il y a deux choix de sac, la probabilité que celui-ci vienne du 
premier sac est 1/2.
Notons I  l’événement « le bouton pioché vient du premier sac » et R l’événement « le 
bouton pioché est rouge ».
Le calcul précédent nous permet d’écrire que la probabilité de I vaut P( I ) = 1/2. 
L’événement R revient à piocher l’un des 30 boutons rouges parmi les 80 boutons 
possibles, sa probabilité vaut donc P(R ) = 3/8.
Pour calculer la chance d’obtenir un bouton rouge qui vient du premier sac, nous 
devons satisfaire les deux conditions à la fois : « être rouge » (événement R ) et « venir 
du premier sac » (événement I ).
L’événement {« être rouge » et « venir du premier sac »} est la conjonction de R et 
de I , que l’on note R I . La probabilité de ce nouvel événement se calcule comme 
précédemment et on a donc : P R I( ) = 10/80 = 1/8.
Que se passe-t-il si nous obtenons une information sur le tirage ?
Par exemple, le bouton pioché provient du premier sac.
Cette nouvelle information restreint le choix possible du bouton à ceux du premier sac. 
Notre univers s’est donc rétréci. 
Qui veut gagner une voiture ?
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Voyons comment cela affecte la probabilité de l’événement R « être rouge ». 
Il ne s’agit plus de comparer le nombre de boutons rouges avec le nombre de boutons 
total, mais de comparer le nombre de boutons rouges venant du premier sac avec le 
nombre total de boutons du premier sac, soit 10/40 = 1/4 .
On remarque que cette valeur s’obtient par 
P R I
P I
( )
( )
   
10
80
40
80
1
4
Notons P R I( | )  cette nouvelle probabilité d’être rouge qui tient compte de 
l’information supplémentaire « le bouton vient de I ». On l’appelle probabilité
conditionnelle de R sachant I .  L’expression P R I( | )  se lit donc : probabilité que le 
bouton soit rouge sachant qu’il vient du premier sac.
On a donc la déﬁnition
P R I P R I
P I
( | ) ( )
( )
 
d’où l’on tire immédiatement : P R I P I P R I( | ) ( ) ( )  .
Il est important de remarquer que R est toujours le même événement, mais que c’est la 
probabilité qui change. En effet, on ne travaille plus avec la probabilité P( .), mais avec 
la probabilité P I(. | ) .
Imaginons une question similaire : après avoir tiré une bouton dans un des deux sacs 
nous voyons que le bouton est rouge. Peut-on estimer la probabilité que celui-ci vienne 
du premier sac ?
Nous pouvons évidemment refaire toute la démarche, mais nous pouvons aussi utiliser 
les résultats obtenus.
En effet, nous cherchons maintenant à calculer P I R( | ) , probabilité pour laquelle nous 
avons une formule :
P I R P R I
P R
P R I P I
P R
( | ) ( )
( )
( | ) ( )
( )
      
1
4
1
2
3
8
1
3
Connaître la probabilité P R I( | )  que le bouton soit rouge sachant qu’il provient du 
premier sac nous permet de connaître P I R( | ) , la probabilité que le bouton vienne du 
premier sac sachant qu’il est rouge. 
Cette observation a été faite par Thomas Bayes et porte le nom 
de Théorème de Bayes. On l’appelle aussi formule de probabilité 
des causes. Cette formule est en particulier essentielle pour toute 
investigation diagnostique (maladie, panne, etc.)  Ce résultat est 
encore à la base, parmi d’innombrables exemples, de l’estimation 
de l’efﬁcacité de nos médicaments. 
Mais revenons au problème des trois portes.
Dans la résolution proposée, une information supplémentaire est 
introduite dans le jeu quand l’animateur, qui sait où se trouve la 
voiture, désigne au candidat une porte où la voiture n’est pas. 
Remarquons qu’il est utile de tenir compte de cette information supplémentaire. 
En effet, dans le jeu tel qu’il est présenté, il n’y a aucune incertitude sur le fait 
que l’animateur ne vous trompe pas, puisqu’il ouvre effectivement la porte. En 
mathématisant le problème des trois portes via des probabilités conditionnelles, on 
obtient d’ailleurs le même résultat, a savoir que si le candidat garde son choix initial, il 
a 1 chance sur 3 de gagner, contre 2 sur 3 s’il change.
Thomas Bayes 
1702, Londres – 7 avril 
1761, Tunbridge Wells
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La semaine des quatre jeudis
Tout occupé à introduire une augmentation de la durée 
hebdomadaire de l’enseignement scolaire dans sa ville, le 
responsable de l’éducation de Calvinville apprend l’existence d’un 
projet en faveur de la semaine des 4 jeudis (4 jours de congés). 
Inquiet, il mandate deux instituts de sondage réputés de la place, 
Jedevinetout et Predictable, pour connaître l’avis de la population.
 Les deux instituts constituent un échantillon de 50 personnes 
qu’ils espèrent représentatif de la population. 
L’institut Jedevinetout procède de la manière suivante : ses 
émissaires se postent à 12h sur la Grande Place en face du collège 
et interrogent les 50 premières personnes qui la traversent. 
L’institut Predictable adopte une autre stratégie : ses émissaires 
effectuent un tirage au sort de 50 numéros de téléphones portables 
qu’ils appellent également à 12h. 
Les deux instituts obtiennent des résultats diamétralement 
opposés. Jedevinetout obtient 80% d’opinions favorables à 
la semaine des 4 jeudis, Predictable obtient 70% d’opinions 
défavorables. 
Comment expliquer une telle différence ? Lequel des deux instituts 
a à votre avis le mieux constitué son échantillon ? 
Vous pouvez réfléchir ou réaliser vous-même les deux sondages à 
l’aide du dispositif ci-dessous. 
Solution :
Aucun des deux instituts n’a constitué son échantillon de manière 
acceptable. 
La méthode de Jedevinetout est sans conteste celle qui a le moins 
de chance d’avoir des réponses représentatives de l’ensemble de 
la population. En effet, à l’heure de la sortie des classes du collège, 
il y a fort à parier que l’essentiel des gens qui vont traverser la 
place sont des élèves, sans aucun doute bien plus favorables que 
l’ensemble de la population à la semaine des quatre jeudis. 
Cet exemple un peu caricatural est inspiré d’un fait historique. Lors 
des élections présidentielles de 1948 aux Etats-Unis, les enquêtes 
téléphoniques réalisées au sein de la population américaine 
par divers instituts de sondage prévoyaient une large victoire du 
candidat républicain Dewey au détriment du démocrate Truman. 
Pourtant à l’issue du scrutin, c’est Truman qui l’a emporté. En 
1948, le téléphone était un objet de luxe réservé à une minorité 
riche et aisée. Or les couches populaires (sans téléphone privé…) 
ont largement voté pour Truman. 
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Pour en savoir plus
Dans l’exemple de sondages qui vous a été  proposé, les échantillons constitués ne sont 
pas représentatifs de l’ensemble de la population. On dit dans ce cas qu’ils sont biaisés.
C’est l’un des obstacles majeurs à la réalisation d’un sondage rigoureux.
Former un échantillon où aucune catégorie de la population ne soit privilégiée est très 
difﬁcile.
L’idéal serait de le sélectionner uniformément au hasard dans l’ensemble de la 
population (à l’image de la main innocente qui tire dans le chapeau), mais comme c’est 
pratiquement impossible à réaliser, on prend un nombre d’individus équivalent au 
pourcentage qu’il représente dans l’entier de la population dans plusieurs catégories 
que l’on pense être pertinentes: c’est la base de la méthode des quotas dont la mise en 
œuvre nécessite une étude minutieuse. Le travail du statisticien honnête consiste à bien 
identiﬁer ces catégories pertinentes.
Pour se rendre compte à quel point la division de la population en catégories 
pertinentes est cruciale, on peut citer le paradoxe de Simpson qui traite de l’efﬁcacité
comparée de deux traitements.
Deux traitements principaux sont possibles contre les calculs rénaux : une chirurgie 
classique (traitement A) et une chirurgie endoscopique (traitement B). Un hôpital 
procède à une étude statistique comparée et obtient les résultats suivants :
Taux de succès (succès/total)
Traitement A Traitement B
78% (273/350) 83% (289/350)
Chacun des traitements a été administré à 350 personnes. Le traitement A a guéri 273 
personnes, son taux de succès est donc de 78%, alors que le traitement B a guéri 289 
personnes, son taux de succès est donc de 83%. Sur la base de ces observations seules, 
on peut en déduire que le traitement B est plus efﬁcace que le traitement A.
Pour les mêmes 700 cas de calculs rénaux, un assistant propose une nouvelle 
interprétation des résultats, en rajoutant une donnée concernant la taille des calculs 
rénaux, il obtient les résultats suivants :
Résultats en fonction de la taille des calculs
petits calculs
Traitement A Traitement B
93% (81/87) 87% (234/270)
gros calculs
Traitement A Traitement B
73% (192/263) 69% (55/80)
La semaine des quatre jeudis
On y observe que pour les petits calculs, les taux de succès des traitements sont de 93% 
et 87% respectivement. Pour les gros calculs, ils sont de 73% et 69%. Le traitement A 
est donc plus efﬁcace dans les deux cas. En rajoutant cette observation, on en déduit 
donc que le traitement A est plus efﬁcace que le traitement B, soit la conclusion inverse !
Dans les deux cas que nous avons étudiés (sondage et statistiques cliniques), on 
remarque qu’on ne peut pas se contenter d’observer des résultats triés de manière 
arbitraire pour en déduire des conclusions sur la population ou sur les traitements 
(méthode inductive). Il est nécessaire d’avoir une théorie a priori, qui donne les 
catégories pertinentes dans lesquelles doivent être répartis les résultats du sondage ou 
de l’expérience que l’on va réaliser (méthode déductive).
Ceci étant dit, rien ne nous assure que la prise en compte d’un autre paramètre (par 
exemple le poids, l’âge, le sexe etc.) ne modiﬁerait pas à nouveau les conclusions.
Un dernier pour la route
A votre tour de produire un résultat statistique !
Estimez le poids de ce dé en le soupesant et saisissez votre résultat 
sur l’écran tactile. Suivez ensuite les différents résultats produits 
par toutes les estimations faites depuis l’ouverture de l’exposition.
