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The paper contains several results on the linear topological structure of the 
spaces C(K), K compact metric, and L,(O, l), 1 Q p < a. The topics which 
are studied include: complemented subspaces, special Schauder bases, and 
equivalent norms in these spaces. 
1. INTRODUCTION 
The present paper contains several loosely connected results 
concerning the isomorphic theory of the classical, separable, Banach 
spaces. The main part of the paper is devoted to the study of the 
spaces C(0, 1) and L,(O, l), 1 < p < co. We outline briefly the main 
results in each of the (to a large extend independent) sections of the 
paper. We use the standard terminology (cf. [4, 51). For the definitions 
of the more specialized notions used in this introduction, but not 
defined here, we refer to the specific sections. 
In Section 2 we prove some results which show that the space C(0, 1) 
cannot be decomposed in a nice manner into simpler parts. We show 
that if a Banach space X contains a subspace isomorphic to C(0, 1) 
and if Y is any other subspace of X, then either Y or X/Y must 
contain a subspace isomorphic to C(0, 1). This result easily implies 
that whenever C(0, 1) is represented as a direct sum X1 @ X, then 
at least one of the factors must be isomorphic to C(0, 1) itself. More- 
over, even if we have a decomposition of C(0, 1) into an infinite number 
of factors X1 @ X, @ *me, and if this decomposition is unconditional 
then, for at least one index i, the space Xi is isomorphic to C(0, 1). 
The main result of Section 3 is an extension theorem. Let X be a 
subspace of the space c,, of all sequences of scalars tending to 0. Let T 
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be a bounded linear operator from X into the space C(K) of all con- 
tinuous scalar-valued functions on a compact Hausdorff space K. Then 
T can be extended to a bounded linear operator from c0 into C(K). 
From this result it is possible to deduce some special properties of 
subspaces of c,, which probably even characterize them among all 
separable Banach spaces. For instance, we show that if X C C(0, 1) 
and X is isomorphic to a subspace of c0 then any isomorphism of X 
into C(0, 1) can be extended to an automorphism of C(0, 1). 
In Section 4, we investigate the notion of a reproducible basis. 
A basis {xi)& of a Banach space X is called reproducible if, whenever 
X is embedded isomorphically in a Banach space Y having a basis 
{yj}j”=i , there is a block basis {zi}& , with respect to {yj}ja_i , which is 
equivalent to {xi}& . The main results of Section 4 are: (i) The Haar 
functions form a reproducible basis in L&(0, I), 1 < p < cc and, 
actually, in a larger natural class of Banach spaces (this result is a 
slight variant of a result announced by Olevskii [18]), (ii) Every basis 
of C(0, 1) is a reproducible basis. 
In Section 5, we investigate the question how “drastically” one 
can renorm the classical Banach spaces. Let X be a Banach space with 
norm // * Ij and let 111 * /(I b e an equivalent norm in X. We say that j/j . I)/ 
is a distorted norm with respect to /I . 11 if (X, /II * 111) does not contain 
sections which are arbitrary close to (X, )/ * II). That is, if for some 
E > 0 it is impossible to find a subspace Y of X and an operator T 
from Y onto Xsuch that /II y /// < /I Ty II < (1 + 6) II/y I// for ally E Y. 
James [7] has proved that c0 and I1 do not have equivalent norms which 
are distorted with respect to the usual norms in these spaces. We show 
in Section 5 that the spaces L,,(O, l), 1 < p < co, p # 2 and C(0, 1) 
do have distorted norms (with respect to the usual norms of these 
spaces). For L,(O, 1) and in fact for all spaces Z, , 1 < p < CO, the 
question of existence of distorted norms remains open. 
The first theorem of Section 6 is a special result concerning the 
spaces L,(O, l), co > p > 2. We show that L,(O, 1) is not isomorphic 
to a subspace of (I, @ I, @ e..), . This proves a special case of a 
conjecture concerning the structure of the complemented subspaces 
of L,(O, 1). In the second theorem of Section 6 we show that the 
sequence spaces Z, , 1 < p < co, have a nice representation as spaces 
of analytic functions. It is proved that for such values of p, Z, 
is isomorphic to the space of all analytic functions f(z) on 
D = {z; / z I < l} f or which l/f/l” = sJD if(x + iy)l” dx dy < co. 
This result should be compared to the well-known fact [3] that 
L,(O, 1) is isomorphic to the space of all analyticf(z) on D for which 
[If/l” = supr<i J: If(~ db’ < co. 
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Except for this last theorem, we shall assume that our spaces are over 
the reals. We use the notation X m Y to denote that X is isomorphic 
to Y. By “operator” we always mean a bounded linear operator. 
The restriction of an operator T to a subspace X of its domain of 
definition is denoted by T,, . 
2. SOME PROPERTIES OF C(d) 
A fundamental result of Milutin [16, 201 states that all the spaces 
C(K) with K compact metric uncountable are mutually isomorphic. 
Thus in order to investigate the isomorphic properties of these spaces 
it is enough to consider one particular K. In the present section we 
take as K the usual Cantor set A. 
We begin by recalling the definition of the Haar system. Let A,,, , 
0 < k < 2n - 1, n = 0, 1, 2 )... be a basis of A consisting of clopen 
(= open and closed) sets so that 
A -A n,k - n+1,2?c" An+l*zk+l . 
The Haar functions {&J are defined by 
(2.2) 
9” = Xd”,” ; $~~n-1+~ = x,A,,~~ - xA,,~~+~ , 0 < k < 2-l - 1, 
n = 1, 2,..., (2.3) 
where xa denotes the characteristic function of the set A. 
It is well-known and easy to see that the Haar system is a monotone 
basis of C(d). 
We say that the sequences {xi) and {y,> (both either infinite or of 
the same finite cardinality) of elements of a Banach space X are 
isometrically equivalent if, for every sequence of scalars {ti}, 
(2.4) 
LEMMA 2.1. Let {gi}OGii2p be functions in C(d). Put (JOY 
0 < k < 2n-1, n = 1, 2 )...) p) 
A o,. = g,‘(l); An,2k = &:-~+k(l), 4,mfl = g&+k(-‘)’ c2.51 
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Assume that 
-1 <gi d 1, (2.6) 
and that each gi attains the values 1 and - 1, and (for 0 < k < 2”, 
n = 1, 2,...,p) 
suPP & c A,,, 3 SUPP g,*+, c A,& , (2.7) 
where supp f = (s; /f (s)i) # 0). Then the sequences (gi)OGi<Bp and 
&lOGi<2P are isometrically equivalent. 
Proof. Observe first that, by (2.1), (2.5) and (2.7), 
(i) the functions of the same level n have disjoint supports, i.e., 
g,n+k - g,+l = 0 for 0 < k < I < 2”; 
(ii) if 0 < i < 2”, then gi is constant on A,,, the constant 
being either 1, - 1 or 0. 
We shall show by induction on n that 
(iii) For any choice of scalars {ti}OGi<fn , the maximum of the 
function 1 CEi’ ti gz( *)I is attained on one of the sets A,,, , 0 ,( k < 2”. 
This is obvious for n = 0. Let n < p and let ($1 0 < i < 2” be 
scalars. By (ii) the function Cgil-’ tigi(*) is constant on each of the 
sets A,-l,li . Denote this constant by ~,-i,~. By (2.5), (2.7) and (i) 
= I Cll-l,k I + I Q”-l+k I = soA,,ak"A, 2k+l I Cn-1,k + ~Y-'+&-~+k(S)~~ SUP (2.8) 
Ifs 4 uE;-l A,-, k , then by (2.7) gl;i tigi(s) = C&-” tigi(s) and, 
therefore, by the ‘inductive hypothesis, there is a k, 0 < k < 2+l 
such that 1 sl;’ t$g,(s)j < ~,-i,~ . This fact combined with (2.8) 
completes the inductive proof of (iii). 
The lemma follows immediately from (iii) and the observation that 
the value of gi on Ap,k is equal to the value of di on A,,, , 0 < i, 
k < 2~. 
If A, is a nonempty clopen subset of A we identify C(d,) with the 
set {f E C(A);f(s) = 0 for s $ A,}. 
PROPOSITION 2.1. Let T : C(A) -+ Y be an operator such that 
(*) For every E > 0 and for every clopen nonempty subset A, of A, 
there is an f E C(A,) such that jl f (1 = 1 and 11 Tf I[ < E. 
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Then for each c > 0 there is a sequence {gi}& in C(A) which is 
isometrically equivalent to the Haar system {q$}gl and such that 
CL, II Tgi II < 6. 
Proof. First observe that one can assume without loss of generality 
that the function f in (*) is (i) a step function, i.e., a finite combination 
of characteristic functions of clopen sets and (ii) attains the values + 1 
and -1. 
Indeed (i) follows from the fact that the step functions are dense in 
C(d,). To show (ii), divide A, into nonempty clopen sets A,’ and 0; 
and pick in C(d,‘) and C(d;) step functions f' and f “, respectively, 
so that Ilf'/j = i/f" 11 = 1 and max(ll Tf’ I/, jl Tf” 11) < e/2. The 
desired function is either f’ + f” or f’ - f “. 
By using (*) and the observation above we define inductively for a 
given E > 0 a sequence { gi) of step functions so that, for i = 0, 1,2,..., 
11 Tgi 11 < 2-i-‘~, 
-1 < gi < 1 and gi attains the values 1 and -1, 
and for 0 < k < 2”-l, n = 1, 2 ,..., 
(2.10) 
(2.11) 
g, E %?w g2*+2rc E Ckz;,l_l+,( 1)) ; g,,,,,,, E Ck,;l’_l+,W). (2.12) 
In the inductive step we use the fact that the sets g;‘( 1) and g;“( - 1) 
are clopen since the gi are step functions. 
Clearly, by (2.10), CT=, 11 Tgi II < E. Furthermore, note that (2.11) 
and (2.12) are equivalent to (2.6) and (2.7). Hence by Lemma 2.1 the 
sequence { gi)gO is isometrically equivalent to {$&& . 
Remark. The assumption (*) is strictly weaker than 
(**) T is not invertible on any subspace of C(d) which is isomorphic 
to C(A). 
Indeed, let F be a nowhere dense subset of A which is homeomorphic 
to A. Let T : C(A) + C(F) be the map restricting each function on A 
to F. Then T satisfies (*), since for every nonempty clopen A, C A 
there is a nonempty clopen A, CA, with A, A F = IZ( and thus 
Txd, = 0. On the other hand, if L : C(F) --t C(A) is a linear extension 
operator, then T is an isomorphism on the subspace LC(F) of C(A) 
which is isomorphic to C(A). 
THEOREM 2.1. Let Z be a Banach space which contains a subspace E 
isomorphic to C(A). Let X be another closed subspace of 2. Then either X 
or Y = Z/X contain a subspace isomorphic to C(A). 
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Proof. By an appropriate renorming of Z we may assume, without 
loss of generality, that E is isometric to C(n) [19, Proposition 11. Let 
T : E + Y denote the restriction of the quotient map of Z onto 
Y = Z/X. If T satisfies (*), then, by Proposition 2.1, there is for 
every E > 0 a sequence {gi}im_a in E isometrically equivalent to the 
Haar basis of C(d) for which ET=, I/ Tgi (1 < E. By the definition 
of the norm in quotient spaces, 
X.E=O IIgi - xi II < E* 
there are {~~}ia;~ in X such that 
By the Paley-Wiener type stability theorem 
(cf. [l]) the sequence {x&~ forms (if E is small enough) a basis in the 
closed linear subspace Xi of X which it spans and there is an iso- 
morphism from Xi onto C(d) which maps xi to +i , i = 0, I,... . 
Thus X has a subspace isomorphic to C(d). 
If T does not satisfy (*), then there is an clopen d, C d such that 
TICcdl) is an isomorphism and hence TC(A,) is a subspace of Y 
isomorphic to C(d). This completes the proof. 
COROLLARY 1. Let C(A) = X @ Y. Then either X OY Y is iso- 
morphic to C(A). 
Proof. This follows immediately from Theorem 2.1, and the result 
proved in [21] that a complemented subspace of C(A) which contains 
a subspace isomorphic to C(A) must itself be isomorphic to C(A). 
We shall now prove a stronger version of this Corollary which 
involves direct sums with an infinite number of summands. Let us 
recall that Xi @ X, @ a** is said to be an unconditional Schauder 
decomposition of a Banach space Z (the Xi being closed subspaces 
of Z) if every x E Z has one and only one representation as x = xTz1 xi, 
with xi E Xi and the series converging unconditionally. 
THEOREM 2.2. Let Xl @ X, @ *** be an unconditional Schauder 
decomposition of C(A). Th en at least one of the summands Xi is isomorphic 
to C(A). 
Proof. Denote by Pi the natural projection from C(A) onto Xi , i.e., 
Pi XT=, xi = xi . Let us first recall that by the result of [12, p. 2991, 
concerning unconditional decompositions of C(K) spaces, the norm 
lllf III = SUPl<i<m II Pifll is an equivalent norm on C(A). By the result 
of [21] quoted in the proof of Corollary 1 above, it is enough to show 
that some Xi must have a subspace isomorphic to C(A). 
Assume there is no such i. Then, by Theorem 2.1, none of the 
spaces X, @ .** @ X, , n = 1, 2,..., has a subspace isomorphic to 
C(A). Hence (cf. the proof of Theorem 2.1) for every integer n, 
every E > 0, and every nonempty clopen A’ CA, there is an 
fEC(A')C C(A), llfll = 1, maxlGiGnlI Pifll =c E andf-'(1) a non- 
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empty clopen subset of A’. Consequently, we can construct inductively 
a decreasing sequence of nonempty clopen subsets A, r) .cl, r> A, e-0 
of A, functions {fi}rzI in C(ili-r), and a sequence of integers {ni}& 
such that, for i = 1, 2 ,..., 
llfi II = 1 =fd4 for sELli. (2.13) 
~1 Pjfi II < Fi for 1 < j < ni-l and for j 3 ni . (2.14) 
By (2.13) and (2.14) II! x.i”=rfi I;/ < 2 for every n. For s EA,, 
C~Elfi(s) > n and hence )/ &fi jj > n. This contradicts the fact 
that /I * 11 and /Jj * /jl are equivalent. 
Remark I. Since C(d) has a Schauder basis (e.g., the Haar system) 
the assumption that the decomposition is unconditional is essential. 
Also, since C(d) = C(d) @ cO it is clear that one cannot ensure in 
general that more than one summand of the decomposition be iso- 
morphic to C(d). 
2. By the method of this section and those of [2], it is probably 
possible to extend some of the results of this section to general 
separable C(K) p s aces. For c,, the analogues of Theorem 2.1 and 
Corollary 1 are well known (while the analog of Theorem 2.2 is clearly 
faIse.) We checked in detail the fact that Corollary 1 holds if C(A) is 
replaced by C(U). F or nonseparable C(K) spaces the situation 
becomes more complicated. Since neither m nor cc, are isomorphic to 
the C(K) space m @ c,, , we get that Corollary 1 does not hold in 
general for nonseparable C(K) spaces. The same is true (but no longer 
obvious) of Theorem 2.1 itself. This follows from the results of 1241 
that if K is the set of all ordinals not exceeding the first uncountable 
ordinal, then C(K) @ C(K) is not isomorphic to a subspace of C(K). 
3. It is likely that analog of some of the results of this section hold 
also for the spaces L-,(0, 1) for every p, 1 < p < co. We are unable, 
e.g., to prove (or disprove) the analog of Corollary 1 for these spaces 
(p f 2). For the sequence spaces I,, , 1 < p < co, results of the type 
of Theorem 2.1 and its Corollary are known to be true [19, 11, 131. 
3. SUBSPACES OF c0 
The main result of this section is the following extension theorem. 
THEOREM 3.1. Let X be a closed subspace of c,, . Let K be a compact 
Hausdorfs space and let T be an operator from X into C(K). Then for 
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every E > 0, T has an extension to an operator rf from c,, into C(K) 
with II Tll < (1 + ~1 II T II. 
Proof. We may clearly assume that 11 T Ij = 1. Also, since for 
every separable subspace U of a C(K) space there is a subspace V, 
UC V C C(K), with V = C(S) for some compact metric S (by the 
Stone-Weierstrass Theorem), we may assume that K is compact 
metric. Clearly, it is enough to show that for every E > 0 and every 
Y E co - X T can be extended to an operator of norm < 1 + E from 
span{X u y} into C(K). That is, we have to show that there is a 
function f in C(K) such that for every x E X, 11 f - TX Ij < 
(1 + l )llY -XII. 1 n other words, the function f has to satisfy for 
every k E K 
SUP GW) - (1 + 4 II Y - x II) = (34 <f(k) d W4 
XEX 
= ~p$(Tx(K) + (1 + 4 Ily - x II). (3.1) 
A well-known theorem in topology states that such an f exists if and 
only if G < _F where G is the smallest upper-semicontinuous function 
which dominates G and_F is the largest lower-semicontinuous function 
which is dominated by F. Assume that _F(k) < G(k) for some k E K. 
Then there exist sequences s, , t, in K such that 
K = lim s, = lim t, , lipF(s,) < lim G(t,). (3.2) 12 n 
By the definition of F and G in (3.1), we deduce that there exist 
sequences {x&& , {xn};=r in X such that 
$4%&J + (1 + 4 IIY - x, II) < BLIP, - (1 + 4 IIY - 2, lb 
(3.3) 
For s E K, let 4, denote the evaluation functional at s (i.e., 
t$l, ;;;gvE C(K)). Put, x,* = ?*A, 9 x,*. = T*& 9 ; 
n = lf2,..., 
be norm preservmg extensions of x, 
tonfunctionals on co (i.e., 
;t; :+;- 
n 9 
elements in ZJ. By passing to a 
subsequence, if necessary, we may assume that the sequences {p,}& 
and {v~}& converge w * to functionals TV and v, respectively. Observe 
that 
PIN = vex = TV,. (3.4) 
An obvious and well-known fact concerning w* convergence in II is 
that, for every u E II and every sequence {m,}& tending w* to 0, 
+4l w, + 1~ II - II w, II - II 24 II) = 0. 
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Hence 
lip(ll tb II - It pn - CL II - II II II) = $41 v, II - II y, - v II - II v II> = 0. 
(3.5) 
By restricting to X and recalling that /I pn 11 = I/ x,* /[,]I v, 11 = 11 z,* 11, 
while the norm of the other functionals appearing in (3.5) can only 
decrease by restricting to X, we get that 
II P II = II v II = II T*+, II = r, (34 
say, and 
li,m sup Ij pn - p I/ < 1 - r, li,m sup I/ vn - v 11 < 1 - r. (3.7) 
Since lim, (Pi’ - p)(y) = lim, (vrr - v)y = 0, we get, by the 
definitions of x,*, xn*, pn., v, and (3.4), that 
lip(Tx,&,) + (1 + 4 IIY - x, II - T~,@J + (1 + 4 IIY - G II> 
= l$-4&n) - 44 + (1 + 4 II y - x, II + (1 + 4 II Y - z, II) 
= li,m((tln - PKGJ - (vn - 4(4 + T*b& - 4 
+ (1 + 4lY - x72 II+ IIY - % II>> (3.8) 
= li$k - dh - Y) - (vn - V&L - Y> + T*Mxn - 4 
+ (1 + 4llY - %L II + II Y - %I II)) 
= li+W) + S&4 + W>), 
where, for n = 1, 2 ,..., 
S,(4 = (Pn - P>(%l -Y)+u--++E)IIY--x,II9 
S&> = 4% - 4% -Y> + (1 - r + 4 II Y - %a IL 
S&4 = T*h& - 4 + ~(11 xn-Y II + II zn -Y II). 
By (3.71, s,(n) and &( n are nonnegative for large enough n while, by ) 
(34, W.4 3 0 f or all n. This together with (3.8) contradicts (3.3) 
and thus completes the proof of the theorem. 
Remarks. 1. We did not check whether the theorem is true even 
for E = 0, i.e., whether T has always a norm preserving extension 
to co. The proof given here does not work for E = 0 since the 
sequences (xJ and (zn> are not necessarily bounded and thus in spite 
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of (3.7) lim inf, S,(n) may be negative if E = 0. The question whether 
we can take E = 0 is not important in the context of the present paper, 
i.e., the isomorphic theory of separable spaces. However, if we are 
interested in nonseparable spaces in which generally extensions 
involve a noncountable number of simple extensions (i.e., extensions 
by one dimension) the presence of the positive E is singificant. The 
proof given above (with obvious modifications) shows that for every 
set I’, every subspace XC Y in c,,(F) with Y/X separable, every 
operator T : X --) C(K) (K compact Hausdorff), there is an extension 
T : Y + C(K) with // I,? )/ < (1 + l ) 1) T 11. This result is probably true 
also without the restriction on Y/X, i.e., for Y = c,,(r). 
2. Theorem 3.1 remains true if we replace the range space C(K) by 
an arbitrary Banach space whose dual is isometric to an L,(p) space. 
The proof is very similar, one has only to use in it the “generalized 
Edwards separation theorem” of [9]. 
Let us now state some corollaries to Theorem 3.1. 
COROLLARY I. Let X be an injkite-dimensional complemented sub- 
space of a C(K) p s ace. Assume also that X is isomorphic to a subspace 
of cO . Then X is isomorphic to cO . 
Proof. Let P be a bounded linear projection from C(K) onto X 
and let j : X + c0 be an isomorphism. By Theorem 3.1 there is an 
operator T : c,, + C(K) whose restriction to jX is j-l. The operator 
jPT is a projection from c0 onto jX. Since an infinite-dimensional 
complemented subspace of c0 is isomorphic to c,, [19], we get that 
XmjXmcc,. 
COROLLARY 2. Let Y be a separable Banach space and let X be a 
subspace of Y which is also isometric to a subspace of c,, . Then for every 
compact Hausdorff K, every operator T : X + C(K), and every h > 2, 
there is an extension T of T from Y into C(K) with /I T jl < h // T //. 
Proof. Use Theorem 3.1 and the fact, due to Sobczyk [26, 191, 
that there is an operator U : Y + c0 with I( U (1 < 2 and U,, = identity. 
COROLLARY 3. Let X be a subspace of c,, . Then for every separable 
Banach space Y containing X there is a w* continuous map #from the 
unit ball S,* of X* into Y* such that #(x*),~ = x*, x* E S,* . 
Proof. Let T be the canonical isometry from X into C(S,*), i.e., 
Tx(x*) = x*(x). By Corollary 2, T has an extension to an operator F 
from Y into C(S,*). Define 9 : S,* + Y* by #(x*) = F*+,, (where 
c&f = f (x*) for f E C(S,,)). This 1,4 has all the desired properties. 
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COROLLARY 4. Let X be a subspace of C(0, 1) and assume that X is 
isomorphic to a subspace of c0 . Then any isomorphism T from X into 
C(0, I) extends to an automorphism of C(0, 1). 
Proof. We observe first that, in view of the results of [13], it is 
enough to prove that if X C C(0, l), with X isomorphic to a subspace 
of c0 , then there exists a subspace Y of C(0, 1) with Y r) X and 
Y rry c0 . Indeed, suppose we knew this and let T : X + C(0, 1) be 
an isomorphism. Then it would follow (by using Sobczyk’s theorem 
and the Corollary to Theorem 2.1) that there are subspaces Y, , 
E’, , 21, z, of C(O, 1) such that C(0, 1) = Y,@Z, = Yz@Zz, 
Y, - Y, - cO, Z, e Z, = C(0, l), Y, 3 X and Y, 1 TX. By 
Theorem 1 of [ 131, T can be extended to an isomorphism 5? from Yi 
onto Y,. (Remark: since in the case X a c,, the Corollary 
is much simpler, we assume that X F+ c,, . Therefore dim Yi/X = 
dim Y,iTX = co and the assumptions of [13, Theorem l] are 
satisfied.) Let R : Z, --f Z, be an isomorphism onto. Then 
T @ R : Y, @ Z, + Y, @ Z, is an automorphism of C(0, 1) which 
extends T. 
Let j, : X---f C(0, 1) be the identity map and let j, : X + c0 be an 
isomorphism. We have to show that j = j,j$ : j,X + C(0, 1) can be 
extended to an isomorphism from c,, into C(0, 1). The proof of this 
fact follows the same lines as the proof of [13, Theorem 11. We have 
just to add the following two remarks to the argument there: 
(1) By Theorem 3.1, J’ has an extension to an operator from ca 
into C(0, 1) and by the theorem of Sobczyk i-l : j,X + c0 has an 
extension to an operator from C(0, 1) into c0 . 
(2) There is a subspace U of C(0, 1) with U m c,, and a 
projection P : C(0, 1) ---f U such that PTX = (0). Actually, by 
Theorem 2.1 and the result of [21], it follows that there is even a 
subspace F’C C(0, 1) with V m C(0, 1) and a projection ,O from 
C(0, 1) onto V such that QTX = (0). 
Remark. It is likely that each of the last two corollaries 
characterizes the subspaces X of ca , among separable Banach spaces. 
4. REPRODUCIBLE BASES 
We say that the sequences {xi} and ( yi} (both either infinite or finite 
of the same length) of elements of Banach spaces X and Y are K 
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equivalent (K 3 1) if there exist constants Ki and KS with K,K, = K 
such that, for every choice of scalras {ti> and for n = 1, 2,..., 
DEFINITION. A basis {ek) in a Banach space E is said to be K 
reproducible (K 3 1) if for every isometrically isomorphic embedding 
of E into a Banach space X with a basis {xn} there exists for every 
6 > 0 a sequence (23 of disjoint blocks with respect to {xJ (i.e., 
zk = cFZi:+i tixi with ti scalars and nk t 00) such that (e,} and {zIc> 
are K + E equivalent. If K = 1, the basis {ek} is said to be precisely 
reproducible. The basis {e,} is said to be reproducible if it is K 
reproducible for some K < co. 
The classical separable Banach spaces have reproducible bases. This 
is a trivial fact for the sequence spaces c,, and ZP 1 < p < co. More 
generally, every unconditional basis {eL) which is equivalent to each 
of its subsequences is reproducible. For the L,(O, I), 1 < p < co, 
and C(S) spaces, the existence of a reproducible basis is less obvious. 
This section is devoted to the proof of this fact. 
The first result is essentially due to Olevskii [18], where a slightly 
weaker version is stated without proof. 
DEFINITION. A symmetric function space is a Banach space E 
consisting of equivalence classes of Lebesgue measurable functions 
on [0, 11 = I such that 
(a) L, C E CL, 
(b) if Ifi1 and Ifi1 are equidistributed and fi E E, then f2 E E 
and IIf1 II = llfi II. 
It is well-known [6] that the Haar system (&}& forms a monotone 
basis for the subspace E,, of E which it spans. The Haar system on I 
(normalized in the sup norm) is defined by 
c,= 1, 42”+k= X~K2-~,(k+h)2-")-X((k+t)2-n,(k+1)2-n) ' (4.1) 
k = 0, l,..., 2” - 1; 71 = 0, 1,2 ,..., where xa denotes the characteristic 
function of the set A C I. We shall denote the Lebesgue measure of 
asetAbyJA/. 
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THEOREM 4.1. If the Haar system is a basis in a symmetric function 
space E, then it is a precisely reproducible basis. 
PTf. Put Mt> = II X(o,t) IIE * It is well-known [17] that if 
lim,,, z,&(t) # 0, then E is isomorphic to the nonseparable space 
L&O, 1), and, therefore, E does not have any basis. On the other hand, 
if lim l+. t,&(t) = 0, then for every x* E E*, the formula p(A) = x*(xJ 
for measurable A CI defines an absolutely continuous measure with 
respect to the Lebesgue measure. Hence there is g E L,(O, 1) such that 
x*(f) = jlfgdt, fEE. (4.2) 
0 
This fact implies by the Liapounoff theorem [lo] that 
(+) For every finite subset F C E*, there is a measurable subset 
ACIsuchthat IAl = II-Al and x*(xa) = x*(x1-J for x* E F. 
Assume now that E is isometric to a subspace of a Banach space X 
with a basis {xn}. Let {xn*} denote the sequence of coefficient func- 
tionals with respect to the basis {xn}. Let {g,} denote the functions in 
L, which correspond, by (4.2) to the restriction of xn* to E. We shall 
define inductively, for a given sequence {E~);=~ with 0 < Ed < 1 a 
sequence {fk} of functions in E, a sequence {Ak) of measurable subsets 
of I and a sequence {p(K)} of integers so that 
fo= 1, A, = I, P(O) = 0 (4.3) 
%*(fk) = 0 for m < P@) + l; 11 mc$kI-l %*(fk-1) % 11 < Ek-l pc4 4) 
fir+j = XAZr+l+Zj+l - XA$+l+,, > 0 <j < 2’, r = 0, I,2 ,..., (4.5) 
I A2r+j I = 2-‘, O<j<2’, r=0,1,2 ,..., (4.6) 
A 2’+1+2j-l u A2’+1+2j = A,r+j-l 
0 <j < 2T, Y = 0, 1, 2 ,..., (4.7) 
A 2r+l+2j-1 n A2r+l+2i = m . 
Let f. , A, and p(0) be defined by (4.3). Assume that fq and p(q) 
have been defined for all q < K = 2’ + j and that A, have been 
defined for q < 2r+1 + 2j - 1 so that the conditions (4.4)-(4.7) are 
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satisfied. Define p(k) so that the second inequality in (4.4) holds. In 
view of (+), there exist measurable sets A and B such that 
A u B = A,,,j+l , AnB= 0, IAI=IBi (43) 
xm*(xa) = 1 grn dt = j” gm dt = xm*(xe) for 1 < m <p(k). (4.9) 
A B 
Put A 27+1+2&l = A, A2v+~+2i = B and define fk by (4.5). Clearly, (4.8) 
implies (4.6) and (4.7) while (4.9) and (4.5) imply the first part of (4.4). 
This completes the inductive construction. Now put 
D(k+l) 
Zk = c %*(.fk) X7?‘ . 
rn=zl(khl 
BY (4.4), II xl< - f,c /I < l lc for every k. Hence, for a given E > 0 we get 
that if the Ed are chosen to tend fast enough to 0, the sequences (fk} 
and {zk} are (1 + c)-equivalent. To complete the proof of the theorem 
we have just to observe that the sequence {fk} is isometrically equiv- 
alent to the Haar system {&). Indeed, by (4.5), (4.6), and (4.7) there is 
for every integer 71, a measure preserving automorphism (T, of I 
which takes the set A2r+j--1 onto the interval (j . 2-r, (i + 1) 23, 
whenever 2’ + j - 1 < 2n. By the definition of a symmetric space (TV 
induces canonically an isometry S, from E onto E. Clearly, 6,fk = 9k 
for all K < n. 
COROLLARY 1. Let X be a Banach space with an unconditional basis 
which has subspaces isometric to L,%(O, l), I < p, < co, n = I, 2,... . 
Then inf,p, > 1 and supn p, < co. 
Proof. Let {xk}& be an unconditional basis in X and let K be its 
unconditional constant, i.e., K = sup 11 CrG1 & t,x, 11, the sup taken 
over all possible choices of signs and all scalars {tk} for which 
II CL t/P!% II d 1. s ince the unconditional constant of a block basis 
with respect to {a+} is at most K, it follows from our assumption and 
Theorem 4.1 that the unconditional constant K(p,) of the Haar basis 
in L,*(O, 1) satisfies K(p,) < K. Since the Haar basis is not an 
unconditional basis in L,(O, 1) [19], and, therefore, by duality not an 
uncondition basis of its span in L&O, l), it follows easily that, if either 
inf,p, = 1 or supnpn = co, then sup K(p,) = co, which is 
impossible. 
By Corollary 1 it is easy to exhibit reflexive Banach spaces which are 
not subspaces of spaces with an unconditional basis. For example, 
X = (L,(O, 1) @L,(O, 1) @ a** @ L,(O, 1) @ ***)z is such a space. 
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Examples of this type were constructed first in [8]. The examples in 
[8] are of a similar nature to the example above, but somewhat more 
complicated. 
The space C(0, 1) has the surprising property that every basis in 
this space is reproducible. Let us recall that the basis constant K,((e,}) 
of a basis {ek} is defined by sup I/ Cz==, t,e, /I the sup taken over all 
integers n and all sequences {tk} for which j/ 2r-r t,e, Ij < 1. 
THEOREM 4.2. Let {e,}zEl be a basis in C(0, 1) with K,,({e,}) = K. 
Then {ek> is a K reproducible basis. In particular, every monotone basis 
in C(0, 1) is precisely reproducible. 
Proof. Let C(0, 1) b e isometrically isomorphic to a subspace of a 
Banach space X. In the sequel we shall identify C(0, 1) with this 
subspace. Let {x~} be a basis in X with the sequence of coefficient 
functionals ix%*>. Let pn be the signed Bore1 measure which corre- 
sponds (via the Riesz representation theorem) to the restriction of x,* 
to C(0, l), n = 1, 2 ,... . Let A be an uncountable perfect subset of the 
open interval (0, 1) such that 
I Pn I (4 = 0 n = 1, 2,... . (4.10) 
(It is enough to pick d so that v(d) = 0 for v = C,“=, 2~” I/ pn I/-l I pn I.) 
Since A is homeomorphic to the Cantor set, there exists an isometry T 
from C(0, 1) into C(d). 
For a given sequence (~~1 with 0 < cX: < 1, we shall define induc- 
tively three sequences; {f,},& f 1 o e ements in C(0, I), {F,},“=, of closed 
subsets of [0, 11, and {n(K)}& of integers so that 
n(0) = 0, n(h) < n(h + 11, (4.11) 
F, CF,,, > AnF, = a, (4.12) 
ii ncij+l xn*(ffi) xn II< ~lc T (4.13) 
/I y %*(fk+l) xn 11 < Ek+l 9 (4.14) 
n=1 
fk(s) = Te,(s) for s E A, fk(s) =0 for sEF,; (4.15) 
fk is linear on every open interval in the complement of A u Fk , and 
(4.16) 
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Assurn/ing that we have done this, we complete the proof by putting 
Xk = Cn(k-l&l n x *(fJ X, and choosing, for a given E > 0, a sequence 
(Q} tending fast enough to 0. 
Put Fr = (0} u (1) and define jr by (4.15) for k = 1. Next, define 
n( 1) to satisfy (4.13). Assume that for some Y 3 1, we have defined Fk , 
n(k), and fk for 1 < k < r so that (4.1 l)-(4.16) are satisfied. Define 
F,,, so that F,,, 13 F, , F,.,, n A = 0 and 
I Pn I WA 11 -F,+J < 713 71 = 1, 2 ,..., n(r), (4.17) 
where 77 > 0 is chosen so small that iff E C(0, 1), f (s) = 0 for s E F,,, ; 
II f II = II e,+, tl, then 
Such a choice of F,,, is possible by (4.10). Next, we define fr+l E C(O,l) 
to satisfy (4.15) and n(r + I) > nr ,sothat(4.16)holdsfork ( ) ==r+ 1. 
With these definitions of f,l, F,,, and n(r + I), it is clear that 
(4.1 l)-(4.15) hold for k < r + 1 and we have only to establish (4.16) 
fork =r+ 1. 
Since each fi is an extension of Tei , we get for any scalars ($}j’l: 
that cif: tiff is an extension of C;zt tiTei = T(~~~, tjej) and thus 
since T is an isometry, the left side of inequality (4.16) holds. To prove 
the right side, we have to show that for s E I - A 
SEINd- (4.18) 
First, we prove (4.18) for s E Fp (p = 1, 2,..., r + 1) by induction 
with respect to p. If s E Fl , then fj(s) = 0 for j = 1, 2 ,..., Y + 1. 
Hence ciz tifi(s) = 0 and (4.18) is trivially true. Suppose that for 
some p with 1 < p < r, we have proved (4.18) for s E Fp . Let 
s ~Fp+l -Fp . Then s belongs to an open interval (a, b) C 1 -(F, u A) 
such that a and b belong to Fp u A. Since each fj is linear on (a, b) 
forj < p (becauseFj C Fp) and sinceh(s) = 0 forp + 1 < j < r + 1, 
we get 
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Now if one (or both) of the endpoints, say, a, belongs to d, then by 
using the fact that K,,({ek}) = K, we infer that 
If one (or both) of the endpoints, say, b, belongs to F, , then by the 
inductive hypothesis with respect to p, we get 
This completes the inductive proof of (4.18) for s E F,,, = (JiyI FP . 
Ifs E [0, l] N (F,,, u d), then s E (a, b) with (a, b) r\ (F,,, u 4) = 0 
and a, b E F,,, u 4. Since J$: tjfi is linear on (a, b), we get (using 
(4.18) for s E F,+& 
This completes the proof of (4.18) and thus of the theorem. 
Remark. By the result of Milutin, quoted at the beginning of 
Section 2, it follows from Theorem 4.2 that every basis in C(S), 
S compact metric uncountable, is a reproducible basis. Actually, if 
in the proof above, we use extensions constructed along the technique 
of Section 2 of [14], instead of extensions which are linear on the 
components of the complement of 4 u FI, (cf. (4.15)) we find that 
Theorem 4.2 holds without any change if C(0, 1) is replaced by C(S), 
S compact metric uncountable. 
The spaces C(S), S compact, metric, and countable, also have 
reproducible bases. Let 01 be an infinite countable ordinal. We denote 
by C(a) the space of all continuous functions on the space of all 
ordinals < 01, with the order topology. 
THEOREM 4.3. Let 01 be an injinite countable ordinal which is a prime 
component (cf. [25] for the deJinition). Then C(a) has a precisely repro- 
ducible basis consisting of characteristic functions of clopen sets. 
We omit the simple proof. Since for every infinite compact countable 
S there exists a prime component 01 and an isomorphism T from C(S) 
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onto C(a) with I( T Ij * /j T-l 1) < M (M . is a universal constant cf [2]), 
Theorem 4.3 implies that for every such S, C(S) has an &’ repro- 
ducible basis. 
We conclude this section with a simple proposition which shows 
that there are many examples of nonreproducible bases. The propo- 
sition is an immediate consequence of the remark that a block basis 
with respect to an unconditional basis is unconditional. 
PROPOSITION 4.1. (a) If a Banach space E has an unconditional 
reproducible basis, then any conditional basis of E is not reproducible. 
(b) If a Banach space E has a conditional reproducible basis, then 
E is not isomorphic to a subspace of a Banach space with an unconditional 
basis. 
Since in every Banach space with a basis there is a conditional 
basis [22] it follows that every Banach space having an unconditional 
basis has a nonreproducible basis. We remark also that since every 
normalized block basis with respect to the unit vector basis {es> in ca 
or lp , 1 < p < co is equivalent to {e,i} itself, it follows that {eJ is 
(up to equivalence) the only normalized reproducible basis in 1, , 
1 < p < co, or cO. Th e same remark shows also that if XC Y with 
Y = co or = 1, , 1 < p < co and X + Y, then X has no repro- 
ducible basis. Since there exist such X with an unconditional basis 
it follows that there are separable infinite dimensional Banach spaces 
with an unconditional basis but without any reproducible basis. 
5. a-NORMS AND DISTORTED NORMS 
Let 0 > a 3 -1 and let G, be the semigroup of all sequences of 
the form {aP(n)>zCl , where {p(n)}~=i is a bounded (i.e., eventually 
constant) nondecreasing sequence of integers. The operation in G, 
is defined by (ap(n)) . {a”(@> = (apfaf+q@)). If X is a Banach space with 
basis x, then G, acts on X according to the rule 
g(x) = f aPtn)t,x, if x = f tnx, and g = {UP(@) E G, . 
n=1 7X=1 
We put 
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We call Ka({.zn}) th e u-norm of the basis (~~1. The constant K,,({x~}) 
coincides with the previously defined norm of the basis. It is finite for 
every basis. We also have 
LEMMA 5.1. If0 2 a > -1, then 
Proof. Let g = {apCn)} E G, . Then there exists integers n, = 0 < 
n1 < n2 < .*. < nh- and q1 ==c q2 < **. < 4,; such that p(n) = qi for 
nj-1 < n < nj and p(n) = qk for n > n,. . Let x = x:-r tlzx, E X. 
Then 
g(x) = f c~“(~)t,x, = ‘2 (a”! - agJ+l) ( 5 tnxn) + auk f tnx, . 
n=1 j=l n=l n=1 
Hence 
d (1 - 4 ~oGL>) II x II/l - I 0. I. 
The constant K,({x,}) is th e unconditional constant of the basis 
{xJ. It is finite if and only if {xn} is an unconditional basis. We now 
state four lemmas whose routine proof is omitted. 
LEMMA 5.2. ~-1@%H = ~UPO~-n<--14L(l%H* 
LEMMA 5.3. For every 0 < a < - 1, the formula 
dejines an equivalent norm on X. The a-norm of {xn} in (X, 111 * I[\,) is 1. 
The same is true for a = - 1 if {xn} is unconditional. 
LEMMA 5.4. Let T : X + Y be an isomovphism onto. Then for 
every 0 3 a > - 1 and every basis {xn} in X 
fG(PJ) < K&J) II T II . II T-l Il. 
LEMMA 5.5. Let 0 > a > - 1 and let {xn} be a basis in X. Let {xk} 
be a block basic sequence with respect to the basis (xn>. Then 
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We now apply the notion of a-norm together with the results of 
Section 4 to the question of distorted norms. 
DEFINITION. Let K II - II> b e a Banach space. Let 111 * //I be an 
equivalent norm in X. The norm 111 * 111 is said to be distorted with 
respect to I/ * (1 if there is a h > 1 such that for every subspace Y of X 
and every operator T from Y onto X 
SUP II TY II/ inf II TY II 3 A. (*I 
IIIYlll=l Il11111l=1 
The supremum of the numbers h which satisfy (*) is called the dis- 
tortion coefficient of I)/ * 111 with respect to I( . (I. It will be denoted by 
A(111 . 111) (if it is clear from the context what /I . jl is). 
James [7] proved that in Zr and cg there are no distorted norms with 
respect to the original norm of these spaces. We conjecture that the 
same is true for the sequences spaces I, , 1 < p < CO. This question 
is of particular interest forp = 2, i.e., the Hilbert space [15]. We show 
that in the spaces L,(O, 1) (1 < p < co, p # 2) and C(0, 1) there are 
distorted norms with respect to the original norms. This will follow 
from 
PROPOSITION 5.1. Let X be a Banach space with a precisely repro- 
ducible basis (x3. 
(4 If 1 < JUCG) < 00, then there exists in X an equivalent 
norm /II * l/l which is distorted with respect to the given norm. More 
Precisely Nil * Ill) > KI({4Y2. 
(b) If K-,({x,}) = co, i.e., the basis is conditional, then there 
exist equivalent norms in X with arbitrarily large distortion coeficients. 
Proof. (a) Define the norm 111 . /II in X by taking it equal to the 
norm /II * II/-i of Lemma 5.3 (with respect to the given basis {x~}). 
Let Y be a subspace of X and let T : (X, 11 *11) + (Y, I// * 111) be an 
operator onto such [I T (( [I T-l 11 = A. Then (T;r,) is a h-reproducible 
basis in (Y, I/l * 111) and K,((x,>) < K,((Tx,)). Since the uncon- 
ditional norm of {xn} in (X, 111 . 111) is 1, the same is true for every block 
basis with respect to it and thus K,({Tx,J) < A. It follows that 
K,({x,}) < X2 and this proves (a) by the definition of A(/11 * l/i). 
Part (b) is proved similarly by taking I/I * 111 = 111 * llla with a > -1, 
but sufficiently close to -1 so that Ka({xn}) is large. 
COROLLARY 1. If 1 < p # 2 < 03, then in the space L,(O, 1) there 
exists an equivalent norm which is distorted with respect to the usual norm. 
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Proof. Use Theorem 4.1, Proposition 5.1 and the easily verified 
fact that the unconditional constant of the Haar basis is larger than 1 
in L,(O, l), p # 2. 
COROLLARY 2. In the spaces L,(O, 1) and C(K), with K compact 
metric and C(K) +G c0 , there are equivalent norms with arbitrarily large 
distortion coeficients. 
Proof. Use Theorem 4.2, Theorem 4.3 and Proposition 5.1 (b). 
6. COMPLEMENTED SUBSPACES OF L,(O, 1) 
In Section 2, we used the fact (proved in [21]) that a complemented 
subspace X of C(0, 1) w ic h’ h contains a subspace isomorphic to C(0, 1) 
must be isomorphic to C(0, 1). It is likely that a similar result holds if 
C(0, 1) is replaced everywhere byL,(O, 1) for some fixed 1 < p < cc. 
(For p = 2 (trivially) and p = co [19], this is known to be true.) 
Here we prove a partial result in this direction which answers 
a question posed by Rosenthal. For 2 < p < cc, the space 
(Za @ I, @ *a*), is the largest known example of a complemented 
subspace of L,(O, 1) Fh’ h u ic is not isomorphic to L,(O, 1). By “largest” 
we mean that all other examples are isomorphic to subspaces of 
(I, @ I, @ -0), . F or a discussion of the known types of complemented 
subspaces of L,(O, 1) we refer to [23]. Thus the following result shows 
that the conjecture we stated above is true (for p > 2) as far as the 
known examples are concerned. 
THEOREM 6.1. For p > 2 the space L,(O, 1) is not isomorphic to a 
subspace of (Z2 @ l2 @ * * a), . 
Remark. For 1 < p < 2, this is a well-known fact [12, p. 3161. 
Proof. Assume that L,(O, 1) is isomorphic to a subspace of 
(4 0 4 0 -9, * By using Theorem 4.1 and the obvious basis in 
(1, @ I, @ *a.), it follows that there exist x~,~, 1 < i < co, 1 < j <j(i) 
in l2 such that 
Yi = Cxi,l P xi.2 f..., xi,j(i) P 0,09**.) i = 1, 2,... (6.1) 
is equivalent to the Haar basis {$i} of L,(O, 1) and 
(Xil,j > %,,A = 0 for ii # iz and i < min(i(iJ,i(i&), (6.2) 
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where (., *) denotes the inner product in I, . For every n, put 
A, = (27 2” + I,..., 2n+1 - I}. Clearly, the functions {$i}iEA, span 
a subspace of L,,(O, I) . rsometric to 1: and the union of their supports 
is the entire interval [0, 11. L e E, 6 > 0 and an integer k be given. t 
Denote by ] A / the cardinality of a set A of integers. Then for large 
enough n 
l{i; in A, , 11 zqlc j/ > <}I ,< 8 1 A, 1 = 6 2”. (6.3) 
Indeed, this follows from the fact that if F = {i; i E A,, , 11 x{,~ I/ 2 E}, 
then, by 1f5.3, II CW xi,k II 3 I F ll” E while the equivalence of (yJ 
to the Haar basis implies that 
for some constant K (independent of E, 6 and 12). 
From (6.3) we infer that, for every E, 6 > 0 and integer k, we have 
for large enough n, 
1% i E A, > ll(xi,l ,xi.2 > . .. . .x,,lc , 0, 0 ,... >ll 2 c>I < 6 I A, I. (6.4) 
Let (E& and (a,,) be any sequences of positive numbers tending to 0. 
By (6.4) it follows that we can choose inductively sequences (k3 and 
{n,} of integers and subsets B, of Anm such that for m = 1, 2,..., 
I Bm I 2 (1 - S,) I Am I, (6.5) 
m-1 
Xi,j = 0 for in UB,, j>k,, (6.6) 
3=1 
ll(xi,l , Xi,2 y*.*, Xi k, , 0, O,*.*)ll G cm if DEB,. (6.7) 
By a Paley-Wiener type stability argument (cf. [l]) it follows, from 
(6.6), (6.7), and the remarks made above, that if (em> tends to 0 fast 
enough, {ydl yi II>, i E U~=A B,, is equivalent to the unit factor basis 
of Z, . The same will be true, therefore, for {&/l] I+{ I]}, i E (Jz=, B, and 
thus also for the sequence { g,};,r defined by 
since { g,J is a block basic sequence with respect to {r+$/j] $i Ii>, i E (J B, . 
Another stability argument will show in view of (6.5) that if (6,) tends 
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to 0 fast enough, the sequence {gm} is equivalent to the sequence {fnl) 
defined by 
The {f,,} form a subsequence of the Rademacher functions on [0, 1] 
and, therefore, by a well-known result they are equivalent to the unit 
vector basis of 1, . Since p > 2, we arrive at a contradiction. 
In our second result in this section, we use the existence of a certain 
projection in order to show that the spaces II, are isomorphic to some 
natural spaces of analytic functions. 
Let D be the unit disk {z; / JZ 1 < I> in the complex plane in which 
we take usual planar Lebesgue measure. By H,,(D), 1 < p < CO, 
we denote the subspace of L,(D) consisting of analytic functions, i.e., 
H,(D) is the set of analytic functionsf(z) on D such that 
It is well-known that H,(D) is a closed subspaces of LB(D), i.e., a 
Banach space. We shall use the following known fact (cf. [27]): 
LEMMA 6.1. For 1 < p < w3 there is a bounded linear projection 
from L,(D) onto H,(D). 
Using Lemma 6.1, we shall prove 
THEOREM 6.2. For 1 < p < CO, the space H,(D) is isomorphic to lp . 
Proof. Let (~3 b e a strictly increasing sequence of positive numbers 
tending to 1. Put D, = {x; j z 1 < Ye), D, = {x; Y+~ < 1 z j < r,}, 
n = 2, 3 ,... . Let R2, : L,(D) + L,(D,), 7~ = 1, 2 ,..., be the natural 
restriction map (the measure is always the planar Lebesgue measure). 
The operator 
R : -UQ - (WV 0 LP,) 0 . .I, 
defined by 
Rf = C&f, J&f,...) 
is clearly an isometry onto. 
It is well known and easy to see that for every n, RmlH,to) is a 
compact operator (use, e.g., the fact that, for given E > 0, the norm 
of R, restricted to those functions in H,(D) which have a zero of 
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order m at the origin is < E for large enough m). Thus if S is the unit 
cell of H,(D), then R,S is a totally bounded set in LJD,). By a 
standard fact concerning L,(p) spaces (use a sufficiently fine partition 
of the measure space) there is for every given E, > 0 a projection 
pm = p?d%J of &dQJ in o t itself so that 11 P, Ij < I, PJ,(D,) 
isometric to Zin for a suitable integer k, , and /j P,R,f - Rnf 11 < E, 
for every f E S. The subspace X = (P,L,(D,) @ P&(D,) @ ..*)p of 
(L,(D,) @L,(Z),) @ o..), is clearly isometric to Z, . Also, the operator 
T : RI!&(D) -+ X, defined by T(R,f, R,f ,...) = (P,R,f, PzRzf ,... ), 
satisfies (1 TX - x 11 < (C, •~,p)l/p 11 x 11, x E RI&(D). Thus given E > 0, 
we can choose the (en} so that /I TX - x I/ < E 11 x I] for x E RH,(D). 
Since RH,(D) is complemented in R&(D) (Lemma 6.1) a standard 
stability argument shows that if E is small enough TRH,(D) is 
complemented in RL,( D) and thus, in particular, in X. Since every 
infinite-dimensional complemented subspace of II, is isomorphic to 
ZP [19], and T is an isomorphism (if E < 1), we find that H,(D) is 
isomorphic to ZP . 
Remark. A. L. Shields and D. L. Williams [28] have recently 
proved that Lemma 6.1 holds for p = 1. Thus Theorem 6.2 is also 
valid for p = 1. The space c,, can also be represented by a natural 
space of analytic functions. 
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