Abstract. Apart from experimental and theoretical approaches, computer simulation is an important tool in testing hypotheses about stony coral growth. However, the construction and use of such simulation tools needs extensive computational skills and knowledge that is not available to most research biologists. Problem solving environments (PSEs) aim to provide a framework that hides implementation details and allows the user to formulate and analyse a problem in the language of the subject area. We have developed a prototypical PSE to study the morphogenesis of corals using a multi-model approach. In this paper we describe the design and implementation of this PSE, in which simulations of the coral's shape and its environment have been combined. We will discuss the relevance of our results for the future development of PSEs for studying biological growth and morphogenesis.
Introduction
During its development, the three-dimensional shape of an organism is unfolded, guided by the genetic information stored in the DNA. To understand this process, called morphogenesis, it is very important to unravel the physical mechanisms underlying it [1] . Apart from experimental and theoretical approaches, during the last decenniums computational approaches have become more and more important in the study of morphogenesis [2, 3] . We have applied computational models to understand the morphogenesis and environmental plasticity of stony corals (see e.g. [4, 5, 6, 7, 8, 9] ). In these models, a computational model of the growing coral was combined with a model of the physical environment.
Developing and using the tools needed for such computational studies needs extensive training and knowledge that is not widely available to research biologists. Computational studies are therefore often carried out by mathematicians, physicists, computer scientists or computationally trained biologists, who inevitably spend a major part of their time in code and algorithm development. Problem solving environments (PSEs) [10, 11] are software systems aiming to alleviate this issue. They hide the implementation details of a simulation code and allow the user to formulate her or his problem at a higher abstraction level, in the language of the problem being studied. Moreover, PSEs should contain some knowledge about the simulation system, in order to be able to advise the user about the chosen parameters and warn him or her when necessary. PSEs should make it possible to separate the technical work on the simulation codes and methods from the conceptual computational experimentation and analysis.
In this paper we will describe a prototypical PSE for the study of coral morphogenesis in interaction with the physical environment. In this PSE the problem can be formulated in high-level terminology. Boundary conditions and initial conditions are made available as independent modules, enabling easy specification of the simulation set-up. The modular architecture encourages a multi-model approach, were different models and solving methods can easily be tested and compared. In Section 2 the problem set covered by the PSE will be shortly described. In Section 3 we will describe the software architecture of the PSE, and discuss some of its results. Finally, in Section 4 we will discuss the relevance of our results for the simulation of morphogenesis.
Model and Methods Covered by the PSE
The coral growth PSE enables experimentation with several models of coral morphogenesis. These models can be roughly divided into two classes, the aggregation [4, 5] models and the accretion [6, 7, 8, 9 ] models. The aggregation models are based on the diffusion-limited aggregation (DLA) model as introduced by Witten and Sander [12] . In the DLA model an initial solid seed is placed in an (n-dimensional) simulation box. A particle, carrying out a random walk, is released until it hits a solid particle to which it attaches irreversibly. This procedure is iterated until an aggregate has formed. In an extension of this model, the particles are transported both by advection and by diffusion (advection-diffusion limited aggregation: ADLA). This model was studied by Kaandorp et al. [4, 5] as a model of coral growth under the influence of fluid flow.
In the accretion models, growth occurs as the iterative construction of layers, represented by triangulated meshes. In contrast to the aggregation models, in these models growth occurs in parallel all over the surface. This iterative accretive construction can be considered either a discrete (e.g. seasonal) process or the discretisation of a continuous growth process. The local thickness of the accreted layers can depend on a number of factors, such as the availability of a nutrient in the surrounding water [6] , transported by advection-diffusion. This model is called the hydrodynamically influenced radiate accretive growth (HIRAG) model, and was reassessed in a more recent paper [7] . In the polyp oriented radiate accretive growth (PORAG) model, the individual polyps contributing to the growth process are explicitly taken into account [8, 9] . Both the HIRAG and PORAG models have been included in the coral growth PSE.
In Fig. 1 we present a flow diagram of these accretive coral growth models. The simulations are carried out partly in parallel, as indicated by the decomposed computational grids. The initial condition is formed by an initial geometry and a set of parameters (I). The next two stages, the dispersion of nutrients through flow and diffusion, take up the majority of the computational time (data not shown); therefore this part of the simulation is carried out in parallel. The initial geometry is voxelised and divided over all the processors. If desired, a stable, laminar flow field is calculated (II) using the lattice Boltzmann BGK method [13] . After this, the advection-diffusion equation is solved using the moment propagation method [14, 15] , until a sufficiently stable field has been obtained. Finally, the nutrient fluxes are measured at a number of points scattered over the growing geometry (IV). These flux measurements are sent back to the master processor to carry out a growth step. The growth function g determines the thickness of the new growth layer based on these nutrient fluxes and possibly on the measurements of the local curvature of the latest geometry. The new geometry is the input of the next growth cycle. A more detailed description of these models is given elsewhere [7, 8, 9] . The structure of the aggregation models only partially differs from the accretion models. The geometric description of the morphology is absent, instead the growth form is represented by a cluster of solidified lattice sites. The initial condition is a solid seed in the middle of the simulation box (I). Stages II and III are identical to the accretion models. In stage IV the resource concentration is measured at the nearest neighbours of the aggregate, and aggregation takes place in stage V.
In Fig. 2 we have summarised some of the results of the HIRAG, PORAG and aggregation models. In Fig. 2a ) a typical result of the HIRAG model is shown, where growth is exclusively driven by the nutrient gradients. The nutrient source was placed at the top of the simulation box, while both the ground plane and the coral surface were treated as nutrient sinks. Fig. 2b) shows an results of the polyp oriented (PORAG) model. The nutrients source was placed at the top of the simulation box, whereas the sinks where placed near the "polyps", as indicated by the black dots. The ground floor and the coral surface itself were made impenetrable to the nutrients. Fig. 2c) shows a cross section of the results of the three-dimensional aggregation models, where we added a single particle per growth cycle.
3 Architecture of the Morphogenesis PSE Fig. 3 schematically shows the tiered architecture of the problem solving environment (PSE) and its usage. The PSE consists of four tiers: two computational tiers (tier I and II) residing on a parallel machine or the Grid, a middleware layer (tier III) running on the parallel machine, and a web-interface to the simulation (tier IV). Below, we describe these tiers in more detail.
The developer's layer (tier I) consists of the sequential library libGEOM which carries out the iterative geometric construction of the coral, and a parallel part which carries out the computational fluid dynamics (CFD) and advectiondiffusion (A-D) simulations. The library libGEOM was newly constructed for this application. It implements the iterative geometric construction method, and the morphometry algorithms to analyse the simulated corals. It makes use of libraries and external applications to carry out specific tasks, as for example collision detection and calculation of convex hulls. The lattice BGK simulations are carried out with a legacy code written in C, developed in our group [16] . This code was interfaced to the rest of the application with a C++ wrapper class which replaces the main program loop of the legacy code with an application programming interface (API). Relative to the use of wrapper scripts around the full application, this interfacing method has the advantage that full and fast access to all the internal data of the legacy code remains possible, whereas the legacy code can still be maintained independently of the rest of the problem solving environment. The modular architecture makes it possible to interface the PSE to alternative (open source) CFD solvers, by writing an alternate wrapper class that implements the same API. The A-D solver and the diffusion-limited aggregation (DLA) simulator were also accessed through this API. With slight modifications of the wrapper class, these could be easily swapped for alternative advection-diffusion solvers.
Three variants of the user application, implementing the HIRAG, PORAG and ADLA models as introduced in the previous section, are made available through a web-interface (tier IV). It interacts with the user application (tier II) over a middleware layer, the PSE server and client (tier III), both written in Perl. Using the web-interface, the user specifies the parameters and initial conditions and starts the simulation by submitting a batch job to the cluster. The PSE client running on the web-server handles these requests and forwards them to the PSE server, which starts the simulators, retrieves data or initiates a draft visualisation of the intermediate results which is displayed through the web interface. For more flexibility on the boundary conditions, growth function and the growth method (accretion or aggregation), the user can change the simulation set-up in the user application. This set-up is specified with simple C++ classes that reflect high level model entities. For example, a new layer is built on top of the previous layers by constructing a "Layer" object, based on another "Layer" and a growth function. The code is then linked to the developer's layer code and the application is started. Although this method adds extra flexibility to the system, it may reduce user accessibility. We therefore plan to make flexible specification of the simulation set-up available through the user interface, which could for example be done using the VLAM-G toolkit [17] .
Visualisation and morphometry is partly carried out on the "client side" (tier V), for which several file formats are made available by the PSE. For everyday, off-line visualisation at the workstation, we use the general mesh viewer (GMV), developed at Los Alamos National Laboratory 1 , and several tools developed in our group using the Visualisation Toolkit (VTK)
2 . The draft visualisation engine is based on the batch version of GMV running on the server-side of the PSE and produces images displayed through the web-interface. Threedimensional simulation output is displayed through the web-interface by means of the virtual reality modelling language (VRML97) format 3 , which we also use for three-dimensional web publishing 4 . The closely related OpenInventor format 5 is used to display and analyse the simulation results at three-dimensional visualisation systems: the UvA-DRIVE [18] , the Personal Space System (PSS) [19, 20] and the CAVE [21] . These systems make use of shutter glasses, giving a threedimensional illusion, and enable natural visual interaction with the morphology. They adjust the visualisation depending on the user's position, making it possible for the user to watch the morphology from different angles as if it were a statue in a museum. The PSS adds a further dimension to this. Here the user can manipulate the three-dimensional morphology by handling simple objects. Using a mirror, the virtual image appears at the same position as the user's hands. For Fig. 4 . Three dimensional prints generated with selective laser sintering demonstration purposes, we have also made use of 3D-printing techniques (see Fig. 4 ). Two morphologies generated by the PORAG model were constructed using the selective laser sintering (SLS) technique (reviewed in Ref. [22] ). Such three-dimensional prints make it possible to visually compare the simulated morphologies to real morphologies in the user's office (tier VI).
To enable more extensive comparison between real and simulated morphologies, several corals were scanned using a medical CT-scanner [5] . These morphologies were converted to a format that can be read by the iterative geometric construction library. In this way the simulated and real objects could be visualised using identical tools, and a fair visual comparison could be made: a "Turing test" [23] for models of morphogenesis. The availability of coral scans also enabled us to apply the analysis tools developed for the simulated corals on the real ones as well. A number of legacy codes for such analysis tools are available in our group, which should finally be all made available through the PSE.
The dashed arrow pointing from the visualisation back to the user's applications indicates the possibility to use the three-dimensional geometric output as the initial geometry for a new simulation. Also, it indicates the future desire for interactive simulation, where the user would be able to interact with the simulation by manipulating the visualisation. For example, the boundary conditions could be changed, to simulate changing environmental conditions. Another example could be to manipulate the position of the growing coral to simulate transplantation experiments, or to remove branches. Such interactive simulation is already applied in simulations of interactive vascular reconstructions developed in our group [24] .
Discussion
In this paper we have introduced and analysed a prototypical problem solving environment for the simulation of coral morphogenesis. Such a PSE enables marine biologists to experiment with the coral growth simulation, without the need for specific technical training or knowledge about the simulation methods. Using the web front-end, the user can specify simulation parameters, an initial geometry, the growth function, and start the simulation, while the parallel system architecture remains hidden. Currently, our system is not yet able to warn the user in case he would choose combinations of parameters that are known to result in incorrect results. In future version of the PSE such knowledge will be included. For example, knowledge about the valid combinations of flow velocity and diffusion coefficients [15] would be easily included in the PSE.
Although the interaction through a web-interface makes the simulation system accessible to computationally untrained scientists, it may be limiting to others. Therefore, we have constructed the PSE according to a tiered and modular architecture. The deeper one proceeds in this architecture, the more computational skills are needed with the gain of more flexibility. For example, if one is not satisfied by simulation set-ups offered by the web-server, a new set-up can be created using high level C++ objects. This requires some basic knowledge on C++ programming, but the deeper geometric library and CFD codes can be safely considered a black box. If desired, such a new simulation set-up could be interfaced to the web-server, but this is not necessarily required.
With some more technical knowledge, the CFD and A-D solvers can be swapped for different solvers, thanks to the modular architecture. Indeed we are planning to do so in the near future, since we are now running into the limits of these solvers. The LBGK method we currently use is not able to simulate turbulent flows and the current A-D method produces incorrect results when advective transport becomes much more important than diffusive transport [15] .
Simulations of morphogenesis generally are not only high performance applications, but also high throughput applications. In order to understand the role of each of the parameters in a model of morphogenesis, one should be able to do parameter sweeps to construct so called "morphospaces" [25] . These theoretical orderings of morphologies are used to find non-existing shapes produced by the modelled morphogenetic mechanism, and are helpful in analysing the modelled mechanism and in interpreting the functional advantage of existing morphologies. Realistic simulations of morphogenesis are computationally very expensive (a typical simulation of the PORAG model takes 18 to 36 hours on 16 processors of a 500 Mhz Pentium-3 workstation cluster). This makes such extensive parameter sweeps not yet feasible. Conventional high throughput architectures such as Condor [26] are not suitable for managing high performance applications. Conversely, architectures for dynamically managing high performance applications, such as Dynamite [27] (a Grid enabled version is currently being constructed) would allow efficient execution of the simulators in a dynamic and heterogeneous resource such as the Grid. However, Dynamite was not constructed for high throughput computing. Grid enabled parameter sweep architectures, such as Nimrod/G [28] do enable this. In future work we plan to interface our morphogenesis PSE to a combination of Dynamite and Nimrod/G in order to allow for the efficient construction of morphospaces on computational grids.
