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SUBCONVEXITY BOUND FOR GL(2) L-FUNCTIONS: t-ASPECT
RATNADEEP ACHARYA, SUMIT KUMAR, GOPAL MAITI AND SAURABH KUMAR SINGH
Abstract. Let f be a holomorphic Hecke eigenform or a Hecke-Maass cusp form for the
full modular group SL(2,Z). In this paper we shall use circle method to prove the Weyl
exponent for GL(2) L-functions. We shall prove that
L
(
1
2
+ it, f
)
≪f,ǫ (2 + |t|)
1/3+ǫ ,
for any ǫ > 0.
1. Introduction
Estimating the central values of L-functions is one of the most important problems in
number theory. In this paper we shall deal with the t-aspect of sub-convexity bound for GL(2)
L-functions. Let f be a holomorphic Hecke eigenform, or a Maass cusp form for the full
modular group SL(2,Z) with normalised Fourier coefficient λf (n). The L-series associated
with f is given by
L(s, f) =
∞∑
n=1
λf (n)
ns
=
∏
p
(
1− λf (p)p−s + p−2s
)−1
(ℜs > 1).
It has been proved that the series L(s, f) extends to an entire function and satisfies a functional
equation relating s with 1−s. The convexity problem in t-aspect deals with the size of L(s, f)
at the central line ℜs = 1/2. The functional equation together with the Phragmén–Lindelöf
principle and asymptotic of the Gamma functions gives us the convexity bound, or the trivial
bound, L(1/2 + it, f)≪ t1/2+ǫ. The sub-convexity problem is to obtain a bound of the form
L(1/2 + it, f)≪ t1/2−δ, for any δ > 0. In this paper we shall prove the following theorem:
Theorem 1.1. Let f be either a holomorphic Hecke eigenform or a Maass cusp form for the
full modular group SL(2,Z). On the central line σ = 1/2, we have the following Weyl bound
L
(
1
2
+ it, f
)
≪ (|t|+ 2)1/3+ǫ,
for any ǫ > 0.
Remark: 1. The method of the proof also works for any congruence subgroup Γ0(N), where
N is any natural number (not necessarily square free).
Let us briefly recall the history of the t-aspect sub-convexity bound for L-functions. The
convexity bound for the Riemann zeta function is given by
ζ
(
1
2
+ it
)
≪ t1/4+ǫ, (ǫ > 0). (1.1)
Lindelöf hypothesis asserts that the exponent 1/4 + ǫ can be replaced by ǫ. Sub-convexity
bound for ζ(s) was first proved by G. H. Hardy and J. E. Littlewood, and H. Weyl indepen-
dently.
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It was first written down by E. Landau in a slightly refined form, and has been generalised
to all Dirichlet L-functions. Since then it is a very hot topic for research. Many eminent
mathematicians have worked on it and improved the exponent in (1.1). The latest bound is
due to J. Bourgain who proves the exponent 13/84.
The t-aspect Weyl exponent for GL(2) L-functions is expected to be 1/3. For holomorphic
forms, this was first proved by A. Good [4] using the spectral theory of automorphic functions.
M. Jutila [8] has given an alternative proof based only on the functional properties of L(s, f)
and L(s, f⊗χ), where χ is an additive character. The arguments used in his proof were flexible
enough to be adopted for the Maass cusp forms, as shown by Meurman [12], who proved the
result for Maass cusp forms. A. Good mean value estimate itself was extended by M. Jutila
[9] to prove the Weyl bound for Maass cusp forms, yet in another way. Using Kloosterman’s
circle method and conductor lowering trick introduced by R.Munshi, Aggarwal and Singh [1]
proved the Weyl bound for GL(2) L-functions.
The aim of this paper is to use GL(2) circle method to prove the Weyl bound for GL(2)
L-functions. This is the first instance where GL(2) circle method is being used to obtain the
Weyl bound. We carry out the suggestions of R.Munshi in this paper. We introduce one more
layer in this technique by summing over the weights. This paper serves as a precursor to an
upcoming paper of R.Munshi.
2. Sketch of the proof
To prove our theorem, we start with the following Fourier sum:
F =
∑
k∼K
W
(
k − 1
K
) ∑†
ψ(mod q)
∑
f∈Hk(q,Ψ)
ω−1f
∞∑∑
m,ℓ=1
λf (m)λF (m)ψ(ℓ)U
(
mℓ2
N
)
×
∞∑
n=1
λf (n)n
itW
( n
N
)
, (2.1)
where U is a smooth bump function supported on the interval [0.5, 3] such that U(x) ≡ 1
for x ∈ [1, 2] and U (j)(x) ≪j 1, for all j ≥ 1. Estimating F trivially at this stage, we get
F ≪ QKN2.
Step 1: On applying the Petersson Trace formula, we obtain F = ∆+O, where
∆ =
∑
k∼K
W
(
k − 1
K
) ∑†
ψ(mod q)
∞∑∑
m,ℓ=1
λF (m)ψ(ℓ)U
(
mℓ2
N
)
mitW
(m
N
)
,
and
O =
∑
k∼K
W
(
k − 1
K
) ∑†
ψ(mod q)
∞∑∑∑
m,ℓ,n=1
λF (m)n
itψ(ℓ)W
( n
N
)
U
(
mℓ2
N
)
× 2πi−k
∞∑
c=1
Sψ(m,n, cq)
cq
Jk−1
(
4π
√
mn
cq
)
. (2.2)
We observe that |∆| ≍ KQ|S(N)|.
Step 2: Next we evaluate the sum over k in (2.2) and observe that O is negligibly small if
QK2 ≫ Ntǫ. Hence we obtain S(N)≪ FQK . Now our goal is to prove that F ≪ QKN1/2t1/3.
Step 3: Now we apply functional equation for L(s, F ⊗ f) in (2.1). We observe that the
sum over m in (2.1) is given by
∞∑∑
m,ℓ=1
λf (m)λF (m)ψ(ℓ)U
(
mℓ2
N
)
= ηi−2k
(
N
N˜
)1/2
ǫ2ψλf (q
2)
∑
U
∞∑∑
m,ℓ=1
λf (m)λF (m)
×W1
(
mℓ2
N˜
)
+O(t−2018),
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where W
(j)
1 (x)≪j tǫj and N˜ ≍ Q2K4/N . This gives us the following expression of F :
F = η
(
N
N˜
)1/2 ∑
k∼K
i−2kW
(
k − 1
K
) ∑†
ψ(mod q)
ǫ2ψ
∑
f∈Hk(q,Ψ)
ω−1f
∞∑
ν=0
∞∑∑
m′,ℓ=1
λf (m
′)λF (m)ψ(ℓm′)
×W1
(
m′qνℓ2
N˜
) ∞∑
n=1
λf (nq2+ν)n
itV
( n
N
)
. (2.3)
This step gives us a saving of the size (N
N˜
)1/2 = NQK2 .
Step 4: We again apply the Petersson Trace formula in (2.3) and obtain F = diagonal(∆1)+
off diagonal(O∗). We observe that diagonal(∆1) term vanishes and the dual off diagonal term
is given by
O∗ =
(
N
N˜
)1/2 ∑
k∼K
i−2kW
(
k − 1
K
) ∑†
ψ(mod q)
ǫ2ψ
∞∑
ν=0
∞∑∑
m′ ,ℓ=1
λF (m)ψ(ℓm
′
)W1
(
m
′
qνℓ2
N˜
)
×
∞∑
n=1
nitV
( n
N
)
2πi−k
∞∑
c=1
Sψ(nq
2+ν ,m
′
, cq)
cq
Jk−1
(
4π
√
m′qνn
c
)
. (2.4)
This step gives us a saving of the size
√
QK
C , where C ∽ Q. From now on, we shall estimate
O∗.
Step 5: We evaluate the sum over k in (2.4) using stationary phase integral and also
evaluate the sum over ψ in the resulting expression. This process gives us the following
expression for O∗:
O∗ =
√
N
N˜
φ(q)
q
∞∑∑
m,ℓ=1
λF (m)U
(
mℓ2
N˜
)∑
n
nitW
( n
N
) ∑
c≪Qℓ
S(n,m; c)
c
e
(
±cl
q
±
√
nm
c
)
.
In this step, the sum over k gives us a saving of size
√
K and the sum over ψ gives a saving of
size
√
Q. Thus, saving in this step is
N
QK2
√
QK√
C
√
QK =
N
K
√
Q
.
Hence total saving at this stage is
N√
Qt
N
K
√
Q
=
N2
QK
√
t
.
Step 6: We now apply the Poisson summation formula to the sum over n. The initial
length for n-sum is N . Here “analytic conductor” is of size t and “arithmetic conductor” is of
size c. Hence the dual length is supported on ctN . Saving in this step is of size
N√
Qt
. We obtain
the following bound for O∗:
O∗ ≪
(
N
N˜
)1/2 ∞∑∑
m,ℓ=1
|λF (m)ψ(l)W
(
ml2
N˜
)
| |
∑
c∼C
∑
n≪ ctN
1
c
e
(−mn
c
)
I(m,n, c)|.
Step 7: We apply the Cauchy-Schwartz inequality to get rid of the Fourier coefficients.
Opening the absolute value square and interchanging the sum over m gives us the following
expression:
O∗ ≪
(
N
N˜
)1/2
(N˜)1/2N

∑
m∼N˜
W (
m
N˜
) |
∑
c∼C
∑
n≪ ctN
1
c
e
(−mn
c
)
I(m,n, c)|2


1/2
:= N3/2(O⋆2)
1
2 ,
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where
O⋆2 =
∑∑
c1,c2∼Q
1
c1c2
∑∑
ni∼ citN
∑
m∼N˜
e
(−mn1
c1
+
mn2
c2
)
I(m,n1, c1)I(m,n2, c2)U
(
m
N˜
)
.
We again apply the Poisson summation formula to sum over m. “Analytic conductor” is of
size K2 and “arithmetic conductor” is of size c1c2. From the diagonal terms we get a saving of
size Q
2t
N . From off diagonal terms we save
N˜
K2
√
c1c2
. Also we are able to save
√
c1c2 from the
resulting congruence relation. Thus, total savings in the off diagonal terms is of size
N˜
K2
√
c1c2
√
c1c2 =
N˜
K
=
Q2K3
N
.
Therefore, total savings in sum over m is of size min
{
Q2t
N ,
Q2K3
N
}
. Optimal choice of K is
given by K = t1/3. Hence, total saving from all of the above steps is of size
N2
QK
√
t
(
Q2t
N
)1/2
=
N3/2
K
.
Finally, we obtain
|F| ≪ QK
N3/2/K
= KQ
√
Nt1/3.
This proves our claim.
3. Preliminaries
In this section, we shall recall some basic facts about SL(2,Z) automorphic forms (for
details see [6] and [7]).
3.1. Holomorphic cusp forms. Let f be a holomorphic Hecke eigenform of weight k for the
full modular group SL(2,Z). The Fourier expansion of f at ∞ is given by
f(z) =
∞∑
n=1
λf (n)n
(k−1)/2e(nz),
where e(z) = e2πiz and λf (n), n ∈ Z are the normalized Fourier coefficients. Deligne proved
that |λf (n)| ≤ d(n), where d(n) is the divisor function. L-function associated with the form f
is given by
L(s, f) =
∞∑
n=1
λf (n)
ns
=
∏
p
(
1− λf (p)p−s + p−2s
)−1
(ℜs > 1).
The completed L-function is given by
Λ(s, f) := (2π)−sΓ
(
s+
k − 1
2
)
L(s, f) = π−sΓ
(
s+ (k + 1)/2
2
)
Γ
(
s+ (k − 1)/2
2
)
L(s, f).
Hecke proved that L(s, f) admits an analytic continuation to the whole complex plane and
satisfies the functional equation
Λ(s, f) = ǫ(f) Λ(1− s, f),
where ǫ(f) is a root number and f is the dual form of f .
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3.2. Maass cusp forms. Let f be a weight zero Hecke-Maass cusp form with Laplace eigen-
value 1/4 + ν2. The Fourier series expansion of f at ∞ is given by
f(z) =
√
y
∑
n6=0
λf (n)Kiν(2π|n|y)e(nx),
where Kiν(y) is the Bessel function of second kind. Ramanujan-Petersson conjecture predicts
that |λf (n)| ≪ nǫ. The work of H. Kim and P. Sarnak [10] tells us that |λf (n)| ≪ n7/64+ǫ.
L-function associated with the form f is defined by L(s, f) :=
∑∞
n=1 λf (n)n
−s ( ℜ s > 1). It
extends to an entire function and satisfies the functional equation Λ(s, f) = ǫ(f)Λ(1 − s, f),
where |ǫ(f)| = 1 and completed L-function Λ(s, f) is given by
Λ(s, f) = π−sΓ
(
s+ iν
2
)
Γ
(
s− iν
2
)
L(s, f).
4. Some Lemmas
In this section we shall recall some results which we require in the sequel. We first recall
the following version of the Stirling’s formula.
Lemma 4.1. Let s = σ + it with A1 ≤ A2 and t ≥ 0.We have
Γ(s) =
√
2π
s
(s
e
)s{ N∑
1
an
sn
+O
(|s|−N−1)
}
, (4.1)
and
|Γ(s)| =
√
2πtσ−1/2e−
π
2
|t| (1 +O (|t|−1)) .
Lemma 4.2. Let g(u) be a real valued smooth function of R. Let gˆ(v) be the Fourier transform
of g and let Ju(x) be the Bessel’s functions of order u. We have
4
∑
u≡a(4)
g(u)Ju(2πx) =
∫
R
gˆ(v)Ca(v, x)dv,
where
Ca(v, x) = −2i sin(x sin 2πv) + 2i1−a sin(x cos 2πv).
Proof. See [6, page 85-86]. 
We now recall Rankin-Selberg bound for Fourier coefficients in the following lemma.
Lemma 4.3. Let λf (n) be Fourier coefficients of a holomorphic cusp form, or a Maass form.
For any real number x ≥ 1, we have∑
1≤n≤x
|λf (n)|2 ≪f,ǫ x1+ǫ.
We also require to estimate the exponential integral of the form:
I =
∫ b
a
g(x)e(f(x))dx, (4.2)
where f and g are real valued smooth functions on the interval [a, b]. We recall the following
lemma on exponential integrals.
Lemma 4.4. Let f and g be real valued twice differentiable function and let f ′′ ≥ r > 0 or
f ′′ ≤ −r < 0, throughout the interval [a, b]. Let g(x)/f ′(x) is monotonic and |g(x)| ≤ M .
Then we have
I ≤ 8M√
r
.
Proof. See [14, Lemma 4.5, page 72] 
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Lemma 4.5. Let 0 < δ < 1/10, X, Y, V, V1, Q > 0, Z := Q+X + Y +V1 +1, and assume
that
Y ≥ Z3δ, V1 ≥ V ≥ QZ
δ
2
Y
1
2
. (4.3)
Suppose that w is a smooth function on R with support on an interval J of length V1 satisfying
w(j) ≪j XV −j, for all j ∈ N. Suppose that h is a smooth function on J such that there exists
a unique point t0 ∈ J such that h′(t0) = 0, and furthermore that
h(2)(t)≫ Y Q−2, h(j)(t)≪j Y Q−j, forj = 1, 2, ... and t ∈ J (4.4)
Then the integral I defined by
I =
∫
R
w(t)eih(t)dt
has an asymptotic expansion of the form
I =
eih(t0)√
h(2)(t0)
∑
n≤3δ−1A
pn(t0) +OA,δ(Z
−A), (4.5)
pn(t0) =
√
2πeπi/4
n!
(
i
2h(2)(t0)
)n
G(2n)(t0),
where A > 0 is arbitrary, and
G(t) = w(t)eiH(t) , H(t) = h(t)− h(t)− 1
2
h(2)(t0)(t− t0)2. (4.6)
Furthermore, each pn is a rational function in h
′′, h′′′, ..., satisfying
dj
dtj
pn(t0)≪j,n X(V −j + Qj)
(
(V 2Y/Q)−n + Y −n/3
)
. (4.7)
The leading term satisfies
√
2πe
πi
4
eih(t0)√
h(2)(t0)
w(t0)≪ QX
Y 1/2
.
Also, if h(t) does not vanishes on the interval J and satisfies |h′(t)| ≥ R for some R > 0, then
we have
I ≪A V X
[
(QR/
√
Y )−A + (RV )−A
]
. (4.8)
Proof. See Lemma 8.1 and and Proposition 8.2 of [2]. We use this result to show that in
absence of stationary phase, the integral is negligibly small, i.e., OA(t
−A) for any A > 0, if
R≫ tǫmax{Y 1/2/Q, V −1}. 
5. First application of the Petersson trace formula
To prove our theorem, we shall prove the following proposition.
Proposition 5.1.
S(N)≪
{
N if 1≪ N ≪ t2/3+ǫ√
Nt1/3+ǫ if t2/3+ǫ ≪ N ≪ t1+ǫ ,
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where
S(N) =
∑
λF (n)n
itW (n/N).
We shall use the Petersson trace formula to separate the oscillations of λF (n) and n
it, where
we use harmonics from Hk(q,Ψ), with k ∽ K , q ∽ Q and Ψ is an odd character. Optimal
size of K and Q will be choosen later. We now consider the following Fourier sum:
F =
∑
k∼K
W
(
k − 1
K
) ∑†
ψ(mod q)
∑
f∈Hk(q,Ψ)
ω−1f
∞∑∑
m,ℓ=1
λf (m)λF (m)ψ(ℓ)U
(
mℓ2
N
)
×
∞∑
n=1
λf (n)n
itW
( n
N
)
, (5.1)
where U is a smooth bump function supported on the interval [0.5, 3] such that U(x) ≡ 1 for
x ∈ [1, 2] and U (j)(x) ≪j 1, for all j ≥ 1. On applying the Petersson trace formula to the
above sum F , we observe that the diagonal term is given by
∆ =
∑
k∼K
W
(
k − 1
K
) ∑†
ψ(mod q)
∞∑∑
m,ℓ=1
λF (m)ψ(ℓ)U
(
mℓ2
N
)
mitW
(m
N
)
.
Since W is supported on [1, 2], the above sum is non-zero only when N ≤ m ≤ 2N . If ℓ ≥ 2,
then mℓ2 ≥ 4N . This gives us mℓ2N ≥ 4. Since U(x) vanishes for x ≥ 3, this forces ℓ = 1.
Finally we obtain the following expression for ∆:
∆ =
∑
k∼K
W
(
k − 1
K
) ∑†
ψ(mod q)
∞∑
m=1
λF (m)m
itW
(m
N
)
⇒ |∆| ≍ KQ|S(N)|.
Next we consider the off diagonal term, which is given by
O =
∑
k∼K
W
(
k − 1
K
) ∑†
ψ(mod q)
∞∑∑∑
m,ℓ,n=1
λF (m)n
itψ(ℓ)W
( n
N
)
U
(
mℓ2
N
)
× 2πi−k
∞∑
c=1
Sψ(m,n, cq)
cq
Jk−1
(
4π
√
mn
cq
)
. (5.2)
We will now consider the sum over k in the above equation. Using Lemma 4.2 with x = 2
√
mn
cq ,
we obtain
S1 :=
∑
k∼K
i−kW
(
k − 1
K
)
Jk−1(2πx) =
∫
R
Wˆ
( v
K
)
sin(x cos(2πv))dv
= K
∫
R
Wˆ (Kv)) sin(x cos(2πv))dv.
By change of variable Kv → v in above equation, we obtain
S1 =
∫
R
Wˆ (v))e(x cos(
2πv
K
))dv.
We have
Wˆ (v) =
∫
R
W (u)e(vu)du. (5.3)
Integrating by parts j times and using W (j)(u)≪j (tǫ)j , we obtain
Wˆ (v)≪
(
tǫ
2πv
)j
.
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Hence, Wˆ (v) is negligibly small if |v| ≫ tǫ. Taking V = Atǫ for some fixed constant A, we get
S1 =
∫
R
Wˆ (v))F (v)e(x cos(
2πv
K
))dv. (5.4)
Where F is a smooth bump function supported on the interval [−2V, 2V ] such that F (v) ≡ 1
for v ∈ [−V, V ] and F (j)(v) ≪j 1, for all j ≥ 1. Using equation (5.3) in equation (5.4), we
obtain
S1 =
∫ ∫
R2
Wˆ (v))F (v)e
(
uv ± x cos(2πv
K
)
)
dudv.
Applying Lemma 4.5 to the v-integral, we observe that the integral is negligibly small if
x ≪ K2−ǫ. This analysis holds even if the weight function has the little oscillation, say
W j ≪j tjǫ. In the complementary range for x we expand the cosine function into a Taylor
series. Since x≪ N/Q, if we assume that N ≪ QK4t−ǫ, then we only need to retain the first
two terms in the expansion, and the above integral essentially reduces to
e(±x)
∫ ∫
R2
W (u))F (v)e
(
uv ± 4π
2xv2
K2
)
dudv.
For integral over v, we apply the stationary phase analysis. If we choose + sign in the above
equation, then v integral is negligibly small due to absence of stationary point (by second case
of Lemma 4.5). Otherwise, the integral is given by
e
(
x+
u2K2
16π2x
)
K√
x
 e(x)
K√
x
with x ≫ K2−ǫ (upto an oscillatory factor which oscillates at most like tǫ). In any case, it
follows that we can cut the sum over c in (5.2) at C ≫ Ntǫ/QK2, at a cost of a negligible
error term. Hence effective range of x is given by x≫ K2tǫ. We note that x = 2
√
mn
cq . Hence
we have NcQ ≫ K2tǫ i.e., c≪ Nt
ǫ
QK2 . If we choose parameters K and Q such that QK
2 ≫ Ntǫ,
the off diagonal term is negligibly small. Hence, We obtain
|S(N)| ≪ |F|
QK
+ t−2018.
6. functional equation for L(s, F ⊗ f)
We now consider the sum
S2 :=
∞∑∑
m,ℓ=1
λf (m)λF (m)ψ(ℓ)U
(
mℓ2
N
)
.
Using Mellin inversion formula, we obtain
S2 =
∫
(σ)
U˜(s)Ns
∞∑∑
m,ℓ=1
λf (m)λF (m)
(mℓ2)s
ψ(ℓ)ds =
∫
(σ)
U˜(s)NsL(s, F ⊗ f)ds.
Applying the functional equation for L(s, F⊗f) (see [11, page 135-136]) in the above equation,
we obtain
S2 =
q
2π
g2ψ
qλf (q2)
∫
(σ)
U˜(s)
(
N
(2πq)2
)s
γk(1− s)
γk(s)
L(1− s, F ⊗ f)ds,
where γk(s) is a product of four gamma factors. Moving the line of integration to σ = −ǫ and
expanding the resulting L function into series, we obtain
S2 =
g2ψ
2πi
λf (q2)
∞∑∑
m,ℓ=1
λf (m)λF (m)
mℓ2
ψ(ℓ)U
(
mℓ2
N˜
)∫
(−ǫ)
U˜(s)
(
Nmℓ2
(q)2
)s
γk(1− s)
γk(s)
)ds.
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For N˜ ≫ Q2K4N tǫ, we shift the contour to the left and for N˜ ≪ Q
2K4
N t
−ǫ, we shift the contour
to K−22 . Since K is of size ≫ t1/3−ǫ, we observe that the contribution from the above range
is negligibly small. Let U = (U, N˜) be a smooth dyadic partition of unity, which consists
of pair (U, N˜) with U a non negative smooth function on [1, 2] and
∑
(U,N˜) U
(
r
N˜
)
= 1 for
r ∈ (0,∞). Also the collection is such that the sum is locally finite in the sense that for any
given ℓ ∈ Z, there are only finitely many pairs with N˜ ∈ [2ℓ, 2ℓ+1]. We record the above result
in the following lemma.
Lemma 6.1. Let N˜ be as above. We have
∞∑∑
m,ℓ=1
λf (m)λF (m)ψ(ℓ)U
(
mℓ2
N
)
= ηi−2kq ǫ2ψλf (q2)
∑
U
∞∑∑
m,ℓ=1
λf (m)λF (m)
mℓ2
ψ(ℓ)
× U
(
mℓ2
N˜
)
1
2πi
∫
(0)
U˜(s)
(
Nmℓ2
(q)2
)s
γk(1− s)
γk(s)
)ds+O(t−2018),
where N˜ ≍ Q2K4N .
To cancel out the oscillations of Gamma functions, we shift the contour to ℜs = 1/2. For
s = σ + iτ , we have
U˜(s) =
∫ ∞
0
U(x)xs−1dx≪j t
ǫ
|s||s+ 1| · · · |s+ j − 1| .
We observe that U˜(s) is negligibly small if τ ≫ tǫ. Hence we shall focus on the range |τ | ≪ tǫ.
We note that γk(1/2+iτ)γk(1/2−iτ) is a product of 4 factors of the form
Γ(kj+iτ)
Γ(kj−iτ) , where kj ∽ K. Let
K/2 + iτ = reiθ with r =
√
K2
4 + τ
2 and θ = tan−1(2τ/K). We obtain log r = logK +
O(τ2/K2) and θ = τ/K +O(τ3/K3). Using lemma 4.1, we obtain
Γ(K/2 + iτ)
Γ(K/2− iτ) = exp
{
(K/2 + iτ − 1/2) log(reiθ)− (K/2 + iτ)− (K/2− iτ − 1/2) log(re−iθ)
+K/2 + iτ +O(τ/K)}
= exp
{
(K/2 + iτ − 1/2)(logK +O(τ2/K2) + i(τ/K +O(τ3/K3)))
−(K/2 + iτ)− (K/2− iτ − 1/2)(logK +O(τ2/K2) + i(τ/K +O(τ3/K3)))}
= exp(2iτ logK − iτ/K − iτ +O(τ2/K2).
We observe that oscillations with respect to k are given by (k/2)iτ . Since τ ≪ tǫ, we can
ignore the oscillations with respect to k and replace W by W1 such that W
(j)
1 (x) ≪ tjǫ. We
record the above result in the following lemma.
Lemma 6.2. Let F and f be as above. We have
S3 :=
∞∑∑
m,ℓ=1
λf (m)λF (m)ψ(ℓ)U
(
mℓ2
N
)
= ηi−2kN1/2ǫ2ψλf (q2)
∑
U
∞∑∑
m,ℓ=1
λf (m)λF (m)√
mℓ2
ψ(ℓ)
× U
(
mℓ2
N˜
)
1
2π
∫
(1/2)
U˜(s)
(
Nmℓ2
(q)2
)it
γk(1 − s)
γk(s)
)dt+O(t−2018)
= ηi−2k
(
N
N˜
)1/2
ǫ2ψλf (q
2)
∑
U
∞∑∑
m,ℓ=1
λf (m)λF (m)W1
(
mℓ2
N˜
)
+O(t−2018),
where W
(j)
1 (x)≪j tǫj.
Let m = m′qν , where (m′, q) = 1. Then
λf (mq2) = λf (m′) λf (q2+ν) = ψ(m′)λf (m′) λf (q2+ν).
SUBCONVEXITY BOUND FOR GL(2) L-FUNCTIONS: t-ASPECT 10
Using the above expression and Lemma 6.2 in (5.1), we obtain
F = η
(
N
N˜
)1/2 ∑
k∼K
i−2kW
(
k − 1
K
) ∑†
ψ(mod q)
ǫ2ψ
∑
f∈Hk(q,Ψ)
ω−1f
∞∑
ν=0
∞∑∑
,m′,ℓ=1
λf (m
′)λF (m)ψ(ℓm′)
×W1
(
m′qνℓ2
N˜
) ∞∑
n=1
λf (nq2+ν)n
itV
( n
N
)
.
Now applying the Petersson trace formula, we obtain
F = η
(
N
N˜
)1/2 ∑
k∼K
i−2kW
(
k − 1
K
) ∑†
ψ(mod q)
ǫ2ψ
∞∑
ν=0
∞∑∑
m′,ℓ=1
λF (m)ψ(ℓm
′)W1
(
m′qνℓ2
N˜
)
×
∞∑
n=1
nitV
( n
N
){
δ(m′, nq2+ν) + 2πi−k
∞∑
c=1
Sψ(nq
2+ν ,m′, cq)
cq
Jk−1
(
4π
√
m′qνn
c
)}
.
If m′ = nq2+ν ⇒ ψ(m′ℓ) = ψ(nq2+νℓ) = 0, as ψ is a character mod q. Hence diagonal term
vanishes. From now on, we shall consider the dual off diagonal term, which is given by (with
a constant multiple of η)
O∗ =
(
N
N˜
)1/2 ∑
k∼K
i−2kW
(
k − 1
K
) ∑†
ψ(mod q)
ǫ2ψ
∞∑
ν=0
∞∑∑
m′ ,ℓ=1
λF (m)ψ(ℓm
′
)W1
(
m
′
qνℓ2
N˜
)
×
∞∑
n=1
nitV
( n
N
)
2πi−k
∞∑
c=1
Sψ(nq
2+ν ,m
′
, cq)
cq
Jk−1
(
4π
√
m′qνn
c
)
.
(6.1)
Next, we shall prove the following proposition.
Proposition 6.1. Let O∗ be as above. We have
O∗ ≪
√
NQK2
(
1 +
√
t
K3/2
)
.
To prove our theorem, it is enough to prove the above proposition. Because, whenK = t1/3,
we obtain O∗ ≪
√
NQKt1/3, which implies that
L
(
1
2
+ it, F
)
≪ |S(N)|√
N
≪ O
⋆
√
NQK
≪ t 13+ǫ.
7. Analysis of dual off-diagonal
We now consider sum over k.Using Lemma 4.2 with x = 2
√
m′qνn
c , we have
S4 =
∑
k
i−kW
(
k − 1
K
)
Jk−1
(
4π
√
m′qνn
c
)
=
∫∫
R2
W (u)F (v) e
(
uv ± x cos 2πv
K
)
dudv.
The above integral is negligibly small if c≫ Qtεl . So effective range of c is given by c≪ Qt
ε
l .
Since cos (y) = 1− y22 +O
(
y4
)
and u≪ tε, we obtain
S4 = e (x)
∫
R
W (u)
∫
R
F (v) e
(
uv ± xπ
2v2
k2
)(
1 +O
(
1
k4
))
dvdu.
Let G (v) = uv ± xπ2v2k2 . If we choose positive sign in G, then there is no stationary point, so
the above integral is negligibly small. From now on, we shall consider G with negative sign.
If G′ (v0) = 0, then v0 = uk
2
4πx ≍ K
2
x ; G
′′ (v) = ± 4xπk2 and G(j) (v) = 0, for j ≥ 3. Applying
Lemma 4.5, we obtain
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S4 = e(x)
∫
R
W (u)
F (v0)√
G′′ (v0)
e
(
G(v0) +
1
8
)
du+ errors
=
∫
R
W (u) e
(
x+
u2K2
8π2x
)
K√
x
(1 + o(1))du.
Since x ≫ K2tǫ, we note that the second term in exponential is not oscillating with respect
to x. We push that term in weight function. We obtain
Sψ
(
nq2+ν ,m′; cq
)
= Sψ (0,m
′c; q)S
(
nq1+ν ,m′q; c
)
=
√
q ǫψψ (m
′c)S (n,m′qν ; c) .
We shall now execute the sum over ψ, which is given by
1
2
∑
ψ(q)
(1− ψ(−1)) ǫ2ψǫψψ (m′c)ψ(m′l) =
∑±
ψ(q)
ψ
(±cl) 1
2
√
q
∑
α(q)
ψ(α)e(
α
q
) =
1
2
√
q
e(±cl)φ(q).
Substituting the above estimate in equation (6.1), we get
O∗ =
√
N
N˜
φ(q)
q
∞∑∑
m,ℓ=1
λF (m)U
(
mℓ2
N˜
)∑
n
nitW
( n
N
) ∑
c≪Qℓ
S(n,m; c)
c
e
(
±cl
q
±
√
nm
c
)
.
Now we consider the sum over n. Let
S5 :=
∑
n
nite
(√
nm
c
)
S(n,m; c)W
( n
N
)
.
Substituting n = α+ bc, where 0 ≤ b < c, we obtain
S5 =
∑
α(c)
S(α,m; c)
∑
b
(α+ bc)ite
(√
m(α+ bc)
c
)
W
(
α+ bc
N
)
.
Applying the Poisson summation formula to the sum over b, we obtain
S5 =
∑
α(c)
S(α,m; c)
∑
n
∫
R
(α+ yc)ite
(√
m(α+ yc)
c
)
W
(
α+ yc
N
)
e (−ny)dy.
By the change of variable v = α+ycN , dy =
N
c dv, we obtain
S5 =
N1+it
c
∑
n
∑
α(c)
S(α,m; c)e
(nα
c
) ∫
R
vitW (v)e
(√
mNv − nNv
c
)
dv
=
∑
n
C(m, c)I(m,n, c),
where C(m, c) is the character sum and I(m,n, c) is the integral in the above equation. Inte-
grating by parts, we observe that I(m,n, c)≪j
(
t+
√
mN
c
)j
( cnN )
j . We choose the parameter
K such that K ≪ t1/2−δ. By this choice of K, we obtain I(m,n, c) ≪j
(
ct
nN
)j
. We observe
that the integral I(m,n, c) is negligibly small if n ≫ ct1+εN . Now we consider the character
sum C(m, c), which is given by
C(m, c) =
∑
α(c)
∑
β(c)
e
(
αβ +mβ + nα
c
)
=
∑
β(c)
e
(
mβ
c
)∑
α(c)
e
(
α(n+ β)
c
)
= c e
(−mn
c
)
.
Substituting the above estimates for C(m, c) and I(m,n, c), we obtain
S5 = N
1+it
∑
n≪QtN
e
(−mn
c
)
I(m,n, c).
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Now we analyse the integral I(m,n, c). We have
I(m,n, c) =
∫
R
W (v)e
(
t log y
2π
+
√
mNv − nNv
c
)
dv :=
∫
R
W (v)e(G1(v))dv,
We note that G′′1 (v) = − t2πv2 − 3
√
mN
4cv3/2
⇒ |G′′1 (v)| ≍ t. By Lemma 4.4, we obtain I(m,n, c)≪
1√
t
. Substituting the estimate for S5 and using φ(q)/q < 1, we obtain
O∗ ≪
(
N
N˜
)1/2 ∞∑∑
m,ℓ=1
|λF (m)ψ(l)W
(
ml2
N˜
)
| |
∑
c∼C
∑
n≪ ctN
1
c
e
(−mn
c
)
I(m,n, c)|. (7.1)
For simplicity, we shall consider the case l = 1 (Estimates for the other values of ℓ are similar).
On applying the Cauchy-Schwartz inequality in equation (7.1), we obtain
O∗ ≪
(
N
N˜
)1/2
(N˜)1/2N

∑
m∼N˜
W (
m
N˜
) |
∑
c∼C
∑
n≪ ctN
1
c
e
(−mn
c
)
I(m,n, c)|2


1/2
:= N3/2(O⋆2)
1
2 . (7.2)
Opening the absolute square and interchanging the order of summation, we obtain
O⋆2 =
∑∑
c1,c2∼Q
1
c1c2
∑∑
ni∼ citN
∑
m∼N˜
e
(−mn1
c1
+
mn2
c2
)
I(m,n1, c1)I(m,n2, c2)U
(
m
N˜
)
. (7.3)
We now apply the Poisson summation formula to the sum over m with modulus c1c2. Writing
m = β + bc1c2, we get
S6 :=
∑
β(c1c2)
e
(−βn1
c1
+
βn2
c2
)∑
b
I(β + bc1c2, n1, c1)I(β + bc1c2, n2, c2)U
(
β + bc1c2
N˜
)
=
∑
β(c1c2)
e
(−βn1
c1
+
βn2
c2
)∑
m
∫
R
I(β + uc1c2, n1, c1)I(β + uc1c2, n2, c2)
× U
(
β + uc1c2
N˜
)
e(−mu)du.
Substituting v = β+uc1c2
N˜
, we obtain
S6 =
N˜
c1c2
∑
m
C(m)J (m), (7.4)
where the character sum C(m) =∑β(c1c2) e
(
−βn1
c1
+ βn2c2 +
mβ
c1c2
)
and the integral
J (m) := J (m;n1, n2, c1, c2) :=
∫
R
I(vN˜ , n1, c1)I(vN˜ , n2, c2)U (v) e(−mv)dv
=
∫∫
R2
W (y1)W (y2)
(
y1
y2
)it
e
(−Nn1y1
c1
+
Nn2y2
c2
)
×


∫
R
U(u)e

−
√
NN˜y1v
c1
+
√
NN˜y2v
c2
− mN˜v
c1c2

 dv

 dy1dy2. (7.5)
Integrating by parts j-times with respect to the variable v, we obtain
J (m)≪j
(
1 +
√
NN˜
c1
+
√
NN˜
c2
)j (
c1c2
mN˜
)j
≪j
(
N
mK2
)
.
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So the integral J (m) is negligibly small if m≫ NtεK2 . For m = 0, using the bound I(m,n; c)≪
t−1/2, we obtain
J (0)≪ t−1. (7.6)
For m 6= 0, changing the variables y1 = x21, y2 = x22, and v = x23 in the equation (7.5), we
obtain
J (m) =
∫∫∫
R3
x1W (x1)x2W (x2)x3W (x3) exp(iG(x1, x2, x3))dx1dx2dx3,
where
G := 2t logx1 − 2t log x2 − Nn1
c1
x21 +
Nn2
c2
x22 −
√
NN˜
c1
x1x3 +
√
NN˜
c2
x2x3 − mN˜
c1c2
x23.
We apply 4.5 in x1 variable first. We have
J (m) =
∫∫
R2
W1(x2)W2(x3) exp(iG˜(x2, x3))
∫
R
W1(x1) exp(iG1(x1))dx1dx2dx3.
where
G˜(x2, x3) = −2t logx2 + Nn2
c2
x22 +
√
NN˜
c2
x2x3 − mN˜
c1c2
x23.
and
G1(x1) = 2t log x1 − Nn1
c1
x21 −
√
NN˜
c1
x1x3.
Let x01 be the stationary point of G1(x1). Applying Lemma 4.5, we obtain:
J (m) 
∫∫
R2
W2(x2)W3(x3) exp(iG˜(x2, x3))
√
2π
exp(iπ4 + iG1(x
0
1))√
|G(2)1 (x01)|
dx2dx3.
We note that
G
(2)
1 (x1) = −
2t
x21
⇒
∣∣∣G(2)1 (x01)∣∣∣ ≍ t.
Similarly, applying the Lemma 4.5 in x2 variable, we obtain:
J (m) 
∫
R
W3(x3) exp(iG3(x3))
√
2π
exp(iπ4 + iG2(x
0
2))√
|G(2)2 (x02)|
√
2π
exp(iπ4 + iG1(x
0
1))√
|G(2)1 (x01)|
dx3,
where
G3(x3) = −mN˜
c1c2
x23, G2(x2) = −2t logx2 +
Nn2
c2
x22 +
√
NN˜
c2
x2x3.
and x02 is the stationary point of G2(x2). Like before, We note that G
(2)
2 (x
0
2) is of size t . Thus,
J (m) 
∫
R
W3(x3) exp(iG4(x3))
√
2π
exp(iπ4 )√
|G(2)2 (x02)|
√
2π
exp(iπ4 )√
|G(2)1 (x01)|
dx3. (7.7)
where
G4(x3) = −mN˜
c1c2
x23 +G2(x
0
2) +G1(x
0
1).
Now we apply the second derivative bound in (7.7). We obtain that
J (m)≪ (tK)−1. (7.8)
We now consider the character sum
C(m) :=
∑
β(c1c2)
e
(−βn1
c1
+
βn2
c2
+
mβ
c1c2
)
= c1c21(n1c2 − n2c1 ≡ m(c1c2)).
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Substituting the evaluation of character sum in (7.4), we obtain
S6 = N˜
∑
m≪ N
K2
1(n1c2 − n2c1 ≡ m(c1c2))J (m).
Substituting the above estimate in (7.3), we obtain
O⋆2 = N˜
∑∑
c1,c2∼Q
1
c1c2
∑
n1∼ c1tN
∑
n2∼ c2tN
∑
m∼ N
K2
1(n1c2 − n2c1 ≡ m(c1c2))J (m).
Using equation (7.6), We observe that contribution of the diagonal term (when c1 = c2 and
n1 = n2) is bounded from above by
O⋆2(d) = N˜
∑
c∼Q
1
c2
∑
n∼ ctN
|J (0)| ≪ N˜
N
. (7.9)
Similarly using equation (7.8), contribution of the non-diagonal terms are bounded from above
by
O⋆2(nd) = N˜
∑∑
c1,c2∼Q
∑
n1∼ c1tN
∑
n2∼ c2tN
1
c1c2
∑
m∼ N
K2
1
c1c2
|J (m)|
≪ N˜
∑∑
c1,c2∼Q
×c1t
N
c2t
N
1
c1c2
N
K2
1
c1c2
1
tK
≪ N˜t
NK3
. (7.10)
Using bounds of equations (7.9) and (7.10) in equation (7.2), we obtain
O∗ ≪ N3/2
(
N˜
N
+
N˜t
NK3
) 1
2
≪ N
√
N˜
(
1 +
√
t
K3/2
)
≪
√
NQK2
(
1 +
√
t
K3/2
)
.
This prove our Proposition 6.1.
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