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A CATEGORICAL EQUIVALENCE BETWEEN AFFINE YOKONUMA-
HECKE ALGEBRAS AND SOME QUIVER HECKE ALGEBRAS
WEIDENG CUI
Abstract. Inspired by the work of Rostam, we establish an explicit categorical equiv-
alence between affine Yokonuma-Hecke algebras and quiver Hecke algebras associated
to disjoint copies of quivers of (affine) type A, generalizing Rouquier’s categorical equiv-
alence theorem.
1. Introduction
1.1. The representation theory of affine and degenerate affine Hecke algebras is very
important, and has been studied extensively over the past few decades. Kazhdan and
Lusztig [KaLu] and Ginzburg [CG] gave a classification and construction of irreducible
representations of the affine Hecke algebra Hq,k when k is the complex number field and
q is not a root of unity, which is known as the Deligne-Langlands-Lusztig classification.
When Hq,k is of affine type A, a classification of irreducible representations of Hq,k was
obtained in [AM] for any q and arbitrary sufficiently large k. When the parameter q is
not a root of the Poincare´ polynomial, Xi [Xi] proved that the classification established
in [KaLu] remains valid. Lusztig [Lu1] proved that certain module category of an affine
Hecke algebra is equivalent to its suitable counterpart of some graded affine Hecke algebra.
1.2. In order to compute the decomposition numbers of the Iwahori-Hecke algebra of
type A at an eth root of unity over C, Lascoux, Leclerc, and Thibon [LLT] suggested the
conjecture that the decomposition numbers can be computed using the canonical bases of
quantum groups of affine type A. Later on, using the geometric results of Kazhdan-Lusztig
and Ginzburg, Ariki [Ari] proved this conjecture by establishing a connection between the
representation theory of cyclotomic Hecke algebras and the canonical bases of integrable
highest weight modules over ŝle(C). Ariki’s work turned out to be a beginning of some
exciting developments which continue to this day, namely categorification.
In order to provide a categorification of quantum groups, Khovanov and Lauda [KhLa1,
KhLa2] and Rouquier [Rou1] have independently introduced a new family of algebras
associated to a generalized Cartan matrix, known as quiver Hecke algebras or Khovanov-
Lauda-Rouquier algebras. Moreover, they have shown that there exists an algebra iso-
morphism between the integral form of the negative half of a quantum group and the
Grothendieck group of the additive category of finitely generated graded projective mod-
ules of a quiver Hecke algebra. Later on, when the Cartan matrix is symmetric, Varagnolo
and Vasserot [VV] and independently Rouquier [Rou2] proved that Lusztig’s canonical
bases or Kashiwara’s lower global bases correspond to the isomorphism classes of graded
self-dual indecomposable projective modules under this isomorphism.
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Besides, Khovanov and Lauda [KhLa1] suggested the cyclotomic categorification con-
jecture, which was proved by Brundan and Kleshchev [BK2] for type A∞ and A
(1)
n using
the isomorphism between the cyclotomic quiver Hecke algebras of type A and the cyclo-
tomic Hecke algebras of type A which was established in [BK1], and proved by Kang and
Kashiwara [KK] for all symmetrizable Kac-Moody algebras. Brundan and Kleshchev’s
isomorphism theorem was independently proved by Rouquier [Rou1, Corollaries 3.17 and
3.20], which allows us to construct an explicit Z-grading on the cyclotomic Hecke alge-
bras of type A and study their graded representation theory [BK2]. Rouquier [Rou1] also
proved that certain module category of an affine and degenerate affine Hecke algebra is
equivalent to its suitable counterpart of some quiver Hecke algebra of (affine) type A.
1.3. Yokonuma-Hecke algebras were introduced by Yokonuma [Yo] as a centralizer al-
gebra associated to the permutation representation of a finite Chevalley group G with
respect to a maximal unipotent subgroup of G. The Yokonuma-Hecke algebra Yr,n(q) (of
type A) is a quotient of the group algebra of the modular framed braid group (Z/rZ) ≀Bn,
where Bn is the braid group on n strands (of type A). By the presentation given by
Juyumaya and Kannan [Ju1, Ju2, JuK], the Yokonuma-Hecke algebra Yr,n(q) can also be
regraded as a deformation of the group algebra of the complex reflection group G(r, 1, n),
which is isomorphic to the wreath product (Z/rZ) ≀Sn. It is well-known that there exists
another deformation of the group algebra of G(r, 1, n), namely the Ariki-Koike algebra
[AK]. The Yokonuma-Hecke algebra Yr,n(q) is quite different from the Ariki-Koike al-
gebra. For example, the Iwahori-Hecke algebra of type A is canonically a subalgebra of
the Ariki-Koike algebra, whereas it is an obvious quotient of Yr,n(q), but not an obvious
subalgebra of it.
Recently, by generalizing the approach of Okounkov-Vershik [OV] on the representa-
tion theory of Sn, Chlouveraki and Poulain d’Andecy [ChP1] introduced the notion of
affine Yokonuma-Hecke algebra Ŷr,n(q) and gave explicit formulas for all irreducible rep-
resentations of Yr,n(q) over C(q), and obtained a semisimplicity criterion for it. In their
subsequent paper [ChP2], they studied the representation theory of the affine Yokonuma-
Hecke algebra Ŷr,n(q) and the cyclotomic Yokonuma-Hecke algebra Y
d
r,n(q). In particular,
they gave the classification of irreducible representations of Y dr,n(q) in the generic semisim-
ple case. In [CW], we gave the classification of the simple Ŷr,n(q)-modules as well as the
classification of the simple modules of the cyclotomic Yokonuma-Hecke algebras over an
algebraically closed field K of characteristic p such that p does not divide r. In the past
several years, the study of affine and cyclotomic Yokonuma-Hecke algebras has made
substantial progress; see [ChP1, ChP2, ChS, C, CW, ER, JP, Lu2, Ro].
1.4. Recently, Rostam [Ro] has shown that cyclotomic Yokonuma-Hecke algebras are
particular cases of cyclotomic quiver Hecke algebras, generalizing the results of Brundan
and Kleshchev. Largely inspired by the work of Rostam, we establish an explicit cat-
egorical equivalence between affine Yokonuma-Hecke algebras Ŷr,n(q) and quiver Hecke
algebras Hn(Γ) associated to disjoint copies of quivers of (affine) type A, thus generaliz-
ing Rouquier’s categorical equivalence theorem [Rou1, Theorems 3.16 and 3.19].
This paper is organized as follows. In Section 2, we establish many necessary results
and then state the main theorem 2.10. In Section 3, we give the proof of the main theorem
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by verifying the defining relations of Ŷr,n(q) and Hn(Γ), respectively. In Section 4, we
consider the degenerate case.
2. An equivalence of module categories
2.1. Quiver Hecke algebras. Let r, n ∈ Z≥1, and let k be a field which contains a
primitive rth root of unity ζ. Let p be the characteristic of k and consider an element
q ∈ k∗. We denote by e the smallest integer such that 1 + q + · · · + qe−1 = 0, and set
e :=∞ if no such integer exists.
Assume first that q = 1. Given a subset I of k, we denote by I1 the quiver with set of
vertices I and with an arrow i→ i+ 1 whenever i, i + 1 ∈ I.
Assume now that q 6= 1. Given a subset I of k∗, we denote by Iq the quiver with set of
vertices I and with an arrow i→ qi whenever i, qi ∈ I.
Assume that Iq is connected. Note that when q = 1, Iq has type Aℓ if |I| = ℓ < p or
|I| = ℓ and p = 0; type A∞ if |I| =∞ and p = 0; type A˜p−1 if |I| = p > 0. When q 6= 1,
Iq has type Aℓ if |I| = ℓ < e or |I| = ℓ and e =∞; type A∞ if |I| =∞ and e =∞; type
A˜e−1 if |I| = e > 0.
Let J = {0, 1, . . . , r − 1}. We now define the quiver Γ =
∐
j∈J Iq, which is r disjoint
copies of Iq. Hence, the vertices of Γ are the elements of K = I × J and there is an arrow
between (i, j) and (i′, j′) in Γ if and only if there is an arrow between i and i′ in Iq and
j = j′. For k, k′ ∈ K, we write k ⇄ k′ whenever k → k′ and k′ → k; this happens only
when e = 2. Finally, we write k /− k′ if k 6= k′ and if there is no arrow between these
two vertices. The action of Sn on K
n = In × Jn is given by the diagonal action, that is,
σ · (ν, j) = (σ(ν), σ(j)) for any (ν, j) ∈ Kn and σ ∈ Sn.
Definition 2.1. The quiver Hecke algebra Hn(Γ) associated to Γ is a (possibly non-
unitary) k-algebra with generators {1α}α∈Kn , {xa}1≤a≤n and {τi}1≤i≤n−1 and relations:
1α1α′ = δα,α′1α,
∑
α∈Kn
1α = 1; (2.1)
τi1α = 1si(α)τi, xa1α = 1αxa; (2.2)
xaxb = xbxa, τiτj = τjτi if |i− j| ≥ 2; (2.3)
τixa1α − xsi(a)τi1α =

−1α if a = i and αi = αi+1,
1α if a = i+ 1 and αi = αi+1,
0 otherwise;
(2.4)
τ2i 1α = Qαi,αi+1(xi, xi+1)1α; (2.5)
τi+1τiτi+11α − τiτi+1τi1α =
{
(xi+2 − xi)
−1(Qαi,αi+1(xi+2, xi+1)−Qαi,αi+1(xi, xi+1))1α if αi = αi+2,
0 otherwise,
(2.6)
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for α,α′ ∈ Kn, 1 ≤ a, b ≤ n and 1 ≤ i, j ≤ n− 1, and where
Qαi,αi+1(u, v) =

0 if αi = αi+1,
1 if αi /− αi+1,
v − u if αi → αi+1,
u− v if αi ← αi+1,
−(u− v)2 if αi ⇄ αi+1.
By (2.4), we get the following useful identity in Hn(Γ):
fτi1(ν,j) =
{
τi
sif1(ν,j) + ∂i(f)1(ν,j) if (νi, ji) = (νi+1, ji+1),
τi
sif1(ν,j) otherwise,
(2.7)
for any 1 ≤ i ≤ n− 1, (ν, j) ∈ Kn and f ∈ k[[x1, . . . , xn]], and where
∂i(f) :=
f − sif
xi+1 − xi
.
In the rest of this section, we always assume that q 6= 1. For each (ν, j) ∈ Kn and
1 ≤ i ≤ n− 1, we define the following element:
Qi(ν, j) =


q(xi+1 + 1)− (xi + 1) if νi = νi+1,(
q−1(xi + 1)− (xi+1 + 1)
)−1
if νi+1 = qνi,
νi+1(xi+1+1)−qνi(xi+1)
νi(xi+1)−νi+1(xi+1+1)
otherwise,
if ji = ji+1,
fi,j if ji 6= ji+1,
where fi,j ∈ {1, q} is given by
fi,j =
{
q if ji < ji+1,
1 if ji > ji+1,
and
Pi(ν, j) =

{
1 if νi = νi+1,
(q−1)νi+1(xi+1+1)
νi(xi+1)−νi+1(xi+1+1)
otherwise,
if ji = ji+1,
0 if ji 6= ji+1.
The following lemma can be easily checked by definition.
Lemma 2.2.
Pi(ν, j) +
siPi(si · (ν, j)) = 1− q if νi 6= νi+1 and ji = ji+1; (2.8)
siPi+1(si · (ν, j)) =
si+1Pi(si+1 · (ν, j)) for any (ν, j) ∈ K
n. (2.9)
The following lemma can also be easily checked by definition.
Lemma 2.3.
siQi+1(si+1si · (ν, j)) =
si+1Qi(sisi+1 · (ν, j)) for any (ν, j) ∈ K
n. (2.10)
We also need the following key lemma.
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Lemma 2.4.
siQi(si · (ν, j))Qi(ν, j) =

(1− Pi(ν, j))(q + Pi(ν, j)) if (νi, ji) /− (νi+1, ji+1),
(1−Pi(ν,j))(q+Pi(ν,j))
xi+1−xi
if (νi, ji)→ (νi+1, ji+1),
(1−Pi(ν,j))(q+Pi(ν,j))
xi−xi+1
if (νi, ji)← (νi+1, ji+1),
(1−Pi(ν,j))(q+Pi(ν,j))
(xi−xi+1)(xi+1−xi)
if (νi, ji)⇄ (νi+1, ji+1).
(2.11)
Proof. (1) If ji 6= ji+1, then (νi, ji) /− (νi+1, ji+1), in this case
siQi(si · (ν, j))Qi(ν, j) = fi,jfi,si(j) = q,
while (1− Pi(ν, j))(q + Pi(ν, j)) = q.
(2) If ji = ji+1 and (νi, ji) /− (νi+1, ji+1), then we have
siQi(si · (ν, j))Qi(ν, j) =
νi(xi + 1)− qνi+1(xi+1 + 1)
νi+1(xi+1 + 1)− νi(xi + 1)
·
νi+1(xi+1 + 1)− qνi(xi + 1)
νi(xi + 1)− νi+1(xi+1 + 1)
=
(
νi(xi + 1)− qνi+1(xi+1 + 1)
)
·
(
qνi(xi + 1)− νi+1(xi+1 + 1)
)(
νi(xi + 1)− νi+1(xi+1 + 1)
)2 ,
while
(1− Pi(ν, j))(q + Pi(ν, j))
=q −
(q − 1)2νi+1(xi+1 + 1)
νi(xi + 1)− νi+1(xi+1 + 1)
−
(q − 1)2ν2i+1(xi+1 + 1)
2(
νi(xi + 1)− νi+1(xi+1 + 1)
)2
=
{
q
(
νi(xi + 1)− νi+1(xi+1 + 1)
)2
− (q − 1)2νi+1(xi+1 + 1)
(
νi(xi + 1)− νi+1(xi+1 + 1)
)
− (q − 1)2ν2i+1(xi+1 + 1)
2
}
·
(
νi(xi + 1)− νi+1(xi+1 + 1)
)−2
=
qν2i (xi + 1)
2 + qν2i+1(xi+1 + 1)
2 − (q2 + 1)νiνi+1(xi + 1)(xi+1 + 1)(
νi(xi + 1)− νi+1(xi+1 + 1)
)2
=
(
νi(xi + 1)− qνi+1(xi+1 + 1)
)
·
(
qνi(xi + 1)− νi+1(xi+1 + 1)
)(
νi(xi + 1)− νi+1(xi+1 + 1)
)2 . (2.12)
(3) If ji = ji+1 and (νi, ji)→ (νi+1, ji+1), then νi+1 = qνi, and we have
siQi(si · (ν, j))Qi(ν, j) =
νi(xi + 1)− qνi+1(xi+1 + 1)
νi+1(xi+1 + 1)− νi(xi + 1)
·
1
q−1(xi + 1)− (xi+1 + 1)
=
q(xi+1 + 1)− q
−1(xi + 1)(
q−1(xi + 1)− (xi+1 + 1)
)2 ,
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by setting νi+1 = qνi in (2.12), we get
(1− Pi(ν, j))(q + Pi(ν, j)) =
(
νi(xi + 1)− q
2νi(xi+1 + 1)
)
·
(
qνi(xi + 1)− qνi(xi+1 + 1)
)(
νi(xi + 1)− qνi(xi+1 + 1)
)2
=
(
q(xi+1 + 1)− q
−1(xi + 1)
)
· (xi+1 − xi)(
q−1(xi + 1)− (xi+1 + 1)
)2 .
(4) If ji = ji+1 and (νi, ji)← (νi+1, ji+1), then νi = qνi+1, and we have
siQi(si · (ν, j))Qi(ν, j) =
1
q−1(xi+1 + 1)− (xi + 1)
·
νi+1(xi+1 + 1)− qνi(xi + 1)
νi(xi + 1)− νi+1(xi+1 + 1)
=
q(xi + 1)− q
−1(xi+1 + 1)(
q−1(xi+1 + 1)− (xi + 1)
)2 ,
by setting νi = qνi+1 in (2.12), we get
(1− Pi(ν, j))(q + Pi(ν, j)) =
(
νi(xi + 1)− νi(xi+1 + 1)
)
·
(
qνi(xi + 1)− q
−1νi(xi+1 + 1)
)(
νi(xi + 1)− q−1νi(xi+1 + 1)
)2
=
(
q(xi + 1)− q
−1(xi+1 + 1)
)
· (xi − xi+1)(
q−1(xi+1 + 1)− (xi + 1)
)2 .
(5) If ji = ji+1 and (νi, ji)⇄ (νi+1, ji+1), then q = −1 and νi+1 = −νi, and we have
siQi(si · (ν, j))Qi(ν, j) =
1
−(xi+1 + 1)− (xi + 1)
·
1
−(xi + 1)− (xi+1 + 1)
=
1
(xi + xi+1 + 2)2
,
by setting νi+1 = −νi in (2.12), we get
(1− Pi(ν, j))(q + Pi(ν, j)) =
νi(xi − xi+1) · νi(xi+1 − xi)(
νi(xi + xi+1 + 2)
)2
=
(xi − xi+1) · (xi+1 − xi)
(xi + xi+1 + 2)2
.
We are done. 
By (2.5) and (2.11), we get the following consequence: for any (ν, j) ∈ Kn,
(τ2i )
siQi(si · (ν, j))Qi(ν, j)1(ν,j) = (1− Pi(ν, j))(q + Pi(ν, j))1(ν,j). (2.13)
2.2. Affine Yokonuma-Hecke algebras. Let q be an indeterminate and let R = Z[1
r
][q, q−1].
We consider k as an R-algebra by mapping q to the invertible element q ∈ k∗.
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Definition 2.5. The affine Yokonuma-Hecke algebra, denoted by Ŷr,n(q), is an R-associative
algebra generated by the elements t1, . . . , tn, g1, . . . , gn−1,X
±1
1 , in which the generators
t1, . . . , tn, g1, . . . , gn−1 satisfy the following relations:
gigj = gjgi for all i, j = 1, . . . , n− 1 such that |i− j| ≥ 2; (2.14)
gigi+1gi = gi+1gigi+1 for all i = 1, . . . , n− 2; (2.15)
titj = tjti for all i, j = 1, . . . , n; (2.16)
gitj = tsi(j)gi for all i = 1, . . . , n− 1 and j = 1, . . . , n; (2.17)
tri = 1 for all i = 1, . . . , n; (2.18)
g2i = q + (q − 1)eigi for all i = 1, . . . , n− 1; (2.19)
where si is the transposition (i, i + 1), and for each 1 ≤ i ≤ n− 1,
ei :=
1
r
r−1∑
s=0
tsi t
−s
i+1,
together with the following relations concerning the generators X±11 :
X1X
−1
1 = X
−1
1 X1 = 1; (2.20)
g1X1g1X1 = X1g1X1g1; (2.21)
giX1 = X1gi for all i = 2, . . . , n− 1; (2.22)
tjX1 = X1tj for all j = 1, . . . , n; (2.23)
We define inductively elements X2, . . . ,Xn in Ŷr,n(q) by
Xi+1 := q
−1giXigi for i = 1, . . . , n− 1. (2.24)
Then it is proved in [ChP1, Lemma 1] that we have, for any 1 ≤ i ≤ n− 1,
giXj = Xjgi for j = 1, 2, . . . , n such that j 6= i, i+ 1. (2.25)
Moreover, by [ChP1, Proposition 1], we have that the elements t1, . . . , tn,X1, . . . ,Xn form
a commutative family, that is,
xy = yx for any x, y ∈ {t1, . . . , tn,X1, . . . ,Xn}. (2.26)
We also have the following identities (see [ChP2, Lemma 2.3]): for 1 ≤ i ≤ n− 1,
giXi+1 = Xigi + (q − 1)eiXi+1, (2.27)
Xi+1gi = giXi + (q − 1)eiXi+1, (2.28)
giX
−1
i = X
−1
i+1gi + (q − 1)eiX
−1
i , (2.29)
X−1i gi = giX
−1
i+1 + (q − 1)eiX
−1
i . (2.30)
Let Ŷ kr,n = k⊗R Ŷr,n(q) and let M be a Ŷ
k
r,n-module. Given α = (ν, j) ∈ K
n, we denote
by Mα the subspace of M on which Xa − νa acts locally nilpotently for 1 ≤ a ≤ n, and
simultaneously, ta − ζ
ja acts as zero for 1 ≤ a ≤ n. Let CK be the category of finitely
generated Ŷ kr,n-modules M such that M =
⊕
α∈Kn Mα.
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Given an object M ∈ CK , we can write M as the direct sum of its weight spaces
(simultaneous generalized eigenspaces):
M(ν, j) = {v ∈M | (Xa− νa)
Nv = (ta− ζ
ja)v = 0 for all 1 ≤ a ≤ n and N ≫ 0}. (2.31)
Considering the weight space decomposition of the regular module, we deduce that
there is a family {e(ν, j)}(ν,j)∈Kn of mutually orthogonal idempotents in Ŷ
k
r,n such that
e(ν, j)M =M(ν, j) for each M ∈ CK . In fact, each e(ν, j) lies in the commutative subal-
gebra generated by X±11 , . . . ,X
±1
n , t1, . . . , tn, all but finitely many of the e(ν, j)’s are zero,
and their sum is the identity element in Ŷ kr,n.
By definition, we easily get the following equalities: for 1 ≤ i ≤ n− 1 and (ν, j) ∈ Kn,
eie(ν, j) = 0 if ji 6= ji+1 and eie(ν, j) = e(ν, j) if ji = ji+1. (2.32)
From (2.27), (2.28) and (2.32), we immediately get the following lemma.
Lemma 2.6. For 1 ≤ i ≤ n− 1 and (ν, j) ∈ Kn with ji 6= ji+1, we have
giXi+1e(ν, j) = Xigie(ν, j) and Xi+1gie(ν, j) = giXie(ν, j). (2.33)
We also have the following lemma.
Lemma 2.7. If 1 ≤ i ≤ n− 1 and (ν, j) ∈ Kn with ji 6= ji+1, then we have
gie(ν, j) = e(si · (ν, j))gi. (2.34)
Proof. From (2.17) and (2.33), we see that gie(ν, j) maps M(ν, j) to M(si · (ν, j)) for any
M ∈ CK . Thus, both gie(ν, j) and e(si · (ν, j))gi map M(ν
′, j′) to zero unless (ν ′, j′) =
(ν, j), and they map each m ∈M(ν, j) to gim. We get (2.34). 
For 1 ≤ i ≤ n− 1, set
Φi = gi + (1− q)
∑
(ν,j)∈Kn
νi 6=νi+1
ji=ji+1
(
1−XiX
−1
i+1
)−1
e(ν, j) +
∑
(ν,j)∈Kn
νi=νi+1
ji=ji+1
e(ν, j).
Recall also that the following intertwining element introduced in [CW, §5.1]:
Θi := gi(1−XiX
−1
i+1) + (1− q)ei, 1 ≤ i ≤ n− 1.
Lemma 2.8. For 1 ≤ i, k ≤ n− 1 and (ν, j) ∈ Kn, we have
ΘiΘi+1Θi = Θi+1ΘiΘi+1, ΘiΘk = ΘkΘi if |i− k| > 1; (2.35)
Φie(ν, j) = e(si · (ν, j))Φi. (2.36)
Proof. The second identity in (2.35) can be easily proved. The first identity in (2.35)
can be proved by making a lengthy but routine calculation. Here we provide a sketch of
another proof. To prove it, it suffices to prove that ΘiΘi+1Θie(ν, j) = Θi+1ΘiΘi+1e(ν, j)
for all (ν, j) ∈ Kn, which can be proved by discussing the following five cases:
Case 1: ji = ji+1 = ji+2;
Case 2: ji = ji+1 6= ji+2;
Case 3: ji 6= ji+1 = ji+2;
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Case 4: ji = ji+2 6= ji+1;
Case 5: ji, ji+1, ji+2 are all different.
By eie(ν, j) = ei+1e(ν, j) = e(ν, j), Case 1 comes down to the case of affine Hecke
algebra of type A, which is exactly [BK, (4.13)].
For Case 2, after a careful calculation, we get that
ΘiΘi+1Θie(ν, j) =gigi+1gi(1−Xi+1X
−1
i+2)(1 −XiX
−1
i+2)(1−XiX
−1
i+1)e(ν, j)
+ (1− q)gi(1−XiX
−1
i+1)gi+1(1−Xi+1X
−1
i+2)e(ν, j),
and
Θi+1ΘiΘi+1e(ν, j) =gi+1gigi+1(1−XiX
−1
i+1)(1 −XiX
−1
i+2)(1−Xi+1X
−1
i+2)e(ν, j)
+ (1− q)gi(1−XiX
−1
i+1)gi+1(1−Xi+1X
−1
i+2)e(ν, j).
Thus, Case 2 holds by the braid relation (2.15).
Case 3 holds similarly.
For Case 4, after a careful calculation, we get that
ΘiΘi+1Θie(ν, j) =gigi+1gi(1−Xi+1X
−1
i+2)(1 −XiX
−1
i+2)(1−XiX
−1
i+1)e(ν, j)
+ (1− q)g2i (1−Xi+1X
−1
i+2)(1−XiX
−1
i+1)e(ν, j),
and
Θi+1ΘiΘi+1e(ν, j) =gi+1gigi+1(1−XiX
−1
i+1)(1 −XiX
−1
i+2)(1−Xi+1X
−1
i+2)e(ν, j)
+ (1− q)g2i+1(1−XiX
−1
i+1)(1 −Xi+1X
−1
i+2)e(ν, j).
Thus, Case 4 holds by the braid relation (2.15) and the fact that g2i e(ν, j) = g
2
i+1e(ν, j) =
qe(ν, j).
For Case 5, after a careful calculation, we get that
ΘiΘi+1Θie(ν, j) = gigi+1gi(1−Xi+1X
−1
i+2)(1 −XiX
−1
i+2)(1−XiX
−1
i+1)e(ν, j),
and
Θi+1ΘiΘi+1e(ν, j) = gi+1gigi+1(1−XiX
−1
i+1)(1 −XiX
−1
i+2)(1−Xi+1X
−1
i+2)e(ν, j).
Thus, Case 5 holds by the braid relation (2.15).
We now prove (2.36). If ji = ji+1, the identity follows from [BK, (4.14)]; if ji 6= ji+1,
the identity follows from (2.34). 
We also need the following lemma.
Lemma 2.9. For each (ν, j) ∈ Kn, we have
ΦrXs = XsΦr if s 6= r, r + 1; (2.37)
ΦrΦs = ΦsΦr if |r − s| > 1; (2.38)
ΦrQ
′
s(ν, j) = Q
′
s(ν, j)Φr if |r − s| > 1; (2.39)
ΦrXr+1e(ν, j) = XrΦre(ν, j) if νr 6= νr+1 and jr = jr+1; (2.40)
Xr+1Φre(ν, j) = ΦrXre(ν, j) if νr 6= νr+1 and jr = jr+1; (2.41)
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Φ2re(ν, j) =
(Xr+1 − qXr)(Xr − qXr+1)
(Xr+1 −Xr)(Xr −Xr+1)
e(ν, j) if νr 6= νr+1 and jr = jr+1; (2.42)
ΦrΦr+1Φre(ν, j) =
(Φr+1ΦrΦr+1 + qΦr − qΦr+1)e(ν, j) if νr = νr+2 = νr+1,
(Φr+1ΦrΦr+1 + Zr)e(ν, j) if νr = νr+2 6= νr+1, if jr = jr+1 = jr+2,
Φr+1ΦrΦr+1e(ν, j) otherwise,
(2.43)
where Zr denotes (1− q)
2 (XrXr+2−X
2
r+1)(XrXr+1−qXr+1Xr+2)
(Xr−Xr+1)2(Xr+1−Xr+2)2
.
Proof. The identities (2.37) and (2.38) are clear from definitions. The identity (2.39)
follows from (2.37). The identities (2.40) and (2.41) follow from [CW, (5.2)] and the fact
that Φre(ν, j) = Θr(1 − XrX
−1
r+1)
−1e(ν, j) for νr 6= νr+1 and jr = jr+1, or they follow
from [BK, (4.17) and (4.18)]. The identities (2.42) and (2.43) follow from [BK, (4.19) and
(4.20)]. 
2.3. An equivalence of categories. Recall that CK is the category of finitely generated
Ŷ kr,n-modules M such that M =
⊕
α∈Kn Mα. We denote by C
0
Γ the category of finitely
generated Hn(Γ)-modules M such that for every α ∈ K
n, xa1α acts locally nilpotently
on 1αM for 1 ≤ a ≤ n.
Now we can state the main theorem of this paper.
Theorem 2.10. There is an equivalence of categories Φ : C0Γ → CK given by M 7→ M,
and where for each α = (ν, j) ∈ Kn, ta acts on 1αM by ζ
ja, Xa acts on 1αM by νa(xa+1)
for 1 ≤ a ≤ n, and gi acts on 1αM by τiQi(ν, j)− Pi(ν, j) for 1 ≤ i ≤ n− 1.
The inverse functor Ψ : CK → C
0
Γ is given by N 7→ N, where for each α = (ν, j) ∈ K
n,
1α acts on N by e(ν, j), xa acts on Nα by ν
−1
a Xa − 1 for 1 ≤ a ≤ n, and τi acts on Nα
by ΦiQ
′
i(ν, j)
−1 = (gi + P
′
i (ν, j))Q
′
i(ν, j)
−1 for 1 ≤ i ≤ n − 1, where P ′i (ν, j) and Q
′
i(ν, j)
are defined by replacing xi with ν
−1
i Xi − 1 in the expressions of Pi(ν, j) and Qi(ν, j).
3. Proof of the main theorem
In this section we prove the main theorem 2.10, which is motivated by the work of
[BK1] and [Ro].
Proof of Theorem 2.10 We first verify that the actions under Φ of the generators of Ŷ kr,n
satisfy the relations (2.14)-(2.23).
The relation (2.14) easily follows from (2.3) and (2.4).
The relations (2.16) and (2.18) easily follow from the definition.
The relation (2.17) easily follows from the next fact:
ζjbPa(ν, j) = ζ
jsa(b)Pa(ν, j) for any 1 ≤ a ≤ n− 1, 1 ≤ b ≤ n and (ν, j) ∈ K
n.
Next we check the relation (2.19), that is, g2i ⋄ 1(ν,j)m = (q + (q − 1)giei) ⋄ 1(ν,j)m for
all (ν, j) ∈ Kn and m ∈ M with an M ∈ C0Γ.
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the proof, we no longer write the elements “m” on the right hand side of all expressions,
but remember it is always there. By definition, we have
g2i ⋄ 1(ν,j)
=(τiQi(si · (ν, j))τiQi(ν, j) − Pi(si · (ν, j))τiQi(ν, j)− τiQi(ν, j)Pi(ν, j) + Pi(ν, j)
2)1(ν,j).
If (νi, ji) = (νi+1, ji+1), by τ
2
i 1(ν,j) = 0, ei ⋄ 1(ν,j) = 1 and ∂i(qxi+1+ q−xi− 1) = q+1
and (2.7), we deduce that
g2i ⋄ 1(ν,j) = (τi(qxi+1 + q − xi − 1)τiQi(ν, j) − 2τiQi(ν, j) + 1)1(ν,j)
= ((q + 1)τiQi(ν, j) − 2τiQi(ν, j) + 1)1(ν,j)
= (q + (q − 1)giei) ⋄ 1(ν,j).
If ji = ji+1 and νi 6= νi+1, by ei ⋄ 1(ν,j) = 1, (2.7), (2.8) and (2.13), we have
g2i ⋄ 1(ν,j)
=((τ2i )
siQi(si · (ν, j))Qi(ν, j) − τi(Pi(ν, j) +
siPi(si · (ν, j)))Qi(ν, j) + Pi(ν, j)
2)1(ν,j)
=((1− Pi(ν, j))(q + Pi(ν, j)) + (q − 1)τiQi(ν, j) + Pi(ν, j)
2)1(ν,j)
=(q + (q − 1)giei) ⋄ 1(ν,j).
If ji 6= ji+1, by ei ⋄ 1(ν,j) = 0, Pi(ν, j) = 0, (2.7) and (2.13), we have
g2i ⋄ 1(ν,j) = (τ
2
i )
siQi(si · (ν, j))Qi(ν, j)1(ν,j)
= (1− Pi(ν, j))(q + Pi(ν, j))1(ν,j)
= q1(ν,j) = (q + (q − 1)giei) ⋄ 1(ν,j).
To prove (2.21), it suffices to show that (2.24) holds. Since we have proved (2.19), it
suffices to show that (2.27) holds.
If (νi, ji) = (νi+1, ji+1), by ei ⋄ 1(ν,j) = 1 and (2.7), we deduce that
Xigi ⋄ 1(ν,j) = Xi ⋄ (τiQi(ν, j) − Pi(ν, j))1(ν,j)
= νi+1(xi + 1)τiQi(ν, j)1(ν,j) − νi(xi + 1)Pi(ν, j)1(ν,j)
= (νiτi(xi+1 + 1)− νi)Qi(ν, j)1(ν,j) − νi(xi + 1)Pi(ν, j)1(ν,j)
= νiτi(xi+1 + 1)Qi(ν, j)1(ν,j) − νi(q(xi+1 + 1)− (xi + 1) + (xi + 1))1(ν,j)
= νiτi(xi+1 + 1)Qi(ν, j)1(ν,j) − qνi(xi+1 + 1)1(ν,j),
and
(gi + (1− q)ei)Xi+1 ⋄ 1(ν,j) = (τiQi(ν, j) − Pi(ν, j) + (1− q))νi+1(xi+1 + 1)1(ν,j)
= νiτi(xi+1 + 1)Qi(ν, j)1(ν,j) − qνi(xi+1 + 1)1(ν,j).
If ji = ji+1 and νi 6= νi+1, by ei ⋄ 1(ν,j) = 1 and (2.7), we have
Xigi ⋄ 1(ν,j) = νi+1(xi + 1)τiQi(ν, j)1(ν,j) − νi(xi + 1)Pi(ν, j)1(ν,j)
= νi+1τi(xi+1 + 1)Qi(ν, j)1(ν,j) − νi(xi + 1)Pi(ν, j)1(ν,j),
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and
(gi + (1− q)ei)Xi+1 ⋄ 1(ν,j)
=(τiQi(ν, j) − Pi(ν, j) + (1− q))νi+1(xi+1 + 1)1(ν,j)
=νi+1τi(xi+1 + 1)Qi(ν, j)1(ν,j) + νi+1(xi+1 + 1)(1 − q)
(
1 +
νi+1(xi+1 + 1)
νi(xi + 1)− νi+1(xi+1 + 1)
)
=νi+1τi(xi+1 + 1)Qi(ν, j)1(ν,j) − νi(xi + 1)Pi(ν, j)1(ν,j).
If ji 6= ji+1, by ei ⋄ 1(ν,j) = 0, Pi(ν, j) = 0 and (2.7), we have
Xigi ⋄ 1(ν,j) = νi+1τi(xi+1 + 1)Qi(ν, j)1(ν,j),
and
(gi + (1− q)ei)Xi+1 ⋄ 1(ν,j) = νi+1τi(xi+1 + 1)Qi(ν, j)1(ν,j).
To prove (2.22), it suffices to prove (2.25), which easily follows from (2.4).
To prove (2.23), it suffices to prove (2.26), which immediately follows from the definition
and (2.2).
Finally we need to check the braid relations (2.2). Without loss of generality we assume
that i = 1 and n = 3, and we need to show that g2g1g2 ⋄ 1(ν,j) = g1g2g1 ⋄ 1(ν,j), where
ν = (ν1, ν2, ν3), j = (j1, j2, j3) and (ν, j) ∈ K
3.
If j1 = j2 = j3, we set r := ν1, s := ν2, t := ν3. We stop writing ⋄1(ν,j) on the right
hand side of all expressions and stop writing j = (j1, j2, j3) in the expressions of Qa(ν, j)
and Pa(ν, j), that is, we write Qa(ν) instead of Qa(ν, j) and Pa(ν) instead of Pa(ν, j) for
a = 1, 2. By definition, g2g1g2 and g1g2g1 equal
− P2(rst)P1(rst)P2(rst) + τ2Q2(rst)P1(rst)P2(rst)
+ P2(srt)τ1Q1(rst)P2(rst)− τ2Q2(srt)τ1Q1(rst)P2(rst)
+ P2(rts)P1(rts)τ2Q2(rst)− τ2Q2(rts)P1(rts)τ2Q2(rst)
− P2(trs)τ1Q1(rts)τ2Q2(rst) + τ2Q2(trs)τ1Q1(rts)τ2Q2(rst),
(3.1)
and
− P1(rst)P2(rst)P1(rst) + τ1Q1(rst)P2(rst)P1(rst)
+ P1(rts)τ2Q2(rst)P1(rst)− τ1Q1(rts)τ2Q2(rst)P1(rst)
+ P1(srt)P2(srt)τ1Q1(rst)− τ1Q1(srt)P2(srt)τ1Q1(rst)
− P1(str)τ2Q2(srt)τ1Q1(rst) + τ1Q1(str)τ2Q2(srt)τ1Q1(rst),
(3.2)
respectively. We have to show that (3.1) equals (3.2). In order to show this, we compare
various τ -coefficients after commuting all τ ’s to the left using (2.7). Then we need to
consider five cases.
Case 1: r, s, t are all different.
By (2.7), (3.1) equals
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− P2(rst)P1(rst)P2(rst) + τ2Q2(rst)P1(rst)P2(rst)
+ τ1
s1P2(srt)Q1(rst)P2(rst)− τ2τ1
s1Q2(srt)Q1(rst)P2(rst)
+ τ2
s2P2(rts)
s2P1(rts)Q2(rst)− (τ
2
2 )
s2Q2(rts)
s2P1(rts)Q2(rst)
− τ1τ2
s2s1P2(trs)
s2Q1(rts)Q2(rst) + τ2τ1τ2
s2s1Q2(trs)
s2Q1(rts)Q2(rst),
and (3.2) equals
− P1(rst)P2(rst)P1(rst) + τ1Q1(rst)P2(rst)P1(rst)
+ τ2
s2P1(rts)Q2(rst)P1(rst)− τ1τ2
s2Q1(rts)Q2(rst)P1(rst)
+ τ1
s1P1(srt)
s1P2(srt)Q1(rst)− (τ
2
1 )
s1Q1(srt)
s1P2(srt)Q1(rst)
− τ2τ1
s1s2P1(str)
s1Q2(srt)Q1(rst) + τ1τ2τ1
s1s2Q1(str)
s1Q2(srt)Q1(rst).
Since r, s, t are all different, we have τ2τ1τ2 = τ1τ2τ1, and their corresponding coefficients
are equal to each other by (2.10). The corresponding τ1τ2-coefficients and τ2τ1-coefficients
are equal to each other by (2.9). For the τ1-coefficients, it suffices to prove that
s1P2(srt)P2(rst)− P2(rst)P1(rst) =
s1P1(srt)
s1P2(srt).
We have
s1P2(srt)P2(rst)− P2(rst)P1(rst)
=
( t(x3 + 1)
r(x1 + 1)− t(x3 + 1)
−
s(x2 + 1)
r(x1 + 1)− s(x2 + 1)
)
·
t(x3 + 1)
s(x2 + 1)− t(x3 + 1)
=
−rt(x1 + 1)(x3 + 1)
(r(x1 + 1)− t(x3 + 1))(r(x1 + 1)− s(x2 + 1))
,
and
s1P1(srt)
s1P2(srt) =
r(x1 + 1)
s(x2 + 1)− r(x1 + 1)
·
t(x3 + 1)
r(x1 + 1)− t(x3 + 1)
=
−rt(x1 + 1)(x3 + 1)
(r(x1 + 1)− t(x3 + 1))(r(x1 + 1)− s(x2 + 1))
.
The τ2-coefficients can be handed similarly. Considering the constant coefficients, we need
to show that
P1(rst)P2(rst)
2 + (τ22 )
s2Q2(rts)Q2(rst)
s2P1(rts)
= P2(rst)P1(rst)
2 + (τ21 )
s1Q1(srt)Q1(rst)
s1P2(srt).
Using the following identities:
s2P1(rts) =
s1P2(srt),
(τ22 )
s2Q2(rts)Q2(rst) = (1− P2(rst))(q + P2(rst)),
(τ21 )
s1Q1(srt)Q1(rst) = (1− P1(rst))(q + P1(rst)),
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we need to check that
P2(rst)
2(P1(rst)−
s2P1(rts)) + (1− q)P2(rst)
s2P1(rts)
= P1(rst)
2(P2(rst)−
s1P2(srt)) + (1− q)P1(rst)
s1P2(srt).
By an explicit expansion, it is easy to see that the left hand side and right hand side are
both equal to
(1 − q)3
st2(x2 + 1)(x3 + 1)
2
(t(x3 + 1)− s(x2 + 1))(t(x3 + 1)− r(x1 + 1))(s(x2 + 1)− r(x1 + 1))
.
Case 2: r = s 6= t.
Case 3: r 6= s = t.
Case 4: r = t 6= s.
As in the proof of Case 1, these three cases can be proved in exactly the same way as in
the proof of [BK1, Theorem 4.3, p. 478-479]. We omit the details.
Case 5: r = s = t.
This case is left as an exercise in the proof of [BK1, Theorem 4.3, p. 479]. Here we shall
give a brief proof. In this case, we have P1(ν) = P2(ν) = 1, Q1(ν) = qx2+ q− x1− 1 and
Q2(ν) = qx3 + q − x2 − 1. Moreover, By (2.7), (3.1) equals
− 1 + τ2Q2(ν) + τ1Q1(ν)− τ2Q2(ν)τ1Q1(ν) + τ2Q2(ν)− τ2Q2(ν)τ2Q2(ν)
− τ1Q1(ν)τ2Q2(ν) + τ2Q2(ν)τ1Q1(ν)τ2Q2(ν)
=− 1 + τ2Q2(ν) + τ1Q1(ν)− τ2τ1
s1Q2(ν)Q1(ν)− τ2∂1(Q2(ν))Q1(ν) + τ2Q2(ν)
− τ2∂2(Q2(ν))Q2(ν)− τ1τ2
s2Q1(ν)Q2(ν)− τ1∂2(Q1(ν))Q2(ν)
+ τ2τ1τ2
s2s1Q2(ν)
s2Q1(ν)Q2(ν) + τ2τ1∂2(
s1Q2(ν))
s2Q1(ν)Q2(ν)
+ τ2∂2(∂1(Q2(ν)))
s2Q1(ν)Q2(ν) + τ2τ1
s1Q2(ν)∂2(Q1(ν))Q2(ν)
+ τ2∂1(Q2(ν))∂2(Q1(ν))Q2(ν),
and (3.2) equals
− 1 + τ1Q1(ν) + τ2Q2(ν)− τ1Q1(ν)τ2Q2(ν) + τ1Q1(ν)− τ1Q1(ν)τ1Q1(ν)
− τ2Q2(ν)τ1Q1(ν) + τ1Q1(ν)τ2Q2(ν)τ1Q1(ν)
=− 1 + τ1Q1(ν) + τ2Q2(ν)− τ1τ2
s2Q1(ν)Q2(ν)− τ1∂2(Q1(ν))Q2(ν) + τ1Q1(ν)
− τ1∂1(Q1(ν))Q1(ν)− τ2τ1
s1Q2(ν)Q1(ν)− τ2∂1(Q2(ν))Q1(ν)
+ τ1τ2τ1
s1s2Q1(ν)
s1Q2(ν)Q1(ν) + τ1τ2∂1(
s2Q1(ν))
s1Q2(ν)Q1(ν)
+ τ1∂1(∂2(Q1(ν)))
s1Q2(ν)Q1(ν) + τ1τ2
s2Q1(ν)∂1(Q2(ν))Q1(ν)
+ τ1∂2(Q1(ν))∂1(Q2(ν))Q1(ν).
Since r = s = t, we have τ2τ1τ2 = τ1τ2τ1, and their corresponding coefficients are equal
to each other by (2.10). For the τ1-coefficients, it suffices to prove that
1− ∂1(Q1(ν)) + ∂1(∂2(Q1(ν)))
s1Q2(ν) + ∂2(Q1(ν))∂1(Q2(ν)) = 0. (3.3)
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By an explicit calculation, we have ∂1(Q1(ν)) = q+1, ∂1(∂2(Q1(ν))) = 0, ∂2(Q1(ν)) = −q,
∂1(Q2(ν)) = −1. Thus, (3.3) holds. The τ2-coefficients can be handed similarly. All the
other coefficients are routine.
If j1, j2, j3 are not all equal, by definition, we have the following identity:
gi ⋄ 1(ν,j) =
{
(τiQi(ν, j)− Pi(ν, j))1(ν,j) if ji = ji+1,
fi,jτi1(ν,j) otherwise.
For simplicity, we write (i1, i2, i3) instead of ((νi1 , νi2 , νi3), (ji1 , ji2 , ji3)) or (ji1 , ji2 , ji3).
We need to check that g2g1g2 ⋄ 1(ν,j) = g1g2g1 ⋄ 1(ν,j). Then there are four cases for
consideration.
Case 1: j1 = j2 6= j3.
By (2.2), we have
g2g1g2 ⋄ 1(ν,j) = g2g1 ⋄ f2,(123)τ21(123)
= f2,(123)g2 ⋄ f1,(132)τ1τ21(123)
= f2,(123)f1,(132)(τ2Q2(312) − P2(312))τ1τ21(123)
= f2,(123)f1,(132)(τ2τ1τ2
s2s1Q2(312) − τ1τ2
s2s1P2(312))1(123) ,
and similarly, we have
g1g2g1 ⋄ 1(ν,j) = f2,(213)f1,(231)τ1τ2τ1Q1(123)1(123) − f2,(123)f1,(132)τ1τ2P1(123))1(123) .
By the assumption on j1, j2 and j3, we have τ2τ1τ2 = τ1τ2τ1. Using the fact that fi,j =
fi+1,sisi+1j and (2.9) and (2.10), we see that the corresponding τ2τ1τ2-coefficients and
τ1τ2-coefficients are equal to each other in the above two expressions.
Case 2: j1 6= j2 = j3.
Similar.
Case 3: j1 = j3 6= j2.
By the hypothesis, we have τ21 1(123) = τ
2
2 1(123) = 1(123) and τ2τ1τ2 = τ1τ2τ1. Then this
case can also be checked by a routine calculation as in Case 1.
Case 4: j1, j2, j3 are all different.
This case can be easily checked.
Next we verify that the actions under Ψ of the generators of Hn(Γ) satisfy the relations
(2.1)-(2.6).
We can see that (2.1) holds by definition.
The relation (2.2) easily follows from (2.26) and (2.36).
The relation (2.3) easily follows from (2.26), (2.38) and (2.39).
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Next we check the relation (2.4). If a = i+ 1, we need to prove that
τixi+11(ν,j) ∗ n− xiτi1(ν,j) ∗ n =
{
1(ν,j) ∗ n if (νi, ji) = (νi+1, ji+1),
0 otherwise,
for all n ∈ N with an N ∈ CK . To simplify notation for the remainder of the proof, we no
longer write the elements “∗n” on the right hand side of all expressions, but remember it
is always there.
If (νi, ji) = (νi+1, ji+1), we have
τixi+11(ν,j) =(gi + 1)Q
′
i(ν, j)
−1(ν−1i+1Xi+1 − 1)e(ν, j)
=((ν−1i+1Xi − 1)(gi + 1) + ν
−1
i (qXi+1 −Xi))Q
′
i(ν, j)
−1e(ν, j)
=(xiτi + 1)1(ν,j).
If ji = ji+1 and νi 6= νi+1, we have
τixi+11(ν,j) =ΦiQ
′
i(ν, j)
−1(ν−1i+1Xi+1 − 1)e(ν, j)
=(ν−1i+1Xi − 1)ΦiQ
′
i(ν, j)
−1e(ν, j) by (2.40)
=xiτi1(ν,j).
If ji 6= ji+1, we have
τixi+11(ν,j) =gi · f
−1
i,j (ν
−1
i+1Xi+1 − 1)e(ν, j)
=(ν−1i+1Xi − 1)gi · f
−1
i,j e(ν, j) by (2.33)
=xiτi1(ν,j).
For a = i, the proof is similar.
If a 6= i, i+ 1, we have τixa1(ν,j) − xsiaτi1(ν,j) = 0 by (2.37).
Since we have verified (2.4), we can conclude that the identity (2.7) holds. For the
relation (2.5), by (2.2), we have
τ2i 1(ν,j) = ΦiQ
′
i(si · (ν, j))
−1(τi1(ν,j)).
If (νi, ji) = (νi+1, ji+1), we have
τ2i 1(ν,j) =(gi + 1)(qν
−1
i+1Xi+1 − ν
−1
i Xi)
−1(τi1(ν,j))
=(gi + 1)((q(xi+1 + 1)− (xi + 1))
−1τi1(ν,j)).
Using (2.7), we get
(q(xi+1 + 1)− (xi + 1))
−1τi1(ν,j) =τi(q(xi + 1)− (xi+1 + 1))
−11(ν,j) − (q + 1)
×(q(xi+1+1)− (xi + 1))
−1(q(xi + 1)− (xi+1 + 1))
−11(ν,j).
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Thus, we have
τ2i 1(ν,j) =(gi + 1)(τi(q(xi + 1)− (xi+1 + 1))
−11(ν,j) − (q + 1)
× (q(xi+1 + 1)− (xi + 1))
−1(q(xi + 1)− (xi+1 + 1))
−11(ν,j))
=(gi + 1)((gi + 1)Q
′
i(ν, j)
−1(qν−1i Xi − ν
−1
i+1Xi+1)
−1 − (q + 1)
× (qν−1i+1Xi+1 − ν
−1
i Xi)
−1(qν−1i Xi − ν
−1
i+1Xi+1)
−1)e(ν, j)
=(gi + 1)(gi − q)Q
′
i(ν, j)
−1(qν−1i Xi − ν
−1
i+1Xi+1)
−1e(ν, j)
=0.
If ji = ji+1 and νi 6= νi+1, by (2.7), we have
τ2i 1(ν,j) =Φi(Qi(si · (ν, j))
−1τi1(ν,j))
=Φi(τi
siQi(si · (ν, j))
−11(ν,j))
=Φ2iQ
′
i(ν, j)
−1siQ′i(si · (ν, j))
−1e(ν, j).
Since
(1− P ′i (ν, j))(q + P
′
i (ν, j))e(ν, j) =(1−
1− q
1−XiX
−1
i+1
)(q +
1− q
1−XiX
−1
i+1
)e(ν, j)
=
(qXi+1 −Xi)(Xi+1 − qXi)
(Xi+1 −Xi)2
e(ν, j) (3.4)
=Φ2i e(ν, j) by (2.42),
we see that (2.5) holds by (2.11).
If ji 6= ji+1, we have
τ2i 1(ν,j) =gi · f
−1
i,si(j)
(τi1(ν,j))
=f−1
i,si(j)
gi · gi · f
−1
i,j e(ν, j)
=(fi,jfi,si(j))
−1g2i e(ν, j)
=q−1 · qe(ν, j) = 1(ν,j).
Finally we prove (2.6). Without loss of generality we assume that i = 1 and n = 3,
and we need to show that (2.6) holds for any α = (ν, j) ∈ K3 with ν = (ν1, ν2, ν3) and
j = (j1, j2, j3).
If j1 = j2 = j3, we set i := ν1, l := ν2, k := ν3. We stop writing j = (j1, j2, j3) in the
expressions of 1(ν,j), e(ν, j), Qa(ν, j) and Pa(ν, j), that is, we write 1ν instead of 1(ν,j),
e(ν) instead of e(ν, j), Qa(ν) instead of Qa(ν, j) and Pa(ν) instead of Pa(ν, j) for a = 1, 2.
To show that (2.6) holds, it suffices to consider the following five cases.
Case 1: i, l, k are all different.
Case 2: i = l 6= k.
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Case 3: i 6= l = k.
In these three cases, we need to show that τ1τ2τ11ν = τ2τ1τ21ν , which can be proved in
exactly the same way as in the proof of [BK1, Theorem 4.2, p. 475] by using (2.43). We
omit the details.
Case 4: i = k 6= l.
In this case, we have
τ1τ2τ11ν
=Φ1Φ2Φ1((Q1(ili)
s1Q2(lii)
s1s2Q1(lii))
−11ν) + Φ
2
1(Q1(ili)
−1(s1∂2(Q1(lii)
−1))1ν),
and
τ2τ1τ21ν
=Φ2Φ1Φ2((Q2(ili)
s2Q1(iil)
s2s1Q2(iil))
−11ν) + Φ
2
2(Q2(ili)
−1(s2∂1(Q2(iil)
−1))1ν).
Using (2.10), (2.42) and (2.43), we get that τ1τ2τ11ν − τ2τ1τ21ν = A+B − C, where
A =(1− q)2
(X1X3 −X
2
2 )(X1X2 − qX2X3)
(X1 −X2)2(X2 −X3)2
((Q1(ili)
s1Q2(lii)Q2(ili))
−11ν),
B =
(X2 − qX1)(X1 − qX2)
(X2 −X1)(X1 −X2)
(Q1(ili)
−1(s1∂2(Q1(lii)
−1))1ν),
C =
(X3 − qX2)(X2 − qX3)
(X3 −X2)(X2 −X3)
(Q2(ili)
−1(s2∂1(Q2(iil)
−1))1ν).
Noting that Q2(lii)1ν = i
−1(qX3 −X2)e(ν), we get that
A = −i(1− q)2
(X1X3 −X
2
2 )X2
(X1 −X2)2(X2 −X3)2
((Q1(ili)Q2(ili))
−11ν).
Since
∂2(Q1(lii)
−1)1ν =
Q1(lii)
−1 − s2Q1(lii)
−1
x3 − x2
1ν =
Q1(lii)
−1 − s1Q2(ili)
−1
x3 − x2
1ν ,
we have
B =
(X2 − qX1)(X1 − qX2)
(X2 −X1)(X1 −X2)
(Q1(ili)−1Q2(ili)−1 −Q1(ili)−1(s1Q1(lii)−1)
x1 − x3
1ν
)
.
Similarly, we have
C =
(X3 − qX2)(X2 − qX3)
(X3 −X2)(X2 −X3)
(Q1(ili)−1Q2(ili)−1 −Q2(ili)−1(s2Q2(iil)−1)
x1 − x3
1ν
)
.
Note that (x1−x3)1ν = i
−1(X1−X3)e(ν). By a direct computation we have the identity:
−i(1− q)2
(X1X3 −X
2
2 )X2
(X1 −X2)2(X2 −X3)2
−
i(X2 − qX1)(X1 − qX2)
(X1 −X2)2(X1 −X3)
+
i(X3 − qX2)(X2 − qX3)
(X2 −X3)2(X1 −X3)
= 0.
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Thus, we get that
A+B − C =−
(X2 − qX1)(X1 − qX2)
(X2 −X1)(X1 −X2)
((Q1(ili)s1Q1(s1 · (ili)))−1
x1 − x3
1ν
)
+
(X3 − qX2)(X2 − qX3)
(X3 −X2)(X2 −X3)
((Q2(ili)s2Q2(s2 · (ili)))−1
x1 − x3
1ν
)
.
By using (2.11) and (3.4), we deduce that this equals 0 if i /− l, 1ν if i→ l, −1ν if i← l,
and (−2x2 + x1 + x3)1ν if i⇄ l. Thus, (2.6) holds.
Case 5: i = l = k.
This case is left as an exercise in the proof of [BK1, Theorem 4.2, p. 476]. Here we shall
give a brief proof. In this case, by (2.10), we have
τ1τ2τ11ν =Φ1Φ2Φ1((Q1(iii)
s2Q1(iii)Q2(iii))
−11ν)
+ Φ21(Q1(iii)
−1(s1∂2(Q1(iii)
−1))1ν) + Φ1(∂1(∂2(Q1(iii)
−1))1ν),
and
τ2τ1τ21ν =Φ2Φ1Φ2((Q2(iii)
s1Q2(iii)Q1(iii))
−11ν)
+ Φ22(Q2(iii)
−1(s2∂1(Q2(iii)
−1))1ν) + Φ2(∂2(∂1(Q2(iii)
−1))1ν).
Using (2.10), (2.43) and the fact that Φ21e(ν) = (1+q)Φ1e(ν) and Φ
2
2e(ν) = (1+q)Φ2e(ν),
we see that τ1τ2τ11ν − τ2τ1τ21ν = Φ1(D1ν)− Φ2(E1ν), where
D = q(Q1(iii)
s2Q1(iii)Q2(iii))
−1 + (1 + q)Q1(iii)
−1(s1∂2(Q1(iii)
−1)) + ∂1(∂2(Q1(iii)
−1)),
and
E = q(Q1(iii)
s2Q1(iii)Q2(iii))
−1 + (1 + q)Q2(iii)
−1(s2∂1(Q2(iii)
−1)) + ∂2(∂1(Q2(iii)
−1)).
In order to show that τ1τ2τ11ν = τ2τ1τ21ν , it suffices to prove that D = E = 0. By a
direct computation, we have
q(Q1(iii)
s2Q1(iii)Q2(iii))
−1 =
q
(qx2 − x1)(qx3 − x2)(qx3 − x1)
,
(1 + q)Q1(iii)
−1(s1∂2(Q1(iii)
−1)) =
q(1 + q)
(qx2 − x1)(qx3 − x2)(qx1 − x2)
,
∂1(∂2(Q1(iii)
−1)) =
q(x1 + x2 − qx3 − q
2x3)
(qx2 − x1)(qx3 − x1)(qx1 − x2)(qx3 − x2)
.
Then it is easy to see that D = 0. Similarly, we have E = 0. Thus, (2.6) holds.
If j1, j2, j3 are not all equal, by definition, we have the following identity:
τi1(ν,j) =

(gi + (1− q)(1−XiX
−1
i+1)
−1)Q′i(ν, j)
−1e(ν, j) if νi 6= νi+1 and ji = ji+1,
(gi + 1)Q
′
i(ν, j)
−1e(ν, j) if νi = νi+1 and ji = ji+1,
f−1i,j gie(ν, j) if ji 6= ji+1.
For simplicity, we write (i1, i2, i3) instead of ((νi1 , νi2 , νi3), (ji1 , ji2 , ji3)) or (ji1 , ji2 , ji3).We
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need to check that τ1τ2τ11(ν,j) = τ2τ1τ21(ν,j). Then there are four cases for consideration.
Case 1: j1 = j2 6= j3.
In this case, we need to consider the following two subcases.
♣ If ν1 6= ν2, we have
τ2τ1τ21(123)
=((g2 + (1− q)(1 −X2X
−1
3 )
−1)Q′2(312)
−1e(312))(τ1τ21(123))
=(g2 + (1− q)(1−X2X
−1
3 )
−1)(Q2(312)
−1τ1τ21(123))
=(g2 + (1− q)(1−X2X
−1
3 )
−1)(τ1τ2
s2s1Q2(312)
−11(123))
=(g2 + (1− q)(1−X2X
−1
3 )
−1)(τ11(132))(τ2Q1(123)
−11(123))
=(g2 + (1− q)(1−X2X
−1
3 )
−1)(f−11,(132)g1e(132))(f
−1
2,(123)g2e(123))(Q1(123)
−11(123))
=f−11,(132)f
−1
2,(123)(g2g1g2 + (1− q)(1−X2X
−1
3 )
−1g1g2)(Q1(123)
−11(123))
=f−11,(132)f
−1
2,(123)(g1g2g1 + (1− q)g1g2(1−X1X
−1
2 )
−1)(Q1(123)
−11(123)) by (2.33)
=f−11,(132)f
−1
2,(123)g1g2(g1 + (1− q)(1−X1X
−1
2 )
−1)Q′1(123)
−1e(123),
and
τ1τ2τ11(123) =(τ11(231))(τ21(213))(τ11(123))
=f−1
1,(231)
f−1
2,(213)
g1g2(g1 + (1− q)(1−X1X
−1
2 )
−1)Q′1(123)
−1e(123).
By using the fact that fi,j = fi+1,sisi+1j, we can get that τ1τ2τ11(123) = τ2τ1τ21(123).
♣ If ν1 = ν2, we have
τ21(312) = (g2 + 1)Q
′
2(312)
−1e(312),
τ11(123) = (g1 + 1)Q
′
1(123)
−1e(123).
We can get the desired identity by the same calculation as above.
Case 2: j1 6= j2 = j3.
Similar.
Case 3: j1 = j3 6= j2.
In this case, we also need to consider the following two subcases: ν1 6= ν2 and ν1 = ν2.
Note that g21e(123) = g
2
2e(123) = qe(123). Then this case can also be checked by a routine
calculation as in Case 1.
Case 4: j1, j2, j3 are all different.
This case can be easily checked.
It is obvious that Φ ◦ Ψ =Id and Ψ ◦ Φ =Id. Thus, Φ and Ψ establish an equivalence
of categories.
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4. The degenerate case
In this section, we consider the case q = 1.We introduce a degenerate affine Yokonuma-
Hecke algebra, and establish an equivalence between its module category and its suitable
counterpart for the quiver Hecke algebra. Since most of the calculations are entirely
similar to the non-degenerate case, we shall not write them explicitly, and just state the
main result.
Following [Ro, §5.1], we define the degenerate affine Yokonuma-Hecke algebra Ŷr,n(1).
Definition 4.1. The degenerate affine Yokonuma-Hecke algebra, denoted by Ŷr,n(1), is
an R-associative algebra generated by the elements t1, . . . , tn, f1, . . . , fn−1, y1, . . . , yn in
which the generators t1, . . . , tn, g1, . . . , gn−1 satisfy the following relations:
fifj = fjfi for all i, j = 1, . . . , n− 1 such that |i− j| ≥ 2; (4.1)
fifi+1fi = fi+1fifi+1 for all i = 1, . . . , n− 2; (4.2)
titj = tjti for all i, j = 1, . . . , n; (4.3)
fitj = tsi(j)fi for all i = 1, . . . , n− 1 and j = 1, . . . , n; (4.4)
tri = 1 for all i = 1, . . . , n; (4.5)
f2i = 1 for all i = 1, . . . , n− 1; (4.6)
together with the following relations concerning the generators y1, . . . , yn:
yiyj = yjyi; (4.7)
fiyi+1 = yifi + ei; (4.8)
fiyj = yjfi for all j 6= i, i + 1; (4.9)
tjyi = yitj for all i, j = 1, . . . , n; (4.10)
where for each 1 ≤ i ≤ n− 1,
ei :=
1
r
r−1∑
s=0
tsi t
−s
i+1.
Let Ŷ kr,n(1) = k ⊗R Ŷr,n(1) and let M be a Ŷ
k
r,n(1)-module. Given α = (ν, j) ∈ K
n, we
denote by Mα the subspace of M on which ya− νa acts locally nilpotently for 1 ≤ a ≤ n,
and simultaneously, ta− ζ
ja acts as zero for 1 ≤ a ≤ n. Let C¯K be the category of finitely
generated Ŷ kr,n(1)-modules M such that M =
⊕
α∈Kn Mα.
Given an object M ∈ C¯K , we can write M as the direct sum of its weight spaces
(simultaneous generalized eigenspaces):
M(ν, j) = {v ∈M | (ya − νa)
Nv = (ta − ζ
ja)v = 0 for all 1 ≤ a ≤ n and N ≫ 0}. (4.11)
Considering once again the weight space decomposition of the regular module, we deduce
that there is a family {e(ν, j)}(ν,j)∈Kn of mutually orthogonal idempotents in Ŷ
k
r,n(1) such
that e(ν, j)M = M(ν, j) for each M ∈ C¯K . In fact, each e(ν, j) lies in the commutative
subalgebra generated by y1, . . . , yn, t1, . . . , tn, all but finitely many of the e(ν, j)’s are zero,
and their sum is the identity element in Ŷ kr,n(1).
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The proof of the next theorem is entirely similar to that of Theorem 2.10, which requires
extremely careful verification.
Theorem 4.2. There is an equivalence of categories Φ¯ : C0Γ → C¯K given by M 7→M, and
where for each α = (ν, j) ∈ Kn, ta acts on 1αM by ζ
ja, ya acts on 1αM by xa + νa for
1 ≤ a ≤ n, and fi acts on 1αM by τiqi(ν, j) − pi(ν, j) for 1 ≤ i ≤ n− 1, where
qi(ν, j) =


xi+1 − xi + 1 if νi = νi+1,
(xi − xi+1 − 1)
−1 if νi+1 = νi + 1,
xi+1−xi+νi+1−νi−1
xi−xi+1+νi−νi+1
otherwise,
if ji = ji+1,
1 if ji 6= ji+1,
and
pi(ν, j) =

{
1 if νi = νi+1,
1
xi−xi+1+νi−νi+1
otherwise,
if ji = ji+1,
0 if ji 6= ji+1.
The inverse functor Ψ¯ : C¯K → C
0
Γ is given by N 7→ N, where for each α = (ν, j) ∈ K
n,
1α acts on N by e(ν, j), xa acts on Nα by ya − νa for 1 ≤ a ≤ n, and τi acts on Nα by
ϕiq
′
i(ν, j)
−1 = (fi + p
′
i(ν, j))q
′
i(ν, j)
−1 for 1 ≤ i ≤ n − 1, where p′i(ν, j) and q
′
i(ν, j) are
defined by replacing xi with yi − νi in the expressions of pi(ν, j) and qi(ν, j), and
ϕi = fi +
∑
(ν,j)∈Kn
νi 6=νi+1
ji=ji+1
(yi − yi+1)
−1 e(ν, j) +
∑
(ν,j)∈Kn
νi=νi+1
ji=ji+1
e(ν, j).
Remark 4.3. We point out that there are some typos in [Rou1, Theorems 3.16 and 3.19]
(also [Rou2, Theorems 3.11 and 3.12]). For example, let us look at [Rou1, Theorem 3.19].
We claim that when νi+1 = qνi, the formula is not right, since it does not satisfy
T 2i ⋄ 1ν = (q + (q − 1)Ti) ⋄ 1ν (4.12)
Set
Qi(ν) =
{
(q−1xi − xi+1)
−1 if νi+1 = qνi,
qνixi−νi+1xi+1
νixi−νi+1xi+1
if νi = qνi+1,
and
Pi(ν) = (q − 1)νi+1xi+1(νixi − νi+1xi+1)
−1 if νi+1 6= νi.
When νi+1 = qνi, if (4.12) holds, we deduce that
Qi(si · (ν))
siQi(ν)τ
2
i 1ν = (1− Pi(ν))(q + Pi(ν))1ν .
Then we must have
(νi+1xi − νixi+1)
−1(qνi+1xi − νixi+1)(q
−1xi+1 − xi)
−1(xi+1 − xi)
=q + (1− q)(q − 1)νi+1xi+1(νixi − νi+1xi+1)
−1 − (q − 1)2ν2i+1x
2
i+1(νixi − νi+1xi+1)
−2.
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Replacing νi with q
−1νi+1, we get that
(q−1xi+1 − qxi)(xi+1 − xi)(q
−1xi+1 − xi)
−2
=q − (q − 1)2xi+1(q
−1xi − xi+1)
−1 − (q − 1)2x2i+1(q
−1xi − xi+1)
−2.
After a careful calculation, we deduce that q + 2q−2 = q−3 + 2, which is a contradiction.
We also claim that when νi+1 = νi, the action of Xi given in [Rou1, Theorem 3.19] or
[Rou2, Theorem 3.11] is not right, since it does not satisfy
TiXiTi ⋄ 1ν = qXi+1 ⋄ 1ν ,
which is equivalent to
XiTi ⋄ 1ν = (Ti + (1− q))Xi+1 ⋄ 1ν . (4.13)
When Xi acts as νi(xi + 1), from (4.13) we easily deduce that −νi(qxi+1 + 1) =
−qνi(xi+1 + 1), which is a contradiction.
When Xi acts as xi+νi, from (4.13) we easily deduce that −qxi+1−νi = −qxi+1− qνi,
which is a contradiction.
There exist some similar typos in [Rou1, Theorem 3.16].
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