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ABSTRACT 
In the study of traffic safety, expected crash frequencies across sites are generally 
estimated via the negative binomial (NB) model, assuming time invariant safety. Since 
the time invariant safety assumption may be invalid, Hauer (1997) proposed a modified 
empirical Bayes (EB) method. Despite the modification, no attempts have been made to 
examine the generalizable form of the marginal distribution resulting from the modified 
EB framework. Because the hyper parameters needed to apply the modified EB method 
are not readily available, an assessment is lacking on how accurately the modified EB 
method estimates safety in the presence of time variant safety and regression-to-the-mean 
(RTM) effects. This study derives the closed form marginal distribution, and reveals that 
the marginal distribution in the modified EB method is equivalent to the negative 
multinomial (NM) distribution, which is essentially the same as the likelihood function 
used in the random effects Poisson model. As a result, this study shows that the gamma 
posterior distribution from the multivariate Poisson-gamma mixture can be estimated 
using the NM model or the random effects Poisson model. This study also shows that the 
estimation errors from the modified EB method are systematically smaller than those 
from the comparison group method by simultaneously accounting for RTM and time 
variant safety effects. Hence, the modified EB method via the NM model is a 
generalizable method for estimating safety in the presence of time variant safety and 
RTM effects.  
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Empirical Bayes, highway safety, negative multinomial model, before-and-after study, 
random effects model 
 
 
 
Kangwon Shin and Simon P. Washington                                                                                   Page 3 of 21 
 
1. INTRODUCTION 
The use of empirical Bayes (EB) reasoning for prediction is not new to traffic 
safety professionals. In general, the conjugate gamma prior for the expected number of 
crashes has been used with Poisson likelihood. It is well known that the Bayes’ estimator 
from the Poisson-gamma mixture consists of the combination of the mean crash 
frequencies of the reference group and the maximum likelihood estimate of the entity 
being analyzed, and that the associated Bayesian weight is proportional to their respective 
precisions, which are typically the reference group crash frequency dispersion of the 
length of the analysis period. Traffic safety professionals have adopted the EB approach 
in order to obtain the Bayes estimator, and the outcomes of the safety performance 
functions with the negative binomial model have been incorporated into the EB 
procedure.  
The standard EB framework assumes that the true Poisson mean is constant over 
time, although this assumption is often invalid because numerous factors that influence 
safety change over time. Recognizing this fact, Hauer (1997) modified the EB method to 
account for the change in safety over time, which ultimately leads to the multivariate 
Poisson-gamma mixture. Despite the modification, no attempts have been made to 
identify and examine a generalizable form of the marginal distribution resulting from the 
multivariate Poisson-gamma mixture. Identifying the marginal distribution is important 
because the parameters of the gamma prior (also known as the hyper-parameters) should 
be derived from the statistics of the marginal distribution in the EB framework. In 
addition, it is unclear how well the modified EB method estimates safety by reducing the 
regression-to-the-mean (RTM) effect with time variant safety.  
Thus, this study investigates how to estimate the hyper-parameters in the modified 
EB method by identifying the theoretical structure of the multivariate Poisson-gamma 
mixture. In addition, a Monte Carlo simulation is conducted to assess how well the EB 
estimates from the modified EB method minimize the estimation errors by reducing the 
RTM effect with time variant safety.  
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2. EB METHOD IN THE STUDY OF TRAFFIC SAFETY 
Bayesian methods based on the Poisson-gamma mixture—widely used in the 
study of traffic safety—are examined in this section. Relevant references providing 
greater detail on this method are available to the motivated reader (Maritz, 1970; Abbess 
et al., 1981; Gelman et al., 1995; Hauer, 1997; Carlin and Louis, 2000; Heydecker and 
Wu, 2001; Robert, 2001; Lancaster, 2004; Lee, 2004). 
2.1. Standard EB method 
In the Poisson-gamma mixture, the number of crashes per unit time has Poisson 
distribution with parameterλ , which is often defined as the mean crash frequency per 
year. When using T-year longitudinal crash datasets, the standard EB method assumes 
that the mean crash frequency in the analysis period remains constant over time. Thus, 
the Poisson likelihood is expressed:   
 ( )( | ) Poisson ,i i if y T Tλ λ=  (1) 
where iy is total number of crashes for subject i over the analysis period  (i.e. T years) 
and iλ  is the time-constant Poisson mean (crashes/year) for subject i. In the Bayesian 
framework, the parameter iλ  is not a fixed value but a random variable, which is 
commonly assumed to follow a gamma distribution: 
 
11
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−−− ⋅= > >Γ  (2) 
where α and β  are the hyper-parameters of the gamma prior, and ( )Γ ⋅  is a gamma 
function such that ( ) 1
0
 for 0tt e dtαα α∞ − −Γ = >∫ . Following this assumption, it is well 
known that the marginal distribution of  iy  is the negative binomial distribution:  
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 (3) 
and the posterior distribution of iλ  given iy  during T years is the gamma distribution 
because the gamma prior is a conjugate distribution for the Poisson: 
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where all of notations are the same as previous.  
In traffic safety, the posterior mean in Equation (5) is commonly selected for a 
point estimator of iλ , which is believed to represent the long-term expected crash 
frequency for a subject (Hauer, 1997; Elvik, 2004):   
 ( )( ) 11( ) ,i i iE y y Tλ α β −−= + +  (5) 
where ( )|E yλ  is the posterior mean (crashes/year) and the remaining notation is the 
same as previous. In this Bayesian framework, it is well known that the two hyper-
parameters in the posterior mean (i.e.α  andβ ) can be estimated with the estimates from 
the marginal negative binomial distribution shown in Equation (3), since ( )iE y Tαβ=  
and ( ) ( ) ( )2 1i i iV y E y E y α −= + . This explains the origin of the name “empirical Bayes”, 
which stems from the fact that the hyper-parameters are estimated using the data 
(Robbins, 1977; Carlin and Louis, 2000) and the EB method occupies an intermediate 
position between the classical and full Bayesian methods (Robert, 2001).  
Abbess et al. (1981) used the EB method by using the moments from an 
univariate negative binomial distribution, and Hauer and Persaud (1987) and Hauer et al. 
(1988) generalized the EB estimation procedure by using the negative binomial 
regression model. Hauer (1992) concluded that the NB regression model is an efficient 
tool not only for identifying a suitable reference group but also for estimating the gamma 
prior parameters. The whole procedure described in this section can also be applied when 
working with cross-section data. The Bayes estimator can easily be obtained by 
eliminating the term T from the relevant equations. However, the Bayes estimator in 
Equation (5) is only valid if the true Poisson mean are time invariant—i.e. no safety 
trends exist at the sites being examined.  
2.2. Modified EB method 
When safety is time variant, the standard EB framework discussed in the previous 
subsection is no longer applicable. Abbess et al. (1981) emphasized that the Bayesian 
updates must be re-started from scratch if there is any reason to believe that the true 
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Poisson mean changes over time. Gelman et al. (1995) also stated that the posterior mean 
described in the previous subsection can be obtained with a constant long-term Poisson 
rateλ . Recognizing this, Hauer (1997) modified the EB method to account for the 
change in safety over time and the RTM effect simultaneously. In the modified EB 
framework, a correction factor is used to model the change in the expected number of 
crashes for subject i: 
 ( )( )1 1 for 1, 2,..., ,
itit
it
i i
E y
C t T
E y
λ
λ= ≡ =  (6) 
where itλ  is the true Poisson mean for subject i during the tth year, ( )itE y  is the 
expected crash frequency of subject i during tth year, and T is the total number of years 
during the analysis period. The correction factor in Equation (6) reflects that the true 
Poisson rates of all entities in the reference group move together if the reference group is 
correctly specified. Note that the 1iλ  in Equation (6) was chosen as the base year 
arbitrarily to reflect the relative change in safety in the tth year to the first year. Although 
any base year can be used, the final EB estimation results are the same as those from the 
current specification, as discussed in Hauer (1997).   
The sample likelihood can be constructed using the correction factor in Equation 
(6), since the crash frequencies 1, ,i iTy y"  are independent conditional on the unknown 
true Poisson mean 1iλ : 
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where ity  is the Poisson random sample of subject i during the tth year and the rest of 
notation is as previous. Again, the prior distribution of 1iλ  is the gamma distribution with 
hyper-parameters α and β: 
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Since the posterior distribution is proportional to the product of the likelihood and prior 
(i.e. posterior ∝ likelihood×prior), Hauer provided the resulting posterior distribution of 
the 1iλ : 
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It shows that the posterior distribution of 1iλ  given the crash history { }1 2, , ,i i iTy y y"  
follows a gamma distribution. Thus, the posterior mean is  
 ( ) ( ) ( )1 111 1 2
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where β  can be replaced by 1 1( )iEα λ−  because 1( )iE λ αβ= . In addition, Hauer (1997) 
showed that the posterior mean can be expanded for prediction by using the 
relationship: ( ) ( )1 2 1 1 2, , , , , ,it i i iT it i i i iTE y y y C E y y yλ λ=" " .  
 The posterior mean in Equation (10) reduces to the well-known Bayes estimator 
with time invariant iλ  in Equation (5) because 1T itt C T= =∑  when   it i tλ λ≡ ∀  (Hauer, 
1997). Hence, the standard EB method is nested within the modified EB method. Hauer 
attempted to estimate the hyper-parameters in Equation (10), but it requires tremendous 
mathematical manipulations as discussed in Lord and Persaud (2000). As a result, there 
have been no studies that use the estimation procedure suggested by Hauer (1997). Thus, 
in the next section we resolve the model’s ambiguity regarding the hyper-parameters in 
Equation (10). 
3. ESTIMATION FOR THE MODIFIED EB METHOD 
This section presents the form of the marginal distribution resulting from the 
Bayesian framework modified by Hauer (1997) and the associated regression models. 
Note that all notation used in this section are the same as previously stated unless 
otherwise specified. 
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3.1. Marginal distribution in the modified EB method 
It is necessary to investigate the theoretical form of the marginal distribution in 
the modified EB method because the hyper-parameters are determined from the marginal 
distribution in the EB method (Carlin and Louis, 2000). Thus, the terms described in the 
previous section are re-arranged to examine the marginal distribution. Three alternative 
expressions for the marginal distribution are provided in this section in order to 
illuminate and resolve ambiguities.  
The joint distribution of the likelihood in Equation (7) and the prior in Equation 
(8) is: 
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By integrating out the unknown parameter 1iλ , the first expression of the marginal 
distribution is obtained:  
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∫
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 (12) 
Interestingly, the marginal distribution in Equation (12) is equivalent to the multivariate 
negative binomial distribution investigated by Bates and Neyman (1952). Although this 
study has not been cited in the current traffic safety literature, it is noteworthy that they 
investigated this distribution in order to represent either the joint distribution of the 
number of accidents suffered by the same individual in different time periods or the joint 
distribution of different types of accidents incurred by the same individual within the 
same time period. In addition, they derived the distribution using the same assumption of 
time variant safety, as in Equation (6). Later, the distribution is named the negative 
multinomial (NM) distribution in Johnson and Kotz (1969).  
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Upon denoting that ( )it itE yμ = , the second expression of the NM distribution, 
also known as the generalized form of the NM distribution, is obtained by replacing β  
and 
1
T
itt
C=∑  in  Equation (12) with 11iμ α−  and 11 1Ti ittμ μ− =∑  respectively: 
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The alternative expression in Equation is equivalent to the likelihood for individual i for 
the negative multinomial regression model defined in Guo (1996), and applied in 
Ulfarsson and Shankar (2003) and Sittikariya et al. (2005).  
There is another form for the NM distribution that needs to be considered. By re-
arranging the terms in Equation (13), a third expression is obtained: 
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Interestingly, the marginal distribution in Equation (14) is equivalent to the likelihood for 
individual i in Hausman et al. (1984). Specifically, the same form of the likelihood is 
found in much of the econometric literature for the random effects Poisson model 
(Cameron and Trivedi, 1998; Greene, 2003; Winkelmann, 2003; Cameron and Trivedi, 
2005; Hilbe, 2007). The finding is closely related to the statement in Allison and 
Waterman (2002), who pointed out that the fixed-effects NM model leads to the same 
coefficient estimates as the fixed-effects Poisson model. Similarly, we also show that the 
NM model (in the random-effect setting) yields the same estimator as the random effects 
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Poisson model (comparisons of estimates via the two models are provided in the next 
subsection.) 
There are several properties of the NM distribution, which can be used for several 
models based on the NM distribution (Johnson and Kotz, 1969; Hausman et al., 1984; 
Guo, 1996; Johnson et al., 1997; Allison and Waterman, 2002; Winkelmann, 2003). The 
NM distribution is reduced to the univariate NB distribution when t=1, and the marginal 
distribution of each yit in the NM distribution is the negative binomial. The moments for 
each yit in the NM distribution are  
 
( ) ( )
( )
( )
1 2
1
;
;
,   for .
it it it
it it it
it it it it
E y E
V y
Cov y y t t
λ μ
μ α μ
α μ μ
−
−
′ ′
= =
= +
′= ≠
 (15) 
Thus, the model based on the NM distribution allows for over-dispersion as well as 
within-subject correlation, appropriate when considering dependent observations over 
time. In the next subsection, the regression model based on the resulting marginal 
distribution is presented.  
3.2. Negative multinomial regression model 
In order to properly define the reference group, it is desirable to use the regression 
model as suggested in Hauer (1992). Thus, in this section, we present how the estimation 
results from the NM regression model are used to estimate the hyper-parameters in the 
modified EB framework. Furthermore, we discuss the heterogeneous negative 
multinomial (HNM) regression model, which allows for a spatially varying dispersion 
parameter and will also provide the estimates of the hyper-parameters. The model 
description in this subsection is an extension of the model by Hausman et al. (1984) and 
Guo (1996).  Note that relevant references to this model are provided elsewhere 
(Cameron and Trivedi, 1998; Greene, 2003; Cameron and Trivedi, 2005; Greene, 2007a; 
Greene, 2007b; Hilbe and Greene, 2008). 
Let ity  be the crash frequency of subject i at tth year (i=1, 2,…, N and t=1, 2, …, 
T). The individual counts follow a Poisson distribution with the unknown Poisson mean 
itλ : 
 ( )~ Poisson .it itY λ  
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In the NM regression model, the unknown Poisson mean for each entity is expressed:  
 exp( ) ,it it i it ih hλ μ= =x β  (16) 
where ih  is a random effect that varies across subjects, and itx  denotes a vector of 
covariates associated with the tth observation on the ith subject. Note that the 
specification in Equation (16) implies that the true Poisson mean is a random variable 
rather than a deterministic function of covariates itx . Specifically, itμ  is a deterministic 
function of covariates and the heterogeneity term ih  is a random variable, which has a 
gamma distribution with density as shown in Equation (17): 
 ( ) ( )( )
1 exp
.i ii
h h
f h
α αα α
α
− −= Γ  (17) 
Consequently, the true Poisson mean follows a gamma distribution with ( )it itE λ μ=  and 
( ) 2 1 2it it itV λ μ α μ φ−= =  since ( ) 1iE h =  and 1( )iV h α φ−= = , where φ  is often referred to 
as the dispersion parameter. Thus the uncertainty around itλ  in the NM regression model 
is expressed in terms of the unobserved heterogeneity ih  like in the NB regression model.  
The conditional joint probability function for subject i given itx  and ih  during a 
period of T years is 
 ( ) { }( )1 1 exp exp( ) exp( ), , , ,!
ity
T it i it i
i iT i i t
it
h h
f y y h
y=
−=∏ x β x βX"  
where ( )1,...,i i iT=X x x . The unconditional likelihood for the crash frequency of subject i 
is obtained by integrating out the unobserved heterogeneity ih . 
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X" "
 (18) 
where 1i i iTy y y= +"  and 1i i iTμ μ μ= + +" . Note that the likelihood in Equation (18) 
has the same form as the marginal distribution resulting from the modified EB method as 
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discussed in the previous section (see Equation (13)). In addition, the random effects 
Poisson model uses the same assumptions above in deriving the likelihood, thereby 
providing the same coefficient estimates.  
In order to compare the estimation results from the NM model and the random 
effects Poisson model, the dataset used in Guo (1996) is re-analyzed. The estimation 
results summarized in Table 1 show that the parameter estimates obtained through the 
STATA built-in command (xtpoisson) for estimating the random effects Poisson model 
(column RE Poisson) and the parameter estimates obtained through a custom NM 
STATA program (column NM2) are arbitrarily close to those reported in the original 
paper (column NM1). The comparison results in Table 1 empirically corroborate the 
theoretical findings described in the previous section.  
It is also possible to extend the NM regression model to allow for the site-varying 
dispersion parameters if we believe that the distributions of the unobserved heterogeneity 
are truly heterogeneous across subjects. This model extension, resulting in the 
heterogeneous negative multinomial (HNM) regression model, is analogous with the 
panel linear model, taking into account the panel heteroskedasticity. Similar to the 
heterogeneous negative binomial regression model specification (Hardin and Hilbe, 2007; 
Hilbe, 2007), the heterogeneous dispersion parameters in the HNM regression model are 
estimated:  
 exp( ),i iα ′= z γ  (19) 
where iz  is a set of time-constant explanatory variables representing the characteristics of 
each subject and γ  is a vector of associated parameters. 
Consequently, the unknown parameters β  and iα  are obtained using the standard 
maximum likelihood estimation and the estimates are directly used to obtain the hyper-
parameters: 
 ( ) ( ) 11
11
ˆ ˆˆ ˆ, ,ˆ ( )
T
i
i i i i i it
ti i
E y y C
E y
αλ α
−
=
⎛ ⎞= + ⋅ +⎜ ⎟⎝ ⎠∑X X  (20) 
where ( )1ˆ ,i i iE yλ X  is the EB estimate for the expected Poisson mean for subject i in the 
base year; iy  is the total number of crashes for subject i during the T years; 1ˆ ( )i iE y X  is 
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the estimate for the expected number of crashes for subject i  in the base year given 
covariates iX ; ˆiα  is the estimate for the inverse of the dispersion parameter; ˆitC  is the 
correction for the year t such that 1ˆ ˆ ˆ( ) / ( )it it it i itC E y E y= x x .  
4. SIMULATION STUDY 
As showed in the previous section, the NM regression model or the HNM 
regression model can be used to estimate the hyper-parameters in the modified EB 
framework. However, no attempts have been made to investigate the relative accuracy of 
the modified EB method, although this accuracy is theoretically promising because the 
resulting gamma posterior takes into account time variant safety effects. To investigate 
this, a Monte Carlo simulation was conducted to assess how well the modified EB 
method accounts simultaneously for both the time-variant safety and the RTM effect.  
4.1. Simulation experiment 
In order to base the simulated multivariate Poisson-gamma mixture on an actual 
dataset, parameter estimates from a total of 50 1-mile sections on Arizona state route 
(SR) 101 in the Phoenix metropolitan area from 2001 to 2004 are used. The 4-year panel 
dataset contains non-peak injury crashes, which are described in previous studies 
(Washington et al., 2007; Shin et al., 2009). From an exploratory analysis, the mean 
injury crash rates were observed to increase over the 4 years. In addition to the temporal 
variation, the mean injury crash rates are spatially different because SR 101 runs through 
7 jurisdictions in the Phoenix metropolitan area, which indicates that the crash rates are 
likely to be affected by unknown area-specific heterogeneity. Thus, SR 101 sections are 
allocated to two regions: Region 1 (West Valley sections) and Region 2 (East Valley 
sections). Consequently, the parameter estimates for this simulation study are estimated 
using the time and region dummy variables as shown in Table 2, which are obtained from 
the HNM regression model.  
In this simulation study, the 3-year data from 2001 to 2003 (denoted Period 1) are 
used to estimate the expected number of crashes in 2004 (denoted Period 2). Since the 
mean crash rates for Period 2 are clearly greater than those for Period 1 at both regions, it 
is necessary to correct the change in safety over time when estimating safety in Period 2. 
By assuming that the parameter estimates in Table 2 represent the typically unknown and 
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true underlying safety of the sites, this simulation study is designed to compare the 
estimates from the two competing methods: the modified EB method vs. the comparison 
group method.  
The true Poisson means and the Poisson random variables for a total of 2,000 
subjects (1,000 subjects for each region) are simulated using the 8 steps described below. 
Note that the steps from 1 to 4 need to be conducted for each region. All simulation 
procedures are programmed using STATA syntax.  
1. Set the gamma prior mean and variance of subject i for the base year using the 
estimates in Table 2: ( )1 1i iE λ μ=  and ( ) 21 1i i iV λ μ φ=  
2. Simulate true Poisson means (TPMs) for the base year from the gamma prior 
distribution with ( )1iE λ  and  ( )1iV λ : ( ) ( )( )1 1 1~ ,i i iGamma E Vλ λ λ  
3. Multiply the correction factor itC by 1iλ  to obtain the TPMs for each year: 
1it it iCλ λ=  and 1 for 2,3,4it it iC tμ μ= =   
4. Simulate Poisson variables from the TPMs (1,000 subjects) 
5. Combine the two simulated datasets for each region (2,000 subjects) 
6. Estimate the gamma prior parameters and comparison ratios for each region using 
the HNM regression model and Equation (21) below 
7. Obtain the estimates of the expected Poisson mean for the fourth year by using the 
comparison group method and the modified EB method 
8. Repeat steps 1 through 7 (replication =50) 
When estimating the gamma prior parameters and comparison ratios in step 6, 
only 1,000 subjects are used (500 subjects for each region), which are randomly selected 
from the full dataset (2,000 subjects), in order to mimic the practical application of the 
estimation in the before-and-after study. We refer to the 1,000 subjects used in step 6 as 
the reference group and the remaining 1,000 subjects as the target group. Consequently, 
the estimations in step 7 are performed only for the subjects in the target group by 
combining the statistics obtained from the reference group and the observed (simulated) 
crash frequencies of each site in the target group.   
Specifically, the estimate of the comparison ratio ( Cˆr ) for each region is:  
Kangwon Shin and Simon P. Washington                                                                                   Page 15 of 21 
 
 
11ˆ 1 ,c
Nr
M M
−⎛ ⎞= +⎜ ⎟⎝ ⎠  (21) 
where M  and N  are the total number of simulated crashes for all subjects in the 
reference group during Period 1 and Period 2 respectively (Hauer, 1997). By using the 
estimates of the comparison ratio from the reference group, the expected Poisson mean 
for the subject i in the target group (denoted ( )4ˆ i CE λ ) is estimated:  
 ( ) 34 1ˆ ˆ ,i itC tE r kλ == ⋅∑  (22) 
where itk  is the observed (simulated) number of crashes for the subject i in the target 
group during the year t, and the rest of the notations are the same as defined previously.  
 Similar to the comparison group method, the modified EB method also derives 
information regarding the change in safety from the statistics of the reference group. In 
the EB framework, the expected Poisson mean for the subject i in the target group during 
Period 2 (denoted ( )4ˆ i EBE λ ) is estimated: 
 ( ) ( ) ( )
13
3
4 4 1
11
ˆˆ ˆˆ ˆ ,ˆ |
i
i i it i itEB t
ti i
E C k C
E y
αλ α
−
= =
⎛ ⎞= ⋅ + ⋅ +⎜ ⎟⎝ ⎠∑ ∑X  (23) 
where the set of the parameter estimates { ˆiα , ( )1ˆ |i iE y X , 1 4ˆ ˆ,...,i iC C } are obtained from 
the HNM regression model results and itk  is again the observed (simulated) number of 
crashes for the subject i in the target group during the year t. More specifically, ˆiα  is the 
inverse of the estimates of the panel-level dispersion parameter (i.e. iˆφ ); ( )1ˆ |i iE y X  is 
the expected number of crashes at the base year given the set of dummy variables iX ; 
and the correction factors ( 1 4ˆ ˆ,...,i iC C ) can be obtained as ( ) ( )1ˆ ˆ ˆ| |it it i i iC E y E y= X X .  
4.2. Results 
This subsection presents the comparison results regarding the estimation errors 
from the modified EB method and the comparison group method. Since the gamma prior 
means and variances used in the EB method are estimated from the safety performance 
functions, first compared are the coefficient estimates from the HNM model.  Table 3 
shows the summary statistics of the coefficient estimates for each variable (e.g. the 
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average of coefficient estimates from 50 replications) and the true coefficients for each 
variable. The results show that the HNM regression accurately estimates the parameters 
in the mean and dispersion functions, which is consistent with the theory that the 
maximum likelihood estimate (MLE) is consistent if the model is correctly specified 
(Cameron and Trivedi, 1998). Consequently, the hyper-parameters in the modified EB 
framework are accurately estimated by the estimation results of the HNM model as 
previously discussed. 
A main thrust is investigating whether or not the estimates from the modified EB 
method minimize the estimation error through elimination of the RTM effect. In general, 
the estimation error tends to increase as the observed crash frequency for the subjects is 
higher (or lower) than the mean crash frequency (Hauer, 1980a; Hauer, 1980b; Hauer and 
Persaud, 1983; Persaud and Hauer, 1984; Hauer, 1997). Thus, we compare the estimates 
from the two methods by the difference between the observed crash frequency of each 
site in Period 1 and the mean crash frequency of the reference group in Period 1. In this 
study, we measure the location of the observed crash frequency of each site in Period 1 in 
its associated true NB distribution by calculating the cumulative probability:  
 ( )Pr( ) , 1 ,i p iK k I kα≤ = +  (24) 
where ik  is the sum of the observed (simulated) crashes of the subject i in the target 
group in Period 1, K is the negative binomial random variable denoting the sum of 
crashes in Period 1 with parameters iμ  (the sum of NB means in Period 1) and α  (the 
inverse of the true dispersion parameter), and ( ), 1p iI kα +  is the incomplete beta 
function ratio with 11/(1 )ip μα−= +  (see details Johnson et al., 2005).  
Then, all observations of the target group in the simulation study (25,000 
observations for each region) are allocated into ten distinct intervals as shown in Table 4. 
Note that intervals based on the cumulative probability are used to compare the 
estimation results obtained from a large sample. In addition, four statistics are computed 
for each interval as in prior studies (Hauer and Persaud, 1983; Persaud and Hauer, 1984; 
Hauer, 1997; Elvik, 2008):  the average crash frequency in Period 1, the average TPM in 
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Period 2, the average estimate from the modified EB method, and the average estimate 
from the comparison group method. 
The results show that the average estimate from the modified EB method is quite 
similar to the average true Poisson mean at all intervals as shown in Figure 1. However, 
the average estimate from the comparison group method is affected by the RTM effect 
(see Figure 1). Specifically, the average estimate from the comparison group method for 
the subjects having higher than the mean number of crashes in Period 1 (i.e. 4.17 
crashes/year for Region 1 and 6.36 crashes/year for Region 2) are consistently higher 
than the average true Poisson mean (or vice versa). For example, consider the group of 
subjects in Region 1 having ‘7.77 crashes/year’ in Period 1. The expected true Poisson 
mean in Period 2 for those subjects is ‘9.88 crashes /year,’ which reflects the change in 
safety from Period 1 to Period 2. When the comparison group method is used to estimate 
the expected true Poisson mean in Period 2 for those subjects, the average estimate from 
the comparison group method is ‘12.13 crashes/year,’ which is greater than the true value 
(i.e. ‘9.88 crashes/year’). In contrast, the average estimate from the modified EB method 
for those subjects is ‘9.94 crashes/year,’ which is close to the true value. Again, the 
comparison results confirm that the estimates from the comparison group method can be 
seriously affected by the RTM effect because the comparison group method does not use 
the information from the reference group fully. Hence, the estimates from the comparison 
group method tend to be close to the observed crashes, while the estimates from the 
modified EB method are always between the observed crashes and the average true 
Poisson mean.  
Although the difference in the estimates from the two methods is small, the results 
indicate that the estimates from the modified EB method are more preferable to those 
obtained from the comparison group method when conducting a before-and-after study. 
For example, if a treatment was implemented to subjects having high crash frequency in 
Period 1, the comparison group method overestimates the true Poisson means—the 
expected number of crashes without the treatment. In practice, this implies that estimates 
obtained from the comparison group method will lead to incorrect evaluation results, 
even though the comparison group method accounts for time variant safety. Consequently, 
the comparison results using the simulated datasets show that the modified EB method 
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results in smaller estimation error by taking into account both time variant safety and the 
RTM effect. 
5. CONCLUSIONS 
This study shows how to estimate hyper-parameters in the modified EB 
framework, which was pioneered by Hauer (1997) as a coherent approach to estimate 
safety with time variant safety. The marginal distribution resulting from the modified EB 
method is derived, since statistics from it are needed to serve as hyper-parameters in the 
empirical Bayes application. Interestingly, this study reveals that the marginal 
distribution in the modified EB framework is equivalent to the multivariate negative 
binomial distribution investigated by Bates and Neyman (1952), also known as the NM 
distribution. This study also shows that the regression model based on the NM 
distribution (i.e. the NM regression model) suggested by Guo (1996) is essentially the 
same as the random effects Poisson model proposed earlier by Hausman et al. (1984).  
 Consequently, there are three important findings that can be conveniently applied 
in the modified EB framework. First, the marginal distribution resulting from the 
modified EB framework has a closed form solution. This indicates that the gamma hyper-
parameters are available using standard maximum likelihood estimation. Second, the 
marginal distribution is not a new distribution; rather, it represents the random effects 
count model, although it has not been used for the application of the EB method. Third, 
the nature of the marginal distribution provides a way of specifying over-dispersed and 
correlated count data simultaneously, which should be considered when working with 
longitudinal count data. 
Equipped with the marginal distribution in the modified EB method, this study 
conducts a Monte Carlo simulation study to investigate whether or not the modified EB 
method materially provides reasonable accuracy of the estimation results compared to the 
comparison group method, which is a competing model that can account for time variant 
safety. The estimation results show that the HNM regression model can be used to 
accurately estimate the hyper-parameters in the modified EB framework. More 
importantly, the simulation study results show that the modified EB method yields 
relatively small estimation errors by eliminating the RTM effect, while estimates from 
the comparison group method suffers from RTM effects as discussed in Hauer (1997).  
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Therefore, the EB method via the NM regression model is a unified analysis 
approach for estimating safety when working with longitudinal crash data. Time-variant 
hyper-parameters can be obtained by using the NM regression model with a full set of 
time dummy variables or time-variant covariates. In addition, if one believes that safety 
changes over time and the distributions of the unobserved heterogeneity are truly 
heterogeneous across subjects, the time-variant gamma prior mean and the panel-specific 
dispersion parameters can be obtained by using the HNM regression model. If the 
modeling results show that safety remains constant over time, the EB estimates obtained 
from the modified EB method are reduced to the EB estimates obtained from the standard 
EB method. Hence, it is expected that the modified EB framework can be easily extended 
to both the crash-type models and crash-severity models studied in past studies (Allsop, 
2005; Shin and Washington, 2007; Tay and Rifaat, 2007).  
Although this study shows that one can quite readily use the modified EB method 
using the panel count model, already available in commercial software, it is necessary to 
investigate whether or not the assumptions used in the modified EB method are valid in 
real datasets. For example, how to obtain the Bayes estimator in the before-and-after 
study framework if the dispersion parameters also change over time (i.e. time variant 
dispersion parameters) needs to be examined. Moreover, it is also desirable to examine 
the impacts of the model misspecifications on the resulting EB estimates.  
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