Summary. Recently, considerable attention has been paid to the use of probabilistic algorithms for analysis and design of robust control systems. However, since these algorithms require the generation of random samples of the uncertain parameters, their application has been mostly limited to the case of parametric uncertainty. In this paper, we provide the means for further extending the use of probabilistic algorithms for the case of dynamic causal uncertain parameters. More precisely, we exploit both time and frequency domain characterizations to develop efficient algorithms for generation of random samples of causal, linear time-invariant uncertain transfer functions. The usefulness of these tools will be illustrated by developing algorithms that address the problem of risk-adjusted model invalidation. Furthermore, procedures are also provided for solving some multi-disk problems arising in the context of synthesizing robust controllers for systems subject to structured dynamic uncertainty.
Introduction
A large number of control problems of practical importance can be reduced to the robust performance analysis framework illustrated in Figure 1 . The family of systems under consideration consists of the interconnection of a known stable LTI plant with some bounded uncertainty ∆ ⊂ ∆, and the goal is to compute the worst-case, with respect to ∆, of the norm of the output to some class of exogenous disturbances.
Depending on the choice of models for the input signals and on the criteria used to assess performance, this prototype problem leads to different mathematical formulations such as H ∞ , 1 , H 2 and ∞ control. A common feature to all these problems is that, with the notable exception of the H ∞ case, no tight performance bounds are available for systems with uncertainty ∆ being a causal bounded LTI operator 5 . Moreover, even in the H ∞ case, the problem of computing a tight performance bound is known to be NP-hard in the case of structured uncertainty, with more than two uncertainty blocks [6] .
Given the difficulty of computing these bounds, over the past few years, considerable attention has been devoted to the use of probabilistic methods. This approach furnishes, rather than worst case bounds, risk-adjusted bounds; i.e., bounds for which the probability of performance violation is no larger than a prescribed risk level . An appealing feature of this approach is that, contrary to the worst-case approach case, here, the computational burden grows moderately with the size of the problem. Moreover, in many cases, worst-case bounds can be too conservative, in the sense that performance can be substantially improved by allowing for a small level of performance violation. The application of Monte Carlo methods to the analysis of control systems was recently in the work by Stengel, Ray and Marrison in [18, 22, 26] and was followed, among others, by [4, 2, 7, 11, 15, 27, 31, 34] . The design of controllers under risk specifications is also considered in some of the work above as well as in [3, 12, 17, 29, 30] .
At the present time the domain of applicability of Monte Carlo techniques is largely restricted to the finite-dimensional parametric uncertainty case. The main reason for this limitation resides in the fact that up to now, the problem of sampling causal bounded operators (rather than vectors or matrices) has not appeared in the systems literature. A notable exceptions to this limitation is he algorithm for generating random fixed order state space representations in [8] . In this paper, we provide two algorithms aimed at removing this limitation when the set ∆ consists of balls in H ∞ . We use results on interpolation theory to develop three new procedures for random transfer function generation. The first algorithm generates random samples of the first n Markov parameters of transfer functions whose H ∞ norm is less than or equal to one. This algorithm is particularly useful for problems like model invalidation where only the first few Markov parameters of the systems involved are used. The second algorithm generates random transfer functions having the property that, for a given frequency, the frequency response is uniformly distributed over the interior of the unit circle. This algorithm is useful for problems such as model (in)validation, where the uncertainty that validates the model description is not necessarily on the boundary of the uncertainty set ∆. Finally, the third algorithm provides samples uniformly distributed over the unit circle, and is useful for cases such as some robust performance analysis/synthesis problems where the worst-case uncertainty is known to be on the boundary of ∆.
The usefulness of these tools is illustrated by developing algorithms for model invalidation. Moreover, we also provide an algorithm aimed at solving some multi-disk problems arising in the context of synthesizing robust controllers for systems subject to structured dynamic uncertainty. More precisely, we provide a modification of the algorithm in [16] that when used together with the sampling schemes mentioned above, enables one to solve the problem of designing a controller that robustly stabilizes the system for a "large" set of uncertainties while guaranteeing a given performance level on a "smaller" uncertainty subset.
Preliminaries

Notation
Below we summarize the notation used in this paper:
x largest integer smaller than or equal to x ∈ R. x ∈ R m real-valued column vector. A T conjugate transpose of matrix A. A i,j (i, j) element of A. σ (A) maximum singular value of the matrix A.
BX(γ)
open γ-ball in a normed space X: BX(γ) = {x ∈ X : x X < γ}.
closure of BX(γ). BX (BX) open (closed) unit ball in X. vol(X) k-th dimensional Lebesgue measure of X ⊂ R k . Proj l (C) projection operator. Given a set C ⊂ R m and l < m:
extended Banach space of vector valued real sequences equipped with the norm:
L ∞ Lebesgue space of complex-valued matrix functions essentially bounded on the unit circle, equipped with the norm:
subspace of transfer matrices in L ∞ with bounded analytic continuation inside the unit disk, equipped with the norm:
space of transfer matrices in H ∞ with analytic continuation inside the disk of radius ρ ≥ 1, equipped with the norm
th order FIR transfer matrices that can be completed to belong to BH ∞ , i.e. BH
Hilbert space of complex matrix valued functions analytic in the set {z ∈ C : |z| ≥ 1}, equipped with the inner product
and norm
.
RH 2 subspace of all rational functions in H 2 . X(z) z transform of a right-sided real sequence {x}, evaluated at
Space of Proper Rational Transfer Functions
Define the space G as the space of rational functions G : C → C n×m that can be represented as
where G s (z) ∈ RH 2 and G u (z) is strictly proper and analytic in the set {z ∈ C : |z| < 1}. Now, given two functions G, H ∈ G and 0 < γ < 1 define the distance function d as where G s (z) analytic in the set {z ∈ C : |z| ≥ α} and G u (z) is strictly proper, analytic in the set {z ∈ C : |z| < α} and 0 < β < α < 1. Now, given two functions G, H ∈ G define the distance function d as
The results later in the paper that make use of this distance function are similar for any value of α and β. However, α and β are usually taken to be very close to one.
Convex Functions and Subgradients
Consider a convex function g :
for all G ∈ H 2 . The quantity ∂ G g(G 0 ) is said to be a subgradient of g at the point G 0 . For example if g(G) = G 2 and G is a scalar; i.e.,
then [5] indicates that
Closed Loop Transfer Function Parametrization
Central to the results on design presented in this paper is the parametrization of all closed loop transfer functions. Consider the closed loop plant in Figure 2 with uncertain parameters ∆ ∈ ∆. The Youla parametrization (e.g., see [24] ) indicates that, given ∆ ∈ ∆ and a stabilizing controller C ∈ G, the closed loop transfer function can be represented as
where
∆ ∈ RH 2 are determined by the plant G(z, ∆) (and, hence, they also depend on the uncertainty ∆) and Q ∆,C ∈ RH 2 depends on both the open loop plant G(z, ∆) and the controller C(z). Also, given any Q ∆,C (s) ∈ RH 2 , there exists a controller C ∈ G such that the equality above is satisfied.
This parametrization also holds for all closed loop transfer functions, stable and unstable. Using a frequency scaling reasoning one can prove the following result: Given ∆ ∈ ∆ and a controller C ∈ G, the closed loop transfer function can be represented as
∆ ∈ RH 2 are the same as above and Q ∆,C (s) ∈ G. Furthermore, given any Q ∆,C (s) ∈ G there exists a controller C ∈ G such that the
equality above is satisfied. See [16] for a discussion on this extension of the Youla parametrization. Note that the mapping form
In what follows, we assume that a unique mapping has been selected. The results to follow do not depend on how this mapping is chosen.
Sampling the Class BH n ∞
The use of Monte Carlo methods for risk assessment and volume estimation has been widely studied in the probabilistic literature (e.g., see [13] and references therein). However, a key issue that needs to be addressed before these methods can be applied is the generation of samples of a random variable with the appropriate distribution. In particular, as we will show in the sequel, using a risk-adjusted approach to perform model (in)validation and to assess finite horizon robust performance 6 requires solving the following problem:
Problem 1 Given n, generate uniformly distributed samples from a suitable finite dimensional representation of the convex set BH n ∞ . In the problem above, n is given by the specific application under consideration: for model invalidation problems, n is given by the number of experimental data points; for performance analysis, n corresponds to the horizon length of interest.
In principle sampling general convex sets is a hard problem, even in the finite-dimensional case. However, as we will show in the sequel, in the case under consideration here, the special structure of the problem can be exploited to obtain a computationally efficient algorithm.
Reducing the Problem to Sampling Finite Dimensional Sets
We begin by showing how Problem 1 can be reduced to the problem of sampling a finite-dimensional convex set. From Carathéodory-Fejér Theorem (see appendix?????) it follows that given the first n Markov parameters H i ∈ R s×m , i = 0, 1, . . . , n − 1 of a matrix operator H(z) ∈ H ∞ , the corresponding H(z) ∈ BH n ∞ if and only if σ (T n H ) ≤ 1, where
Thus, a natural representation for BH n ∞ in Problem 1 is the set
This leads to the problem below.
Problem 2 Given n > 0, generate uniform samples over the convex set C Hn .
In the sequel, we present an algorithm for generating uniform samples over arbitrary finite dimensional convex sets and we solve Problem 2 as a special case.
Generating Uniform Samples Over Convex Sets
Let C ⊂ R n denote an arbitrary convex set. Given x ∈ C, partition the vector conformably to some given structure in the following form
T where x i ∈ R ni and m i=1 n i = n. Consider now the following algorithm:
samples uniformly over the set I k , where α k is an arbitrary positive constant.
3. If k < m go to step 2. Else stop.
Next we show that the probability distribution of the samples generated by this algorithm converges, with probability one, to a uniform distribution as N → ∞.
Theorem 1 Consider any setA ⊆ C. For a given N , denote by N t (N ) and N A (N ) 7 the total number of samples generated by Algorithm 1 and the number of those samples that belong to A, respectively. Then
Proof. See Appendix B.
Remark 1
The main reason that prevents the estimate of probability produced by the samples generated by Algorithm 1 from being unbiased is the fact that, in general, at step s,
due to the rounding. Indeed, for any union of hyper-rectangles A ⊆ C satisfying:
it can be shown that, for any value of N ,
Unfortunately, in the general case this equality is not true. However, as we show next, the difference between these values can be made very small even for relatively small values of N .
Theorem 2
Consider a set A ⊆ C. Then, there exist constants k 1 , k 2 and k 3 such that, for any N ,
Proof. see Appendix C Remark 2 The main difference between "traditional" Monte Carlo simulation for risk assessment and risk assessment using Monte Carlo methods together with the sample generation algorithm above is the fact that here one has to determine the volume of several sets in order to compute the samples. However, as we will see in the next section, for the problem at hand we do not need to estimate these volumes. The structure is such that one can determine them up to a multiplicative constant. Therefore, the number of samples needed to compute reliable estimates of risk is similar to the ones in "traditional" Monte Carlo simulations. For bounds on the number of samples required for reliable estimation of risk see [15] and [27] .
BH
n ∞ as a Simpler Case In the case of general convex sets C, Algorithm 1 requires knowledge of the volume of the projection sets up to a multiplying constant. However, as we show in the sequel, for sets of the form C Hn .
it is possible to analytically find these quantities. Since these are precisely the sets arising in the context of Problem 1, and since the linear spaces R s×m and R sm are isomorphic, it follows that this problem can be efficiently solved by applying Algorithm 1.
Specifically, given
From Parrott's Theorem (Appendix A) it follows that the set (6) is given by:
Moreover, an explicit parameterization of this set can be obtained as follows.
Consider the partition,
and let the matrices Y and Z be a solution of the linear equations
Hence, generating uniform samples over the set (6) reduces to the problem of uniformly sampling the set {W : σ (W) ≤ 1}. Algorithms to do sampling over such sets are readily available (see for instance [7] ). In addition, this parameterization allows for easily computing, up to a multiplying constant, the volume of the set Proj n k (C k ), required in step 2 of Algorithm 1. This follows from the fact that Proj
is a linear transformation of the set M {W : σ (W) ≤ 1} and thus
is the Jacobian of the transformation above (see [7] , Appendix F). Combining these observations leads to the following algorithm for solving Problem 1.
Generate N J(H 0 , H 1 , . . . , H k−1 ) samples uniformly over the set {W : σ (W) ≤ 1} and for each of those samples W i , take
Extension to the infinite horizon case
In this section we show that the results above can be extended to assess infinite horizon robust performance. Due to space constraints, we provide only an outline of the ideas involved. Begin by noting that, Carathéodory-Fejér only specifies the values of the function and its first n − 1 derivatives at z = 0. However, these conditions do not impose any constraints on the smoothness of the function over the unit disk and can lead to transfer functions which do not represent a physical uncertainty. For example, h = {0, 0, . . . , 0
has all the h i , i ≤ n − 1 arbitrarily small and satisfies the Carathéodory-Fejér theorem. Moreover, it can be easily shown that a suitable interpolant is given by
Since these functions are arguably not a good abstraction of physical uncertainty, estimating worst-case performance bounds using samples from the set F n can lead to conservative results. This effect can be avoided by working with the ball BH ∞,ρ , instead of BH ∞ , since restricting all the poles of the system to the exterior of the disk |z| ≥ ρ induces a smoothness constraint. This leads to the following modified version of Problem 1:
Problem 3 Given n > 0, ρ > 1, ρ ∼ 1, generate uniformly distributed samples over an appropriate finite-dimensional representation of the set
As we show next, this problem readily reduces to Problem 2 and thus can be solved using Algorithm 1. To this end, note that
Combining this observation with Carathéodory-Fejér Theorem, it follows that, given
It follows that Problem 3 reduces to Problem 2 simply with the change of variables H k → ρ k H k . Next, we show that the norm of the tail z n G(z) ∞ → 0 as n → ∞. Thus, sampling the set F n,ρ indeed approximates sampling the ball BH ∞,ρ . To establish this result note that if F ∈ BH ∞,ρ , then its Markov parameters satisfy
where D ρ denotes the disk centered at the origin with radius ρ. Thus
¿From this inequality it follows that
for some n o ( ) that can be precomputed a priori. Recall (see for instance Corollary B.5 in [19] ) that robust stability of the LFT interconnection shown in Figure 1 implies that (I − M 11 ∆) −1 is uniformly bounded over BH ∞ . In turn, this implies that there exists some finite β such that F u (M, ∆) ∞ ≤ β for all ∆ ∈ BH ∞ . Thus, given some 1 > 0, one can find and
where · * denotes a norm relevant to the performance specifications.
Finally, we conclude this section by showing that the proposed algorithm can also be used to assess performance against uncertainty in RBH ∞ . Consider a sequence ρ i ↓ 1 and let ∆ i be the corresponding worst-case uncertainty. Since BH ∞,ρ ⊂ BH ∞ and F u (M, ∆) ∞ ≤ β it follows that both ∆ i and F u (M, ∆ i ) are normal families (see Appendix A). Thus, they contain a normally convergent subsequence ∆ i →∆ and
It can be easily shown that∆ is indeed the worst case uncertainty over RBH ∞ . Thus, robust performance can be assessed by applying the proposed algorithm to a sequence of problems with decreasing values of ρ.
Sampling BH ∞ -A Frequency Domain approach
We now present two algorithms for generating random transfer functions in BH ∞ which use a frequency domain approach. More precisely, we rely on Nevanlinna-Pick interpolation results to develop two efficient sampling algorithms.
Sampling the "Inner" BH ∞
The first one, based on "ordinary" Nevanlinna-Pick interpolation, provides transfer functions with H ∞ norm less or equal than 1 and whose frequency response, at given frequency grid points, is uniformly distributed over the complex plane unit circle. Algorithm 3 1. Given an integer N , pick N frequencies λ i such that |λ i | = 1, i = 1, 2, . . . , N . 2. Generate N independent samples w i uniformly distributed over the set {w ∈ C : |w| < 1}. 3. Find 0 < r < 1 such that the matrix Λ with entries
is positive definite. 4. Find a rational function h r (λ) analytic inside the unit circle satisfying
by solving a "traditional" Nevanlinna-Pick interpolation problem. 5. The random transfer function is given by
We refer the reader to Appendix A for a brief review of results on Nevanlinna-Pick interpolation and state space descriptions of the interpolating transfer function h(z).
Remarks
Note that, there always exists an 0 < r < 1 that will make the matrix Λ positive definite. This is a consequence of the fact that the diagonal entries are positive real numbers and that, as one increases r < 1, the matrix will eventually be diagonally dominant.
Sampling the Boundary of BH ∞
We now present a second algorithm for random generation of rational functions. The algorithm below generates random transfer functions whose frequency response, at given frequency grid points, is uniformly distributed over the boundary of the unit circle. Recall that the rational for generating these samples is that in many problems it is known that the worst case uncertainty is located in the boundary of the uncertainty set , and thus there is no point in generating and testing elements with ∆ ∞ < 1. Algorithm 4 1. Given an integer N , pick N frequencies λ i such that |λ i | = 1, i = 1, 2, . . . , N . 2. Generate N independent samples w i uniformly distributed over the set {w ∈ C : |w| = 1}. 3. Find the smallest possible ρ ≥ 0 such that the matrix Λ with entries
be a 2 × 2 transfer function matrix given by
and λ 0 is a complex number of magnitude 1 and not equal to any of the numbers λ 1 , λ 2 , . . . , λ N .
The random transfer function is given by
The algorithm above provides a solution of the boundary Nevanlinna-Pick interpolation problem
A proof of this result can be found in [1] . A more complete description of the results on boundary Nevanlinna-Pick interpolation used in this paper is given in Appendix B.
Remark
The search for the lowest ρ that results in a positive definite matrix Λ is equivalent to finding the interpolant with the lowest derivative. In this section we exploit the sampling framework introduced in section 3.3 to solve the problem of model (in)validation in the presence of structured LTI uncertainty. Consider the lower LFT interconnection, shown in Figure 3 , of a known model M and structured dynamic uncertainty ∆. The block M M .
consists of a nominal model P of the actual system and a description, given by the blocks Q, R and S 8 of how uncertainty enters the model. The block ∆ is known to belong to a given set ∆ st :
Finally, the signals u and y represent a known test input and its corresponding output respectively, corrupted by measurement noise
determine if they are consistent with the assumed a priori information (M, N, ∆ st ), i.e. whether the consistency set
Model (in)validation of Linear Time Invariant (LTI) systems has been extensively studied in the past decade (see for instance [9, 21, 25] and references therein). The main result shows that in the case of unstructured uncertainty, it reduces to a convex optimization problem that can be efficiently solved. In the case of structured uncertainty, the problem leads to bilinear matrix inequalities, and has been shown to be NP-hard in the number of uncertainty blocks [28] . However, (weaker) necessary conditions in the form of LMIs are available, by reducing the problem to a scaled unstructured (in)validation one ( [9, 28] ).
Reducing the problem to finite-dimensional sampling
In the sequel we show that the computational complexity of the model (in)validation problem can be overcome by pursuing a risk-adjusted approach. The basic idea is to sample the set ∆ st in an attempt to find an element that, together with an admissible noise, explains the observed experimental data. If no such uncertainty can be found, then we can conclude that, with a certain probability, the model is invalid. Note that, given a finite set of n input/output measurements, since ∆ is causal, only the first n Markov parameters affect the output y. Thus, in order to approach this problem from a risk-adjusted perspective, we only need to generate uniform samples of the first n Markov parameters of elements of the set ∆ st . Combining this observation with Algorithm 2, leads to the following model (in)validation algorithm:
, according to the procedure described in Section 3.3.
2. Find whether ω s ∈ N. If so, stop. Otherwise, consider next sample ∆ s+1 (z) and go back to step 2.
Clearly, the existence of at least one ω s ∈ N is equivalent to T(y) = ∅. The algorithm finishes, either by finding one admissible uncertainty ∆ s (z) that makes the model not invalidated by the data or after N s steps, in which case the model is deemed to be invalid. The following Lemma gives a bound on the probability of the algorithm terminating without finding an admissible uncertainty even though the model is valid, e.g. the probability of discarding a valid model.
Lemma 1
then, with probability greater than 1 − δ, the probability of rejecting a model which is not invalidated by the data is smaller that .
Proof. Define the function f (∆ s (z))
, with ω s given by (12) . Note that the model is not invalidated by the data whenever one finds at least one
we might be rejecting a model which is indeed not invalidated by the data. Following [27] , if the number of samples is at least of N s then prob prob{∃∆(z) :
which yields the desired result.
Thus, by introducing an (arbitrarily small) risk of rejecting a possibly good candidate model, we can substantially alleviate the computational complexity entailed in validating models subject to structured uncertainty.
In addition, as pointed out in [33] the worst-case approach to model invalidation is optimistic since a candidate model will be accepted even if there exists only a very small set (or even a single) of pairs (uncertainty,noise) that validate the experimental record. On the other hand, both the approach in [33] and the one proposed here will reject (with probability close to 1) such models. The main difference between these approaches is related to the experimental data and the a priori assumptions. The approach in [33] uses frequency domain data and relies heavily on the whiteness of the noise process and independence between samples at different frequencies -as a consequence of Nevannlina-Pick boundary interpolation theory-to obtain mathematically tractable, frequency-by-frequency estimates of the probability of the model not being invalidated by the data. On the other hand, the approach pursued in this paper is based on time-domain data, and while ∆ is treated as a random variable, the risk estimates are independent of the specific density function [27] .
A Simple (In)Validation Example
In order to illustrate the proposed method, consider the following system:
with: 
Our experimental data consists of a set of n = 20 samples of the impulse response ofĜ(z) = F (P,∆), corrupted by additive noise in N . = B ∞ [0, n](0.0041). The noise bound t represents a 10% of the peak value of the impulse response. Our goal is to find the minimum size of the uncertainty, γ st , so that the model is not invalidated by the data. A coarse lower bound on γ st can be obtained by performing an invalidation test using unstructured uncertainty ∆(s) ∈ ∆ u , which reduces to an LMI feasibility problem [9] . In our case, this approach led to the lower bound 0.0158 ≤ γ st .
Direct application of Lemma 1 indicates that using N s = 6000 samples guarantees a probability of at least 0.9975 that prob {f (∆) > 0} ≤ 0.001. Thus, starting from γ st = 0.0158, we generated 3 sets of N s = 6000 samples over BH ∞ (γ st ), one for each of the scalar blocks ∆ i (z), i = 1, 2, 3, which yields one single set of samples {∆ n (z)} Ns n=1 over ∆ st 9 . Following Section 3, at each given value of γ st , we evaluated the function
then the model is invalidated by the data with high probability. It is then necessary to increase the value of γ st and continue the (in)validation test. In this particular example, the test was repeated over a grid of 1000 points of the interval I until we obtained the value γ st of 0.0775, the minimum value of γ st for which the model was not invalidated by the given experimental evidence.
The proposed approach differs from the one in [9] in that here the invalidation test is performed by searching over ∆ st with the hope of finding one admissible ∆ ∈ ∆ st that makes the model not invalid; while there it is done by searching over the class of unstructured uncertainties ∆ u and by introducing, at each step, diagonal similarity scaling matrices with the aim of invalidating the model. More precisely, if at step k the model subject to unstructured uncertainty remains not invalidated (which is equivalent to the existence of at least one feasible pair (ζ, D k ) so that a given matrix M(ζ, D k ) ≤ 0), one possible strategy is to select the scaling D k+1 so as to maximize the trace of M. See [10, Chap. 9,pp. 301-306] for details. However, for this particular
) and this last condition becomes:
For 0 < γ < 1, clearly the supremum is achieved at d 1k = 0, d 2k = 0 and d 3k = 0. As an alternative searching strategy, one may attempt to randomly check condition M(ζ, D k ) ≤ 0 by sampling appropriately the scaling matrices, following [28] . Using 6000 samples led to a value of γ st of 0.03105 for which the model was invalidated by the data. For larger values of γ st in [0.03105, 0.125] nothing can be concluded regarding the validity of the model. Combination of these bounds with the risk-adjusted ones obtained earlier shows that the model is definitely invalid for γ st ≤ 0.03105, invalid with probability 0.999 in 0.03105 < γ st < 0.0755 and it is not invalidated by the experimental data available thus far for 0.0755 ≤ γ st ≤ 0.125. Thus these approaches, rather than competing, can be combined to obtain sharper conditions for rejecting candidate models.
As a final remark, note that it seems possible to reduce the number of samples required by the proposed method, at the expense of requiring additional a priori information on the actual system. This situation may arise for example when it is known that the uncertainty affecting the candidate model is exponentially stable or even real, if the system has uncertain parameters. The former case amounts to sampling BH ∞,ρ ⊂ BH ∞ , ρ > 1, while the latter involves samples of constant matrices.
Application 2: Multi-Disk Design Problem
In this section we use discuss a second application of the sampling algorithms developed in this paper. More precisely, we introduce an stochastic gradient based algorithm to solve the so-called multi-disk design problem. We aim at solving the problem of design a robustly stabilizing controller that results in guaranteed performance in a subset of the uncertainty support set. The algorithm presented is an extension of the algorithms developed in [16] . Before providing the controller design algorithm, we first provide a precise definition of the problem to be solved and the assumptions that are made.
Problem Statement
Consider the closed-loop system in Figure 2 and a convex objective function g 1 : H 2 → R. Given a performance value γ 1 and uncertainty radii r 2 > r 1 > 0, we aim at designing a controller C * (s) such that the closed loop system T CL (z, ∆, C * ) is stable for all ∆ ∞ ≤ r 2 and satisfies
for all ∆ ∞ ≤ r 1 . Throughout this paper, we will assume that the problem above is feasible. More precisely, the following assumption is made:
Assumption 1 There exists a controller C * and an ε > 0 such that
for all ∆ ∞ ≤ r 1 and there exists a γ 2 (sufficiently large) such that
for all ∆ ∞ ≤ r 2 .
Remark
Even though it is a slightly stronger requirement than robust stability, the existence of a large constant γ 2 satisfying the second condition above can be considered to be, from a practical point of view, equivalent to robust stability.
Controller Design Algorithm
We now state the proposed robust controller design algorithm. This algorithm has a free parameter η that has to be specified. This parameter can be arbitrarily chosen from the interval (0, 2). Algorithm 6 1. Let k = 0. Pick a controller C 0 (z). 2. Generate sample i k with equal probability or being 1 or 2.
4. Let Q k (z) be such that the closed loop transfer function using controller
Perform update
It can be proven that the algorithm described above indeed converges to a controller that robustly satisfies the performance specifications. The exact statement is given below. The proof is follows the same line of reasoning as in [16] and it is omitted due to space constraints.
Theorem 3 Let g 1 : H 2 → R be a convex function with subgradient ∂g 1 ∈ RH 2 and let γ 1 > 0 be given. Also let g 2 (H) = H 2 . Define
with ∆ having the distribution over BH ∞ (r 1 ) used in the algorithm. Similarly take
with ∆ having the distribution over BH ∞ (r 2 ) used in the algorithm. Given this, define
Then, if Assumption 1 holds, the algorithm described above generates a sequence of controllers C k for which the risk of performance violation satisfies the equality lim
Hence, risk tends to zero as k → ∞.
A Simple Numerical Example
Consider the uncertain system
with nominal plant P 0 (z) = 0.006135z 2 + 0.01227z + 0.006135
and stable causal dynamic uncertainty ∆. The objective is to find a controller C(z) such that, for all ∆ ∞ ≤ r 1 = 1,
where W (z) = 0.0582z 2 + 0.06349z + 0.005291
and the closed loop system is stable for all ∆ ∞ ≤ r 2 = 2. Since the plant P (z, ∆) is stable in spite of the uncertainty, according to the Youla parametrization, all stabilizing controllers are of the form
where Q(z) is a stable rational transfer function. To solve this problem using the algorithm presented in the previous section, we take γ 2 = 10 9 (which is in practice equivalent to requiring robust stability for ∆ ≤ r 2 ) and generate the random uncertainty samples using Algorithm 4 by taking z i = e j2πi/11 , i = 1, 2, . . . , 10.
We first consider a design using only the nominal plant. Using Matlab's function dh2lqg(), we obtain the nominal H 2 optimal controller C nom (s) = 138.2z 3 − 93.78z 2 − 90.4z + 64.5
and a nominal performance T cl (z) 2 = 0.0583. However, this controller does not robustly stabilize the closed loop plant for ∆ ∞ ≤ 2. We next apply Algorithm 6 to design a risk-adjusted controller and, after 1,500 iterations, we obtain As in last section, define the probability of violating the performance specification
and the approximation of probability of instability
Monte Carlo simulations were performed to estimate P k,1 and P k,2 for each controller C k (z) and the results are shown in Figures 4 (a) and (b) and Figures 5 (a) and (b) . From these figures, one can see that both the probability of performance violation for ∆ ∞ ≤ 1 and the probability of instability for ∆ ∞ ≤ 2 quickly converge to zero, being negligible after iteration 200. 
Concluding Remarks and Directions for Further Research
In this paper, we provide efficient algorithms for generation of random samples of causal, linear time-invariant uncertain transfer functions. First, results on matrix dilation are used to develop algorithms for generating random samples of the first n Markov parameters of transfer functions in BH ∞ . Then, results on Nevanlinna-Pick and boundary Nevanlinna-Pick interpolation are exploited to develop two more algorithms. The first one generates samples inside the unit H ∞ ball and the second one generates random transfer function on the boundary of the unit H ∞ ball. The usefulness of these tools is illustrated by developing algorithms for model invalidation and for solving some multi-disk problems arising in the context of synthesizing robust controllers for systems subject to structured dynamic uncertainty.
The results presented suggest several directions for further research. First, we believe that effort should be put in the development of efficient numerical implementations of the algorithms put forth in this paper. Also, note that the algorithm for controller design proposed in this paper only guarantees that one obtains a robustly stabilizing controller if one performs and infinite number of iterations (although our experiments have revealed that, in most cases, one quickly converges to a robustly stabilizing controller). Therefore, a possible direction for further research is the development of stochastic gradient algorithms for controller design which would guarantee that one would obtain a robustly stabilizing controller after a finite number of steps.
In this appendix we recall, for ease of reference, some results on matrix norm optimization, interpolation theory and complex analysis. These results are used only in the technical proofs and can therefore be skipped in a first reading.
A.1 Matrix Dilations
Theorem 4 (Parrott's Theorem) ( [32] , page 40). Let A, B and C be given matrices of compatible dimensions. Then:
where · stands for σ (·). Moreover, all the solutions X to the above problem are parameterized by
where the free parameter W is an arbitrary contraction and the matrices Y and Z solve the linear equations:
A.2 Complex analysis
Let f n denote a sequence of complex-valued functions, each of whose domain contains an open subset U of the complex plane. The sequence f n converges normally in U to f if f n is pointwise convergent to f in U and this convergence is uniform on each compact subset of U . A family F of functions analytic in U is said to be normal if each sequence f n from F contains at least one normally convergent subsequence. Given a sequence of functions f n , each of whose terms is analytic in an open set U , it is of interest to know whether f n is normal, i.e., if it is possible to extract a normally convergent subsequence. An answer to this question is given by Montel's theorem, which requires a certain equi-boundedness assumption. A family F is said to be locally bounded in U if its members are uniformly bounded on each compact set in U .
Theorem 6 (Montel's Theorem.) [20] Let F be a family of functions that are analytic in an open set U . Suppose that F is locally bounded in U . Then F is a normal family in this set.
In particular, if F ⊂ H ∞ is such that f ∈ F ⇒ f ∞ ≤ M , then the theorem implies that F is normal inside the unit disk. Thus, every sequence {f i } ∈ F contains a normally convergent subsequence.
A.3 Nevanlinna-Pick Interpolation
We start by focusing our attention in a more general result in interpolation theory. Let T and BT denote the space of complex valued rational functions continuous in |λ| = 1 and analytic in |λ| < 1, equipped with the . L∞ norm, and the (open) unit ball in this space, respectively (i.e. f (λ)
There exists a transfer function f (λ) ∈ BT (BT) such that:
if and only if the following discrete time Lyapunov equation has a unique positive (semi) definite solution.
where A, C − and C + are constant complex matrices of appropriate dimensions and D denotes the open unit circle. If M > 0 then the solution f (λ) is nonunique and the set of solutions can be parameterized in terms of q(λ), an arbitrary element of BT, as follows:
where T (λ) is the J-lossless 11 matrix: Proof See [1, 23] .
Note that the matrices A and C − provide the structure of the interpolation problem while C + provides the interpolation values. The following corollaries show that both the Nevanlinna-Pick and the Carathéodory-Fejér problems are special cases of this theorem, corresponding to an appropriate choice of the matrices A and C − , Corollary 1 (Nevanlinna-Pick) Let Γ = diag{λ i } ∈ C r×r and take
then (20) is equivalent to
and the solution to (21) is the standard Pick matrix:
Proof . Replace A, C − , C + in (20) . See [23] for details.
Corollary 2 (Carathéodory-Fejér) Let I n×n denote the identity matrix, and
then (20) is satisfied if and only if f (λ) can be written as,
and the solution to (21) is the matrix: M c = I − F T F where
Note that M c > 0 if and only ifσ(F) < 1.
A.4 Using this results for boundary interpolation
In the case of boundary interpolation |λ i | = 1, |w i | < 1, these results can be used as follows:
1. Find a scalar r < 1 such that the equation:
has a positive definite solution M > 0. 2. Find the modified interpolant using the formulas (22)- (23) with A = rΓ = rdiag{λ i } 3. The desired interpolant is given by G(λ) = G r (rλ).
A.5 Boundary Nevanlinna-Pick Interpolation
We now elaborate on the results on boundary Nevanlinna-Pick interpolation used in this paper. For a extensive treatment of this problem see [1] . Let D denote the unit circle in the complex plane with boundary ∂D and consider the following interpolation problem:
Problem 5 Given N distinct points λ 1 , λ 2 , . . ., λ N in ∂D, N complex numbers w 1 , w 2 , . . . , w N of unit magnitude and N positive real numbers
The following theorem provides a solution for the problem above. 
Then a necessary condition for Problem 5 to have a solution is that Λ be positive definite semidefinite an a sufficient condition is that Λ be positive definite. In the latter case, the set of all solution is given by
where g(λ) is an arbitrary scalar rational function analytic on D with sup{|g(λ)| : z ∈ D} ≤ 1 such that θ 21 (λ)g(λ) + θ 22 (λ) has a simple pole at the points λ 1 , λ 2 , . . . , λ N . Here
is given by
Proof: See [1] . Note that if only the values w 1 , w 2 , . . . , w N of magnitude one are specified at the boundary points λ 1 , λ 2 , . . . , λ N , then the matrix Λ in the theorem above can always be made positive definite by choosing the unspecified quantities ρ 1 , ρ 2 , . . . , ρ N sufficiently large. This leads to the following corollary. 
B Proof of Theorem 1
For the sake of notational simplicity we will prove the result for the case where the number of partitions of the vector x is m = 4, but the same reasoning applies to arbitrary dimensions.
Consider a rectangle
where R i ⊂ R ki , i = 1, 2, 3, 4. Let N t and N R be the total number of samples generated and the number of hits of R respectively. We will show that
In other words, the ratio converges with probability one to a constant which is equal to the probability of the rectangle R under a uniform distribution over the set C. Henceforth, the symbol → denotes convergence with probability one. Let X 
The Strong Law of Large Numbers (e.g. see [14] ) indicates that, as N → ∞,
Furthermore,
Next, consider the number of hits of the rectangle R, which we denote by N R . The Strong Law of Large Numbers implies that
which is independent of the values of X . Using the same reasoning, we have Moreover,
where ε 4 ∈ [0, 1]. Also,
where ε 3 ∈ [0, 1]. Finally,
where ε 2 ∈ [0, 1]. Hence, Since γ 1 , γ 2 and γ 3 above are bounded function of N , there exists a constant γ such that
The proof is completed by noting that given the results above, one can determine constants k 1 , k 2 and k 3 such that
