Application capabilities of optical microscopes and microspectroscopes can be considerably enhanced by a proper calibration of their spectral sensitivity. We propose and demonstrate a method of relative and absolute calibration of a microspectroscope over an extraordinary broad spectral range covered by two (parallel) detection branches in visible and near-infrared spectral regions. The key point of the absolute calibration of a relative spectral sensitivity is application of the standard sample formed by a thin layer of Si nanocrystals with stable and efficient photoluminescence. The spectral PL quantum yield and the PL spatial distribution of the standard sample must be characterized by separate experiments. The absolutely calibrated microspectroscope enables to characterize spectral photon emittance of a studied object or even its luminescence quantum yield (QY) if additional knowledge about spatial distribution of emission and about excitance is available. Capabilities of the calibrated microspectroscope are demonstrated by measuring external QY of electroluminescence from a standard poly-Si solar-cell and of photoluminescence of Erdoped Si nanocrystals. C 2015 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution 3.0 Unported License.
I. INTRODUCTION
Appropriate correction for the spectral response of an experimental apparatus is necessary for any luminescence experiment involving a wide spectral range. 1 The main purpose of such calibration is a correction of spectral-shape distortions and it is most often a relative calibration done in "arbitrary units." The absolute calibration is only required for special radiometric setups and experiments. 2, 3 Recently, availability of highly-sensitive low-noise CCD cameras and well-corrected spectrographs enabled fast development of various imaging spectroscopes for remote spectroscopy, microspectroscopy etc. The full potential of such devices can be exploited only upon thorough geometrical (imaging) and radiometrical calibration. 4 Here we describe a straightforward procedure of the absolute calibration of a microscope and/or a microspectroscope over a broad spectral range covering large part of visible (VIS) and near-infrared (NIR) regions. Such a broad range is covered by combining two parallel detection branches -each one consisting of a spectrograph and a 2D-detector array (camera). A key point of our method is exploitation of a luminescing standard sample formed by a thin layer of Si nanocrystals. Finally, two application examples are presented: Electroluminescence (EL) spectroscopy of a silicon solar cell and photoluminescence (PL) quantum yield (QY) measurement of Er-doped Si nanocrystals.
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II. EXPERIMENTAL SET-UP
Micro-scopy and -spectroscopy experiments are performed using a specially designed setup ( Fig. 1(a) ) based on an inverted microscope (Olympus IX-71) with the NIR-optimized objective lens (LMPlan IR 50×/0.55, working distance of 6 mm, focal length f = 3.6 mm). A wide-field excitation is performed in the epifluorescence configuration by a 405-nm diode laser beam whose focal plane is shifted from the sample plane -the circular excited area has diameter of about 94 µm (using the above mentioned objective lens). Laser excitation power in the sample plane is measured by a power meter (Coherent Field Master GS).
Emitted signal is divided by a short-pass dichroic beam-splitter at 1000 nm ( Fig. 1(b) ). Light with shorter wavelengths (the limits of ∼500 -1000 nm are imposed by the applied dichroic filter) is coupled to a 30-cm imaging spectrograph 5 with a back-thinned LN-cooled CCD camera, while longer wavelengths (> 1000 nm) are detected by a 50-cm imaging spectrograph with an InGaAs camera (the pixel size of both cameras is 20 × 20 µm). In case when the parallel detection in the two spectral regions is not required, the VIS detection branch can be used without the short-pass 1 µm filter, which enlarges the detectable range of this branch to about 350-1100 nm. Magnification factor of both imaging spectrometers is close to 1, therefore the size of an input slit and its image on a camera are equal.
Both the VIS and NIR images (or spectra) of the same sample spot can be acquired simultaneously. Images are obtained using spectrograph gratings turned to zero-order or using a mirror instead of a grating. Imaging magnification (linear) M is measured with a microscale slide giving values of 49× and 58× for VIS and NIR detector, respectively (this is due to different tube lenses with focal length of 18 and 20 cm, respectively). The area for spectral detection is selected by introducing a slit at the input image plane of a spectrometer and detected with a grating turned to a desired central wavelength position. 6 The spatial resolution of this wide-field apparatus is given by the diffraction limit to about 1.1 × λ, where λ is wavelength of light using for an imaging. The characterization of the apparatus spectral response is described in paragraph III.
Luminescence properties of a standard sample (see paragraph IV.) are characterized by separate devices. Absolute external quantum yield of photoluminescence is determined via a set-up based on an integrating sphere (IS) with diameter of 10 cm (SphereOptics GmbH). A sample is placed inside IS on one removable port in the position opposite to the excitation port where a light-emitting diode (LED) of desirable wavelength is mounted to provide PL excitation. Output signal is collected by a fused-silica fiber bundle whose output is coupled to an imaging spectrometer (Acton SpectraPro SP2150i) with a deep-depletion back-illuminated CCD camera (Spec-10:400B, Princeton Instruments) and a liquid-nitrogen-cooled CCD camera is used for detection. Spectral sensitivity of the complete apparatus is calibrated over a broad spectral range (300-1700 nm) using two radiation standards (Newport Oriel): a 45-W tungsten halogen lamp (above 400 nm) and a deuterium lamp (below 400 nm). The PL QY is calculated as the ratio of the number of emitted photons (the difference between the investigated and the reference sample (i.e. a bare substrate) signals in the region of photoluminescence) and the number of absorbed photons (integrated decrease of the excitation source signal in the sample compared to the reference). More details on the PL QY set-up and the theoretical basis are given in our recent paper. 7 Spatial distribution of PL is determined via a goniometer set-up. A sample, excited by a diode laser (473 nm) in direction perpendicular to the plane of a luminescing layer, is placed in a center of a rotating stage on which a quartz fiber bundle is mounted and rotated around a sample. The collected PL signal (spatial resolution of about 1
• ) is detected by the same spectroscope as for PL QY measurements described above. In this way a horizontal cross-section of the spatial distribution of PL is obtained. 
III. CALIBRATION OF THE RELATIVE SPECTRAL RESPONSE USING A STANDARD TUNGSTEN LAMP
A calibrated tungsten halogen filament lamp with low power of 45 W (Oriel model No. 63358) is appropriate for microspectroscope calibrations. This lamp is placed at the distance of 50 cm from the objective lens (see Fig. 1(c) ) and reflected by a reflectance standard (made from the Spectraflex® material by LabSphere) or a protected aluminium mirror (Thorlabs). The calibrated spectral irradiance of the standard (Ξ S (λ) in W·m −2 ·nm −1 ) is given for the distance of 50 cm but the reflection R(λ) and coupling efficiency K modify the input flux actually entering the microscope (K represents a numerical constant -unknown for this moment -equal to the ratio between nominal irradiance and the irradiance actually entering the apparatus).
First, we perform a relative sensitivity calibration of the two spectroscope branches taking (K·Ξ S ·R·a)/(hν) [photon·s −1 ·nm −1 ] as an input spectral photon irradiance Φ in , where a is the area from which signal is collected and hν is photon energy. The spectral sensitivity of an apparatus C(λ) (Eq. (1)) is determined as the ratio of the spectral signal rate S λ A (the lower index λ discriminates spectral signal given in [counts·s −1 ·nm −1 ] from the signal rate S A in [counts·s −1 ]) collected from the image area A and the input spectral photon irradiance from the sample area a Φ in a . The sample area a and its image A are related by the imaging magnification M, a = A/M 2 . We recommend expressing signal in "natural" area units of a 2D detector array (camera), it means pixels. Then signal rate per pixel S P is given as S A ·/A p , where A p is the area of a one pixel (here 20 × 20 µm 2 ). For illustration we provide Fig. 2 , where the (spectrally integrated) signal S p is averaged over 3 × 2 pixels (white rectangles in Fig. 2 ). In the spectral mode, the signal is integrated in vertical direction (3 pixels) and must be divided by a spectral step ∆ λ in order to correctly represented S λ p in units of [count·s a spectrometer grating per one detector pixel and the effective spectral step can be increased by binning (integrating) of several pixels along the wavelength axis. Finally, we obtain the spectral sensitivity of the apparatus C VIS and C NIR as
where all quantities are acquired by the calibration experiment, except the constant K. Therefore, we can only determine relative (not absolute) spectral sensitivity C VIS rel = K·C VIS and C NIR rel = K·C NIR . Later we shall determine K and obtain an absolute sensitivity. The presented calibration is done with the following parameters: Reflection on a protected aluminium mirror, integration time 0.5 s, slit-width 0.1 and 0.2 mm, number of averaged pixels 50 (H=5/V=10) and 1000 (H=10/V=100), respectively for VIS and NIR detection. 9 The obtained spectral sensitivity curves are shown in Fig. 3 . The NIR sensitivity is quite flat while the VIS sensitivity increases toward short wavelengths where it is limited by the short-úass limit of the inverted dichroic beam-splitter.
IV. STANDARD SAMPLE AND ITS USE FOR ABSOLUTE CALIBRATION
Probably the most straightforward way to obtain an absolute calibration of the above derived relative spectral sensitivity is to measure an appropriate standard sample with well characterized photoluminescence quantum yield (PL QY) and its spatial emission distribution.
A potential standard sample has to fulfill several important requirements:
-Having the form of a thin layer (both physically and optically) in order to avoid problems with distribution of PL intensity in out-of-focus planes and reducing reabsorption and waveguiding effects. -High PL QY value independent on excitation power (at least within certain range of excitation power). -Broad PL spectrum located within a convenient wavelength range. -Spatial uniformity of PL properties (QY, excitation efficiency etc.).
-Perfect temporal-and photo-stability.
-Large Stokes shift between excitation and emission wavelength in order to reduce reabsorption.
-Excitation range matching some of the excitation bands available in the experimental apparatus.
We found that samples formed by a thin layer of Si nanocrystals (SiNCs) embedded in SiO 2 fulfill most of the requirements for a standard sample. For this demonstration we have chosen a set of four samples formed by a luminescing layer deposited by the plasma-enhanced chemical-vapor deposition (PE-CVD) technique on a quartz substrate (25 × 25 mm) as a 200-nm thick monolayer of SiO X (with the stoichiometry parameter x = 0.93, 1.05, 1.1, and 1.15) and subsequently annealed in N 2 at 1150
• C for 1 h and in H 2 at 500 • C for 1 h. 10 Normalized PL spectra of these samples are shown in Fig. 4 (a) -the PL peak is conveniently placed between 930 and 1040 nm with FWHM of about 0.15 -0.2 eV and the PL quantum yield is between 11 and 1 %. For the following tests we used sample Q3 (x = 1.05) with the PL peak around 1000 nm.
We have to note that thin luminescent layers have been already applied for microscopy calibration, e.g. Zwier et al. 11 described use of polymer layers with fluorescent dyes for luminescence microscopy image calibrations or recently Antonini et al. 12 described preparation of very thin fluorescent layers for characterization of axial resolution of sectioning microscopes. 13 However, there are probably no reports on the absolute microspectroscopy calibration using thin luminescing layers.
Characterization of the standard sample Q3 gives the following values of key parameters for excitation wavelength of 405 nm (3.0605 eV): Absorbance A = 0.334 and PL QY η = 7 %.
14 From the integral PL QY we can obtain spectral distribution of PL QY (Fig. 4(b) ) via scaling of the measured PL spectrum. Such PL QY distribution represents probability that after absorption of one photon a PL photon is emitted at certain wavelength interval (1 nm wide). The integral of this spectrum must be equal to the measured total PL QY of 7 %.
For the absolute sensitivity calculation we must consider also the angular distribution of PL emission from the standard sample. It is expected that the emission pattern from a thin layer at an interface of two different media (here a silica glass and air) could deviate from the isotropic emission. 15 Therefore, the actual spatial distribution of PL must be characterized, for example by measuring the angular distribution of PL with a goniometer set-up (see inset in Fig. 5 ). As the PL spectral shape is almost constant, we can plot either the integrated PL intensity or peak intensity ( Fig. 5(a) ) angle distribution (zero angle is the direction to the laser, the sample is perpendicular to this direction and the deposited SiO X layer is facing the beam). It is clear (Fig. 5(a) ), that more PL emission comes through the substrate (i.e. the medium with higher refraction index) as expected, but four local maxima observed at about 70
• , 110
• , 250
• , and 290
• are not well understood yet. The asymmetry of the left and right side of the PL angular distribution is probably due to imperfect symmetry of the goniometer set-up. The non-detectable part of the distribution (around 0
• where the detecting fibre obscures the incoming laser beam) is replaced by the constant value of 0.5.
The collection efficiency for an objective lens with numerical aperture NA c e is calculated as a spherical integral from 0
• to arcsin(NA) divided by the total integrated emission. In Fig. 5 (b) the experimental result is compared with the theoretical collection efficiency for an isotropic emitter. Due to a non-isotropic angular PL distribution of the standard sample, the objective lens with NA = 0.55 (applied in this work) has collection efficiency only c e = 6 % (in contrast to 16.5 % for the Lambertian cosine emitter). The micro-PL spectra (VIS and NIR) of the standard sample were measured for different excitation intensities, in order to recognize a linear part of the PL excitation power dependence ( Fig. 6(a) ). PL saturation -deviation from the linear dependence of PL intensity on excitation power -starts already at power density of about 0.03 W·cm −2 (the typical value for SiNCs is 1 W·cm −2 ). 16 Then, any point from the linear part of the PL power dependence (Fig. 6(a) ) can be chosen. Let us take the point corresponding to the excitation power of 15.4 mW·cm −2 , i.e. 3.14 × 10 8 photon·s −1 ·µm −2 (incoming laser beam is attenuated by a filter with optical density OD = 3). The absolute sensitivity calibration, i.e. determination of the constant K, is based on the following equation derived from Eq. (1)
where an expected incoming photon irradiance Φ in from the standard sample is calculated from the excitation photon flux I e x multiplied by absorbance A, PL QY η, coupling efficiency c e , and the projected size of one pixel (a = A p /M 2 = 0.167 µm 2 ). This gives the expected signal rate of 7.36 × 10 4 photon·s −1 per pixel. The value of K is then obtained by dividing this number by the measured PL signal with relative correction (i.e. divided by the relative spectral sensitivity). This calculation is illustrated in Fig. 6(b) , where the spectral distribution of the expected signal is calculated (dashed line) and fitted to the relatively-corrected experimental spectra (solid line) by adjusting the value of K to 25. Finally, we divide the relative spectral sensitivity (Fig. 3) by K = 25 and obtain the desired absolute spectral sensitivity (Fig. 7) . In order to estimate uncertainty of the derived absolute sensitivity values we take Eq. (2) and consider uncertainties only for variables in the denominator, so neglecting fluctuations of the measured spectral signal (i.e. the shot noise). The estimated relative uncertainties of photon flux I e x , absorbance A, PL QY η, coupling efficiency c e and the projected size of a pixel a, are 4 %, 2 %, 8 %, 10 %, and 1%, respectively. Applying the rules for propagation of errors in multivariable functions 17 we get the total relative uncertainty of 14 %. This is in fact a scaling error of the sensitivity (uncertainty of the parameter K) valid for the spectral region where the standard sample was measured. However, the broad sensitivity spectrum can be also "deformed" along its spectral axis and consequently the sensitivity uncertainty can increase with increasing spectral distance from the calibrated region. Let us estimate this effect as 1 % increase of relative uncertainty at spectral distance of 100 nm and plot the overall relative uncertainty in Fig. 7 .
V. APPLICATION EXAMPLES
The absolute spectral sensitivity calibration, which relates the detected signal to the number of photons emitted from a sample, can be applied to derive external quantum yield of luminescing materials on the microscopy scale. We start from the following basic equation 1 for the photoluminescence intensity I PL from an optically thin layer (αd << 1)
where N is the areal density of absorbing centers, I e x is excitation photon flux, σ is absorption cross section (N ·σ = A is absorbance), and η is PL quantum yield, where λ e x and λ em are wavelengths of excitation and emission, respectively. The first three quantities on the right side of Eq. (3) give absorption rate. While the incoming photon flux I e x can be measured, N and σ must be determined or estimated separately. Also, for application of the absolute calibration to conversion of detected signal to I P L one has to know or assume spatial distribution of emitted photons (directly related to the signal collection efficiency by an imaging lens).
One of the interesting applications of the above described set-up is characterization of solarcells (SC) by their PL and EL (in case of silicon SCs their emission is situated between 1000 and 1200 nm, just matching the well calibrated spectral region). Advantage of EL external QY measurement is that number of emitted photons is related to current passing through a device which is easily measured. Therefore, only knowledge (or assumption) of EL spatial distribution is required for derivation of EL QY from detected micro-luminescence signal. EL characteristics are directly related to performance properties of a solar cell device 18 and can be effectively used for fast testing of SCs, 19 e.g. for determining minority carrier diffusion length. 20 Here, we demonstrate the EL QY characterization of a small polycrystalline Si solar cell (SC) (Conrad Electronic SE, item No. 191254) with active area of 10 × 30 mm. The power efficiency under 1 Sun illumination (Solar simulator Newport Oriel Sol3A) of the tested SC is found to be about 5 % (J-V characteristics of this SC under 1 Sun illumination is shown in Fig. 8(a) ). For EL characterization we mount SC in the above described microspectroscope and detect EL signal emitted from an area of 21 pixels (2.45 µm 2 ) under various DC bias (see Fig. 8 ). The measured EL intensity is converted to photon emittance using assumption of the cosine angular dependence of EL emission in the upper hemisphere. 21, 22 Then the external EL QY (Fig. 8(c) ) is obtained as ratio of emitted photons and number of passing elementary charges. The peak EQE value is around (2.9 ± 0.4)·10 −4 which correspond well to literature data. 23 Another example demonstrates usefulness of a relative sensitivity calibration over extremely broad spectral range for determination of external PL QY of Er-doped SiNCs. The tested sample is a thin layer of SiNCs in SiO 2 matrix deposited on a fused silica substrate by the radio-frequency magnetron co-sputtering of Si, SiO 2 and Er 2 O 3 , for details see Refs. 24 and 25. In order to make PL QY measurement independent on spatial distribution of PL emission the sample is placed in an integrating sphere ( Fig. 9(a) ). Excitation is done by the unfocused 396-nm LED and PL signal is collected by a silica fiber bundle whose output is coupled to the above described microspectroscope. A new relative spectral sensitivity (Fig. 9(b) ) is measured for the whole apparatus including IS, the fiber bundle and the coupler (by illuminating the IS input port with the calibrated 45-W tungsten halogen filament lamp). The VIS detection branch is used without the inverted dichroic filter in order to enlarge detectable range down to ∼350 nm. The NIR sensitivity dip around 1400 nm is due to absorption in the silica fiber bundle.
PL QY yield is derived from measurement of the SiNC:Er sample and a reference sample (bare substrate) by a procedure described in our recent paper.
7 Fig. 9 (c) shows difference (absolute value) between signals from the tested sample and the reference sample converted to photon rate. QY of each PL emission band is then obtained as ratio of its integrated area (giving number of emitted photons) and the absorption band integrated area (number of absorbed photons). We get PL QY of (3.6 ± 0.3) % and (2.8 ± 0.2)% for the PL emission by SiNCs (around 850 nm) and by Er-dopants (around 1540 nm), respectively. The relative uncertainty is estimated (by the procedure described in Ref. 7,) to be ∼8% which is much less than for the EL QY experiment (described above) as the IS-based experiment does not rely on the absolute but just the relative calibration. The extraordinary broad spectral range of this PL QY determination technique could be advantageous for studies of many materials, e.g. up-converting or down-converting luminescent materials.
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VI. CONCLUSIONS
We have proposed and tested a method of absolute calibration of a microspectroscope over an extraordinary broad spectral range covered by two (parallel) detection branches. The absolute calibration of a relative spectral sensitivity is performed using the standard sample formed by a thin layer of Si nanocrystals with stable photoluminescence around 1000 nm -the area where both detection branches overlap. The spectral PL quantum yield and the PL spatial distribution of the standard sample were characterized by separate experiments. The relative uncertainty of the absolute calibration is estimated to be around 14 % but it can be reduced down to ∼5 %.
This absolute calibration opens new applications of the optical microspectroscopy in quantitative characterization of various materials. For example, it enables us to calculate spectral photon emittance from a selected area of an investigated sample (even on the level of a single emitting nano-object like single molecule or quantum dot) entering the detection system (an objective lens). The total emittance could be estimated when the spatial distribution of PL of the studied sample (or object) is known -estimated or measured. Moreover, we can get also the emission QY if the absorbance (absorption cross section) is known. In the paper we demonstrate capabilities of this set-up by measuring external QY of electroluminescence from a standard poly-Si solar-cell and external QY of photoluminescence of Er-doped Si nanocrystals, where the broad VIS/NIR spectral range is necessary. We expect that the described method should find applications especially in the field of solar-cell materials or biomedical studies (detection of singlet oxygen emission at 1270 nm etc.).
The key component of our approach -the standard sample formed by a thin layer of luminescing Si nanocrystals in silica matrix -can be substituted by similar layers of efficiently luminescing materials (e.g. commercially available PbS quantum dots dispersed in PMMA and deposited by a spin coating an a glass substrate). In future, standard samples could be commercially supplied (including all necessary characterization data). The set-ups used in our calibration procedure may look quite complex but in fact all characterization of a standard sample can be performed using the same microspectroscopy set-up (providing the relative sensitivity was first measured with a radiation standard). Both the integrating sphere (for QY measurements, Fig. 9(a) ) and the goniometer (for PL spatial distribution, Fig. 5(b) ) can be assembled from standard optomechanical components and connected to a microscope via a fiber light-guide and a coupler ( Fig. 9(a) , also made from standard components).
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