Using Fuzzy C-Means and Fuzzy Integrals for Machinery Fault Diagnosis by Liu, Xiao et al.
 
 
 
 
 
 
 
 
 
 
 
 
 
  
This is the author-manuscript version of this work - accessed from   
http://eprints.qut.edu.au 
 
Liu, Xiaofeng and Ma, Lin and Zhang, Sheng and Mathew, Joseph 
(2005) Using fuzzy c-means and fuzzy integrals for machinery fault 
diagnosis. In Proceedings International Conference on Condition 
Monitoring, Cambridge, England. 
  
Copyright 2005 (please consult author) 
 
 
 
 
 
 
 
 
 
 
 1 
USING FUZZY C-MEANS AND FUZZY INTERGALS FOR 
MACHINERY FAULT DIAGNOSIS 
 
Xiaofeng Liu 
School of Engineering Systems, Queensland University of Technology 
GPO Box 2434, Brisbane, QLD 4001, Australia 
xf.liu@qut.edu.au 
 
Lin Ma 
School of Engineering Systems, Queensland University of Technology 
GPO Box 2434, Brisbane, QLD 4001, Australia 
l.ma@qut.edu.au 
 
Sheng Zhang 
School of Engineering Systems, Queensland University of Technology 
GPO Box 2434, Brisbane, QLD 4001, Australia 
s.zhang@qut.edu.au 
 
Joseph Mathew 
CRC for Integrated Engineering Asset Management (CIEAM)  
Queensland University of Technology  
GPO Box 2434, Brisbane, QLD 4001, Australia 
j.mathew@cieam.com 
 
 
ABSTRACT 
This research applied fuzzy c-means and fuzzy integral theories to a proposed novel 
two-step machinery fault diagnosis model. Distributed multiple fuzzy c-means 
classifiers were used to produce an initial diagnosis result by considering different 
features. Fuzzy measure and fuzzy integral data fusion theory was then applied to 
combine the initial diagnosis results into a consensus final decision. Vibration signals 
from rolling element bearings were used to validate the method. Results showed that 
the proposed approach using fuzzy c-means and fuzzy integral techniques improved 
the diagnosis accuracy and reduced the computation load. 
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1. INTRODUCTION 
One of the primary tasks of machinery fault diagnosis is failure identification. Various 
methods have been applied to rotating machinery condition monitoring and fault 
diagnosis, e.g. statistical methods, clustering analysis, neural networks, model-based 
methods, genetic methods, hybrid systems, etc [1-6]. Clustering analysis is an 
iterative partitioning method which can produce an optimal diagnostic result. For 
diagnosis purposes, fuzzy clustering analysis has been shown to be more effective 
than traditional clustering methods in handling fault features which are generally 
imprecise with the boundaries among different failure modes usually being 
ambiguous in their mapping space. Fuzzy methods are able to classify fault patterns in 
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a non-dichotomous way which is similar to the way human beings process vague 
information. 
Fuzzy clustering analysis regards fault category as a fuzzy set. Each fault of that 
category is assigned a membership value ranging between 0 and 1, to describe to what 
degree the fault belongs to that cluster. Fuzzy c-means (FCM) is an optimal fuzzy 
clustering method which is used to produce c-partitions. FCM computes the cluster 
centres iteratively by minimizing the generalized loss function. FCM has found 
applications in some fields. Combined with neural networks, FCM was used for 
automatic recognition of exudative maculopathy [7]. FCM was used for segmenting 
the colour retinal image into homogenous region. FCM was also applied to the 
classification of multi-temporal synthetic aperture radar images and interferometric 
synthetic aperture radar images [8]. FCM is an iterative algorithm and needs to access 
all the data; as a result, the computing load of the algorithm is extremely heavy, 
especially with large amount of data. Some research has been done to speed up the 
algorithm [9] [10]. 
Classical set theory and probability theory have been widely applied for dealing with 
the uncertainty problem. Fuzzy set theory and fuzzy measure theory are two more 
general mathematical methods. As an outgrowth of classical measure theory, fuzzy 
measure (FM) and fuzzy integral (FI) theory has been applied to pattern recognition 
[11] [12] [13], image processing [14] [15] [16]and information fusion [17]. One of the 
distinguishing features of fuzzy measure and fuzzy integral technique is that it is able 
to represent certain interactions between criteria. By inferring from the relationships 
among parameters, the importance of every parameter in the whole system can be 
represented.  
This paper presents a novel two-step FI and FM based fault diagnosis architecture 
called FCM-FI model. At the first step, multi-FCM classifiers are used to utilise 
different features to give an initial diagnosis. At the second step, fuzzy integral 
algorithm is employed to combine the results from different classifiers and drew a 
consensus final decision. The proposed approach can improve the accuracy of 
diagnosis, as fuzzy measures can reflect the importance of each individual 
information sources. The multi-classifier structure also contributes to the 
improvement of diagnosis accuracy [13]. 
The rest part of this paper is organised as follows. In section 2, the concepts and 
algorithms of fuzzy c-means and fuzzy integrals are presented briefly. In section 3, a 
FCM-FI model for fault diagnosis using fuzzy c-means and fuzzy integral is proposed. 
Section 4 presents the evaluation of the proposed model by using bearing failure data. 
Analysis based on the results and research directions are given in Section 5. Section 6 
draws the conclusion. 
 
2. FUZZY C-MEANS AND FUZZY INTEGRALS 
  Fuzzy c-means clustering 
Fuzzy c-means (FCM) is an optimal fuzzy clustering method. The goal of this 
unsupervised algorithm is to partition a data set into a small number of representative 
groups.   It calculates the cluster centres by minimizing the following generalized loss  
function 
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Where c is the number of clusters, m is the weight value, N is the number of data 
points; dij is the distance between data point j and the cluster centre i, normally dij 
 3 
refers to the Euclidean distance. }{ ijuU   is the fuzzy membership matrix of data 
point j to group or cluster i 
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 V represents the cluster centre vector 
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The FCM algorithm can be implemented in the following major steps: 
 Initialize the membership matrix; 
 Calculate the clustering centroids; 
 Compute the generalized loss function; 
 Compare the result with the threshold. 
The iterative process will continue until the terminating conditions are met. 
 
  Fuzzy integral data fusion 
A fuzzy measure on the set X of criteria is a set function  
]1,0[)(: XP  
satisfying the following axioms: 
1) 1)(,0)(  X  
2) XBA   implies )()( BA    
where },,{ 1 nxxX   is the set of  criteria, )(XP is the power set of X , i.e. the set 
of all subsets of X . Here )(A represents the weight of importance of the set of 
criteria A .   denotes empty set. 
If a set function :g  ]1,0[)( XP  satisfying 
1) 1)( Xg  
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then g is a fuzzy measure. 
g can be determined by 
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where ig  is the fuzzy density.   can be obtained by solving the following equation: 
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The Sugeno [18] integral of a function ]1,0[: Xf  with respect to g  is defined by  
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where i indicates that the indices have been permuted so that 
1)((0 )()(  ni xfxf   and },,{ nii xxA  .   
One of the distinguishing features of fuzzy integral is that it is able to represent 
certain interactions between criteria. By inferring from the relationships among 
different parameters, the importance of every parameter can be represented by fuzzy 
measures. 
 
3. MACHINERY FAULT DIAGNOSIS USING FUZZY C-MEANS  
AND FUZZY INTEGRAL DATA FUSION 
A fault diagnosis model using fuzzy c-means algorithm and fuzzy integral theory is 
shown in Figure 1. The FCM classifiers are used for initial fault classification using 
different feature groups while the fuzzy integral is used for integrating the results of 
classifications to make a consensus final decision. 
The major advantage of this model is that it can take into account the importance of 
each classifier and the interactions between them. Figure 1 shows the outline of this 
schema. The model is implemented in two steps. At the first step, the fault features are 
input to different FCM classifiers to produce an initial diagnosis. As every classifier 
may have different recognition rate for different fault, they may disagree with each 
other to some extent. The FI module will then use the outputs of the classifiers as its 
input, to provide a consensus interpretation. Here the recognition rate of each 
classifier is adopted by the FI module as the index of importance (confidence level) of 
the classifier. 
 
Figure 1 The architecture of the FCM-FI model for machinery fault diagnosis 
 
 
4. MODEL EVALUATION 
Vibration data from rolling element bearings [19] were used to evaluate the proposed 
fault diagnosis schema.  The data sets contain three kinds of bearing faults: inner race 
fault, outer race fault and ball fault. More than 700 data points were used in this 
research. In order to validate the effectiveness of the FCM-FI diagnosis model, 
Gaussian noise was added to the fault signals. 
 
  Initial diagnosis using FCM classifiers 
Three FCM classifiers were designed for initial bearing fault diagnosis. Each 
classifier can make an independent initial diagnosis. The recognition rate of each 
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classifier can also be computed at this step, which will be used as fuzzy density (index 
of importance) for the fuzzy integral fusion. Five time-domain features were extracted 
from the signals, including root mean square (RMS), maximum value, kurtosis, 
skewness and variance. The features were divided into three groups of two, one for 
each FCM classifier. Maximum value was used for both FCM1 and FCM3. Different 
feature combinations were tested in order to enhance the capabilities of the model. 
Table 1 shows the feature allocations for different FCM classifiers. 
 
Table 1 Features used for different classifiers 
 
Classifiers FCM 1 FCM 2 FCM 3 
Features Skewness, Maximum RMS, Kurtosis Maximum, Variance 
 
The three feature groups were then used to train three FCM fault classifiers to obtain 
the recognition rates. Figure 2 shows the result of fuzzy clustering analysis using 
FCM1, which used Skewness and Maximum as fault features. It can be seen that 
FCM1 can recognise most of the fault modes. 
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Figure 2 Result of fuzzy clustering analysis using FCM 1 
 
 
Table 2 shows the recognition rate of the three classifiers for bearing outer race fault, 
inner race fault and ball fault. The result shows that each classifier has different 
recognition rates for different faults. FCM 1 performs best for inner race fault 
recognition, while FCM 2 is best for outer race fault and FCM 3 for ball fault. 
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Table 2 Recognition rate of the three FCM classifiers for different bearing faults 
 
         Classifiers 
Faults 
FCM 1 FCM 2 FCM 3 Average 
Out race fault 98.73% 99.58% 98.73% 99.10% 
Inner race fault 95.22% 83.47% 93.64% 90.78% 
Ball fault 97.03% 96.61% 98.73% 97.46% 
 
 
  Final decision-making using fuzzy integral data fusion 
Based on the outputs of the FCM classifiers, the Sugeno fuzzy integral data fusion 
algorithm was used to make the final decision. The FCM models supplied the fuzzy 
integral algorithm with both membership degree values and recognition rates. The 
membership degrees reflect the initial judgement of the classifiers for the current 
bearing faults, while the recognition rates reflect the importance of different 
classifiers for the faults based on historical information. The recognition rates were 
used as fuzzy densities to compute the g  fuzzy measures. Both membership degrees 
and fuzzy measures were then integrated to produce the Sugeno integrals, which 
provide the final decision. Figure 3 illustrates the final decision-making process based 
on Sugeno fuzzy integrals. 
Figure 3 Final diagnosis decision-making using fuzzy integrals 
 
 
To simplify the computation, the outputs of each FCM classifier were firstly 
compared to produce only one initial diagnosis result. The initial results of different 
classifiers were then used to generate the fuzzy integral decision-making result. This 
strategy reduced the number of fuzzy measures needing to be calculated while at the 
same time still preserving the most important fault information. The strategy also 
reduced the number of fuzzy measures to be computed from 3×2
n
 to 2
n
 and the 
number of fuzzy integrals needed to be worked out from “3” to “1” for each data point. 
Table 3 shows some of the results.  
It can be seen from the result that the fuzzy integral fusion can integrate and optimise 
the initial FCM diagnosis to produce a more accurate result. Both historical fault 
information and current fault information were employed in the algorithm which 
made the proposed model outperform the single classifier in most cases. By using the 
two-step fuzzy fusion model, the recognition rates of the outer race, inner race and 
ball faults increased from the average 99.10%, 90.78% and 97.46% to 100%, 92.37% 
and 99.15%, respectively. Table 4 shows the comparison result. 
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Table 3  Some results of the proposed FCM-FI model based diagnosis 
 
Fault FCM Classifier 
Classifier 
output (max) 
Initial 
diagnosis 
Fuzzy integral 
fusion result 
Ball fault 
 (B) 
1 0.9885 B 
0.9873 (B) 2 0.6732 I 
3 0.9998 B 
Ball fault  
(B) 
1 0.6790 I 
0.9661 (B) 2 0.9716 B 
3 0.6949 I 
Inner race fault 
(I) 
1 0.7422 I 
0.7635 (I) 2 0.7300 B 
3 0.7635 I 
Inner race fault 
(I) 
1 0.6556 B 
0.8347 (I) 2 0.9593 I 
3 0.6134 B 
Outer race 
fault (O) 
1 0.4588 I 
0.8232 (O) 2 0.8232 O 
3 0.4351 O 
Outer race 
fault (O) 
1 0.5393 I 
0.9687 (O) 2 0.9687 O 
3 0.5118 I 
 
 
Table 4 Is fuzzy integral fusion better than FCMs? 
 
         Classifiers 
Faults 
FCM 1 FCM 2 FCM 3 
FCMs 
Average 
Out race fault Y Y Y Y 
Inner race fault N Y N Y 
Ball fault Y Y Y Y 
 
5. DISCUSSION 
A fuzzy integral data fusion based FCM-FI model is proposed for machinery fault 
diagnosis. The inputs of the fuzzy integral are indices of importance and current fault 
state which are provided by the fuzzy c-means classifiers. The result shows that the 
model can improve fault diagnosis accuracy in most cases compared with a single 
FCM classifier, as both historical fault information and current fault state information 
are considered in the inferring process.  
The FCM-FI model in this study adopted fuzzy c-means clustering classifier to 
produce the fuzzy densities and current fault degree of confidence. The advantage of 
using FCM classifiers is that it can generate fuzzy densities and current fault degree of 
confidence directly and concurrently. The recognition rates of FCM classifiers can be 
directly used as fuzzy densities to compute the fuzzy measures; while the output 
membership degrees can be used straight forward as current fault degree of 
confidence. No more additional transformation computation is required. This helps 
simplify the algorithm and ease the computation load.  
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To further improve the computation performance, local decision were made 
separately by each FCM classifier to produce one initial diagnosis result. The initial 
local results were then used to generate the fuzzy integral decision-making result. 
This strategy reduced the number of fuzzy measures and fuzzy integrals by two thirds 
and still preserved the most important fault information. 
In this research, Sugeno fuzzy integral fusion was used at a decision-making level 
which was based on the initial diagnosis result of FCM classifiers. The future work of 
this research will be extending the fuzzy integral fusion diagnosis method to a 
sensor/signal/feature level. To achieve this goal, the contribution of each 
sensor/signal/feature to a specific fault and its relationship to the fault needs to be 
identified. Different fuzzy measures and fuzzy integrals will also be investigated for 
machinery fault diagnosis and prognosis. 
 
6. CONCLUSION 
This paper proposed a novel two-step fuzzy integral based FCM-FI fault diagnosis 
model. The model was implemented in two steps: firstly fuzzy c-means classifiers 
were used to produce an initial diagnosis result by considering different feature 
groups. Fuzzy measure and fuzzy integral theory was applied to fuse the initial 
diagnosis results into a consensus final decision. Vibration signals from rolling 
element bearings were used to evaluate the method. The result shows that the novel 
approach using FCM and fuzzy integrals is effective in improving machinery fault 
diagnosis not only in terms of diagnosis accuracy, but also in terms of computation 
load. The fuzzy integral data fusion technique also has its limitation. The number of 
fuzzy measures increases exponentially with the number of parameters. The problem 
can be eased by making local diagnosis decisions before the results of classifiers are 
input into the fuzzy integral module.  
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