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in earlier work 
es et des automates finis 
de s6quences arbitraires clans un systihne de s 
ni). Les techniques utilisks sont differentes 
Hassner et Marcus, qui ont deja tnwaill& sur le mime su+t. 
rwver I’etlistence de codes 
avec contraintes (appelC 
de Adkr, Coppersmith, 
Le problemc re coder des suites de symboles de fago apter 5 un cana! de 
transmission soumis & certaines contraintes est l’objet de &tie de Shannon des 
annees 50. Depuis, cette thCorie s’est d6velopp6e dans d rections diverses. 
Depuis quelques an&es des probitmes de codage sur s ott magn&ique ont 
suscit6 une s&e d’articles. A l’origine, Franaszek [4] a p des aldorithmes dc 
codage adaptdes aux contraintes rencontr6es ur les enregistrements de disqws 
magn&iques. Ensuite, plusieurs articles ont repris ces atgorithmes dans le cadre de 
la dynamique symbolique. 
ous nous proposons ici d’analyser ces problemes se servant de notions qui 
sont devenues usuelles en thiorie dzs automztes finis. us utilisons en particulier 
ies notions d’automate non ambigu et de codes circufaires d&rites en [Z]. Ceci nous 
obtenir une construction simple qui fournit une alternative B la m6thode 
proposie en [ 1, g]. 
L’article est organisi de la 
de base utilisCes ont dCfinies 
a~ic~lier le lien entre les notion 
(applications r&olubles, morphismes, . . .) 
automates (non-ambiguW, automates focaux, . . .). 
hat principal. Iii s’agit du t 
0304-3975/88/$3.50 @ 1388, Elsevier Science Publishers B.V. (North-HolIand) 
284 
les mots bi-infinis. II s’agit d’un r&ultat deja prouv6 en [ 1] dont nous donnons une 
preuve qui nous semble plus pie. I1 serait inGressant de 
avec celles de Franaszek et ler du point de vue 
Dans une demikre section nous donnons une &tie d’ex 
constructions. 
et noti r&i 
On d&signera par A, B et C des alphabets finis. On note monoide libre sur 
A et A* l’ensemble des suites d%lCments de A index6es Ces suites seront 
dites mots bi-infinis. Si A est muni de la topologie disc&e, on munit AZ de la 
topologie produit. Cette topologie peut %re definie par la distance 
d((a,), (I&)) =-y ~(~~~) 06 6(a,, b,) ;= i 
1 ssi a, # b,, 
n=-al ,O sinon. 
On note 6 l’application de A’ dans AZ dQfinie par cr((an),,z) = (a,,+l),,z. Cette 
application est continue pour la topologie d6finie ci dessus. 
On appele s~us-sy~~~~~ (du syst&me complet A’) toute partie fermee de AZ 
invariante par 0; Soit L un langage de A*. On dit que L est de typejini ssi ii existe 
une partie 6nie R de A* telle que L = A* - A*RA*. 
On dit que k est rationnel s’il appartient 5 la plus petite famille F de sous- 
ensembles de A* vCrifiant: 
(1) tout sous-ensemble fini de A* est dans F; 
(2) si X, YE F, alors uYEFetXYEF; 
(3) si XEF, alors X*cE 
On dit que L est tvansitif si, pour tout u, 0 dans L, il existe w dans A* tel que uwv 
appartienne a L. On dit que L est factotieZ si tout facteur d’un mot de L est dans 
L. On dit que L est pmlongeable si, pour tout mot u de L, il existe deux mots non 
vides v et w de L tels g-de VW appartienne 5 L 
A tout sous-systGme S on associe un langage L(S) de A*, ensemble de tous les 
facteurs finis d’au moins un mot bi-infini de S. Mciproquement, on peut associer 
un sow-sy&me S ii tout langage factoriel et prolongeable. On dit que S est rationnel 
(respectivement de type fini, transitif) ssi L est rationnel (respectivement de type 
fini, transitif). 
Soit L un langage infini prolongeahle de A*. On definit l’entropie de L par 
1 
h(L) = lim ; log(card( L n A”)). 
n a 0 s h(L) s log(card( A)); pour L = A*, h(L) = log(card(A)). L’entropie d’un 
sous-sy&me S est l’entropie du langage associC. On associe & L une s&e 
,fL( f) = C card( 
nz4 
Si pi est le rayon e convergence e cette s&e, on a h(L) = -log( pL). 
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1.1. Automates 
Soit A un alphabet fini. Un auto -automate) est compose d’un 
ensemble Q (l’ensemble des eta&), de deux sous-ensembles I et T de Q (les 
ensembles des &tats initiaux et des 6tats terminaux), n ensemble Fe Q x 
appel6 ensemble des flkhes. Un automate fini sur est un automate d’ensemble 
d’6tats fini. Un chemin fini d’un automate sur est e suite finie c = 
ai, Pi+*)wiQ;n oil (pi, Ui, pS+l) est une f&he de l’automate. 
un mot de A* appeli etiquette du chemin c. Un chemin fini est dit r6ussi ssi pl E 1 
et pncr E T. Un langage L de A* est reconnaissable s’il existe un A-automate fini 
tel que L soit l’ensemble des 6tiquettes de ses chemins finis r6ussis. On dimontre 
que L est reconnaissable ssi L est rationnel. Tous les automates consid&% par la 
s&c seront des automates finis. Un automate designera toujours un automate fini. 
Soit a un automate, on dit que 0 est non ambigu (pour les mots finis) ssi 
U,VEA* et p s * q=r; 
c’est a dire s’il existe au plus un chemin d’btiquette donn6e d’un &at B un autre. 
On dit que a est local ssr 1 flz :l existe n et d s n tel que, pour tout w tel que ! WI = n, 
si W=W1.** Wn, WiEA, 




S’il existe un tel n, on di5montre que la propriM est vraie avec n = 
card( Q)2 -card( Q). Si 0 est d6terministe, 0 est local ssi il existe n tel que, pour 
tout mot w de longeur n, card(Q. w) = 1 (Q &ant l’ensemble des &ats de a). Un 
automate local de graphe fortement connexe est non ambigu. Dans ce qui suit, sauf 
prkision contraire, les automates considCr& seront des automates air tout &at est 
initial et final. 
Etant donn6 un automate 0, on d&nit l’automate des couples associC B a, C(n), 
comme suit: si Q est l’ensemble des itats de 0, l’ensemble des itats de C(n) est 
le quotient de Q x Q par la relation d’6quivalence dCfinie par (x, y) = (y, X) pour 
tous les &ats x et y de Q. Si p +” r et q +% sont des tlkhes de 0, alors 
(p, q) +O (r, s) est une &he de C(0). 
lkoposition 1.1. Soit 91 un automate de grapke fortement connexe. On Q alors les 
tfquivalences suivan tes :
(1) 0 est un automate local. 
(2) I1 n’existe pas dans In dew boucles de &me Etiquette, ou encore il n’existe pas, 
dans l’automate des couples de 0, de cycle passant par un &tat non diagonal (z, t) 
(c’est ci dire oti z # t). 
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we. (l)*(2): S’il existe deux boucles de m8me dtiquette, on a soit la situation 
de la Fig. 1, auquel cas l’automate st ambigu puisqu’on a les deux c ins 
soit la situation de la Fig. 2, avec p f q et w un mot de longueur k Si les conditions 
de la localit $taient satisfaites pour des entiers n et d G n, tout chemin d’&iquette 
w*’ 06 Iw’ld n devrai passer par le m&me Ctat apr6s lecture de w’. Or, p # q. 
Fig. 1. Fig. 2. 
(2)+ 1): Si l’automate n’est pas local, pour tUtit n et tout d s n, il existe un w, 
mot de taille n, des 6tats pi, pi et deux chemins d’etiquette w: 
Pl-,P2 l l ‘-)P”, PI+Ps l l -pit, 
oii pd #ph. On fixe maintenant d B in. 
La propriCt6 (2) implique que l’automate st non ambigu car le graphe de fl est 
fortement connexe. Done il n’existe jamais deux indices is d ~j avec pi = pi et 
Pj = pjl. Pour n assez grand on trouve au moins (card( Q))2+ 1 couples (pi, pi) oii 
pi # pi. Deux d’entre eux sont done egaux, ce qui contredit le fait qu’il n’existe pas 
deux cycles de m6me 6tiquette. Enfin, s’il existe deux cycles de mcme etiquette, il
existe dans l’automate des couples un cycle passant par un 6tat non diagonal. 
Rkciproquement, soit (p, q) 3’ ( p, q) un tel cycle ( p # q) dans C(0). Dans l’auto- 
mate Jt ceci signifie que l’on a deux chemins de la forme p -** p et q +’ q, ou 
P-:4 et 9-* ‘p. Dans la deuxi&me hypothbse on a alors les chemins p +** p et 
q+*- q. I1 existe done toujours deux boucles de mcme etiquette. Cl 
1.2. Codes 
Soit C un code inclus dans A+. L’autornate en phles de C est l’automate 
d’ensemble d’Ctats 
Q={(u, v)EA+xA+ tel que uv~X)u((l, 1)) 
et de flkhes 
(ua,v)~(u,av) pouraEAet(u,v)#(l,l), 
(LU: (a, 4 pouravEX,v#l, 
tu, 4 z (1,1) pour uaEX, u# 1, 
(L&(1,1) raE 
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(( 1,l) est Mat central de l’automate n p&ales). Cet automate st un automate fi
lorsque C est un code fini. 
Une partie C de A+ est un code circulaire si, pour tout n, m 2 1 et xix2 . . . IC,, E C, 
YtY2- Y,"E C, PEA”, SEA+, 
=2x3 . ..x.p=yly2...ym et x,=ps 
implique n=qp=l et Xi=yi (lsictt) (voir la Fig. 3). 
Ainsi C est un code circulaire ssi tout mot de C* vu sur un cercle admet au plus 
une dkomposition en mots de C On dimontre que C est un code circulaire ssi le 
mono’ide C* est t&s pur, c’est a dire ssi, pour tout u, TV de A*, UD et ~tl E C* implique 
u et DE C*. 
Fig. 3. 
Soit a un A-automate et q un &at de In. Le stabilisateur de q est I’ensemble des 
mots de A* qui sont etiquettes d’un chemin de q B q. 
Proposition 1.2. Si 0 es? un automate non ambigu, le stabilisateur d’un &at de 0 est 
l’6toile d’un code. Si Q est un automate dgterministe, l  stabilisateur d’un &tat de L! 
est Moile d’un code pr6&e (cJ [2]). 
Proposition 1.3. Si f2 est un automate local, le stabilisateur d’un &at de J2 est Mtoile 
d’ un code circulaire. Rkiproquement, si C est code circulaire fini, l’automate n p&ales 
de C est local. 
Preuve. Soit J2 un automate local et q un &at de 0. Le stabilisateur de q est 1’Ctoile 
d’un code C. On vCrifie que C* est trks pur. Soit uv et vu E C*. Les deux chemins 
q-k-kf et q&-1:q 
sont dans f2 (r, s, p, q E Q) (voir la Fig. 4). Les boucles 
r&q-L et q&Gq 
ont mcme etiquette; done s = q et v E X*. 
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Fig. 4. 
Reciproque: Soit C un code circulaire fini. Supposons qu’il existe, dans l’automate 
en p&ales de C, deux boucles de m$me Etiquette w. L’automate n petales du code 
C possede les propriCt& suivantes: 
(1) toute boucle passe par l%tat central (1,l); 
(2) Etiquette de tout chemin de (1,1) 5 (1,l) est dans C* et, pour tout mot w 
de C”, il existe un chemin et un seul d’etiquette w de (1,l) a (1,l); 
(3) l’automate n p6tales est non ambigu. 
On await done dans l’automate les deux chemins 
p-ql,l)-L$ et &&(l,l)-f,q avec p # q. 
D’oh vzu E C” est zuv E C*. Comme C* est &s pur, zu et v sont danE C*. Done 
r = s = (1,l) et p = q, car l’automate st non r-mbigu. Contradiction. Cl 
marque. On peut tester si le stabilisateur d’un tat q d’un automate non ambigu 
0 est Ntoile d’un code circulaire en un temps O(Max( n*)) ou n est le nombre 
d’&ats de 0. On construit l’automate d’ensemble d’Ctats Q x Q si Q est l’ensemble 
des &ats de 0, et de transitions 
k Y) 5 b, 0 
si x -+4 z et y -+a t sont des transitions de 0. Le stabilisateur de 
code circulaire ssi il n’existe pas, dans cet automate, de cycles 
6tats (q, x) et (y, q) avec x et y Z q. 
1.3. Morphismes 
Q est 1’6toile d’un 
passant par deux 
Soient S et T deux sous-syst*mes, et s : S + S et t : T + T deux applications 
continues. On dit que (9 : (S, s) + ( T, t) est un mo isme ssi Q est une application 
continue de S dans T et si QOS = PQ. Soit S sous-systsme de AZ et T un 
sous-systbme de BZ. On dit que Q est un morphisme de S dans T (sans pkision) 
ssi Q est un morphisme de (S, 0) dans ( T, 0). On dit que Q est une application 
ans T ssi il existe un entier p infkieur 5 k e une fonction f de Ak 
s que Q((a,),,,) = ( 2 f(an+lan+2.. . an+k) = bn+p (voir la 
Fig. 5). 
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Fig. 5. 
On v&ifie facilement le resultat suivant. 
Proposition 1.4. Une application y, est un morphisme ssi elle est k-locale pour un certain 
k. On dit aussi que y, est locale. 
Une application Q de S c A’ dans T c BZ est i fibres bomies ssi, pour toute suite 
(tn),,z de T, on a Q-‘(( t,,),,,& fini. Une application Q est r&soluble 6 droite ssi il 
existe deux entiers p et S p G S et une fonction f de Bk x AP dans A tels que si 
Q((cL,hd = &I)PI,Z, aloe 
f(b n+l,*=-¶ b n+k; an+1 9 l l l 9 %a+-p) = Qn+p+l 
(voir la Fig. 6). On d&nit de mgme d notion d’application &soluble & gauche. 
Une application Q est dite r&soluble ssi il existe un entier p tel que, pour tout 
entier ka 2p, si Q((Un)nez) = (bn)nEz, alors (Qn+p+l,. .  , &+k-p) est une fonction de 
(bn+ls l l . 9 bn+k; an+, , . . l 9 an+& %+k-p+l, . . . 9 %+k) 
(voir la Fig. 7). 
Soit a un (A x B)-automate d’ensemble d’itats Q. Une f&he de In est done un 
triplet (p, (a, b), q) avec 3 et q dans Q, a dans A et b dans B. Les (A x B)-automates 
consid&& par la stiite auront un graphe fortement connexe et v&ifieront toujours 
la propri& (*) suivairte: si (p, (a, b), q) et (p, (c, d), q) sont deuxj&hes de l’auto- 
mate, alors a # c et b # d. 
On appelle projection du (A x )-automate sur & l’automate d’espace d’Ctats Q 
et d’ensemble de flkhes les (p q, q) tel qu’il existe b dans B tel que (p, (a, b), q) 
est une &he du (A x B)-automate. On d&nit de m$me la projection sur B. La 
condition imposi5e ci dessus permet d’associer B chaque &he de la projection sur 
t t I 
I 
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Fig. 7. 
A une unique &he de la projection SW B qui soit projection de la m$me flbche 
du (A x B)-automate. 
L’automate +I2 d&nit une relation (r(a) incluse dans A* x B’: (x, y) E a( 0) ssi 
il existe un chemin bi-infini d’etiquette (x, y) dans a. On remarquera que si (x, y) E 
~a! (a), alom (o(x), o(y)) Pest aussi. Ainsi, si cr(J2) est une fonction, elle commute 
avec 0, 
ition 1.5. Sous ces hypoth&es, si (Y = cr(f2) es? une fonction de A’ dons BZ, 
alors a est continue t est done un morphisme. 
p..l(n, v=vp..vm, w=wp.. wp sont des mots de A*, on note 
. . . u~...U”U~...U”vp..v”W~...WpW1...WP... 
oti I.J~ est 1’616ment d’indice 0 de la suite. (Si v est le mot vide, 1WCment d’indice 0 
sera w,.) 
ition 1.5. Posons a~ = cu(fl). Supposons que LY soit une fonction. 
Soit ( un)n4N une suite d%lCments de D convergente vers un 
nGhl est convergente car si u,, et untl co’incident 
ion de longueur 3 N avec N suffisamment grand, a(~,) et 
CY(U,+~) coincident au moins sur une portion de longueur N. En effet, on consid&re 
deux chemins de lecture (en entree) de u, et u n+l comme dans la Fig. 8. On prend 
% 
u V . w 
I 
X Y z 
Fig. 8. 
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N > (card( Q))2. 11 existe done des entiers i, j, k, 2 et des &ats p, q, r, s tels que 
. . . u Q u Q . . . . . . 
w2 
Soient U=UlU$43, W=WlW2W3, X=X1X2X3, X’=XiXiXi, Z=ZlZ$3 et Z’=Z:ZiZ& On 
a alors 
D’ou x3yz1 = xiy’z: et y = y’. 
L’ensemble des &ats Q &ant fini, il existe un itat q. et une infinite d’entiers n 
tels que, pour chacun d’eux, il existe un chemin bi-infini d’gtiquette d’entr&e u, et 
prolongeant la portion de chemin 
u(O) u(l) 
-qo-• 
On choisit maintenant un Ctat q1 de Q et 
que, pour tout element u,, de cette suite, 
&entree 24, et prolongeant 
u(O) u(l) 42) 
- qo- 41-o 
une suite extraite de la prMdente telle 
il existe un chemin bi-infini d’etiquette 
Par r&rrence on construit ainsi un chemin de l’automate d’etiquette d’entree la 
suite u et une suite (u&~, extraite de la suite initial@ des u,, ayant la propriM 
suivante: pour tout n, il existe un chemin d’etiquette d’entrie u; coi’ncidant avec 
celui d’6tiquette u sur une portion de longueur au moins n de part et d’autre de 
qo. En regardant les etiquettes de sorties des chemins consid&&, on voit que 
(44#))?#,ru converge vers a(u) et done (a( u,&~ aussi. 0 
sition 1.6. Soit J2 un (A x B)-automate (de graphe fortement connexe, satis- 
faisant la prop&%6 (*)). On suppose de plus que la projection de I(t SW 
automate local. On dira que 0 est local en entrie. La relation a(0) es? 
mophisme. Les conditions uivan tes son t alors equivalen tes :
(1) cu (a) es? 6 fibres born6es; 
(2) a(0) est resoluble; 
(3) la projection de est non ambigul;; 
(4) il n’existe pas, dans l’automate couples de 0, de ch in d’un &at (x, x1 ci 
un &at (y, y) passant par un &at non al (2, t) (c’est 
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ve. (l)*(3): Supposons que n soit ambi en sortie. I1 existe done 
chemins en sortie de la forme 
Comme la graphe de a est fortement connexe, il un chemin de t B q d%tiquette 
un mot w (en sortie). On regarde maintenant Ies e correspondantes 
(voir la Fig. 9) avec x, y, z, t et m E A*. Comme enttie, 0 est non 
ambigu en entree. Done xy # zt. On obtient alo infinit6 non d6nombrable de 
chemins infinis d’image par a(n): “( uw) . ( w.w)~. 
Fig. 9. 
(3) * ( 1): Supposons qu’il existe une infinite de mots bi-infinis u,, = (a y)iez 
d’image un m6me mot w de B? il existe done une infinite de chemins c, = 
(P i +s Pi+l)icp d’&iquette dent&e u, et de sortie w. L’ensemble des 6tats Q de J2 
&ant fini, il existe p dans Q et une infinite de chemins c, v&ifiant po=p. On en 
extrait .!! = card(Q) + 1, tous distincts aprk p. (respectivemenet avant po). On 
considke des portions finies de ces chemins en sortie en les choisissant suffisamment 
e longues pour qu’elles oient distinctes B droite (respectivement B gauche): 
Wta 
P-PN 
11 existe deux indices i et j tels que pi = pi. L’automate 0 est done ambigu en sortie. 
Remarque: Lorsque a( 0) est a fibres bombes, les fibre.-, sont uniform6ment 
born&es. 
(2)+(3): Si 0 est ambigu en sortie, il existe dans L4, comme on l’a dej& vu, une 
licaticr ; c’ = a( 
(3)a (2): Supposons que cy (In) ne soit pas &soluble. I1 existe deux portions de 
mins du type: 
avec v # V’ et Ui, B-V,, Xi, Zi des lettres, et R aussi grand qu’on veut. Prenons n > 
card( 0). L’automate a &ant local en entree, il existe un entier i tel que pi = pi et 
si deux chemins distincts de pi B si de meme etiquette de sortie. 
L’automate de Jz est done ambigu en so&e. 
Enfin, 1’6quivalence de (4) et (3) rkulte de la definition de l’automate des 
couples. 0 
Lorsque a(n):Ai + A*, les conditions de la Proposition 1.6 sont aussi equivalen- 
tes 5: 
(5) ar(LI) est sujective (cf. [7]). 
Propdtion 1.7. Soit a un (A x B)-automate (de graphe fortement connexe, satis- 
faisant la propri&t! (*)), local en entrke. Les conditions uivantes ont &@volentes: 
(1) <w(n) est inversible; 
(2) 0 est local en sortie; 
(3) il n’existe pas dans In deux boucles de me^me ktiquette, ou encore il n’existe pas, 
dans i’automate des couples de 0, de cycle passant par un &at non diagonal. 
Preuve. L’equivalence de (2) et (3) a deja Ct$ vue. 
(l)*(2): Comme ar(s2) est inversible, QL-’ est une fonction et est done continue. 
11 existe alors un entier N tel que (Y-* soit N-locale: si 8(( b,),& = (c;~)~~*, il 
existe r s N tel que ~t~+~ soit fonction de (bk+l,. . . , bk+N). L’automate 0 &ant 
local en ent&e, il existe M et m s M tels que si 
sont deux chemins de l’automate en entrGe, alors pm = pk. Soit n = +N et 
d = m + r. L’automate J2 est local en sortie: si 
sont deux chemins en sortie, alors pd = pb. 
(2)+( 1): Soit w un mot bi-infini etiquette de sortie d’un chemin de (n. L’automate 
etant suppose local en sortie, il existe une suite bi-infinie d’entiers (u&z telle 
tout chemin d’etiquette de sortie w passe par le mcme &at q alprks lecture oe la 
lettre d’indice u, de IV. L’automate &ant local, done non ambigu, cette condition 
implique qu’il existc un seul chemin d’&iquette w en sortie; ce qui prouve que a 
est bijective. Cl 
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Soit 32 un (A x &automate (de graphe fortement connexe, satis- 
fnisant la propriktk (*)), local en enttt?e. Les conditions uivantes 
(1) CE( f2) est rholuble ci droite; 
(2) I’automate J2 v&#e en sortie la pfopri& suivante: il existe un 






be8 + 9’9’ 
(3) dans l’automate des couples de a, il n’existe pas de chemin partant d’un &at 
(4 x) et allant sut une boucle passant par un &at non diagonal 
((Y est rholubi’e 6gauche ssi 1”automate (n vt%$e les conditions cidessus en renversanf 
le sens des j&hes.) 
(l)+(2): Supposons que, pour tout entier n, il existe dans f2 deux chemins: 
avec u de longueur n et q # q’. On a done aussi les chemins 
t+p+q+ 
t 
t et t +p+3 ‘4 r’ u 
avec w aussi long qu’on veut. Ceci_ empkhe a(a) d’gtre r&olu 
(2)+(l): Reciproquement, suppcsons que, pour un entier n fix6 et pour tous 
les chemins en sortie de f2 suivants: 
p:q:r, p.zqCr’ 
avec b E I3 et IuI = n, on ait q = q’. L’automate In &ant local en entrbe, il existe M - 
et rn=S tels que si 
sont deux chemins de f2 en entree, alors pm =pk. Soient p = M et k = M + n + 1. 
Considkons les deux chemins de f2 de longueur k: 
41 
PI - 4772 
*P C x 
bl “‘Plub-‘.PM+1yl+~, P W 
Comme pnr = pk, on a ,DM+l =ph+*, puis c # c’. t done cu(f2) est r6soluble 5 droite. 
(2)=$(3) est 6vident. 
(3)*(2): Supposons que, pour tout entier n, il existe dans deux chemins en 
sortie: 
vecar~A,q#q’etudelonguearn.Siu=u,u~... u, avec uj une lettre, on a deux 
chemins en sortie: 
p:q~p+p*’ l . 
“” 
Pn-1 -pm 
,91, q#Ap; “2 “” -pI”‘p:-,---,p:. 
O*r a pi # pi car (3) implique que l’automa, - l * es: iion ambigu en sortie. Choisissons 
n > (card(Q))*. 11 existe deux cntiers i et j tels que (pi, p:) = (pi, pj). On obtient 
ainsi, dans l’automate des couples, un chemin de l’&at (p, p) allant sur un cycle 
passant par Mat non diagonal (pi, pi). q 
Remarque. Tout morphisme Q! de A’ dans BE ou mcme de S dans B’, S &ant un 
sous-syst&me d  type fini de A’, peut 6tre rep&end $ l’aide d’un (A x B)-automate 
dont l’entree est un automate local reconnaissant AZ (respectivement S). 
2. Th&&mes de codage 
D’aprk la remarque prt&dente, deux sous-syst5mes transitifs de type fini S c AZ 
et T c BZ sont isomorphes ssi il existe un (A x B)-automate tel que l’automate 
don& par la projection sur A soit un automate local reconnaissant lelangage associk 
B S, L(S), et l’automate don& par la projection sur B soit un automate Iocal 
reconnaissant L( T). On ne sait pas si o,. peut decider de l’isomofphie de deux 
soussystGmes de type fini. 
Soient S c AZ et T c B* deux sous-syst2mes transitifs de type fini. Adler et Marcus 
ont d6montr6 que S et T ont mcme entropie ssi il existe un sous-systeme R c C', 
des morphismes 4p et + de R sur S et T avec p et $ B fibres uniformiment born6es 
(voir la Fig. 11). 
S T 
Fig. 11. 
lc: c&s oh S=AZ et 09 !i(Tp- 
p&is suivant: 
Une d6monstratiun es 
propope une autre soluti 
h(T) > Ii( 
dal Zt, Suit L le langa asso&8T.QnaE=.P- RP avec 
R partie fink de 3”. 11 existe tomate determinists 
et final, reconnaissant L Eri soit r la longueur d 
Soit 0, f’automate d&e&n 
avec Q={&...b,EP, 
Eautomate obtenu % de Or en supprimant les 6tats index& par des mots 
dans R, et les fl&ches inutiles, rewnnatt L I1 existe 
une wmpsante fortement wnnexe de cet automate qui reconnatt un langage L’, 
indus dans & v&i ant L(L”) = h(L). En restreignant au besoin T, on peut done 
supposer que ce syst&me st transitif ou encore que l’automate wnstruit ci-dessus 
a un graphe fortement wnnexe. C note 0 cet automate. 
Soit Q un &at de 0. Le stabilis ur de 4 est l’ensemble des mots w de B* tels 
que Q. w = q. Cc stabilisateur est Ktoile d’un code pr&xe X vkifiant h(X*) = h(L); 
en &et, d’une part X c L; &au&e part, si est le nombre d%tats de 0, wmme 
ie graphe de i2 est fortement wnnexe pour tout w dans L, il existe u et o dans B*, 
de tailie bornee par teis que uw appartienne 5 X*. D’oti 
lim L log(card( L n B”)) = lim L log(card(X* n B”)). 
n n 
Le code X est circulaire car X* est le stabilisateur d’un &at de J2 qui 
aintenant extraire de X un sous-code fini d’entropie h(A 
), px* < pA*. Comme X est un code, 
fx*W= 1 ; @) avec&(t)= C tY 
-Y XEX 




met son rayon de convergence wmme p81e lorsqu’elle 
s tous les cas il existe done un unique reel r tel que 
On cherche un code pr&xe de di 
card(Xn B”), telle que xi=, a&-” = 1. 
(1) X, c A”; 
(2) Card(Xm) =L an ; 
(3) la &union des X, est prefixe. 
La premik &ape consiste a prendre ..Y1 c A ave 
car a1 S k On suppose ensuite X, construit pou 
l l ‘UX,_p 
card(A* - RA*) = k” - ni1 amkn-m 
m=l 
n-l 
l- C amk-” . 
m=t > 
Comme C”,=, amkmm s 1, nous avons I -Czy, a,kwm a a&-“. D’oit card(A* - 
RA”) 2 a,. On choisit a, ilCments dans A* - R/i* pour former Xn. r constfuction, 
x,ux*u l l l u X, est prefixe. 
On construit ainsi un code prefixe X qui t&Se A* - XA* = 8 et est done 
es pr&xes. Tout code pr&xe maxima1 pour les codes prefixes Etant 
maximal, X est maximal. 
On construit maintenant un transducteur en pitales mettant en correspondance 
tout mot du code pri%xe maximal de A* obtenu, 5 un mot de Y de rncrn ngueuf. 
On designe ainsi le (A x B)-automate dont 1 rejection sue A est I’automate n 
p&ales du code prefixe, et la projection sur les du code Y. 
Les deux automates en p&ales ont mcme graphe car les deu 
distribution de longueurs. 
Comme est circulaire fi i, son automate en p&ales est un automate locat 
Proposition 1.3). I.AS tran 
1 d&nit ainsi un morphisme 
9 est resoluble & droite. 
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Q est un morphisme, le dkodage se fait localement, ce qui empe 
dune erreut 6ventuelle. ct 
On pr6sente ici un certain nombre 
On utilisera la notation [Ir, k] pout 
(0, 1) tels qu’entre deux “1” ii existe 
b”exemples 6tudi6s par ailleurs en [ 1,4 et 81. 
ner l’ensemble des mots sur L’alphabet 
au moins h et au plus k “OI’. 
e 3.1, On veut coder des mots de {0,1)N par des mots infinis satisfaisant la 
contrainte 12,001: aucun facteur d’un mot ne doit 6tre 11 ou 101. Les mots [2,00] 
sont reconnus par l’automate montr6 dans la Fig. 12. 
Si L est le langage reconnu par cet automate, ii(L) < h(A*) mais 2h(L) > h(A*). 
Soit L’ l’ensemble des mots de L de Songueur paire vus sur le nouvel alphabet 
(00, 01, 10, 11). On a h(C) = 2h(L). Le langage L’ est reconnu par l’automate de la 
Fig. 13, ou a=OO, b=01, et c=lO. 




L’application (p est donnCe par le transducteurs de la Fig. 14. L’application up est 





(a, ba, ca} vu SUP f’alphabet d’origine n’est pas circulaire. 
. . .~Qqj!?i$gf@!ijf?f@. . ., 
admet deux decodages distincts. 
Exemple 3.2. On peut faire le m8me travail pour les contraintes [2,7]: on inter&t 
les sdquences 11,101 et ooooooo0. Les mots [2,7] sont reconnus par l’automate de 
la Fig. 15. On construit L’, l’ensemble des mots de L de longueur paire vus sur 
l’alphabet des mots de deux lettres. Le langage L’ est reconnu par l’automate de la 
Fig. 16. 
Le stabilisateur de 2 donne un code a 35 mots. Le code obtenu par Franaszek 
dans [4] est plus petit et peut 2tre obtenu de la faGon suivante: Soit V l’automate 
reconnaissant L’. On consid&e les Mments de L’ stabilisant un ensemble d’&ats 
E de K Ces mots sont reconnus par un automate W construit de la faGon suivante: 
L’ensemble des &ats de W est le sous-ensemble des parties des &ats Q de V 
accessibles 5 partir de l’&at E qui est initial et final. Si X et Y sont deux parties 
de Q, les transitions sont: 
(1) X +a Y ssi Y c E et Y = X.0 ou Xa est l’ensemble des &ats 4 verifiant la 
propri&! suivante: pour tout 4 E X. a il existe un p E X tel que p +4 q soit une 
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(2) X da E ssi Xa c 
iniste local, W I’est aussi par construction. 
= {2,3}. On obtient I’automate de la Fig. 17. Le 
{2,3} est 1’6toile d’un code circulaire fini d’entropie supdrieure B 
alors r6aliser le coda 
00 ba 110 cba 
01 ca 1110 a 
100 aba 1111 aaca, 
101 aca 
n considsre maintenant les mots [ 1, S] reconnus par l’automate de Ia Fig. 18. 
Soit L le langage fini associC. On a h(L)ih(A*) >$ ou encore 3h(Li; > 2h(A*). 
On construit L’ l’ensemble ots de L de longueur multiple de 3 vws sur le 
nouvel alphabet {a = 000, b = c = 010, e = lOO,f= 101). Et on fera le codage sur 
l’alphabet des mots de deu s B={x=OO,y=01,z=10,t=11}. L’automate 
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est dorm6 dans la Fig. 20. isateur de { !., 2,s) st 1’Ctoile d’un code 
circulaire car l’automate est local. Son entropie est supirieure 8% 2 log 2 = log 
On obtient par exemple le codage 
x c tzx abc 
zt ba ttY bba 
tx ae ttz fbc 
ty ac ttt jba 
Exemple 3.3. La m&hode pr6sent6e ci-dessus e g&Gralise aux cas 06 les contraintes, 
plus necessairement de type fini, sont don&es par un automate 00 le stabilisateur 
d’un &at au moins est l’&oile d’un code circulaire. Par exempie, considerons la 
contrainte pkiodique don&e dans la Figi 21. i’entropie est inf6rieure B log 2 mais 
est sup&ieure B f log 2, I1 n’existe aucun &at tel que le stabilisateur de cet Ctat soit 
l%toile d’un code circulaire car le cycle 1 +p 2 += 1 empkhe le stabilisateur de 
P&at 1 ou 2 d%tre 1’6toile d’un code circulaire. Le cycle &ant de longueur 2, on va 
travailler sur le nouvel alphabet {x = aa, y = ub, z = ba, t = bb}. L’automate obtenu 
est celui de la Fig. 22. 
Fig. 20. 
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