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ABSTRACT




Crowdsourcing is proposed as a powerful mechanism for accomplishing large scale tasks
via anonymous workers online. It has been demonstrated as an effective and important approach
for collecting labeled data in application domains which require human intelligence, such as image
labeling, video annotation, natural language processing, etc. Despite the promises, one big challenge
still exists in crowdsourcing systems: the difficulty of controlling the quality of crowds. The workers
usually have diverse education levels, personal preferences, and motivations, leading to unknown
work performance while completing a crowdsourced task. Among them, some are reliable, and some
might provide noisy feedback. It is intrinsic to apply worker filtering approach to crowdsourcing
applications, which recognizes and tackles noisy workers, in order to obtain high-quality labels. The
presented work in this dissertation provides discussions in this area of research, and proposes efficient
probabilistic based worker filtering models to distinguish varied types of poor quality workers.
Most of the existing work in literature in the field of worker filtering either only concentrates
on binary labeling tasks, or fails to separate the low quality workers whose label errors can be
corrected from the other spam workers (with label errors which cannot be corrected). As such, we
first propose a Spam Removing and De-biasing Framework (SRDF), to deal with the worker filtering
procedure in labeling tasks with numerical label scales. The developed framework can detect spam
workers and biased workers separately. The biased workers are defined as those who show tendencies
of providing higher (or lower) labels than truths, and their errors are able to be corrected. To tackle
the biasing problem, an iterative bias detection approach is introduced to recognize the biased
workers. The spam filtering algorithm proposes to eliminate three types of spam workers, including
v
random spammers who provide random labels, uniform spammers who give same labels for most
of the items, and sloppy workers who offer low accuracy labels. Integrating the spam filtering and
bias detection approaches into aggregating algorithms, which infer truths from labels obtained from
crowds, can lead to high quality consensus results.
The common characteristic of random spammers and uniform spammers is that they provide
useless feedback without making efforts for a labeling task. Thus, it is not necessary to distinguish
them separately. In addition, the removal of sloppy workers has great impact on the detection of
biased workers, with the SRDF framework. To combat these problems, a different way of worker
classification is presented in this dissertation. In particular, the biased workers are classified as
a subcategory of sloppy workers. Finally, an ITerative Self Correcting – Truth Discovery (ITSC-
TD) framework is then proposed, which can reliably recognize biased workers in ordinal labeling
tasks, based on a probabilistic based bias detection model. ITSC-TD estimates true labels through
applying an optimization based truth discovery method, which minimizes overall label errors by
assigning different weights to workers.
The typical tasks posted on popular crowdsourcing platforms, such as MTurk, are simple
tasks, which are low in complexity, independent, and require little time to complete. Complex tasks,
however, in many cases require the crowd workers to possess specialized skills in task domains. As
a result, this type of task is more inclined to have the problem of poor quality of feedback from
crowds, compared to simple tasks. As such, we propose a multiple views approach, for the purpose
of obtaining high quality consensus labels in complex labeling tasks. In this approach, each view
is defined as a labeling critique or rubric, which aims to guide the workers to become aware of the
desirable work characteristics or goals. Combining the view labels results in the overall estimated
labels for each item. The multiple views approach is developed under the hypothesis that workers’
performance might differ from one view to another. Varied weights are then assigned to different
views for each worker. Additionally, the ITSC-TD framework is integrated into the multiple views
model to achieve high quality estimated truths for each view.
Next, we propose a Semi-supervised Worker Filtering (SWF) model to eliminate spam work-
ers, who assign random labels for each item. The SWF approach conducts worker filtering with a
limited set of gold truths available as priori. Each worker is associated with a spammer score,
which is estimated via the developed semi-supervised model, and low quality workers are efficiently
detected by comparing the spammer score with a predefined threshold value.
The efficiency of all the developed frameworks and models are demonstrated on simulated and
vi
real-world data sets. By comparing the proposed frameworks to a set of state-of-art methodologies,
such as expectation maximization based aggregating algorithm, GLAD and optimization based truth
discovery approach, in the domain of crowdsourcing, up to 28.0% improvement can be obtained for
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Crowdsourcing is defined as the practice of obtaining needed service, ideas, or contents by
soliciting contributions from a large group of people, especially from the online community rather
than from traditional employees or suppliers [20]. It is motivated by a fact that: a sufficiently large
crowd of independent individuals will decide properly, with high probability, even if the individuals
only have a slight bias towards the correct answer [9]. Crowdsourcing has been used in many areas
such as crowdfunding, creative crowdsourcing, and crowd solving. For example, a company can use
a crowdsourcing approach to request a logo design by posting the task on a crowdsourcing platform
such as Amazon Mechanical Turk (MTurk). Gathering products reviews to provide information for
producers is another way to make use of crowdsourcing. The guiding principle behind crowdsourcing
is defined by Jurowiecki [21] stated in the book Wisdom of Crowds [22]. The principles are illustrated
as: diversity of opinion, independence, decentralization, and aggregation of opinions. Diversity of
opinion describes that every crowd worker should have his/her private information. Independence
requires that workers’ opinions should be independent from each other. Decentralization requests
that workers can specialize and give feedback based on local knowledge. Finally, aggregation means
that some mechanism should exist to combine individual opinions into a collective decision.
To explain how crowdsourcing works, Buecheler et al. [9] used the framework proposed by
Malone et al. [1] to map the different elements of a crowdsourcing task to 4 basic “questions”: Who,
Why, What, and How. Figure 1.1(a) shows this framework. It represents two pairs of related ques-
tions: 1) who is performing the task? Why are they doing it? And 2) What is being accomplished?
How is it being done? The first pair of questions relate to the subject of crowdsourcing by identifying
who will be responsible for the task; whereas the second pair of questions relate to the object in
crowdsourcing which will be done by subject. The term “gene” is proposed to work as a particular
answer to each of the questions. Figure 1.1(b) gives the potential answers (genes) to the questions:
• For the question “Who”, there are two basic genes: crowd and hierarchy. Hierarchy represents a
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(a) Crowdsourcing genes
(b) Description of the genes
Figure 1.1: Framework to integrate elements of crowdsourcing [1, 9]
traditional hierarchical organizations; the question is answered when someone assigns a particular
person or group of people to perform the task. This traditional way of solving problems is not
a typical crowdsourcing task. However, peer reviewing, which is also deemed as one way of
crowdsourcing, is likely to fall into this type. In a peer reviewing task, students are assigned
by the instructors to grade their classmates′ assignments, in which same group of students are
involved in finishing the assignments and accomplishing the grading task. Crowd is another gene
which means tasks can be completed by anyone in a large group of people who choose to do
so, without being assigned by anyone. That means the answers for the tasks are provided by
volunteers.
• For “Why”, three genes are provided: 1) Money, which means the financial gain as the motivation
for anyone who accomplishes the task. 2) Love gene could take different forms, such as their
intrinsic enjoyment for doing the task. 3) Glory could be the motivation of being recognized by
peers for their contributions.
• “What” has two basic genes: create and decide. Create refers to creative crowdsourcing tasks,
which requires participants to generate something new. For instance, a graphical design for a
T-shirt, or writing a paragraph of an article is a typical creative crowdsourcing task. Decide
represents the predefined solutions which presented to the participants as answers choices to the
proposed task. Workers are required to evaluate and select alternatives to the task, such as
evaluating the quality of images by choosing answers from provided scales. There are actually
many more answers for the goal of crowdsourcing including collect (e.g. collect facts for news
articles from crowdsourcing), and funding (funding projects by multiple of people), etc.
• Answers for “How” are related to the goal of the task, which is “What”. As such, the illustration
of “What” and “How” in Figure 1.1(b) are combined with each other. If the task is to create
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TABLE 1.1
Editing existing Wikipedia articles as example to illustrate the framework consist of four questions
(What, Who, Why, How) [1]


















something new (“What”), then collection, contest or collaboration (“How”) can be the processes
associated to it. Collection occurs when the answers contributed by members of the crowd are
independent from each other. Videos on YouTube are created independently, and it is a typical
example of collection crowdsourcing process. Contest is to select the best entries from a collection
of answers. The collaboration occurs when the crowd workers work together to create something.
For example, multiple workers create one paragraph each to compose an article. For decide tasks,
there are two possible genes: group decision and individual genes. Group decision refers to the
process of generating answers by assembling the decisions from a group of workers. However,
individual decision represents the crowdsourcing process where a singular person makes a decision
that can be informed by crowd input, it does not need to be identical for all.
In order to give a better understanding of the framework, editing existing Wikipedia articles
is illustrated as an example in Table 1.1. Depending on the purpose of the task, the way to reach the
goal is different. Consider for example, if the task is to create a new version of one Wikipedia article,
collaboration can then be utilized as the approach, to accomplish this task by the crowd workers.
The reward for the crowds could be either love or glory. While the task is to decide whether to keep
current version of the Wikipedia article, then the decision is made via consensus.
Since Amazon launched Mechanical Turk (MTurk) in 2005, crowdsourcing has become a
powerful mechanism for completing large scale tasks which involves human intelligence. Human
intelligence tasks (HITs) were first popularized by MTurk [23], and they represent single, self-
contained tasks. HITs are usually easy for human beings to complete (through crowdsourcing),
however, either take large amount of time and effort, or are impossible for computers to accomplish.
That means, humans can outperform computers in these types of simple tasks. Some of the common
examples of HITs are:
(1) transcription: such as transcribe the radio/media into text. As an example, standard rates in
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Figure 1.2: Example of HIT posted on Amazon Mechanical Turk2
the medical transcription industry are $100 for every 1,000 lines of text, or 10 cents per 65
character line, with a 98% average accuracy rate1. However, in [24], the author claimed that by
using the SMS server they developed, which is based on crowdsourcing application, the cost can
be dropped to 2 cents per line.
(2) Software localization: It is very common that multiple languages exist in one area or country,
and translation of them would be very difficult. For instance, there are over 60 distinct lan-
guages in Kenya. So it is impossible for software companies to include all these languages into
their software interface, since no translation service exists [24]. However, by crowdsourcing the
translation tasks, it is possible to localize the language used in the software.
(3) Surveys and market research: conducting large demographic surveys will be much easier and
cheaper when crowdsourcing those as HITs, such as collecting product review through MTurk.
In addition to the examples listed, there are many other HITs that have gained success through
crowdsourcing such as filtering articles or images based on requirements, sentiment translation in
tweets or reviews, and data extraction, etc. The features of these types of tasks have been limited
to those that are low in complexity, independent, and require little time and cognitive effort to
complete [25]. Markets such as MTurk are places where anyone can post tasks (HITs) to be completed
and specify reward (prices) for completing them [26, 27]. Figure 1.2 gives an example of one of the
HITs posted on MTurk. As shown in the figure, the requesters post the media transcription task on
MTurk. They will need to give detailed description of the tasks, and also very importantly, list the
reward for completing the tasks. As shown in Figure 1.2, the description is given as “Transcribe up
to 35 seconds of Media into text. Reward amount is variable based on media length”. The reward
for transcribing each Media is up to $0.17. People who are interested in doing this transcription task
and fulfill the required qualification could try to do the work. Once the task is finished, workers will
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be given the claimed reward. In March 2007, Amazon claimed that the MTurk users has reached
over 100,000 from over 100 countries [26].
In addition to MTurk, there are many other platforms nowadays for crowdsourcing tasks.
Table 1.2 gives a list as examples of these markets [2]. OpenStreetMap (OSM) was inspired by
the success of Wikipedia, which is an Internet encyclopedia and those who use Wikipedia can edit
almost any article accessible [28], and the preponderance of proprietary map data in the UK and
elsewhere [29, 30]. It is a collaborative project to create a free editable map of the world. Similar
to MTurk, TxtEagle also allows requesters to post the HITs and crowdsource the tasks. However,
the difference is that Amazon MTurk is based in personal computer, whereas TxtEagle is a mobile
phone-based system, which enables people to complete simple tasks on their mobile phone [24]. The
reward/payment of TxtEagle is also quite similar to MTurk. Wilogo and InnoCentive pay much
better than MTurk and TxtEagle since the tasks posted there involve higher worker expertise and
question difficulty. Wilogo allows companies to source design with speed and efficiency. For example,
the design of logos, web sites and brochures. Whereas InnoCentive is a crowdsourcing company that
accepts commission research and development problems in engineering, computer science, chemistry,
math, and business, etc. Figure 1.3 gives examples of the tasks posted on InnoCentive.
Different from traditional way of solving problems through employees or experts, crowd-
sourcing involves participants with different level of expertise and knowledge, thus quality risk is a
big problem for tasks through crowdsourcing. The cost and time for verifying the correctness of the
answers submitted by crowdsourced workers might significantly exceed the cost and time for per-
forming the task itself [31]. A common solution is by using redundancy: the same task is completed
by multiple workers. Then aggregating the answers to get the final consensus answer according to
different principles, such as majority voting or expectation maximization, etc.
3https://www.innocentive.com/ar/challenge/browse
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(a) Challenging problem in computer science (b) Challenging problem in engineering
Figure 1.3: Example of tasks posted on InnoCentive 3
Crowdsourcing has claimed its success in many areas and applications [22, 32], the benefits
for solving problems via crowdsourcing include:
(1) Come up with new ideas, such as the web-based t-shirt company called Threadless that crowd-
sources the design process for their t-shirts. Anyone could submit a graphic design for t-shirt
to the company, if the design got selected, it will be printed and made available for sale. It
was reported the company gained great success with 60,000 t-shirts sold in June 2006. The new
ideas for graphic design from crowds are the main factor for the achievement of the company.
(2) Lower the costs. As an example, data collected by Zaidan and Callison-Burch [33] through
MTurk is shown here. They hired Turkers (workers on MTurk) to translate 1792 Urdu sentences.
Each Urdu sentence was translated by 4 non-professional translators. At the same time, 4
professional translators were also hired for translation. The cost of non-professional translation
was $0.10 per sentence. While the cost of professional translation to be around $6 per sentence.
As a result, crowdsourcing lower the cost greatly.
(3) Shorten the time spent on tasks such as crowdsourcing the grading process would save a lot of
time for the instructors. While grading by instructors, the process is sequential since instructor
need to grade the submissions one by one. However, crowdsourcing makes the process more like
a parallel system hundreds of thousands of graders online are able to grade at the same time
slot. Thus shorten the time spend on finishing the task.
Despite the promises, challenges remain. One of the biggest challenges is we do not have the control
of the quality of workers for crowdsourcing. The workers could be genuine experts, biased workers,
or malicious workers. Some other challenges include how to recruit and retain the workers [22,34,35],
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how to combine the contributions of the workers [36] and how to evaluate them [37] are still under
researching and discussion.
1.2 Challenges of labeling through crowdsourcing
Crowdsourcing offers a cost-effective and scalable way to obtain labels by utilizing human
computation via the Internet. However, the quality of the work performed by the crowd can greatly
vary across individuals, which risks compromising the overall data quality. Due to the fact that
the typical crowdsourced tasks are tedious and the reward is small, errors are common even among
workers who make an effort [38]. In extreme cases, some workers might submit arbitrary answers
independent from the questions in order to collect their reward fee. This rapid, decontextualized,
and many times anonymous work through crowdsourcing systems such as Mechanical Turk often
yields low-quality results. Some common methods have been proposed to increase the work quality:
(a) Increasing the payment for each task completed. Paying more can improve individual perfor-
mance, but it actually reduces quality after a certain point because it incentivizes speed [39].
(b) Worker filtering [26,40]. For example, identifying the poor quality workers and excluding them
to get better results.
(c) Using redundancy to obtain labels from multiple workers for a given question, which is called
repeated labeling, and then aggregating the labels to get a single consensus label. It is the
most widely used method to tackle the noisy data obtained through crowdsourcing. A common
approach is simple Majority Voting (MV) [41–44], which is easy to use and can often achieve
relatively good empirical results depending on the accuracy of the worker involved.
1.2.1 Inferring true labels from repeated labeling
Repetitive labeling makes an effort to improve the consensus results via achieving labels
from multiple workers for a given item. To aggregate the labels, many different approaches have
been developed for the purpose. Majority voting assigns the label which receives the maximum
number of votes as the aggregated answer. If ties exist, a label is selected randomly as the final
result. In MV method, the trustworthiness of every worker is assumed the same as each other. As
discussed in many existing research, the quality of labels provided by workers actually are varied
greatly. It is necessary to take into account this factor. An alternative is use weighted voting [38,45],
in which the labels from a worker is weighted in proportion to his trustworthiness or accuracy, which
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defines the quality of the work performed by a labeler. The major problem here is in many cases,
the true labels usually are not available. The missing of truths makes it difficult to evaluate the
worker’s performance, which is important to obtain the aggregated labels in weighted voting. To
deal with the challenge, a variety of work has investigated means for assessing the quality of worker
labels or the difficulty of labeling tasks. As an example, Dawid and Skene [46] utilized Expectation
Maximization (EM) algorithm to learn each worker’s error rate by a latent confusion matrix, and at
the same time, estimate the true labels for each item. Whitehill et al. [45] proposed a methodology
to estimate the label by taking into account both worker’s performance and the difficulty of the
labeling task.
With the gold data, which is the labels obtained from experts, it is easier to evaluate the
performance of the work of crowd, by comparing their labels to those of the experts. As a result,
more accurate aggregated results consensus labels could be achieved. Snow et al. [42] adopted a
fully-supervised Nave Bayes (NB) method to estimate the consensus labels from such gold labels.
Compared to the algorithms proposed in [46] and [45], which with the hypothesis of gold data is not
available, the methodology in [42] assumes the expert labels are known. The approaches under the
expert supervision (with gold labels known), are supervised learning for inferring true/consensus
labels from crowdsourced data. Estimating consensus labels without the availability of truths is
formulated as an unsupervised learning problem. Due to the fact that full-supervision can be costly
in expert labeling, which is the reason crowdsourcing is proposed in the first place, it is usually
unrealistic to get the consensus labels through supervised leaning method.
Although voluminous amount of expert data cannot be expected, it is possible to obtain a
proportion of gold data from experts. To balance the consensus accuracy and labeling cost, a lot
of research has been dedicated to semi-supervised learning and active learning [44, 47, 48]. In semi-
supervised setting, a small number of gold labels are known, and the estimated consensus labels can
be obtained based on the available information. Active learning, on the other hand, optimally picks
the item for which the corresponding predictions are the most ambivalent, or least certain, to be
labeled by the workers [48].
1.2.2 Filtering workers from the crowd
Since a major drawback of crowdsourcing systems is that we have no control over the quality
of the crowd, there might be workers who try to maximize their financial gains by generating generic
labels rather than actually working on the task [49]. Many previous work showed that workers
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have a tendency to make significant error in crowdsourcing tasks [41, 49, 50]. It poses the problems
such as the unpredictability of workers (e.g. reliability, expertise), and spam or malicious behaviors
while labeling tasks. To tackle this, worker filtering techniques are proposed to remove the poor
performance quality labelers.
Setting up control questions is a common way for crowd filtering. For example, first test
the workers′ performance by asking them to complete a set of predefined questions for which true
labels are already known. Only the workers with desirable accuracy are then allowed to do the
actual labeling task. It is also possible to design the task in such a way that it becomes less
attractive to workers who provide generic arbitrary labels. Eickhoff and de Vries [51] concluded that
malicious workers are less frequently encountered in novel tasks that involve a degree of creativity
and abstraction.
However, the control questions are not always applicable in many crowdsourcing systems.
Some other solutions are proposed to deal with the problem. Such as the approaches as simple as
looking at the time spent per task [26,52], to complex probabilistic models to check trustworthiness
of workers [50, 53]. These methods dedicated to discover different characteristics between reliable
workers and undesirable workers, and filter the crowd based on these features.
1.3 Labeling complex tasks through crowdsourcing
In the last decade crowdsourcing has become increasingly popular [44], and it is now in
widespread use for data-processing tasks such as image classification, video annotation, translation,
and recommendation [38]. As discussed in Section 1.2, the data obtained through the crowdsourc-
ing systems might be highly noisy, especially for complex tasks. Different from the simple tasks
accomplished through MTurk, which are low in complexity, independent, and require little time and
cognitive effort to complete [12], complex tasks require the workers possess knowledge or skills in
specialized task domains to solve the problems. Due to the feature of online crowd workers′ diverse
background and education, it is typical that these workers do not have the required skills to com-
plete the labeling tasks, thus the quality of crowdsourced results cannot be guaranteed. To combat
this, some crowd systems break down work into simpler tasks (sub-tasks), and get feedback for the
sub-tasks via crowdsourcing [12, 54]. As an example, Kittur et al [12] gave writing a short article
about a newspaper, a travel guide or encyclopedia as a decomposable complex task in their work.
The task could be decomposed into sub-tasks such as deciding on scope of the article, collecting
relevant information, taking pictures, and laying out the document. Each of the sub-tasks could be
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completed by separate sets of workers.
Another way to improve the work performance of crowd for complex tasks is providing rubrics
to workers [4,14]. By offering the rubrics, workers would be able to develop a better understanding
of the goals and the standards of a task. It further helps labelers track how they are progressing
towards those goals [55]. Yuan et al. [4] investigated the effects of expert rubrics in the domain of
design critique, and they provided evidence that an expert rubric helps novice feedback providers
produce similar values as expert.
Defining rubrics is especially useful in the grading process, in which evaluating submissions
from students as a labeling task. Consider for example, grading students′ essay or research paper
from a data mining class is a complex task which is different from typical MTurk problems. The
traditional way of providing grades and comments as feedback to students in a school is via the
evaluation from instructors or teachers. However, it has become a big challenge for large scale
classes [7, 56] such as Massive Open Online Classes (MOOCs), which are distributed on platforms
such as Udacity, Coursera and EdX [5]. In addition, the grading processes are really time consuming
and tedious. As an example, there were around 100,000 students signed up for the online machine
learning course offered in Coursera platform. To evaluate students′ work, a scalable way for grading
is required for such large scale classes. Due to the restriction of un-scalability of traditional ways,
grading through crowdsourcing has been developed as one of the prevalent ways to solve the problem.
Different from the decomposable complex tasks as discussed in [12] and [54], evaluating an essay
in most cases needs to take into account the context of the whole article (un-decomposable). For
example, literature review is an important section in a research article. If we separate this part as
one sub-task of the article, it is possible that a review which is unrelated to the essay topic would
receive a relatively high score, which is undesired. Thus providing rubrics is more appropriate way
to help the crowd improve their work performance instead of decomposing the labeling task into
smaller sub-tasks in this case. We call this type of task as un-decomposable complex task.
Evaluating images is another example of un-decomposable task which demonstrates the
plausibility of utilizing rubrics. While evaluating the quality of the image, it is not reasonable to
decompose the images into several parts, and judge the quality based only on the parts. Figure
1.4 shows an example while evaluating the image quality. If a scale from 0 to 5 is provided for
crowdsourcing task as evaluating the quality of images, with 0 means “Not clear at all” and 5 as
“Very clear image”. Figure 1.4(a) presents the original image, whereas 1.4(b) and 1.4(c) are different
parts of the original image after decomposition. Workers who evaluated part 1 probably give 0 score,
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(a) Original image (b) Part 1 of original image (c) Part 2 of original image
Figure 1.4: Image quality evaluation as example for un-decomposable complex task4
while those who graded part 2 might give 5. However, neither of them provide meaningful results,
since their evaluation are only based on partial aspects of the image.
In order to overcome the problem of insufficient domain knowledge and expertise of the crowd
workers, a lot of research has been done to propose various methodologies, in addition to decompose
the work into easier sub-tasks and define rubrics. One of the popular approaches for grading large
scale classes is called peer reviewing, in which students are responsible for grading assignment
submissions of their classmates. Thus the same group of students are involved in completing the
assignments and in the process of grading. The advantages of peer reviewing are that it is a scalable
way for grading large scale classes since the same amount of students will be available for grading as
the number of submissions, and the reward could be flexible, not necessarily monetary driven. For
instance, some of the research proposed that students′ review effort could be taken into account as a
component of their final grades [7]. However, there exists disadvantage at the same time. Consider
the situation that students might give bad grades for all the submissions he/she is responsible for
reviewing to make his/her own grade stand out. This case disqualifies the peer reviewing as useful
grading process.
Although crowdsourcing provides a scalable way for labeling/grading large scale classes, the
cost might still be a problem, even though it has lowered the cost significantly compared to labeling
through experts. To further reduce the cost for labeling, researchers at Stanford recently proposed a
semi-automatic method for grading [57]. This approach is specifically designed for grading students′
submissions from class. It was done through organizing the “space of possible solutions”, instructors
would provide feedback for a few submissions, and their feedback could be propagated to the rest.
Figure 1.5 illustrates the grading process of this method. First, all the assignment submissions are
clustered by the researchers. The small circles, triangles, and squares in the figure represent the
4https://www.crowdflower.com/use-cases/
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Figure 1.5: Graphical illustration of semi-automatic grading method
submissions, and they are assigned into three different clusters (with large oval surrounded). For
example, while grading the computer programming assignment submissions, the features used while
clustering are: unit test results and abstract syntax tree (a tree representation of code structure)
and tree edit distance [57–59].This method assumes all the submissions in the same cluster are
similar enough. After clustering the submissions, one or more submissions are selected randomly
from each cluster and graded by the instructor. As shown in Figure 1.5, the enlarged circle, square
and triangle, are the selected submissions for grading. Finally, propagate the given grades to the rest
submissions for each cluster respectively. Although researchers proposed the possibility of utilizing
the methodology, it has not yet been used for grading. However, some instructors have used it to
highlight common mistakes. Other problem with this method is finding features of the submissions
for clustering sometimes could be really difficult. For example, what should be used to cluster
research papers in philosophy or history studying? And how could this approach be generalized into
different types of labeling tasks? For example, how to extract features for clustering in an image
labeling task?
1.4 Formalization of basic concepts used in crowdsourcing systems
There are some concepts used in our research, and they are defined as follows:
Gold truth/label The label which could reflect the true quality of one item that needs to be
labeled.
Observed label Observed labels are the answers obtained from the crowd workers for the items
which need to be labeled.
Consensus label The label obtained after aggregating the multiple observed labels using redun-
dancy technique, which collects labels from multiple workers for a given item in order to improve
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the work quality of the online crowd.
Experts Those who have enough knowledge and ability to give best understanding of the labeling
task. For example, instructors, who specified and assigned the complex assignment for students,
are considered as experts. We assume the labels offered by experts are the closest answers to gold
truths. Thus in our research, we use the expert labels as the gold data.
Complex task The labeling task which requires the workers possess knowledge or skills in specified
task domains [55]. As an example, grading a research essay can be viewed as a complex task.
Decomposable complex task One type of complex tasks for which it is possible to break down the
task into smaller and easier sub-tasks. The sub-tasks can then be completed by separate groups
of workers.
Un-decomposable complex task The complex tasks which need to be labeled within the context of
the to-be labeled item. Providing rubrics for the task is a more appropriate way to improve the
label quality compared to breaking it down into sub-tasks (as discussed in Section 1.3).
Simple task Tasks which are low in complexity, independent, and require little time and cognitive
effort to complete [12]. Simple tasks are able to be posted and completed on markets such as
MTurk. For instance, labeling images with keywords, transcribing radios into text, and rating the
layout of web pages are simple tasks.
Crowd scoring task The labeling tasks with possible label set consists of either ordinal categorical
or numerical labels.
1.5 Dissertation overview and major contributions
In this dissertation, three different approaches are presented for dealing with unreliable
workers in crowdsourcing systems, and we focus on improving the quality of consensus labels in
complex labeling tasks. The research in this thesis concentrates on the tasks where the possible
label set consists of ordinal labels or numerical labels. The presented work separates the workers into
different categories and filters the spam workers, who provides generic arbitrary labels for an item.
At the same time, the proposed approaches detect the biased workers, who present the tendency of
providing higher (or lower) feedback than the truths. By correcting the labels obtained from biased
workers, it is possible to obtain better results. To deal with the limitations of crowdsourcing systems
for complex tasks, such as high worker variance (high uncertainty) due to insufficient task skills, we
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then propose a multi-view approach to provide uniformity among the workers, as well as guide the
crowd towards the goal of the labeling task. Although it is unrealistic to have expert gold labels for
all the items need to be labeled, a small set of gold truths is usually possible to achieve. As such, a
semi-supervised learning methodology is proposed to filter the unreliable workers by utilizing limited
gold labels. The detailed layout of the thesis is presented next.
Chapter 2 presents the background related work on the labeling through crowdsourcing.
Two types of aggregating algorithms in order to obtain consensus labels from repeated labeling are
discussed: Non-iterative methods such as MV to get a single consensus label. Iterative methods,
which performs a series of iterations until converge to obtain the estimated labels for each item.
Literature review of existing approaches for both bias analysis and spam worker filtering is presented
in this chapter. This chapter also gives the survey of the methodologies to perform complex labeling
tasks through crowdsourcing, and show a set of crowdsourcing datasets utilized for existing research
in literature.
In Chapter 3 , a framework combines spam removing algorithm and de-biasing method is
presented to improve the quality of consensus labels. The Spam Removing and De-biasing Frame-
work (SRDF) adopts and adjusts the spam worker filtering algorithm from [60] to detect and remove
the unreliable workers which provide generic labels for items. It then uses the de-biasing method
developed in this research to detect the workers with biased behaviors, and then correcting the labels
offered by them. Demonstration that fewer workers are required to achieve desirable results after
using SRDF approach, is also presented.
The framework developed in Chapter 3 mainly aims at numerical labeling tasks such as
grading for students submissions from a class. It is also interesting to investigate labeling tasks with
possible label set with categorical ordinal data. Consider for example, relevance judgement for a set
of (query, website) pairs data. In addition, the worker categorization in Chapter 3 adopted from [60]
is somewhat overlapping with each other. Based on these limitations, Chapter 4 gives a novel way
to cluster the crowd workers, and presents an optimization based truth discovery method, which is
applicable for both numerical and categorical labeling tasks, to estimate the consensus labels from
observed data. The proposed Iterative Self Correcting Truth Discovery (ITSC-TD) methodology not
only removes the spam workers, it also deals with the sloppiness in a crowd scoring task. Sloppiness,
which represents the phenomena of observed labels which fluctuate around the true labels, is one
type of error that has rarely been discussed in research. We show that sloppy workers with biases,
who constantly give higher (or lower) answers compared to true labels, can be utilized to improve
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the quality of estimated labels.
As mentioned in Section 1.3, crowd workers usually do not possess the skills in specified
task domains to perform the complex labeling work. Chapter 5 concentrates on improving the work
performance of labelers in complex labeling tasks through a multi-view approach. The multi-view
approach use each rubric criteria as one view, and investigate the worker reliability, which defines
the worker’s trustworthiness, for this view. The methodology proposed in Chapter 4 is utilized to
obtain high quality consensus labels for each view of the item. Finally, the consensus view labels
are used to achieve a single overall label for each item.
All the work presented in previous chapters (Chapter 3, 4 and 5) is conducted under un-
supervised settings, in which we assume no gold data is available while estimating the true labels.
We give hypothesis that a subset of gold truths is available in Chapter 6 , and develop a novel semi-
supervised worker filtering algorithm to block noisy workers, before estimating the true labels from
observed data. The small set of items with gold labels known, together with the remaining items,
are utilized to filter out the spam workers in order to improve the consensus results. The research
conclusion and potential future work, is presented in Chapter 7 .
The major contributions of the dissertation are:
• Most existing work does not distinguish biased workers from the spam workers. In contrast, the re-
search in this thesis proposes to recognize these two types of workers separately, and demonstrates
that labels obtained from biased workers are useful in inferring the true labels from observed data.
A framework combines spam worker filtering and bias worker correcting is proposed to improve
the consensus results.
• A hierarchical categorization for different types of crowd workers is presented for our research.
Based on the categorization, a framework which is applicable for both numerical and categorical
ordinal data is proposed to mitigate the sloppiness in crowd scoring tasks.
• A multi-view approach, which can investigate worker’s reliability on each labeling rubric for com-
plex labeling tasks. Real world data is collected and utilized to demonstrate the effectiveness of
the methodology.
• Semi-supervised worker filtering – truth discovery framework, which utilizes a small set of gold
labels to eliminate unreliable workers, for estimating high quality consensus labels from noisy
crowdsourced data, is proposed.
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CHAPTER 2
REVIEW OF WORK ON CROWDSOURCING SYSTEMS
Crowdsourcing, defined by Jeff Howe as “an idea of outsourcing a task that is traditionally
performed by an employee to a large group of people in the form of an open call” [61], has played
important roles in data mining activities. Especially with the explosive growth and widespread
accessibility of the Internet, a lot of research has been done in crowdsourcing. Quality control
on crowdsourcing systems, which makes efforts to obtain high quality labels, is one of the hot
topics among them [31, 41, 42, 62]. There are two main reasons which account the importance of
quality control: a) Nowadays, the overwhelming majority of workers are attracted by the financial
reward [51], and b) The worker may lack expertise or skills to handle some kind of complex job [4,63].
Some other reasons could be misunderstanding the tasks, personal preference, or fatigue from long
working, etc.
Repeated labeling [41], which requests multiple labels for a given item from several different
workers, is a most widely used approach to estimate true labels of the item. To get a single consensus
label, aggregating algorithms is required to combine the multiple observed labels. Another popular
way to improve the quality of output labels is filtering the workers with poor performance on the
labeling task [26, 40]. It requires to study the worker reliability through the observed labels, which
defines the trustworthiness of the worker.
This chapter presents related work in the field of aggregating algorithms for labels obtained
via repeated labeling, and worker filtering, which entails spam worker recognition and removing, as
well as bias detection. Section 2.1 shows works related to aggregating approaches. Works related
to worker filtering are presented in Section 2.2. Also, we give literature review of methodologies
developed to improve qualities in complex labeling tasks, which is given in Section 2.3. A brief
overview of crowdsourcing data sets used in current research are presented in Section 2.4. Finally,
Section 2.5 gives the chapter summary.
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2.1 Related work on aggregating algorithms
In order to get expert-wise answers, redundancy is usually utilized for crowdsourcing process,
which means multiple labels are collected from the crowds to the same item. This raised the challenge
of how to aggregate the labels into a single, accurate answer. A lot of research has been done for
the label aggregation problem. In general, the aggregation techniques could be classified into two
categories [64]:
(1) Non-iterative: uses heuristics to compute a single aggregated value of each item. Majority
Voting/Decision [65], HoneyPot [66], and ELICE [67].
(2) Iterative: performs a series of iterations until converge. Each iteration consists of two updating
steps: a) updates the aggregated value of each item based on the expertise of the workers from the
crowds; b) adjusts the expertise of each worker based on the labels given by her. Expectation
Maximization (EM) [45, 46, 68–72], GLAD [45], ITER [38], Gibbs sampling [73] are iterative
aggregating algorithms.
Before giving details about how these algorithms work, we would like to give explanations
of several concepts: worker expertise, item difficulty, and test questions [65].
Worker expertise – the ability to capture the behavior of a worker such as the accuracy or
reliability of the worker.
Item difficulty – the ability to measure how difficult is the item which needs to be labeled. For
example, items are completed by a same set of reliable workers, the item with less workers labeled
correctly is more difficult and thus the item difficulty is higher.
Test questions/Gold Set the set of items whose labels are known before-hand. It is mainly used
to filter spam workers and initialize the expertise of the workers. CrowdFlower uses this approach
to measure the quality of the workers. For example, if there is a task to rate the sentiment of a
tweet, then the test question could be shown in Figure 2.1. A sentiment rating question is set and
workers are required to provide answers for the question. Assume both highly positive and slightly
positive are enabled as correct answers, then workers who get the test question correct are selected.
1https://success.crowdflower.com/hc/en-us/articles/202702955-Guide-to-Creation-Page
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Figure 2.1: Example of test question (gold set) while rating the sentiment of a Tweet in Crowd-
Flower1
2.1.1 Non-iterative algorithms
Majority Decision/Voting [65] is a common and simple non-iterative approach in which the
answer with the highest votes is selected as the final aggregated value. As an example, if there are
totally 8 people working on an item in labeling task which label should be either A or B (but not
both A and B). Suppose 5 of them voted for A, 3 voted for B, then the aggregated answer is A,
since 5/8 > 3/8. There are also methods such as average approach, which average all the voted
answers into one final value, as non-iterative algorithm for problems with numerical data as answer.
Whereas majority voting usually is used for categorical case, such as classification or relevance
judgement problem. The problem with majority voting is that it does not take into account the
expertise and reliability of the workers.
HoneyPot (HP) [64, 66] works similar as majority voting, the difference is HP filters the
untrustworthy workers in a preprocessing step. In this step, HP provides a set of test questions
and inserts into original questions randomly. Workers who fail to answer a specified number of
test questions are rejected as spammers. After filtering, the final label is obtained by using majority
voting among the remaining workers. Compared to majority voting, HP considers the spam problem
to some extent. However, one of the very important disadvantages of HP is test question set is not
always available, and it will take extra cost to do it.
ELICE stands for expert label injected crowd estimation [64, 67], and it is an extension of
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HP. ELICE also uses the set of test questions, but it also estimates the expertise of workers by
measuring the ratio of his answers which are identical to true labels. It then calculate the difficulty
level of each item by the expected number of workers who correctly label a specified number of test
questions [64]. ELICE also uses test questions, and the problem of unavailability of these questions
might also exist sometimes.
2.1.2 Iterative algorithms
Expectation maximization (EM) [45,46,70–72] is very commonly used aggregation technique,
and many researches have extended the algorithm to specific crowdsourcing problems. EM solves a





p(x, z; θ)dx (2.1)
where θ are the parameters of the probabilistic model we try to find (e.g. workers′ expertise or
reliability), x are the unobserved variables or missing values (e.g. true labels), and z are labels
collected from crowds. Assume Q is the probability distribution over the x′s, then EM algorithm
iterates the following two steps until converge: 1) E(Expectation)-step: Compute Q(x) = p(x|z; θ),
which is using current parameters (θ) and observations (z) to estimate unobserved variables (x). 2) M
(Maximization)-step: Compute θ = argmax
θ
∫
q(x) log p(x, z; θ)dx, which uses estimated unobserved
variables and observation to re-estimate maximum likelihood of the parameters.
As an example, giving a relevance judgement problem with choices (labels) set G as {0, 1},
number of workers M is 2. There are totally N = 2 documents. Assume each documents should
be evaluated by 2 workers. The grades given are: z11 = 0, z21 = 1; z12 = 1, z22 = 1. We apply
EM algorithm here, in which pijkl and pk are treated as parameters and Rik as missing values. All
the notations used in the process and their definitions are shown in Table 2.1. The EM algorithm
involves the following steps:

















, k ∈ {0, 1}, l ∈ {0, 1}, and j ∈ {1, 2} (2.2)
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TABLE 2.1
The definition of notations in the example of using EM algorithm for document relevance judgment
task
Notation Definition
M Number of workers
N Number of documents need to be evaluated
G Label set ({0, 1, ..., k})
pk Probability of a document has true relevance label of k
Rik(∈ {0, 1}) True relevance value of document i is k if Rik = 1
R Matrix with Rik as element
zij Label worker j given to document i
pijkl
Probability of worker j provides value l given that k is the true relevance value
of a document





, k ∈ {0, 1} (2.3)
For instance, while k = 0, l = 0, j = 1, pˆi10,0 =
1×1+0×0
1×1+0×0+1×0+0×1 = 1, pˆ0 =
1+0
2 = 0.5. Similarly,
a set of pˆijkl and pˆk could be calculated for different values of k, l and j.
(3) Calculate the new estimate of Rig (g ∈ G) based on pˆijkl and pˆk as:

















, i ∈ {1, 2}, g ∈ {0, 1} (2.4)
when i = 1, and g = 0, Pr(Rig = 1|nji0, ..., njiK ;pijg0, ..., pijgK) = 0.5× 11 × 00 × 00 × 11 ÷ (0.5×
11 × 00 × 00 × 11 + 0.5× 01 × 10 × 00 × 11) = 1.
(4) Repeat steps 2 and 3 until converge. Finally, set Rig = 1 for the g with the maximum probability
as calculated in equation (2.4) for every document i.
EM takes a lot of steps to reach convergence, thus running time could be a critical issue.
In addition, EM-based algorithms are highly dependent on initialization parameters and can often
get stuck in undesirable local optima [74] (EM is guaranteed to converge to a point with zero
gradient). In typical models to which EM is applied, the missing values which need to be estimated
are discrete [3].
GLAD [45, 64] is an extension of EM algorithm. GLAD takes into account both worker
expertise and item difficulty while aggregating. It is designed to consider two cases: a) if an item
is labeled by many workers, then the worker with higher expertise tends to label the item correctly
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with higher possibility; b) if a worker labels many items, the item with higher difficulty has a lower
possibility to be labeled correctly. The problem with GLAD is that it highly depends on the initial
value of worker expertise and item difficulty.
Iterative learning (ITER) [64] is based on standard belief propagation technique [38]. Similar
to GLAD, ITER also estimates the worker expertise and item difficulty. The difference is that while
GLAD treats the reliability/worker expertise of all labels of one worker as a single value, ITER
computes the expertise of each item separately. Thus the expertise of each worker is estimated as
the sum of expertise of his labels weighted by the difficulty of associated items. The disadvantage
of ITER is the high computation time and different evaluating techniques are required in the same
setting.
2.2 Related work on worker filtering
On many crowdsourcing systems like Mechanical Turk, people perform short, simple tasks for
small amount of money. This rapid, decontextualized, anonymous work provides few motivational
incentives and little time for reflection [14,26,31]. Consequently, workers often spend minimal efforts
and time to maximize their financial profit, yielding low-quality results. In order to increase the
performance of the crowdsourcing system, a variety of research has explored the possibility to filter
un-trustworthy workers – spam workers. Different from spam workers, which offers generic arbitrary
labels, workers who provide biased responses, however, can be helpful in the process of inferring true
labels [75,76].
2.2.1 Spam detection and removing
Spamming problem during crowdsourcing process has been revealed and reported by many
researchers [10, 26, 41, 52, 77–80]. In [26], invalid responses for MTurk tasks are analyzed. It found
that MTurk has a number of limitations including the susceptibility of the system to malicious user
behavior. Thus the authors proposed special care, such as qualifying users by using automated pre-
tests, is needed in formulating tasks in order to harness the capabilities of crowdsourcing approach.
To deal with the spamming problem, recent research efforts have been dedicated to detecting and
removing spam workers in crowdsourcing systems [10,52,77–79].
Authors in [10, 60, 78] categorized the patterns of the workers behavior, and then spam
workers are revealed according to the patterns. Zhu and Carterette [10] gave an analysis of the
behavior of assessors who participate in preference judgement and different patterns are detected.
21
(a) Normal assessors (b) Periodic assessors (c) Fixed assessors
Each plot shows the rating an assessor gave to the set of images
Figure 2.2: Patterns discovered for image rating analysis on preference judgment [10]
Unreliable assessors may then be revealed according to patterns analyzed. The authors set up an
online survey that asks assessors to give their preferences on variations of the Yahoo! SERP layout
for 47 queries formed from 30 topics. In addition, they also ask the assessors to rate the pictures
on the layouts. After conducting the study, they plot the time in seconds that assessors spend
on each preference judgement against the image ratings. 3 different patterns are shown in image
rating analysis. The patterns are presented in Figure 2.2. The normal accessor shown in Fig. 2.2(a)
demonstrate no clear pattern in image preference judgements. Periodic assessors in Fig. 2.2(b)
presents the tendency to alternate between a subset of ratings in a consistent way. Whereas fixed
assessors in Fig. 2.2(c) give every image set the same judgement. The experimental analysis showed
that periodic and fixed assessors tend to be cheating, which means assessors present periodic and
fixed behavior patterns are likely to be unreliable assessors.
In [60], [78] and [79], workers are classified into different types in crowdsourcing either
relevance judgement tasks [60, 79] or software development tasks [78]. Abhinav el al. [78] defined
six groups of workers, which are shown in Table 2.2. The first column is the types of workers,
and “Description” gives the behavior pattern of the corresponding type of worker. For example,
the worker who intentionally gives wrong labels is identified as a biased worker, and who gives
random label for any item is defined as a random worker, etc. After defining different types of
workers, experiments were conducted to observe how the accuracy of majority voting and expectation
maximization algorithm influenced by these groups of worker, respectively. Authors in [60] and [79]
classified workers in relevance judgement task into 5 different types of workers: proper worker,
random spammer, semi-random spammer, uniform spammer and sloppy worker. The spam removal
algorithms based on random error, pattern frequency and precision is then proposed to remove the
random, uniform and sloppy spammers separately to increase accuracy.
There are many other ways to remove low quality workers (spammers) without characterizing
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TABLE 2.2
Different types of workers in crowdsourcing software development [3]
Type Description
Expert worker
Expertise in the area with profound domain knowledge and the questions answered correct,
with a high probability
Biased worker Intentionally gives incorrect answers
Random worker Gives random answers for any question
Uniform worker With a specific motive give same answers for all the questions
Adversarial Colluded worker Gives wrong answers by colluding with other,workers having malicious intention
Non-Adversarial Colluded worker Gives correct answers by colluding with other,workers for the sake of monetary benefits
different groups for crowd workers. Le et al. [77] used a training set to reject unethical workers for
relevance categorization tasks in MTurk platform. The training data was used first in an entry
training module, in which each worker need to complete 20 query-result pairs relevance judgement
before proceeding to test set questions. By using the training questions, the authors estimate worker’s
accuracy. In [81], an algorithm is proposed to separate the true error rate from biases for MTurk
crowdsourcing tasks. By estimating the expected cost for each worker, the author presented that
perfect workers will have a cost of zero and spammers will have high expected costs. It is interesting
that as long as the errors of the worker are predictable and reversible, which represent bias behavior,
the worker is still assigned a low expected cost in this algorithm. Thus, a worker with true errors
can be separated and rejected, whereas workers with biases will be kept. Raykar and Yu [50]
proposed an empirical Bayesian algorithm called SpEM that iteratively eliminates the spammers
and estimates the consensus labels based only on good annotators for crowdsourced labeling tasks.
Authors in [52] used two previously pilot tested screening questions to filter spammers. People who
failed the qualification tasks were disqualified in their research.
Test question sets used in [52, 77, 79, 82] have their limitations. As stated in [60], although
test questions are easy to understand, explain and implement, they are also a coarse instrument.
The use of test questions may not identify all spammers, and some proper workers might even be
rejected just for being unlucky on test questions.
Recognizing unreliable workers through time analysis as presented in [10, 79] is only appli-
cable when the time each crowd worker spent is available. [83] examined how spammers degrade
the consensus labels, but without discussing approaches to deal with it. The problem with [81] is
that in order to block bad workers or spammers, a worker has to be tested a sufficient number of
times, such as 5J2 (where J is the number of classes). Consider for example, if the number of classes
J = 5, then it requires 125 labels from each worker in order to have high confidence to block the
bad worker. However, in real world applications, it is not always applicable to obtain the required
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number of labels from each worker as indicated in [81].
Instead of detecting and removing spammers directly, there has been a lot of research to
improve the final consensus results with other indirect methodologies [41, 45, 46, 72, 80]. These
researches either block low quality workers by a learning process to estimate the workers reliability, or
by making use of repeated labeling. Dawid and Skene [46] proposed to use expectation maximization
to estimate the individual error rate in compiling a patient record. In order to infer correct categories
for items in data annotation, Carpenter [80] utilized a multilevel Bayesian model in the research.
Estimated model parameters include the “true” category of each item, the accuracy in terms of
sensitivity and specificity of each annotator, and the difficulty of each item. Sheng et al. [41]
examined the improvement in data quality via repeated labeling, and focus on the improvement of
training labels for supervised induction. Welinder et al. [72] proposed a generative Bayesian model
for annotation process. Each annotator is modeled as a multidimensional entity with variables
representing competence, expertise and bias. Whitehill et al. [45] presented a probabilistic model
and used it to infer the label of the image, the expertise of each labeler, and the difficulty of each
image.
The problem with researches similar to [41] which utilizes repeated labeling is more workers
are required for each task, thus the cost increases significantly, especially for large scale crowdsourcing
tasks. The other methodologies are mainly targeted at improving consensus results in binary labeling
tasks. Although many of them claim it is possible to extend their proposed approaches to categorical
data (multiple choices task), the computational complexity will be greatly increased using these
frameworks. In addition, these approaches, which are based on probabilistic models, cannot be
utilized to labeling tasks with numerical data.
2.2.2 Bias analysis on the crowd workers
Mostly, bias is common when collecting data from crowdsourcing. Bias may be caused by
personal preference, systematic misleading, and lack of interest [75]. Many researches have included
bias analysis in crowdsourcing models to improve the approximation accuracy [11, 75, 76]. In [75],
a Bayesian model, named as Bayesian Bias Mitigation for Crowdsourcing (BBMC), is proposed to
capture the sources of bias. BBMC is capable of accounting for labeler bias through preferences and
is able to combine data curation and learning into one inferential computation. Gibbs sampling is
used as inference approach in the model.
The Bayesian latent feature model, which assigns latent features to labelers to capture their
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(a) Task of “Is the guitar behind or next to
the couch ”
(b) The Structural Illustration of Task Description (X)
and Response Matrix (Y) (m is the number of labelers,
n is the number of tasks)
Figure 2.3: Example of BBMC model with task “Is the guitar behind or next to the couch”
biases, is specified as: Suppose we solicited labels for n tasks from m labelers. Let task descriptions
xi ∈ <d, i = 1, ..., n, be collected in the matrix X. The label responses are recorded in the matrix
Y so that yi,l ∈ {−1, 0,+1} denotes the label given to task i by labeler l. As an example, the task
could be “is the guitar behind or next to the couch” in Fig. 2.3(a). There could be similar n tasks
done through crowdsourcing, thus the X in Fig. 2.3(b) is the task matrix. The responses could be
“behind” (−1), “next” (+1), or the labeler didn’t give response (0). Y with n×m dimension shown
in Fig. 2.3(b) are responses matrix with rows and columns represent different tasks and labelers,
respectively. The highlighted dark cells in each row are responses from various labelers for same
task. Labelers express accumulated, shared preferences. Assume latent factor γb ∈ <d models effect
of preference b = 1, ,K, and a m×K binary matrix Z models the factor sharing. If component zl,b
in Z equals to 1, it indicates that labeler l expresses preference b. The model account for each labeler





The likelihood for responses matrix Y then is:
p(Y |X, γ, Z) =
∏
(i,l)∈L






where Φ(•) is the standard normal CDF. The prior distribution of each γb is defined to be a zero-
mean Gaussian γb ∼ N(0, σ2I), and Z (M × K matrix) is governed by an Indian Buffet Process
parameterized by α [83], which gives prior:
pib|α ∼ Beta( α
K
, 1), b = 1, ...K (2.7)
zl,b|pib ∼ Bern(pib), l = 1, ...m (2.8)
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TABLE 2.3
Parameters in TD-HBM model and the definitions
Parameter Definition
T Number of consensus tasks
K Set of possible answers for the task
C Number of elements in K
F Dimension of task features
ti(∈ K) True class (label) of task i
awi (∈ K) Annotation from worker w for task i
xi Task features, automatically generated to represent task characteristics
piic Likelihood of a worker providing annotations when the true label of the task is c and it has features xi
Ωc F by C matrix of regression coefficients of the logistic regression model
c
Mean vector to be added to the multiplication of xi and Ωc, a multivariate Gaussian generated with
parameter µepsilonc and identity matrix IC
ˆsigma Population score matrix
Gibbs sampling could then be applied to draw samples from posterior distribution of Y , γ, and Z,
and finally estimations of response Y and labeler l′s preference βl are obtained.
Authors in [11] introduced and evaluated probabilistic model Task-Dependent Hybrid Bias
Model (TD-HBM), which learns a personalized mixture of population and individualistic confusion
matrices to represent each worker’s bias. The model is described as:
Assume T be the number of consensus tasks and W is a set of worker. K is the set of possible
answers for the task and C is the number of elements in K. The TD-HBM model uses the idea of
learning a weighting of population and worker confusion matrices to jointly model the relationships
among task features, worker characteristics, and bias. The inference problem is predicting the true
labels of tasks (t), based on the set of collected labels from crowd (A) and the set of task features
(X), the parameters used in building the model and their definition is shown in Table 2.3.































a take the following form:









δ(σˆic − (xiΩc + c))δ(pici − softmax(σˆic))
(2.11)
26






w) = Beta(mw|αw, βw)× (mwCat(awi |piC) + (1−mw)Cat(awi |piwc )) (2.12)
mw is generated from a Beta distribution with parameters αw and βw. The key relationships of
model could be seen in Figure 2.4. The shaded regions mark the potentials defined for inference of
posterior distribution. Dashed lines represent plates for workers and tasks. Observed variables are
shown with shaded circles and gates are represented with darker dashed squares. For example, the
coefficient matrix Ωjc is a multivariate Gaussian generated with parameters µ
Ω
c and identity matrix
IC .
Many other researches [5,47,76] proposed bias analysis models, such as in-batch annotation
bias discussed by Zhuang and Young [76]. In [76], a factor graph based batch annotation model
was proposed to quantitatively capture the in-batch annotation bias, and measure the bias during
a crowdsourcing annotation process of inappropriate comments in LinkedIn. In [47], the authors
proposed to account for the effects of labeler’s bias through a coin flip observation model, which
filters a latent label assignment. However, most of these bias models were built based on the binary
response applications.
2.3 Related work on labeling complex tasks through crowdsourcing
In general, two main approaches could be utilized in literature to improve the performance
of the workers for complex labeling tasks in crowdsourcing systems: a) break down the task into
simpler sub-tasks, and b) creating rubrics for workers. Section 2.3.1 gives a review of the work has
27
(a) Overview of framework for splitting up and recom-
bining complex human computation tasks in MapRe-
duce
(b) Partial Results of Article Writing Task
Figure 2.5: Framework for MapReduce and partial results for article writing task [12]
been done by decomposing tasks into sub-tasks, whereas Section 2.3.2 presented a brief overview of
related work in defining expert rubric for the labeling task. In addition, grading process as complex
task has been widely discussed in many research, and one of the most popular approaches to deal
with grading large scale classes such as MOOCs is peer reviewing. We present some of the work and
the trends related to the topic in Section 2.3.3.
2.3.1 Related work on decomposing complex tasks into sub-tasks
Overall speaking, complex tasks are difficult to be done by crowdsourcing through markets
like MTurk due to its typical limitations such as low in complexity, independent and requires little
time to complete [12]. A lot of research has been conducted to accomplish complex tasks through
decomposing them into smaller, independent and less time required sub-tasks [6,12,13,84]. In [12] a
framework and a toolkit called CrowdForge were proposed to solve the problem by breaking down the
complex task into a sequence of subtasks. Then subtasks are done through MTurk. This approach
is a simplified analogous distributed computing systems [85,86] such as MapReduce [87]. Similar to
the procedure of MapReduce, as shown in Figure 2.5(a), CrowdForge includes partition, map, and
reduce as basic building blocks. In partition step, a high level partitioning of the complex tasks is
created. In map step, a specified processing is applied to each item in the partition. For example, a
map task for article writing may ask workers to collect facts on a given topic of the article. Finally,
reduce task take all the results from the map step and aggregate them into a single result. An
example as article writing was given by the authors, and it can be seen in Figure 2.5(b). The task
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Figure 2.6: The PlateMate user interface. (Users upload their meal photographs, and they are
processed through MTurk to get nutrition estimates) [13]
which is writing an encyclopedia, is first partitioned into several sub-tasks, represented as an array
of section headings such as “Brief History” and “Attractions”. Next, workers are asked to submit a
single fact about the section (sub-task). As shown in Figure 2.5(b), the facts under “Attractions”
are “answers” for the sub-task which are collected for the crowd. The reduction step will combine
the facts collected in map step and create the paragraph for each section.
Authors in [6, 13, 84] presented similar approaches to address the problems encountered
while crowdsourcing the solutions to complex tasks. VanHoudnos [6] used crowdsourcing as a novel
approach to grade math through Internet, by splitting the expert task into non-expert. In addition,
this work also proposed the sub-tasks should be attractive and easy enough for the workers in MTurk.
A custom web-application is developed to score student work by organizing decomposed subtasks
into an online rating study. The answers from the crowd are then averaged to obtain a single score
that is comparable to the teacher assigned score for each submission.
Divide-and-conquer algorithm, which depicts the “decompose, solve and recompose” struc-
ture, is proposed in [84] to solve general problems via crowdsourcing. To enable effective and efficient
coordination among workers, algorithmic paradigms, such as divide-and-conquer for decomposing a
problem into sub-problems, and for composing solutions of sub-problems into solutions, were drawn
by the authors. This paradigm is derived from divide-and-conquer algorithm [88,89], and it enables
parallel processing of the problem. In [13], a system called PlateMate is introduced to crowdsource
nutritional analysis, such as calories, fat, carbohydrates, and protein, from photographs via MTurk.
Users are allowed to upload food photographs on PlateMate. Then three-stage workflow is conducted
by the system:
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(a) Assessment rubrics used in [14] (b) Shepherd system overview
Figure 2.7: Shepherd system overview and example of rubrics in [14]
(1) Tag takes photos and labels them with boxes drawn around distinct foods on a plate.
(2) Identify matches the tagged box to one or more foods in a commercial nutrition database.
Measure returns the nutrition estimates for each identified food.
(3) Finally, after combing these identified parts, users are able to receive the nutrition estimate for
the whole food plate. Figure 2.6 shows the user interface given in the work.
Although crowdsourcing complex task by decomposing it into subtasks offers tradeoff be-
tween cost and performance, the problem arises when the complex task is un-decomposable. The
framework, which decompose the task into sub-tasks and solve them separately by different workers,
is no longer available.
2.3.2 Related work on creating rubrics for complex tasks
To the tasks which is not appropriate to decompose into simpler sub-tasks, providing rubrics
to workers can be used to improve the work quality in a labeling task. There has been some
research done to investigate the impact of offering labeling criteria rubrics to the consensus results
[4,14,90–92]. Steven et al. [14] suggest in their work that crowds can be shepherded through the use
of concrete rubrics. They testified the idea by designing a system called Shepherd which manages
workflows for tasks posted to Amazon Mechanical Turk. Figure 2.7(a) gives an example of the
assessment rubric to evaluate a product review. The flow chart in figure 2.7(b) shows the overview
of the design for Shepherd system. In [4], the authors focuses on studying the effects of rubrics in
the domain of design critique. Different from prior work [90–92], which demonstrates the plausibility
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TABLE 2.4
List of principle statements that comprise the rubric [4]
Principle Statement Principle Description
Need to consider audience
The design does not fully consider the target users and the information that could affect
their weather-related decisions.
Provide better visual focus The design lacks a single clear ‘point of entry’, a visual feature that stands out above all others.
Too much information
Take inventory of the available data and choose to display information that supports the
goals of this visual dashboard.
Create a more sensible layout Information should be placed consistently and organized along a grid to create a sensible layout.
Personalize the dashboard
The design should contain elements that pertain to the particular city, including
the name of the city.
Use complementary visuals and text
The design should give viewers an overall visual feel and allow them to learn information
from text and graphics.
Needs a clear visual hierarchy
The design should enable a progressive discovery of meaning. There should be layers
of importance, where less important information receives less visual prominence.
Thoughtfully choose the typeface
and colors
The type and color choices should complement each other and create a consistent theme
for the given city.
Other Freeform critique that does not fit into the other categories.
of obtaining relevant and rapid crowd feedback using rubrics, the work in [4] emphasizes the salient
differences between expert and novice feedback providers (crowd workers). The research in [4] used
the CrowdCrit system [91] to collect feedback in their experiment. Table 2.4 presented a list of
principle statements that comprise the rubric.
Although all the work justified that utilizing rubrics is able to improve the consensus results
and work quality of the crowd, they failed to take into account the workers′ reliability during the
process. Due to the unpredictability feature of the workers on crowdsourcing platforms, it is still
necessary to consider the factor of trustworthiness of them.
2.3.3 Peer reviewing for complex tasks
To relieve the grading burden of the experts in traditional way [93–95], especially with the
popularity of open online classes such as MOOCs, peer reviewing has been proposed as a new way to
addressing the grading tasks [5,7,15,16,96,97]. Peer grading or peer reviewing [98,99] is an approach
in which students also work as graders in grading a small number of submissions completed by other
students according to the benchmarks provided by the instructor [16]. As stated in [96], “students
are trained to be competent reviewers and are then given the possibility of providing their classmates
with personalized feedback on expository writing assignments”. Most of the peer evaluation systems
proposed nowadays are similar to this concept.
Piech et al. [5] developed three statistical models, PG1 (grader bias and reliability), PG2
(temporal coherence) and PG3 (coupled grader score and reliability), for estimating true grades,
grader biases and reliabilities in peer grading. The models put prior distributions over latent variables
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such as true score, grader’s reliability and bias. They are shown as follows [5]:
Model PG1 :
(Reliability) τv ∼ G(α0, β0) for every grader v
(Bias) bv ∼ N(0, 1/η0) for every grader v
(True score) su ∼ N(µ0, 1/γ0) for every user u
(Observed score) zvu ∼ N(su + b, 1/τv) for every observed peer grader
where G referes to a gamma distribution, and α0, β0, and γ0 are hyper-parameters for the priors.
The PG1 model forms the relation between the parameters such as grader reliability, bias and true
score. For example, if the grader’s reliability and bias are known, it is possible to infer the true




v ∼ G(α0, β0) for every grader v
b
(T )
v ∼ N(b(T−1)v , 1/ω0) for every grader v
s
(T )
u ∼ N(µ0, 1/γ0) for every user u
z
v,(T )
u ∼ N(s(T )u + b(T )v , 1/τ(T )v ) for every observed peer grader
Correlation of graders′ bias between two consecutive assignments has been examined and a Pearson
correlation of 0.33 was found by Piech et al. Compared to PG1, model PG2 takes into account the
relationship of a grader’s bias and reliability at homework T to that at homework T
′
. That means,
PG2 builds the model in the time domain, whereas PG1 is in the batch mode.
Model PG3 :
bv ∼ N(0, 1/η0) for every grader
su ∼ N(µ0, 1/γ0) for every user
zvu ∼ N(su + b, 1θ1sv+θ0 ) for every observed peer grader
PG3 explores the relationship between one’s grade and one’s grading ability, which depend on her
own grade. It extends PG1 by introducing new dependencies, which enables estimation of grader’s
ability by her submission score. After building the models based on the prior distributions, Gibbs
sampling [73] was used to produce samples from desired posterior distribution, which are then able














A system called CrowdGrader is developed in [7] to explore the use of peer feedback in
grading assignments. It introduced a Vancouver algorithm (derive from [38]) which relies on a
reputation system to aggregate the peer reviewing grades. This algorithm is based on the fact which
is known as minimum variance estimator: Suppose there are uncorrelated estimates Xˆ1, ..., Xˆn of a
quantity of interest, where Xˆi is a random variable with average x and variance vi. It is possible
to obtain an estimate of x that has minimum variance by averaging Xˆ1, ..., Xˆn while giving each Xˆi















This estimator suggests that it is possible to weigh the input provided by student i in proportion
to 1/vi. The fact suggests that it is possible to weigh the input provided by grader i in proportion
to 1/vi while aggregating the observed grades. For instance, if grader i and (i + 1)′s variances are
measured as 0.7 and 0.5, respectively, and the grades they provided for submission j are 80 and 95.
The aggregating process to get final consensus grade is then: 80× ( 0.70.7+0.5 ) + 95× ( 0.50.7+0.5 ) ≈ 86.
Ashley and Goldin [15] applied Bayesian data analysis to model a computer supported peer
review (CSPR) process in a legal class. In this work, the authors proposed peer review as social
network, in which students focus on the topic of review criteria, and it may be seen as a directed
graph. Figure 2.8 shows an example of the graph. Each node is a student, and an arc connects
a reviewer to an author. Feedback given by a reviewer is called outbound feedback, and feedback
received by an author is said to be an inbound feedback. Arcs with solid lines represent the review
relation, and the dotted line arcs means the rate provided by the author to the reviews. Three
reviewers with the inbound arc labeled with “i” reviewed student 22’s work. The outbound arc
labeled with “o” represents student 22 reviewed other student’s work. Similarly, the inbound arc
labeled with “i b-r” is the rate from other student to student 22’s review, and outbound “o b-r” arc
is the rate given by student 22 to the reviewers who reviewed his work. In order to extract useful
information from the peer review data on a midterm exam in the Intellectual Property (IP) class,
hierarchical Bayesian modeling [100] is applied to build models in order to estimate parameters such
as quality of student works and the variability across reviewers. Each model maps between the
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Figure 2.8: Peer review as social network [15]
instructor’s independently assigned exam scores and the peer ratings. MCMC sampling computes
all the quantities of interest at once using all the available data.
In [96], a web-based peer review program called Calibrated Review (CPR) system is intro-
duced to improve student learning. By introducing the students to the peer review system, the CPR
program, which enables instructors to incorporate writing assignments into their courses regardless
of the class size, allows these students to have more opportunities to gain access to frequent writing
and critical thinking exercise, insight into professional practices, and personalized learning support,
etc. By adopting “double blind” review process and ensuring student feedback is consistent and
reliable, the CPR system reduces the faculty workload greatly.
Mi and Yeung [16] studied both cardinal and ordinal aspects of peer grading within one
framework. Cardinal grading is giving absolute judgement, such as provides grade 80 for a submission
is under cardinal setting. Whereas ordinal grading is relative judgement, for example, instead of
giving grades for the students, offering judgement as student i′s submission is better than student
j is ordinal grading. The authors proposed novel extensions to existing models for cardinal peer
grading. These extensions not only provide superior performance for cardinal peer grading, but also
outperform conventional ordinal evaluation models. The approach combined cardinal and ordinals
models by augmenting ordinal models with cardinal predictions as prior.
Cardinal peer grading used models [16] which are extensions of the probabilistic models
proposed by Piech et al [5], as we described earlier. The key difference between these models with
models in [5] is the way in which the relationship between the reliability and the true score of a
grader is modeled. In [5], the reliability of every grader is fixed to be the same value. However,
in [16], a probabilistic relationship is imposed between the reliability and true score of a grader. The
models proposed in [16] named as PG4 and PG5 are denoted as follows:
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Model PG4 :
(Reliability) τv ∼ G(sv, β0)
(Bias) bv ∼ N(0, 1/η0)
(True score) su ∼ N(µ0, 1/γ0)
(Observed score) zvu ∼ N(su + b, 1/τv)
Model PG5 :
τv ∼ G(sv, 1/β0)
bv ∼ N(0, 1/η0)
su ∼ N(µ0, 1/γ0)
zvu ∼ N(su + b, 1/τv)
In PG4, a grader’s reliability follows the gamma distribution with rate parameter β0 and the true
score sv as the shape parameter. Meanwhile, PG5 assumes reliability follows the Gaussian distri-
bution with sv as mean and 1/β0 as variance. The same graphical model are given by the authors
for these two models, and it is presented in Figure 2.9. The plate notation is used to represent
separately the gradee (“U”) and grader (“V”) for clarity. The reliability, bias and true score are
latent variables in the graphical model, and observed score zvu is the only observed variable. The
hyper-parameters µ0, γ0, β0, η0 are used for specifying the probability distribution of latent variables.
The arc represents the relationship between parameters and variable. For example, parameters µ0
and γ0 contribute to the gradee’s true score su in the model, thus there are arcs originating from
µ0 and γ0, and points at su. Similarly, su, bv and τv are parameters deciding observed score z
v
u, and
the relation could be seen as presented with arcs in Figure 2.9. Finally, while combining cardinal
and ordinal models, Bradley-Terry model [101,102] was utilized.
Peer reviewing experiments have shown promise, but it may also cause problems since same
group of students involved as both gradees (whose submissions need to be graded) and graders in the
grading process. As what Richard Smith proposed in his paper, “the practice of peer review is based
on faith in its effects, rather on facts” [103]. Suppose all the students in one class try to give good
grades to each other, then with the absence of the true grades provided by the instructor or teaching
assistant used for compare, the consensus grades would be the submissions′ grades. However, these
grades actually cannot give correct estimation of the true grades. To overcome the defect of peer
reviewing, we introduce crowdsourcing among experienced domain graders as the grading approach
for large scale classes.
35
Figure 2.9: Graphical model for PG4 and PG5 [16]
2.4 Data sets used in crowdsourcing research
In general, there are two categories of the data sets utilized for labeling tasks through
crowdsourcing: 1) simulated (synthetic) data set and b) real world data set. We first show some of
the related works in generating simulated crowdsourcing data in Section 2.4.1. Real world datasets
used in crowdsourcing research are then presented in Section 2.4.2.
2.4.1 Synthetic data sets
The goal of using simulated data set is to study the accuracy of mathematical approximations
and the effect of assumptions being violated. The simulation process use methods based on random
numbers to simulate a real-world process of interest on the computer2. Alfaro and Shavlovsky [7]
evaluated their crowdsourcing algorithm for grading tasks on a simulated data set, which consists
of 50 graders and 50 submissions with each user reviewing 6 submissions. They simulated the
true quality qi of each submission i from a normal distribution. Each user was assumed to have a
character variance vj and the grade qij assigned by grader j to submission i be equal to qi + ∆ij .
∆ij is the deviation from true grade which is simulated based on vj .
Chen and Bennett [104] conducted experiments with simulated data to demonstrate the
proposed active learning strategy for pairwise ranking aggregation. They created 100 objects, each
with an underlying true score in the range of 1 to 100. The authors also created 100 annotators,
whose true qualities follow a beta distribution. 400 pairs of objects are then randomly sampled for
comparing, with each pair compared by 10 annotators. Thus, they gathered 4000 compared pairs




Public datasets used in crowdsourcing research
Dataset Categories Items Workers Labels
Image Labeling Datasets
ESP - 100,000 - -
ESP Lite - 9376 - -
WVSCM 2 159 17 1221
WB 2 108 39 4212
Face Sentiment 4 584 27 5256
NLP Datasets
AC2 4 333 269 3317
BM 2 1000 83 5000
RTE 2 800 164 8000
TEMP 2 462 76 4620
WSD 3 177 34 1770
Social Tagging Datasets
MovieLens 5 10681 71567 10 million
TagATune - 100 54 -
Other Datasets
SpamCF 2 100 150 2297
HC 3 3275 722 18479
HCB 2 3275 722 18479
Tang and Lease [44] simulated a set of crowd workers to evaluate the effectiveness of their
proposed semi-supervised Nave Bayes framework, which is used to obtain the high quality consensus
labels. They generated a synthetic data set for binary classification tasks with 8000 items/examples
uniformly assigned to each class. A pool of 800 worker is generated, each with a simple Bernoulli
accuracy parameter pk ∼ U [0.3, 0.7]. The number of labels per example is randomly set between 2
to 8.
2.4.2 Real world data sets
Real world data set is usually unpredictable in crowdsourcing applications, which is different
from simulated data set. This is because characteristics of the model developed to obtain simulated
data is already known by the researchers, thus the simulation results are predictable. However,
analyzing real world data provides valuable insights into the usage and comparative effectiveness of
the developed algorithms and methodologies.
We begin by identifying and describing a number of public datasets that are available online
for related crowdsourcing research nowadays. We categorize the datasets based on their task goals,
and they are presented as follows. Table 2.5 provides summary statistics for each dataset.
Image Labeling Datasets. Von Ahn et al. contributed a list of 100,000 images with English labels
from their ESP3 Game [105]. The ESP game is a two-player image labeling game. Both players




Description of data sets collected in Human Computer Interaction (HCI) classes on Coursera by
Piech et al [5]




Peer Grades 31,067 32,132
they assign common is accepted. Chen et al. developed the ESP Lite4 game, which is similar to
the ESP game, and collected statistics for players playing the game [106]. WVSCM5 is a dataset
which includes AMT binary judgements distinguishing whether or not face images smile [45]. WB6
dataset has AMT binary judgements indicating whether or not a water-bird image shows a duck [72].
Face Sentiment7 gives the data set collected for the task of identifying the sentiment for a given
face image. The sentiment is about whether it is neutral, happy, sad or angry [106].
NLP Datasets. Ipeirotis et al. contributed a Natural Language Processing (NLP) dataset called
AC28 with AMT judgements for website (ordinal) ratings G, PG, R, X, B [31]. The task is pro-
viding labels for the presence of adult content on the web pages. BM7 contains negative/positive
(binary) sentiment labels 0, 1 assigned by AMT workers to tweets [106]. RTE9, TEMP9, and
WSD9 provide AMT labels [42]. RTE includes binary judgements for textual entailment, consider
for example, whether one statement implies another. This task replicates the recognizing textual
entailment task originally proposed in [107]. TEMP includes binary judgements for temporal order-
ing such as whether one event follows another. WSD includes ternary multiple choice judgements
for selecting the right sense of a word given an example usage. The data set is derived by annotating
part of the SemEval Word Sense Disambiguation Lexical Sample task [108].
Social Tagging Datasets. MovieLens10 dataset holds 10 million ratings and 100,000 tages for
10681 movies by 71567 users. It is released by GroupLens research group in the Department of
Computer Science and Engineering at the University of Minnesota. Law et al. released the research










Figure 2.10: Example of Fundus photo posted on MTurk for classification in [17]
game which collects data about sound clip and music, such as tags and similarity comparisons.
Also, Ko¨rner and Strohmaier [110] presented a list of social tagging datasets which are available
for research.
Other Datasets. SpamCF8 includes binary AMT judgements about whether or not an AMT
HIT should be considered as a “spam” task, according to their criteria [111]. HC12 dataset has
AMT ordinal graded relevance judgements for pairs of search queries and web pages: not relevant,
relevant, and highly-relevant [44, 112]. Whereas HCB13 conflates relevant classes to produce only
binary labels [113].
Although most of the data sets for complex tasks are not publicly available, we would
still like to provide an overview about them. Piech et al. [5] gathered the data sets from two
consecutive Coursera offerings of Human Computer Interaction (HCI) for the peer grading system.
The description of the data sets are shown in Table 2.6. In each class, 5 assignments are collected
from students. Each student evaluated 5 randomly selected submissions, the amount of grades
received is presented in the “Peer Grades” row of the table.
In order to test the proposed model for fundus photograph labeling, Brady et al. [17] de-
veloped an interface for fundus photo classification on MTurk to collect data. Figure 2.10 gives an
example of the fundus photo posted on Amazon MTurk. It asked the workers to evaluate the photos










3 38 2 1
5 380
30 2,280
6 49 2 1
5 490
30 2,940
8 43 2 2
5 860
30 5,160
MTurk in three phases. Phase I is for the purpose of filtering of graders, in which workers who suc-
cessfully completed 100 prior tasks were selected. In Phase II, 500 unique evaluations are received,
and in Phase III, fifty draws of 1-50 workers were obtained.
To verify the concept of grading math through crowdsourcing, VanHoudnos [6] conducted
the data-collection experiment on Amazon MTurk. Submissions from the students of 3rd-8th grade
math classes of a local school are collected for grading. The description of the data set is summarized
in Table 2.7. Students′ answers (submissions) for 2 questions are obtained from different Grade. The
questions from Grade 8 were split into two HITs (two grading tasks), and then all submissions are
posted on MTurk for grading.
In addition to the simulated data set, Alfaro and Shavlovsky [7] also used the real world
data set to evaluate the proposed Vancouver algorithm, which is used for aggregating the collected
grades into consensus grades. The data set consisted in 5 homework assignments from an Android
class (CMPS 121); 5 assignments from C++ class (CMPS 109), and one assignment from Java Class.
The number of submissions and reviews are presented in Table 2.8. The “ReqRevs” column in the
table represents required reviews for each submission; “MinRevs” represents the minimum reviews
received by a submission, and “AvgRevs” is the average number of reviews got by each submission.
Yuan et al. [4] recruited 15 students from a design course to each create a weather UI
dashboard. Later, 36 crowd workers including 12 from Upwork [114] and 24 from MTruk are recruited
to provide feedback for the designs submitted by students. Each Upwork worker was requested to
critique 8 designs, and every MTurk worker was asked to critique 4 designs. Dow et al. [14] recruited
207 MTurk workers to write consumer reviews for 6 products they own and all the reviews were re-
posted to MTurk for a crowd assessment. Up to 5 workers judged each review using expert rubrics.
There were total 408 crowd judges and 2229 valid assessments for final analysis. The authors in [54]
developed word processing interface called Soylent which aids the writing process by integrating
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TABLE 2.8
Data set collected from grading of coding assignments in [7]
Assignment No. Submissions ReqRevs MinRevs AvgRevs
CMPS 121 hw1 60 6 2 5.4
hw2 61 6 2 5.3
hw3 68 6 0 4.8
hw4 62 6 6 6.1
hw5 57 6 5 5.3
CMPS 109 hw1 102 5 0 4.6
hw2 97 5 3 4.6
hw3 91 5 4 5.1
hw4 97 5 3 4.6
hw5 90 5 4 5.1
crowd workers from MTruk into Microsoft Word. They interacted with 8809 Turkers across 2256
different tasks for the project experiments.
2.5 Towards learning true labels from noisy crowdsourced data
From the work discussed for crowdsourcing systems, it could be seen that noise is inevitable
due to the diverse skill levels and motivations of the workers. To tackle the low quality problem
of the collected crowdsourced data, a vast majority of works have been proposed from repeated
labeling to worker filtering in order to improve the performance of the consensus results. Almost all
the methodologies are trying to do two things: a) Estimating worker reliability, and b) Inferring the
true labels by utilizing the estimated worker reliability. It is desirable to use labels received from
reliable workers to infer truths for items. Worker filtering techniques are developed to deal with the
unreliable workers so that only reliable workers can be maintained for further research.
Worker filtering methods in literature can be divide into two categories: 1) Detecting and
removing spam workers, and 2) Recognizing biased workers. Most of the research is carried out in
either one of them, and for binary labeling tasks. It is possible to have a methodology to integrate
spam removing and bias detection to give further improvement of the final results. Also, there a need
to have a framework which could infer true labels from both numerical and categorical crowdsourced
data.
For complex labeling tasks, providing expert rubrics is an effective way to improve the work
performance of the crowd workers. However, the existing works does not investigate the worker
reliabilities in the process. Thus, it is necessary to build a system which takes into account this
factor in truth inferring process.
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In addition, it is very likely to have a small set of gold labels pre-known in real world
crowdsourcing applications. We can benefit from a semi-supervised learning approach for worker




IMPROVING PERFORMANCE OF LABELING PROCESS – AN
INTEGRATING APPROACH WITH SPAM REMOVING AND DEBIASING
The crowd workers with unpredictable behaviors, including variety of spam and biased work-
ers, might greatly degrade the quality of consensus labels. This chapter proposes a crowdsourcing
framework based on spam detection and de-biasing algorithms, to improve the accuracy of the con-
sensus results. Furthermore, optimization of the number of workers while maintaining the quality
of labels is also presented.
3.1 Introduction
Crowdsourcing attracts different types of workers, including spam workers (also called spam-
mers). There has been some research reported the worker spamming questions [10,50,77,82]. Spam
workers are labelers with poor work performance, which gives low quality answers for tasks. As an
example, a worker who frequently gives random labels for items can be regarded as a spam worker.
There are various reasons for the existence of spam workers: workers do not have enough knowledge
to understand the tasks or criteria of completing the tasks; do not want to spend efforts and time
to finish the job; or they are just malicious workers [50]. The spamming problem proposes negative
influences and new challenges on crowdsourcing platforms. As discussed in Chapter 1, redundancy
is one of the commonly used approaches to deal with the problem. That means, the same task
is completed by multiple workers. Consider for example, an image labeling task requested labels
for a set of images about whether each of them is appropriate for children. The possible label set
is defined as 1 (No adult content), 2 (Content requires parental guidance), 3 (Mainly for adults).
Figure 3.1 gives an overview of the repeated labeling process for this image labeling task. First, the
task is posted on the crowdsourcing platform to request labels for each of the image. Multiple labels
are collected for each item, and these labels will then be aggregated to get one single consensus label
for this image. However, the more workers are used for crowdsourcing, the more cost there will be.
Another method is the usage of predefined “gold” data set [77, 82]. In this approach, a standard
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Figure 3.1: Repeated labeling for image labeling through crowdsourcing
data set as training data has been predefined by the experts, with ground truth answers to the data
known. If the number of answers, which provided by a crowd worker, for the questions in training
data exceeds the threshold set by experts, the worker is detected as spammer and are rejected. By
using “gold” set, it is possible to recognize some of the spammers, and thus might be able to reduce
the number of workers for crowdsourcing tasks compare to redundancy approach. Although possible,
the detection of spam workers by gold set is not guaranteed [60].
Unlike spam workers, which significantly degrade the accuracy of the crowdsourcing results,
and their voted labels cannot be used, biased workers’ labels are valuable and recoverable. Biased
workers usually offer labels with biases, but it is possible to extract the useful information from their
answers. Bias may be caused by personal preference, systematic misleading, or lack of interest [10].
For a skewed dataset, spam workers are possible to give low error rates by giving all labels into the
majority class. For example, if the true label of most items are ‘3’, then those spam workers who give
‘3’ to all the items will be misclassified as high quality workers. Since in this case, the spam workers
do have low error rates. However, biased workers might show higher error rates when comparing to
the spam workers in this case. As an example, consider two workers with w1 as biased and w2 as
spam worker. Let a set of items which need to be labeled with true labels as [1, 2, 4, 4, 4, 4, 3, 4, 5, 5]
on the scale from 1 to 5. Assume the labels offered by w1 are [4, 4, 4, 4, 4, 4, 4, 4, 4, 4], and w2 provided
labels as [2, 3, 5, 5, 5, 4, 4, 5, 5, 5]. It can be seen that w1 has accuracy as 0.5, and w2 as 0.3. However,
we could obtain accuracy as 0.7 if we correct the labels from w2 via increasing his labels by 1 level
up.
In this chapter, we targeted at tasks with numerical labels for the items. A novelty bias
recognition approach is developed to iteratively de-bias the labels from biased workers. In addition,
a spam detection algorithm is adopted and tuned from existing literature to better recognize and
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remove spam workers here. By mapping the continuous rating scale into discrete ones, we also proved
the extensibility of the approach from discrete labeling tasks into continuous scoring problems.
We then present an integrated approach, which is based on spam removing and bias detection
algorithms, to give significant improvement on the quality of the consensus labels for the items.
Lastly, we optimize the number of workers for labeling tasks, while maintaining the quality of the
final consensus labels. As a result, the cost for crowdsourcing is able to be reduced with fewer
workers used for labeling.
The rest of the chapter is organized as follows: Section 3.2 presents the bias detection algo-
rithm in order to correct the labels offered by biased workers. Section 3.3 presents the spam removing
method which can be utilized to filter different types of spam workers among the crowd. Section 3.4
shows the way of how to optimize the number of workers. Section 3.5 gives an introduction of aggre-
gating algorithms used to obtain consensus labels, and presents the proposed Spam Removing and
De-biasing Framework (SRDF) to improve the quality of estimated labels. Experimental evaluation
and results are presented in Section 3.6. Section 3.7 presents the chapter summary.
3.2 Bias detection algorithm
Bias is defined as any tendency which prevents unprejudiced consideration of a question [115],
and it is common in the research process. Bias may be caused by personal preference, systematic
misleading, and lack of interest [75] in the crowdsourcing process. Directly using biased data would
greatly degrade the accuracy of the final results. However, the labels provided by biased workers
while crowdsourcing labeling tasks could be recoverable and valuable. It is possible to extract the
useful information – estimation of true label of the item from the biased answers. In order to de-
bias the labels collected from biased workers, it is desirable to first detect the bias behavior of the
labelers. For instance, assume the true labels for five different items should be {5, 4, 4, 4, 4}. The
biased worker w provide labels as {4, 3, 3, 3, 3}. If we de-bias the labels provided by w through
increasing one level to all answers from him, then the error rate becomes from 5/5 = 1 to 0/5 = 0,
and accuracy is 100%, which is defined as the percentage of labels that are correctly given.
Consistent and similar behavioral errors are evaluated as bias patterns, and it may be iden-
tified by comparing the labels obtained from workers with true labels. Bias is then reduced from
the labels given by the biased workers, whom with detected bias patterns.
The bias pattern is defined in our research as: for all the labels provided by worker w, if of
his/her labels for item i is consistently higher (or consistently lower) than the true label of the item,
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(a) Positive bias pattern (b) Negative bias pattern
Figure 3.2: Bias patterns
then we say the worker w has a bias pattern. There are two different types of bias pattern:
(i) Most of the worker’s answers are higher than the true labels, we call this pattern as “positive
bias pattern”;
(ii) Worker’s answers are lower than the true labels, which we call “negative bias pattern”.
Figure 3.2 gives an example for each of these bias patterns. From the definition of bias pattern, it
could be seen that unbiased worker does not mean that the worker gives labels exact same as true
labels. Instead, unbiased means they do not have fixed behavior pattern on the bias errors they
make. Figure 3.3 gives an example of comparing biased and unbiased worker. In Figure 3.3, the
small circles represent true labels, whereas the “+” sign is observed labels. Worker in figure 3.3(a)
has a positive bias pattern, whereas 3.3(b) has no bias pattern presented.
We propose the pattern detection approach to detect and measure bias pattern as the per-
centage of label values that lies within two standard deviations around the µ, which is differences
between the true labels and observed labels. Below we formalize the way to recognize the bias
pattern:
Suppose there are n different items labeled by worker w, for item i. True label of item i is
given as ti ∈ T , where T is the true labels set. O is the set of observed labels from w, where oi ∈ O








σ2 = E((O − µ)2) (3.2)
(µ− 2σ, µ+ 2σ) (3.3)
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(a) Example of biased worker (b) Example of unbiased worker
Figure 3.3: Comparison of biased and unbiased workers
where µ is the mean of the differences between observed labels from workers and true labels for
item. Interval (3.3) represents the width around the mean of the differences of the true labels and
observed labels within standard deviations. In statistics, if µ − 2σ calculated from equation (3.1)
and (3.2) is greater than 0, then we could say more than 95% of the difference values (diff(ti, oi))
are positive. In other words, more than 95% of the worker’s labels are higher than the true labels.
We state that this worker has a positive bias pattern with 95% confidence. Similarly, if the result
of µ + 2σ is negative, we have 95% confidence that the worker has a negative bias pattern. In real
application, the interval should be adjusted through heuristic experiments with best results, such
as tune the interval into (µ − σ, µ + σ). Figure 3.4 gives an illustration of the pattern detection
approach (take 95 percentage as example). The normal distributed curve is calculated diff(ti, oi)’s
for each worker. The red dotted line denotes the positive bias pattern condition, whereas the green
dotted line represents the negative bias pattern requirement.
Observed labels from the workers with negative or positive bias patterns should be de-biased
to give a better performance before applying aggregating algorithm. The approach of correcting
labels for biased graders varies on different data sets. The approaches for de-biasing might be
subtracting: a) min(diff(ti, oi)); b) max(diff(ti, oi)); c) median of (diff(ti, oi)) or d) average of
(diff(ti, oi)) from the observed labels. The most appropriate method for given application would be
determined through our experiments and formalized as experimental heuristics. In our research, the
median of diff(ti, oi), with ti ∈ T , oi ∈ O, is worked as bias to be subtracted from observed labels to
obtain the corrected/de-biased labels. The corrected labels are utilized to re-estimate the consensus
labels, and the newly computed estimated labels are again used for the de-biasing approach. The
iterations stop when the results converge.
47
Figure 3.4: Illustration of pattern detection approach: Red dotted line represents the case of positive
bias pattern, and green dotted line represents the case of negative bias pattern
3.3 Spam filtering
Before giving details about the spam removing approach, we will first show the categorization
of the crowd workers based on their behavior patterns. Afterwards, spam detection algorithm
proposed by Vuurens et al. [60] will then by tuned and adopted to recognize different types of spam
workers.
3.3.1 Worker categorization
Similar to [60] and [78], workers are classified into several different categories with respect
to spamming problem:
(1) Random Spammer : gives random labels for the items. This type of worker will change the labels
they give for items frequently, and they don’t have any behavior pattern.
(2) Uniform Spammer : provides same labels for most of the items. Uniform spammers have a
repeating labeling behavior pattern. For example, workers who always give B to most of the
items, or repeating “BC” label pattern are uniform spammers. Except for the case that true
labels follows this pattern, such as true labels are: B, C, B, C, B, C, then labels with uniform
“BC” pattern are no longer spammers.
(3) Sloppy Worker : this type of worker offers low accuracy labels. However, they neither give totally
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(a) Random spammer (b) Uniform spammer (c) Sloppy worker
Figure 3.5: Examples of random spammer, uniform spammer, and sloppy worker
random labels, nor have repeating label pattern. They might be malicious workers that always
give incorrect labels, and avoid being detected as spammers (random or uniform) at the same
time. It is also possible due to the workers who lack domain knowledge for labeling task.
(4) Proper Worker : after eliminating spammers, the remaining are proper workers. This type of
workers have domain knowledge and provide high quality labels for items. They will follow the
criteria of labeling task and take efforts to label the items. We define biased workers among the
proper worker group. That means, a proper worker is either a biased worker or an un-biased
worker.
Figure 3.5 gives examples of different types of spammers. Assume the label scale is from 1
to 6. The small circles represent the true labels, whereas the triangle signs in the figure show the
labels given by the workers. X-axis in the figure represents different items, and y-axis is the label
scale. Example of random spammer is given in figure 3.5(a), where worker randomly chooses labels
from the scale for each item. Uniform worker shown in figure 3.5(b) presents label pattern as “3, 4”.
Whereas sloppy worker in figure 3.5(c) offers low quality labels, and no repeating label pattern is
detected.
Both proper workers and sloppy workers are ethical workers, which are those who take time
and efforts for the task and trying to give meaningful labels. Sloppy workers are possible to convert
to random or uniform spammers. As an example, if an ethical worker from business school, who does
not have programming knowledge, tries to grade students′ assignments from computer programming
class, he might be a sloppy worker. However, after some time, he may be tired of the vain attempts,
and he decides to give random grades. Now he is transformed into a random spammer.
Based on the classification of the graders, our goal is to detect and remove the random
spammers, uniform spammers and sloppy workers, which will enable to improve the performance
of final consensus results. After filtering the spammers, some new workers may be included for
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replenishment.
3.3.2 Spam detection algorithm
In order to remove the different types of spammers from the workers group, spam detection
algorithm proposed in [60] will be adjusted and adopted in our research.
(1) Random Spammer Detection: Random spammer is defined as the worker who has mean square
error larger than a predefined threshold. Thus, for separating random spammers, theRandomSep
function based on average squared error is used. By setting a threshold for RandomSep function







where εr is the error which represents the ordinal difference between a given label and the
true label (or estimated true label). For example, assume workers are based on ordinal scale:
{A,B,C,D, F}, which A→ 5, B → 4, C → 3, D → 2, F → 1. A worker provides C for an item,
with the true label as A, thus εr = −2. |V | is total number in the collection of all the labels
offered by each worker.
Utilizing RandomSep to detect random spammers can be validated as following: according
to Dawid and Skene [46], even though proper workers sometimes make errors, their error labels
will be on the diagonal of true labels. For instance, there is a set of items, which with label
scale as {A,B,C,D, F}, is graded through crowdsourcing, and true labels are already known.
Comparison is then done between the observed labels and true labels. Assume there are totally
10 items with true labels as “A”, and labeler i correctly answered 7 of them and mistakenly
provides labels as “B” for the remaining three items. Thus i has the accuracy as 0.7, and error
rate 0.3 for providing “B” to items with true label as “A”. Similarly, for items with true grades
as “B”, the worker might have a 0.6 accuracy, and different error rates to give labels as “A”
and “C” for the remaining items respectively. This is so called err on diagonal of true labels.
Table 3.1 shows this proper worker example. The worker has high accuracy and usually provide
wrong labels up or down one level of the truths even when they make errors. Different from
proper workers, random spammers may give any labels regardless of the true grades such as F
for an item whereas true label should be A.
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TABLE 3.1
Example of proper worker with err on diagonal of true labels
Observed Labels A B C D F
True Labels A 0.70 0.30 0.00 0.00 0.00
B 0.30 0.60 0.10 0.00 0.00
C 0.00 0.00 0.80 0.20 0.00
D 0.00 0.00 0.40 0.50 0.10
F 0.00 0.00 0.00 0.30 0.70
(2) Uniform Spammer Detection: In order to detect uniform spammers, which present repeating




|s|2 · (f − 1)2 · ε
θ
(3.5)
where S is a collection of all possible n-tuples from available labels within a predefined range
of lengths. For example, if the available labels set is: {1, 2, 3}, and predefined range of length
is {2}. S then is {(1, 2), (1, 3), (2, 3), (1, 1), (2, 2), (3, 3), (2, 1), (3, 1), (3, 2)}. s ∈ S are matched
within the ordered sequence of labels provided by each worker. |s| is the length of s, and f is
the frequency of s within the worker’s labels. ε is the number of labels that are not same as the
true labels within all matches of s.
Similar to random spammers, by setting up a threshold for UniformSep, uniform spam-
mers can be classified. If a worker’s UniformSep is greater than the predefined threshold,
then this worker is detected as uniform spammer. Otherwise, the worker does not belong to
uniform spammer group. The UniformSep used in this research has been tuned according to
experimental heuristics, comparing to algorithm in [60]. Instead of using ε2, ε is used here. By
utilizing ε, we are able to set threshold as 1 for removing uniform spammers, whereas ε2 requires
changing the threshold value every time when running the simulated experiments. Since each
worker is assumed to label in the range of 4 to 10 items, so the best lengths are 2, 3, which
means LENGTHS = {2, 3}. θ = 15|Reviews||LENGTHS|. |Reviews| is the number of items
each worker reviewed.
(3) Sloppy Worker : : Sloppy workers are different from random and uniform spammers, they don’t
have fixed behavior patterns. After detecting and removing random and uniform spammers, it
is much easier to separate sloppy workers from proper labelers. Since sloppy workers usually
produce poor quality labels, it is reasonable to create a threshold for accuracy, which is the
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percentage of correct answers given, for workers to filter them out. Labelers′ accuracy under the
threshold are considered as sloppy workers. For instance, the threshold might be set as 0.6 to
filter the sloppy workers. Labelers, with accuracy lower than 0.6, will be considered as sloppy
workers and removed from the crowd.
Initially the approach proposed by Vuurens et al. [60] is designed for categorical (discrete)
data type such as relevance judgement for IR-system. We have adjusted and tested with the con-
tinuous data, and proved it is applicable to numerical labeling scale tasks. Consider the example of
grading on continuous scale from 0 to 100. To detect spammers by using the proposed algorithm,
the labels ∈ [0, 100] can be first converted to ordinal categorical scale, such as {A,B,C,D, F}.
After removing the spammers (including sloppy workers) and adding new proper workers, original
numerical labels could then be aggregated into consensus labels.
3.4 Reducing the number of workers
After removing the spammers, new workers are needed to be included for replenishment. In
general, the number of new workers added has two different options:
(1) Same number of new workers be added as the removed workers. In this case, each item which
need to be graded has a predefined number of workers (e.g. 5 labels each item).
(2) Define a threshold n for the number of workers required for each item, which is usually less than
the initial number of workers per item. That means, every item should be labeled by at least
n labelers. This approach gives the possibility of adding less workers after filtering spammers.
Consider a labeling process that 10 workers are employed to evaluate each item initially. Let the
item with least number of workers as i after removing spammers, and the amount of worker for i
is 6. Threshold n was set as 4. In this case, no new labeler is required to be included. Comparing
to the first option, in which at least 4 new workers have to be added, setting threshold approach
need less new labelers.
In crowdsourcing systems, balance should be maintained between the accuracy of results
and the cost for labeling, which means get as accurate answers as possible within the budget for
labeling. The requirement for the accuracy of results may vary with situations:
(a) The budget is fixed and limited, and get labels with as less cost as possible. The accuracy of
the labels should also be as accurate as possible, but a certain range of errors are allowed. As
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Algorithm 3.1 Reducing the number of workers by setting threshold for labels for each item
Input: A set of items S = {s1, s2, , sn}, initial graders set U , and initial number of labels for each item as
m, the set R which consists of the remaining number ri of labels for each item si, and the threshold t
for the number of labels required for each item after removing spammers.
Output: The number of new proper workers x.
1: {Initialization}: set x = 0, and G′ = φ
2: for each si ∈ S do
3: Set gi = t− ri
4: if gi > 0 then
5: G′ = G′ ∪ {gi}
6: end if
7: end for
8: while G′ 6= φ do
9: Let increment = max(g′i), g
′
i ∈ G′
10: x = x+ increment
11: update G′:
12: Random selection one g′i == increment, let G
′ = G′ − {g′i}
13: Random Select m×|S||U| items from G
′, denoted as G′j
14: for each selected g′j ∈ G′j do
15: Let g′j = g
′
j − 1
16: if g′j = 0 then





an example, grading students’ homework in computer programming class.
(b) Get as close as possible to true labels regardless of the cost. In this case, errors are intolerable
which means a small error could cause the disaster such as medical disease diagnose process.
Most crowdsourcing cases fall into first category since reducing the cost for human intelligence
tasks is the most outstanding feature of crowdsourcing. Thus it is necessary to analyze the possibility
of adding fewer new labelers to reduce the cost. Defining the threshold for the number of labels for
an item gives the chance to reduce the number of workers. The formalization of the worker reduction
problem is as follows:
Assume the initial amount of workers who evaluated each item is m, S is the set of n
items (S = {s1, s2, ..., sn}), and U is initial workers set. |S| is the number of total items. The
threshold defined for the number of labels of every item is t. Thus each worker is able to evaluate
(m× |S|)/|U | items. After removing spammers, the remaining number of labels for item si is ri ∈ R
(R = {r1, r2, ..., rn}).
gi =

0, if (t− ri) ≤ 0;
t− ri, otherwise
i = 1, 2, ..., n (3.6)
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where gi is the number of required labels from new workers. Assume G
′ is the set consisting of
gi 6= 0, i = 1, 2, ..., n. The number of new workers x need to be added is calculated in the following
process:
(1) Initialize x = 0;
(2) If G′ 6= φ, exit the process. Otherwise, make increment = max(g′i), g′i ∈ G′ and x = x +
increment;
(3) Update set G′: a) Remove g′i which equals to increment from G
′. If more than one g′i is same
as increment, random select one and remove it; b) Randomly select (m× |S|)/|U | items from G′,
update g′i = g
′
i− 1 for all selected g′i ∈ G′. If updated g′i = 0, remove this item from G′. Repeat
this step for increment times;
(4) Repeat step 2 and 3 until G′ = φ to exit the process. Finally, we could get the number of new
workers get included equals to x.
Algorithm 3.1 shows this process to optimize the number of workers.
3.5 Integrated approach for aggregating crowdsourced labels
The proposed Spam Removing and De-biasing Framework (SRDF) integrates the bias de-
tection and spam filtering algorithms discussed in Section 3.2 and Section 3.3 in the process of
aggregating the answers collected from repeated labeling. The purpose is to achieve consensus re-
sults with high quality. The aggregating approach used in this chapter can be grouped into two
categories:
(1) Vancouver algorithm: It is an extension of the iterative learning algorithm developed in [38],
and more discussions about it are given in [7]. To the purpose of easier referring, we use the
name proposed in [7] which is “Vancouver” for this approach. The Vancouver algorithm leans
the variance of worker provided labels, by comparing the observed labels to the estimated true
labels. The inversion of the variance is then utilized to weight the labels provided by each worker
in order to obtain the consensus results.
(2) Baseline algorithms including a) average, and b) median approach. Baseline algorithm is a
simple, yet reasonable method that is applied to establish minimum expected performance on
a data set [116]. The baseline algorithms fail to take into account workers’ reliability while
aggregating the observed labels. They assume that each worker has the same trustworthiness.
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We present the brief introduction of these two types of aggregating algorithms in Section 3.5.1.
Section 3.5.2 then gives details about the integrated SRDF approach to obtain the desired consensus
labels for items.
3.5.1 The aggregating algorithms
3.5.1.1 Basics of Vancouver algorithm
Vancouver algorithm measures worker’s labeling accuracy, and takes into account the weight
of each worker while aggregating collected labels, we are extending this approach for our framework.
The weight of a worker reflects the reliability of him, and higher weight denotes that a worker’s label
has the larger possibility to be chosen as estimated truth. In Vancouver algorithm, each worker’s
labeling accuracy is measured by comparing the labels assigned by him, with the labels given by
other workers to the same submission [7]. It gives more weight to the input of workers with higher
measured accuracy. In particular, the Vancouver algorithm suggests that worker’s accuracy can
be measured through his variance, which is calculated by comparing the observed labels, which is
offered by workers, to the consensus labels. For example, if the calculated consensus labels for items
s1, s2, s3 are 75, 80, 90, on the scale from 1 to 100, whereas the labels provided by worker i for these
items are: 80, 90, 85. Then the variance for this worker is: [(80− 75)2 + (90− 80)2 + (85− 90)2]/3 = 50. In
aggregating process, the labels provided by worker i could be weighed in proportion to 1/vi , where
vi is worker i
′s variance.
The algorithm proceeds in iterative fashion, using consensus labels to estimate the labeling
variance of each worker, and using the information on each worker variance to compute more precise
consensus results. The approach proposed that the review relations between workers and items
could be seen as a graph. The nodes are the workers and the items from the labeling task. Figure
3.6(a) shows a labeling network represents the review relation between the workers and items. Each
worker is responsible for multiple items, and every item is also labeled by multiple workers. For
example, Worker1 evaluated two items: Item1 and Item2. Whereas Item3 was labeled by Worker2
and Worker3. Figure 3.6(b) transforms the network into a graph presentation, with circle nodes
represent workers and square nodes are items.
The algorithm may be formalized as: We denote by U the set of workers, and by S the
set of items to be labeled. We let G = (T,E) be the graph encoding the review relation, where
T = S ∪ U and S ∩ U = φ, and where (i, j) ∈ E iff j reviewed i; for (i, j) ∈ E, we let gij be the
labels assigned by j to i. We denote by ∂t the 1-neighborhood of a node t ∈ T : a) If t is worker
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(a) Labeling network: numbers on connec-
tions are the labels given by workers
(b) Review relation graph: O represents
workers (W: worker),  are items, numbers
on arrows are labels provided by workers
Figure 3.6: Graph representation of the review relation between workers and items
node, items evaluated by t are ∂t, and b) If t is item node, workers who graded t are ∂t.
The algorithm proceeds by updating estimates of:
(1) variance vj of worker j ∈ U ,
(2) ci of the consensus label of item i ∈ S, and
(3) vi of the variance of item i with which ci is known.
To produce these estimates (vj , ci, vi), the algorithm relies on messages M = {m1,m2, ...},
with each message m = (l, x, v) consisting of a source l ∈ S ∪ U , a value x, and a variance v. We
denote by Mi, Mj the lists of messages associated with item i ∈ T or worker j ∈ U . Given a set M












The best estimator E(M) we can obtain from M , and its variance var(M).
Take Figure 3.6(b) as an example to illustrate the algorithm. G is the graph showed in the
figure. The set of workers U = {W1,W2,W3}, and item set S = {Item1, Item2, Item3}. In order to
estimate variance for each worker, consensus label and variance for each item, a list of messages are
created. The messages can be divided into two categories:
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(1) Messages for workers: each worker is associated with a set of messages, with one message for each
item he graded. For instance, Worker1 should have a set of messages M1 which consist of two
separate messages. Each message m corresponds to the item evaluated by W1: m = (i, gˆi, vi),
where i represents submission i which is graded by W1, gˆi is the consensus label calculated for
item i, and vi is the estimated variance of item i. Thus M1 = {(1, gˆ1, v1), (2, gˆ2, v2)}.
(2) Messages for items: each item is associated with a set of messages, with one message for every
worker who evaluated it. For example, Item1 would have a set of Messages M ′1 which contains
two different messages. Every message m′ correlates to the worker who labeled Item1: m′ =
(j, g1j , vj), where j is the worker who evaluated Item1, g1j is the label given by worker j to
Item1, and vj is the variance of worker j. Thus, M
′
1 = {(1, 4, v1), (2, 2, v2)}.
The details of the process are shown in Algorithm 3.2 [7]. The input is the graph which
represents the review relations between workers and items, and the labels given by the workers
for each item (observed labels). The output of the algorithm is an estimation of the true label
(also called consensus labels) for every item. K is the number of iterations of the process, which
should be large enough until the worker’s variance results converge. Lines 2-4 initialize the messages
associated with items using the label assigned by the workers, and a constant variance as initial
value. All the workers′ variance in item message lists are initialized with 1. Lines 7-9 initialize the
messages correlated to workers as φ. Lines 10-14 propagate the best estimate available on item labels
and variances, from item to labelers who graded them. It updates the messages list for every worker.
Similarly, lines 16-23 propagate the label for the item from labeler, and the worker’s variance, from
workers to items reviewed by them. These steps are used to re-estimate the variables in messages
list for each item. The final aggregation in lines 26-28 aggregates the information from workers,
including labels and variance, into the estimation of labels (consensus labels) for items.
As an example, the process to calculate the consensus labels for items in Figure 3.6(b) is as
follows:
(1) Initialize the messages list Mi associated with every item i: M1 = {(1, 4, 1), (2, 2, 1)},M2 =
{(1, 3, 1), (3, 4, 1)},M3 = {(2, 4, 1), (3, 5, 1)}.
(2) Update messages list Mj associated with every worker with information in Mi: Worker1 eval-
uated Item1 and Item2, thus his messages list should have two m′s. M1 for Worker1 equals to{(










= {(1, 3, 1),
(2, 3.5, 0.25)}. Similarly, M2 and M3 could be calculated for Worker2 and Worker3.
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Algorithm 3.2 The basic Vancouver algorithm [7]
Input: A review graph G = ((S ∪ U), E) such that |∂t| > 1 for all t ∈ S ∪ U , along with {gij}(i,j)∈E , and
number of iterations K > 0.
Output: Estimates qˆi for i ∈ S
1: {Initialization}
2: for all i ∈ S do
3: Mi := {(j, gij , 1)|(i, j) ∈ E}
4: end for
5: for iterationk = 1, 2, ...,K do
6: {Propagation from items}
7: for all j ∈ U do
8: Mj := φ
9: end for
10: for all i ∈ S do
11: for all j ∈ ∂i do
12: Let M−j = {(j′ ∈Mi|j′ 6= j)} in Mj := Mj ∪ ((i, E(M−j), var(M−j))
13: end for
14: end for
15: {Propagation from workers}
16: for all i ∈ S do
17: Mi := φ
18: end for
19: for all j ∈ U do
20: for all i ∈ ∂j do





26: for all i ∈ S do
27: qˆi := E(Mi)
28: end for













= {(1, 4, 0.625), (2, 2, 0.625)}. M2 and
M3 can also be calculated for Item2 and Item3 in same way.
(4) Repeat step 2 and 3 K times so that the results for vi and vj converge (no longer change).
(5) Finally, estimated true labels are able to be obtained for item i through calculating E(Mi)
(equation 3.7).
3.5.1.2 Baseline aggregating algorithms
Baselines models are provided to compare with proposed methodology. There are two preva-
lent baseline aggregating algorithms used in this research: average algorithm (AVG), and median
algorithm (MED). AVG is a very basic algorithm while aggregating the observed labels into consen-
sus labels. AVG algorithm is a non-iterative way to estimate final labels, and it does not take into
account the workers′ reliability or expertise. It just simply averages the labels each item received to
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get the consensus labels. As an example, if the item i received labels {80, 75, 90, 88} from different
workers through crowdsourcing systems, then the consensus label obtained for the item through
AVG is: (80+75+90+88)4 = 83.25.
Median algorithm take the median value among the observed labels for one item as consensus
result. Assume item i obtained labels from crowd as {90, 85, 60, 82, 90}, then the consensus label
is 85. If the observed labels are {90, 85, 60, 82}, the estimated label for the item is calculated as
(85+82)
2 = 83.5.
The reason to use both AVG and median baseline approaches is to handle different distri-
butions of labels obtained from crowd workers: AVG is more applicable when observed labels have
normal number distributions, which has a low amount of outliers. Whereas median algorithm is
more suitable for skewed observed label distributions.
3.5.2 Spam removing and de-biasing framework (SRDF)
In order to get consensus labels as close as possible to labels given by experts, this research
develops a crowdsourcing framework SRDF (Spam Removing and De-biasing Framework), which
combines the spam detection and removal algorithm with the proposed bias correction approach.
Compared to the existing work, which fails to distinguish the correctable errors, which are made
by biased workers, from the true errors, which are shown within the labels from spammers, the
proposed SRDF recognize spam and biased workers separately. Additionally, we propose to reduce
the number of workers by setting a threshold for the minimum amount of labels required for each
item. The SRDF framework is shown in Figure 3.7, and the details of the approach is described as
follows:
(1) Items distributed to workers for labeling : Randomly select workers for the labeling task. Each
item is required to be reviewed by a specified number of workers (e.g. 6 workers per item).
(2) Apply spam detection algorithm: Spam detection algorithm is used to analyze the observed
labels collected from step 1 to detect random and uniform spammers. The workers recognized
as spammers are then rejected and their labels are removed from the observed label set. After
filtering these two types of spammers, and before removing sloppy workers, de-biasing algorithm
is utilized to correct the biased labels. It is designed to prevent mistakenly removing useful
biased workers as sloppy workers. Consider the following case: Assume worker w provides
grades {A,B,B,A,B} for a subset of items, whereas the true labels should be {B,C,C,B,C}.
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Without de-biasing process, the workers will be removed as sloppy worker since his accuracy is
0. However, by correcting the given labels one level up, we could obtain high quality results
from worker w. Finally, sloppy workers are removed according to their accuracy.
(3) Add new workers: In order to replenish the rejected workers, some new reviewers need to be
incorporated into the worker group. New reviewers are added according to different settings
of required number of workers. If the new workers are also spammers recognized by the spam
detection algorithm, keep on adding until enough proper workers.
(4) De-bias workers′ labels: Bias detection approach is utilized to recognize bias patterns for the
workers. Bias is then reduced from the labels by subtracting the median diff(ti, oi) from the
observed labels for the biased workers.
(5) Get consensus labels: Finally, AVG and Vancouver algorithm are applied to get the consensus
labels from aggregating the de-biased results obtained from step 4.
3.6 Experimental analysis for SRDF methodology
This section presents experimental analysis for the proposed SRDF approach on the simu-
lated data sets. We show the influence of spam worker filtering algorithm and bias detection method
on the consensus results separately, and then the integrated approach SRDF which combines these
two approaches is tested and presented on the synthetic dataset. Standard deviation, correlation
coefficient and root mean square error are used as the metrics for evaluating the experimental results.
Section 3.6.1 presents the datasets and evaluation metrics for conducting the experiments. All the
results performed on the dataset and their analysis are presented in Section 3.6.2.
3.6.1 Experimental setup
3.6.1.1 Evaluation metrics
There are many different measures, which are used for the labeling problem with numerical
scales, such as precision, recall, and Pearsons correlation, etc. [5, 7, 60] In our research, standard
deviation (σ), correlation coefficient (ρ) and root mean square error (RMSE) [7, 117] are used to
measure the performance of the proposed frameworks. These measurements are able to evaluate
how close the estimated labels compare to the true labels on the continuous scale, and they are
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Figure 3.7: Spam removing & de-biasing framework (SRDF)




E[(Yˆ − µ)2] (3.9)
µ = E(Yˆ ) (3.10)
ρY,Yˆ =
COV (Y, Yˆ )
ρY ρYˆ
(3.11)






where E(Yˆ ) is the expected value of Yˆ , and Yˆ is consensus labels (estimated labels). ρY,Yˆ is the
correlation coefficient of consensus labels Yˆ with true labels Y . COV (Y, Yˆ ) is the covariance of true
61
values and consensus labels. In 3.13, yˆt is the consensus label for item t, and y is the true value for
t.
3.6.1.2 Description of datasets
To test the proposed methodology, simulations about the labeling process were used to create
the simulated data set. The way of conducting the simulations are derived from the patterns and
discoveries of the work in [46] and [10], which are both based on real world applications and data.
There are totally 50 workers and 50 items generated for the experiments. The simulation process is
as follows:
(1) Generate a set of items: The item set which needs to be labeled with true quality based on
discrete label scale: {A,B,C,D, F}, which is same as {5, 4, 3, 2, 1}. The categorical true quality
ci of item i we assumed was normal distributed with standard deviation of 1.0. Randomly
generate a number r from the dustribution, if r ∈ [µ − 2σ, µ + 2σ], we assume ci uniformly
distributed on {B,C,D}. If r < µ− 2σ, then ci = F , otherwise ci = A.
After getting categorical true label, the continuous true label qi which is on [50, 100] scale
needs to be created for each item corresponding to ci. The relationship between ci and qi is:
qi ∈

[90, 100], if ci = A
[80, 90), if ci = B
[70, 80), if ci = C
[60, 70), if ci = D
[50, 60), if ci = F
(3.14)
qi = 55 + (ci − 1) · 10 + ∆i (3.15)
Equation 3.15 shows the way to get qi for each item, in which ci ∈ {5, 4, 3, 2, 1} while calculating,
and ∆i is normal distributed with µ = 0.0, and within the range of [−5, 5]. There are totally 50
submissions created.
(2) Generate a set of workers: Assuming the initial fractions of random spammers, uniform spam-
mers and sloppy workers are all equals to 0.1. Among proper workers, the ratio of biased
workers is 0.2. Proper workers′ accuracy acc should be between 0.5 and 0.9, and sloppy worker’s
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acc ∈ [0.2, 0.4]. Both of them are assumed to be normal distributed. We consider 50 workers for
the simulation, with each worker labeling a required number of items.
While labeling, both categorical and continuous label should be provided for each item.
Suppose dij and gij is the categorical and continuous label for item i from worker j, respectively.
For random spammer, dij is randomly selected from {A,B,C,D, F}. Uniform spammer is set
to have a fixed grading pattern, which means repeatedly gives same labels. To simulate sloppy
worker, we randomly give label dij one level up or down of ci. For example, if ci is B, then
randomly select from {A,C} as dij . If the biased worker err while grading, dij has to be:
dij =

ci − 1, if j has negative bias pattern
ci + 1, if j has positive bias pattern
(3.16)
The continuous label gij is calculated based on dij :
gij = 55 + (dij − 1) · 10 + ∆ij (3.17)
where ∆ij has normal distribution with mean 0 and standard deviation 1, and it should be in the
range [−5, 5]. However, if the biased worker’s dij is same as ci, it is necessary to make sure the
generated gij greater than qi if worker j has positive bias pattern, or gij less than qiif negative.
3.6.2 Experimental results and analysis
The simulation process has an iteration of 100 runs to get more general and convincing results
on all the three evaluation metrics. We assume initially each submission is reviewed by 6 graders.
Section 3.6.2.1 presents the experiments which explore the influences of bias detection algorithm
with different number of workers for each item. Vancouver aggregating approach is utilized to obtain
the consensus results. In other words, we detect the biased workers and correct their labels using
the proposed bias detection algorithm. The corrected labels along with other remaining observed
labels are aggregated to obtain consensus labels by using Vancouver algorithm. This framework is
denoted as MVD (Methodology with Vancouver & De-biasing). The comparisons of the results by
applying MVD and other baseline approaches are also given in this section. Section 3.6.2.2 presents
the influences of different types of spam workers on the quality of obtained consensus labels. The
experimental results for SRDF are presented in Section 3.6.2.3.
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TABLE 3.2
Results of metrics (ρ, σ, and RMSE) for different number of workers with MVD framework: Nw
represents the number of workers, k is the shape factor of Gamma distribution (k = 2, 3).
MVD
k=2 k=3
ρ σ RMSE ρ σ RMSE
Nw = 4 0.94 0.29 0.31 0.80 0.74 0.77
Nw = 5 0.96 0.21 0.22 0.86 0.57 0.62
Nw = 6 0.98 0.17 0.18 0.92 0.42 0.52
Nw = 7 0.99 0.12 0.13 0.95 0.31 0.47
Nw = 8 0.99 0.10 0.11 0.96 0.27 0.41
3.6.2.1 Experimental results for MVD and baseline models
Four different models for estimating true labels are analyzed here, and they are denoted as:
AVG, MED, BASIC, and MVD.
(1) AVG model represents the average model. It uses the AVG aggregating algorithm to estimate
the consensus labels.
(2) MED model represents median model. Median algorithm is utilized to aggregate the observed
labels into consensus labels in this model.
(3) BASIC model utilizes Vancouver algorithm as aggregating algorithm, however, without applying
de-biasing process. BASIC is essentially the Vancouver approach used in [7].
(4) MVD model stands for method with bias detection and correction, and Vancouver as aggregating
algorithm.
(I) Experimental results with different number of workers for each item on MVD
When crowdsourcing the labeling tasks, each item is required to be evaluated by multiple
workers. The common number of workers employed per item in much research [5,7,60,81] is around
5 or 6. In order to find out the most appropriate number of workers in our MVD approach, we
conduct experiments with different number of labelers. The synthetic data set is simulated for 100
runs. Table 3.2 gives the results for three evaluation metrics ρ, σ, and RMSE by applying MVD
framework. Five different settings for the number of workers are tested: 4, 5, 6, 8, and 10. Three
metrics (ρ, σ, and RMSE) are reported as the average over the 100 runs. To give better illustration
about the influence of workers′ number per item to final results, we apply the MVD approach with
more different cases. The results are shown in Figure 3.8. The worker size varies from 3 to 12 for each
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(a) Correlation coefficient (b) Standard deviation (c) Root mean square error
Figure 3.8: Results for metrics with different number of workers: x-axis is number of workers/item
(Nw), y-axis represents the value of calculated corresponding metric.
item. It is observed that before the point with Nw = 6, the performance of all the three measures
changes greatly. After this point, the values of the metrics varies slightly, and almost remains stable
with Nw ≥ 7. While having 11 to 12 worker review each item, ρ approaches to 1 (0.996). The
ranges in which the evaluation metrics vary are [0.92, 0.996], [0.09, 0.43], and [0.10, 0.44] for ρ, σ and
RMSE respectively.
Best results could be obtained by setting the number of workers as 10 in Table 3.2, which is
the maximum Nw among all the settings. However, more workers result in more cost for employing
them. In order to compare our methodology with basic Vancouver algorithm, we require each item
be reviewed by 6 workers as Alfaro and Shavlovsky proposed in [7]. In addition, Nw = 6 is able to
yield acceptable accuracy as shown in Table 3.2 and Figure 3.8.
(II) Experimental results for MVD & baseline models
In this section, AVG model and MED model are worked as baseline models, which are simple
but reasonable models to establish minimum expected performance on data sets [116]. The synthetic
data is simulated for 100 runs, and the evaluation metrics are then reported as the average over these
runs as before.
Figure 3.9 shows the evaluation metrics calculated for the first 20 simulation runs, with
shape factor k=2 of the Gamma distribution, for different models. Figure 3.9(a) presents the results
of σ, ρ, and RMSE for AVG, MED, BASIC and MVD models. The line with small “o” is the
outcome for AVG model, and results for MED model are shown on square marked line. The green
line with “+” sign and the blue line with triangle marker represent the results for BASIC and MVD
model separately. To show the difference between BASIC and MVD model, we give more detailed
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TABLE 3.3




ρ σ RMSE ρ σ RMSE
AVG 0.812 0.690 0.697 0.619 1.255 1.269
MED 0.890 0.496 0.522 0.779 0.819 1.106
BASIC 0.977 0.201 0.207 0.913 0.425 0.431
MVD 0.982 0.173 0.179 0.920 0.413 0.410
(I) Standard Deviation (II) Correlation Coefficient (III) RMSE
(a) Evaluation metrics results on synthetic data for four models for 20 runs
(I) Standard Deviation (II) Correlation Coefficient (III) RMSE
(b) Evaluation metrics results on synthetic data for BASIC & MVD for 20 runs
Figure 3.9: Standard deviation, Correlation coefficient and RMSE for different models on synthetic
data for 20 runs (k=2)
figures in Figure 3.9(b).
From Figure 3.9(a), we could see that AVG model gave the worst results for all the three
evaluation metrics, whereas MVD has the best results among the four different models. The ordered
sequence of the accuracy for the models based on the metrics are: MVD > BASIC > MED >
AV G. To further investigate the improvement of MVD model compared to other models, we run
100 simulations on all the four models. The averaged results are shown in Table 3.3.
The experimental results presented in Table 3.3 are consistent with Figure 3.9, in which MVD
model are the most outstanding among all the models. All the three metrics we selected are improved
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TABLE 3.4
Results for BASIC and MVD model with increased biased workers (k = 2, and Nw is the number of
workers per item)
Nw = 6
Num. of biased workers
9 12 24 28
ρ
BASIC 0.984 0.977 0.968 0.971
MV 0.988 0.982 0.99 0.995
Impr(%) 0.40% 0.30% 2.27% 2.47%
σ
BASIC 0.177 0.225 0.223 0.246
MVD 0.149 0.193 0.137 0.0997
Impr(%) 15.82% 14.22% 38.57% 59.47%
RMSE
BASIC 0.179 0.225 0.438 0.451
MVD 0.153 0.197 0.154 0.1
Impr(%) 14.53% 12.44% 64.84% 77.83%
for the consensus results after applying BASIC model compared to baseline models – AVG and MED
model. After de-biasing, which means applying MVD, there is further improvement compared to
BASIC approach. As an example, if standards deviation has 71% improvement comparing BASIC
with AVG, and 14% improvement comparing MVD with BASIC, then approximate 75% improvement
is given comparing MVD with AVG model. The correlation coefficient, standard deviation, and
RMSE can be up to 0.982, 0.173 and 0.179 by applying MVD method.
Figure 3.10 presents the percentages of improvement for the metrics by comparing the results
of the four models, which is calculated from Table 3.3. Figure 3.10(a)(I) and Figure 3.10(b)(a) show
the enhancement obtained for the evaluation metrics from comparisons of BASIC with AVG model,
and BASIC with MED model, with shape factor equals to 2 and 3. In our experiment, we are able
to improve ρ up to around 20%, reduce the σ by 70%, and lower the RMSE by 69% by utilizing
BASIC approach, in contrast to baseline models. Although there is only small improvement (0.6%)
while comparing MVD with BASIC method, we could reduce error on RMSE by 15%, and σ by
around 16%.
By taking into account workers′ bias pattern, we could obtain significant gains in accuracy.
To prove the importance of de-biasing the workers, we increase the number of biased workers in our
data set. Table 3.4 shows the results of three selected metrics results and percentage of improvement
comparing MVD with BASIC approach. As results presented, the more biased workers, the better
improvement we could get by using the MVD model. For example, by having more biased workers,
we are able to reduce the RMSE from 15% to 78%. The reason is that more workers with a bias
pattern means less of them make random error, and as a result, more accurate labels could be
obtained after de-biasing the workers.
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(I) Improvement of Results Comparing
(BASIC vs AVG) & (BASIC vs MED) (II) Improvement of Results Comparing MVD vs BASIC
(a) Percentage of improvement by comparing results of different models with k = 2
(I) Improvement of Results Comparing
(BASIC vs AVG) & (BASIC vs MED) (II) Improvement of Results Comparing MVD vs BASIC
(b) Percentage of improvement by comparing results of different models with k = 3
Figure 3.10: Improvement (%) of results comparing different models
3.6.2.2 Experimental results for SRDF methodology
In Section 3.6.2.1, the Vancouver algorithm integrated with bias detection approach, which
is MVD, has been analyzed. Here, the experimental results is presented, for combining both spam
removing and bias detection approaches into Vancouver algorithm, which is proposed SRDF method-
ology. The simulation process has an iteration of 100 runs to get more general and convincing results
on all the three evaluation metrics. We assume initially each item was reviewed by 6 workers.
(I) Influences of different types of spammers
To check the impact of different types of spammers to the final consensus labels, we change
the proportion of the spammer groups. For inspecting random spammers, we set the ratios of
uniform spammer and sloppy worker both to 0. Increasing the proportion of random spammers
from 0.1 to 0.9 with 10% increasing rate. In order to check uniform spammers and sloppy workers,
similar processes have been conducted. The results are presented in Figure 3.11.
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(I) Standard Deviation (II) Correlation Coefficient (III) RMSE
(a) Impact of random spammers on consensus labels
(I) Standard Deviation (II) Correlation Coefficient (III) RMSE
(b) Impact of uniform spammers on consensus labels
(I) Standard Deviation (II) Correlation Coefficient (III) RMSE
(c) Impact of sloppy workers on consensus labels
Figure 3.11: Improvement (%) of results comparing different models
Figure 3.11(a) represents the calculated metrics while increasing the percentage of random
spammers. Two solid lines one with small circles and the other with squares show σ, ρ, and RMSE
results for AVG and MED model respectively. The dotted line with triangles represents Vancouver
approach. The performance of all these three models decreases with the increasing population of
random spammers. It could be seen that the model with Vancouver algorithm gives most accurate
results compared to the baseline models, due to the fact that it takes into account the weight of
each worker. Higher value on correlation coefficient means better accuracy, which is different from
standard deviation and RMSE. Thus ρ calculated on Vancouver approach is larger than AVG and
MED. The impact of uniform spammers and sloppy workers are quite similar to random spammers:
the more spammers included, the worse performance of the models.
(II) Analysis of changing the order of spam filtering and de-biasing process
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TABLE 3.5
Results for different orders of spam filtering and de-biasing components
Order of Two Components σ ρ RMSE # Proper Workers Added
Spam Filtering + De-biasing 2.06 0.97 2.21 21
De-biasing + Spam Filtering 3.35 0.94 3.48 13
Optimal Order 2.01 0.97 2.15 15
To test the effect of changing the order of utilizing spam filtering and de-biasing algorithm,
simulations were run for the following proportion settings: Random spammers = 0.1, Uniform
spammers = 0.1, Sloppy worker = 0.1, and Biased worker = 0.2. MED approach is utilized as the
aggregating algorithm, and assuming full replenishment is used. That means, same number of proper
workers are required to be added as the number of removed spammers. The experimental results are
shown in Table 3.5. The “Optimal Order” represents the process of spam removing and de-biasing
as: Eliminating random and uniform spammers + De-biasing + Removing sloppy workers.
Although with the order of “Spam Filtering + De-biasing”, many biased workers are removed
as sloppy workers (spammer), there is no significant difference of the results compared to the “Op-
timal Order”. This is because all the removed workers are replaced with new proper workers, and
it explains why there are much more new proper workers added in “Spam Filtering + De-biasing”
than “Optimal Order”. More workers mean more cost would be spent, which is not desired.
Comparing the results of “De-biasing + Spam Filtering” and “Optimal Order”, the calcu-
lated metrics for former order is significantly worse than the latter. This is because the special case
is taken into account in the experiments: let the true labels of a subset of items be {1, 1, 1, 1, 4}.
Assume a worker w provides labels for the same subset of items as {5, 5, 5, 5, 5}. With the order of
de-biasing first, w is detected as biased worker and his labels are then de-biased. Thus in the spam
filtering period, w will not be rejected as a uniform spammer. Although the labels provided by w
got de-biased, they will still degrade the final results when compared to the answers from proper
workers. From Table 3.5, it could be seen that fewer new workers are added for “De-biasing + Spam
Filtering” order in contrast to “Optimal Order”, however, this is not always true. It is possible that
a spammer s be detected as biased worker and his labels get biased. But the de-biased labels might
still not good enough and s will be rejected in spam filtering period.
(III) Experimental results of removing spammers and de-biasing
The SRDF framework works the following way after getting the labels from crowds:
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(1) Apply spam detection algorithm: After getting required number of labels received for each item,
the spam detection algorithm will be applied to filter all the spammers. The detected spammers
are rejected, as well as the labels they provided. Before detecting sloppy workers, de-biasing
algorithm is required to be applied to remove biases from the answers from biased labelers.
(2) Add new workers: New workers are then added to give labels to replenish the removed spammers.
If the new workers added are still spammers, keep on adding until enough proper workers. Instead
of adding the same number of proper workers as the removed spammers, different amount of
new proper labelers are examined to show its influence on the final results.
(3) Apply pattern detection approach: Bias patterns are detected for the workers by using the
proposed detecting algorithm. Biases are then removed from the biased workers′ labels.
(4) Get consensus results: Finally, aggregation approaches such as AVG and Vancouver algorithm
are applied to get the consensus labels for each item.
In order to test the improvement of results after applying SRDF framework, we run sim-
ulation with the percentage of random spammers as 10%, uniform spammers as 10% and sloppy
workers as 10%. More combinations of different spammers population will be discussed later, we
only consider 10% for each type here. From the outcome of experimental heuristics, it is found
that the best threshold for both RandomSep and UniformSep are 1.0. Workers with RandomSep
higher than 1.0 or UniformSep greater than 1.0 are removed. The accuracy chosen to filter sloppy
workers in this study is 0.5, which determines all the labelers whose accuracy on categorical labels
less than 0.5 are sloppy workers. After removing the spammers, we replenish the same number of
proper workers as the removed spammers. The biased workers was originally set to 20% among the
proper labelers. In our experiment, it is shown that by correcting biased labels through median of
diff(ti, oi), which is calculated from equation (3.1), gives optimal performance. Results are shown
in Table 3.6.
In Table 3.6, the “Spam” rows denoted the metrics calculated without removing the spam-
mers and de-biasing, “Spam Filter” rows are the outcome obtained after removing the spammers,
and “SRDF” refers to the results obtained by applying SRDF approach. By comparing “Spam” and
“SRDF” rows, we could see that there is significant improvement for σ, ρ and RMSE after removing
spammers, no matter how many workers used for each item and which aggregating approach is used.
For instance, when each item is evaluated by 4 workers, by applying SRDF, we are able to reduce
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TABLE 3.6
Results of evaluation metrics for AVG, MED, and Vancouver algorithm before & after applying
spam filtering and SRDF framework (Nw: Number of workers for each item, Random Spam=10%,
Uniform Spam=10%, Sloppy Worker=10%, Bias=20%)
Metrics σ ρ RMSE
Nw = 4
AVG
Spam 6.13 0.77 6.86
Spam Filter 3.79 0.94 3.50
SRDF 2.80 0.96 2.93
MED
Spam 6.05 0.79 6.73
Spam Filter 3.80 0.94 3.78
SRDF 2.69 0.96 2.69
Vancouver
Spam 5.63 0.83 5.82
Spam Filter 3.97 0.92 4.20
SRDF 3.09 0.95 3.23
Nw = 6
AVG
Spam 4.96 0.85 6.02
Spam Filter 2.80 0.96 3.04
SRDF 2.41 0.97 2.60
MED
Spam 4.38 0.88 5.09
Spam Filter 3.04 0.95 3.68
SRDF 2.01 0.97 2.15
Vancouver
Spam 3.98 0.90 4.90
Spam Filter 3.12 0.95 3.77
SRDF 2.91 0.96 3.20
Nw = 10
AVG
Spam 4.13 0.91 4.79
Spam Filter 2.10 0.97 2.96
SRDF 1.88 0.98 2.43
MED
Spam 3.69 0.94 3.94
Spam Filter 2.36 0.96 3.66
SRDF 1.77 0.98 1.95
Vancouver
Spam 2.55 0.96 3.60
Spam Filter 2.23 0.97 3.01
SRDF 1.96 0.97 2.89
the error of σ by 56% from 6.05 to 2.69, and enhance ρ up to 22%. The RMSE error is lowered
from 6.73 to 2.69, which is 60% improvement, in MED model.
Before filtering the spammers and de-biasing the labels, best results could be obtained by
using Vancouver algorithm. That means, Vancouver shows better performance than baseline models.
However, after applying SRDF, MED and AVG aggregating algorithms showed better performance
than Vancouver. The best accuracy results for each Nw setting are highlighted in Table 3.6. The
model which utilized SRDF method and applied MED as aggregating algorithm showed the best
quality based on the selected metrics. It is also interesting that after filtering the spammers, AVG
presented better performance than Vancouver algorithm.
To get better understanding of why better results obtained through baseline model compared
to Vancouver, after removing spammers, we try to run simulations on combination of different
percentages of different types of spammers. In addition, it also allows us to check how the estimated
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TABLE 3.7










Spam 4.96 0.85 6.02
Spam Filter 2.80 0.96 3.04
MED
Spam 4.38 0.88 5.09
Spam Filter 3.04 0.95 3.68
Vancouver
Spam 3.98 0.90 4.90






Spam 8.06 0.46 8.16
Spam Filter 2.98 0.95 3.19
MED
Spam 7.98 0.47 8.07
Spam Filter 3.13 0.94 3.97
Vancouver
Spam 7.63 0.59 7.86






Spam 6.72 0.66 6.73
Spam Filter 2.43 0.97 2.94
MED
Spam 7.06 0.58 7.16
Spam Filter 3.02 0.95 3.53
vancouver
Spam 5.47 0.73 5.94
Spam Filter 2.60 0.96 3.27
true labels were affected by spammers. The number of workers for each item is fixed to set as
6. Table 3.7 presents the results. The reported metrics showed that with increasing of spammers
proportions, less accurate results are given without spam removing. For instance, when setting Rand
= 0.1, Uniform=0.1, and Sloppy=0.1, AVG, MED and Vancouver algorithms obtained σ as 4.96,
4.38, and 3.98 before spam removing. After increasing Rand to 0.4, Uniform to 0.3 and Sloppy to 0.2,
σ now is 8.06 (> 4.96), 7.98 (> 4.38), and 7.63 (> 3.98) for AVG, MED, and Vancouver respectively.
Another fact could be seen from Table 3.7 is that AVG always gave the best accuracy among the three
models after removing spammers, regardless the proportion of different spammers. With 30%, 20%,
and 40% for random spammers, uniform spammers and sloppy workers separately, AVG is able to
obtain σ as 2.43 compared to 3.02 for MED and 2.60 for Vancouver. It confirms the results in Table
3.6 that AVG has better performance than Vancouver after removing spammers. AVG and MED
performs worse than Vancouver before spam filtering is since Vancouver benefits from weighting
workers differently according to their variances. However, after removing the spammers, Vancouver
can no longer get any benefits from offering weights for proper workers, whom with consistent
behaviors. Thus AVG gives better performance after spam filtering. As we discussed before, MED
presented best results with SRDF utilized compared to AVG and Vancouver. Although MED has
the best performance, the results of AVG are very close to those best calculated metrics.
73
TABLE 3.8
Results of metrics with increased percentage of biased workers
Rand=0.1, Uniform=0.1, Sloppy=0.1, Nw = 6 σ ρ RMSE
Bias Proportion=0.2
AVG
Biased 2.80 0.96 3.04
De-bias 2.41 0.97 2.60
MED
Biased 3.04 0.95 3.68
De-bias 2.01 0.97 2.15
Vancouver
Biased 3.12 0.95 3.77
De-bias 2.91 0.96 3.20
Bias Proportion=0.5
AVG
Biased 2.85 0.95 3.38
De-bias 1.86 0.97 1.97
MED
Biased 2.92 0.96 3.61
De-bias 1.62 0.98 1.93
Vancouver
Biased 3.22 0.94 3.94
De-bias 2.53 0.97 2.40
Bias Proportion=0.7
AVG
Biased 2.93 0.96 3.63
De-bias 1.57 0.98 1.77
MED
Biased 3.06 0.95 3.80
De-bias 1.56 0.98 1.61
Vancouver
Biased 3.39 0.94 3.98
De-bias 2.15 0.97 2.14
To test the improvement of results after de-biasing the labels provide by biased workers, we
increase the proportion of biased labelers. Table 3.8 gives the results while raising the ratio of biased
workers. Three different bias percentages are considered: 20%, 50% and 70%. The “Biased” rows
represent the results by only applying spam removal, without de-biasing, and the “De-bias” rows
show outcome with removing spammers and de-biasing.
In Table 3.8, the models with more biased workers show better results after de-biasing, such
as the best standard deviation obtained while biasproportion = 0.5 is 1.62, whereas 1.56 could be
achieved when bias proportion increased to 0.7. The reason is that more biased workers means
more predictable behavior patterns among the remaining proper workers. By correcting the labels
from biased workers, better accuracy could be obtained. Figure 3.12 gives the detailed information
of improvement (%) after de-biasing for each setting of bias ratio. The AVG approach has 13.9%
improvement for σ, with bias ratio 0.2. When we increase the ratio to 0.5, the improvement can be
achieved up to 34.7%. Similarly, better improvement is given for higher ratio of biased graders for
both MED and Vancouver algorithm.
(IV) Experimental results of replacing spammers with different number of new workers
Adding new proper workers as a replacement for the removed spammers did give better
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(a) Improvement for model with
AVG algorithm
(b) Improvement for model with
MED algorithm
(c) Improvement for model with
Vancouver algorithm
Figure 3.12: Improvement results for different proportion of biased workers (Rand = 0.1, Uniform
= 0.1, Sloppy = 0.1, Nw = 6)
performance comparing to results before spam removal, as shown before in Table 3.6. Considering
most of the labelers remaining are proper workers after removing spammers, it is doubtful that
same number of workers are still needed in contrast to the amount of workers before spam filtering.
In many cases, budget for labeling tasks are limited, and the challenge becomes get labels with
acceptable accuracy by the lowest cost. Thus, it is necessary to analyze the possibility of adding
fewer new workers to reduce the cost for labeling, but maintaining the quality of consensus results.
In order to test the accuracy of results while adding different number of proper workers
after removing the spammers, we run simulations with the prerequisite that there is a threshold for
the number of workers for each item. This approach partially replenish the workers after removing
spammers. We denote the threshold as Nthr, which represents that every item should be evaluated
by Nthr workers. After rejecting the labels from spammers, each item will be checked and new
proper workers are going to be added to ensure Nthr labels are received for the item. The process
of worker replenishment in this case are discussed in the section of optimizing number of workers
of the thesis. We set the Nthr as 3, and give the experimental results in Table 3.9. The rows
indicated with “Full” are metrics calculated after adding same number of new proper workers as
the removed spammers. The best results are obtained while maintaining same number of workers
as initial setting after removing spammers. In Table 3.9, the highlighted results which with Nthr as
threshold for submissions, however, do not have significant difference compared to the best results
we could achieve. Figure 3.13 shows the average number of new proper workers added after spam
removing for Table 3.9. Nw is the number of workers for each item initially. Less new workers are
required to be added for keeping Nthr approach, and the accuracy remains acceptable. For example,
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TABLE 3.9
Results of different number of new proper workers added after spam filtering (Nw: Number of







small number of spammers)
Nw = 4
MED
Spam 4.89 0.83 5.47
SRDF
Nthr = 3 2.73 0.95 3.14
Full 2.68 0.95 2.95
Vancouver
Spam 4.82 0.89 4.89
SRDF
Nthr = 3 3.59 0.92 3.67
Full 3.27 0.93 3.40
Nw = 6
MED
Spam 3.72 0.90 4.17
SRDF
Nthr = 3 2.30 0.96 2.72
Full 2.12 0.97 2.28
Vancouver
Spam 3.09 0.94 3.60
SRDF
Nthr = 3 2.56 0.95 2.91
Full 2.47 0.96 2.83
Nw = 10
MED
Spam 3.45 0.93 4.09
SRDF
Nthr = 3 2.24 0.97 2.38
Full 1.81 0.98 2.01
Vancouver
Spam 2.48 0.96 3.22
SRDF
Nthr = 3 2.13 0.97 2.25






large number of spammers)
Nw = 4
MED
Spam 10.60 0.25 10.71
SRDF
Nthr = 3 2.52 0.95 2.70
Full 2.29 0.96 2.38
Vancouver
Spam 9.81 0.28 10.04
SRDF
Nthr = 3 3.62 0.92 3.73
Full 3.51 0.92 3.69
Nw = 6
MED
Spam 9.46 0.40 9.55
SRDF
Nthr = 3 2.19 0.97 2.27
Full 2.11 0.97 2.18
Vancouver
Spam 8.05 0.50 8.19
SRDF
Nthr = 3 3.02 0.94 3.58
Full 2.99 0.95 3.32
Nw = 10
MED
Spam 9.16 0.42 9.37
SRDF
Nthr = 3 2.37 0.96 2.62
Full 1.64 0.98 1.69
Vancouver
Spam 7.21 0.63 7.43
SRDF
Nthr = 3 2.78 0.95 3.18
Full 2.23 0.97 2.74
when setting Rand=0.1, Uniform=0.1, and Sloppy=0.1, no matter how many labelers evaluated each
item initially, 15 new proper workers are required to replace the spammers for full replenishment.
However, only 9, 3, and 0 new proper workers are added if we set Nthr=3 for initial number of
labelers per item as 4, 6 and 10 respectively.
(V) Evaluation of proposed framework
We compared the SRDF framework with several other methodologies. First of all, the
proposed framework in this proposal is compared with the work of Vuurens et al. [60], Alfaro and
Shavlovsky [7], and Piech et al. [5]. The comparisons are shown in Table 3.10. We experimented with
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(a) Rand = 0.1, Uniform = 0.1, Sloppy = 0.1 (b) Rand = 0.4, Uniform = 0.3, Sloppy = 0.2
Figure 3.13: Number of new proper workers added after spam filtering (Bias proportion=0.2)
TABLE 3.10
Percentage of reduction on RMSE for different methodologies
BASELINE METHODOLOGY RMSE REDU. (%)
VURRENS ET AL. [60] MED Spam Removing w/MED 28%
ALFARO & SHAVLOVSKY [7] MED Vancouver 50%
PIECH ET AL. [5] MED Tuned Models 33%
PROPOSED FRAMEWORK MED SRDF w/MED 58%
all of the methodologies including MED baseline model with the synthetic data set, and reported
the percentage of reduction on RMS error. It could be seen that by utilizing SRDF, we are able to
reduce the RMSE by 58%, which is the best results among all the other compared approaches.
In addition, by applying SRDF to remove the spammers and de-bias the labels, we are able
to employ less workers to achieve close enough accuracy comparing to other methods. For example,
as shown in Table 3.9, by making sure each item reviewed by 3 proper workers, we are able to get
even better results than using Vancouver algorithm with 6 workers per item.
We also compare SRDF framework with the algorithm proposed by Wang et al. [81], which
separate true error rates from the biases. The average classification error in [81] was around 0.12
depends on the percent of known examples in gold data set. In our proposal, we could obtain 0.11
error rate by applying the proposed methodology.
3.7 Chapter summary
This chapter presents the influences of the spam workers and biased workers on the consensus
results in crowdsourcing systems. A worker filtering method from existing literature is tuned and
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adopted to remove the spam workers, for the purpose of improving the quality of estimated true
labels. To address the biasing problem, we proposed an iterative bias detection algorithm to recognize
the biased workers and correct the labels received from them. An integrated approach is then
presented to combine both spam removing and bias detection algorithms to obtain high quality
consensus results from the crowdsourced data.
To test the proposed SRDF (Spam Removing and De-biasing Framework), simulated data
sets are generated for experimental analysis. By comparing to a set of baseline models, such as AVG
and MED, it was found that by setting 1 as threshold for RandomSep and UniformSep, and 0.5
as least required accuracy for sloppy workers to remove the spammers, significant improvement can
be achieved on the consensus results. De-biasing the observed labels before aggregating them gives
further 4% to 30% improvement on the evaluation metrics.
In addition, this chapter investigate the possibility of reducing the number of workers by
utilizing SRDF. Experimentation on synthetic datasets was performed, and it was found that by
setting a threshold on the number of labels received on each item, fewer workers, which lead to lower
cost, can be employed while acceptable quality of estimated labels can be obtained.
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CHAPTER 4
SLOPPINESS MITIGATION – DETECTING AND CORRECTING WORKER
BIAS
In Chapter 3, a categorization of workers, including random spammer, uniform spammer,
sloppy spammer, and proper worker, has been presented based on the existing literature [60]. Based
on the worker groups′ behavior characteristics, worker filtering, which removes spammers and detects
biased workers, is performed. However, the definition of the worker groups in Chapter 3 actually
overlapped with each other among the crowd, such as random spammers and uniform spammers.
As an example, if a worker w provides labels as {5, 5, 5, 5, 5, 5}, for a set of item with truths as
{2, 2, 2, 2, 2, 2}. The calculated RandomSep is greater than 1, which indicates w as a random
spammer. At the same time, the estimated UniformSep > 1, which denotes that w also belongs
to uniform spammer group. As indicated in [60], random spammer “gives useless answers without
reading the question or data”, whereas uniform spammer “chooses one label to primarily vote,
sometimes switching labels on different types of questions”. Based on this definition, it can be seen
that uniform spammer also gives useless labels without making any efforts for the task, which is
very similar to random spammers. Thus, it is not necessary to distinguish them separately. As such,
a different way of classifying workers is required in our work to investigate the worker behaviors in
crowdsourcing systems. In addition, the sloppy workers are removed as spammers in Chapter 3, and
removal of this type of workers has great impact on the detection of biased workers. In this chapter,
we overcome the dependence between removal of sloppy worker and detection of biased worker,
by classifying the biased workers as a sub-category of sloppy worker group. Instead of removing
the sloppy workers, the work in this chapter utilizes the labels provided by them. A probabilistic
based bias detection model is developed to examine whether a worker is biased or not. Finally, an
optimization based framework is utilized to derive true labels from the observed labels from crowd.
Our research in this chapter concentrates on the crowd scoring tasks with ordinal labels.
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4.1 Sloppiness in crowdsourcing systems
The scale and diversity data from various sources leads to information explosion and chal-
lenge of big data in recent years. These data are generated with wide variety, i.e., social networks
such as Twitter, Facebook or Linkedin; business or entertainment platforms, such as Amazon, IMDb,
or Netflix; and many other Internet resources, such as the Massive Open Online Classes (MOOCs).
Many of the data processing tasks require the involving of human intelligence, such as image label-
ing, video annotation, natural language processing, machine translation and product recommenda-
tion [7,105,118,119]. This stimulates the emerge of crowdsourcing systems, which is human powered
problem-solving methodology for collecting labeled data. Crowdsourcing has been demonstrated as
a effective and important approach among others by Amazon Mechanical Turk, reCAPTCHA [25],
Duolingo, and the ESP Game, etc [46, 112]. Different from traditional way of solving problems
through experts, crowdsourcing mitigates the expensiveness of time and financial cost for large scale
tasks. However, despite the promises, key challenge within the crowdsourcing systems exists: quality
of the collected data is unknown, and is highly noisy in many cases. This is due to the fact of wide
ranging expertise levels of workers and difficulty levels of tasks. To obtain high quality labels or
answers for the crowdsourcing tasks, it is crucial to identify the trustworthiness of the workers.
The trustworthiness defines the reliability of a worker. In order to aggregate different answers
provided by crowd workers, it is intrinsic to concentrate more on the reliable workers instead of
untrustworthy ones. The factors which influence the reliability of a worker include expertise level,
personal preference, understanding of the tasks, and worker’s interests [46]. Due to the tedious
and low reward nature of crowdsourcing tasks, errors are common even for workers who make an
effort [105]. Ipeirotis and Gabrilovich [134] mentioned in their research that the monetary incentive,
which is the case in many crowdsourcing platforms, is a mixed blessing: It might attract workers,
but has the probability to make things worse [121,122]. Similar to truth discovery tasks [8,123–126],
it is desired to discover true answers and worker reliabilities from multiple crowd answers. Table
4.1 presents the definitions of truth discovery tasks and crowdsourcing aggregation tasks, their
similarities and differences [8].
A lot of research has been proposed to investigate the problems of inferring true labels
and worker reliabilities in crowdsourcing for binary labeling tasks [41, 50, 71, 127]. The real world
applications, however, are not always with just yes or no answers. There are many sophisticated
labeling tasks with more than two choices available. Here, we focus on ordinal crowd labeling tasks,
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TABLE 4.1: Truth Discovery & Crowdsourcing Aggregation: definitions, similarities, and differences
[8]
Truth Discovery Crowdsourcing Aggregation
Definition
Integrates multi-source noisy information by estimating
the reliability of each source.
Aggregate noisy answers contributed by crowd workers
to obtain the correct answers.
Similarities
1. Both are trying to find trustworthy and accurate information from multiple sources.
2. Their goals are to improve the quality of aggregation results.
3. They have similar principles: reliable sources(workers) tend to provide high quality information; sources are
reliable if they provide accurate information.
4. Techniques used are similar, and ground truth is usually unavailable in both cases.
Differences
Passive: data is already generated, it is available
when we find it.
Active: user is able to choose what and how much
data to generate.
Data crawled from online Web or collected from
databases might have various types and may
change dynamically.
More information might be accessed on the source features,
such as workers’ location, accuracy on historical tasks,
and education background, etc.
which is also called crowd scoring tasks, with ordinal and multiple categories of labels. For example,
grading project submissions from students in a class could be considered as a labeling task. Assume
the scale of the labels is from 1 to 5. In this case, 4 is closer to 5 than 2. That means, giving
label 4 to a submission, whose true label is 5, is different from providing label as 2. To obtain the
true labels and worker reliability, a vast variety of techniques have been proposed on the basis of
principle that reliable workers tend to provide true labels, and truth should be reported by many
reliable workers [128]. Most of the existing approaches measures worker reliabilities according to
their accuracies (e.g. inverse of variance [7]). The labels from more reliable workers contribute more
to truth computation. However, these types of methodologies ignore one group of workers: highly
biased and hence inaccurate workers. Biased workers are referred to those who constantly provide
higher (or lower) label values compared with true labels. In addition, the labels obtained from the
biased workers have the some patterns which could be used to extract useful information. As an
example, assume the true labels for a set of items which need to be labeled are {3, 3, 3, 3, 3, 3}.
We obtained labels for this set of items from two different workers. w1 as one of them provides
corresponding labels as {3, 3, 3, 3, 3, 2}. w2 as the other one offers {2, 2, 2, 2, 2, 3}. Although w1
provides higher quality labels in this case, w2 actually offers equal amount of information as w1.
In this case, the pattern shown in labels from w1 is 1 scale higher than true labels in most of
the observed data. By correcting the labels provided by w2 through adding 1, the accuracy of w2
equals to w1. As what Passonneau and Carpenter [129] proposed in their work: A biased and hence
inaccurate annotator can provide as much information as a more accurate annotator.
This type of biased workers belongs to the crowd group which we call workers with sloppy
behaviors. The term sloppy is based on the work of [60], which describes a worker who “views the
question and data, but maybe insufficiently precise in their judgments” as sloppy worker. The similar
definitions could also be found in [130]. Sloppiness is the phenomena of observed labels fluctuating
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around the true labels. The fluctuation could be caused by personal preference, misleading task
description, or just fatigue after long time working, etc. Different from the spam labels, which are
labels independent from truths and provide no useful information [50,129], the labels with sloppiness
could still be utilized in the process of inferring the truth. A lot of researches have been done to
recognize or filter the spam/useless labels provided by crowd workers. As an example, the answers
which are randomly generated by workers are one type of spam labels. In contrast, we found few
discussions about the sloppiness within the crowd. Our goal is to identify the workers with sloppy
behaviors, especially the biased workers, and extract useful information from biased labels in order
to get estimated labels as close as possible to the true labels. The true labels, which are also
called gold truths, are defined as the labels provided by experts in our research. It is, however, not
reasonable to always have the gold truths available. For example, in a relevance judgment task,
which requires to rate the relevance of (query, URL) pairs, there might be millions of pairs that need
to be rated. It would be too expensive and time consuming to hire experts to sit down and do all the
judgments in order to get the gold truths. With the absence of the gold truths, it is challenging to
distinguish different behaviors of workers, and thus difficult to infer truths from the observed labels.
For example, when the true grade is known for a student submission in a class is A, on a scale of
{A,B,C,D, F}. It is easy to justify a grader is “reliable” or not by just comparing the observed
grade with the true grade. A reliable worker is defined as “Performs the tasks as requested. Reads
the question and data and judges sufficiently precise” [60]. However, without knowing the true grade
(in this case, assume true grade A is unknown), we could not simply claim whether a worker provide
high quality grades or not.
In this chapter, we present the proposed iterative self-correcting truth discovery algorithm,
to deal with the problem of unavailability of true labels, as well as making use of the labels provided
by crowd workers with biased behavior. This approach is able to:
(a) Effectively identify the biased workers: A bias score is calculated for each worker, in order to
determine whether he/she belongs to biased worker group.
(b) Correct the labels obtained from biased workers: According to the identified bias pattern, we
de-bias the observed labels. Bias pattern is recognized as the behavioral feature of the workers.
For example, the positive (or negative) bias pattern discussed in our work indicates the feature
of worker providing labels constantly higher (or constantly lower for negative pattern) than the
truths.
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(c) Utilize the truth discovery framework to iteratively update the truths and worker reliabilities.
Here, the computed worker reliability is obtained after removing the bias, which reflects the
actual information a worker could provide. The reliabilities are utilized to weight the labels
provided by each worker to obtain estimated true labels. More reliable workers are assigned
with higher weight.
The chapter is organized as follows: Section 4.2 presents the related work on discovering truth
on noisy data, and background research about dealing with worker biases. Section 4.3 presents the
Iterative Self Correcting - Truth Discovery (ITSC-TD) algorithm, which use probabilistic way to
recognize highly biased workers, and estimate true labels from the crowdsourced noisy data. Exper-
imental results on both synthetic and real world data sets are presented in Section 4.4. Conclusion
and chapter summary is presented in Section 4.5.
4.2 Related work on truth discovery and worker bias analysis
In Chapter 2, a brief review on aggregating algorithms to obtain consensus labels via repeated
labeling has been presented. Two different types of approaches are introduced: Iterative, and Non-
iterative methods to aggregate the labels from the crowd. Here, we present a different taxonomy on
aggregating approaches with more state-of-art algorithms:
(1) Non-iterative methods.
(2) Iterative methods.
(3) Probabilistic Graphical Model (PGM).
(4) Optimization based truth discovery model.
4.2.1 Background work on aggregating algorithms
Majority Voting (MV) as the simplest aggregating method, is a non-iterative algorithm
while achieving the consensus results. MV assumes high quality workers are the majority among the
crowds and they work independently from each other. It assigns the same weight to all the workers,
and then update the truths. Other non-iterative methods, such as average or HoneyPot (HP) [66],
simply use heuristics to compute consensus values for items. The remaining three categories of
aggregating algorithms are presented as follows: Section 4.2.1.1 presents the review on the iterative
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aggregating algorithms and the PGM methods. The optimization based truth discovery models to
obtain aggregated values for the items, which need to be labeled, are presented in Section 4.2.1.2.
4.2.1.1 Review of iterative and Probabilistic Graphical Model (PGM) aggregating
algorithms
Relevant work on aggregating crowd labels has been reported by other research [45, 46,
71, 121, 123, 131]. ZenCrowd [121] was proposed by Demartini, Difallah, and Cudre´-Mauroux. It
was an extension of MV, which weights the workers’ answers by their corresponding reliability. The
approach uses Expectation Maximization (EM) to simultaneously estimate the true labels and worker
reliability. Dawid and Skene’s [46] approach models a confusion matrix for each worker, as well as
the class prior. They proposed to use EM to estimate true labels, confusion matrix, and the prior in
their work. Snow et al. [42] utilizes a similar model for human linguistic annotation. They consider
the fully supervised case of machine learning estimation. Whitehill et al. [45] proposed GLAD,
which stands for Generative model of Labels, Abilities, and Difficulties, to simultaneously infer
the expertise of each worker, the difficulty of each item, and the most probable label of each item.
Raykar et al. [71] use a Bayesian approach to add worker specific priors for each class. Their algorithm
evaluates the different experts and gives an estimate of the actual hidden labels by using an automatic
classifier. Raykar’s approach requires the feature representation of the items, however, which is not
always available. If such feature representation does not exist, the method falls back to maximum-
a-posteriori (MAP) estimation. Zhou et al. [131] utilize a minimax entropy principle to estimate the
true labels from the crowd answers. Their method assumes that labels are generated by a probability
distribution over worker, items, and labels. By minimizing the Kullback-Leibler (KL) divergence
between the probability and unknown truth, they infer the item confusability and worker expertise.
Zhou’s method is a natural extension to Dawid and Skene’s work [46], and the essential difference
is that the minimax entropy takes into account item confusability, in addition to worker expertise.
Ertekin, Hirsh, and Rudin [123] present an algorithm called “CrowdSense” that works in an online
fashion to dynamically sample subsets of workers based on exploration/exploitation criterion. The
algorithm produces a weighted combination of the subset of workers’ votes to approximate the
crowd’s opinion.
All the work mentioned above belongs to either iterative methods or probabilistic graphical
model (PGM) based methods to infer the true labels.“CrowdSense” is an iterative method, and
the remaining presented algorithms are PGM based methods. Li et al. [18] provided a survey
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Figure 4.1: The general probabilistic graphical (PGM) model. [18]
on these methods in their work. Here is a summary of the iterative aggregating algorithms: in
iterative methods, truth computation step and weight estimation step are iteratively conducted
until convergence. In truth computation step, truths are inferred, while worker weights are assumed
to be fixed. In weight estimation step, the workers’ weights are updated based on the current
estimated truths. PGM models, however, incorporate the principle of truth discovery: If a worker
provides trustworthy labels frequently, he will be assigned a high reliability; if a label is provided by
a reliable worker, it will have higher probability to be chosen as truth. The corresponding likelihood









p(vso|v∗o , ωs)) (4.1)
where vso is the labels provided by the worker s for item o, v
∗
o is the true label for the item, and ωs is
the worker′s weight. α and β are the hyper-parameters correlated to the truth and worker reliability.
The graphical representation of the general model is shown in Figure 4.1. To infer the hidden true
labels and worker weights, techniques such as Expectation Maximization (EM) and Gibbs Sampling
could be adopted.
4.2.1.2 Review of optimization based truth discovery models
In addition to the inference and PGM models, there is another type of algorithm that could
be utilized to generate truths from crowd answers – optimization based truth discovery methods
[119,128,132]. This type of approach captures the true labels by solving the optimization problem,












where d(· ) is the loss/distance function between the crowd answer and identified truth. By minimiz-
ing Eq. (4.2), the aggregated results (v∗o) will be closer to answers from workers with higher weights.
Meng et al. [128] proposed an effective optimization based truth discovery framework to infer the
truths for crowd sensing of correlated entities. Aydin et al. [119] investigate a novel weighted ag-
gregation method to improve accuracy of crowdsourced answers for multiple-choice questions. They
deploy the optimization based truth discovery algorithm, as well as the light weight machine leaning
(ML) techniques for building more accurate crowdsourced question answering systems. Li et al. [132]
propose to identify the true information among multiple sources of data by using an optimization
framework. Their model treats the truths and source reliability as unknown variables. The objective
is to minimize the overall weighted deviation between truths and observations. They also discussed
different types of loss functions which could be incorporated into the framework.
As stated in [18]: there are differences between the three types of aggregation or truth
discovery methodologies, however, we do not claim that one of them is better than another. It
is, however, possible to see the advantages of different approaches in various cases. Li et al. [132]
proved superiority of the optimization based methods in their work by comparing the results of
the proposed framework with some Bayesian analysis based approaches, on heterogeneous data. In
terms of interpretability, iterative methods are easier to understand than others. PGM models and
optimization based approaches could take into account the prior knowledge about true labels and
workers compared to iterative algorithms. We utilized the optimization based framework in this
chapter since it is easier for us to correct the highly biased crowd workers in coordinate descent
process. In addition, it will be easier to extend to multiple data type cases in the future, such as
crowd answers that contain both numerical and categorical ordinal data.
4.2.2 Background work on worker bias analysis
Much of the literature has accounted for the labeler bias [31, 42, 47, 71, 72, 75, 120]. As
Wauthier and Jordan [75] stated, the data collected from crowdsourcing services is often very noisy:
Unhelpful labelers may provide wrong or biased answers which may greatly degrade the learning
algorithms. Bias may be caused by personal preference, systematic misunderstanding of the labeling
task, lack of interest, or malicious intents. When the levels of bias are low, some of the consensus
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or aggregating algorithms could still work well, but could become unreliable when the quality of
workers vary greatly [41]. For example, when extreme biased workers exist in a binary labeling task,
the EM model proposed by Dawid and Skene [46] is able to flip the labels to achieve higher accuracy.
However, if too many of the workers are highly biased, the model cannot separate the noise from
the true labels [129].
Snow et al. [41] proposed a multinomial model similar to Naive Bayes for modeling labels
and workers. They estimate the worker quality in a Bayesian setting by comparing with the gold
standard, and apply the weighted voting rule which give highly biased workers negative votes. In
this way, they correct the bias in categorical data. Wauthier and Jordan [75] presented Bayesian
Bias Mitigation for Crowdsourcing (BBMC), a Bayesian model to capture the sources of bias by
describing workers as influenced by shared random effects. These effects are also known as the
latent features which depict the preferences of the workers. Raykar et al. [71] utilized a Bayesian
approach to capture the mislabeling probabilities by assigning latent variables to workers. Ipeirotis
et al. [31] proposed to separate error and bias for the workers. They pointed out that a biased worker
is still more useful than a worker who reports labels at random. Dekel and Shamir [120] presented
a two step process to pruning the low quality worker in a crowd. They first remove the workers by
how far they disagree with the estimated true label, and then they reuse the cleaned data set to
build the model. Yan et al. [47] employed a coin flip observation model to learn the worker bias, and
then optimally selecting new training points and workers. Welinder et al. [72] modeled the worker
in an image labeling process as a multidimensional entity with variables representing competence,
expertise, and bias. Their work generalize and extends the research of [45] by introducing worker
bias. The authors in [11] introduced and evaluated probabilistic models that can detect and correct
task-dependent bias automatically. Zhang et al. [133] proposed an adaptive weighted majority voting
(AWMV) algorithm to handle the issue of biased labeling. Their work is based on the statistical
difference between the labeling qualities of the two classes.
Most of the research mentioned above assume that the task is binary labeling [31,71,75,133].
Although many of them claim it could be generalized to more than two labels, it is difficult and have
high computational complexity. Some of the work tackles the bias workers, however, they didn’t
really separate the biased ones from noisy spam workers. The authors in [129] gives discussions about
the features of the biased annotators. They, however, solely utilized expectation maximization (EM)
based probabilistic model for a word sense annotation task as a case study. They do not handle
the biased labeling in [129]. The model proposed by Snow et al. [42] requires the gold truths to be
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compared to observed labels in order to recognize biased workers. In [31], the methodology would
work only if each worker provide at least a specified number (20 to 30) of labels, which is difficult to
fulfill in many cases. The BBMC model proposed by Wauthier and Jordan [75] captures the sources
of labeler bias through shared random effects. Different from their work, we take into account the
overall effect of the bias to obtain high quality estimated labels. In the work of [11], task-specific
bias, such as confusing a specific class with another, is captured by utilizing the task features. Our
work, however, accounts for the biases of workers through the observed labels. In other words, we
do not rely on the features of the labeling task to account for biases. In [133], the authors adapted
a majority voting algorithm to consider the bias of workers through bias rate in a binary labeling
task. This chapter, unlike [133], proposed an approach to model biases on an optimization based
truth discovery framework for ordinal labeling tasks. The authors in [72] modeled the label assigned
by a worker according to a linear classifier. The classifier is parameterized by a direction and a bias
parameter, and the model is developed under the assumption that the labels are binary. In contrast,
our approach deals with the worker separation problems in a labeling task with multi-valued ordinal
labels. Instead of the workers without information offered in the labels, we focus on correcting the
biased workers to improve the quality of the estimated truths.
4.3 The Iterative Self Correcting – Truth Discovery (ITSC–TD) methodology
The proposed iterative self correcting – truth discovery framework recognizes the highly
biased workers, and computes the truth and weights from the bias-corrected labelers. The model
consists of two steps: (1) Bias Correcting: Compute a bias score for each crowd worker, and according
to the score, determine whether the worker belongs to the highly biased group. If he/she is highly
biased, de-bias the worker. (2) Truth Discovery [18,132]: Formulate the truth computation problem
as an optimization problem which models the truths as weighted voting of the biased corrected
labels from step 1. The model could be easily generalized to numerical labeling tasks. The problem
formulation, which describes the problem we will solve in this chapter, is presented in Section 4.3.1.
Section 4.3.2 presents the proposed bias detection model on sloppy workers. Section 4.3.3 presents




We give detailed description of the problem which we will solve in this chapter, and it then
serves as the foundation of the proposed framework. Before giving a definition of the problem, we
introduce the different types of workers in a labeling task to give a better understanding of the
worker behaviors. Section 4.3.1.1 presents the background of the research, which gives a hierarchical
categorization of the crowd in crowdsourcing systems. Section 4.3.1.2 presents the formalization of
sloppiness.
4.3.1.1 Background
There are two general types of workers: reliable workers and unreliable workers [60,129,130].
Reliable workers are ones who would be able to provide high quality labels. The definition of this
type of worker is similar to the concept of “proper worker” from [41]: the worker which “performs
the tasks as requested. Reads the question and data and judges sufficiently precise”. Unreliable
workers, however, give labels which would have an uncontrolled effect, or even negative influences
on obtaining truths, by utilizing learning/aggregating algorithms. We use the term “noisy worker”
to represent unreliable workers, due to the fact that the labels provided by this type of worker are
highly noisy. Based on the different behavior patterns of the noisy workers, many research has been
proposed to categorize these workers. For example, Vurrens et al. [60] categorized noisy workers into
random spammer, uniform spammer, and sloppy worker; Kazai et al. [130] defined a topology of noisy
workers as sloppy workers, incompetent workers, and spammers; and Passonneau and Carpenter
[129] proposed spam annotators, biased annotators, and adversarial annotators. Although different
literature give different names or definitions, the categories of noisy workers could be generalized
into two different groups:
(i) Spam workers: This type of worker provides useless labels, which means not so much informa-
tion could be extracted and utilized for the aggregating process. Instead, they would greatly
degrade the estimated true labels. For example, random spammers and uniform spammers
in [60], spammers in [130], and spam annotators in [129] all belong to this group of worker.
(ii) Useful low quality workers (sloppy workers): This type of worker is very special. They provide
low quality labels, but after processing the labels, we could obtain high quality results. For
example, in a binary labeling task, flipping a worker′s provided labels, whose accuracy is 0.3,
could resulting 0.7 accuracy on the flipped labels. The adversarial annotators, which is also
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Figure 4.2: Illustration of reliable workers and noisy workers
extreme biased workers, mentioned in [129] falls into this group of worker. The sloppy workers
and incompetent workers presented in [130] also belong to this category, according to their
definitions. For easier reference, we call this type of worker as sloppy worker. Our work
concentrates on dealing with sloppy workers in this chapter.
We give visual presentation between reliable workers and noisy workers in Figure 1.2. The
x axis denotes the deviation between the observed labels from workers and the true labels, and
the y axis is the probability of the deviation. In Figure 4.2, the reliable worker showed higher
accuracy compared with noisy workers. A perfect worker would have probability as 1 at the point
of deviation = 0. Four different examples of noisy workers were presented. Among them, “noisy
worker 1”, “noisy worker 2”, and “noisy worker 3”are the spam workers, and they do not provide
useful information in the labels. For example, the “noisy worker 1” has low accuracy, and errs on
both sides of deviations. The distribution of the deviations spreads over the x-axis. While “noisy
worker 2” mainly has random errors towards the right side (positive) of the deviations. The “noisy
worker 3”, however, tends to give random labels which lead to negative deviations. The “noisy
worker 4”in the figure belongs to the sloppy worker group. Similar to spam workers, a sloppy
worker has low accuracy. Unlike spam workers, a sloppy worker does not give random labels. In
Figure 4.2, the sloppy worker provides labels close enough to truths.
It is much easier to distinguish between the spam workers and sloppy workers in a binary
labeling task. This is due to the nature that the accuracy decision threshold of spam worker is fixed,
which is 0.5, for binary labeling tasks [41]. As an example, if worker’s accuracy is higher than 0.5,
the worker could be classified as a reliable or good worker. If a worker’s accuracy is less than 0.5, by
flipping the labels he/she provided, we could still get acceptable results. Only when the probabilities
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TABLE 4.2
Examples of confusion matrix of workers
Observed
Labels
A B C D F
True
Labels
A 0.70 0.30 0.00 0.00 0.00
B 0.30 0.60 0.10 0.00 0.00
C 0.00 0.00 0.80 0.20 0.00
D 0.00 0.00 0.40 0.50 0.10
F 0.00 0.00 0.00 0.30 0.70
(a) Diagonal of correct labels for reliable workers [46]
Observed
Labels
A B C D F
True
Labels
A 0.40 0.60 0.00 0.00 0.00
B 0.10 0.20 0.70 0.00 0.00
C 0.00 0.10 0.30 0.60 0.00
D 0.00 0.00 0.00 0.20 0.80
F 0.00 0.00 0.00 0.50 0.50
(b) Diagonal of correct labels for sloppy workers
of choosing one of the two labels are equal, the worker is considered as a spammer. In real world
applications, the scale of the labels actually entails more than two levels. As an example, a student′s
test grade is not always only fail or pass, the scale is usually like “A, B, C, D, F ”. In this case, the
threshold 0.5 is no longer applicable due to the fact that we cannot just simply flip the labels. To
make use of the labels from sloppy workers, we need to come up with a different strategy.
Since the accuracy measure could not be used to separate sloppy workers from spam workers,
we investigate one important attribute discovered by Dawid and Skene [46]. According to the
research in [46], mostly, even though reliable workers make errors, their errors will be on the diagonal
of the true labels. As an example, Table 4.2(a), (b) presents the confusion matrix of a reliable
worker. Instead of giving the results as the number of instances, the matrix shows the ratio of
different observed labels to true labels. The highlighted cells give accuracies based on truths, such
as 0.7 in the cell with True Labels as ‘A′ and Observed Labels as ‘A′ is calculated as:





where “obsLabels” are the observed answers from workers, and “tLabels” represents the true labels.
The tsA is a set where all the tasks have true labels as ‘A’, and esA ⊆ tsA, which contains the
tasks with observed labels as ‘A’. It could also be interpreted as: if the task has true label as ‘A’,
the worker has the possibility of 0.7 to provide the correct label (‘A’) to this task. Similarly, the
cell(A, B) gives the possibility of the worker to provide grade ‘B′ for a task with true grade as ‘A’.
As indicated in Table 4.2(a), the worker only err one scale up or down from the true labels. As
an example, when the true label is ‘B’, although the worker might make error, he/she only shows
possibility > 0 of labeling the task as ‘A′ or ‘C’. The possibility of observed grade as ‘D′ or ‘F′ is 0.
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However, let us investigate another example of worker w′s confusion matrix as shown in Table
4.2(b). Comparing the confusion matrix of reliable worker in Table 4.2(a), it could be seen that w in
Table 4.2(b) provides lower quality labels. However, same as shown in 4.2(a), w also presented the
diagonal of correct labels attribute. After combining the characteristics of different types of workers
and the discovery, we give a detailed definition for sloppy workers in our work: sloppy workers have
lower accuracy than reliable workers, at the same time, they are like reliable workers: they only err
on the diagonal of the true labels. The “noisy worker 4” in Figure 4.2 showed the interesting fact
that the deviations are chosen from {0,−1,+1}. “Err on the diagonal” in this example indicates the
worker makes error either as +1 and −1. For different real world applications, the diagonal attribute
might be as: errors/deviations can be selected from [−a,+a] instead of just +1 or −1. For example,
while grading a student′s homework from class, a reliable worker might make errors between [−5,+5]
on a grading scale from 0 to 100. We call the [−a,+a] as the fault tolerance range. That means, if
a worker only errs on this range, he/she did have the “diagonal attribute”. The following example
gives an intrinsic motivation of defining the range for sloppy workers: Assume a multivalued ordinal
labeling task, and the possible label set is {1, 2, 3, 4, 5}. There are 10 items which need to be labeled,
with truths as [2, 3, 3, 4, 3, 2, 3, 5, 4, 3]. Suppose two workers w1 and w2 worked on the task. The
labels provided by w1 as [3, 4, 4, 5, 4, 3, 3, 5, 5, 4], and labels from w2 are [5, 5, 5, 5, 5, 5, 5, 5, 5, 5]. Both
of the workers in the example have low accuracies w1 = w2 = 0.2. In addition, both of them tend
to have positive deviations for most of their labels compared to truths. The amount of information,
however, provided by w1 and w2 is different. By correcting the labels of w1 through subtracting 1,
accuracy as 0.9 could be obtained. While w2’s labels offer no information regarding approximating
the truths. From the example, we could see that by defining the fault tolerance range, it would be
possible to utilize the labels from w1, while removing w2 as spam worker.
To determine the value for a, which is used in the fault tolerance rang, here are some
guidelines:
(1) As discussed above, we constrain the deviation range of sloppy worker under acceptable range,
which is similar to reliable workers. One way to choose a would be applying binary division
heuristic approach to decide the value. Here is how binary division heuristic approach could be
conducted. Assume the possible ordinal label set as L.
(a) First set a0 = |L|/2, where |L| is the total number of possible ordinal labels. Calculate
the estimated truths and selected performance metrics such as accuracy or F measure, by
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Figure 4.3: Examples of biased sloppy workers
utilizing the setting of a.
(b) Then set a1 = a0/2, calculate the estimated truths and performance metrics using a1.
(c) Set a0 equal to a1. Keep repeating (b) step until there is no significant difference between
the calculated metrics.
(2) For multivalued ordinal labeling tasks, usually the possible labels would be less than 10 in real
world applications, the typical value chosen for a would be 1 as illustrated in our work.
(3) Another way to decide a in some cases is to request an expert to define the value regarding the
task. For example, while labeling side effect level of a new type of medicine, a doctor who is
highly skilled in similar medical domain should be defining the value of a.
For the purpose of easier explanation and experimentation, we set a just as 1 in the context of the
paper.
The curve shown in Figure 4.2 indicates a sloppy worker with the error (deviation from true
labels) perfectly evenly distributed between −1 and 1. That means, the probability of worker gives
error as −1 is exactly same as the probability error as 1. We call this type of worker as perfectly erred
sloppy worker. As an example, a perfectly erred sloppy worker j might have probability of 0.6 giving
label same as the true label, 0.2 for having deviation as +1, and 0.2 for giving deviation as −1. It is
not necessary that every sloppy worker be perfectly erred. In most cases, the probability of sloppy
worker showing error as −1 is not equal to probability of error as 1. For example, the possibility of
deviation as −1 could be greater than probability of deviation of +1. Figure 4.3 presents examples
for this type of sloppy workers. The curve as “sloppy worker 1” give higher probability for deviation
as 1 than −1, and “sloppy worker -1” shows the worker tends to have deviation as −1 more than as
1. We could further divide the unevenly erred sloppy workers as follows:
(1) Randomly erred sloppy worker: This type of sloppy workers might have probability of giving
deviation on one side slightly more than the other. For example, a worker j has the probability
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of 0.4 for providing label same as the true label, 0.4 for having deviation as +1, and 0.2 for
deviation as −1. Randomly erred sloppy workers are quite similar to perfectly erred sloppy
workers as to the amount of information they could provide. Thus in our experimentation
section, we only give the results of the influence of perfectly erred sloppy workers on different
models, such as majority voting, GLAD algorithm, optimization based truth discovery method,
etc.
In our work, The randomly erred and perfectly erred sloppy workers are not removed while
applying aggregating algorithms. One reason is that both of their errors are within the fault
tolerance range [−a,+a], thus they do not affect the estimated truths much. In addition, their
weights in aggregating algorithms would be much lower compared to weights of reliable workers,
and corrected biased sloppy workers. Overall, the labels of randomly and perfectly erred sloppy
workers would have small influence on approximating the truths.
(2) Biased sloppy worker: Different from randomly erred sloppy workers, we are able to extract
useful information from the biased sloppy workers. This type of sloppy worker is the same as
the biased annotator mentioned in [129]. Our proposed algorithm focuses on identifying the
biased sloppy workers. The reasons we do not deal with the perfectly erred sloppy workers
are: (1) it is difficult to extract information from their provided labels. (2) It could be possible
to cancel some errors between this type of worker to some extent, by just utilizing an average
aggregation algorithm (proved in theoretical in Section 4.3.1.2). The reasons also apply to
randomly erred sloppy workers. The confusion matrix listed in Table 4.2(b) is an example of
a biased sloppy worker. We can further divide the workers into two sub-categories: Positive
biased sloppy workers, who tend to give much higher probability for deviation as +1 comparing
to −1. Negative biased sloppy workers. They biased more towards −1 rather than +1.
Table 4.3 gives the summarization of the definitions of different types of workers discussed
before. The statistic traits column shows the characteristics we used in this work for categorizing the
crowd. To separate the randomly erred sloppy workers from the biased sloppy workers, a threshold
value could be defined. A similar method while fixing the value of a for fault tolerance range could
be utilized here: We first set the threshold value as 0.5 to recognize the randomly erred workers
from biased sloppy workers. Then binary search a value within range [0.5, 0.9] as the threshold till
convergence. Another way could be easily implemented to approximate the threshold. We call it
as the incremental heuristic way: test the values in {0.5, 0.6, 0.7, 0.8, 0.9} on the collected label set,
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TABLE 4.3: Definitions of different types of workers
Worker Types Definition Statistic Traits
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separately. The one which gives the best performance is chosen as the threshold. The incremental
method is computationally less complex for obtaining the threshold value compared to the former
one, and is efficient for some datasets.
4.3.1.2 Formalization of sloppiness
We define the mathematical notations for the problem of making use of sloppy workers′
labels. Suppose there are N items which need to be labeled and M workers for the task. Let
L = {1, 2, ..., C} be the set of labels in which workers could choose from, yji ∈ L is the label assigned
to ith item by worker j, and yi is the true label of item i. yˆi is the estimated true label for item i,
which is called the consensus label. Assume ε(= yji −yi) is the deviation/error between the observed
label (obtained from workers) and true label. Table 4.4 summarizes the important notations used
in the paper. Define the following probabilities:
P jε = Pr(y
j
i = c+ ε|yi = c) (4.4)
According to the definition of a perfectly erred sloppy worker, we know that ε ∈ {0, 1,−1},
and P j1 = P
j
−1, where,
P j1 = Pr(y
j
i = c+ 1|yi = c) (4.5)
P j−1 = Pr(y
j
i = c− 1|yi = c) (4.6)
P j0 = Pr(y
j





M number of workers
N number of items
L set of labels worker could choose from
Y (∗) true labels set of all items
Y (j) set of labels obtained from worker j
Y
′(j) set of labels after bias correction from worker j
W the set contains all worker weights
Θ the set contains all worker accuracies
E(yˆic) expected consensus label for item i, whose true label is c
yi true label of item i
yji label assigned to item i by worker j
yˆi consensus label for item i
εji deviation between label from worker j and truth for item i
ωj weight of worker j
yjic label assigned by worker j to item i, whose true label is c
P jε probability of worker j has deviation from true label as ε
θj accuracy of worker j
αj conditional probability of worker j has error as +1
βj conditional probability of worker j has error as −1
ηa marginal error threshold on worker is highly biased or not
ηb bias score threshold for biased workers
∑
ε∈{−1,0,1}
P jε = 1 and 0 ≤ P j−1, P j0 , P j1 < 0.5 (4.8)
We first give proof that under some conditions, the existence of perfectly erred sloppy workers
have no significant influence on the consensus labels. Let the calculated expectation of consensus
label for item i be E(yˆic). Here we also give assumption that the estimated labels are obtained by
averaging the observed labels from workers, and every worker is independent from each other. Also,





















where yjic is the label given to item i whose true label is c, and yˆic denotes the estimated label for





[yjic × Pr(yjic = k)]
= (c− 1)× P j−1 + c× P j0 + (c+ 1)× P j1
= c− (P j−1 − P j1 ) or c+ (P j1 − P j−1)
(4.10)




ε = 1 in (4.8). The
hypothesis here is that worker j is a perfectly erred sloppy worker, which indicates that P j1 = P
j
−1.






Till now, we proved that existence of perfectly erred sloppy workers have no significant
influence on the expected consensus labels, under the conditions that workers are independent from
each other and using the average aggregating algorithm. However, there are two problems in real
world applications:
(1) Mostly, it is too ideal to have perfectly erred sloppy workers: a worker should perfectly avoid the
true grades, and evenly distribute labels only one scale up and down around the true grades. In
real world scenarios, the sloppy workers would probably have a higher possibility towards either
one of the errors (ε).
(2) It is unrealistic to obtain the exact expected consensus label as indicated in formula (4.9) and
(4.11): while inferring equation (4.11) from (4.9), we first calculated E(yjic), which is c for
perfectly erred sloppy workers. Only when a worker has labeled the same task for a large
enough time, could we claim the expectation value. However, in many applications, only one
label is provided from each worker on the same item. We call this fact “worker-item-uniqueness”.
Due to this uniqueness, the final aggregated label usually is not as good as what we expected.
These problems lead to the difficulty of making use of perfectly erred workers, since they are
randomly biased and we can’t cancel the errors inside the labels. However, it is possible to use the
labels of the biased sloppy workers. Passonneau and Carpenter [129] proposed and validated in their
work that a highly biased worker, although inaccurate, can provide as much information as a more
accurate labeler. They also mentioned that weighted voting schemes are not proper approaches to
infer true labels. We first examine prevalent weighted voting approaches to show why this is the
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case. From the definition, we could see that an observed label yji from a sloppy worker equals to the
sum of true label yi of item i and ε
j





















where εji is the bias made by worker j on item i, ωj denotes the weight of worker j, and it also
represents the reliability of the worker. In state-of-art approaches, ωj is usually set proportional to
worker’s accuracy, such as the inversion of worker’s variance 1/vj . In truth discovery algorithms, the
weights are chosen based on the deviation function (loss function) between true grades and observed
grades. In this case, the worker’s weight is actually still proportional to accuracy. These methods
give more weight to workers with higher Pr(yji = c|yi = c).
As we know, biased workers usually are inaccurate, which means their labels have low accu-
racy. In order to deal with the scenarios with highly biased sloppy workers, we propose the iterative
self-correcting approach to estimate the worker reliability and true labels.
4.3.2 Bias detection on sloppy worker
Before we explain the details of the iterative self correcting algorithm, we first introduce
some terms and measurement metrics. For each worker j, assume the accuracy of j as θj , and it is
calculated as θj = Pr(y
j




i = c|yi = c)× Pr(yi = c). If we know the truth labels
for all the items, we can try to estimate the worker’s accuracy with the ratio θj = a/(a+ b), where
a is the number of correct and b is the number of incorrect answers from the worker. Since the
workers are assumed to make errors between +1 and −1, we use αj and βj to denote the conditional
probability of j has error/deviation as +1 and −1 respectively. In other words, we assign parameters
to each worker: if this worker makes errors while labeling an item, the probability of getting deviation
+1 is αj , and deviation as −1 is βj .
αj = Pr(ε = 1|yji 6= yi)
βj = Pr(ε = −1|yji 6= yi)
(4.13)
It is also true that αj+βj = 1. When αj >> βj , it indicates the worker tends to give positive
deviations. While if βj >> αj, the worker is more likely to have negative deviations. Similarly,
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once we know the estimated true labels set, we could approximate αj and βj . Due to the sparsity
problem while approximating all these parameters, it is necessary to fix another way to estimate
θj , αj and βj . Based on the work of [134] and [125], we use vanilla Bayesian estimation strategy
for estimating them. We treat θj as a distribution, and presume the conjugate prior for Pr(θj) as
uniform distribution in the [0, 1] interval. Thus, after collecting a correct and b incorrect answers
from the worker, the posterior probability Pr(θj) follows a Beta distribution B(a+ 1, b+ 1):
Pr(θj) = [θj ]
a[1− θj ]b 1
B(a+ 1, b+ 1)
(4.14)
Similarly, for each worker j, we set the prior distribution over the bias (αj and βj) as uniform
distribution. Then the posterior would be a Beta distribution with hyper–parameter b = (b1, b−1)
for αj and βj , where b1 is the prior +1 bias count, and b−1 is the prior −1 bias count.
Pr(αj) = [αj ]
b1 [βj ]
b−1 1
B(b1 + 1, b−1 + 1)
(4.15)
Since αj + βj = 1, so βj = 1− αj , then we get:
Pr(αj) = [αj ]
b1 [1− αj ]b−1 1
B(b1 + 1, b−1 + 1)
(4.16)
To measure the highly biased worker’s reliability, we define a bias score for each of them.
Higher bias score indicates the worker with higher bias, thus the more information he/she would be
able to provide as those accurate workers. The bias score (BS) is derived from the information gain:
BS(αj) = H(bias|0.5)−H(bias|αj) (4.17)
where H(bias|0.5) denotes the entropy of choosing error as +1 with probability of 0.5, and −1 with
probability of 0.5. H(bias|αj) represents the entropy for the specific worker j with error probability
αj and βj . Since βj = 1− αj , we present the entropy based on αj .
H(bias|0.5) = −[0.5log0.5 + 0.5log0.5] = −log0.5
H(bias|αj) = −[αj logαj + (1− αj)log(1− αj)]
(4.18)
When αj = 0.5, then βj = 0.5, BS = 0. It indicates that the worker is not biased. In this case,
the worker is actually perfectly erred. When αj → 1 or βj → 1, H(bias|αj) = 0, thus BS = log2.
99
Due to the fact that we treat the worker’s error/bias as distribution, the expected BS(αj) can be




We know Pr(αj) from equation (4.16). After some algebraic manipulations for equation (4.19), we
could obtain the expectation of BS(αj) as:
E(BS(αj)) = log2−Ψ(b1 + b−1 + 1) + b1Ψ(b1 + 1) + b−1Ψ(b−1 + 1)
b1 + b−1
(4.20)
where Ψ(x) is the digamma function. By setting a threshold ηb, we could correct the highly biased
workers with E(BS(αj)) > ηb. However, it is also necessary to take into account the worker’s
accuracy, before we correct the bias/error. This is because the error αj and βj are assumed as
conditional probability in this work. The true error probability (marginal probability) of a worker
will depend also on the accuracy of the worker. For example, if a worker’s accuracy is 0.9, thus the
possibility of the worker making errors is only at 0.1. Although it is possible that the worker might
have a 0.9 possibility with +1 error for any item, we shouldn’t correct his labels (by subtracting 1).
If we do so, all the items with correct answers will be changed also, thus degrade the final results.
In order to determine whether to correct bias behavior of a worker, we proceed in the
following way: As mentioned before, the worker’s accuracy θj is assumed as a distribution, and
set Beta distribution as its conjugate prior. Thus, the error rate of worker is 1 − θj . We give the
posterior mean of the marginal probability of errors, which is the best point estimation for αj(1−θj)





((1− θj)× Pr(θj))(αjPr(αj))dθjdαj , so:
E(αj(1− θj)) = [1− a+ 1
a+ b+ 2
] · b1 + 1
b1 + b−1 + 2
(4.21)
Similarly, estimation for E(βj(1− θj)) could be obtained.
By setting a threshold for the expected error rate of the worker as ηa, we would be able to
determine whether to take into account the bias behavior. Only if E(αj(1− θj)) > ηa or E(βj(1−
θj)) > ηa, will we then consider correcting errors made by the workers based on their bias score.
The ηa could be chosen through the incremental heuristic way or binary search approach, both were
presented while choosing the threshold for separating the randomly erred sloppy workers from biased
workers. The value which has the best performance will be selected as the threshold ηa.
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Algorithm 4.1 Iterative self-correcting truth discovery algorithm.
Input: Observations from M workers: {Y (1), Y (2), ..., Y (M)}, threshold ηa, and ηb.
Output: Estimated true labels for N items Y (∗) = {yi}Ni=1, worker weights W = {ωj}Mj=1, estimated worker
accuracies set Θ = {θj}Mj=1, and workers bias correcting factor B.
1: Initialize the truths Y (∗);
2: repeat
3: Remove spam workers first from the crowd;
4: for j = 1...M do
5: a← number of correct labels
6: b← number of incorrect labels
7: b1 ← number of +1 error (yji − yi as +1)
8: b−1 ← number of −1 error (yji − yi as −1)
9: Calculate E(BS(αj)) from equation (4.20)
10: if E(BS(αj)) < ηb then
11: Y
′(j) ← Y (j)
12: Continue
13: else
14: Calculate max(E(αj(1− θj), E(β(1− θj)))
15: if maximum > ηa then
16: if αj > βj then
17: {Correcting Y ′(j) by subtracting 1}
18: Y
′(j) ← Y (j) − 1
19: else
20: {Correcting Y (j) by adding 1}
21: Y





26: {Calculate the worker’s weight}
27: Update worker’s weight W using equation (4.24) to infer worker reliability after bias correction, based
on the estimated truths.
28: {Calculate the estimated truths}
29: for i = 1...N do
30: Update the truth of ith item yi based on observations and current weight estimations, from the
worker who contributed to this item, according to equation (4.25).
31: end for
32: until Convergence
33: {Calculate the worker’s bias}
34: for j = 1...M do
35: Compare the Y
′(j) and Y (j), get the bias of worker j, insert the bias into B.
36: end for
37: Return Y (∗), W , Θ, and B
4.3.3 Iterative self correcting framework
The iterative self-correcting algorithm is detailed in Algorithm 4.1. The algorithm is based
on the principle of optimization based truth discovery models: If a worker provides trustworthy
labels frequently, he will be assigned a high reliability; if a label is provided by a reliable worker, it
will have higher probability to be chosen as truth. As Li et al. [132] concluded in their work, the
principle of truth discovery is captured through the optimization formulation in Eq. (4.2).
The proposed framework is an optimization based method for bias corrected observations.
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In Algorithm 4.1, line 4-25 represents the process of detecting and correcting the biased sloppy
workers. After obtaining the de-biased answers Y


















where the d(·) is called the loss function as mentioned in [132]. Since originally the sloppy worker
only err +1 or −1 around the ground truths, it would be same to either use 0-1 loss or (normalized)
squared loss. However, after correcting the bias for the worker, it is possible that worker might err
+2 or −2 from the truth answers. For example, if a highly biased worker has 80% of his answers
with +1 error. According to Algorithm 4.1, all the observed answers from the worker are corrected
by subtracting 1 from Y (j). Thus, if the worker has any answer with −1 error, then the de-biasing
would result err −2 from the truths. Thus we propose to use the 0-1 loss in this case:
d(yji , yi) =

1, if yji 6= yi
0, otherwise
(4.23)
To learn the truth answer set Y and worker’s weights and biases, we optimize the objective
function in Eq. 4.22 by applying the block coordinate descent approach [135]. The approach
iteratively conducts two-step procedure until convergence:
(i) Update worker weights while fixing truths of the items Y (∗) = {y1, y2, ..., yN}: In this step,
the true label for each item is fixed, we estimate the worker weights W based on the difference
between true label and corresponding observed answer. The weight of each worker is calculated
through formula (4.28).
W ← arg min
W
f(Y (∗),W ) s.t.
M∑
j=1
exp(−ωj) = 1 (4.24)
(ii) Update the truths yi while fixing the worker weights and every other item’s truths {W, y1, ...,
yi−1, yi+1, ..., yN}: In this step, the true label of each item is updated by minimizing the
weighted differences between the true labels and observations.
yi ← arg min
yi
f(Y (∗),W ) (4.25)
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This two-step approach corresponds to line 26-31 in Algorithm 4.1. The step (i) is the worker
weight updating process from line 26 to 27. Line 28-31 is the estimated truths updating procedure
as described in step (ii).
To derive the source weight in step (i) of the block coordinate descent method, the Lagrange







d(yji , yi) + λ(exp(−ωj)− 1) (4.26)







From the constraint, we know that
∑M












In order to give an overview of the proposed framework, we present the diagram of the
procedure in Figure 4.4. We first initialize the truths for all the items. The initialization values
are randomly selected from the prior uniform distribution we assumed for the truths. Then we
iteratively estimate the true labels as indicated in Algorithm 4.1, line 2-32. The spam detection
approach used in our work for real world dataset is based on the mean squared error measurement.
The algorithm is adopted from the work of Vuurens et al. [60]. The authors proposed a function








where εr is the error which represents the ordinal difference between the label a worker given and
the estimated true label. V is the collection of all labels offered by each worker. By setting threshold
for RandomSep, we could detect the spam worker. For example, through setting the threshold value
as 1, we could filter out the workers with RandomSep > 1, and leave the workers only err +1 or −1
around the estimated truths.
The bias correcting process corresponds to the line 4-25 in Algorithm 4.1. Finally, the labels
after spam removing and bias correction are used to estimate the truths through coordinate descent
algorithm (line 26-31 in Algorithm 4.1).
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Figure 4.4: Diagram of the proposed ITSC-TD framework
4.4 Experimental results and analysis
This section presents experimental results and analysis of the proposed ITSC-TD framework
on synthetic and real world datasets. Section 4.4.2 presents the results on synthetic datasets to show
the influences of different types of sloppy workers on a controlling environment. Section 4.4.3 gives
experiments on two publicly available real world datasets to show the effectiveness of the proposed
methodology in obtaining truths from noisy crowdsourced data. We also implement a set of state-
of-art models, which are used as comparison methods, in order to demonstrate the efficacy of the
proposed ITSC-TD approach. These comparison models are presented in Section 4.4.1.2. The
evaluation metrics and the implemented comparison methods are discussed in Section 4.4.1.
4.4.1 Experimental setup
4.4.1.1 Performance measures
In the experiments, the inputs for the models are observations for the items from crowd
workers. The aggregating algorithms are applied to output the estimated truths and worker weights.
Our proposed methodology and some of the state-of-art methods are conducted in an unsupervised
manner, and the ground truths will be only used for evaluating the performance. Here, we focus on
categorical type of data, thus we adopt the following measures.
• Accuracy: accuracy is computed as the percentage of the approach’s output that are same as the
ground truths.
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• F1 measure: it is a weighted average of precision and recall of an approach. F measure is different
from the accuracy, which equally weights the positive and negative results.
Accuracy and F1 measure how well the model estimates the truths. The higher the measures,
the closer the method’s outputs to the ground truths, and thus the better it performs.
4.4.1.2 Proposed and comparison methods
The proposed ITerative Self-Correcting Truth Discovery method in the experiment is denoted
as ITSC-TD. We compare our model with the following methods which are designed to infer truths
and worker weights in crowdsourcing systems:
Majority Voting (MV) which simply takes the majority label as the truth for an item. If
there is a tie while applying MV, we randomly select an answer from the voted results in our
work. Expectation Maximization [46] (EM) model proposed by Dawid and Skene (EM-DS) models
a confusion matrix for each worker, and uses EM to estimate the true labels. GLAD [45] models the
expertise of each worker through a single parameter, and estimates truths via the EM algorithm.
Optimization based Truth Discovery (TD) [132] is also a weighted voting scheme to infer the true
labels.
We implement all the comparison methods, and all of the parameters in the models are
set according to corresponding papers. The experimental results are compared using different data
sets. In the proposed ITSC-TD methodology, we need to set the accuracy (ηa) and Bias Score (BS)
threshold (ηb) to determine a highly biased sloppy worker. Here, we initially set the ηa equals to 0.5,
and αj as 0.5 to obtain ηb. Then 10 values are selected randomly for ηa and αj respectively in the
range [0.5, 0.7], for parameter sensitivity analysis. The final results are obtained through averaging
the 10 results of the settings.
4.4.2 Experiments on synthetic data set
In the this section, we focus on experimenting with the influence of sloppy workers to the
quality of estimated truths. The synthetic data is simulated based on the work of Alfaro and
Shavlovsky [7]. We consider 50 workers and 50 items in the simulated environment. Assume each
item is labeled by 6 workers, and the labels are chosen from the scale: {1, 2, 3, 4, 5}. Suppose we
would like to simulate the grading process for a set of students′ submissions, which are the items,
in class. A latent variable model is utilized to approximate the gold truths: let the true quality of
each item i be denoted as yi. To simulate all the yi, we assume the existence of a real-valued latent
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variable q, where q is normally distributed with mean µ = 0 and standard deviation σ = 1. The
variable yi results from an “incomplete measurement” of q, where one only determines the interval
into which q falls:
yi =

1, if q < µ− 2σ
2 or 3 or 4, if q ∈ [µ− 2σ, µ+ 2σ]
5, if q > µ+ 2σ
(4.30)
In equation (4.30), while q ∈ [µ− 2σ, µ+ 2σ], yi could choose from 2, 3, and 4. In order to
assign one of the labels to yi, we assume another latent real-valued variable u which is uniformly
distributed on [0, 3]. The label of yi is determined as follows:
yi =

2, if u ∈ [0, 1)
3, if u ∈ [1, 2)
4, if u ∈ [2, 3]
(4.31)
Combining equation (4.30) and (4.31), we could obtain the formula for determining yi:
yi =

if q < µ− 2σ, 1
if q ∈ [µ− 2σ, µ+ 2σ],

if u ∈ [0, 1), 2
if u ∈ [1, 2), 3
if u ∈ [2, 3], 4
if q > µ+ 2σ, 5
(4.32)
Two types of workers are simulated: reliable and sloppy worker. Each worker j was assigned
a specific accuracy. For reliable workers, the accuracies are uniformly distributed on (0.5, 0.9]. For
sloppy workers, their accuracies are uniformly distributed on [0.1, 0.5]. It is also necessary to allocate
a bias rate for sloppy workers. The bias rate is the percentage of positive (negative) errors existing
among incorrect answers for positive (negative) biased worker. A perfectly erred sloppy worker
should have a bias rate as 0.5. The items are then randomly distributed to workers for labeling:
each item is required to be labeled by 6 workers, and each worker needs to label 6 items. The
observations are labels obtained from workers are simulated in the following way:
• If the worker i is reliable: according to the accuracy of i, determine whether to assign true label
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Figure 4.5: Influence of perfectly erred sloppy workers with multiple labels/worker on consensus
labels
to the item or not. If an incorrect answer should be given, randomly select a label one scale up
or down (if possible) of the true label for the item.
• If the worker i is sloppy: accuracy is still first utilized to decide to provide a correct or incorrect
answer. If a wrong answer is supposed to be given, the sloppy worker type (positive, negative or
perfectly erred) and bias rate are then applied to provide the observed label.
Once all the simulated observations are generated, we are able to apply the aggregating
models to estimate truths and worker weights from them. For each setting, the data is simulated
through 100 runs, and the results are reported as the average over the 100 runs.
4.4.2.1 Simulation on perfectly erred sloppy workers
First of all, we investigate the perfectly erred sloppy workers′ influence on the consensus
results in ideal occasions. Assume each worker provides multiple labels (k) for the item which is
assigned for them. Three different settings for k were experimented here: 6, 12, and 18 labels were
generated by each worker. That means, if item i is assigned to worker j to get observed labels, j
is responsible to provide k labels for i. We assume that workers are independent from each other,
and the k labels from the same worker are also independently given. Figure 4.5 shows the outcome.
The consensus labels are given through averaging all the observations. In Figure 4.5, the x axis
represents the proportion of the perfectly erred sloppy workers among the crowd, and y axis shows
accuracy and f1 measure respectively. Although the metrics start decreasing at the point of 0.5 for
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Figure 4.6: Influence of perfectly erred sloppy workers with one label/worker on consensus labels
the proportion of sloppy workers, we could still obtain high quality results. For example, at the
worst case scenario, with proportion equals to 1, the accuracy is > 0.95, and f1 measure > 0.9.
The results proved that given perfectly erred sloppy workers, under the specific conditions, it is still
possible to obtain high quality consensus results, as we mentioned in Section 4.3.1.2.
Due to the “worker-item-uniqueness”, it is necessary to investigate the influence of sloppy
workers on aggregating results with only one observation per worker for item i. Figure 4.6 presents
the metrics calculated for the results with single label provided per worker for one item. Comparing
to the accuracies and F1 measures with average (AVG) as the aggregating algorithm in Figure 4.6
and 4.5, we can see that without multiple labels per worker, the perfectly erred sloppy workers
degrade the aggregated results greatly. The reason that performance in Figure 4.6 is worse than
Figure 4.5 is: while a worker independently provides multiple labels/item, the sloppiness within
their labels is most likely canceled with each other (Probability of negative error=Probability of
positive error=0.5). When only one label is given for each item/worker, the label is randomly given
and independent from each worker, thus the overall probability of obtaining error as +1 is not
necessarily equal to the probability of error −1. The averaging algorithm could cancel some of the
errors among the grades, however, it is usually used for numerical data instead of categorical ordinal
data. Majority voting (MV) is the simplest, and one of the prevalent aggregating methods for getting
consensus labels for categorical ordinal data. The dotted line with triangle sign in Figure 4.6 gives
results of majority voting. MV showed even worse results compared to AVG method. While setting
the percentage of perfectly erred workers as 100%, the difference of accuracy between AVG and MV
could reach around 60%.
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TABLE 4.5: Accuracy and F measure calculated for different proportions of positive biased sloppy
workers
Method Metric
Proportion of Positive Biased Sloppy Workers
10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
MV
Accuracy 0.98 0.96 0.92 0.88 0.82 0.62 0.46 0.34 0.24 0.20
F1 0.98 0.97 0.93 0.89 0.84 0.63 0.52 0.38 0.25 0.23
TD
Accuracy 1.00 0.96 0.96 0.94 0.86 0.66 0.52 0.36 0.26 0.24
F1 1.00 0.97 0.97 0.95 0.87 0.68 0.57 0.40 0.27 0.27
GLAD
Accuracy 0.98 0.96 0.94 0.94 0.92 0.66 0.56 0.38 0.26 0.22
F1 0.98 0.97 0.95 0.93 0.92 0.68 0.60 0.38 0.27 0.24
EM-DS
Accuracy 0.98 0.96 0.98 0.95 0.93 0.70 0.60 0.38 0.26 0.24
F1 0.98 0.96 0.98 0.95 0.94 0.72 0.60 0.42 0.26 0.24
ITSC-TD
Accuracy 1.00 0.98 0.98 0.96 0.95 0.76 0.74 0.50 0.36 0.34
F1 1.00 0.99 0.99 0.96 0.96 0.80 0.76 0.56 0.39 0.35
Figure 4.7: Results of accuracy and F measure for different proportions of negative biased sloppy
workers
4.4.2.2 Simulation on biased sloppy workers
In order to show the influence of biased sloppy workers on the consensus results, we first
conduct the experiments on either one of the two types of biases. Table 4.5 gives the metrics
calculated for the proposed and comparison methods for different proportions of positive biased
sloppy workers. In Table 4.5, while the proportion positive biased of sloppy workers ≤ 0.5, all the
listed methods give good performance regarding the selected metrics. Among the four comparison
models, EM-DS method gives relatively better results compared to the other three. If we compare
the accuracy and F measure of EM-DS with the proposed algorithm while the ratio of positive biased
sloppy workers is within the range [0.1, 0.5], the improvement by utilizing ITSC-TD is only from
around 0 to 3%. After increasing the proportion up to > 0.5, the proposed ITSC-TD method shows
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TABLE 4.6: Results for various ratios of mixture of positive and negative biased sloppy workers





Accuracy F1 Accuracy F1 Accuracy F1 Accuracy F1 Accuracy F1
20%
0.5:0.5 0.96 0.96 0.98 0.97 0.98 0.98 0.98 0.97 0.98 0.98
0.8:0.2 0.96 0.97 0.98 0.98 0.92 0.91 0.98 0.98 1.00 1.00
0.4:0.6 0.97 0.96 0.98 0.98 0.98 0.97 0.98 0.98 0.98 0.98
40%
0.5:0.5 0.84 0.85 0.92 0.92 0.90 0.89 0.96 0.96 0.98 0.98
0.8:0.2 0.80 0.81 0.94 0.93 0.89 0.86 0.94 0.94 0.96 0.96
0.4:0.6 0.80 0.81 0.88 0.89 0.84 0.83 0.90 0.90 0.95 0.94
50%
0.5:0.5 0.75 0.76 0.84 0.84 0.83 0.82 0.90 0.90 0.92 0.91
0.8:0.2 0.76 0.78 0.88 0.87 0.82 0.81 0.88 0.88 0.94 0.94
0.4:0.6 0.72 0.77 0.80 0.83 0.78 0.80 0.86 0.86 0.90 0.91
60%
0.5:0.5 0.60 0.68 0.80 0.81 0.78 0.79 0.86 0.86 0.92 0.92
0.8:0.2 0.58 0.57 0.78 0.78 0.69 0.67 0.74 0.74 0.88 0.87
0.4:0.6 0.60 0.59 0.68 0.67 0.68 0.66 0.78 0.78 0.82 0.80
80%
0.5:0.5 0.46 0.49 0.56 0.58 0.54 0.55 0.58 0.58 0.72 0.71
0.8:0.2 0.32 0.36 0.46 0.48 0.38 0.40 0.44 0.43 0.64 0.64
0.4:0.6 0.44 0.46 0.56 0.56 0.52 0.51 0.56 0.55 0.66 0.67
significant improvement compared to other comparison models for both accuracy and F measure.
As an example, 14% accuracy improvement can be obtained by applying ITSC-TD compared to
EM-DS approach.
Similar process and results could be obtained while experimenting on negative biased sloppy
workers. Figure 4.7 showed the calculated measurements. The solid line with the triangle symbol
represents the metrics results for proposed ITSC-TD methodology. The “knee point” in Figure
4.7 is the point at the proportion of negative biased sloppy workers = 0.5, and it means while the
proportion > 0.5, there is significant improvement on the calculated measurements for our proposed
algorithm compared to other approaches.
The experiments above assumed the existence of only one type of biased sloppy worker:
either positive biased or negative biased. In order to examine the influence of mixture of positive
and negative biased sloppy workers, we do simulations on various ratios of these two types of workers.
The results are presented in Table 4.6. The ITSC-TD method has the best performance among all
the algorithms applied. As the results showed in Table 4.6, when the proportion of sloppy workers
> 50%, the proposed approach has significant difference on the performance compared to other
methods. The results are consistent with what we obtained with the existence of only one type of
biased sloppy worker.
By comparing the results in Table 4.5 and Table 4.6, we could see that there are differences
between them even with the same proportions of sloppy workers. The explanation of the distinctions
is that for each table, we utilize the approach mentioned at the beginning of Section 4.4.2 to simulate
the sloppy workers through 100 runs. The average over the 100 runs is then used as final outcome,
which is presented in the table. Although the percentage of the biased sloppy workers might be set
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same in both of the tables, each worker’s individual bias rate could be different. Thus the final results
vary. For example, assume a worker has 60% of her labels positively biased, and another worker
has 80% of her labels positively biased. The result by taking into account the former worker will be
different from the result of using the latter one. In order to see the differences of the performance
between only using positive biased workers and having both positive and negative biased workers,
we could set one essential comparison method for each table. As an example, we set the GLAD
approach as comparison model for Table 4.5 and 4.6. The accuracies and F measures obtained for
ITSC-TD, with high proportion of biased sloppy workers, have significant improvement in contrast
to the metrics calculated for GLAD in both of the tables. We could conclude that the proposed
methodology is efficient in both scenarios: when there is only one type of biased workers, or both
types of biased sloppy workers exist among the crowd.
4.4.2.3 Simulation on all types of sloppy workers
Before showing the results for datasets with crowd including all types of sloppy workers,
we would like to first investigate the performance of the proposed approach on the worker set with
the mixture of perfectly erred sloppy workers and reliable workers. Like all the other comparison
models we selected, the proposed ITSC-TD method utilizes the labels given by perfectly erred sloppy
workers without correcting or removing them. Figure 4.8 presents the outcome of the experiments.
The proportion of the perfectly erred sloppy workers ranges from 0 to 100% as shown in x axis.
From the figure, we could see that compared to other comparison approaches, the proposed method
has no significant difference between them. This is due to the fact that the ITSC-TD algorithm does
not tackle with perfectly erred sloppy workers.
While varying the ratios of the perfectly erred sloppy workers, we could observe the influ-
ence of this type of workers on the quality of the estimated truths, which is presented in Figure
4.8. When the percentage < 50%, most of the comparison models (except MV) and our proposed
methodology give estimated labels precise enough. In other words, the perfectly sloppy workers have
very small influence on weighted voting aggregating algorithms with their proportion less than 50%.
One reason is that they make errors within the fault tolerance range, which denotes that they give
labels close enough to truths. The other reason is in weighted voting, the weights given to workers
are proportional to their accuracies. The perfectly erred sloppy workers thus would have low weights
assigned to them. If we change the percentage till most of the workers are perfectly erred sloppy
workers (> 50%), the results are greatly degraded as shown in Figure 4.8. Especially when the
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Figure 4.8: Results of accuracy and F measure for mixture of perfectly erred sloppy workers and
reliable workers for proposed and comparison methods
proportion of perfectly erred sloppy workers ≥ 90%, all the used weighted voting algorithms′ perfor-
mance are almost the same as MV. In order to achieve higher accuracies, it might be useful to filter
out this type of workers and remove their labels. This leads to removal of most workers from the
crowd. It leaves many items remain unlabeled. Due to the fact that perfectly erred sloppy workers
only have errors within the fault tolerance range, in many occasions, it is acceptable to utilize their
labels to approximate the truths when there are not enough precise labels available. Based on the
analysis, we do not remove the perfectly erred sloppy workers. For randomly erred sloppy workers,
same conclusion could be drawn.
Next, we present the results obtained for simulations with different types of sloppy workers
incorporated. Table 4.7 gives the metrics calculated for the mixture of different proportions of
positive biased sloppy workers, perfectly erred sloppy workers, and reliable workers. In order to
show how biased and perfectly erred sloppy workers influence the performance of the ITSC-TD
algorithm, we also present results when the crowd consists of positive biased and reliable workers,
as well as the crowd with perfectly erred and reliable workers. Since the results for the mixture of
negative biased workers with reliable workers are quite similar to positive biased workers, we only
present the calculated metrics for PB : RE.
In Table 4.7, the highlighted cells represent the methods with best performance. By compar-
ing the experimental results, the ITSC-TD methodology shows superiority over other comparison
approaches with existence of biased sloppy workers among the crowd. As an example, when the
crowd contains only perfectly erred sloppy workers and reliable workers, TD algorithm gives best
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TABLE 4.7: Results for the crowd with mixture of positive biased sloppy workers, perfectly erred
sloppy workers, and reliable workers
Method Metric
Ratios of different types of workers
PB : RE PB : PE : RE PE : RE PB : RE PB : PE : RE PE : RE
0.4 : 0.6 0.2 : 0.2 : 0.6 0.4 : 0.6 0.8 : 0.2 0.6 : 0.2 : 0.2 0.8 : 0.2
MV
Accuracy 0.80 0.88 0.82 0.42 0.48 0.44
F1 0.83 0.89 0.84 0.43 0.49 0.49
TD
Accuracy 0.92 0.92 0.96 0.46 0.54 0.54
F1 0.92 0.93 0.97 0.47 0.56 0.58
GLAD
Accuracy 0.88 0.90 0.92 0.46 0.52 0.48
F1 0.89 0.89 0.91 0.46 0.53 0.49
EM-DS
Accuracy 0.94 0.96 0.94 0.50 0.60 0.52
F1 0.93 0.96 0.94 0.50 0.60 0.52
ITSC-TD
Accuracy 0.96 0.96 0.94 0.66 0.71 0.55
F1 0.95 0.96 0.95 0.65 0.73 0.57
PB: Positive Biased; RE: Reliable; PE: Perfectly Erred.
performance with PE : RE = 0.4: 0.6. Although while PE : RE = 0.8: 0.2, ITSC-TD has the
largest accuracy value, only 1.9% improvement could be obtained compared to the TD approach. It
could be further verified by comparing the metrics calculated for PB : RE and PB : PE : RE. For
example, in Table 4.7, when the sloppy worker : reliable worker as 0.4: 0.6, if we compare the ac-
curacy obtained for EM-DS and ITSC-TD: 2.1% improvement was achieved by applying ITSC-TD,
with PB : RE = 0.4: 0.6. However, there was 0% improvement while PB : PE : RE = 0.2: 0.2: 0.6.
This indicates that with the same proportion of sloppy workers, better results could be obtained
with higher ratio of biased sloppy workers. The same conclusion could be drawn when sloppy
worker : reliable worker as 0.8: 0.2. The reason that there is 0% improvement comparing accuracy of
EM-DS and ITSC-TD, while PB : PE : RE = 0.2: 0.2: 0.6, is because no significant improvement
could be obtained while the proportion of sloppy workers< 0.5.
4.4.3 Experiments on real world data set
We use real world data to investigate the effectiveness of the proposed ITSC-TD method-
ology. Two publicly available datasets are utilized to evaluate the models, namely TREC and
AdultContent2 (AC2). The original TREC dataset, which used in [112], has AMT ordinal graded
relevance judgments for pairs of search queries and URLs (web pages). It consists of 98,453 ratings
corresponding to 766 workers, 100 queries, and 20,232 (query, URL) pairs. The ratings were on a
scale of {−2,−1, 0, 1, 2}, where -1 means missing ground truth label, and -2 corresponds to broken
link. We processed this data set by filtering the ratings with value -2 and only take into account the
data with gold ground truth. The final dataset contains 3275 (query, URL) instances, 722 workers
and 19,699 collected labels.The ratings were mapped from {0, 1, 2} to {1, 2, 3}. This mapping does
not affect the values of accuracy and F measure, it is just for easier implementing of all the models.
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TABLE 4.8: Some statistics about the TREC and AC2 datasets
Label Levels Instances Workers Ratings Reliable Spam Biased Perfectly/Randomly Erred
TREC 3 3275 722 19699 433 0 143 146
AC2 4 333 269 3324 190 19 44 16
TABLE 4.9
Comparison between different methods on TREC and AC2 dataset (without spam workers included)
TREC AC2
Method Accuracy F1 Accuracy F1
MV 0.476 0.481 0.763 0.741
TD 0.483 0.496 0.765 0.743
GLAD 0.498 0.501 0.761 0.739
EM-DS 0.502 0.506 0.772 0.748




The AC2 dataset was originally used in [31], and it includes AMT judgments for websites
for the presence of adult content on the page. The judgments are ordinal ratings on G, P, R, X:
G for no adult content, P refers to content requires parental guidance, R means content mainly for
adults, and X for hardcore porn. The original AC2 dataset consists of 97271 ratings from workers.
We filter the data by only taking into account the items with gold truths. This leads to a subset of
the data which consists of 3324 ratings from 269 workers for 333 websites. The ratings are mapped
from {G,P,R,X} to {1, 2, 3, 4}. The mapping has no influence on the measurement metrics. Due
to the fact that we would want to deal with sloppy workers in our work, we further filter the data by
choosing the ratings within the set gold truth, gold truth+1, gold truth−1. The final AC2 dataset
used has 3057 ratings corresponding to 333 items, 265 workers.
There are only three levels for the rating task in TREC dataset, so we do not define and
filter spam workers in this dataset. Table 4.8 gives some of the statistics for these two datasets. The
“Instances” column indicates the number of items to be labeled. The last four columns present the
number of different types of workers in the crowd. We give two types of experimental analysis on
the real world datasets: (i) focus on dealing with the sloppy workers. In this analysis, we remove the
spam workers by comparing the observed labels with gold truths. In other words, we only keep the
worker judgments that are at most one level away from the gold labels. The results are presented
in Table 4.9. (ii) We investigate the impact of both spam and sloppy workers on our proposed
methodology. The AC2 dataset is used here for the analysis. As mentioned above, TREC dataset
incorporates only three levels of labels, in which no spam worker is defined. The results are shown
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TABLE 4.10










Table 4.9 summarizes the performance of all the methods in terms of accuracy and F measure
on TREC and AC2 dataset without spam workers included. The last row of the table gives the
number of biased workers recognized while applying ITSC-TD framework. The proposed method in
our work showed the best performance compared to other comparison approaches on TREC data
set. Although for AC2, EM-DS out performs the proposed methodology, there is no significant
difference between all the methods applied. The different effectiveness of the proposed method on
the two datasets can be explained through the statistics presented in Table 4.8. There are more
biased workers (around 23%) in TREC compared to AC2 dataset (around 16%). Thus the ITSC-TD
approach gives best quality outcome compared to other comparison models for TREC, while it does
not show superiority in AC2 due to the low proportion of biased workers. In addition, most workers
(more than 70%) in AC2 belong to reliable worker group, which makes even the MV approach
already good enough for approximating the truths. Finally, the experimental results are consistent
with conclusion drawn from the synthetic dataset: when the proportion of biased sloppy workers
≤ 0.5, no significant improvement could be obtained.
We next give an insight of the proposed ITSC-TD framework performance on the dataset
where both spam and sloppy workers exist. As mentioned earlier, the AC2 dataset is utilized for
the analysis. To detect the spam workers, a mean squared error based function, which is explained
in Section 4.3.3, is applied. The results are presented in Table 4.10. The last two rows of the table
give the number of spam workers and biased sloppy workers recognized in ITSC-TD framework.
Different from the calculated metrics indicated in Table 4.9 for AC2, in which EM-DS showed
superior performance, the proposed ITSC-TD algorithm offered the most precise estimated truths
here. It is also clear that the overall quality of the estimated labels is lower in Table 4.10 than Table
4.9. The reason for the differences is that the spam workers are included in the experiments here
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for Table 4.10. Due to the fact that ITSC-TD approach deals with both spam and biased workers,
we could obtain better results by utilizing the proposed method than the comparison models.
4.5 Conclusion and Chapter summary
In this chapter, we present a way to tackle the challenge of obtaining true information from
noisy crowdsourced data. In particular, we deal with the sloppiness in a crowd scoring task, which
represents the phenomena of observed labels which fluctuate around the true labels, in order to
achieve high quality estimated labels. The main contributions of the work in this chapter are as
follows:
(1) Different from many research which focuses on binary labeling problems, we highlight obtaining
high quality estimated true labels from the crowdsourced ordinal labeling tasks. Crowdsourcing
research usually targeted on simple problems such as choosing either 0 or 1 in a task. It is not
always the case in real world. We concentrate on more complicated tasks with ordinal labeling.
This type of task is much more like a scoring problem in which answers are chosen from a scale
which consists of multiple ordinal labels.
(2) A hierarchical categorization of the crowd workers is introduced. The workers who provide
biased noisy labels are separated from reliable workers and the workers who provide useless
labels.
(3) We propose an efficient method to recognize the biased sloppy workers. Due to the sparsity
nature of crowdsourced data, we estimate the worker biases through calculating their expected
error rate.
(4) We propose a truth discovery based approach to infer truths from both reliable workers and
the corrected biased workers. Gold truth is not required to compute the estimated labels and
worker reliabilities in our methodology.
To show the effectiveness of the proposed ITSC-TD framework, experimental results and
analysis are presented on both synthetic and real world data sets. The results are compared with
several prevalent comparison models, which include MV, TD, GLAD and EM-DS methods. The
comparisons showed that our proposed ITSC-TD outperform other comparison approaches while
the ratio of biased sloppy workers > 0.5, and significant improvement could be obtained in the
simulated datasets. As a result, around 10% to 16% improvement for the accuracy were presented
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in this case. For real world data, ITSC-TD is able to achieve better results regarding the selected
measurement metrics while the proportion of highly biased workers > 0.5, comparing with multiple
comparison methods. For example, comparing to comparison methods with TREC dataset, 2% and
8% improvement for accuracy, and 4% to 9% improvement for F measure can be obtained by using
our proposed approach.
In the proposed approach, we assume there is no gold truth available while recognizing biased
sloppy workers and inferring truths and worker reliability. It would be interesting to investigate the
performance of the ITSC-TD method if a subset of the true labels are known. By utilizing these
known truths, it might be possible to adjust the proposed method, such as the settings of prior
distributions, for better inferencing of the unknown truths. Furthermore, efforts could be made to
explore the possibility of utilizing the data from sloppy workers when there is a mixture of ordinal
and continuous scale labels. The optimization based truth discovery framework utilized in our work




WORK LIKE AN EXPERT: A MULTIPLE VIEWS APPROACH FOR
CROWDSOURCING COMPLEX TASKS
Discussions about how to collect high quality labels with crowdsourcing has been presented
by most of the recent research [112, 136, 137], since work performed by the crowd can greatly vary
across individuals. In particular, a major drawback of most crowdsourcing services is that we do not
have control over the quality of the crowd workers [50]. Chapter 3 provided an integrated framework
for numerical labeling tasks which combines spam filtering and a bias detection algorithms, to obtain
high quality consensus results. In Chapter 4, a new categorization of workers which remedy the
overlapping problem in clustering crowd workers into groups in Chapter 3, has been proposed as
a foundation for the development of the iterative self correcting methodology. This methodology
mitigates the sloppiness, which resides in the crowdsourced data, by utilizing the highly biased
sloppy workers. However, both Chapter 3 and Chapter 4 did not take into account the specialty of
the challenge in complex labeling tasks through crowdsourcing. The typical tasks posted on popular
crowdsourcing platforms such as Amazon MTurk are micro-tasks or HIT (Human Intelligence Task),
which are low in complexity, independent and requires little time and cognitive effort to complete [12].
Complex tasks, however, usually poses a significant challenge: crowd workers in many cases need to
possess knowledge or skills in specialized task domains [4]. In this chapter, discussions and analysis
are presented about how to improve the quality of the estimated labels for complex labeling tasks.
We investigate the workers′ strengths in different features of the task, and combine the framework
developed in Chapter 4 to infer the truths for items which need to be labeled.
5.1 Labeling complex tasks through crowdsourcing
Crowdsourcing has become a powerful mechanism for accomplishing work via outsourcing the
tasks to a large number of anonymous workers online. The strength of crowdsourcing is that it allows
us to process the large scale of tasks that need human intelligence [138], such as translation, linguistic
tagging, and visual interpretation. A wide range of applications (e.g. ESP Game, reCaptcha, and
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Freebase [36]) have been developed on top of more than 70 crowdsourcing platforms such as Amazon
Mechanical Turk (MTurk) and CloudCrowd. However, the works completed on micro-task markets
like MTurk are primarily simple and independent tasks [12]. For example, the tasks might be
labeling an image or judging relevance of a search result. Moreover, it is found that the quality
of the data obtained in crowdsourcing is often lower than that of data collected in the ordinary
controlled environment.
In contrast to the typical tasks posted on MTurk, which are low-in-complexity, self-contained,
short, and requiring little specialized skill [12], much work in real world is usually more complex,
interdependent and requires significant time and cognitive effort [139]. In addition, these complex
and expert tasks, such as assessment of a research paper or a product design, in many cases requires
the crowd workers possess knowledge or skills in specialized task domains [4]. However, due to the
diverse background and education levels of the crowd workers, it is difficult to have workers which
possess these specific skills. This leads to the problem of poor quality of the feedback from crowds
even more outstanding. To combat this challenge, some crowdsourcing systems break down the
complex task into smaller sub-tasks [54,140] or provide expert rubrics to workers [4,14], in order to
achieve quality assurance and accomplish complex work by the crowds.
Decomposing a complex task into simpler subtasks, and requesting new solutions to subtasks
from the crowd, is testified useful in improving the quality of the worker performance [12, 54, 140].
For example, an article writing task may ask one group of workers decide the scope of the article,
another set to find and collect the relevant information, a third to write the narrative, and finally a
fourth set to lay out the document and edit the final copy [12]. This type of crowdsourcing systems
is more suitable for decomposable tasks, which are able to be decomposed into simpler subtasks.
However, such task decomposition requires careful design and engineering of task-specific workflows.
There is another type of complex tasks, such as in the domain of design critique [4, 90, 91] and
academic/education learning activities (e.g. providing assessment to students′ performance on a
homework/project) [6, 97, 141], is able to be accomplished better after defining expert rubrics for
them. This type of task usually cannot be decomposed in a straightforward manner. Consider for
example, there is a set of weather UI dashboard designs that need to be evaluated as a labeling task
described in [4]. Figure 5.1 gives part of the UI designs used for labeling. If the task is decomposed
into smaller subtasks, in this case, the UI design image is divided into several sub-images, and any
label (e.g. is the UI giving too much information) given to sub-images cannot reflect the quality of
the original UI. That means, in order to achieve desirable feedback for the UI design, it is necessary
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Figure 5.1: A subset of weather UI designs utilized in [4]
to review the item as a whole.
The research in this chapter concentrates on this category of in-decomposable complex tasks.
As stated in [142], these complex tasks satisfy the following properties: (1) there is a large space of
potential strategies that workers can use to solve the tasks, (2) workers have the capacity to solve
the tasks by discovering and trying different strategies, and (3) a significant proportion of unskilled
workers are unable to solve these tasks with high accuracy. As discussed before, a lot of recent
research has been dedicated to improve the worker performance in completing the tasks by offering
expert rubrics. The rubrics actually are the criteria or strategies which experts used to provide labels
for the labeling task. Well-designed rubrics can help novice crowd workers align their own work with
concrete labeling criteria, leading them to better grasp a domain’s key principles [14,143,144]. Also,
providing rubrics for workers would enable them to become aware of desirable work characteristics
and goals. As a result, it leads to better quality labels achieved from the crowd workers.
Most of the prior work either demonstrate the plausibility of obtaining relevant and rapid
feedback from the crowd, or the differences between expert and crowd workers. Very few of them in-
vestigate the workers’ strengths or reliabilities on different evaluation aspects (rubrics). For example,
while assessing a research paper written in English from a class student in the field of crowdsourc-
ing. Some crowd workers (as reviewers) have the specialized knowledge in corresponding domain
but might be influent in English. The other set of workers are native English speakers while having
few backgrounds in crowdsourcing. It is possible that former group workers are more reliable than
the latter ones when it comes to evaluating the technical parts of the paper. However, more credits
might be given to the second group of workers, while giving an assessment of the presentation or
writing aspects of the research paper. We investigate the characteristic of the crowd workers, and
improve the quality of consensus results in a labeling task by utilizing the feature.
For easier reference, we utilize the “views” to denote the critiques or rubrics defined for the
labeling task. It is inspired by the work in the domain of co-classification [145,146] and co-clustering
120
[147], which are two co-training frameworks for classification and clustering where independent views
(e.g. distinct sets of attributes) of labeled and unlabeled data exist. Co-training is a semi-supervised
learning algorithm, which first learns one separate classifier for each view using labeled data. The
predictions on the unlabeled data, utilizing the learned classifiers, are then used as additional labeled
training data [145]. In co-training frameworks, different views describe different kinds of information
of an item. Similarly, we assume each view carries some information of the item which needs to
be labeled, in crowdsourcing context. However, only the entire set of views defined by experts can
be enough to describe the item, which is different from co-training where each view is assumed to
be independent and sufficient for learning or describing the item. We give examples of the views
defined in crowdsourcing setting and co-training to illustrate their differences:
• Example of Views in Co-training : While classifying a web page, two independent views can be
defined: a) the text appeared on the document/web page itself, and b) the anchor text attached
to hyper-links pointing to this page, from other pages on the web.
• Example of Views in Crowdsourcing : When giving an assessment to a research paper, a set of views
can be defined: a) novelty of the article, b) adventurous of selected data sets, c) comprehensiveness
of the paper, and d) enough examples and inferences.
To give a better understanding of the multiple views defined for a complex task, we give
figure 5.2, with graphical illustration of the labeling process for a decomposable task and an in-
decomposable task, respectively. Figure 5.2(a) presents labeling decomposable complex task by
breaking it down into smaller subtasks, while Figure 5.2(b) shows the multiple views approach to
obtain labels for the in-decomposable labeling task. It can be seen that in Figure 5.2(b), each
view describes some information of an item, this view should be evaluated in the context of this
task/item. As an example, if view1 is defined as novelty of a research article, the feedback to view1
should reflect the innovation of the entire paper, instead of just one section of it. After defining the
views, it is possible to analyze ability on each view, and infer the true labels for the views based on
the worker weights. Finally, combining the view labels to obtain a single result for each item, and
investigating the quality of the estimated truths can be conducted. Also, the self-correcting truth
discovery framework proposed in Chapter 4 is applied to filter the spam workers and correct the
labels biased sloppy workers, for the purpose of achieving high quality results.
The rest of the chapter is organized as follows: Section 5.2 presents the related work in the
area of improving the work quality for complex tasks in crowdsourcing systems. Section 5.3 presents
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(a) Labeling for decomposable complex tasks (b) Labeling for in-decomposable tasks
Figure 5.2: Illustration of labeling decomposable and in-decomposable tasks (In-decomposable tasks
are labeled through multiple views)
the idea of investigating worker reliabilities on multiple views while estimating the true labels for
items. Real world data sets are collected and described in Section 5.4 to evaluate the effectiveness
of our multiple views approach. Section 5.5 presents the chapter summary.
5.2 Literature review on crowdsourcing complex labeling tasks
To achieve high quality feedback from crowd workers, especially for complex tasks, efforts
have been made by many researchers recently. A set of research has attempted to crowdsourcing
decomposable complex tasks by breaking them down into smaller subtasks that are easier to solve
[6, 12, 13, 19, 54, 84, 148, 149]. The authors in [19] presented a framework to envision a future of
crowd work that can support more complex, creative, and highly valued work. Figure 5.3 gives this
proposed framework. The complex task is first decomposed into smaller subtasks, with each assigned
to appropriate groups of workers, to collect output. Cheng et al. [148] explored the costs and benefits
of decomposing macrotasks into microtasks for three task categories: receipt arithmetic, line sorting,
and audio transcription. It is found that breaking these tasks into microtasks results in longer
overall task completion times, but higher quality outcomes and a better experience that may be
resilient to interruptions. Bernstein et al. [54] presented a word processing interface, which is called
Soylent, to enable writers to call on MTurk workers to shorten, proofread, and otherwise edit parts
of their documents on demand. They introduced the Find-Fix-Verify crowd programming pattern,
which splits tasks into a series of generation and review stages, in order to improve worker quality.
Kittur et al. [12] developed the CrowdForge framework and toolkit in their work for crowdsourcing
decomposable complex tasks. Their approach builds on the general approach to simplified distributed
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computing exemplified by systems such as MapReduce [87] of breaking down a complex problem into
a sequence of simpler subtasks, using a small set of subtask types and managing the dependencies
between them. The benefits and limitations of CrowdForge is demonstrated on case studies of article
writing, decision making, and science journalism. The authors in [149] focused on crowdsourcing
itinerary plans as a case study and introduced a collaborative planning system called Mobi, which
takes as input a planning mission containing a set of constraints articulated by the user, and produces
as output an itinerary that satisfies the mission. In this planning system, the idea of breaking
down a task into subtasks to request solutions is implicitly utilized for better results. Noronha
et al. [13] introduced PlateMate, a system for crowdsourcing nutritional analysis, such as calories,
fat, carbohydrates, and protein, from photographs of meals using MTurk. To achieve accurate
estimates, the authors propose a workflow in which the overall problem is decomposed into small,
manageable, and verifiable steps. VanHoudnos [6] presented crowdsourcing as a novel approach to
solve the problem that a local charter school faces with the scoring of a constructed response exam.
The expert-tasks are split into small grain-size work to collect ratings on MTurk. Zhang et al. [84]
investigated the interplay between algorithmic paradigms and human abilities and interests for the
purpose of crowdsourcing general computation that enables the solution of new classes of tasks
via human computation. To enable effective and efficient coordination among human problems
solvers, algorithmic paradigms such as divide-and-conquer for decomposing a problem into sub-
problems, and for composing solutions of sub-problems into solutions are drawn in [84]. Lasecki
et al. [150] presented an end-to-end system LEGION:SCRIBE, to allow deaf people to request
captions at any time. The system breaks down audio transcription tasks into small chunks and
uses sequences alignment to combine results in real-time. There were also some toolkits seek to
support decomposable complex applications developed in literature. TurKit [151] aids requesters
in deploying iterative tasks on MTurk. Its crash-and-rerun architecture saves intermediate results
to avoid redundant crowd assignments. Jabberwocky [152] can target workers in both paid and
volunteer workforces. In these toolkits, it is assumed that task designers will determine how tasks
are broken down in all cases [140].
Decomposable tasks usually requires careful design and engineering of task-specific workflows
[142]. There are a set of complex labeling tasks, which are difficult to accomplish task decomposition
break down a task into smaller sub-tasks. These in-decomposable tasks often need to be solved
within the global context. As stated in [149], “Within studies of human computation, an important
class of underexplored tasks is those in which the solution must satisfy a set of global requirements”.
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Figure 5.3: Proposed framework to support complex and independent crowd work in [19]
For example, while evaluating an essay, it is required to present a balanced perspective upon different
components that comprises the article. In particular, creative tasks such as graphic design or
assessment will need to be solved by relying on the composition as a whole and are marked by
interdependence among solution components. Such tasks are usually not amenable to the divide and
conquer approach. There is some research that explored how to tackle these indecomposable complex
tasks via crowdsourcing [4, 14, 91, 142, 153–156]. Several prior works focus on the training of crowd
workers to solve tasks with high quality feedback [153–156]. Oleson et al. [153] used gold standards as
a form of training in their work, for quality assurance, to prevent common scamming scenarios. Willet
et al. [154] proposed to use examples for training workers and for calibrating their work, to match the
task requesters’ expectations on visualization tasks. They found that workers exposed to examples
generated higher quality responses than workers who did not. Dontcheva et al. [155] proposed a
platform that integrates the training and crowdsourcing in a photo editing environment. Workers
gain new skills through interactive step-by-step tutorials and test their knowledge by improving
real-world images submitted by requesters. Singla et al. [156] developed a model to select examples
to teach workers in classification tasks. Mitra et al. [157] used a qualification test to screen workers
in qualitative coding techniques, and found that this training is quite effective in improving the
quality of the data annotations.
The problem with training crowds for performing the complex tasks is that a set of gold
standards or examples is required to be used to screen the workers. In many cases, this is not
always available. In addition, most gold standards sets used in the training process are just simple
micro-tasks, which are for the purpose of preventing common scamming cases, so the workers who
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qualified through the training sets do not necessarily perform well on actual complex tasks.
Another set of research focuses on improving worker performance in crowdsourcing in-
decomposable complex tasks on the basis of learning sciences [4,14,158,159]. As indicated in [142],
in learning sciences, “instructional interventions have been more intensively studied than in the
crowdsourcing community”. Studies have tested and shown worked examples (or expert solutions)
are effective in skill acquisition [158, 159]. The research in [159] and [160] presented that reviewing
worked examples is more effective than solving the task in the learning process, especially for novices.
Providing worked examples to crowd workers for learning is useful in less-structured tasks, where
domain skills can be learned from step-wise expert solutions. However, it is sometimes difficult to
obtain the required knowledge from tasks such as design critique. Instead of offering worked exam-
ples, prior work has demonstrated the effectiveness in providing rubrics, which denote the strategies
or principles experts used in solving the complex tasks [4, 14, 97]. By providing rubrics such as
scoring templates, workers will be made aware of the desirable work characteristics, and can learn
by aligning the characteristics with their own work [144]. Dow et al. [14] designed the Shepherd
system to manage workflows for tasks posted on MTurk. Their work showed that crowds can be
shepherd via offering expert rubrics, and utilizing task-specific rubric yields better results. Yuan et
al. [4] evaluated the use of expert rubrics in helping crowd workers provide high quality feedback,
with crowdsourcing the task of assessing weather UI dashboard designs. The work focused on the
salient differences between experts and novice workers’ feedback. Saddler and Good [97] suggested in
their study that with the help of rubrics (provided to students), there is a high correlation between
students and their teacher on test questions. The work in [90–92] applied rubrics to help crowd
workers to provide rapid and relevant feedback, in the area of design critique. Kulkarni et al. [161]
found in their research that well-designed rubrics can help lower the variance and improve accuracy
in the grading process, with peer and self assessment, for massive online classes. Luther et al. [91]
presented the CrowdCrit crowdsourcing system, in which workers use rubrics of design principles to
give critique statements for UIs created in design contests.
Most of the prior work demonstrates the effectiveness of obtaining relevant and rapid feed-
back from crowd workers by offering rubrics for them, or gives analysis of the differences between
the experts’ solutions and crowd answers. However, they do not take into account the fact that
workers’ reliabilities may vary on different views of the task. Each view described a certain attribute
or principle (rubric) of a task, in specialized task domain. Our work in this chapter concentrates on
crowdsourcing the in-decomposable complex scoring tasks, which represents the labeling tasks with
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TABLE 5.1
List of principle statements that comprise the rubric [4]
Principle Statement Principle Description
Need to consider audience
The design does not fully consider the target users and the information that could affect
their weather-related decisions.
Provide better visual focus The design lacks a single clear ‘point of entry’, a visual feature that stands out above all others.
Too much information
Take inventory of the available data and choose to display information that supports the
goals of this visual dashboard.
Create a more sensible layout Information should be placed consistently and organized along a grid to create a sensible layout.
Personalize the dashboard
The design should contain elements that pertain to the particular city, including
the name of the city.
Use complementary visuals and text
The design should give viewers an overall visual feel and allow them to learn information
from text and graphics.
Needs a clear visual hierarchy
The design should enable a progressive discovery of meaning. There should be layers
of importance, where less important information receives less visual prominence.
Thoughtfully choose the typeface
and colors
The type and color choices should complement each other and create a consistent theme
for the given city.
Other Freeform critique that does not fit into the other categories.
ordinal or numerical scales. We investigate the trustworthiness, which defines the worker’s reliabili-
ties, on a set of views defined for the task, and apply weighted voting to each view to improve the
consensus results, for the items which need to be labeled.
5.3 Crowdsourcing complex scoring tasks – a multiple views approach
In this section, we present the idea of multiple views approach to obtain high-quality labels
for complex tasks through crowdsourcing. Although defining views is a way to help workers grasp
the goal and domain knowledge of the task, spamming and biasing scenarios are still inevitable.
To filter spam workers and biased sloppy workers among the crowd, the iterative self correcting –
truth discovery (ITSC-TD) framework proposed in Chapter 4 is applied to achieve better consensus
results. Section 5.3.1 presents the introduction of the multiple views approach for labeling tasks
through crowdsourcing. The ITSC-TD combined with multiple views method is presented in Section
5.3.2. Some of the concepts used are given as follows:
Complex Task – The task which requires workers possess knowledge or skills in task domain. The
complex tasks from this point forward are referred as in-decomposable tasks by default.
Complex Scoring Task – It indicates the complex labeling task with categorical ordinal or numerical
labels. The work in this chapter focuses on complex scoring tasks.
View – Each view carries some information such as principle or sub-goal of a task. It reflects a
subset of desirable work characteristics for the task. It is defined by the expert, and provided to
crowd workers in order to help them complete the labeling task. Similar to rubric, it can help
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Figure 5.4: Crowdsourcing complex scoring task with multiple views provided
workers align their work with the labeling criteria and goals, and lead them to have a better
understanding of the domain principles [14,143,144].
5.3.1 Worker reliabilities on task views – multiple views approach
The study in this chapter explores how expert defined views affect the answers provided
by the crowd workers. It further seeks to improve the quality of the consensus labels by analyzing
worker performance on each view. The research questions explored are: 1) Are the worker reliabilities
consistent or varying on different views for a scoring task? 2) Is it possible to improve the final
estimated labels through investigating task views respectively?
In general, a set of views are defined by experts for a labeling task, since experts usually
own the required domain skills and knowledge to accomplish the task, and their labels are often
the closest answers to gold truths. The view set should be able to cover the domain key principles
in order to accomplish the task. For example, Yuan et al. [4] gave a set of principle statements in
the task of evaluating weather UI dashboard designs. Figure 5.1 showed some of the designed UIs.
In order to obtain assessments for the designs, they recruited crowd workers from some popular
crowdsourcing platforms, and offered the principle list, which is presented in Table 5.1, to the
workers. Each principle could be seen as a view as defined in our work. The principle list gives
guidance to the workers about the characteristics or strategies experts utilized to assess the UI
designs. The crowdsourcing process for labeling task with multiple views defined is shown in Figure
5.4. As shown in Figure 5.4, each worker gives feedback to the views defined for the items in a
labeling task. Once the view labels are obtained, they can be combined to get a single label for an
item.
Assume weighted voting is utilized to obtain the consensus labels for views of each item.
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There are two different ways to achieve the results:
(1) Same weights on all of the views (Single weight for each worker): In this approach,
a worker’s reliabilities on different views are the same. In other words, each worker has a
single weight, and the weight is decided through minimizing the overall deviations between
observed labels and true labels on all views. To give a detailed explanation, we show the process
of determining the worker weights, using the optimization based truth discovery framework
[18,132], which is utilized for estimating the consensus labels in our work.
Assume M views are defined for labeling the items in a task. K workers have participated
in the labeling task, and there are total N items need to be labeled. Let v
(k)
im denotes the label
for view m of item i, given by worker k, and v
(∗)
im as the truth of the m
th view for the ith item.
Worker weights are denoted as W = {w1, w2, ..., wk}. Y (∗) is the truth table which stores the
true labels for each view of the items, and v
(∗)
im is an element of the truth table. In the crowd
scoring task, we assume that the possible labels are always > 0, and vkim = −1 if a worker does
not give a label on the view of item i. The optimization framework that estimate truths is as:
min
{wj},{v(∗)im}












im )) · (1− 1{v(k)im = −1})
s.t. δ(W ) = 1, W ∈ S
(5.1)
where dm is the loss function defined for the m
th view. It measures the distance between the
true label v
(∗)
im and the observation for the k
th view v
(k)
im . 1(·) is the indicator function. δ(W ) is
the regularization function, which reflects the distribution of the worker weights in domain S.





From Eq(5.1), it can be found that the weight of each worker is determined through
minimizing the summation of the errors made on all the views. Thus, only one weight is assigned
to each worker. It is equivalent to have same weights on all the views for a certain worker.
(2) Varied weights on different views (proposed multiple views approach): it analyzes
the worker’s weight on each view separately. Compared to the approach in (1), this method
is especially useful for the following scenario: Assume two workers w1 and w2 worked on two
different items in a labeling task, 2 views are defined as {v1, v2}. Let the distance between
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truths and observations on the views be [0, 1] on item1, [0, 5] on item2 for w1, and [1, 1] on
item1, [1, 1] on item2 for w2. The total error for w1 = 6, and w2 = 4. If single weight is assigned
to each worker based on the overall errors/deviations which the worker made, then in this case,
w2 should be trusted more compared to w1, for both v1 and v2. However, it is clear that actually
w1 is more reliable on v1 compared to w2. While computing the consensus labels for v1, it would
be more reasonable to assign higher weights to w1, instead of w2. Thus we propose to give
weights based on the worker performance on each view, and investigate how it affects the final
consensus results.
Similar to single weight per worker in approach (1), optimization based truth discovery
[18,132] is utilized to estimate the truths for each view. Assume w
(m)
k is the weight of worker k











k · dm(v(∗)im , v(k)im ) · (1− 1{vkim = −1})
s.t. δ(W (m)) = 1, W (m) ∈ S
(5.3)
The two discussed approaches present the ways to assign weights to workers, and estimate
the true labels for each view, which is called estimated or consensus view labels. The estimated
view labels are then combined to get a single value/label for each item. How to combine the
consensus view labels depends on specific applications. For example, if a task is to grade students’
submissions on a class project, and the expert split the overall grade into a set of views. Then
adding up the estimated view labels as the approach to combine them into an estimated label for
each submission would be appropriate. Otherwise, some regression or classification algorithms, such
as linear regression, logistic regression, or Naive Bayes, could be used to obtain the item labels, from
the consensus view labels.
5.3.2 Multiple views approach together with ITSC-TD framework
In order to remove the labels which are useless to infer truths, and correct the feedbacks
obtained from biased workers, we utilize the ITSC-TD framework proposed in Chapter 4 on each
view, to improve the quality of the consensus view labels. Figure 5.5 gives the overview of the
framework proposed which combines multiple views with the ITSC-TD method. First of all, a
set of views is defined by the expert to guide the workers to align their work with the labeling
criteria. The workers’ reliabilities are analyzed on each view within the view set, and they are
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Figure 5.5: Multiple views approach with ITSC-TD framework
utilized to weight the observed view labels to get the consensus view labels. The worker reliability
and view label estimation is based on the optimization based truth discovery framework proposed
in Section 4.3.3. One great advantage of utilizing this framework is that it could be used for both
categorical and numerical labeling tasks. In the process of estimating the true labels for each view,
the spam workers and biased sloppy workers on this specific view are tackled respectively: The spam
workers are filtered out from the crowd workers, and the labels provided by biased sloppy workers
are corrected according to their bias types (either positive or negative biased types). Finally, the
consensus view labels are combined to obtain the estimated truths for items.
The proposed ITSC-TD framework in Chapter 4 is utilized for tasks with categorical ordinal
labels. So in order to adapt the methodology to numerical data, we utilize the pattern detection
approach developed in Chapter 3, Section 3.2, to recognize the positive or negative bias patterns for
the biased workers on each view, and correct their labels based on the detected patterns. For spam
filtering on the labeling task with numerical scale for a specific view, we discretize the observed
labels by mapping them into an ordinal scale. Spam workers are then removed based on Eq(4.29).
The mapped ordinal scale usually is defined by an expert, it specifies the error tolerance range of an
application. As an example, if a grading process is considered, where the label scale is numerical data
from 0 to 100, then the observed numerical labels could be mapped into ordinal scale {1, 2, 3, 4, 5}.
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This ordinal scale is equivalent to grade scale which is mostly used in many education systems:
{F,D,C,B,A}.
For the loss function, which is indicated as dm(·) in Eq(5.1) and Eq(5.3), 0-1 loss is used for
ordinal labeling tasks. As for the continuous data, normalized squared loss is applied to characterize
the distance between observed view labels and the truths. Normalized squared loss is a common
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Assume worker 1 to K gives labels on view m of item i. According to Eq(5.3) and Eq(5.4), the














im is the estimated view label for an item. It is collected and used to feed into the
combination algorithm to obtain a single estimated label for each item.
5.4 Experimental results and analysis
In this section, the multiple views approach combined with ITSC-TD framework is evaluated
on two collected real world data sets. Worker reliabilities on different views are investigated, by
comparing the experimental results of assigning single weight to each worker to the approach with
varied weights on views. Section 5.4.1 presents the collected real world data sets for evaluating the
effectiveness of the proposed multiple views approach. Section 5.4.2 presents the evaluation metrics
utilized for measuring the output of the experiments. Impact of multiple views approach on the
estimated true labels, and the results analysis is presented in Section 5.4.3.
5.4.1 Real world data sets
To evaluate the proposed multiple views approach, which investigates worker reliabilities on
different views, we collected two sets of real world crowdsourced data, for conducting the experi-
mental analysis. A set of views are defined for both of these two labeling tasks, and crowd workers
are then requested to provide feedback for the tasks. The description of the data sets is presented
as next.
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(a) (b) (c) (d) (e)
Figure 5.6: Examples of animal images used for labeling task through Amazon MTurk
(1) Image Labeling dataset : A set of images are used to collect labels through crowdsourcing. The
data set – “How beautiful is this image (Animals)”, which includes an URL for each image,
is downloaded from CrowdFlower1 Data for Everyone and utilized for requesting labels. The
task is to give a rating for image quality on the scale of 1-5. The original dataset contains 3601
urls of images which contain animals, we randomly select 500 out of them to collect labels from
Amazon Mechanical Turk2. Figure 5.6 gives examples of images we selected for the labeling
task.
Five different views are defined for the image quality rating task, and they are illustrated
as follows:
(a) How do you rate the resolution of the image?
(b) Is this image useful (e.g. Could the image be used for magazine, book, etc.)?
(c) How do you like the animal in the image?
(d) How do you like the presentation of the animal image (e.g. Could the animal be fully seen
in the image)?
(e) How do you like the scene presented in the image as a whole?
The rating scales on the views are also from 1 to 5. Two different sets of labels are collected
from the crowds. (I) Labels for image qualities without views provided for workers. Each worker
provides a label for the overall quality of the image, without exposure to the defined views. The
question being answered by the crowd is: Overall speaking, how beautiful is the image? A
rating is selected from a scale from 1 to 5. (II) Each worker offers labels for all the defined





Views defined for project grading task
View Statement View Description
Data set selection
Selection of data set for data mining - how complex, how large, how challenging,
is it real world data?
Understanding and novelty of the project
Does the report gives good explanation of the problem and the goals of the data
mining project? Is the problem real world or repetition from Internet?
Use data preprocessing
Does the report gives explanation of preprocessing methods used, and discussion
of results obtained? How serious is preprocessing (how noisy is real world data)?
Proper data mining techniques
Data mining techniques used in analysis should be minimum 3 or more. Explanation
of tool use and tuning the parameters of algorithms used need to be presented.
How’s the presentation of obtained results?
Gives discussion of results
Are all presented diagrams and tables explained and discussed with enough details?
Comparisons of methodologies (ROC analysis or similar) should be given.
and evaluations on scale 1-5 are requested for the views from the crowd. In this process, every
worker will have to give ratings for all 5 views of an image before proceeding to next one.
For both (I) and (II), each image is requested to be labeled by 6 workers. The reward per
HIT we offered on MTurk platform is $0.05. In order to evaluate the experimental results, we
hand labeled all these 500 images to serve as the gold truths. As an example, the true labels we
given for images (not views) from (a) to (e) in Figure 5.6 are corresponding to 1 to 5. Finally, 68
workers are recruited to complete the labeling tasks in (I) and (II) respectively, and 3000 labels
are obtained for case (I) and 3000 sets of view labels for (II).
However, in the label set (II), there are 11 workers only provide 1 set of view labels per
worker. In other words, each of the 11 workers only rated 1 image per person. We removed
these workers and their labels, by preprocessing the collected data set, since there is not enough
data to estimate the worker reliability in this scenario.
(2) Project Grading dataset : We collect students’ project reports from the graduate-level course –
data mining class (CECS 632) offered in University of Louisville, and obtain evaluations (grades)
for these reports from the crowd. Reports for two project assignments are collected: Project 1
and Project 2, with 11 students’ submissions for Project 1, and 12 submissions for Project 2. For
both of the two projects, each student submitted a report which concentrated on solving a data
mining task, with techniques such as classification, regression, clustering, or outlier detection,
etc. Students were able to choose their own data sets of interest to perform experiments and
analysis.
Different from the image labeling task, grading the data mining project reports requires
more efforts and specialized domain knowledge. In this case, the workers who are supposed to
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TABLE 5.3
Some statistics about the collected real world datasets









Image Quality Labeling Ordinal 5 5 5 500 68 57 3000 2989
Project Grading Numerical 20 4 5 23 25 25 100 100
I: Represents the label sets obtained without providing views to crowd workers;
II: Represents the label sets obtained using defined expert views;
Label Scale: The scale used for the rating on item as a whole (not on views).
provide evaluations for project submissions would need to at least understand basic concepts
in the field of data mining. Thus, instead of crowdsourcing the tasks through MTurk, we
recruited workers/graders within the Computer Engineering and Computer Science (CECS)
department from University of Louisville. As a result, the recruited crowd workers includes
both undergraduate and graduate students with a background in data mining area.
Similar to the image labeling data, two sets of labels are collected from the workers: (I)
Grades for the project reports based on the understanding of workers, without any critique
principles (views) provided. The rating is on the scale of 20 (numerical data). (II) View grades
for items. The views given for the task are the assessment principles, and they are defined by
the professor of the data mining course. In the grading process, the reports together with the
view sets are provided to workers, to request view grades from the crowds. Table 5.2 presents
the 5 views defined for the evaluation task. The max point for each view is 4. The total point
for the whole report would be out of 20 (4 ∗ 5), which is consistent with the label scale in (I).
Both of these two sets of data involve 25 workers/graders.
Each report is at least graded by 4 workers. There are 100 grades in total obtained for the
task in (I), and 100 sets of view labels achieved for (II). The grades given by the advisor of the
class are collected as the true labels for the project reports, and they are used to evaluate our
proposed framework. Table 5.3 gives the statistics about the two real world datasets collected
in our work.
5.4.2 Evaluation metrics
Both ordinal and numerical data is used to conduct the experimental analysis in our work. In




Impact of expert defined views on the estimated true labels for items
Data Set
no views views
MV/AVG TD MV/AVG TD
Image Quality Labeling
Accuracy 0.19 0.214 0.396 0.436
F1 0.167 0.206 0.344 0.410
Project Grading
σ 2.893 2.140 1.760 1.244
ρ 0.682 0.701 0.765 0.816
RMSE 2.950 2.351 2.040 1.549
TD: Optimization based truth discovery framework
MV is applied to image quality labeling data set
AVG is applied to project grading data set
• Labeling task with ordinal labeling scale: Accuracy and F1 measure will be adopted as the mea-
surement of the effectiveness of the proposed framework.
• Labeling task with numerical labeling scale: For numerical data, standard deviation (σ), correlation
coefficient (ρ), and Root Mean Square Error (RMSE) are used as performance measurements for
the experimental output.
5.4.3 Experiments of multiple views approach on real world datasets
Before evaluating the proposed multiple views approach, we first validate the idea that it is
possible to improve the work performance of the crowds, by providing views. The optimization based
truth discovery framework is applied to estimate the true labels for label sets with and without views.
We do not tackle the spamming and biasing problems in this process, since it is only of interest to
investigate the impact of providing expert views, which are labeling criteria/principles, to the crowds.
(I) Impact of providing expert views for the crowd
The item label sets, which obtained without information of views, are first used to achieve
consensus labels through (a) Majority Voting (MV) for ordinal data, or Averaging (AVG) the la-
bels for numerical data, and (b) the optimization based truth discovery framework as indicated in
Eq(4.22). The results are compared to the estimated truths for the items with the expert view
provided to crowd workers. To obtain the single estimated label for each item from the observed
view labels set, we proceed the truth discovery process as follows:
(1) Utilizing aggregation algorithm to get the consensus labels for the views of each item. Two
different approaches are testified and compared: a) Majority Voting (MV), and b) the approach
denoted in Eq(5.1) and Eq(5.2).
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TABLE 5.5
Significance test – Tukey HSD results
Data set









(2) Combine the consensus view labels to give the final single estimated true label for each item.
For the collected project grading dataset, the points for a whole project report have been split
into each view by an expert, thus estimated truth for each report could be obtained by adding
up the consensus views labels of the item. However, for the image labeling dataset, it is not
applicable to just simply sum the views labels to get the overall rating for every image. In this
case, two different models – Naive Bayes (NB) and Softmax Regression (multinomial logistic
regression), are built to map the consensus views labels into overall image labels. The models
are developed by utilizing a subset of gold truths, which are the overall labels and corresponding
views labels for each image offered by experts. In particular, the features of the model are the
labels for the views of an item, and the dependent variable is the rating for the item as a whole.
The experimental results showed that softmax regression gives better results than NB. Thus, we
only present the output for softmax regression model for analysis.
To build the softmax regression model for the image labeling data, 100 items (images) are
selected randomly from the gold truth set for the training process. Table 5.4 gives experimental
results for the two collected datasets. The best output can be obtained by defining views, and
utilizing optimization based truth discovery method for both image quality rating dataset and project
grading dataset. To analyze the impact of the defined views on the work performance, we conduct
significance test on the calculated evaluation metrics. One way ANOVA with post-hoc Tukey HSD
test is calculated for the analysis.
Table 5.5 gives the significance test results comparing the models with views and approaches
without views. If we set the significance level as 0.05, then based on the calculated p-value, it could
be found that significant improvement can be obtained for both accuracy and F1 measures, for the
image rating dataset. For the project grading dataset, although p-values for standard deviation,
correlation coefficient and RMSE are > 0.05, there is still great performance improvement for
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v1 v2 v3 v4 v5 Overall v1 v2 v3 v4 v5 Overall
Image Quality Labeling
Accuracy 0.336 0.328 0.228 0.352 0.344 0.436 0.342 0.430 0.228 0.464 0.435 0.540
F1 0.307 0.311 0.207 0.351 0.341 0.410 0.326 0.415 0.207 0.463 0.408 0.537
Project Grading
σ 0.510 0.475 0.695 0.720 0.642 1.244 0.500 0.473 0.574 0.720 0.544 1.031
ρ 0.786 0.803 0.685 0.673 0.727 0.816 0.788 0.805 0.751 0.673 0.770 0.892
RMSE 0.617 0.583 0.716 0.809 0.702 1.549 0.612 0.583 0.637 0.809 0.629 1.385
these evaluation metrics. For example, through defining views, we could reduce the RMS error by
around 30.8% with AVG as the aggregating method, and 34.1% with the optimization based truth
discovery approach. It can be concluded that expert defined views have a positive effect on workers’
performance in complex labeling tasks, in many cases.
(II) Experimental results on multiple views approach
In order to investigate the impact of taking into account workers’ reliabilities on different
views, we conduct experiments with single weight for each worker, as well as the varied weights
on the view set. As shown in Table 5.4, optimization based truth discovery (TD) gives better
results compared to MV or AVG algorithms, so we only show the outcome of the TD method for
experiments on multiple views approach. Here, we do not apply the spam filtering and bias correction
algorithms. The experimental outputs of single weight per worker model and varied weights approach
are presented in Table 5.6.
In Table 5.6, the highlighted cells represents the views which achieved improvement after
utilizing the multiple views approach with varied weights assigned to different defined views. The
image quality labeling data set showed view 2, 4 and 5 obtained higher accuracy using the varied
weights model, which is the proposed multiple views approach, compared to the single weighted
method, while the project grading data set indicated view 3 and 5 have better results with the
varied weights model. If we conduct significance test on view 3, 4, and 5 of the image labeling label
set, the Tukey HSD p-value is calculated as 0.006 for accuracy and 0.011 for F1 measure (assume
significance level is 0.05), so we could conclude that there are significant improvements on these
views after applying different weights on views set. The overall column in Table 5.6 shows the
quality measurements for the estimated truths for items, after combining view labels into a rating
for every item as a whole. By comparing the results for the two models, 23.9% improvement could
be obtained for accuracy, and 31.0% for F1 measure, on image labeling data set.
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Figure 5.7: Percentage of improvement for the evaluation metrics on project grading data set
Although for project labeling data set, no significant difference can be obtained, we could
still improve the results by reducing the σ up to 17.1%, and RES error up to 10.6%, on the final
estimated overall labels. Figure 5.7 presents the percentage of improvement on each view, and the
overall performance on the project grading task. The reason why no significant improvement can be
seen on project grading data set, even after providing views for workers or using varied weights on
different views, could be that the graders we recruited for completing the grading task are not like the
novice workers in micro-task crowdsourcing platforms such as MTurk. These graders have already
had education background in the specialized task domains. They might even have the experience
in working on similar grading tasks before. For example, some of the graders, as we know, are PhD
students who have been teaching assistants on data science related courses. In other words, some of
the recruited workers could give grades very close to experts’ ratings, even without providing enough
information about the labeling principles.
It can be seen from Table 5.6 that evaluation metrics on view 1 and view 3 for image labeling
data set, and view 1, 2, and 4 for project grading set, are almost the same on both models. The
reason for the little change comparing varied weights model to single weighted model is that the
rank of worker reliabilities obtained on these views, while applying multiple views approach, are
consistent with the weights calculated using the single weighted method.
(III) Combining ITSC-TD with multiple views – integrated multiple views approach
In this section, we integrate the Iterative Self-Correcting Truth Discovery (ITSC-TD) with
the multiple views approach. The ITSC-TD model removes the labels provided by spam workers,
and correcting the biased sloppy workers’ answers while estimating the truths from the observed
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TABLE 5.7
Number of different types of workers detected using gold truths
Worker Types
Image Quality Labeling Project Grading
v1 v2 v3 v4 v5 v1 v2 v3 v4 v5
Reliable 30 33 27 35 33 16 18 15 13 15
Spam 11 7 13 8 10 2 3 3 5 4
Biased Sloppy 6 8 2 4 3 4 1 2 3 2
Randomly Erred Sloppy 10 9 16 10 11 3 3 5 4 4
feedbacks from crowds. For each view within the views set, ITSC-TD framework is applied to
obtain consensus view labels. The estimated labels for views are then combined to achieve an
overall label for each item. The entire procedure is presented in Figure 5.5.
Table 5.7 gives the actual total number of spam workers and biased sloppy workers for each
view for the two data sets, by comparing to the gold truths. The randomly erred sloppy row denotes
the sloppy workers which do not have recognized bias patterns. This statistics about the data sets
justifies the idea of proposed multiple views approach, which assigns varied weights on different
views to each worker. As indicated in Table 5.7, different number of crowd workers are detected
on different views, under the same worker types on a data set. For example, the number of spam
workers on view 1 (6) is different from view 3 (2) the for image labeling data set. It gives the
information that worker reliabilities are inconsistent on the views set. Therefore it would be useful
to analyze each worker’s performance per view.
The results for integrating multiple views approach with ITSC-TD framework are presented
in Table 5.8. In order to filter the spam workers for each view in project grading data set, the
numerical observed view labels are mapped into ordinal label scale {1, 2, 3, 4, 5}. The threshold for
RandomSep, which is shown in Eq(4.29), is set to give the best results for each data set. The
workers with calculated RandomSep greater than the threshold are removed as spammers. Similar
to Chapter 4, the biased sloppy workers are detected using expected bias score for image labeling
data set. For project grading label set, we recognize worker’s bias pattern through the approach in
Section 3.2, Chapter 3. The labels provided by biased workers are corrected by subtracting (positive
bias pattern) or adding (negative bias pattern) the average of deviations between observed view
labels and estimated view labels here.
As shown in Table 5.8, after applying worker filtering approach (ITSC) in the process of
truth discovery, which estimates the true label for each view of an item, the quality of consensus
view labels could be greatly improved. As a result, better overall estimated item label, which is the
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TABLE 5.8







v1 v2 v3 v4 v5 Overall v1 v2 v3 v4 v5 Overall
Image Quality Labeling
Accuracy 0.342 0.430 0.228 0.464 0.435 0.540 0.498 0.584 0.350 0.605 0.584 0.691
F1 0.326 0.415 0.207 0.463 0.408 0.537 0.487 0.573 0.328 0.597 0.579 0.682
Detected Spam - - - - - - 6 4 6 5 5 -
Detected Biased - - - - - - 3 3 0 2 1 -
Project Grading
σ 0.500 0.473 0.574 0.720 0.544 1.301 0.428 0.431 0.513 0.634 0.495 1.059
ρ 0.788 0.805 0.751 0.673 0.770 0.892 0.895 0.890 0.796 0.702 0.801 0.916
RMSE 0.612 0.583 0.637 0.809 0.629 1.385 0.547 0.552 0.619 0.745 0.598 1.146
Detected Spam - - - - - - 1 1 2 2 3 -
Detected Biased - - - - - - 3 0 1 1 1 -
estimated true label for every item as a whole, could be obtained. With spam removing and bias
correction, the accuracy and F1 measure can be improved by 28.0%, and 27.0%, respectively, on
image quality rating task. For project grading task, we could reduce the standard deviation and
RMS error up to 18.6%, and 17.3%, respectively. The number of correctly detected spam workers
and biased sloppy workers is also presented in the table. The multiple views approach only applies
optimization based truth discovery framework without worker filtering for each view, thus no spam
or biased workers recognized.
5.5 Chapter summary
In this chapter, we focus on estimating true labels for indecomposable complex scoring
tasks. This type of task requires the crowd workers possess specialized domain skills, which usually
is not the case on popular micro-task crowdsourcing platforms. Compared to decomposable complex
tasks, these tasks cannot be decomposed in a straightforward manner. We propose a methodology to
investigate workers’ reliabilities on different views, which are labeling principles defined by experts
to help crowds have a better grasp of the goals of a task. The main contributions of the research in
this chapter are as next:
(1) A multiple views approach are proposed to assign varied weights on different views for each
crowd worker. Most existing research infers truths by minimizing the overall errors on all the
labeling criteria, which leads to a single weighted model – worker reliabilities are assumed to
be identical on all the defined views. However, we give hypothesis that the workers’ work
performance might differ from one view to another. Based on the assumption, we develop the
model to weight worker’s labels on each view separately, in order to obtain high quality estimated
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true labels for items.
(2) An iterative worker filtering approach is integrated into the proposed multiple views approach,
to give further improvement for the quality of consensus view labels. The worker filtering
process is able to remove the spam workers and correct labels given by biased workers, and it
is applicable for both ordinal and numerical data types. It is built upon the optimization based
truth discovery framework, which is utilized to estimate the true labels on each view. In other
words, the integrated multiple views approach will tackle the spamming and biasing problems
while inferring truths on each view within the defined views set. The consensus labels for the
views on each item are then combined to achieve a single label for this item (overall label).
(3) Real world data sets on both ordinal and numerical label scale are collected to demonstrate
the effectiveness of the proposed integrated multiple views model. Image labeling task request
ordinal labels, on the scale of 1-5, from MTurk platform to reflect the quality of each image,
while project grading task asks the workers/graders to evaluate students’ project reports from
a school class on the numerical scale. For each of the tasks, 5 different views are defined by
experts, and provided to workers as labeling principles while accomplishing the tasks.
The analysis on the collected data sets showed that the proposed multiple views approach
has a positive effect on the quality of results. The output of image labeling data set presented
significant improvement on both of the calculated evaluation metrics. We could also reduce the
RMS error on project grading data set by 10.6%. By integrating the worker filtering algorithm
into the multiple views approach, further improvement is able to be obtained for the quality of the
inferred labels for items. For example, the accuracy of the image labeling data set can be improved
up to 28.0%, and the RMS error for project grading data set can be reduced up to 17.3% (on overall
item labels instead of view labels).
The workers are investigated and analyzed in a single labeling task in this work. However, it
is possible to memorize each worker’s reliabilities on various views, and utilize this useful information
for future work. When a labeling task comes in, only the top n workers on each view vi are selected
to give labels on it. Since less work has been done by the worker (gives label on one view instead of
all views), less cost can be spent to complete the task, while maintaining the quality of the obtained
labels. In the meanwhile, due to the fact that only reliable workers are chosen, fewer workers are
then required to provide labels in order to achieve high quality estimated true labels, leading to less
budget requested to complete the task.
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CHAPTER 6
SEMI-SUPERVISED LEARNING FOR WORKER FILTERING IN
CROWDSOURCING SYSTEMS
The frameworks proposed in previous chapters, such as SRDF, and ITSC-TD models, are
under the hypothesis that no gold truth is available while inferring the true labels from observed
data. Thus, the worker reliability estimation and truth discovery processes are done under unsuper-
vised learning scenarios. In this chapter, we assume that a limited amount of gold data is able to
be obtained, and we can benefit from applying this subset of data in the process of truth inference.
The proposed framework adopts a semi-supervised learning approach to investigate the worker’s per-
formance in crowdsourcing applications. With better estimation of worker reliability, it is possible
to obtain high quality consensus results from the crowdsourced noisy data. The experimental re-
sults demonstrate that substantial improvements can be achieved with the semi-supervised learning
method in comparison to the unsupervised models.
6.1 Introduction
Crowdsourcing has provided a large pool of workers for solving large scale tasks, which
could be easily completed by human intelligence, such as image labeling, relevance judging, or natural
language processing, etc. The emerge of the convenient and efficient crowdsourcing platforms, such as
Amazon Mechanical Turk (MTurk)2 and CrowdFlower3, has attracted more and more workers with
varied backgrounds and intentions. One of the big challenges that exists in crowdsourcing systems
is that it is difficult to control the quality of the crowds [50]. There is quite a lot of research has
reported the existence of malicious workers, spam workers, and biased workers [31,50,60,75] among
the crowds. As indicated in [44], “accuracy of individual crowd workers has often exhibited high
variance in past studies due to factors like poor design or incentives of tasks, ineffective or unengaged
workers, or task complexity”. In addition, the crowd workers usually have diverse education levels,




tasks. Consider for example, a worker is only interested at the monetary reward for completing a
task, so he might give low quality feedback with little effort and time.
To ensure the quality of the answers submitted by crowd workers, several approaches have
been proposed to combat the challenge. 1) One common method for quality control is to request
labels from multiple workers for one item, which is called repeated labeling. The labels are then
aggregated to reach a single label,which is the consensus result, for this item. One simple aggregating
method is Majority Voting (MV) [41, 43], in which the answer that receives the maximum number
of votes is treated as the final label. However, in MV, all workers are assumed to have the same
reliability, which is not the case in most scenarios. Another popular approach for aggregating
the multiples labels for an item is denoted as weighted voting based on worker performance. In
weighted voting, each worker’s reliability will be evaluated, and the answers given by workers with
high reliabilities will have big chance to be chosen as the true labels. 2) Worker filtering is also an
efficient way for quality control in crowdsourcing systems. The workers with poor quality feedback
are identified and excluded for the process of estimating the final results. For example, a worker
which assigns random answers for the items are eliminated as spam worker from the workers group,
since there is no contribution dedicated to the inference of the true labels. In general, worker filtering
models aim to distinguish between reliable and noisy workers among the crowd.
The worker filtering systems are built upon the investigations of the workers’ performance.
There are mainly 3 different ways to conduct the performance analysis: a) Pre-task work quality
inspection. The workers are requested to accomplish a set of pre-defined questions before proceeding
to the real labeling tasks. The answers, which are the gold truths, to the prerequisite questions set
are already known, so that workers’ feedback is able to be evaluated. Only the workers who fulfill the
specified performance requirements are permitted to work on the actual tasks. For example, MTurk
provides a pre-qualification system to assess the skill level of a prospective worker. b) Post-task
work performance analysis. The quality of the answers provided by a worker is not assessed until a
task has been accomplished. Different from the pre-task approach, any worker who is interested in
working on the task will be allowed in post-task analysis systems. There have been proposed worker
filtering methodologies [31, 40, 50, 60] built upon the post-task analysis, which detect and exclude
the low quality workers to consolidate the labels for items. The models are often carried out by the
unsupervised learning approach, in which with the hypothesis that no gold truths are known. Take
the research in [60] as an example, the authors separate the low quality workers (spam workers)
from reliable workers, by comparing the estimated true labels with the feedback obtained from the
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TABLE 6.1
Worker performance analysis methods for worker filtering systems
Description
Pre-task
Workers are required to accomplish a set of pre-defined questions, with answers know, before
working on the actual task. Worker’s performance is assessed on the pre-qualification questions set.
Post-task
Worker’s performance is evaluated after collecting all the labels from the crowd for a labeling task.
The models are able to be carried out in the unsupervised settings (without gold truths known).
Time-series
Time-series model takes into account the temporal component while estimating worker’s performance.
Predictive models are developed to represent the time-varying accuracy of the workers.
labelers. The spam workers are then removed from the crowd along with their labels. c) Time-series
worker model. Time series model takes into account the temporal correlation in task performance of
the workers. Predictive models are developed to estimate the crowd worker’s performance, based on
various features including the time component. Consider for example, while predicting the worker
accuracy at time t, the value of accuracy at time t− 1 is utilized together with other features such
as the time spent on labeling the item, and the worker’s familiarity of the task topic, etc [162].
Another example could be a Sequential Bayesian Estimation framework proposed by Donmez et
al. [163], to estimate the expected worker accuracy at every time step. The framework relies on the
Hidden Markov Model (HMM) to represent the time-varying accuracy of the workers, and applies
particle filtering method to infer the expected accuracy. Table 6.1 presents the summarization of
the discussed worker analysis models.
The work in this chapter focuses on the post-task worker performance analysis, and filters
the low quality workers based on the analyzed results. A variety of existing approaches have been
proposed to consider worker reliabilities and accuracies without using any gold truths [31, 50, 60].
However, if true labels of some items are provided, worker reliability estimation can be effectively
informed and guided, by utilizing these truths. Better consensus results can be achieved when the
workers’ reliabilities or performance are better studied, in weighted voting models. Snow et al. [42]
proposed a fully-supervised Naive Bayes (NB) approach to estimate the true labels and conduct bias
correction for non-expert workers, in their work. In a fully-supervised model, the presence of full
set of gold truths are required to conduct the truth discovery process. This is unrealistic in most
cases, especially for large scale labeling tasks (experts labels are too expensive to get). A good way
to get high quality consensus labels is to introduce a small set of gold truths. As such, the worker
reliability estimation and true label inference procedure could benefit from the limited supervision.
This chapter presents a novel way of obtaining high-quality consensus results with limited
supervision. The assumption is made that a set of limited gold labels, which are the answers offered
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by experts, are provided as the available information. The proposed framework first eliminates the
low quality workers with a semi-supervised learning model, by utilizing the small set of gold truths.
The consolidated labels from reliable workers are then used for inferring the true labels for items.
The idea is motivated by the feature selection while building a predictive or classification model, in
which only the features that are most useful or most relevant will be chosen. The labels provided
by workers with poor performance are useless and can decrease the accuracy of the final consensus
results, thus it is helpful to filter them. As a result, only the answers from reliable workers, which
are the most useful labels, are selected. The low quality workers are defined as the workers who
offer random labels for items, and they are referred as spam workers. To infer the true labels after
filtering the spam workers, an optimization based truth discovery framework [132] is applied. To
investigate the proposed approach, both synthetic and real world data is used to test the quality of
the consensus results.
The rest of the chapter is organized as follows: Section 6.2 presents the related work in the
domain of quality control for crowdsourcing systems. Section 6.3 presents the proposed framework
which integrates the semi-supervised worker filtering model into the truth discovery method. Ex-
perimental results and analysis are presented in Section 6.4. Section 6.5 presents the summary of
this chapter.
6.2 Literature review on quality control for crowdsourcing applications
The nature of crowdsourcing tasks, which are tedious, anonymous, and typically low re-
warded, makes it necessary to have quality control of the data created. A lot of research has been
done to improve the quality of the crowdsourced data [31, 41, 44, 50, 60, 63]. The work can be clas-
sified into different categories: use redundant workers (repeated labeling) and aggregation, worker
filtering, and implement crowdsourcing systems with better task design.
6.2.1 Related work on redundant work & aggregation
Redundant work, which is also known as repeated labeling, asks multiple workers to accom-
plish the same crowdsourcing task. Sheng et al. [41] examined the impact of repeated labeling in data
quality, and they considered the effect of repeated labeling on the accuracy of supervised modeling.
Dawid and Skene [46] used multiple noisy labelers to estimate the individual error-rates, using the
Expectation Maximization (EM) algorithm. Nowak and Ru¨ger [164] explored the effect of repeated
annotation on the quality of image annotation tasks. They conducted a study on inter-annotator
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agreement for an image corpus with multiple labels. The work demonstrated that repeated labeling
could make it possible to improve the data quality. The studies in [42, 165, 166] also found that
the results quality can be promising while performing the repeated labeling on distributed data
annotation.
One problem associated with redundant work is that large scale redundancy is expensive.
To determine the number of labels for each item, various strategies have been proposed by prior
research [41,42,47,48]. The easiest approach is to pre-define the number of labels which is required
for each item. Snow et al. [42] demonstrated in their work that an average of 4 non-expert labels
per item is required to emulate the expert-level label quality. However, different crowdsourcing
applications and the varied worker quality makes it impractical to define a specific number for
redundant work. The consideration of data acquisition costs together with the data quality has seen
increasing research attention [41, 48, 167]. Active learning [168] is one hot topic, which focuses on
the problem of cost for label acquisition. Sheng et al. [41] examined the relationship between labeler
quality, number of labels, and the overall quality of labeling with multiple labelers. They proposed
cost-effective labeling, which is an active learning model based on the label uncertainty and model
uncertainty. The items with low label and model uncertainty are selected to acquire additional labels.
Laws et al. [48] evaluated the utility of active learning in entity recognition and sentiment detection
crowdsourcing tasks. The work showed that active learning and crowdsourcing are complementary
methods, for lowering annotation cost. Ambati et al. [167] proposed a new paradigm, which is
called Active Crowd Translation (ACT), to combine active learning and crowdsourcing to enable
translation for low-resource language pairs. Zhao et al. [169] proposed crowdsourcing annotations
using an active learning method to select instances, by combining uncertainty and inconsistency
measures. In addition, the work in [106,170–172] presented different ways to integrate active learning
into crowdsourcing applications, in order to improve the obtained label quality.
To get a single label (consensus label) for each item from the multiple workers’ answers, a
variety of aggregation algorithms are studied in a lot of work. The methodologies in literature for
answer/label aggregation could be classified into 3 different categories: 1) unsupervised consensus
labeling, 2) supervised consensus labeling, and 3) semi-supervised consensus labeling.
Unsupervised consensus labeling approaches are able to carry out aggregation procedures
without using any gold truths. The most straightforward approach, which is known as Majority
Voting (MV) [41,43], is to choose the answer with the maximum number of votes, as the consensus
result. In MV, worker reliabilities are not considered while aggregating the crowdsourced labels.
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To obtain high quality consensus results, weighted voting has drawn great research interest [45, 46,
71, 119, 128]. In weighted voting, worker reliabilities are taken into account, while estimating the
true labels from observed data from crowds. Dawid and Skene [46] proposed an approach models a
confusion matrix for each worker, as well as the class prior. They utilized Expectation Maximization
(EM) to estimate the true labels. Whitehill et al. [45] developed GLAD to simultaneously infer the
expertise of each worker, the difficulty of each item, and the most probable label for each item.
Raykar et al. [71] used a Bayesian approach to add worker specific priors for each class. Their
algorithm evaluates the different experts and gives an estimate of the actual hidden labels by using
an automatic classifier. Zhou et al. [131] utilized a minimax entropy principle to estimate the true
labels from the crowd answers. Their method assumes that labels are generated by a probability
distribution over workers, items, and labels. In addition to the models built with probabilistic
techniques, there is another type of algorithm could be utilized to obtain truths from crowd answers
– optimization based truth discovery methods [119, 132]. Meng et al. [128] proposed an effective
optimization based truth discovery framework to infer the truths for crowd sensing of correlated
entities. Aydin et al. [119] investigated a novel weighted aggregation method to improve the accuracy
of crowdsourced answers for multiple-choice questions. They deploy the optimization based truth
discovery algorithm, as well as the light weight machine learning (ML) techniques for building more
accurate crowdsourced question answering system.
Supervised consensus labeling is discussed by the work of Snow et al. [42]. They proposed
a fully-supervised Naive Bayes (NB) approach to estimated the true labels, and conduct bias cor-
rections for non-expert workers. Few discussions have been conducted for fully-supervised methods,
due to the fact that it is unrealistic to have the full set of gold truths available for the items. Ipeiro-
tis [173] compared the effectiveness of unsupervised and supervised methods for obtaining consensus
labels.
Semi-supervised consensus labeling approaches estimate consensus results using a limited
amount of expert labels. Tang and Lease [44] proposed a semi-supervised Naive Bayes (SNB) to
infer the consensus labels, using both labeled and unlabeled items.
6.2.2 Related work on worker filtering
Although redundant work helps relieve the quality control problem with some extent, it is
not panacea, which sometimes may not lead to good result [174]. Another way to help improve the
quality of data obtained through crowdsourcing, is to study the worker performance or reputation
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[31,50,52,53,77,163]. By excluding the low quality workers, it is possible to improve the performance
of obtained consensus results. In Amazon Mechanical Turk, requesters are able to specify the
workers’ qualifications and approval rate. The low reputation workers are then forbidden by the
system. Bernstein et al. [175] introduced a system which filters workers based on a set of gold
standard questions, in which the answers are known. The worker’s answer for the ground truth
question must include at least one choice from the inclusion list and none from the exclusion list.
Le et al. [77] used a set of training data, which is the gold standard data, to ensure the quality of
worker judgments for search relevance evaluation. The workers are required to complete labeling a
specified number of judgments on the training data. They block the workers with poor accuracy
in the research. Hoßfeld et al. [176] detected unreliable workers using gold standard questions with
care, while modeling Quality of Experience (QoE) for YouTube. These methodologies carry out
pre-screening procedures to ban the workers who do not pass a test with gold standard data. Downs
et al. [52] used two previously pilot tested screening questions, to disqualify MTurk workers who
participate but don’t take the study tasks seriously.
Some research conducts worker performance analysis after collecting the data from crowds.
The models are built upon investigating of the labels obtained from the workers. Ipeirotis et al. [31]
blocked the low-performing workers and spammers in their work. They presented a novel algorithm
which separate the true (unrecoverable) error rate from the (recoverable) biases that some workers
exhibit, via generating a scalar score representing the inherent quality of each worker. Raykar and
Yu [50] proposed an empirical Bayesian algorithm, which is called SpEM, to eliminate spammers by
defining a spammer score to rank the annotators. The consensus labels are obtained based only on
the good annotators. Vuurens et al. [60] classified the workers into various categories based on their
behavior characteristics, and rejected the workers who belong to the spammers group. The study
examined the effect that spam has on the relevance judgments through crowdsourcing. The work
in [10, 78] categorized the patterns of the workers’ behavior, and then revealed the spam workers
according to the patterns. Some aggregation approaches such as EM model proposed by Dawid
and Skene [46], are able to automatically recognize the malicious workers in a binary labeling task.
Paiement et al. [177] proposed to use inter-annotator agreement as a quality measure for MTurk
labels. Only reliable workers are selected for the final results. Liu et al. [178] developed a novel
robust personal classifier (RPC) to automatically learn an expertise score for each worker. The
learned expertise score is then used to eliminate spammers or low-quality workers.
There is a set of solutions [49,53] for quality control by filtering the noise from collected labels,
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instead of directly eliminating low-quality workers. Zhang et al. [49] proposed an adaptive voting
noise correction algorithm (AVNC) to identify and correct the noises, with the help of estimated
qualities of labelers provided by the ground truth inference. Chen et al. [53] utilized a probabilistic
model to remove problematic data, by checking individual consistency and overall consistency of
workers.
Time-series models [162, 163, 179] have also been proposed to investigate workers’ perfor-
mance. Donmez et al. [163] developed a framework based on sequential Bayesian estimation to learn
the expected accuracy for workers at each time step. A variant of the particle filtering method is
adopted the expected accuracy at every time step. Jung et al. [179] proposed a time-series label
prediction model, which predicts the quality of each worker’s next label, by summarizing past worker
behavior. Jung and Lease [162] built a discriminative, generalizable feature-based model to estimate
crowd assessor’s next judgment correctness, in their work.
6.2.3 Related work on crowdsourcing task design
There has been some research demonstrated that high quality crowdsourced feedback could
be obtained with better task design [63, 180]. Liu et al. [63] implemented a Crowdsourcing Data
Analytics System (CDAS) to allow task design and deployment of various crowdosurcing applica-
tions. It deploys a quality-sensitive answering model, which provides an estimated accuracy for each
generated results based on the human workers’ historical performances. Hirth et al. [180] proposed
two methods to detect cheating workers for crowdsourcing systems: a majority decision (MD) and
a control group (CG) approach to re-check the main task. MD is used to obtain the result with
the most workers voted. For CG, a worker works on a main task and a control group consisting
of some other workers re-checks the result. Huang et al. [181] introduced a general approach for
automatically designing tasks on Amazon MTurk. The constructed models are trained on worker
feedback over a set of designs, and are then utilized to optimize a task’s design. Bernstein et al. [54]
proposed a Find-Fix-Verify crowd programming pattern, which splits tasks into a series of generation
and review stages, to improve the worker quality.
Careful task design is particularly important for crowdsourcing complex tasks, which requires
the workers possess domain specific skills, and more time and effort compared to micro-tasks. For
example, the authors in [6,12,13,19,84,148,149] crowdsourced the complex tasks by breaking them
into smaller subtasks that are easier to solve. Cheng et al. [148] explored the costs and benefits of
decomposing macrotasks into microtasks for three task categories: receipt arithmetic, line sorting,
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and audio transcription. It is found that breaking these tasks into microtasks results in longer overall
task completion times, but higher quality outcomes and a better experience that may be resilient
to interruptions. Kittur et al. [12] developed the CrowdForge framework and toolkit in their work
for crowdsourcing decomposable complex tasks. Their approach builds on the general approach to
simplified distributed computing exemplified by systems such as MapReduce [87] of breaking down a
complex problem into a sequence of simpler subtasks, using a small set of subtask types and managing
the dependencies between them. The benefits and limitations of CrowdForge is demonstrated on
case studies of article writing, decision making, and science journalism. The authors in [149] focused
on crowdsourcing itinerary plans as a case study and introduced a collaborative planning system
called Mobi, which takes as input a planning mission containing a set of constraints articulated by
the user, and produces as output an itinerary that satisfies the mission. In this planning system,
the idea of breaking down a task into subtasks to request solutions is implicitly utilized for better
results.
For the complex tasks which are indecomposable, defining expert rubrics while designing the
tasks could be of great help in improving results’ quality. Dow et al. [14] designed the Shepherd
system to manage workflows for tasks posted on MTurk. Their work showed that crowds can be
shepherd via offering expert rubrics, and task-specific rubric yields better results. Yuan et al. [4]
evaluated the use of expert rubrics in helping crowd workers provide high quality feedback, with
crowdsourcing the task of assessing weather UI dashboard designs. The work focused on the salient
differences between experts and novice workers feedback. Saddler and good [97] suggested in their
study that with the helping of rubrics (provided to students), there is a high correlation between
students and their teacher on test questions. The work in [90–92] applied rubrics to help crowd
workers to provide rapid and relevant feedback, in the area of design critique. Kulkarni et al. [161]
found in their research that well-designed rubrics can help lower the variance and improve accuracy
in the grading process, with peer and self assessment, for massive online classes. Luther et al. [91]
presented the CrowdCrit crowdsourcing system, in which workers use rubrics of design principles to
give critique statements for UIs created in design contests.
The work in this chapter concentrates on filtering workers with poor performance, and under
the hypothesis that limited amount of gold truths are available. The method is inspired by the semi-
supervised Naive Bayes (SNB) consensus labeling model introduced by Tang and Lease [44]. In [44],
the proposed SNB model targeted towards obtaining “soft” labels for each unlabeled item, by using
labeled ones. Different from the SNB, the proposed semi-supervised model in this chapter aims
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at filtering low-quality workers, instead of inferring true answers for unlabeled items. In other
words, SNB estimates true labels via semi-supervised learning algorithm, whereas our proposed
model eliminates workers with low performance under the semi-supervised setting. Both of these
two algorithms are developed for the purpose of improving the quality of consensus results.
6.3 Proposed semi-supervised worker filtering model & truth discovery for crowd-
sourcing systems
The proposed worker filtering model is developed as a semi-supervised learning algorithm
for blocking the low-quality workers. Only the labels provided by reliable workers are utilized for
inferring truths (truth discovery) for the unlabeled items. The details of the semi-supervised model
for worker filtering is presented in Section 6.3.1. The overview of the framework for truth discovery
combined with worker filtering approach is presented in Section 6.3.2.
6.3.1 The semi-supervised worker filtering method
In the context of this chapter, we are interested in the low quality workers, which is called
spam workers here. The spam worker is defined as the worker with poor performance who assigns
random labels to the items. We present a novel way to eliminate the spam workers by utilizing a
small set of gold truths, in order to improve the consensus results. The labeling task discussed is
assumed to have ordinal labels (labeling scale > 2 choices), which is referred as crowd scoring task.
In particular, the items with gold truths known are called labeled items, and those ones without
gold labels provided are denoted as unlabeled items.
Suppose that a crowd scoring task has a possible label set C consists of K ordinal labels
C = {1, 2, 3, ...,K}, and there are total M items E = {em}Mm=1. The gold label corresponding
to each item is denoted as gm. We assume that there are N workers W = {wj}Nj=1 recruited to
complete the labeling task. Let the label assigned by worker j to item m be yjm ∈ C. Let njmk
denote the number of times item em receives response k from worker j. Assume {Tmc} is a set
of indicators for class (label) membership of item em, such that Tmt = 1 if t is the true label of
em and Tmt = 0 otherwise. To filter the spam workers among the crowd, we adopt the spammer
score approach proposed by Raykar and Yu [50] to characterize their behaviors. This is because
the spammer score can be combined with the Expectation Maximization (EM) algorithm, to better
utilize the information both offered by labeled and unlabeled items.
According to the definition of the spam workers, it could be known that they assign labels
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randomly to items. Thus, the label given by spam worker is independent from the gold label:
Pr(yjm = k|gm = c) = Pr(yjm = k|gm = c′) (6.1)
Let αjck = Pr(y
j
m = k|gm = c), and αjc′k = Pr(yjm = k|gm = c′). According to Eq(6.1), αjck = αjc′k
for a spam worker. Assume Aj is a K ×K confusion matrix for worker j, with entries [Aj ]ck = αck.
When worker j is a spammer, the rows of Aj should be equal to one another. Consider for example,






. Aj actually is a rank one matrix of the form Aj = evTj , where vj ∈ <K
is column vector which satisfies vTj e = 1, and e is column vector of ones. In the example above,
vTj = [0.4, 0.3, 0.3]. The distance (Frobenius norm) [50] of the confusion matrix to the closest rank
one approximation can be presented as:




∥∥Aj − evTj ∥∥2F subject to vTj e = 1 (6.3)
Solving Eq(6.3) yields vˆj = (1/K)A








(αjck − αjc′k)2 (6.4)
For a worker with Sj close to 0, then he is a spammer. A perfect worker would have Sj = K − 1.








(αjck − αjc′k)2 (6.5)
The original spammer score approach is proposed to conduct spam worker elimination under
unsupervised setting, in which no gold truth is utilized during the process. In order to benefit from
the provided limited amount of gold labels, we investigate the EM [46] algorithm. The EM algorithm
is proposed to estimate the error rates of each worker j using a latent confusion matrix [αjck]K×K ,
where the element αjck denotes the probability of worker j gives label k to an item with the true
label as c. It can be estimated from:
152
Algorithm 6.1 Semi-supervised worker filtering algorithm.
Input: A set of labels {yjm} from worker j to item em, and a set of true labels {gl} to items el ∈ L.
Threshold ε for filtering workers.
Output: Confusion matrix αjck for each worker j, class prior distribution {pk}Kk=1, and the estimated
spammer score Sj for each worker j.
1: Initialization: initialize the unlabeled items with majority voting with the labels provided by workers.
2: repeat
3: {Semi-supervised worker filtering}:
4: Given the true labels for items in L and estimated labels for items in U , estimate the latent model
5: parameters αjck using Equation (6.6).
6: Estimate spammer score for each worker using Equation (6.5).
7: for j = 1...N do
8: if Worker j’s spammer score < ε, and without diagonal attribute. then
9: Eliminate worker j as spammer.
10: end if
11: end for
12: {Optimization based truth discovery}:
13: {Calculate the worker’s weight}
14: Update worker’s weight W using equation (4.24) to infer worker reliability, based on the estimated
15: truths.
16: {Calculate the estimated truths}
17: for m = 1...M do
18: Update the truth of mth item ym based on observations and current weight estimations, from the
19: worker who contributed to this item, according to equation (4.25).
20: end for
21: until Convergence

















Based on the obtained Eq(6.6) and Eq(6.5), we could see that the output of the EM algo-
rithm, which is the worker confusion matrix, can be utilized as input for spammer score method to
filter the spam workers. To detect the spam workers, a threshold ε could be set for the estimated
spammer score. If a worker’s spam score < ε, then the worker is considered as low-quality worker,
and could be removed. Otherwise the worker is treated as a reliable one.
The availability of a limited set of gold truths allows us to better estimate the confusion
matrix for each worker, together with the unlabeled items. Assume the set of items with gold
truths known is denoted as L, and the set of unlabeled items is referred as U . We propose the
semi-supervised worker filtering method, which is presented in Algorithm 6.1 line 3-11. The true
labels for items in L are utilized to estimate the workers’ confusion matrix. The obtained confusion
matrix is then applied to get a spammer score for each worker with Eq(6.5). The spam workers,
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who give random labels for the items, are removed by comparing the calculated spammer score to
the threshold ε.
6.3.2 The truth discovery framework with integrated semi-supervised worker filtering
approach
In order to infer the true labels from the reliable workers’ feedback, after eliminating spam
workers, the optimization based truth discovery framework is applied. This framework is selected
since it is easier to extend to truth discovery problems for numerical labeling tasks for future work.
It is an iterative approach to infer truths, as well as the worker reliabilities, by minimizing the overall
weighted deviation between the identified truths and the observed data (labels offered by workers).
The details have been discussed in Chapter 4, Section 4.3.3. Eq(4.22) presents the formulation which
needs to be optimized. The loss function, which is denoted as d(·) in Eq(4.22), is set with 0-1 loss.
The semi-supervised worker filtering algorithm is integrated into the truth discovery frame-
work, to improve the consensus results for the items. The integrated framework is presented in
Figure 6.1. Each worker is associated with one spammer score, which is estimated through the
model parameters calculated for EM approach proposed by Dawid and Skene [46]. Spammer scores
are compared with a predefined threshold to detect and eliminate spam workers, so that only the
labels provided by reliable workers are utilized to infer the truths. To obtain the estimated true
labels, the optimization based truth discovery framework [132], which consists of truth computation
and worker weights update steps, is applied. The corresponding pseudo-code is shown in Algorithm
6.1. In the presented algorithm, line 3-11 corresponds to the semi-supervised worker filtering ap-
proach in Figure 6.1. The optimization based truth discovery method is described from line 12 to
20. The output of the methodology is a set of estimated truths for the unlabeled items (∈ U).
As discussed in Section 6.3.1, theoretically speaking, the spammer score close to 0 indicates
a spam worker, and a perfect worker tends to have the score close to 1. Defining threshold ε is
critical for the worker filtering model. As stated in [50], it is difficult to decide what is the correct
ε to use. Although precisely defining the threshold is an arduous task, it is possible to apply the
discovery of Dawid and Skene [46] in their work, to assist the worker filtering procedure. According
to the research in [46], in most cases, even though reliable workers have errors, their error will be
on the diagonal of the true labels. It is referred as “diagonal attribute” of the reliable workers here.
Table 4.2(a) gives an example of the discovery. In our work, we choose the threshold ε through
binary search way, which is discussed in Section 4.3.2, for the data sets, and ε is set with the number
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Figure 6.1: Overview of truth discovery framework integrated with semi-supervised worker filtering
model
which gives the best results. A worker wj is detected as a spam worker, if the estimated confusion
matrix does not fulfill the diagonal attribute, and wj ’s spammer score is less than ε. In other words,
while a worker wj presents the diagonal attribute, we always keep wj for the truth discovery process,
regardless of the estimated spammer score.
6.4 Experimental results and analysis
We present the experimental evaluation and analysis of the integrated Semi-supervised
Worker Filtering – Truth Discovery (SWF-TD) framework, on both synthetic and real world data
sets. Section 6.4.1 presents the experimental set up and the methods which are utilized for compar-
ing the efficacy of the proposed methodology. Section 6.4.2 presents the experimental results and
analysis on the simulated data set, and the evaluation of the output of the proposed semi-supervised
worker filtering model, on real world data, is presented in Section 6.4.3.
6.4.1 Experimental setup
To demonstrate the impact of the semi-supervised worker filtering approach on the consensus
results, experiments with the following methods are conducted:
(1) Unsupervised methods: Majority Voting (MV) which simply assigns the label with largest
amount of votes to an item. When encountering a tie, we randomly select an answer from
the voted results. Expectation Maximization (EM) model proposed by Dawid and Skene [46]
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(EM-DS),which models a confusion matrix for each worker, and estimates the true labels for
items. GLAD proposed in [45], which models the expertise of each worker, and the difficulty of
each item in the task, to infer the true labels. Optimization based Truth Discovery (TD) [132],
which applies a weighted voting scheme to obtain the consensus results. The results with worker
filtering approach trained on unlabeled items only, integrated into optimization based truth
discovery framework is also presented.
(2) Supervised methods: For supervised setting, the worker filtering approach is trained on the
labeled items only. To aggregate the items collected from multiple workers, the optimization
based truth discovery is applied.
(3) Semi-supervised methods: The proposed Semi-supervised Worker Filtering – Truth Discovery
(SWF-TD) is utilized to give the experimental analysis.
The evaluation metrics adopted for measuring the performance of the experimental results
are: accuracy and F1 measure. Accuracy gives the percentage of estimated labels which are the same
as the gold truths, and F1 measure is a weighted average of precision and recall of an approach.
6.4.2 Experiments on synthetic data set
In this section, the experiments performed on synthetic data set are presented and analyzed,
to show the benefit of utilizing the semi-supervised worker filtering algorithm. Section 6.4.2.1 gives
the details about the generation of the simulated data. The experimental results and analysis is
presented in Section 6.4.2.2.
6.4.2.1 Synthetic data set
The synthetic data set is generated as a crowd scoring task, with 5 different levels of labels
in the possible label set {1, 2, 3, 4, 5}. A pool of 800 workers with differing accuracies are simulated,
each with an accuracy generated according to the worker category. Varying ratios of spam workers
are set for conducting the experiments. There are total 8000 items simulated and randomly assigned
to each label class. The workers are randomly selected to give labels for the items. The number of
workers for reviewing each item is randomly set between 2 to 8. The details of simulating reliable
and spam workers, and their labels provided for items are presented as follows:
• Reliable worker: The accuracy for reliable worker is generated with a uniform distribution U [0.6, 0.9].
Consider for example, a worker wk is assigned an accuracy parameter pk. An item m, with true
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TABLE 6.2





Proportion of Spam Workers
20% 40% 50% 60% 80%
MV
Accuracy 0.96 0.89 0.86 0.72 0.38
F1 0.97 0.89 0.89 0.74 0.39
TD
Accuracy 0.97 0.94 0.92 0.75 0.41
F1 0.97 0.95 0.93 0.76 0.45
EM-DS
Accuracy 0.98 0.94 0.93 0.77 0.43
F1 0.97 0.95 0.94 0.79 0.45
GLAD
Accuracy 0.96 0.93 0.91 0.75 0.43
F1 0.97 0.92 0.93 0.77 0.43
TD with
Worker Filtering
Accuracy 0.98 0.96 0.95 0.85 0.57
F1 0.98 0.97 0.95 0.89 0.59
label as gm, is distributed to wk to request a label. Based on pk, we generate an label for the
item: a) If a correct feedback should be given, then the gold truth is assigned to the item; b)
Otherwise, a label is randomly selected from set {gm − 1, gm + 1} for the item, according to the
diagonal attribute of reliable workers. If gm− 1 < 1, then choose gm + 1. Similarly, if gm + 1 > 5,
then gm − 1 should be selected as feedback.
• Spam worker: The accuracy for spam worker ∼ U [0.3, 0.6). Similar to reliable worker, the accuracy
parameter determines whether a worker provides the correct label for an item. However, a different
simulation process is performed for the spam worker, while a label different from gold truth should
be provided, comparing to the reliable workers. In this scenario, we randomly select a label from
the possible label set for the item as feedback.
6.4.2.2 Experimental analysis on synthetic data set
Experimental results for unsupervised worker filtering
All the evaluation metrics are reported as the average over running each experiment 10
times, in this section. We first investigate the performance of the unsupervised methods on the
simulated data set. Varying percentages of spam workers are simulated to test the efficacy of the
models. During the process, some items might have majority labels obtained from spam workers.
As a result, there is not enough observed labels, which are the answers given by the workers, for
these items, after applying the worker filtering algorithm. To combat this problem, we replenish
the workers to make sure each item would have at least 2 observed labels. The results are shown in
Table 6.2.
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Figure 6.2: Accuracy and F measure for methodologies with varied spam worker ratios (unsupervised
worker filtering)
(a) (b)
Figure 6.3: Improvement for accuracy and F1 measure comparing with and without worker filtering
method (unsupervised)
In Table 6.2, the highlighted cells give the best results among all the methodologies. The
MV approach shows the worst performance, and there is no significant difference between the re-
sults obtained from optimization based truth discovery framework, EM algorithm [46], and GLAD
approach [45]. Based on the calculated evaluation metrics, it could be seen that better quality of
consensus results are able to be obtained by eliminating the spam workers. For example, comparing
the accuracy for TD and TD with worker filtering model, while 80% of the crowd are spam workers,
39.02% improvement can be finally achieved. To give a better illustration, Figure 6.2 presents the
performance of the approaches on the synthetic data, through varying the ratios of spam workers
from 0.1 to 0.9. The results in Figure 6.2 are consistent with Table 6.2: Although none of the gold
truth is available, integrating worker filtering model into truth discovery procedure still shows a
positive effect on the quality of consensus results. Figure 6.2 suggests that the proportion of spam
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TABLE 6.3
Evaluation metrics estimated for TD and TD with supervised worker filtering
Models Metrics
Proportion of Spam Workers
20% 40% 50% 60% 80%
TD
Accuracy 0.97 0.94 0.92 0.75 0.41
F1 0.97 0.95 0.93 0.76 0.45
Supervised
WF-TD
Accuracy 0.99 0.98 0.97 0.95 0.83
F1 0.99 0.98 0.98 0.97 0.83
Figure 6.4: Accuracy and F measure for methodologies with varied spam worker ratios (supervised
worker filtering)
workers equals to 0.5 is a knee point: While the proportion < 0.5, no significant improvement could
be obtained after applying the worker filtering approach. In this scenario, most of the workers
among the crowd are reliable workers, which leads to high quality observed labels for the items. If
the proportion of spam workers > 0.5, the comparisons of the outcome between with and without
worker filtering method present significant difference. Figure 6.3 indicates the percentage of im-
provement achieved for the calculated metrics, by comparing the TD combined with worker filtering
to the other methodologies. As seen in Figure 6.3, only 3.3% and 2.2% improvement is observed for
accuracy and F1 respectively, regarding to WF-TD (Worker Filtering - Truth Discovery) and TD,
with 50% spam workers included in the crowd. However, increasing the ratio of spam workers to
80% in this case leads to up to 39.0% improvement on the accuracy, and 31.1% on the F1 measure.
Experimental results for supervised worker filtering
Next, we conduct experiments on the synthetic data with fully supervised worker filtering
algorithm. All the generated items are set as labeled data and utilized to detect and eliminate
the spam workers. For the purpose of inferring the true labels for items, optimization based truth
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TABLE 6.4






Proportion of Spam Workers
20% 50% 70% 80%
Accuracy F1 Accuracy F1 Accuracy F1 Accuracy F1
TD - 0.97 0.97 0.92 0.93 0.56 0.59 0.41 0.45
SWF-TD
30% 0.97 0.97 0.95 0.95 0.78 0.79 0.59 0.61
50% 0.98 0.98 0.95 0.96 0.80 0.82 0.65 0.66
70% 0.98 0.99 0.96 0.97 0.83 0.84 0.74 0.77
discovery framework is performed. Although the worker filtering procedure, which estimates a
spammer score for each worker, is conducted with the knowledge of gold truths, only the unsupervised
truth discovery approach is used to infer the consensus labels. The output of MV is set as the
estimated item labels in the initialization period. The results of supervised worker filtering approach,
for different ratios of spam workers, is presented in Table 6.3.
The supervised worker filtering could recognize most of the spam workers, and as such is able
to obtain high quality estimated truths from the noisy observed data. Even the ratio of spam workers
is set as 0.8, the accuracy of the consensus results is maintained > 0.8. Similar to the outcome of
unsupervised worker filtering, the calculated evaluation metrics show a significant difference between
TD and supervised WF-TD , while the proportion of spam workers > 0.5. Table 6.2 and Table 6.3
intuitively showed that supervised worker filtering approach increases the accuracy of estimated
labels in contrast to the unsupervised models. As an example, when spam workers proportion =
60%, the TD with unsupervised worker filtering achieved 13.3% higher accuracy than TD, whereas
in supervised setting, WF-TD increased the accuracy by 26.7% compared to TD. Figure 6.4 gives
the experimental results for supervised worker filtering method, by varying the ratio of spam worker
from 0.1 to 0.9. It is indicated in Figure 6.4 that while spam worker proportion> 0.5, significant
improvement can be obtained for both accuracy and F1 measure, after applying the supervised
worker filtering model.
Experimental results for Semi-supervised Worker Filtering (SWF)
The influence of worker filtering approach with limited number of gold truths is investigated
and evaluated here. Different proportions of spam workers and varied ratios of gold truths are set,
to conduct the experiments. The items in the labeled data set (L) are randomly selected from the
item set. For each ratio of the labeled items, the simulation process has an iteration of 20 runs to
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Figure 6.5: Improvement on evaluation metrics comparing TD and SWF-TD, with varied proportions
of spam workers and gold truths
get more general and convincing results. Table 6.4 presents the effects of increasing the percentage
of labeled items for worker filtering model from 30% to 50%, and 70%. It is demonstrated in Table
6.4 that while increasing the ratio of gold truths as prior knowledge, which is utilized to recognize
the spam workers, better quality estimated labels could be obtained.
From Table 6.4, it can be seen that the accuracy and F1 measure are not significantly affected
by the number of gold truths, when the proportion of spam workers ≤ 0.5. Figure 6.5 shows the
improvement calculated (TD & SWF-TD) for the obtained evaluation metrics from Table 6.4. To
better illustrate the impact of semi-supervised worker filtering approach on the consensus results,
Figure 6.6 presents the output of unsupervised, supervised, and also semi-supervised models. In
Figure 6.6, supervised worker filtering shows the best results, however, it requires great amount
of expert labels, which is unrealistic in many cases. The availability of limited gold truths helps
to improve the quality of estimated true labels. In particular, significant improvement could be
obtained when there is a big proportion of spam workers, through applying the proposed worker
filtering method. Compared to unsupervised scenario, semi-supervised approach presents much
higher accuracy (spam worker proportion>0.5), with 50% to 70% gold labels known.
6.4.3 Experiments on real world data set
In this section, we evaluate the performance of the semi-supervised worker filtering method
on two different real world data sets. One of the data sets, namely AdultContent2 (AC2), is publicly
available, and it was originally used in [31]. The AC2 dataset includes AMT judgments for websites
for the presence of adult content on the page, and its detailed description is discussed in Chapter
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Figure 6.6: Experimental results for TD, unsupervised WF-TD, supervised WF-TD, and SWF-TD
on the synthetic data set
4, Section 4.4.3. The second dataset is an image labeling dataset collected through MTurk. The
original data entails a set of URLs for animal images, which is downloaded from CrowdFlower. We
randomly select 500 out of the 3601 image URLs to collect labels from MTurk. The illustration of
the dataset is presented in Chapter 5, Section 5.4.1.
Similar to the synthetic dataset, unsupervised and supervised methodologies are experi-
mented on these two real world datasets first. As discussed in Section 6.4.2.2, it is possible to have
items which do not possess enough labels from workers, in order to infer the truths after blocking
spam workers. In contrast to the experiments for synthetic dataset, in which we replenish workers
for such items, we simply discard these items (with less than 2 workers labeled). The results for all
different truth inferring models, including integrated unsupervised worker filter – truth discovery
framework, and supervised worker filtering – truth discovery approach, are presented in Table 6.5.
The highlighted number represents the calculated metric for models combined with proposed worker
filtering method. For both the AC2 and image labeling dataset, the results indicate that higher
quality is able to be obtained after performing the worker filtering procedure (both unsupervised
and supervised).
First of all, we give analysis for the unsupervised worker filtering approach. In Table 6.5,
only 0.53% improvement is observed for accuracy AC2 dataset, by comparing unsupervised WF-TD
to the TD or EM-DS methodology. It is due to the reason that the majority of the workers are
reliable. As such, eliminating spam workers does not show significant impact on the final output.
However, as opposed to AC2 dataset, the vast majority workers in image labeling dataset belong
to spam worker group. Conducting worker filtering in the process of truth discovery results in up
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TABLE 6.5
Accuracy and F measure for various truth inference models, unsupervised WF-TD, and supervised
WF-TD (Worker Filtering-Truth Discovery)
Method
AC2 Image Labeling
Accuracy F1 Accuracy F1
MV 0.756 0.725 0.190 0.167
TD 0.759 0.735 0.214 0.206
EM-DS 0.759 0.736 0.238 0.226
GLAD 0.752 0.731 0.202 0.196
Unsupervised
WF-TD
0.763 0.740 0.315 0.302
SWF-TD
Labeled Ratio=0.4
0.769 0.747 0.482 0.480
Supervised
WF-TD
0.778 0.761 0.536 0.521
to 33.6% improvement, when compared to EM-DS model, which shows the best results among the
MV, TD, and GLAD models.
The supervised worker filtering – truth discovery framework outperforms the unsupervised
WF-TD, on both of the real world datasets. For example, 2.0% and 70.2% improvement can be
achieved, with supervised WF-TD, for the accuracy of AC2 and image labeling data respectively,
when compared to unsupervised WF-TD. It is possible to combine the worker filtering process with
other methodologies, such as EM-DS and GLAD model. However, the estimated evaluation metrics
on TD, EM-DS, and GLAD indicate that there is no significant difference between the quality of
the obtained consensus results, using these approaches. In addition, the optimization based truth
discovery framework can be easily extended to infer the true labels for numerical data. As such,
only the results for integrated WF-TD model are given here.
To evaluate the efficacy of the proposed semi-supervised worker filtering approach, we per-
form experiments on the AC2 and image labeling dataset, with varying amount/ratio of labeled
items (from 0.1 to 0.9). The labeled items are randomly chosen from the item set. In addition,
each ratio of the labeled items are experimented with the proposed methodology for 20 runs, and
the final results are given as the average of these 20 runs. Figure 6.7 presents the accuracy and
F1 measure calculated for the consensus results obtained, using the semi-supervised worker filtering
model. While the proportion of labeled items= 0, it actually is the result for unsupervised WF-TD
method. The output for supervised WF-TD framework is shown at the point with x = 1.0 in the
figure. By analyzing the obtained metrics in Figure 6.7, it can be seen that the quality of estimated
truths are further improved, when increasing the ratio of labeled items. Although the best results
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Figure 6.7: Accuracy and F measure for real world datasets, with varying ratios of labeled items
are achieved at x = 1.0 for both of the datasets, the semi-supervised WF-TD (SWF-TD) framework
provide similar performance to the fully labeled model, when the proportion of available gold truths
≥ 0.4. Consider the ratio of labeled items (gold truths)= 0.4, the accuracy for SWF-TD is 0.769 for
AC2 (0.778 with fully labeled model), and 0.482 (0.536 with fully labeled model).
To determine the threshold for filtering the spam workers in the proposed semi-supervised
worker filtering approach, it is suggested to utilize the limited labeled items/gold truths, which are
available for inferring the true labels. While selecting a threshold, an element from range [0.1, 0.5],
which gives the best results regarding to the labeled items, can be chosen for the semi-supervised
worker filtering procedure.
6.5 Chapter summary
In this chapter, the semi-supervised worker filtering (SWF) approach is proposed to integrate
into the optimization based truths discovery framework. The framework is able to eliminate the spam
workers, and lead to high quality consensus results for the items. The proposed SWF model utilizes
a subset of items with gold truths known as a priori, to estimate a spammer score for each crowd
worker. The spam workers are blocked by setting a threshold for the calculated spammer scores.
Experiments on both synthetic and real world (MTurk) data are performed to demonstrate the
efficacy of the proposed SWF approach. The results show that with limited supervision, significant
benefit could be achieved in the process of detecting spam workers. Especially in the scenario that
a large proportion of spam workers exist among the crowd, SWF presents a positive effect on the
quality of estimated truths. Even when the amount of items with gold truths known is limited, it
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is still possible to obtain similar consensus results of the fully supervised method, by applying the
semi-supervised worker filtering approach. For example, the results on the AC2 and image labeling
datasets presented similar accuracies to the supervised worker filtering method, via SWF approach,
while the labeled item ratio is around 40%.
Removing the spam workers so that only reliable ones are allowed to complete the labeling
task, leads to reduced cost. This is because fewer workers need to be recruited to obtain high
quality consensus results, when most of the workers are reliable (demonstrated by the experimental
results in Chapter 3, Section 3.6.2.2). The labeling tasks with ordinal scale have been discussed
and experimented here. An interesting direction of the future work could be extending the semi-
supervised worker filtering – truth discovery framework to numerical labeling tasks.
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CHAPTER 7
CONCLUSIONS AND POTENTIAL FUTURE WORK
7.1 Conclusions
Guaranteeing the quality of data collected from crowds has always been a challenging topic
for crowdsourcing systems, and it has been discussed by many of the studies and research. To
obtain high quality crowdsourced data, it is desirable to have the majority of the crowds constituted
of reliable workers to accomplish the tasks. The nature of crowdsourcing tasks, often tedious,
decontextualized, and small rewarded, makes it difficult to attract high quality workers. In this
dissertation, the focus has been put on investigating the workers’ performances and removing those
that are less desirable. Most of the existing work on worker filtering concentrates on binary labeling
tasks, and does not distinguish between spam and biased workers. Spam workers randomly choose
labels from possible answer set for items, whereas biased workers show specific error patterns, which
could be utilized to obtain high quality estimated labels. We extend the tasks to ordinal and even
numerical label scales, and propose to differentiate various worker categories, including spam and
biased workers, in order to achieve high quality consensus results. The following frameworks are
presented in the dissertation in the domain of worker filtering:
(1) Spam Removing and De-biasing Framework (SRDF)
The SRDF framework is introduced to distinguish between spam and biased worker groups, for the
purpose of improving the quality of estimated true labels. Instead of binary labeling tasks, the work
has been done for the crowdsourcing applications with numerical label scales in Chapter 3. Three
different types of spam workers are proposed to be eliminated from the crowd, including random
spammers, uniform spammers and sloppy spammers. It can be seen that significant improvement
can be obtained for consensus results, by detecting and removing these spam workers. Another
benefit of applying the spam filtering algorithm is that fewer workers, which lead to less budget,
would be required to achieve high quality estimated truths. In order to tackle the biasing problem
within the crowd workers group, an iterative bias detection method is developed to recognize the
biased workers, and to correct their provided labels. This algorithm is built based on identifying
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and reducing the consistent and similar behavioral errors, which reside within the labels provided
by the biased workers. As such, a positive impact is presented in terms of the selected evaluation
metrics (standard deviation, correlation coefficient, and RMSE). Integrating the spam filtering and
bias detecting approaches into aggregating algorithms results in the proposed SRDF methodology.
The conducted experiments demonstrate that SRDF outperforms all the baseline models.
(2) Iterative Self Correcting – Truth Discovery (ITSC-TD) Framework
The ITSC-TD framework is proposed to tackle sloppiness, which denotes the phenomena of observed
labels fluctuating around the true labels. Sloppiness, in many cases, might degrade the quality of
estimated truths. Different from labels provide by spam workers, which are independent from truths,
the data obtained from sloppy workers (workers with sloppy behaviors) could still be utilized to infer
accurate consensus results. It is, therefore, necessary to separate various types of workers, including
sloppy and spam labelers. Chapter 4 presents a novel hierarchical classification of worker groups,
and proposes to extract useful information from labels provided by a subgroup of sloppy workers
– biased sloppy workers. The work focuses on the crowd scoring tasks, which are crowdsourcing
tasks with ordinal labels. To detect the biased sloppy workers, a probabilistic based bias detection
model is developed here. Finally, we integrate the bias detection model into an optimization based
truth discovery framework (ITSC-TD), to derive the true labels. The integrated approach has
demonstrated its superiority over a set of state-of-art methodologies, on both synthetic and real
world data sets.
(3) Mutliple Views Approach with ITSC-TD Framework
The workers’ reliabilities in different features, which are called views, of a complex task are inves-
tigated in Chapter 5. A multiple views approach is proposed to analyze worker’s performance on
each view, under the hypothesis that workers’ performance might differ from one view to another. It
assigns varied weights on different views for each of the workers. The ITSC-TD framework proposed
in Chapter 4 is then integrated into the multiple views approach, to derive consensus view labels.
To demonstrate the efficacy of the multiple views approach, real world data sets on both ordinal
and numerical label scales are collected for experimental analysis. Image labeling data is obtained
from the MTurk platform to reflect the quality of each image, on an ordinal label scale. While the
project grading data set contains the assessments of students’ project reports from a school class,
on a numerical scale.
(4) Semi-supervised Worker Filtering – Truth Discovery Framework
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A semi-supervised learning approach is discussed in Chapter 6, to investigate workers’ performance
in crowdsourcing systems. The assumption is made that a small set of gold truths is available as
priori while inferring the true labels. The items with known gold truths are denoted as labeled
items, otherwise are called unlabeled items. The labeled items are first utilized to estimate model
parameters, and then to calculate a spammer score for each worker. Low quality workers are elim-
inated by comparing the spammer scores to a predefined threshold. The optimization based truth
discovery framework is used to estimate the consensus results, from the labels provided by the re-
maining workers (after spam filtering procedure). It is demonstrated that similar results of the fully
supervised method can be obtained by applying the semi-supervised worker filtering model.
7.2 Potential future work
Worker filtering algorithms, which eliminate the spam workers and detect the biased workers,
are proposed and presented in both unsupervised and semi-supervised scenarios, in this dissertation.
The purpose for such models is to improve the quality of crowdsourced labels obtained for the items.
One potential direction of the future work is to extend the multiple views approach into a time-
varying model. The developed multiple views model is utilized to better estimate the true labels, for
indecomposable complex scoring tasks through crowdsourcing. Each view is defined as a rubric or
criteria to guide the novice workers in completing the task. By including each worker’s reliabilities
on the expert views from prior work, it is possible to better model the worker performance over
time. As such, high quality estimated truths are able to be obtained.
It is also interesting to integrate the bias detection model into the semi-supervised worker
filtering (SWF) – truth discovery (TD) framework. The SWF-TD is proposed to eliminate the
spam workers using a subset of labeled items (with gold truths known), while inferring the true
labels. Extending the framework to deal with biased workers could be beneficial for further quality
improvement of the consensus labels. In particular, it is of great importance to incorporate the bias
detection approach, in the case that a large group of biased workers exists among the crowd.
Another direction of future work will utilize the iterative self correcting – truth discov-
ery (ITSC-TD) framework, and the semi-supervised worker filtering – truth discovery (SWF-TD)
methodology for mixed ordinal and continuous data. The efficiency of improving the consensus label
quality, by using ITSC-TD and SWF-TD, is demonstrated with the crowdsourced data on ordinal
scales. Deploying these two frameworks, for crowdsourcing applications with mixed data types,
would be a potential extension in future research.
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