In this paper, the Gaussian quasi-maximum likelihood estimator (GQMLE) is generalized by applying a transform to the probability distribution of the data. The proposed estimator, called measure-transformed GQMLE (MT-GQMLE), minimizes the empirical Kullback-Leibler divergence between a transformed probability distribution of the data and a hypothesized Gaussian probability measure. By judicious choice of the transform we show that, unlike the GQMLE, the proposed estimator can gain sensitivity to higher order statistical moments and resilience to outliers leading to significant mitigation of the model mismatch effect on the estimates. Under some mild regularity conditions, we show that the MT-GQMLE is consistent, asymptotically normal and unbiased. Furthermore, we derive a necessary and sufficient condition for asymptotic efficiency. A data driven procedure for optimal selection of the measure transformation parameters is developed that minimizes the trace of an empirical estimate of the asymptotic mean-squared-error matrix. The MT-GQMLE is applied to linear regression and source localization and numerical comparisons illustrate its robustness and resilience to outliers.
I. INTRODUCTION
C LASSICAL multivariate estimation [1] , [2] deals with the problem of estimating a deterministic vector parameter using a sequence of multivariate samples from an underlying probability distribution. When the probability distribution is known to lie in a specified parametric family of probability measures, the maximum likelihood estimator (MLE) [3] , [4] can be implemented. In many practical scenarios an accurate parametric model is not available, i.e., the underlying parametric family of probability distributions is unknown. In these cases, alternatives to the MLE that do not require complete knowledge of the likelihood function become attractive.
A popular alternative to the MLE is the quasi maximum likelihood estimator (QMLE) [5] , [6] , that similarly to the MLE Manuscript belongs to the wider classes of M-estimators [7] , [8] and the generalized method of moments [9] . The QMLE minimizes the empirical Kulback-Leibler divergence [10] to the underlying probability distribution of the data over a misspecified parametric family of hypothesized probability measures. When the hypothesized parametric family is the class of Gaussian probability distributions the well established Gaussian QMLE (GQMLE) [5] , [11] - [16] is obtained that reduces to fitting the mean vector and covariance matrix of the underlying parametric distribution to the sample mean vector (SMV) and sample covariance matrix (SCM) of the data. The GQMLE has gained popularity due to its low implementation complexity, simplicity of performance analysis, and the computational advantages that are analogous to the first and second-order methods of moments [3] , [4] , [17] . Despite the possible model mismatch, relative to the Gaussian distribution, the GQMLE is a consistent estimator of the true parameters of interest when the mean vector and covariance matrix are correctly specified [5] , [13] , [14] . However, in some circumstances, such as for certain types of non-Gaussian data, deviation from normality inflicts poor estimation performance of the GQMLE even though it may be consistent. This can occur when the mean vector and covariance matrix are weakly dependent on the parameter to be estimated and stronger dependency is present in higher-order cumulants, or in case of heavy-tailed data when the non-robust SMV and SCM provide poor estimates in the presence of outliers. In order to overcome this limitation several non-Gaussian QMLEs have been proposed in the econometric and signal processing literature that assume more complex distributional models [18] - [24] . Although non-Gaussian QMLEs can be successful in reducing the effect of model mismatch, they may suffer from the several drawbacks. First, unlike the GQMLE, they may have cumbersome implementations with increased computational and sample complexities and their performance analysis may not be tractable. Second, to be consistent and asymptotically normal they may require considerably more restrictive regularity conditions as compared to the GQMLE [14] , [21] , [25] , [26] . Furthermore, when the hypothesized parametric family largely deviates from normality they may have low asymptotic relative efficiency (ARE) [7] w.r.t. the MLE under nominal Gaussian distribution of the data.
In this paper, a new generalization of the GQMLE is proposed that applies Gaussian quasi maximum likelihood estimation under a transformed probability distribution of the data. Under the proposed generalization we show that new estimators can be obtained that can gain sensitivity to higher-order statistical moments, resilience to outliers, and yet have the computational advantages of the first and second-order methods of moments.
This generalization, called measure-transformed GQMLE (MT-GQMLE), is based on the probability measure transformation framework that was recently applied to canonical correlation analysis [27] , [28] , and multiple signal classification [29] , [30] .
The transformation is structured by a non-negative function, called the MT-function, and maps the true probability distribution into a set of new probability measures on the observation space. By modifying the MT-function, classes of measure transformations can be obtained that have different useful properties that mitigate the effect of model mismatch on the estimates. Under the considered transform we define the parametric measuretransformed (MT) mean vector and covariance matrix, establish their sensitivity to higher-order statistical moments, and develop their strongly consistent estimates. These quantities are then used for constructing the MT-GQMLE.
The proposed estimator minimizes the empirical Kullback-Leibler divergence to the transformed probability distribution of the data over a family of hypothesized Gaussian probability measures. This hypothesized class of Gaussian distributions is characterized by the MT-mean vectors and MT-covariance matrices corresponding to the true underlying parametric family of transformed probability measures. It is worthwhile noting that knowledge of these MT-mean vectors and MT-covariance matrices, which establishes partial information about the underlying distribution, is analogous to the side information in the minimax estimation problem considered in [31] . Under some mild regularity conditions we show that the MT-GQMLE is consistent, asymptotically normal and unbiased. Additionally, a necessary and sufficient condition for asymptotic efficiency is derived. Robustness of the proposed MT-GQMLE to outliers is studied using its vector valued influence function [32] . A sufficient condition on the MT-function that guarantees outlier resilience is derived. Furthermore, a data-driven procedure for optimal selection of the MT-function within some parametric class of functions is developed that minimizes the trace of an empirical estimate of the asymptotic mean-squared-error (MSE) matrix.
We illustrate the MT-GQMLE for linear regression and source localization in the presence of spherically contoured noise. By specifying the MT-function within the family of zero-centered Gaussian-shaped functions parameterized by a scale parameter, we show that the MT-GQMLE can significantly mitigate the model mismatch effect introduced by the normality assumption. More specifically, we show that the proposed MT-GQMLE outperforms the non-robust GQMLE and other robust alternatives and attains MSE performance that are significantly closer to those obtained by the MLE that, unlike the proposed estimator, requires complete knowledge of the likelihood function.
The basic idea behind the proposed MT-GQMLE was first presented in the conference paper [33] . The contribution of the present paper relative to [33] includes: 1) detailed derivation of the MT-GQMLE, 2) robustness analysis using its vector valued influence function, 3) rigorous proofs of the propositions and theorems stating its properties, and 4) more complete simulation studies.
The paper is organized as follows. In Section II, the GQMLE is reviewed. Section III reviews the principles of the considered probability measure transformation. In Section IV we use this transformation to construct the MT-GQMLE. The proposed estimator is applied to linear regression and source localization in Section V. In Section VI, we conclude by summarizing the main points of the paper. The proofs of the propositions and theorems stated throughout the paper are given in the Appendix.
II. THE GAUSSIAN QUASI MAXIMUM LIKELIHOOD ESTIMATOR

A. Preliminaries
We define the measure space (X , S X , P X;θ 0 ), where X ⊆ C p is the observation space of a complex-valued random vector X, S X is a σ-algebra over X , and P X;θ 0 is a probability measure that belongs to some unknown parametric family of probability measures
on S X . The vector θ 0 denotes a fixed unknown parameter value to be estimated and the vector θ is a free parameter that indexes the parameter space Θ. The vector θ 0 will be called the true vector parameter and P X;θ 0 will be called the true probability distribution of X. It is assumed that the family {P X;θ : θ ∈ Θ} is absolutely continuous w.r.t. a dominating σ-finite measure ρ on S X , such that the Radon-Nykonym derivative [34] f (x; θ) dP X;θ (x)/dρ (x),
exists for all θ ∈ Θ. The function f (x; θ) is called the likelihood function of θ observed by the vector x ∈ X . Let g : X → C denote an integrable scalar function on X . The expectation of g (X) under P X;θ is defined as
The empirical probability measureP X given a sequence of samples X n , n = 1, . . . , N from P X;θ is specified bŷ
where A ∈ S X , and δ X n (·) is the Dirac probability measure at X n [34] .
B. The Gaussian QMLE
Given a sequence of samples from P X;θ 0 , the GQMLE of θ 0 minimizes the empirical Kulback-Leibler divergence (KLD) between the probability measure P X;θ 0 and a hypothesized complex circular Gaussian probability distribution [35] Φ X;θ that is characterized by the mean vector μ X (θ) E [X; P X;θ ] and the covariance matrix Σ X (θ) cov [X; P X;θ ]. The KLD between P X;θ 0 and Φ X;θ is defined as [10] :
where f (x; θ 0 ) and
are the density functions associated with P X;θ 0 and Φ X;θ , respectively, w.r.t. the dominating σ-finite measure ρ on S X . An empirical estimate of (5) given a sequence of samples X n , n = 1, . . . , N from P X;θ 0 is defined as:
The GQMLE of θ 0 is obtained by minimization of (7) w.r.t. θ. Since the density f (·; θ 0 ) is θ-independent this minimization is equivalent to maximization of the term N −1 N n =1 log φ (X n ; θ), which by (6) amounts to maximization of the following objective function: [36] between positive definite matrices A, B ∈ C p×p , a C √ a H Ca denotes the weighted Euclidian norm of a vector a ∈ C p with positive-definite weight-
H X denote the standard SMV and SCM. Hence, the GQMLE of θ 0 is given by:
III. PROBABILITY MEASURE TRANSFORMATION
In this section, we review the principles of the probability measure transform [27] - [30] in the new context of the parametric family (1) . We define the parametric measure-transformed mean vector and covariance matrix and show their relation to higher-order statistical moments. Furthermore, we formulate the empirical measure-transformed mean and covariance and state the conditions for strong consistency. These quantities are used in the following section to construct the proposed measuretransformed extension of the GQMLE (9).
A. Probability Measure Transform
The following definition of a transformation on the parametric probability measure P X;θ parallels the transformation on a nonparametric distribution stated as Definition 1 in [29] .
Definition 1: Given a non-negative function u :
a transform on P X;θ is defined via the relation:
where A ∈ S X and
The function u (·) is called the MT-function.
Similarly to the non-parametric case (Proposition 1 in [29] ), the parameterized transformation (11) has the following properties.
Proposition 1 (Properties of the transform): Let Q (u )
X;θ be defined by relation (11) . Then 1) Q (u ) X;θ is a probability measure on S X . 2) Q (u ) X;θ is absolutely continuous w.r.t. P X;θ , with Radon-Nikodym derivative [34] :
[Proof: see Appendix A in [29] ] As in [29] we say that the probability measure Q (u ) X;θ is "generated by the MT-function u (·)".
B. The Measure-Transformed Mean and Covariance
According to (13) the mean vector and covariance matrix of X under Q (u ) X;θ , called the MT-mean and MT-covariance, are given by the parameterized functions:
and Σ (u )
respectively. Equations (14) and (15) imply that μ (u ) X (θ) and Σ (u ) X (θ) are weighted mean and covariance of X under P X;θ , with the weighting function ϕ u (·; ·) defined in (12) . By modifying the MT-function u (·), such that the condition (10) is satisfied, the MT-mean and MT-covariance are modified. In particular, by choosing u (·) to be any non-zero constant valued function we have Q (u ) X;θ = P X;θ , for which the standard mean vector μ X (θ) and covariance matrix Σ X (θ) are obtained. Alternatively, when u (·) is non-constant analytic function, which has a convergent Taylor series expansion, the resulting MT-mean and MT-covariance involve higher-order statistical moments of P X;θ .
C. The Empirical Measure-Transformed Mean and Covariance
According to (14) and (15) the values of the parameterized MT-mean and MT-covariance functions can be estimated using only samples from the distribution P X;θ . In the following Proposition, which is a straightforward parametric extension of the non-parametric case stated as Proposition 2 in [29] , strongly consistent estimates of μ 
whereφ
If
− −− →" denotes convergence with probability (w.p.) 1 [37] . [Proof: see Appendix B in [29] ]
Notice that when the MT-function u(·) is non-zero constant valued, the estimatorsμ 
IV. THE MEASURE-TRANSFORMED GAUSSIAN QUASI MAXIMUM LIKELIHOOD ESTIMATOR
In this section we extend the GQMLE (9) by applying the transformation (11) to the probability measure P X;θ . Similarly to the GQMLE, given a sequence of samples from P X;θ 0 , the proposed MT-GQMLE of θ 0 minimizes the empirical Kullback-Leibler divergence between the transformed probability measure Q X;θ . The minimization is carried out w.r.t. the free vector parameter θ. Regularity conditions for consistency, asymptotic normality and unbiasedness are derived. Additionally, we provide a closed-form expression for the asymptotic MSE and obtain a necessary and sufficient condition for asymptotic efficiency. Robustness of the MT-GQMLE to outliers is studied using its influence function. Optimal selection of the MT-function u (·) out of some parametric class of functions is also discussed.
A. The MT-GQMLE
The KLD between Q (u ) X;θ 0 and Φ (u ) X;θ is defined as [10] :
where q (u ) (x; θ 0 ) and
are the density functions associated with Q X;θ ] can be estimated using only samples from P X;θ 0 . Hence, similarly to (16) and (17) , an empirical estimate of (20) given a sequence of samples X n , n = 1, . . . , N from P X;θ 0 is defined as:
whereφ u (·) is defined in (18) . The proposed estimator of θ 0 is obtained by minimization of (22) w.r.t. θ. Since the density q (u ) (·; θ 0 ) is θ-independent this minimization is equivalent to maximization of the term N n =1φ u (X n ) log φ (u ) (X n ; θ), which by (16), (17) and (21) amounts to maximization of the following objective function:
where the operators D LD [·||·] and · (·) are defined below (8) . Thus, the proposed MT-GQMLE is given by:
By modifying the MT-function u (·), such that the condition (10) is satisfied the MT-GQMLE is modified, resulting in a family of estimators generalizing the GQMLE described in SubSection II-B. In particular, if u (x) is chosen to be any non-zero constant function over X , then Q (u ) X;θ = P X;θ and the standard GQMLE (9) is obtained.
B. Asymptotic Performance Analysis
Here, we study the asymptotic performance of the proposed estimator (24) . For simplicity, we assume a sequence of i.i.d. samples X n , n = 1, . . . , N from P X;θ 0 .
Theorem 1 (Strong consistency ofθ u ): Assume that the following conditions are satisfied:
[A proof is given in Appendix A] We note that Assumption A-2 states an identifiability condition of θ 0 under the Gaussian family of probability measures {Φ (u )
If this condition is not satisfied, then by Eq. (65) the asymptotic objective function does not have a unique global maximum, leading to inconsistent estimates.
Theorem 2 (Asymptotic normality and unbiasedness ofθ u ): Assume that the following conditions are satisfied:
denotes convergence in probability [37] .
(B-2) θ 0 lies in the interior of Θ which is assumed to be compact.
where " D − →" denotes convergence in distribution [37] ,
and it is assumed that F u (θ) is non-singular at θ = θ 0 . [A proof is given in Appendix B] Theorem 2 implies that, similarly to the standard MLE [3] , [4] and the side-information based MLE considered in [31] , the proposed MT-GQMLE converges to θ 0 at a rate of 1 √ N . Clearly, by (26) the asymptotic MSE ofθ u is given by:
The following proposition relates (32) and the Cramér-Rao lower bound (CRLB) [39] , [40] .
Proposition 3 (Relation to the CRLB): Let
denote the gradient of the logarithm over the likelihood function (2) w.r.t. θ. Assume that the following conditions are satisfied: (C-1) For any θ ∈ Θ, the partial derivatives ∂ f (x;θ)
(C-4) The matrix G u (θ) (28) and the Fisher information matrix of P X;θ I FIM [P X;θ ] E η (X; θ) η T (X; θ); P X;θ are non-singular at θ = θ 0 . Then,
where equality holds if and only if
One can verify that when P X;θ is a Gaussian measure, the condition (34) is satisfied only for non-zero constant valued MT-functions resulting in the standard GQMLE (9) that only involves first and second-order moments. This implies that in the Gaussian case, non-constant MT-functions will always lead to asymptotic performance degradation. In the non-Gaussian case, however, as will be illustrated in the sequel, there are many practical scenarios where a non-constant MT-function can significantly decrease the asymptotic MSE as compared to the GQMLE. This results in estimators with weighted mean and covariance that involve higher-order moments, as discussed in SubSection III-B, and can gain robustness against outliers, as will be discussed in SubSection IV-C. By solving the differential equation (34) one can obtain the MT-function for which the resulting MT-GQMLE is asymptotically efficient. Unfortunately, in the non-Gaussian case, the solution is highly cumbersome and requires the knowledge of the likelihood function f (X; θ). Therefore, as will be described in SubSection IV-D, we propose an alternative technique for optimizing the choice of the MTfunction that is based on the following empirical estimate of the asymptotic MSE (32) .
Theorem 3 (Empirical asymptotic MSE): Define the empirical asymptotic MSE:
wherê
Furthermore, assume that the following conditions are satisfied:
[A proof is given in Appendix D]
C. Robustness to Outliers
Here, we study the robustness of the proposed MT-GQMLE (24) to outliers using its vector valued influence function [32] . Define the probability measure
where 0 ≤ ≤ 1, y ∈ C p , and δ y is the Dirac probability measure at y. The influence function of a Fisher consistent estimator [38] with statistical functional S[·] at probability distribution P X;θ 0 is defined as [32] :
The influence function describes the effect on the estimator of an infinitesimal contamination at the point y. An estimator is said to be B-robust if for any fixed value of θ 0 ∈ Θ its influence function is bounded over C p [32] .
The following Proposition states that under some mild regularity conditions,θ u is Fisher consistent, i.e., it can be represented as a statistical functional of the empirical probability distribution S u [P X ] that satisfies S u [P X;θ 0 ] = θ 0 .
Proposition 4 (Fisher consistency ofθ u ): Assume that con-
Assuming that the proposed MT-GQMLE is Fisher consistent, an expression for its corresponding influence function is established in the following Proposition:
Proposition 5 (Influence function ofθ u ): Assume thatθ u is Fisher consistent. Furthermore, assume that the following conditions are satisfied:
. . , m denote the entries of the vector parameter θ.
where L 1 (X , P X;θ 0 ) denotes the space of absolutely integrable functions over X w.r.t. the measure P X;θ 0 . (E-3) There exist dominating functions r k,j (x) ∈ L 1 (X , P X;θ 0 ), k, j = 1, . . . , m, such that for
Then, the influence function ofθ u is given by:
[A proof is given in Appendix F] Interestingly, using (12), (13), (21), (30) and (31) one can verify that the influence function (42) can be rewritten as IF (y; [32] . Hence, we conclude that (42) is a weighted version of the influence function of the MLE under Φ (u ) X;θ 0 , with the weighting function ϕ u (y; θ 0 ) (12).
The following proposition states sufficient conditions on the MT-function u (·) under which the influence function (42) is bounded over a subset C ⊆ C p and decays to zero over this subset as the outlier norm approaches infinity. When these conditions are satisfied over C = C p the proposed MT-GQMLE is B-robust and rejects large norm outliers in any direction.
Proposition 6: Let C denote a subset of C p . 1) If the MTfunction u(y) and the product u(y) y 2 are bounded over C then the influence function (42) is bounded over C. 2) If over the subset C u(y) → 0 and u(y) y 2 → 0 as y → ∞, then
D. Optimization of the Choice of the MT-Function
Here we restrict the class of MT-functions to a parametric family {u (X; ω) , ω ∈ Ω ⊆ C r } that satisfies the conditions stated in Definition 1 and Theorem 3. For example, the Gaussian family of functions that satisfy the conditions in Proposition 6 is a natural choice for inducing outlier resistance. An optimal choice of the MT-function parameter ω would minimize the trace of the empirical asymptotic MSE matrix (35) that is constructed by the same sequence of samples used for obtaining the MT-GQMLE (24) . Note that under the conditions of Theorem 3 the trace of (35) is a consistent estimator of the mean-squared-
V. EXAMPLES
In this section the proposed MT-GQMLE (24) is applied to linear regression and source localization problems for the purpose of evaluation of its MSE performance and computational load as compared to other estimators. All simulation studies were performed on an iMac computer with 8 GB RAM and a 2.9 GHz Intel Core i5 processor with 4 cores.
A. Linear Regression
We consider the following linear observation model:
where X n ∈ C p is an observation vector, A ∈ C p×q is a known deterministic matrix of regressors with q < p linearly independent columns, α 0 ∈ C q is an unknown deterministic vector of regression coefficients and W n ∈ C p is an additive noise. The vector parameter to be estimated is defined as:
We specify the MT-function in the set:
where P ⊥ A is the projection matrix onto the subspace orthogonal to the range space of A. Assuming that condition (10) is satisfied, one can verify using (12) , (14) , (15) , (43) and (45) 
where μ (u ) W and Σ (u ) W are the MT-mean and MT-covariance of the noise component. Hence, by substituting (46) and (47) into (23) the resulting MT-GQMLE (24) is given by:
. We further assume that the noise component is spherically contoured with stochastic representation [41] :
where {ν n ∈ R ++ } is a first-order stationary process and {Z n ∈ C p } is a proper-complex wide-sense stationary Gaussian process with zero-mean and scaled unit covariance σ 2 Z I. The processes {ν n } and {Z n } are also assumed to be statistically independent.
In order to mitigate the effect of outliers and gain sensitivity to parametric variation of the higher-order moments, we specify the MT-function in a subset of (45) that is comprised of zerocentred Gaussian functions parametrized by a width parameter ω, i.e.,
Using (14), (15) , (49) and (50) it can be shown that the MT-mean and MT-covariance of the noise satisfy:
and Σ (u G )
respectively, where r 0 (ω) and r 1 (ω) are some strictly positive functions of ω and P A is the projection matrix onto the range space of A. Hence, under the spherically contoured noise assumption (49) and the Gaussian MT-function (50), the MT-GQMLE (48) reduces to:
(ω). The asymptotic MSE (32) ofθ u G (ω) is given by:
The asymptotic MSE (54) is comprised of two terms. The first term, which is non-linear in σ 2 Z and ω 2 , arises from the transformation (11) of the probability measure P X;θ . The second term is equivalent to the Gaussian CRLB [4] for estimating θ 0 . Notice that when the noise (49) is Gaussian, i.e. the texture pa-
as ω → ∞ this result verifies the conclusion following Proposition 3, which states that in the Gaussian case the achievability condition (34) of the CRLB is satisfied for nonzero constant MT-function. Using (35) and (53) we obtain the following empirical estimate of the asymptotic MSE:
(ω)). As discussed in SubSection IV-D, (55) will be used for optimizing the width parameter ω of the Gaussian MT-function (50) .
Next, we study the robustness to outliers. The vector valued influence function (42) of the MT-GQMLE (53) is given by:
Note that when y ∈ A {y ∈ C p : P A y 2 y 2 = 1}, which is the range space of A, the influence function can grow unbounded as y → ∞. Hence,θ u G (ω) is not robust against outliers in the range space of A. However, as follows from the following Proposition,θ u G (ω) is outlier robust and rejects large norm outliers over a sufficiently large subset of C p . Therefore, by Propositions 6 and 7 the influence function of θ u G (ω) is bounded over B and decays to zero over this subset as the outlier norm approaches infinity. Notice that while the probability measure of A is P X (A) = 0, the probability measure of B satisfies P X (B ) ≈ 1 for sufficiently small . Hence, we conclude thatθ u G (ω) is robust to outliers with sufficiently high probability.
In the following simulation examples we evaluate the MSE performance of the MT-GQMLE (53) as compared to the standard GQMLE (9), the non-linear least squares Brobust M-estimator [7] , [8] based on Tukey's bi-square loss function [42] , and the omniscient MLE. These are evaluated for a specific choice of true vector parameter θ 0 = [[0.3, 0.5], [0.6, 0.8]] T , observations dimensionality p = 10 and matrix of regressors A = 1 √ 2 [a 0 , a 1 ], where a k 1 √ p [1, exp (iϑ k ) , . . . , exp (i(p − 1)ϑ k )] T , k = 0, 1, ϑ 0 = π/3 and ϑ 1 = π/6. We considered two types of noise distributions with zero location parameter and isotropic dispersion σ 2 Z I: 1) Gaussian and 2) t-distributed noise with λ = 0.2 degrees of freedom. Notice that unlike Gaussian noise, t-distributed noise is heavy tailed and produces outliers.
The Tukey bi-square M-estimator we compared to is one that minimizes the following objective function (3/4) , is a robust median absolute deviation (MAD) estimate of variance [8] . The constant γ ensures consistency of the scale estimate under normally distributed data [8] . Similarly to the analysis of M-estimators of location with preliminary estimate of scale [8] it can be shown that the ARE of the considered Tukey bi-square M-estimator, defined as the ratio between the traces of the CRLB and the asymptotic MSE under Gaussian distribution, is given by
where √ 2R is a chi distributed random variable with p degrees of freedom. Using this formula, the parameter c was set to achieve ARE of 95% in all simulation examples. For the considered observation vector dimensionality p = 10 we obtained c ≈ 6. Here, the fixed-point iteration was initialized bŷ α init = A H A −1 A Hμ med , whereμ med is the median location estimator. The maximum number of iterations and the stopping criterion in the fixed-point iteration were set to 100 and α l −α l−1 / α l−1 < 10 −6 , respectively, where l denotes an iteration index.
We note that the MLE under the t-distributed noise model with λ degrees of freedom is obtained using the same iterative procedure as in Tukey's bi-square M-estimator with a different weight function w (X, α) (1 + 2 X − Aα 2 /λσ 2 Z )) −1 . Initialization and stopping criterion were identical to those of Tukey's bi-square M-estimator discussed above.
Notice that unlike Tukey's bi-square M-estimator and the MLE for t-distributed noise, the proposed MT-GQMLE (53) does not involve iterative numerical optimization procedure that may require proper initialization and stopping criterion.
For each noise type we performed two simulations. In the first simulation example, we compared the traces of the asymptotic MSE matrix (54) and its empirical estimate (55) as a function of ω. The empirical asymptotic MSE was obtained from a single realization of N = 1000 i.i.d. snapshots. The signal-tonoise-ratio (SNR), defined here as SNR tr A H A /σ 2 Z , was set to 0 [dB] and −10 [dB] for the Gaussian and t-distributed noise, respectively. Observing Figs. 1(a) and 2(a) one sees that the compared quantities are very close. This indicates that the empirical asymptotic MSE can be reliably used for optimal choice of the MT-function parameter, as discussed in subSection IV-D.
In the second simulation example, we compared the traces of the empirical, asymptotic (54) and empirical asymptotic (55) MSEs of the MT-GQMLE to the traces of the empirical MSEs obtained by the other compared algorithms versus SNR and sample size N . The reported results represent empirically averaged performance with averaging over 1000 Monte-Carlo simulations. The performance versus SNR was evaluated for N = 1000 i.i.d. observations. The performance versus sample size were evaluated for SNR = 0 [dB] for both Gaussian and t-distributed noise. The optimal Gaussian MT-function parameter ω opt was obtained by minimizing the trace of (55) over K Ω = 30 equally spaced grid points of the range Ω = [1, 30] . Observing Figs. 1(b) and 1(c) , one can notice that all compared algorithms perform similarly when the noise is Gaussian. The slight performance gap of Tukey's bi-square M-estimator stems from the fact that its ARE is 95%, i.e., it is not asymptotically efficient. In Figs. 2(b) and 2(c) one sees that for t-distributed noise, the proposed MT-GQMLE (53) outperforms the standard GQMLE and Tukey's bi-square M-estimator, and performs similarly to the MLE that unlike the propose estimator requires complete knowledge of the likelihood function. Here, the performance gap of the Tukey's bi-square M-estimator stems from the inconsistency of the scale estimateσ for non-Gaussian data.
The averaged running times of the compared estimators are reported in Table I for sample size N = 1000 and SNR = 0 [dB] for both Gaussian and t-distributed noise. We note that for a fixed sample size, the averaged running times did not vary across the SNR. Table I indicates that in this example the 
B. Source Localization
Here, we illustrate the use of the proposed MT-GQMLE (24) for source localization. We consider a uniform linear array (ULA) of p sensors with half wave-length spacing that receive a signal generated by a narrowband far-field point source with azimuthal angle of arrival (AOA) θ 0 . Under this model the array output satisfies [16] :
where n is a discrete time index, X n ∈ C p is the vector of received signals, S n ∈ C is the emitted signal, a (θ 0 ) [1, exp (−iπ sin (θ 0 )) , . . . , exp (−iπ(p − 1) sin (θ 0 ))] T is the steering vector of the array toward direction θ 0 and W n ∈ C p is an additive noise. We assume that the following conditions are satisfied: 1) θ 0 ∈ Θ = [−π/2, π/2 − δ] where δ is a small positive constant, 2) the emitted signal is symmetrically distributed about the origin, 3) S n and W n are statistically independent and first-order stationary, and 4) the noise component is spherically contoured with the stochastic representation (49) . In order to gain robustness against outliers, as well as sensitivity to higher-order moments, we specify the MT-function in the zero-centred Gaussian family of functions parametrized by a width parameter ω, i.e.,
Using (14), (15) , (57) (24) is obtained by solving the following maximization problem:
whereĈ
Notice that the MT-GQMLE (61) maximizes a measuretransformed version of the spatial spectrum related to Bartlett's beamformer [16] .
Under the considered settings, it can be shown that the conditions stated in Theorems 1-3 are satisfied. The resulting asymptotic MSE (32) is given by:
where h (S, ν, ω) (ν 2 + ω 2 )/ω 2 −p−2 e −|S | 2 /(ν 2 +ω 2 ) and ν νσ Z . Notice that when the noise is Gaussian, i.e. the texture
S π 2 cos 2 (θ 0 )p 2 (p 2 −1) is the CRLB for estimating θ 0 under the assumption that the signal and noise are jointly Gaussian and σ 2 S E[|S| 2 ; P S ] is the variance of the signal. Again, since u G (x; ω) → 1 as ω → ∞ this result verifies the conclusion following Proposition 3, which states that when the observations are normally distributed the CRLB is achievable for non-zero constant MT-function. Furthermore, the empirical asymptotic MSE (35) takes the form:
Next, we study the robustness of the MT-GQMLE (61) to outliers. Using (42) the corresponding influence function is given by:
Notice that for any fixed width parameter ω the MT-function (58) satisfies the conditions stated in Proposition 6 for C = C p . Thus, the influence function (64) is bounded and decays to zero as the outlier norm approaches infinity, i.e, the MT-GQMLE (61) is B-robust and rejects large norm outliers. In the following example, we consider a BPSK signal with power σ 2 S impinging on a 4-element ULA with half wavelength spacing from AOA θ 0 = 30 • . We considered two types of noise distributions with zero location parameter and isotropic dispersion σ 2 Z I: 1) Gaussian and 2) heavy-tailed K-distributed noise with shape parameter λ = 0.75.
Similarly to the gain estimation example, for each noise type we performed two simulations. In the first simulation example, we compared the the asymptotic MSE (62) and its empirical estimate (63) as a function of ω. The empirical asymptotic MSE was obtained from a single realization of N = 5000 i.i.d. snapshots. The SNR, defined in this example as SNR 10 log 10 σ 2 S /σ 2 Z , was set to −5 [dB] and −15 [dB] for the Gaussian and K-distributed noise, respectively. Observing Figs. 3(a) and 4(a) one sees that due to the consistency of (63), which follows from Theorem 3, the compared quantities are very close. This illustrates the reliability of the empirical asymptotic MSE in optimal choice of the MT-function parameter, as discussed in subSection IV-D.
In the second simulation example, we compared the empirical, asymptotic (62) and empirical asymptotic (63) MSEs of the MT-GQMLE (61) to the empirical MSEs obtained by the GQMLE [43] , the omniscient MLE, the measure-transformed MUSIC (MT-MUSIC) [29] and the robust MUSIC generalizations based on the empirical sign-covariance (SGN-MUSIC) [44] and Tyler's scatter M-estimator (TYLER-MUSIC) [41] . The width parameter of the Gaussian MT-function in the MT-MUSIC algorithm [29] was set to guarantee relative transform domain Fisher information loss (under nominal Gaussian distribution) of no more than 40%. Initial conditions, maximum number of iterations and stopping criteria of the fixed point iterations used in the MT-MUSIC and TYLER-MUSIC algorithms are identical to those set in [29] . In all compared algorithms estimation of θ 0 was carried out via maximization over K Θ = 10 4 equally spaced grid points of the parameter space Θ. The compared MSE performance are indexed by SNR and sample size N with averaging over 1000 Monte-Carlo simulations. The performance versus SNR were evaluated for N = 5000 i.i.d. observations. The performance versus sample size was evaluated for SNR = 0 [dB] for the Gaussian noise and SNR = −25 [dB] for the K-distributed noise. The optimal Gaussian MTfunction parameter ω opt was obtained by minimizing (63) over K Ω = 30 equally spaced grid points of the range Ω = [1, 30] . Observing Figs. 3(b) and 3(c), one can notice that when the noise is Gaussian the MLE that assumes full knowledge of the likelihood function outperforms the other compared algorithms which attain similar performance. In Figs. 4(b) and 4(c) one sees that for the K-distributed noise, the proposed MT-GQMLE (53) outperforms the standard GQMLE and the robust MU-SIC generalizations and attains estimation performance that are significantly closer to those obtained by the MLE that, unlike the MT-GQMLE, requires complete knowledge of the likelihood function. The performance gap from the robust MUSIC generalizations stems from the empirical MSE optimization performed by the MT-GQMLE. As in the regression example, the averaged running times of the compared estimators are reported in Table III for sample size N = 5000 and SNR = −10 [dB] for both Gaussian and K-distributed noise. We note that for a fixed sample size, the averaged running times did not vary across SNR. Observing Table III , one sees that the computational burden of the MT-GQMLE is significantly lower than this of the MLE for both Gaussian and K-distributed noise. Furthermore, one can notice that, similarly to the linear regression example, the observed performance gain of the MT-GQMLE does not come at the expense of significantly increased running time as compared to the GQMLE and the robust MUSIC generalizations. To support these observations an asymptotic computational load (ACL) analysis (under the considered estimation problem) is reported L T ARE THE NUMBER OF  FIXED-POINT ITERATIONS USED IN THE MT-MUSIC AND TYLER-MUSIC  ESTIMATORS, RESPECTIVELY in Table IV . One sees that unlike the MLE, the ACL of the MT-GQMLE is not affected by product of the sample size N and the number of grid points K Θ of the parameter space, which is quite large for the considered N = 5000 and K Θ = 10 4 . Also notice that when (63) is minimized over a relatively small number of grid points K Ω the ACL of the MT-GMLE is not significantly higher than this of the GQMLE (here K Θ = 30). Finally, note that unlike the robust MUSIC generalizations, whose ACL is cubic in the number of sensors p, the ACL of the MT-GQMLE is quadratic in p.
VI. CONCLUSION
In this paper a new multivariate estimator, called MT-GQMLE, was developed that applies Gaussian quasi maximum likelihood estimation under a transformed probability distribution of the data. We have shown that the MT-GQMLE can gain sensitivity to higher-order statistical moments and resilience to outliers when the MT-function associated with the transform is non-constant and satisfies some mild regularity conditions. After specifying the MT-function in the Gaussian family of functions, the proposed estimator was applied to linear regression and source localization in non-Gaussian noise. Exploration of other classes of MT-functions may result in additional estimators in this family that have different useful properties.
We emphasize that although the MT-MUSIC estimator, presented in [29] and [30] , and the newly proposed MT-GQMLE, presented in this paper, are derived under the same general framework of probability measure transformation, these estimators are totally different. The MT-MUSIC estimator is designed for source localization and operates by finding angle of arrivals with corresponding array steering vectors that have minimal projections onto the empirical noise subspace, whose spanning vectors are obtained via eigendecomposition of the empirical MT-covariance of the array outputs. The proposed MT-GQMLE operates differently by fitting a Gaussian probability model, characterized by the parametric MT-mean and MT-covariance, to a transformed probability distribution of the data. Unlike the MT-MUSIC estimator the MT-GQMLE is much more general and not solely designated to source localization, as illustrated in the linear regression example in SubSection V-A. Furthermore, unlike the MT-MUSIC estimator, optimization of the MT-function in the MT-GQMLE is based on empirical estimate of the asymptotic MSE which can lead to significant performance advantage. Indeed, as shown in the single source localization example in SubSection V-B the MT-QMLE outperforms the MT-MUSIC estimator without significantly increased computational burden. However, we note that in multiple source localization, the computational burden of the MT-GQMLE will be significantly higher as, similarly to the MLE and the GQMLE, it involves maximization over a higher dimensional space.
APPENDIX
A. Proof of Theorem 1
Define the deterministic quantitȳ
According to Lemmas 1 and 2, stated below,J u (θ) is uniquely maximized at θ = θ 0 and the random objective function J u (θ) defined in (23) converges uniformly w.p. 1 toJ u (θ) as N → ∞. Furthermore, by assumptions A-3 and A-4 J u (θ) is continuous over the compact parameter space Θ w.p. 1. Therefore, by Theorem 3.4 in [46] we conclude that (25) holds. Lemma 1: LetJ u (θ) be defined by relation (65). If conditions A-1-A-4 are satisfied, thenJ u (θ) is uniquely maximized at θ = θ 0 .
Proof: By (65) and assumptions A-3 and A-4J u (θ) is continuous over the compact set Θ. Therefore, by the extreme-value theorem [47] it must have a global maximum in Θ. We now show that the global maximum is uniquely attained at θ = θ 0 . According to (65)
Notice that the log-determinant divergence between positivedefinite matrices A, B satisfies D LD [A||B] ≥ 0 with equality if and only if A = B [36] . Also notice that the weighted Euclidian norm of a vector a with positive-definite weighting matrix C satisfies a C ≥ 0 with equality if and only if a = 0. Therefore, by assumptions A-2 and A-3 we conclude that the difference in (66) is finite and strictly positive for all θ = θ 0 , which implies thatJ u (θ) is uniquely maximized at θ = θ 0 .
Lemma 2: Let J u (θ) andJ u (θ) be defined by relations (23) and (65), respectively. If conditions A-1 and A-3-A-5 are satisfied, then
Proof: Using (23), (65), the Cauchy-Schwartz inequality and its the matrix extension [48] one can verify that
w.p. 1. Notice that by assumptions A-3 and A-4 and the compactness of Θ, the terms sup θ∈Θ (Σ (u )
X (θ) are finite. Also notice that since X n , n = 1, . . . , N is a sequence of i.i.d. samples from P X;θ 0 , then by Proposition 2 and assumption A-5μ
Furthermore, note that the operators · Fro , · and log det [·] define real continuous mappings ofμ (u ) X andΣ (u ) X . Hence, by the Mann-Wald Theorem [43] the upper bound in (68) converges to zero w.p. 1 as N → ∞, and therefore, the relation (67) must hold.
B. Proof of Theorem 2
By assumptions B-1 and B-2 the estimatorθ u is weakly consistent and the true parameter vector θ 0 lies in the interior of Θ, which is assumed to be compact. Therefore, we conclude that θ u lies in an open neighbourhood U ⊂ Θ of θ 0 with sufficiently high probability as N gets large, i.e., it does not lie on the boundary of Θ. Hence,θ u is a maximum point of the objective function J u (θ) (23) whose gradient satisfies
u (X n ) ψ u X n ;θ u = 0.
(69) By (21) and assumption B-3, the vector function ψ u (X; θ) defined in (29) is continuous over Θ w.p. 1. Using (69) and the mean-value theorem [49] applied to each entry of ψ u (X; θ) we conclude that
whereF u (θ) defined in (38) is an unbiased estimator of the symmetric matrix function F u (θ) (30), Γ u (X; θ) is defined in (31) and θ * lies on the line segment connectingθ u and θ 0 . Sinceθ u is weakly consistent θ * must be weakly consistent as well. Therefore, by Lemma 3, stated below,F u (θ * )
as N → ∞, where F u (θ) is non-singular at θ = θ 0 by assumption. Hence, by the Mann-Wald theorem [45] 
which implies thatF u (θ * ) is invertible with sufficiently high probability as N gets large. Therefore, by (70) the equality
(72) holds with sufficiently high probability as N gets large. Furthermore, by Lemma 5 stated below
where G u (θ) is defined in (28) . Thus, by (71)-(73) and Slutsky's theorem [37] the relation (26) holds. Lemma 3: Let F u (θ) andF u (θ) be the matrix functions defined in (30) and (38) , respectively. Furthermore, let θ * denote an estimator of θ. If θ * P − → θ 0 as N → ∞ and conditions B-3 and B-4 are satisfied, thenF u (θ * )
Proof: By the triangle inequality
Therefore, it suffices to prove that
and
By Lemma 4, stated below, F u (θ) is continuous in Θ. Therefore, since θ * P − → θ 0 as N → ∞, by the Mann-Wald Theorem [45] we conclude that (76) holds. We further conclude by Lemma 4 that
be the matrix functions defined in (30) and (38) , respectively. If conditions B-3 and B-4 are satisfied, then F u (θ) is continuous in Θ and
Proof: Notice that the samples X n , n = 1, . . . , N are i.i.d., the parameter space Θ is compact and by (21) and assumption B-3 the matrix function Γ u (X; θ) defined in (31) is continuous in Θ w.p. 1. Furthermore, using (21), (31), the triangle inequality, the Cauchy-Schwartz inequality, assumption B-3, and the compactness of Θ it can be shown that there exists a positive scalar C such that |[Γ u (X; θ)] k,j | ≤ C 2 k =0 X k w.p. 1 ∀k, j = 1, . . . , p. Therefore, by (30) , (38) , assumption B-4 and the uniform weak law of large numbers [50] 
Lemma 5: Given a sequence X n , n = 1, . . . , N of i.i.d. samples from P X;θ 0 , then 1
, where G u (θ) and ψ u (X; θ) are defined in (28) and (29), respectively. Proof: Since X n , n = 1, . . . , N are i.i.d. random vectors and the functions u (·) and ψ u (·, ·) are real the products u (X n ) ψ u (X n , θ 0 ) n = 1, . . . , N are real and i.i.d. Furthermore, by Lemmas 6 and 7, stated below, the definition of G u (θ) in (28) and the compactness of Θ we have that E [u (X) ψ u (X; θ 0 ); P X;θ 0 ] = 0 and cov [u (X) ψ u (X; θ 0 ); P X;θ 0 ] = G u (θ 0 ) is finite. Therefore by the central limit theorem [7] we conclude that
is asymptotically normal with zero mean and covariance G u (θ 0 ). 
where ϕ u (·; ·) is defined in (12) and the expectation E [u (X); P X;θ ] is finite by assumption (10) . Also notice that by (21) and (29) the k-th entry of the vector function ψ u (X; θ) is given by:
Therefore, by (14), (15) , (78) and (79) the relation (77) is easily verified. Lemma 7: Let G u (θ) andĜ u (θ) be the matrix functions defined in (28) and (37), respectively. If conditions B-3 and B-4 are satisfied, then G u (θ) is continuous in Θ and
Proof: Notice that the samples X n , n = 1, . . . , N are i.i.d., the parameter space Θ is compact and by (21) and assumption B-3 the vector function ψ u (X; θ) defined in (29) is continuous in Θ w.p. 1. Using (21) , (29) , the triangle inequality, the Cauchy-Schwartz inequality, assumption B-3, and the compactness of Θ it can be shown that there exists a positive scalar C such that for all k, j = 1, . . . , p
Therefore, by (28) , (37) , assumption B-4 and the uniform weak law of large numbers [50] we conclude that G u (θ) is continuous in Θ and
C. Proof of Proposition 3
Define ξ (X; θ) u(X)ψ u (X; θ) . Using (32) , the definitions of R u (·), G u (·) and F u (·) in (27), (28) and (30), respectively, Identity 1 stated below, the symmetricity of F u (θ), the non-singularity of G u (θ) at θ = θ 0 and the covariance semi-inequality [3] one can verify that
where equality holds if and only if the relation (34) holds. The proof is complete by taking the inverse of (81). The second equality in (82) stems from assumptions C-1-C-3 and Theorem 2.40 in [51] according to which integration and differentiation can be interchanged. Therefore, by (2), (29)- (33) and (82) E[u(X)ψ u (X; θ)η T (X; θ); P X ;θ ] = −E[u(X)Γ u (X; θ); P X ;θ ] F u (θ).
(82)
D. Proof of Theorem 3
Under assumption D-1,θ u P − → θ 0 as N → ∞. Therefore, by Lemma 3, stated in Appendix B, and Lemma 8, stated below, that require conditions D-2 and D-3 to be satisfied, we have thatF u (θ u ) P − → F u (θ 0 ) as N → ∞ andĜ u (θ u ) P − → G u (θ 0 ) as N → ∞. Hence, by (27) , (32) , (35) , (36) and the Mann-Wald theorem [45] we conclude that (39) is satisfied.
Lemma 8: Let G u (θ) andĜ u (θ) be the matrix functions defined in (28) and (37), respectively. Furthermore, let θ * denote an estimator of θ 0 . If θ * P − → θ 0 as N → ∞ and conditions D-2 and D-3 are satisfied, thenĜ u (θ * ) P − → G u (θ 0 ) as N → ∞.
Proof: The proof is similar to the one of Lemma 3 stated in Appendix B. Simply replace F u (θ) andF u (θ) with G u (θ) andĜ u (θ) and use Lemma 7 instead of Lemma 4.
E. Proof of Proposition 4
We first show thatθ u can be represented as a statistical functional of the empirical probability distribution. As also shown in [29] , the empirical MT-mean and MT-covariance (16) , (17) can be written as statistical functionals of the empirical probability measureP X defined in (4), i.e., 
Hence, the objective function (23) can be represented as:
and therefore, by (24) we conclude that
Next, we prove Fisher consistency ofθ u . According to (12) , (14) , (15) , (83) and (84), whenP X is replaced by P X;θ 0 we have η 
where S u [·] denotes the statistical functional corresponding tô θ u and P is the contaminated probability measure defined in (40) . The first-order derivative of (88) w.r.t. at = 0 satisfies: 
where the second equality in (91) stems from assumptions E-1-E-3 and Theorem 2.40 in [51] according to which integration and differentiation can be interchanged. Furthermore, by (40) and the Fisher consistency ofθ u we have that
which is non-singular by assumption E-4. Therefore, by relations (90)-(92) and the definition (41), according to which IF (y; θ 0 )
, the relation (42) is easily verified.
G. Proof of Proposition 6
By (79) and the triangle inequality the absolute value of the k-th entry of the product ψ u (X; θ 0 ) u (y) in (42) 
H. Proof of Proposition 7
According to (50) u G (y; ω) ≤ exp(− y 2 /ω 2 ) for any y ∈ B . The proof is now complete by noting that for any fixed width parameter ω the functions exp(− y 2 /ω 2 ) and y 2 exp(− y 2 /ω 2 ) are bounded and decay to zero as y → ∞.
