ABSTRACT Fully-convolutional Siamese networks for visual tracking have drawn great attention in balancing tracking accuracy and speed. However, there is still some inherent inaccuracy with advanced trackers, since they only learn a general matching model from large scale datasets by off-line training. This generates the target template without sufficient discriminant information and does not adapt well to the current tracking sequence. In this paper, we introduce the channel attention mechanism into the network to better learn the matching model and, during the online tracking phase, we design an initial matting guidance strategy in which: 1) the superpixel matting algorithm is applied to extract the target foreground in the initial frame, and 2) the matted image with foreground only is fed into the network and fused with the original image feature. Under matting guidance, the fused target template has more details for representation of target appearance and more structural information from superpixels for robust tracking. The experimental results on object tracking benchmark (OTB) show that our approach achieves excellent performance while it also provides real-time tracking speed.
I. INTRODUCTION
Visual tracking is one of the most fundamental problems in applications such as human computer interaction, visual analysis and assistant driving systems. The purpose of visual tracking is to accurately estimate the position of the target in the subsequent frame according to the bounding box given in the first frame. It can be regarded as the follow-up process to visual object detection. Fast tracking can greatly reduce the computational consumption of detection in a sequence, which has become a hot research topic in the field of computer vision.
The wide application of deep learning has achieved great accuracy for tracking in recent years. There are two main tracking methods based on deep learning [1] . The first one is the classification-based tracking strategy, which regards the visual tracking task as a classification problem of foreground and background [2] - [4] . This approach combines a classifier with a powerful convolutional neural network (CNN) feature. However, these existing tracking algorithms cannot
The associte editor coordinating the review of this manuscript and approving it for publication was Vicente Alarcon-Aquino. be real-time, since they rely on online fine tuning of the network parameters during the tracking process, which thus cannot meet the requirements of the real world, although they achieve excellent accuracy.
The second method is to apply Siamese network-based tracking that has become popular in recent years because of the real-time inference process. A Siamese network is a Y-shaped network in which the exemplar and instance branches share a set of parameters to produce a single output [5] . In general, the exemplar branch produces a target template in the initial frame, and the search template produced by the instance branch matches it to get the position of the target in the subsequent frame [6] - [8] . Although this method is very fast, there is still a certain inaccuracy with advanced trackers, since they only learn a general matching model from off-line training on a large-scale dataset [9] - [11] , and more discriminative information cannot be learned in combination with the current tracking target, thus affecting tracking performance.
Matting (also known as foreground segmentation) algorithms have been gradually improved in recent years. However, there is not much work to straightforwardly combine target segmentation with tracking task, since pixel-wise segmentation will lead to over-fitting of the target modeling. This is not suitable for targets in the sequence with variable appearance; in particular, the poor segmentation results will interfere with the construction of the template.
In this paper, we improve the Siamese network tracking method under the premise of guaranteeing speed. To cope with the problem that off-line training tracker is not sufficiently adaptable to the specific target, we first introduce the channel attention mechanism into the exemplar branch of the original Siamese network to improve feature extraction. And secondly we design an initial matting guidance strategy that enables the target template to be better established. Specifically, during the online tracking phase, we apply the matting algorithm to the original image to get the matted image containing only the target foreground in the initial frame. The specific target template is built by the fusion of the original image feature and the matted image feature extracted by the exemplar branch network and follow-up frames do not perform the matting operation in the instance branch to ensure high-speed tracking. The proposed initial matting guidance strategy adds detailed information of the target itself to the original feature, leading to enhanced target representation of the target. In addition, the matting algorithm we use is superpixel-wise segmentation which, unlike pixel-wise segmentation, retains more target structure information and makes our tracker learn more robust features. In summary, the main contributions of this work are as follows: 1) We design an online tracking strategy guided by the initial matting, which segments the target of the initial frame according to the superpixels. The matted image with segmented foreground only is input to the network and fused with the original image feature. Through this process, the target template is better established. 2) We introduce the channel attention mechanism in the exemplar branch thus enabling our tracker to adapt more closely to the target being tracked and further highlight the representation of the target template. 3) Our extensive experiments on popular object tracking benchmarks OTB2013 [12] , OTB50 [13] and OTB100 [13] show that our improved tracker achieves 87.0%, 78.6% and 84.6% precision, respectively, and achieves a speed of 50 frames per second on GPU, which satisfies the requirements for both excellent performance and real-time tracking speed.
II. RELATED WORK A. SIAMESE NETWORK BASED TRACKING
The Siamese-like framework has drawn great attention in the visual tracking community because of its real-time inference process [1] , [14] - [17] However, the first Siamese network based tracker SINT [6] is not real-time (about 2fps) because it utilized optical flow. Bertinetto et al. [8] proposed a fullyconvolutional tracking framework and introduced the correlation layer as the fusion of two branch feature maps (SiamFC).
Valmadre et al. [14] added a correlation filter to the template branch that makes the Siamese network shallower but more efficient (CFNet). Guo et al. [16] designed a fast transformation model that could learn the change in target appearance and background suppression from the previous frames, thus solving the problem of template fixation. Based on Siamese network, Li et al. [17] introduced the region proposal network (RPN) [18] with a classification branch and regression branch that enables more accurate selection of the target bounding box. Dong and Shen [19] introduced triple loss for tracking and proved theoretically that this loss could further mine potential relationships among samples and utilize more elements for enhanced training performance. Considering the requirement of visual tracking, we make use of the real-time advantage of a Siamese network, and improve the network structure and inference process on this basis.
B. SUPERPIXEL BASED TRACKING
Combining global templates with local appearances improves tracking performance [20] . Researchers have tested the effect of integrating superpixel algorithms into tracking, since superpixels can capture image redundancy and retain structural information. Yang et al. [21] proposed a discriminative appearance model based on superpixels, thereby facilitating a tracker to distinguish the target and the background with midlevel vision cues. Yeo et al. [22] constructed a graph for absorbing Markov chain (AMC) using the superpixels identified in two consecutive frames and estimating the target from the absorption time of each superpixel. Derue et al. [23] and Shen et al. [24] proposed tracking algorithms combining key-points with superpixels which can effectively handle such problems as occlusion and deformation. All the above methods used superpixel patches to achieve robust visual tracking. We implement the superpixel algorithm to extract the foreground of the initial frame, which not only utilizes the structure retention power of the superpixel, but also provides more detailed information of the target.
C. ATTENTION MECHANISMS
Attention mechanism has been widely used in image classification [25] , person search [26] and other fields. Many tracking networks have recently introduced an attention model: Choi et al. [27] used a spatial attention mechanism to select a set of correlation filtering for discriminative visual tracking while He et al. [28] and Wang et al. [29] respectively designed different channel attention models to highlight the relative superiority or inferiority between channels. In this work, we focus on the relationship between channels and get a general channel attention model through off-line training, which can adaptively recalibrate channel-wise feature responses and improve target representation.
III. METHODS

A. OVERVIEW
A Siamese network includes an exemplar branch and an instance branch. The exemplar branch, defined as z branch in this paper, is modeled from the target in the initial frame. During the online tracking, each subsequent frame is fed into the instance branch, defined as x branch. And the score map h (z, x) is generated by cross-correlation of the template f (z) and the template f (x)
where is the cross-correlation operation. After up-sampling the score map, the maximum value of the score map is obtained, which is the location of the target in the search image.
Our proposed tracking framework is illustrated in FIGURE 1. The initial matting guidance module we designed is added to the exemplar branch. We extract the foreground from the initial frame (see section 3.2 for details) and feed the original image and matted image into the network asynchronously to build the target template. The final template z is a fusion of the original image feature and the matted image feature. In addition, the channel attention mechanism is added to the exemplar branch network to generate a descriptor of the priority and weight each feature channel (see section 3.3 for details). The above process is executed in the initial frame. In the follow-up frame tracking process, only the inference of instance branch and cross-correlation calculation is needed, which ensures real-time performance of our tracker.
1) OFF-LINE TRAINING PHASE
Good tracking performance requires good training. Our network uses AlexNet [30] -like architecture that removes the last two full connection layers [8] , which has been used in the majority of Siamese-based trackers. Image pairs containing exemplar images and search images, with a random interval in the same sequence, are sampled from sequences of ILSVRC-2015 [9] . Similar to SiamFC [8] , the exemplar image and search image are cropped to 127 × 127 and 255 × 255, respectively, and the target is placed in the center of the image at a certain scale.
For an image pair, we can get h (z i , x i ) and y i representing the response map and ground truth map from the search region. The network learns by minimizing the following function (shown in Eq.2) with Stochastic Gradient Descent (SGD)
where N is the number of training samples, θ describes the parameters in the network, and the logistic loss function L( ) is defined as
where ∇ represents the set of positions on the score map, Y[u] ∈ {+1, −1} and H[u] are the ground truth label and similarity value corresponding to the u-th position in the score map, respectively. We omit the initial matting guidance module during the training phase. On the one hand, some bad segmentation results lead to poor training convergence; on the other hand, it will weaken the ability to fully learn the original image. In the last 30 epochs, we implement the channel attention module on the exemplar branch. We fix the first three layers of the network, adaptively tune the parameters of the latter two convolution layers, and learn the attention model. 
2) ONLINE TRACKING PHASE
The tracking phase is divided into the template establishment stage in the initial frame and the target location stage in the subsequent frame. There is only forward inference in these two stages.
During the template establishment stage, a matting process is executed in the initial frame and the matted image with foreground only is produced according to the given initial bounding box. Then the original image and matted image are successively input into our learned model. The experimental results show that model reuse can improve tracking performance. These two features with the same number of channels are element-wise fused by a weight λ∈ [0, 1],
where F M and F O represent the matted image feature and original image feature respectively. The fused features not only preserve the global information from the original image, but also increase the detail and structure information from the matted image. During the target location stage, we do not perform matting and channel adaptation in the instance branch, which contributes to the real-time performance of our tracker. The target template from the exemplar branch can be regarded as a learned filter from the initial frame; for each subsequent frame, the search image template from the instance branch is cross-correlated with the target template. A cosine window is added to the final response map (as shown in FIGURE 2 (b)) to suppress excessive displacement. We perform three scales of the current search regions to cope with scale changes, so three response maps will generated from each frame. The scale and position of the target being tracked are determined by finding the maxima in the three response maps.
B. INITIAL FRAME MATTING PROCESS
The quality of the initial frame template has a significant influence on the current tracking results. To increase the detailed representation of the target being tracked, we propose a simple initial frame matting process in the initial frame. Rather than treating each pixel, we apply superpixelwise segmentation by including the SLIC superpixeling algorithm [31] , The pixels in the superpixel are not only consistent in color and texture, but also retain the target's structural information, as shown in FIGURE 3 (b) .
An initial frame consists of a superpixel set
, where N is the number of superpixels in the image. Superpixels located entirely outside the bounding box are treated as background, and the rest of the superpixels are unknown (either background or foreground). We formulate the segmentation problem as evaluating how similar the unknown superpixels are to the known superpixels. An unknown superpixel is labeled background if it is similar to the labeled sample, and vice versa as foreground.
We model a superpixel to m = {x i } P i=1 with P pixel values x j randomly sampled from the superpixel. This can be viewed as an empirical histogram of the color distribution of a superpixel. For any known superpixel model m b , a superpixel corresponding to an unknown superpixel model m a is marked as background if the similarity score S m a , m b > η, where η = 0.5. We define the similarity score as
where x k is a pixel value in the unknown superpixel model and the score x k , m b is defined as
We set the parameter R to 0.5, which controls the radius of the sphere centered on each of the model's pixels, allowing for slight inaccuracy. As shown in Fig.3 (c) , although the target is the boy's head, the neck will also be retained (outside bounding box) after the superpixel segmentation, which can provide more information about the target itself for the exemplar template and help the tracker to have more structure perception of the tracked target.
C. CHANNEL ATTENTION
The contribution of different channels in the feature is not the same. We introduce the channel attention mechanism [32] into the exemplar branch to generate the weight of each channel, enabling better adaptation to the target being tracked and enhancing the model's discriminative power. The architecture of the channel attention model is illustrated in FIGURE 4 . Specifically, the feature with c channels firstly produces a descriptor of each channel through the global average pooling (GAP), then the 1 × 1 × c descriptor is calculated by two fully connected layers to determine the channel weights, where the first activation function is ReLU and the second is Sigmoid activation. Finally, the input feature is re-calibrated by channel-wise multiplication. The quality of the initial frame template has a significant influence on the current tracking results. To increase the detailed representation of the target being tracked, we propose a simple initial frame matting process in the initial frame.
where ξ i is the weight corresponding to the i-th channel of the input feature. The channel attention model is added after the last convolution layer and only used in the exemplar branch.
IV. EXPERIMENTS AND RESULTS
A. IMPLEMENTATION DETAILS 1) NETWORK STRUCTURE
Our network uses AlexNet [30] -like architecture that removes the last two fully connected layers [8] . In the channel attention model, the hidden layer of the full connection network has the neuron number with 8 reduction ratios. The Sigmoid activation that follows the second full connection layer has bias 0.5, which avoids compressing the weights to zero.
2) TRAINING
The ImageNet large scale visual recognition challenge (ILSVRC) [9] which has over 4000 sequences and about 1.3 million frames with annotation provides a training set for our network's pre-training. We apply stochastic gradient descent (SGD) with momentum to train the network and set the weight decay to 0.0005. There are 80 epochs with a minibatch size of 16 for training, and the initial learning rate is 0.01 that exponentially decays to 10 −5 .
3) TRACKING
In the superpixel model, the number of pixels P = δN P , where δ is set to 0.5 andN P is the average number of pixels of the superpixels in an image. The original image feature and matted image feature in the exemplar branch are fused by a weight λ = 0.3 (this hyper-parameter was selected from the ILSVRC validation set). Similar to [29] , to adapt to the scale change of the target, we apply three scale factors
, S = 3 on the search regions of the current frame, so we will get three score maps for each frame.
4) BENCHMARK
We use the standard OTB benchmark [12] , [13] to evaluate the performance of our proposed tracker. There are three test datasets: OTB2013, OTB50 and OTB100, which contain 51, 50 and 100 fully annotated real-world sequences respectively. And these sequence has 11 attributes, namely: illumination variation (IV), deformation (DEF), motion blur (MB), out-ofplane rotation (OPR), low resolution (LR), occlusion (OCC), fast motion (FM), in-plane rotation (IPR), out-of-view (OV), background cluttered (BC) and scale variation (SV). In addition, there are two metrics, which are overlap rate and center location error of bounding box. We can get the precision plots and the success plots by setting the thresholds of the two metrics respectively. The precision plots show the percentage of frames whose center location error between tracking results and ground truth is less than the given location error threshold. The success plots show the percentage of frames whose overlap rate (calculated by intersection over union) between tracking results and ground truth is greater than the given overlap threshold.
Our tracker is implemented using TensorFlow framework with Python on Intel(R) Xeon(R) CPU E5-1620 v3 @ 3.50GHz and two NVIDIA GTX 1080Ti GPUs with 19GB memory in total. The OTB evaluation kit is executed on MATLAB2016, and the average speed of our tracker on the test set with GPU is 50 fps. VOLUME 7, 2019 FIGURE 7. Precision plots (the first row) and success plots (the second row) of OPE on OTB2013, OTB50, OTB100 (from left to right). 
B. SELECTION OF MATTING ALGORITHM
We believe that the selection of matting algorithm will directly affect the performance of our proposed tracker. Usually in tracking, there are both foreground and background in the bounding box given in the initial frame. In order to solve the problem of label uncertainty in the bounding box, [33] proposes three foreground segmentation methods learning based digital matting (LBDM), one-class SVM (OC-SVM) and sampled-based background model (SBBM), the first two of which are based on superpixels. The segmentation results are shown in FIGUER 5. In this section, we integrate the three foreground segmentation methods into our matting guidance module and apply to the baseline [14] , namely O-Siam, S-Siam and L-Siam respectively, and compare them on OTB50 to determine which integrated method is better.
As described in Section 3, we only add the matting algorithm to the tracking process (experiments on OTB50 are shown in FIGUER 6). It appears that S+Siam is better than the other two methods, and it is worth noting that L+Siam, in which LBDM has the best segmentation of the three [33] , does not achieve the best tracking performance, most likely because of over-fitting caused by high segmentation accuracy. Although both are based on superpixel segmentation, SBBM could easily retain more structural information compared with OC-SVM, thus making S+Siam more robust at tracking than O+Siam. We introduce the SBBM method to perform the matting process on the initial frame.
C. ABLATION STUDIES
We demonstrate the role of the matting guidance module and channel attention mechanism in our tracker on OTB benchmarks. The results are presented in TABLE 1.
A slightly modified version of SiamFC [8] proposed in [14] , Siam-conv5, is used as the baseline. To remove bias, we re-trained the baseline with default parameters. Two variants of the proposed tracker M+Siam and Siam+Att are also added for comparison. M+Siam indicates that only the matting guidance module is added during the tracking phase, and there is no channel attention model in the network. Siam+Att indicates that the learnt network includes the channel attention mechanism, but there is no matting guidance module in the tracking phase. The final version of the tracker with channel atten-FIGURE 8. Success plots of OPE with AUC for 9 challenging attributes on OTB100. They are: scale variation, illumination variation, out-of-plane rotation, occlusion, deformation, motion blur, in-plane rotation, low resolution and fast motion. tion mechanism and matting guidance module is named IMG-Siam.
The results of the two variants are presented in the second and third rows in TABLE 1. The results show that adding a matting guidance module to the baseline can achieve better performance. We find that adding the attention model into the network did not significantly improve performance. However, IMG-Siam that included the two parts achieves better performance, which shows that integrating the matting guidance module into the tracker with the attention network provides optimal results.
D. COMPARISON WITH THE STATE-OF-THE-ARTS
Our tracker is compared with BACF [34] , CNN-SVM [2] , LMCF [35] , SiamFC [8] , CFNet [14] , DCFNet [15] , Staple [36] and DSST [37] . Note that the selected CFNet is the best conv2 version. The precision plots and success plots of one path evaluation (OPE) on OTB2013, OTB50 and OTB100 are listed from left to right in FIGUER 7. The comparison shows that IMG-Siam (ours) achieves the best performance among these trackers on three OTB standard test sets. IMG-Siam provides the best results with AUC scores of 65.9%, 58.1% and 63.8%, respectively. The results prove that more accurate visual tracking can be achieved by employing our module that combines initial matting guidance with channel attention. FIGUER 8 shows the results of 9 challenging attributes evaluated by the overlap success rate of OPE in terms of AUC. Our improved trackers outperform other trackers in 7 subsets, while in the 2 other subsets LR and MB, our IMG-Siam performs only slightly worse than the highest ranked trackers.
More qualitative results are given in FIGURE 9 . The results of CNN-SVM [2] , SiamFC [8] , DCFNet [15] , Staple [36] and the present tracker are displayed for the challenging sequences Tiger, Lemming,Soccer,Skiing,CarScale VOLUME 7, 2019 FIGURE 9. Tracking results of our tracker and 4 other trackers on 6 typical sequences from OTB100. We can see that our proposed IMG-Siam tracker achieves better performance on these challenging sequences. andMatrix, showing that the tracker works well for challenges of occlusion, deformation, in-plane rotation, etc.
E. DISCUSSION 1) THE ROLE OF THE MATTING GUIDANCE
We compare baseline [14] and baseline with matting guidance module (without adding the channel attention) to evaluate the impact of the matting guidance module on tracking. Two AUC scores of the success plots for 11 attributes of the OTB50 benchmark are calculated and shown in FIGURE 10 .
Overall, the tracking performance is improved by simply adding the matting guidance module, especially in illumination variation (IV), deformation (DEF) and out-of-view (OV) attributes that increased by 18.6%, 27.1% and 24.0, respectively. That is due to superpixels being able to retain texture and color information of an image patch and capture structural information of the whole target for robust tracking. Moreover, fusion of the matted image feature and the original image feature can increase target representation, while reuse of the exemplar branch does not depress the model performance but makes the resulting target template more powerfully discriminative.
At the same time, we also find that for some attributes, such as motion blur (MB) and low resolution (LR), the performance of the tracker with matting guidance module is poor because target blurring inhibits superpixel segmentation leading to incorrect identification of different structures as the same image patch. Thus, the tracking performance will be degraded under the guidance of such matting.
2) THE ROLE OF THE CHANNEL ATTENTION
Channel attention mechanism in our proposed network is learned from large-scale datasets, which can better adapt to object tracking tasks. Each channel response is adaptively recalibrated by explicitly modeling the interdependence between channels. During our online tracking phase, the network with channel attention mechanism introduces image matting guide module that will improve performance, as shown in Table 1 , since the fusion feature with more information is more conducive to the choice of attention mechanism. It enables the Siamese-like tracker to extract strong discriminative features.
V. CONCLUSION
In this paper, we propose an initial matting-guided tracking strategy with a Siamese network, namely IMG-Siam, that includes a channel attention and an initial matting guidance module. The channel attention module provides enhanced target adaptation while the matting guidance module improves template construction. Both these modules are located on the exemplar branch. In addition, we choose the superpixel algorithm to apply the initial matting through the comparison of three segmentation methods. Experiments on OTB2013, OTB50 and OTB100 show that the proposed tracker achieves 87.0%, 78.6% and 84.6% precision, respectively, and achieves a speed of 50 frames per second on GPU, which satisfies the requirements for both excellent performance and real-time tracking speed. Dr. Qin has been a member of the Chinese Association for Artificial Intelligence, since 2017, and a member of the Shanghai Association for Automation, since 2015.
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