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Einfu¨hrung
Unter einer kurzen exakten Sequenz von Fre´chetra¨umen versteht man das Aufeinanderfolgen
von stetigen linearen Abbildungen zwischen Fre´chetra¨umen der Form
0 −→ F i−→ G q−→ E −→ 0,
wobei i injektiv und q surjektiv seien und fu¨r welche Im(i) = Ker(q) gelte. Weiter sagt man,
dass die obige Sequenz zerfa¨llt, falls Im(i) komplementiert in G liegt, was a¨quivalent dazu ist,
dass es zu i eine Linksinverse L ∈ L(G,F ) gibt (d.h. L ◦ i = IdF ), sowie dazu, dass zu q eine
Rechtsinverse R ∈ L(E,G) existiert (d.h. q ◦R = IdE).
Einige klassische Probleme aus der Analysis lassen sich u¨ber das Zerfallen bestimmter solcher
Sequenzen behandeln wie etwa die stetig lineare Lo¨sbarkeit partieller Differentialgleichungen
(siehe bspw. [4],[9] und [13]) oder die Existenz stetig linearer Extensionsoperatoren auf glatten
bzw. auf analytischen Funktionen ([5],[15],[20] etc.). Daru¨ber hinaus spielt das Zerfallen kurzer
exakter Sequenzen von Fre´chetra¨umen eine zentrale Rolle in verschiedenen Untersuchungen der
Strukturtheorie lokalkonvexer Ra¨ume (z.B. in [1],[22] und [27]).
Vor diesem Hintergrund entstand eine umfangreiche abstrakte Theorie zu diesem Themengebiet,
deren Entwicklung wir nun kurz umreißen wollen. Ende der 60er Jahre fu¨hrte V. P. Palamodov
in [13] und [14] einige homologische Methoden in die Theorie lokalkonvexer Ra¨ume ein. Mit
Hilfe seiner Untersuchungen war bereits einfach einzusehen, dass unter (fu¨r viele Anwendungs-
zwecke) realistischen Zusatzvoraussetzungen an Fre´chetra¨ume E und F mittels eines geeigneten
Fundamentalsystems aus lokalen Banachra¨umen Fn von F und den resultierenden kanonischen
Abbildungen fnn+1 : Fn+1 → Fn die folgenden Aussagen a¨quivalent sind:
(I) Zu jedem weiteren Fre´chetraum G zerfa¨llt jede kurze exakte Sequenz vom obigen Typ.
(II) Die Abbildung σ :
∏
n∈N
L(E,Fn)→
∏
n∈N
L(E,Fn) , (un) 7→ (un − fnn+1 ◦ un+1) ist surjektiv.
Daru¨ber hinaus stellte Palamodov in [13] eine hinreichende Bedingung fu¨r die Surjektivita¨t von
σ vor. Fu¨r ihre Herleitung verwendete er ein selbstkorrigierendes Verfahren sehr a¨hnlich zum
Beweis des Satzes von Mittag-Leﬄer. Hierauf aufbauend entwickelte V. S. Retakh wenig spa¨ter
in [19] eine Charakterisierung der Surjektivita¨t von σ.
Ende der 70er Jahre zeigte D. Vogt in [21] erstmals, dass die recht starken Aussagen (I) und (II)
auch auf nicht-triviale Paare (E,F ) zutreffen na¨mlich auf F = s, den Raum der schnell fallenden
Folgen, zusammen mit jedem Fre´chetraum E, welcher die topologische Invariante (DN) erfu¨llt.
Anschließend wiesen M. J. Wagner und D. Vogt in [26] ein analoges Resultat fu¨r E = s und
jeden Fre´chetraum F mit der Eigenschaft (Ω) nach. Mit [23] folgte, dass fu¨r jeden shift-stabilen
Potenzreihenraum E = Λ1r(α) bzw. F = Λ
∞
t (β) die Aussagen (I) und (II) a¨quivalent sind zu
F ∈ (Ω) falls r = ∞ sowie zu F ∈ ( Ω ) falls r = 0 bzw. zu E ∈ (DN) unabha¨ngig von
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t ∈ {0,∞}. Zur Herleitung hiervon verwendete Vogt gemischte Bedingungen an E und F sehr
a¨hnlich zu der von H. Apiola aus [1], welche sowohl Halbnormen von E als auch Dualnormen
von F gegeneinander abscha¨tzen. Fu¨r die sogenannten vier Standardfa¨lle aus Fre´chetra¨umen E
und F , von denen einer nuklear oder einer ein Ko¨theraum ist, erzielte er eine fu¨r (I) und (II)
hinreichende Bedingung (S∗1) dieses Typs sowie eine notwendige, welche er mit (S∗2) bezeichnete.
In der oben beschriebenen Situation shift-stabiler Potenzreihenra¨ume erwiesen sich diese schon
als a¨quivalent. Fast zwanzig Jahre spa¨ter zeigten dann L. Frerick und J. Wengenroth in [6], dass
(S∗2) in den vier Standardfa¨llen ebenfalls hinreichend fu¨r (I) und (II) ist. Der damit fu¨r die vier
Standardfa¨lle entstandenen Charakterisierung von (I) und (II) durch (S∗2) fu¨gten P. Doman´ski
und M. Masty lo in [3] unla¨ngst den fu¨nften Fall hinzu, dass alle auftretenden Ra¨ume E,F und
G Fre´chet-Hilbertra¨ume sind.
Unter der Vorgabe, dass beide Ra¨ume E = Λ1r(α) und F = Λ
∞
t (β) Potenzreihenra¨ume seien, von
denen einer (wie die meisten Potenzreihenraum-Darstellungen von Beispielen aus der Analysis)
shift-stabil ist, folgte aus [23] bereits, dass (I) und (II) a¨quivalent zu r =∞ sind. Da fu¨r manche
Anwendungsprobleme jedoch der entsprechende Fall r = 0 interessant ist sowie die Frage, ob zu
bestimmten Sequenzen Inverse von gewisser Qualita¨t existieren, wurde ab den 80er Jahren von
verschiedenen Autoren wie K. Nyberg, M. Poppenberg und D. Vogt (bspw. [11],[16],[17] und [24])
ebenfalls das zahme bzw. linear zahme Zerfallen untersucht. Sie alle nutzten dazu implizit einen
Zusammenhang zur Beschaffenheit des Bildes von σ, welchen wir in Satz 1.3.4 pra¨zisieren werden.
Mit Hilfe von [11] ließ sich schließlich nachvollziehen, dass alle nuklearen Potenzreihenra¨ume
E = Λ1r(α) und F = Λ
∞
t (β) mit den u¨blichen Gradierungen (die wir in Abschnitt 4.2 angeben)
sowohl fu¨r r =∞ als auch fu¨r r = t = 0 zahmes sowie linear zahmes Zerfallen garantieren.
Wir haben die historische Entwicklung ausfu¨hrlich dargestellt, weil viele Ideen der eben genann-
ten Autoren in die vorliegende Arbeit eingeflossen sind. Außerdem tragen diese Hintergru¨nde
wesentlich zum Versta¨ndnis des Aufbaus der nachfolgenden Beobachtungen bei. So stehen in
Anlehnung daran im Zentrum unserer Ausfu¨hrungen die Fragen, unter welchen Bedingungen an
gradierte Fre´chetra¨ume E und F Unterra¨ume des recht allgemeinen Typs
∏
n∈N L¨(Eϕ(n), Fn) im
Bild von σ enthalten sind und was dies fu¨r das Zerfallen kurzer exakter Sequenzen bedeutet.
Hierbei sei ϕ : N→ N beliebig und L¨(Eϕ(n), Fn) bezeichne das Bild der kanonischen Einbettung
von L(Eϕ(n), Fn) in L(E,Fn). Auf diese Weise werden wir neue Ergebnisse erzielen wie auch
die verschiedenen Untersuchungen zum (linear) zahmen Zerfallen bzw. zum uneingeschra¨nkten
Zerfallen (I) mit einer gemeinsamen Theorie untermauern.
In Kapitel 1 beschreiben wir detailliert den Zusammenhang der Beschaffenheit des Bildes von σ
mit der Existenz von bestimmten Links- bzw. Rechtsinversen sowie mit der Existenz gewisser
Extensions und Liftings. Hierfu¨r werden zu einer linearen Abbildung T zwischen gradierten
Fre´chetra¨umen die zugeho¨rige Stetigkeitscharakteristik ST und die Offenheitscharakteristik OT
eingefu¨hrt. Als ein Hauptresultat erhalten wir damit Theorem 1.3.3, welches besagt, dass unter
a¨hnlichen Zusatzvoraussetzungen an gradierte Fre´chetra¨ume E und F , wie sie oben angedeutet
wurden, fu¨r geeignete Funktionen φ, ψ : N→ N die folgenden Aussagen a¨quivalent sind:
(A) Fu¨r jede kurze exakte Sequenz 0 −→ F i−→ G q−→ E −→ 0 gradierter Fre´chetra¨ume mit
Oq ◦Oi ≤ φ gibt es zu i eine Linksinverse L ∈ L(G,F ) mit SL ≤ max(Oi , Sq ◦ ψ ) und zu
q eine Rechtsinverse R ∈ L(E,G) mit SR ≤ max(Oq , ψ ◦ Si ).
(B)
∏
n∈N
L¨(Eφ(n+1), Fn) ⊂ σ
( ∏
n∈N
L¨(Eψ(n), Fn)
)
.
Ein vergleichbares Ergebnis stellt des Weiteren Theorem 1.3.2 dar, welches auf die Abscha¨tzung
der Stetigkeitscharakteristiken von entsprechenden Inversen verzichtet.
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In Kapitel 2 verallgemeinern wir unsere Betrachtungen auf die Untersuchung der Abbildung
σX :
∏
n∈NXn →
∏
n∈NXn , (xn) 7→ (xn − %nn+1xn+1) fu¨r ein beliebiges projektives Spektrum
X = (Xn, %nn+1) lokalkonvexer Ra¨ume. Genauer gesagt nehmen wir eine umfangreiche Analyse
des Bildes von σX vor. Vergleichbar zum oben erwa¨hnten Resultat von Retakh und Palamodov
liefert Theorem 2.1.6 zu projektiven Spektren von (LB)-Ra¨umen eine Charakterisierung dafu¨r,
dass ein gegebener Unterraum von
∏
n∈NXn ganz im Bild von σX liegt. Weiter weisen wir eine
notwendige sowie eine hinreichende Bedingung hierfu¨r in den Theoremen 2.1.7 und 2.2.6 nach,
welche mit Inklusionen beschra¨nkter Banachkugeln arbeiten und daher besser zur Verwendung in
Kapitel 4 geeignet sind. Theorem 2.2.6 beschreibt dabei eine etwas sta¨rkere Eigenschaft na¨mlich,
dass σX bestimmte beschra¨nkte Mengen liftet, was in Abschnit 2.2 na¨her betrachtet wird.
Kapitel 3 ist im Bezug auf die bisher erkla¨rten Zielsetzungen dieser Arbeit eher als Einschub
anzusehen. Hier folgen wir in gewisser Weise einer Idee, welche Retakh in [18] ausnutzte, und
untersuchen die Abbildung θZ :
⊕
n∈N Zn →
⊕
n∈N Zn , (zn) 7→ (zn− ιn−1n zn−1) zu einem induk-
tiven Spektrum Z = (Zn, ιnn+1) lokalkonvexer Ra¨ume mittels des dualen projektiven Spektrums
Z ′ := (Z ′n, (ιnn+1)′). Vergleichbare Analysen von θZ haben sich als zentral fu¨r verschiedene
Aspekte der Strukturtheorie erwiesen. Wir zeigen, dass sich die zuvor in Kapitel 2 entwickelten
Kriterien, welche beschreiben, ob das Bild von σZ′ einen gegebenen Unterraum entha¨lt bzw. ob
σZ′ bestimmte beschra¨nkte Mengen liftet, unmittelbar auf θZ u¨bertragen lassen. Insbesondere
erhalten wir damit Bedingungen an induktive Spektren Z = (Zn, ιnn+1) metrisierbarer Ra¨ume
dafu¨r, dass θZ bezu¨glich gewisser Topologien von recht allgemeinem Typ offen aufs Bild ist,
ohne hierzu direkte Beweise ausfu¨hren zu mu¨ssen.
In Kapitel 4 entwickeln wir auswertbare Bedingungen an gradierte Fre´chetra¨ume E und F dafu¨r,
dass auf eine vorgegebene Funktion φ : N→ N die folgende Aussage zutrifft:
(a) Jede kurze exakte Sequenz 0 −→ F i−→ G q−→ E −→ 0 gradierter Fre´chetra¨ume mit
Oq ◦Oi ≤ φ zerfa¨llt.
Wir betrachten dazu die drei Standardfa¨lle, dass E oder F ein Ko¨theraum ist oder dass alle
relevanten Ra¨ume E,F und G Fre´chet-Hilbertra¨ume sind. (Um diese simultan behandeln zu
ko¨nnen, formulieren wir unsere Ergebnisse der Ku¨rze halber u¨ber die Beschaffenheit des Bildes
von σ und verweisen auf die Theoreme 1.3.2 und 1.3.3 fu¨r entsprechende Folgerungen bzgl.
des Zerfallens kurzer exakter Sequenzen.) Wir zeigen zuerst, dass es keine echte Einschra¨nkung
bedeutet, zusa¨tzlich zu fordern, dass alle Verbindungsabbildungen enn+1 : En+1 → En injektiv
seien. Unter diesen Vorgaben erzielen wir dann gemischte Bedingungen an E und F notwendig
bzw. hinreichend fu¨r (a), vergleichbar zu den oben aufgefu¨hrten (S∗1) bzw. (S∗2) von Vogt. Fu¨r
den Fall, dass E = Λ1r(α) oder F = Λ
∞
t (β) ein shift-stabiler Potenzreihenraum ist, erhalten
wir anschließend analoge reine Bedingungen an den jeweiligen anderen Raum vom Typ (DN)
bzw. (Ω). Auf diese Weise legen die Theoreme 4.2.6 und 4.2.10 dar, dass fu¨r jeden shift-stabilen
Potenzreihenraum E = Λ1∞(α) bzw. F = Λ∞∞(β) gilt:
• Gibt es irgendeine monoton und unbeschra¨nkt wachsende Funktion φ : N→ N, fu¨r welche
(a) erfu¨llt ist, so folgt bereits das uneingeschra¨nkte Zerfallen (I).
Mittels a¨hnlicher Erkenntnisse liefert Abschnitt 4.3 schließlich fu¨r die Situation, dass beide
Ra¨ume E = Λ1r(α) und F = Λ
∞
t (β) Potenzreihenra¨ume sind (welche nicht shift-stabil zu sein
brauchen), eine vollsta¨ndige Charakterisierung der monoton wachsenden Funktionen φ : N→ N,
auf welche (a) zutrifft. Daru¨ber hinaus sind die meisten Resultate des Kapitels so formuliert, dass
sie ebenfalls starke Abscha¨tzungen der Stetigkeitscharakteristiken von entsprechenden Rechts-
bzw. Linksinversen implizieren.
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Grundsa¨tzlich sei noch festgestellt, dass wir fu¨r unsere Ausfu¨hrungen alle Bezeichnungen und
Begriffe aus dem Lehrbuch [10] von R. Meise und D. Vogt u¨bernehmen. Beispielsweise setzen wir
einen lokalkonvexen Raum stets als separiert voraus, solange nicht ausdru¨cklich das Gegenteil
formuliert wird. Fu¨r etwas ausfu¨hrlichere Angaben zur Theorie von projektiven und induktiven
Limiten verweisen wir auf den Leitfaden [8] von H. Jarchow. Es sei jedoch angemerkt, dass wir im
Folgenden ausschließlich abza¨hlbare Spektren X = (Xn, %nn+1) und Z = (Zn, ιnn+1) betrachten.
Hierbei gehen wir fu¨r Spektren lokalkonvexer Ra¨ume immer davon aus, dass die verbindenden
Abbildungen stetig sind.
An dieser Stelle mo¨chte ich mich bei Prof. Dr. D. Vogt fu¨r die Betreuung dieser Arbeit bedanken
sowie fu¨r die ausgezeichnete Vorbereitung auf das Themengebiet. Mein besonderer Dank gilt
weiter Prof. Dr. L. Frerick, der gerade wa¨hrend seiner Zeit an der Universita¨t in Wuppertal bei
inhaltlichen Fragen immer ein offenes Ohr fu¨r mich hatte. Außerdem bin ich Prof. Dr. A. Duma
zu großem Dank verpflichtet, da er meine Promotion im Rahmen meiner Anstellung an der
FernUniversita¨t Hagen a¨ußerst wohlwollend begleitet hat. Daru¨ber hinaus danke ich meiner
Familie fu¨r ihre geduldige Unterstu¨tzung.
Kapitel 1
Kurze exakte Sequenzen
In diesem Kapitel bescha¨ftigen wir uns mit kurzen exakten Sequenzen gradierter Fre´chetra¨ume
0 −→ F i−→ G q−→ E −→ 0.
Wir untersuchen fu¨r diese, ob i eine Linksinverse L ∈ L(G,F ) besitzt (d.h. L◦i = IdF ) bzw. ob q
eine Rechtsinverse R ∈ L(E,G) hat (d.h. q ◦R = IdE) und im Existenzfall, welchen Stetigkeits-
charakteristiken diese genu¨gen. Daru¨ber hinaus werden wir zeigen, dass sich die Fragen, wann es
fu¨r einen weiteren gradierten Fre´chetraum H und ein T ∈ L(F,H) eine Extension T˜ ∈ L(G,H)
gibt (d.h. T = T˜ ◦ i) bzw. wann zu einem T ∈ L(H,E) ein Lifting T˜ ∈ L(H,G) existiert
(d.h. T = q ◦ T˜ ) und welchen Stetigkeitscharakteristiken diese gegebenenfalls angeho¨ren, auf
die soeben beschriebenen Untersuchungen von passend konstruierten kurzen exakten Sequenzen
zuru¨ckfu¨hren lassen.
Hauptziel unserer Ausfu¨hrungen ist es, den engen Zusammenhang dieser Fragestellungen zur
Beschaffenheit des Bildes der Abbildung σ herauszuarbeiten, welche stets definiert sei durch
σ :
∏
n∈N
L(E,Fn)→
∏
n∈N
L(E,Fn) , (vn) 7→ (vn − fnn+1 ◦ vn+1).
Die erzielten Resultate sind dabei so formuliert, dass sie sowohl die Betrachtung einzelner, fester
Sequenzen ermo¨glichen als auch die ganzer Klassen, welche durch bestimmte Charakteristiken
(vgl. Theoreme 1.3.2 und 1.3.3) beschrieben werden.
Bei all dem verstehen wir unter einem gradierten Fre´chetraum F einen echten Fre´chetraum
(d.h. F ist nicht normierbar) zusammen mit einem fest vorgegebenen Fundamentalsystem von
Halbnormen
(‖.‖Fn )n∈N mit ‖.‖F1 ≤ C2 ‖.‖F2 ≤ C3 ‖.‖F3 ≤ ... fu¨r geeignete reelle Zahlen C2, C3, ... .
Fu¨r alle n ∈ N entstehen dadurch die lokalen Banachra¨ume (Fn, ‖.‖Fn) := (F/Ker‖.‖Fn , ‖.‖Fn )∧
sowie die kanonischen Abbildungen fnn+1 : Fn+1 → Fn und fn : F → Fn, wobei fu¨r jedes x ∈ F
gelte ‖fnx‖Fn = ‖x‖Fn . Die zugeho¨rigen abgeschlossenen Nullumgebungen auf F bzw. Fn seien
durch UFn := {x ∈ F : ‖x‖Fn ≤ 1} und UFn := {x ∈ Fn : ‖x‖Fn ≤ 1} bezeichnet.
Speziell nennen wir F einen gradierten Fre´chet-Hilbertraum, falls sein fest vorgegebenes
Fundamentalsystem aus Hilbert-Halbnormen besteht.
Zu einer stetigen linearen Abbildung T : E → F zwischen zwei gradierten Fre´chetra¨umen
definieren wir weiter die assoziierte Stetigkeitscharakteristik ST : N→ N durch
ST (n) := min { k ∈ N : ∃ ε > 0 mit T (εUEk ) ⊂ UFn }.
Ist T offen auf ihr Bild, so sei außerdem die Offenheitscharakteristik OT : N→ N gegeben
OT (n) := min { k ∈ N : ∃ ε > 0 mit εUFk ∩ Im(T ) ⊂ T (UEn ) }.
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1.1 Linksinverse und Rechtsinverse
An dieser Stelle sei angemerkt, dass bei einer kurzen exakten Sequenz beliebiger Fre´chetra¨ume
0 −→ F i−→ G q−→ E −→ 0
der mittlere Raum G bereits echt sein muss, falls es einer der anderen Ra¨ume ist. Sind E,F und
G nunmehr gradierte Fre´chetra¨ume (also insbesondere echt), so ist daru¨ber hinaus leicht einzu-
sehen, dass alle zu i und q geho¨renden Charakteristiken monoton und unbeschra¨nkt wachsen,
was wir kurz als Si, Oi, Sq, Oq ↗∞ notieren.
Fu¨r eine wie oben bezeichnete kurze exakte Sequenz beliebiger Fre´chetra¨ume ist außerdem wohl-
bekannt (siehe beispielsweise [10] Satz 10.3), dass es zu i genau dann eine stetige Linksinverse
gibt, wenn q eine stetige Rechtsinverse hat bzw. a¨quivalent wenn Im(i) komplementiert in G ist.
Die Existenz von solchen Inversen fasst man daher zu dem Begriff des Zerfallens der Sequenz
zusammen. Unser erster Satz analysiert nun, welchen Schluss die u¨bliche Vorgehensweise hierbei
auf die jeweiligen Stetigkeitscharakteristiken im Fall gradierter Fre´chetra¨ume zula¨sst.
Satz 1.1.1 Es sei eine kurze exakte Sequenz gradierter Fre´chetra¨ume vorgegeben
0 −→ F i−→ G q−→ E −→ 0.
Besitzt nun q eine Rechtsinverse R ∈ L(E,G), so existiert zu i eine Linksinverse L ∈ L(G,F )
mit SL ≤ max(Oi , Sq ◦ SR ◦Oi ).
Hat andererseits i eine Linksinverse L ∈ L(G,F ), so gibt es zu q eine Rechtsinverse R ∈ L(E,G)
mit SR ≤ max(Oq , Oq ◦ SL ◦ Si ).
Beweis: Gehen wir zuerst davon aus, dass q eine Rechtsinverse R ∈ L(E,G) besitzt, so wird
durch P Im(i) := IdG − R ◦ q wegen q ◦ P Im(i) = 0 und P Im(i) ◦ i = i eine stetige Projektion auf
Im(i) = Ker(q) definiert. Insbesondere ko¨nnen wir daher P Im(i) als Abbildung
P Im(i) : G −→ Im(i)
auffassen. Versehen wir hierbei Im(i) mit der von G induzierten Unterraum-Gradierung, so folgt
SPIm(i) ≤ max(IdN, Sq ◦ SR). Außerdem erhalten wir damit fu¨r die Inverse von i
i−1 : Im(i) −→ F
Si−1 = Oi. Zusammengefasst ist nun leicht nachzuvollziehen, dass L := i−1◦P Im(i) die gewu¨nsch-
ten Bedingungen erfu¨llt.
Ist andererseits L ∈ L(G,F ) eine Linksinverse zu i, so sind i ◦ L und PKpl := IdG − i ◦ L
stetige Projektionen auf Im(i) bzw. auf sein Komplement. Wegen PKpl ◦ i = 0 und somit
Ker(q) = Im(i) ⊂ Ker(PKpl) induziert PKpl weiter eine eindeutig bestimmte Abbildung
P˜Kpl : G/Ker(q) −→ G
mit PKpl = P˜Kpl ◦ Q fu¨r die Quotientenabbildung Q : G → G/Ker(q). Statten wir hierbei
G/Ker(q) mit der von G induzierten Quotienten-Gradierung aus, so bekommt man unmittelbar
SP˜Kpl = SPKpl ≤ max(IdN, SL ◦ Si). Analog induziert q ein eindeutig bestimmtes bijektives
q˜ : G/Ker(q) −→ E
mit q = q˜ ◦Q. Fu¨r die Inverse q˜−1 : E → G/Ker(q) u¨berpru¨ft man nun leicht Sq˜−1 = Oq˜ = Oq.
Da aus q◦ P˜Kpl◦Q = q◦PKpl = q schon q◦ P˜Kpl = q˜ folgt, wird durch R := P˜Kpl◦ q˜−1 schließlich
eine Rechtsinverse mit den gesuchten Eigenschaften definiert. 
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Wir wollen jetzt den engen Zusammenhang zwischen der Beschaffenheit des Bildes von σ und
dem Zerfallen kurzer exakter Sequenzen eines bestimmten Typs darlegen. Hierzu und fu¨r spa¨te-
re Verwendungen treffen wir die Konvention, dass der projektive Limes F eines abza¨hlbaren
Systems aus Banachra¨umen (Fn, ‖.‖Fn), Verbindungsabbildungen ξnn+1 : Fn+1 → Fn und kano-
nischen Abbildungen ξn : F → Fn stets mit dem festen Fundamentalsystem von Halbnormen
‖x‖Fn := ‖ξnx‖Fn
fu¨r alle n ∈ N und x ∈ F ausgestattet sei. Jeden lokalen Banachraum Fn ko¨nnen wir dann mit
dem Abschluss des Bildes von ξn also einem abgeschlossenen Unterraum von Fn identifizieren.
Damit folgt direkt fn = ξn und ξnn+1|Fn+1 = fnn+1, wenn man von den sich unterscheidenden
Wertebereichen absieht. Weiter la¨sst sich leicht nachvollziehen, dass ein gradierter Fre´chetraum
auf diese Weise identisch zum projektiven Limes seiner lokalen Banachra¨ume ist. Daru¨ber hinaus
wird sich als nu¨tzlich erweisen, dass wir zu jedem weiteren gradierten Fre´chetraum E definieren
L¨(Ek,Fn) := {T ∈ L(E,Fn) : ∃ ε > 0 mit T (εUEk ) ⊂ UFn }
mit UFn := {x ∈ Fn : ‖x‖Fn ≤ 1} und n, k ∈ N. Die Bezeichnung wurde dabei so gewa¨hlt, da
L¨(Ek,Fn) offenbar das Bild der injektiven Abbildung L(Ek,Fn) ↪→ L(E,Fn) , A 7→ A ◦ ek ist.
Satz 1.1.2 Seien E und F gradierte Fre´chetra¨ume. Sind weiter φ : N → N mit φ ↗ ∞ und
v ∈ ∏
n∈N
L¨(Eφ(n+1), Fn), so existieren ein gradierter Fre´chetraum G und eine kurze exakte Sequenz
0 −→ F i−→ G q−→ E −→ 0
mit Si, Oi ≤ IdN und Oq ≤ φ, sodass es fu¨r ein vorgegebenes ψ : N→ N mit ψ ≥ φ genau dann
eine Rechtsinverse R ∈ L(E,G) zu q gibt mit SR ≤ ψ, wenn v ∈ σ
( ∏
n∈N
L¨(Eψ(n), Fn)
)
ist.
Beweis: Gehen wir also davon aus, dass ein v = (vn) ∈
∏
n∈N L¨(Eφ(n+1), Fn) vorgegeben sei.
Fu¨r jedes n ∈ N entsteht damit auf kanonische Weise das kommutative Diagramm
0 Fn Fn ⊕ Eφ(n) Eφ(n) 0
0 Fn+1 Fn+1 ⊕ Eφ(n+1) Eφ(n+1) 0
w w
in
w
qn
w
w
u
fnn+1
w
in+1
u
ξnn+1
w
qn+1
u
e
φ(n)
φ(n+1)
w
mit exakten Zeilen, indem wir unter Verwendung der Matrixdarstellung definieren
ξnn+1 :=
fnn+1 vn
0 eφ(n)φ(n+1)

mit vn ∈ L(Eφ(n+1), Fn), sodass vn◦eφ(n+1) = vn. Weiter ist leicht einzusehen, dass der projektive
Limes G := Proj
(
Fn⊕Eφ(n) , ξnn+1
)
mit der soeben beschriebenen Gradierung zu einem echten
Fre´chetraum wird, da obige Konstruktion stetige Abbildungen induziert
0 −→ F i−→ G q−→ E
mit Ker(i) = {0}, Im(i) = Ker(q) sowie Si, Oi ≤ IdN. Zeigen wir nun, dass q surjektiv ist und
dass gilt Oq ≤ φ. Seien dazu k ∈ N und y ∈ UEφ(k), so finden wir zu jedem j ∈ N ein xj ∈ F mit
fnj
(
vjy − f jxj
) ∈ 1
2j+1
UFn
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fu¨r alle n ≤ j, da das Bild von f j : F → Fj dicht liegt. Mittels x0 := 0 definieren wir jetzt
zn :=
( ∑k−1
j=0 f
nxj −
∑n−1
j=0 f
nxj +
∑∞
j=n f
n
j (vjy − f jxj)
eφ(n)y
)
fu¨r jedes n ∈ N. Denn hierfu¨r la¨sst sich leicht nachpru¨fen ξnn+1zn+1 = zn und zk ∈ UFk ×UEφ(k) .
Somit ist bereits gezeigt UEφ(k) ⊂ q(UGk ).
Abschließend bleibt nur noch festzustellen, dass q genau dann eine Rechtsinverse R ∈ L(E,G)
mit SR ≤ ψ besitzt, wenn es eine Folge von Abbildungen (Rn) ∈
∏
n∈N L¨(Eψ(n), Fn ⊕ Eφ(n))
gibt, sodass fu¨r jedes n ∈ N gilt Rn = ξnn+1 ◦ Rn+1 und qn ◦ Rn = eφ(n). Hierbei bedeutet die
zweite Eigenschaft na¨mlich, dass ein wn ∈ L¨(Eψ(n), Fn) existiert mit
Rn =
(
wn
eφ(n)
)
,
wodurch die erste Bedingung zu wn = fnn+1 ◦ wn+1 + vn a¨quivalent wird. 
Ein a¨hnlicher Zusammenhang, wie er gerade beschrieben wurde, besteht zwischen der Beschaf-
fenheit des Bildes von σ und der Existenz von bestimmten Linksinversen:
Satz 1.1.3 Seien E und F gradierte Fre´chetra¨ume. Sind weiter φ : N → N mit φ ↗ ∞ und
v ∈ ∏
n∈N
L¨(Eφ(n+1), Fn), so existieren ein gradierter Fre´chetraum G und eine kurze exakte Sequenz
0 −→ F i−→ G q−→ E −→ 0
mit Sq, Oq ≤ IdN und Oi ≤ φ, sodass es fu¨r ein vorgegebenes ψ : N→ N mit ψ ≥ φ genau dann
eine Linksinverse L ∈ L(G,F ) zu i gibt mit SL ≤ ψ, wenn v ∈ σ
( ∏
n∈N
L¨(Eψ(n), Fn)
)
ist.
Beweis: Nehmen wir also an, es sei ein v = (vn) ∈
∏
n∈N L¨(Eφ(n+1), Fn) vorgegeben. Zu jedem
n ∈ N seien außerdem vn ∈ L(Eφ(n+1), Fn) mit vn ◦ eφ(n+1) = vn und
γ(n) := max { k ∈ N : φ(k) ≤ n }.
Fu¨r ein beliebiges k ∈ N mit φ(k+ 1) > n ist dann unmittelbar nachzuvollziehen γ(n) ≤ k. Wir
bekommen somit auf kanonische Weise das kommutative Diagramm
0 Fγ(n) Fγ(n) ⊕ En En 0
0 Fγ(n+1) Fγ(n+1) ⊕ En+1 En+1 0
w w
in
w
qn
w
w
u
f
γ(n)
γ(n+1)
w
in+1
u
ξnn+1
w
qn+1
u
enn+1
w
mit exakten Zeilen, wenn wir wieder unter Verwendung der Matrixdarstellung definieren
ξnn+1 :=
(
f
γ(n)
γ(n+1)
∑
{ k∈N :φ(k+1)=n+1 } f
γ(n)
k ◦ vk
0 enn+1
)
,
wobei eine Summe gleich 0 sei, falls die gegebene Indexmenge leer ist. Wie im Beweis zu Satz 1.1.2
kann man nun zeigen, dass dadurch fu¨r G := Proj
(
Fγ(n) ⊕ En , ξnn+1
)
eine exakte Sequenz
0 −→ F i−→ G q−→ E −→ 0
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induziert wird mit Sq, Oq ≤ IdN sowie Oi ≤ φ, da fu¨r jedes k ∈ N offenbar gilt γ ◦ φ(k) ≥ k.
Auf sehr a¨hnliche Weise la¨sst sich daru¨ber hinaus nachweisen, dass das Bild der Abbildung
ξn : G→ Fγ(n) ⊕ En dicht liegt fu¨r jedes n ∈ N.
Weiter stellen wir fest, dass i damit genau dann eine Linksinverse L ∈ L(G,F ) mit SL ≤ ψ
besitzt, wenn es eine Folge (Ln) ∈
∏
n∈N L(Fγ◦ψ(n) ⊕Eψ(n), Fn) gibt, sodass fu¨r jedes n ∈ N gilt
Ln ◦ ξψ(n)ψ(n+1) = fnn+1 ◦Ln+1 und Ln ◦ iψ(n) ◦ fγ◦ψ(n) = fn ◦L ◦ i = fn. Hierbei bedeutet die zweite
Eigenschaft, dass Ln ◦ iψ(n) = fnγ◦ψ(n) ist, und somit dass ein un ∈ L(Eψ(n), Fn) existiert mit
Ln =
(
fnγ◦ψ(n) un
)
.
Durch Vergleich der entsprechenden Matrizen wird die erste Bedingung daher a¨quivalent zu∑
{ k∈N :ψ(n)<φ(k+1)≤ψ(n+1) } f
n
k ◦ vk ◦ eφ(k+1)ψ(n+1) + un ◦ e
ψ(n)
ψ(n+1) = f
n
n+1 ◦ un+1.
Mittels der Fallunterscheidung, ob φ(n+1) ≤ ψ(n) oder φ(n+1) > ψ(n) ist, la¨sst sich schließlich
leicht nachvollziehen, dass dies genau dann zutrifft, wenn wn = (dn − un) ◦ eψ(n) mit
dn :=
∑
{ k≥n :φ(k+1)≤ψ(n) } f
n
k ◦ vk ◦ eφ(k+1)ψ(n) ∈ L(Eψ(n), Fn)
wie gewu¨nscht wn − fnn+1 ◦ wn+1 = vn erfu¨llt. 
Bei genauerer Betrachtung der beiden letzten Beweise ist außerdem leicht einzusehen:
Bemerkung 1.1.4 Sind in den Voraussetzungen von Satz 1.1.2 bzw. Satz 1.1.3 alle gegebenen
Ra¨ume sogar gradierte Fre´chet-Hilbertra¨ume, so kann der entsprechende Raum G ebenfalls mit
einer Fre´chet-Hilbert-Gradierung ausgestattet werden, sodass die erzielte kurze exakte Sequenz
alle beschriebenen Eigenschaften beha¨lt.
Des Weiteren kann man fu¨r die in Satz 1.1.2 bzw. in Satz 1.1.3 konstruierte kurze exakte Sequenz
auch die fehlende Stetigkeitscharakteristik abscha¨tzen durch Sq(n) ≤ min{k ∈ N : φ(k) ≥ n} bzw.
Si(n) ≤ max{k ∈ N : φ(k) ≤ n} fu¨r alle n ∈ N.
Unter gewissen Zusatzvoraussetzungen la¨sst sich umgekehrt auch die Frage, ob eine kurze exakte
Sequenz zerfa¨llt, auf die Untersuchung des Bildes von σ reduzieren. Gehen wir hierzu im Folgen-
den davon aus, es seien ein echter projektiver Limes von Banachra¨umen F = Projn∈N (Fn, ξnn+1)
(Wir nennen einen solchen projektiven Limes von Banachra¨umen echt, falls er als Fre´chetraum
echt ist.) und eine feste kurze exakte Sequenz gradierter Fre´chetra¨ume
0 −→ F i−→ G q−→ E −→ 0
vorgegeben. Die durch G induzierten Spur-Halbnormen |||z|||Fn := ‖iz‖Gn fu¨r z ∈ F und Quotien-
ten-Halbnormen |||y|||En := inf{‖x‖Gn : x ∈ G mit qx = y} fu¨r y ∈ E bilden dann a¨quivalente
Gradierungen auf F bzw. E. Bezeichnen wir weiter die auf diese Weise entstehenden lokalen
Banachra¨ume mit F˜n bzw. E˜n, so erha¨lt man fu¨r jedes n ∈ N die kanonischen Abbildungen
f˜n : F → F˜n bzw. e˜n : E → E˜n und f˜nn+1 : F˜n → F˜n+1 bzw. e˜nn+1 : E˜n → E˜n+1 sowie
f
n : FSi(n) → F˜n und fn : F˜Oi(n) → Fn ⊂ Fn bzw. en : EOq(n) → E˜n und en : E˜Sq(n) → En als
auch die kurze exakte Sequenz 0 −→ F˜n in−→ Gn qn−→ E˜n −→ 0.
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Zusammengefasst entsteht also insbesondere das kommutative Diagramm mit exakten Zeilen:
Fn
0 F˜Oi(n) GOi(n) E˜Oi(n) 0
Fn+1 EOq◦Oi(n)
0 F˜Oi(n+1) GOi(n+1) E˜Oi(n+1) 0
EOq◦Oi(n+1)
w
A
A
A
ACf
n
w
iOi(n)
w
qOi(n)
w
u
ξnn+1
A
A
AC
eOi(n)
w
A
A
AC
fn+1
u
f˜
Oi(n)
Oi(n+1)
w
iOi(n+1)
u
g
Oi(n)
Oi(n+1)
w
qOi(n+1)
u
e˜
Oi(n)
Oi(n+1)
w
A
A
AC
eOi(n+1)
u
e
Oq◦Oi(n)
Oq◦Oi(n+1)
Nehmen wir nun zusa¨tzlich noch beispielsweise an, dass alle Banachra¨ume Fn injektiv1 sind oder
dass alle Gn Hilbertra¨ume sind, dann bekommt man daru¨ber hinaus fu¨r jedes n ∈ N zu f n eine
Extension ln ∈ L(GOi(n),Fn), d.h. ln ◦ iOi(n) = f n. Fu¨r die Differenz
An := ln ◦ gOi(n)Oi(n+1) − ξ
n
n+1 ◦ ln+1
folgt jetzt leicht An ◦ iOi(n+1) = 0 also Ker(qOi(n+1)) = Im(iOi(n+1)) ⊂ Ker(An). Es existiert
daher ein eindeutig bestimmtes A˜n ∈ L(E˜Oi(n+1),Fn) mit A˜n ◦ qOi(n+1) = An. Abschließend
erhalten wir somit ein ln − ln+1 ∈ L¨(EOq◦Oi(n+1),Fn), indem wir setzen
ln − ln+1 := A˜n ◦ eOi(n+1) ◦ eOq◦Oi(n+1).
Mittels dieser Konstruktion und indem man die Abbildung σ in gewisser Weise erweitert zu
σˆ :
∏
n∈N L(E,Fn)→
∏
n∈N L(E,Fn) , (vn) 7→ (vn − ξnn+1 ◦ vn+1),
bekommen wir schließlich das folgende Ergebnis.
Satz 1.1.5 Seien F = Projn∈N (Fn, ξnn+1) ein echter projektiver Limes von Banachra¨umen und
0 −→ F i−→ G q−→ E −→ 0
eine kurze exakte Sequenz gradierter Fre´chetra¨ume, sodass fu¨r jedes n ∈ N zu f n eine Extension
ln ∈ L(GOi(n),Fn) existiert, d.h. ln ◦ iOi(n) = f n.
Sind nun L ∈ L(G,F ) eine Linksinverse zu i und R ∈ L(E,G) eine Rechtsinverse zu q, so folgt(
ln − ln+1
)
n∈N ∈ σˆ
( ∏
n∈N
L¨(EOq◦SL(n),Fn)
)
∩ σˆ
( ∏
n∈N
L¨(ESR◦Oi(n),Fn)
)
.
Ist andererseits eine Funktion ψ : N→ N gegeben mit ψ ≥ Oq ◦Oi und(
ln − ln+1
)
n∈N ∈ σˆ
( ∏
n∈N
L¨(Eψ(n),Fn)
)
,
so gibt es eine Linksinverse L ∈ L(G,F ) zu i mit SL ≤ max(Oi , Sq ◦ψ ) und eine Rechtsinverse
R ∈ L(E,G) zu q mit SR ≤ max(Oq , ψ ◦ Si ).
1Man nennt einen Banachraum Z injektiv, falls zu jedem weiteren Banachraum Y , jedem Unterraum X ⊂ Y
und jedem T ∈ L(X,Z) eine Extension existiert, d.h. ein T˜ ∈ L(Y,Z) mit T˜ |X = T .
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Beweis: Sei zuerst eine Linksinverse L ∈ L(G,F ) zu i vorgegeben, so folgt direkt L|Im(i) = i−1
und daher SL ≥ Si−1 = Oi. Also entsteht fu¨r jedes n ∈ N ein v˜n ∈ L¨(GSL(n),Fn) durch
v˜n := ln ◦ gOi(n) − ξn ◦ L.
Weil man hierfu¨r leicht zeigt v˜n ◦ i = 0 und somit Ker(q) = Im(i) ⊂ Ker(v˜n), wird weiter durch
vn : E = Im(q)→ Fn , qx 7→ v˜nx
ein vn ∈ L¨(E˜SL(n),Fn) ⊂ L¨(EOq◦SL(n),Fn) definiert mit vn ◦ q = v˜n. Da nun fu¨r jedes n ∈ N gilt(
vn − ξnn+1 ◦ vn+1
) ◦ q = ln ◦ gOi(n) − ξnn+1 ◦ ln+1 ◦ gOi(n+1) = ( ln − ln+1 ) ◦ q,
erhalten wir fu¨r die Folge v := (vn)n∈N bereits σˆ(v) = ( ln − ln+1 )n∈N.
Ist weiter R ∈ L(E,G) eine Rechtsinverse zu q, so ko¨nnen wir außerdem fu¨r jedes n ∈ N setzen
wn := ln ◦ gOi(n) ◦R ∈ L¨(ESR◦Oi(n),Fn).
Mit Hilfe unserer Konstruktion von ln − ln+1 la¨sst sich nun leicht nachvollziehen(
ln − ln+1 − (wn − ξnn+1 ◦ wn+1)
) ◦ q = An ◦ ( gOi(n+1) − gOi(n+1) ◦R ◦ q ) = 0,
da qOi(n+1) ◦ (gOi(n+1) − gOi(n+1) ◦R ◦ q) = 0 ist und wir oben bereits Ker(qOi(n+1)) ⊂ Ker(An)
gezeigt haben. Fu¨r w := (wn)n∈N bekommen wir also ebenfalls σˆ(w) = ( ln − ln+1 )n∈N.
Nehmen wir andererseits an, es sei ein v = (vn) ∈
∏
n∈N L¨(Eψ(n),Fn) mit σˆ(v) = ( ln − ln+1 )n∈N
gegeben, so definieren wir fu¨r jedes n ∈ N ein Ln ∈ L¨(Gmax(Oi(n) , Sq◦ψ(n) ),Fn) durch
Ln := ln ◦ gOi(n) − vn ◦ q.
Wegen F = ProjFn und da man leicht nachweist, dass wir damit fu¨r jedes n ∈ N haben
Ln − ξnn+1 ◦ Ln+1 =
(
ln − ln+1 − (vn − ξnn+1 ◦ vn+1)
) ◦ q = 0,
impliziert die Folge (Ln)n∈N nun eine Abbildung L ∈ L(G,F ) mit SL ≤ max
(
Oi, Sq ◦ψ
)
, welche
ξn ◦L ◦ i = Ln ◦ i = ln ◦ iOi(n) ◦ f˜ Oi(n) = ξn fu¨r jedes n ∈ N und somit bereits L ◦ i = IdF erfu¨llt.
Um ebenfalls eine entsprechende Rechtsinverse angeben zu ko¨nnen, stellen wir zuerst fest, dass
wir nach Obigem jedes Ln auffassen ko¨nnen als Ln ∈ L(G,Fn). Setzen wir damit fu¨r jedes n ∈ N
rn := gn − in ◦ f n ◦ LSi(n) ∈ L(G,Gn),
so erha¨lt man mittels f n ◦ fSi(n) = f˜ nOi◦Si(n) leicht rn ◦ i = 0 also Ker(q) = Im(i) ⊂ Ker(rn).
Aus diesem Grund la¨sst sich ein Rn ∈ L(E,Gn) mit Rn ◦ q = rn definieren durch
Rn : E = Im(q)→ Gn , qx 7→ rnx.
Hierfu¨r zeigen wir im Folgenden Rn ∈ L¨(Emax(Oq(n) , ψ◦Si(n) ), Gn). Wir wa¨hlen dazu ein δ1 > 0
mit in ◦ f n
(
δ1UFSi(n)
) ⊂ 12UGn und ein δ2 > 0 mit gn(δ2UGmax(n ,Oi◦Si(n) )) ⊂ 12UGn sowie mit
lSi(n) ◦ gOi◦Si(n)
(
δ2U
G
max(n ,Oi◦Si(n) )
) − vSi(n)( δ2UEmax(Oq(n) , ψ◦Si(n) ) ) ⊂ δ1UFSi(n) .
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Wegen ψ ≥ Oq◦Oi gibt es weiter ein 0 < ε < δ2 mit εUEmax(Oq(n), ψ◦Si(n) ) ⊂ q
(
δ2U
G
max(n ,Oi◦Si(n) )
)
.
Fu¨r jedes y ∈ εUEmax(Oq(n) , ψ◦Si(n) ) existiert jetzt ein x ∈ δ2UGmax(n ,Oi◦Si(n) ) mit qx = y also mit
Rny = rnx = gnx − in ◦ f n
(
lSi(n) ◦ gOi◦Si(n)x− vSi(n)y
) ∈ UGn ,
wenn man zusa¨tzlich UFSi(n) ∩ FSi(n) = UFSi(n) beru¨cksichtigt.
Daru¨ber hinaus la¨sst sich unter Verwendung von f n◦fSi(n)Si(n+1) = f˜nn+1◦f
n+1 leicht nachvollziehen
(
Rn − gnn+1Rn+1
) ◦ q =Si(n+1)−1∑
k=Si(n)
in ◦ f n ◦ fSi(n)k ◦
(
Lk − fkk+1 ◦ Lk+1
)
= 0
falls Si(n + 1) > Si(n) sowie f
n = f˜nn+1 ◦ f
n+1 und damit auch (Rn − gnn+1Rn+1) ◦ q = 0 falls
Si(n+1) = Si(n). Wegen G = ProjGn impliziert die Folge (Rn)n∈N daher bereits eine Abbildung
R ∈ L(E,G) mit SR ≤ max
(
Oq, ψ ◦ Si
)
, welche e˜n ◦ q ◦R ◦ q = qn ◦Rn ◦ q = qn ◦ gn = e˜n ◦ q fu¨r
jedes n ∈ N und somit schließlich q ◦R = IdE erfu¨llt. 
Nehmen wir mit Bezug auf den vor Satz 1.1.5 unternommenen Exkurs diesmal an, dass beispiels-
weise alle lokalen Banachra¨ume Em projektiv2 oder wieder alle Gm Hilbertra¨ume sind, so erha¨lt
man fu¨r jedes n ∈ N zu en ein Lifting rn ∈ L(EOq(n), Gn), d.h. qn ◦ rn = en. Da hierbei gilt
qOi(n) ◦
(
rOi(n) ◦ eOq◦Oi(n)Oq◦Oi(n+1) − g
Oi(n)
Oi(n+1)
◦ rOi(n+1)
)
= 0,
wird wegen Ker(qOi(n)) = Im(iOi(n)) ein rOi(n) − rOi(n+1) ∈ L¨(EOq◦Oi(n+1), Fn) definiert durch
rOi(n) − rOi(n+1) := fn ◦ i−1Oi(n) ◦
(
rOi(n) ◦ eOq◦Oi(n)Oq◦Oi(n+1) − g
Oi(n)
Oi(n+1)
◦ rOi(n+1)
) ◦ eOq◦Oi(n+1).
Unter Verwendung dieser Definition gelangen wir nunmehr zu:
Satz 1.1.6 Es sei eine kurze exakte Sequenz gradierter Fre´chetra¨ume vorgegeben
0 −→ F i−→ G q−→ E −→ 0,
sodass fu¨r jedes n ∈ N zu en ein Lifting rn ∈ L(EOq(n), Gn) existiert, d.h. qn ◦ rn = en.
Sind nun L ∈ L(G,F ) eine Linksinverse zu i und R ∈ L(E,G) eine Rechtsinverse zu q, so folgt(
rOi(n) − rOi(n+1)
)
n∈N ∈ σ
( ∏
n∈N
L¨(EOq◦SL(n), Fn)
)
∩ σ
( ∏
n∈N
L¨(ESR◦Oi(n), Fn)
)
.
Ist andererseits eine Funktion ψ : N→ N gegeben mit ψ ≥ Oq ◦Oi und(
rOi(n) − rOi(n+1)
)
n∈N ∈ σ
( ∏
n∈N
L¨(Eψ(n), Fn)
)
,
so gibt es eine Linksinverse L ∈ L(G,F ) zu i mit SL ≤ max(Oi , Sq ◦ψ ) und eine Rechtsinverse
R ∈ L(E,G) zu q mit SR ≤ max(Oq , ψ ◦ Si ).
2Man nennt einen Banachraum X projektiv, falls zu jedem surjektiven q ∈ L(Y,Z) zwischen Banachra¨umen
und jedem T ∈ L(X,Z) ein Lifting existiert, d.h. ein T˜ ∈ L(X,Y ) mit q ◦ T˜ = T .
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Beweis: Sei zuerst eine Linksinverse L ∈ L(G,F ) zu i gegeben, so haben wir im Beweis von
Satz 1.1.5 schon gesehen SL ≥ Oi. Weiter la¨sst sich damit fu¨r jedes n ∈ N ein Ln ∈ L(GSL(n), Fn)
konstruieren mit fn◦L = Ln◦gSL(n). Weil man daru¨ber hinaus fu¨r beliebige m, k ∈ N mit m ≤ k
bekommt qm ◦ (rm ◦ eOq(m) − gmk ◦ rk ◦ gOq(k)) = 0 und Ker(qm) = Im(im) ist, entsteht durch
vn := Ln ◦ rSL(n) ◦ eOq◦SL(n) + fn ◦ i−1Oi(n) ◦
(
rOi(n) ◦ eOq◦Oi(n) − gOi(n)SL(n) ◦ rSL(n) ◦ e
Oq◦SL(n) )
ein vn ∈ L¨(EOq◦SL(n), Fn). Wegen Ln ◦ iSL(n) ◦ f˜SL(n) = fn = fn ◦ i−1Oi(n) ◦ g
Oi(n)
SL(n)
◦ iSL(n) ◦ f˜SL(n)
und fn ◦ i−1Oi(n) ◦g
Oi(n)
Oi(n+1)
◦ iOi(n+1) = fn ◦ f˜Oi(n)Oi(n+1) = fnn+1 ◦f
n+1 ◦ i−1Oi(n+1) ◦ iOi(n+1) gilt außerdem
Ln
∣∣
Im(iSL(n))
= fn◦i−1Oi(n)◦g
Oi(n)
SL(n)
und fn◦i−1Oi(n)◦g
Oi(n)
Oi(n+1)
∣∣
Im(iOi(n+1))
= fnn+1◦fn+1◦i−1Oi(n+1).
Fasst man alle diese Feststellungen zusammen, so ist fu¨r die Folge v := (vn)n∈N jetzt leicht
nachzuvollziehen σ(v) = ( rOi(n) − rOi(n+1) )n∈N.
Ist weiter R ∈ L(E,G) eine Rechtsinverse zu q, so gibt es zu jedem n ∈ N ein ε > 0 mit
R(εUESR(n)) ⊂ UGn und daher mit εUESR(n) ⊂ q(UGn ), woraus SR(n) ≥ Oq(n) folgt. Wir ko¨nnen
wegen qOi(n) ◦ (rOi(n) ◦eOq◦Oi(n)−gOi(n) ◦R) = 0 also ein wn ∈ L¨(ESR◦Oi(n), Fn) definieren durch
wn := fn ◦ i−1Oi(n) ◦
(
rOi(n) ◦ eOq◦Oi(n) − gOi(n)R
)
.
Wie oben folgt fu¨r w := (wn)n∈N nun ebenfalls σ(w) = ( rOi(n) − rOi(n+1) )n∈N.
Ist andererseits ein v = (vn) ∈
∏
n∈N L¨(Eψ(n), Fn) gegeben mit σ(v) = ( rOi(n) − rOi(n+1) )n∈N,
so erhalten wir fu¨r jedes n ∈ N ein Rn ∈ L¨(Eψ◦Si(n), Gν(n)) mit ν(n) := min
(
n,Oi ◦Si(n)
)
durch
Rn := g
ν(n)
Oi◦Si(n) ◦ rOi◦Si(n) ◦ e
Oq◦Oi◦Si(n) − gν(n)n ◦ in ◦ f n ◦ vSi(n).
Hierfu¨r ist mit Hilfe von bereits im Beweis zu Satz 1.1.5 verwendeten Vertauschbarkeiten der
Verbindungsabbildungen wie beispielsweise f n ◦ fSi(n) = f˜ nOi◦Si(n) leicht nachzuvollziehen
Rn − gν(n)ν(n+1)◦Rn+1 =
Si(n+1)−1∑
k=Si(n)
gν(n)n ◦in◦f n◦fSi(n)k ◦
(
rOi(k) − rOi(k+1) − (vk − fkk+1◦vk+1)
)
= 0
falls Si(n) < Si(n + 1) sowie unmittelbar Rn = g
ν(n)
ν(n+1) ◦ Rn+1 falls Si(n) = Si(n + 1). Da
algebraisch G = ProjGν(n) gilt, impliziert die Folge (Rn)n∈N somit eine Abbildung R ∈ L(E,G),
welche e˜ ν(n) ◦ q ◦ R = qν(n) ◦ gν(n) ◦ R = qν(n) ◦ Rn = e˜ ν(n) fu¨r jedes n ∈ N also q ◦ R = IdE
erfu¨llt.
Fu¨r jedes n ∈ N mit ν(n) = n folgt aus obiger Konstruktion außerdem bereits SR(n) ≤ ψ◦Si(n).
Nehmen wir uns nun ein n ∈ N mit ν(n) = Oi ◦ Si(n) < n, so stellen wir zuerst fest, dass es ein
ε > 0 gibt mit UGn ⊃ i(εUFSi(n)) ⊃ (ε2 UGν(n))∩ Im(i) und dass f˜
ν(n)
n daher ein Isomorphismus ist.
Wegen qν(n)◦(Rn− gν(n)n ◦rn◦eOq(n)) = 0 entsteht also ein R˜n∈ L¨(Emax(Oq(n) , ψ◦Si(n) ), Gn) durch
R˜n := rn ◦ eOq(n) + in ◦
(
f˜ ν(n)n
)−1 ◦ i−1ν(n) ◦ (Rn − gν(n)n ◦ rn ◦ eOq(n)),
wofu¨r man leicht zeigt gν(n)n ◦ (gn ◦R− R˜n) = 0 und qn ◦ (gn ◦R− R˜n) = 0. Somit gilt
gn ◦R = R˜n,
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da mit f˜ ν(n)n auch g
ν(n)
n |Im(in) injektiv sein muss. Zusammengefasst ist damit schließlich ebenfalls
SR ≤ max
(
Oq, ψ ◦ Si
)
nachgewiesen.
Um auch eine entsprechende Linksinverse konstruieren zu ko¨nnen, geben wir zuerst fu¨r jedes
n ∈ N zu f˜Oi(n)γ(n) mit γ(n) := max
(
Oi(n), Sq ◦ Oq ◦ Oi(n)
)
eine Extension ln ∈ L(Gγ(n), F˜Oi(n)),
d.h. ln ◦ iγ(n) = f˜Oi(n)γ(n) , an. Wegen qOi(n) ◦
(
g
Oi(n)
γ(n) − rOi(n) ◦e
Oq◦Oi(n)
γ(n) ◦ qγ(n)
)
= 0 ko¨nnen wir dazu
ln := i−1Oi(n) ◦
(
g
Oi(n)
γ(n) − rOi(n) ◦ e
Oq◦Oi(n)
γ(n) ◦ qγ(n)
)
definieren, fu¨r welches man die beschriebene Eigenschaft leicht nachpru¨ft. Setzen wir weiter
Ln := fn ◦ ln ◦ gγ(n) + vn ◦ q,
so impliziert die Folge (Ln)∈N eine Abbildung L ∈ L(G,F ), da sich wie zu Anfang dieses Beweises
Ln − fnn+1 ◦ Ln+1 =
(
(vn − fnn+1 ◦ vn+1) − ( rOi(n) − rOi(n+1) )
) ◦ q = 0
fu¨r jedes n ∈ N zeigen la¨sst. Diese erfu¨llt schließlich wie gewu¨nscht SL ≤ max
(
Oi, Sq ◦ ψ
)
sowie
fn ◦ L ◦ i = Ln ◦ i = fn ◦ ln ◦ iγ(n) ◦ f˜γ(n) = fn fu¨r jedes n ∈ N und somit L ◦ i = IdF . 
1.2 Extensions und Liftings
Wie in der Einleitung dieses Kapitels bereits angeku¨ndigt wollen wir nun zeigen, dass sich die
Frage nach der Existenz und gegebenenfalls der Stetigkeitscharakteristik einer Extension zu einer
entsprechenden Abbildung auf die Untersuchung des Zerfallens einer geeigneten kurzen exakten
Sequenz zuru¨ckfu¨hren la¨sst. Wir nutzen dazu die gewo¨hnliche Konstruktion des Pushouts. Die
Formulierung des Satzes ist hierbei insbesondere an die Verwendung fu¨r Theorem 1.3.2 und
Theorem 1.3.3 angepasst.
Satz 1.2.1 Es sei eine kurze exakte Sequenz gradierter Fre´chetra¨ume vorgegeben
0 −→ X I−→ Y Q−→ E −→ 0.
Sind nun F ein weiterer gradierter Fre´chetraum, T ∈ L(X,F ) sowie µ : N→ N mit µ↗∞ und
OI ◦ ST ≤ µ, so gibt es einen gradierten Fre´chetraum G und eine kurze exakte Sequenz
0 −→ F i−→ G q−→ E −→ 0,
welche Sq = SQ, Oq = OQ und Oi ≤ µ erfu¨llt, sodass fu¨r ein gegebenes ν : N → N mit ν ≥ µ
genau dann eine Extension T˜ ∈ L(Y, F ) zu T existiert mit ST˜ ≤ ν, wenn i eine Linksinverse
L ∈ L(G,F ) besitzt mit SL ≤ ν.
Beweis: Wir geben zuna¨chst ein festes Fundamentalsystem von Halbnormen auf F × Y vor,
indem wir fu¨r alle n ∈ N und (z, y)t ∈ F × Y mittels γ(n) := max{k ∈ N : µ(k) ≤ n} setzen
‖(z, y)t‖F×Yn := max
( ‖z‖Fγ(n) , ‖y‖Yn ).
Nun definieren wir wie beim Pushout u¨blichG := (F×Y )/Lmit dem abgeschlossenen Unterraum
L := {(Tx, Ix)t : x ∈ X} = {(T ◦ I−1y, y)t : y ∈ Im(I)}. Ausgestattet mit der entstehenden
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Quotienten-Gradierung wird G offenbar zu einem echten Fre´chetraum, denn wir erhalten mittels
iz :=
[
(−z, 0)t]
G
, q
[
(z, y)t
]
G
:= Qy und Jy :=
[
(0, y)t
]
G
das kommutative Diagramm
0 F G E 0
0 X Y E 0
w w
i
w
q
w
w
u
T
w
I
u
J
w
Q
u
IdE
w
mit exakten Zeilen. Hierfu¨r bekommt man unmittelbar Sq = SQ und Oq = OQ. Um daru¨ber
hinaus auch Oi ≤ µ zu zeigen, geben wir uns ein n ∈ N vor und wa¨hlen ein 0 < ε < 12 mit
T
(
I−1
(
εUYµ(n)
) ) ⊂ T ( I−1( εUYOI◦ST (n) ) ) ⊂ 12 UFn .
Da fu¨r ein z ∈ F genau dann iz ∈ εUGµ(n) ist, wenn (−z + Tx, Ix)t ∈ εUFγ◦µ(n) × εUYµ(n) fu¨r ein
x ∈ X gilt, folgt na¨mlich schon i−1(εUGµ(n)) = εUFγ◦µ(n)+T (I−1(εUYµ(n))) ⊂ 12 UFn + 12 UFn ⊂ UFn .
Besitzt jetzt weiter T eine Extension T˜ ∈ L(Y, F ) mit ST˜ ≤ ν, so ist leicht nachzuvollziehen,
dass wir durch L
[
(z, y)t
]
G
:= −z + T˜ y eine Linksinverse L ∈ L(G,F ) zu i definieren ko¨nnen
mit SL ≤ ν. Ist andererseits L ∈ L(G,F ) eine Linksinverse zu i mit SL ≤ ν, so wird durch
T˜ := L ◦ J ∈ L(Y, F ) eine Extension zu T gegeben mit ST˜ ≤ ν. 
Analog zu Satz 1.2.1 behandelt der na¨chste Satz Existenz und mo¨gliche Stetigkeitsharakteristik
eines Liftings unter passenden Vorgaben. Diesmal findet der sogenannte Pullback Anwendung.
Satz 1.2.2 Es sei eine kurze exakte Sequenz gradierter Fre´chetra¨ume vorgegeben
0 −→ F I−→ Y Q−→ Z −→ 0.
Sind nun E ein weiterer gradierter Fre´chetraum, T ∈ L(E,Z) sowie µ : N→ N mit µ↗∞ und
ST ◦OQ ≤ µ, so gibt es einen gradierten Fre´chetraum G und eine kurze exakte Sequenz
0 −→ F i−→ G q−→ E −→ 0,
welche Si = SI , Oi = OI und Oq ≤ µ erfu¨llt, sodass fu¨r ein gegebenes ν : N → N mit ν ≥ µ
genau dann ein Lifting T˜ ∈ L(E, Y ) zu T existiert mit ST˜ ≤ ν, wenn q eine Rechtsinverse
R ∈ L(E,G) besitzt mit SR ≤ ν.
Beweis: Wir definieren wie beim Pullback u¨blich G := {(y, x)t ∈ Y ×E : Qy = Tx} und geben
ein festes Fundamentalsystem von Halbnormen an, indem wir fu¨r n ∈ N und (y, x)t ∈ G setzen
‖(y, x)t‖Gn := max
( ‖y‖Yn , ‖x‖Eµ(n) ).
Damit wird G offenbar zu einem echten Fre´chetraum, denn wir erhalten auf kanonische Weise
mittels iz := (Iz, 0)t, q(y, x)t := x und P (y, x)t := y das kommutative Diagramm
0 F Y Z 0
0 F G E 0
w w
I
w
Q
w
w
u
IdF
w
i
u
P
w
q
u
T
w
mit exakten Zeilen. Hierfu¨r bekommen wir direkt Si = SI und Oi = OI . Um weiter auch Oq ≤ µ
nachzuweisen, geben wir uns ein n ∈ N vor und wa¨hlen ein 0 < ε < 1 mit
T
(
εUEµ(n)
) ⊂ T ( εUEST ◦OQ(n) ) ⊂ Q(UYn ).
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Fu¨r jedes x ∈ εUEµ(n) existiert somit ein y ∈ UYn mit Qy = Tx also mit (y, x)t ∈ UGn . Daher
haben wir εUEµ(n) ⊂ q(UGn ).
Nehmen wir daru¨ber hinaus an, T besitze ein Lifting T˜ ∈ L(E, Y ) mit ST˜ ≤ ν, so ist leicht
einzusehen, dass durch Rx := (T˜ x, x)t fu¨r x ∈ E eine Rechtsinverse R ∈ L(E,G) zu q mit
SR ≤ ν gegeben wird. Ist andererseits R ∈ L(E,G) eine Rechtsinverse zu q mit SR ≤ ν, so
definiert T˜ := P ◦R ∈ L(E, Y ) ein Lifting zu T mit ST˜ ≤ ν. 
Mit Hilfe der gewo¨hnlichen Vorgehensweise bei Produkt- und Quotientenbildung von Fre´chet-
Hilbertra¨umen ergibt eine einfache Analyse der beiden vorigen Beweise außerdem:
Bemerkung 1.2.3 Die erste Aussage der Bemerkung 1.1.4 u¨ber Fre´chet-Hilbert-Gradierungen
la¨sst sich wo¨rtlich auf die Sa¨tze 1.2.1 und 1.2.2 erweitern.
1.3 Das Zerfallen von Klassen kurzer exakter Sequenzen
Wir werden nun eine interessante Verbindung aufzeigen vom Zerfallen einer ganzen Klasse von
kurzen exakten Sequenzen, welche durch eine gewisse Offenheitscharakteristik beschrieben wird,
zu der Existenz von Extensions bzw. Liftings fu¨r entsprechende Klassen von Abbildungen und
weiter zu der Frage, ob das Bild von σ bzw. von σˆ einen bestimmten Unterraum u¨berdeckt.
Wir beno¨tigen dazu jedoch noch den nachfolgenden Satz. Um diesen u¨bersichtlicher formulieren
zu ko¨nnen, fassen wir unter den entsprechenden Vorgaben L(E,Fn) in kanonischer Weise als
Unterraum von L(E,Fn) auf.
Satz 1.3.1 Seien E ein gradierter Fre´chetraum und F = Projn∈N (Fn, ξnn+1) ein projektiver
Limes von Banachra¨umen. Fu¨r jede Funktion ψ : N→ N gilt dann
σˆ
( ∏
n∈N
L¨(Eψ(n),Fn)
)
∩
∏
n∈N
L(E,Fn) ⊂ σ
( ∏
n∈N
L¨(Eψ(n), Fn)
)
.
Beweis: Sei also w = (wn) ∈
∏
n∈N L¨(Eψ(n),Fn) mit σˆ(w) = (vn) ∈
∏
n∈N L(E,Fn) gegeben,
so zeigen wir, dass bereits w ∈ ∏n∈N L¨(Eψ(n), Fn) sein muss. Nehmen wir uns dazu ein y ∈ E,
dann finden wir fu¨r jedes j ∈ N wegen des dichten Bildes von f j : F → Fj ein xj ∈ F mit
fnj
(
vjy − f jxj
) ∈ 1
2j+1
UFn
fu¨r alle n ≤ j. Mittels x0 := 0 definieren wir damit nun fu¨r jedes n ∈ N
zn := wny +
n−1∑
j=0
fnxj −
∞∑
j=n
fnj (vjy − f jxj).
Hierfu¨r zeigt man na¨mlich leicht zn = ξnn+1zn+1. Also folgt bereits zn ∈ fn(F ) und somit
ebenfalls wny = zn −
∑n−1
j=0 f
nxj +
∑∞
j=n f
n
j (vjy − f jxj) ∈ Fn. 
Fasst man nun die bisherigen Resultate diese Kapitels geeignet zusammen, so ergibt sich:
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Theorem 1.3.2 Seien E und F gradierte Fre´chetra¨ume. Betrachten wir nun fu¨r ein gegebenes
φ : N→ N mit φ↗∞ die folgenden Aussagen:
(a) Jede kurze exakte Sequenz 0 −→ F i−→ G q−→ E −→ 0 gradierter Fre´chetra¨ume mit
Oq ◦Oi ≤ φ zerfa¨llt.
(b) Zu jeder kurzen exakten Sequenz 0 −→ X I−→ Y Q−→ E −→ 0 gradierter Fre´chetra¨ume
und jedem T ∈ L(X,F ) mit OQ ◦OI ◦ ST ≤ φ existiert eine Extension T˜ ∈ L(Y, F ).
(c) Zu jeder kurzen exakten Sequenz 0 −→ F I−→ Y Q−→ Z −→ 0 gradierter Fre´chetra¨ume und
jedem T ∈ L(E,Z) mit ST ◦OQ ◦OI ≤ φ existiert ein Lifting T˜ ∈ L(E, Y ).
(d) Der Unterraum
∏
n∈N
L¨(Eφ(n+1), Fn) ist ganz im Bild von σ enthalten.
Dann gelten die Implikationen (a)⇔ (b)⇔ (c)⇒ (d).
Sind zusa¨tzlich mittels der gegebenen Gradierungen von E und F alle lokalen Banachra¨ume En
projektiv oder alle lokalen Banachra¨ume Fn injektiv oder ersetzt man im gesamten Wortlaut
”Fre´chetra¨ume“ durch ”Fre´chet-Hilbertra¨ume“, so sind die Aussagen (a) bis (d) a¨quivalent.
Ist unter unseren Ausgangsvoraussetzungen insbesondere F = Projn∈N (Fn, ξnn+1) ein echter pro-
jektiver Limes von Banachra¨umen, so erhalten wir außerdem (e)⇒ (d) fu¨r:
(e) Der Unterraum
∏
n∈N
L¨(Eφ(n+1),Fn) ist ganz im Bild von σˆ enthalten.
Sind zusa¨tzlich alle Fn injektiv, so impliziert (e) alle anderen Aussagen (a) bis (d).
Beweis: Wir stellen zuerst fest, dass die Implikationen (b)⇒ (a)⇐ (c) unmittelbar folgen und
dass man leicht (a)⇒ (d) mit Satz 1.1.2 oder Satz 1.1.3 und (e)⇒ (d) mit Satz 1.3.1 zeigt.
Um auch (a)⇒ (b) einzusehen, geben wir eine kurze exakte Sequenz 0 −→ X I−→ Y Q−→ E −→ 0
gradierter Fre´chetra¨ume vor sowie T ∈ L(X,F ) mit OQ◦OI ◦ST ≤ φ und definieren µ0 : N→ N,
µ0(n) := max { k ∈ N : OQ(k) ≤ φ(n) }.
Da man hierfu¨r offenbar µ0 ↗ ∞ und OI ◦ ST ≤ µ0 sowie OQ ◦ µ0 ≤ φ erha¨lt, la¨sst sich damit
unter Verwendung von Satz 1.2.1 aus (a) leicht folgern, dass T eine Extension T˜ ∈ L(Y, F )
besitzt.
Eine sehr a¨hnlichen Vorgehensweise fu¨hrt ebenfalls zu (a) ⇒ (c). Seien dazu eine kurze exakte
Sequenz 0 −→ F I−→ Y Q−→ Z −→ 0 gradierter Fre´chetra¨ume und ein T ∈ L(E,Z) mit
ST ◦OQ ◦OI ≤ φ vorgegeben, so definieren wir µ1 : N→ N durch
µ1(n) := min {φ(k) : k ∈ N mit OI(k) ≥ n }.
Weil wir damit µ1 ↗ ∞ und ST ◦ OQ ≤ µ1 sowie µ1 ◦ OI ≤ φ bekommen, kann man diesmal
unter Verwendung von Satz 1.2.2 mittels (a) zeigen, dass T ein Lifting T˜ ∈ L(E, Y ) besitzt.
Mit Hilfe der Bemerkungen 1.2.3 und 1.1.4 la¨sst sich außerdem leicht pru¨fen, dass alle bis-
her nachgewiesenen Implikationen wahr bleiben, wenn man im gesamten Wortlaut des Satzes
”Fre´chetra¨ume“ durch ”Fre´chet-Hilbertra¨ume“ ersetzt.
Abschließend bleibt noch zu bemerken, dass unter jeder der betrachteten Zusatzvoraussetzungen
gema¨ß der Sa¨tze 1.1.5 und 1.1.6 mit ihren Einleitungen (d)⇒ (a) bzw. (e)⇒ (a) gilt. 
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Offenbar ist damit fu¨r echte Fre´chetra¨ume E und F bereits ebenfalls die wohlbekannte Tatsa-
che (vgl. bspw. [30] Prop. 5.1.5) gezeigt, dass σ surjektiv (in der Homologischen Algebra kurz
Proj 1L(E,Fn) = 0) sein muss, wenn jede kurze exakte Sequenz 0 → F → G → E → 0
aus Fre´chetra¨umen zerfa¨llt (kurz Ext1(E,F ) = 0). Genauso folgt zudem die A¨quivalenz der
beiden Eigenschaften, falls E oder F eine Gradierung zula¨sst, sodass alle enstehenden lokalen
Banachra¨ume projektiv bzw. injektiv sind, oder falls man ausschließlich Fre´chet-Hilbertra¨ume
betrachtet.
Analog zu Theorem 1.3.2 ergeben sich außerdem folgende Zusammenha¨nge, wenn wir zusa¨tzlich
die Stetigkeitscharakteristiken der entsprechenden Inversen, Extensions und Liftings betrachten.
Theorem 1.3.3 Seien E und F gradierte Fre´chetra¨ume. Betrachten wir nun fu¨r φ, ψ : N→ N
mit φ, ψ ↗∞ und φ ≤ ψ die folgenden Aussagen:
(a) Fu¨r jede kurze exakte Sequenz 0 −→ F i−→ G q−→ E −→ 0 gradierter Fre´chetra¨ume mit
Oq ◦Oi ≤ φ besitzt i eine Linksinverse L ∈ L(G,F ) mit SL ≤ max(Oi , Sq ◦ ψ ).
(b) Zu jeder kurzen exakten Sequenz 0 −→ X I−→ Y Q−→ E −→ 0 gradierter Fre´chetra¨ume
und jedem T ∈ L(X,F ) mit OQ ◦ OI ◦ ST ≤ φ existiert eine Extension T˜ ∈ L(Y, F ) mit
ST˜ ≤ max(OI ◦ ST , SQ ◦ ψ ).
(c)
∏
n∈N
L¨(Eφ(n+1), Fn) ⊂ σ
( ∏
n∈N
L¨(Eψ(n), Fn)
)
.
(d) Fu¨r jede kurze exakte Sequenz 0 −→ F i−→ G q−→ E −→ 0 gradierter Fre´chetra¨ume mit
Oq ◦Oi ≤ φ besitzt q eine Rechtsinverse R ∈ L(E,G) mit SR ≤ max(Oq , ψ ◦ Si ).
(e) Zu jeder kurzen exakten Sequenz 0 −→ F I−→ Y Q−→ Z −→ 0 gradierter Fre´chetra¨ume
und jedem T ∈ L(E,Z) mit ST ◦ OQ ◦ OI ≤ φ existiert ein Lifting T˜ ∈ L(E, Y ) mit
ST˜ ≤ max(ST ◦OQ , ψ ◦ SI ).
Dann gelten die Implikationen (a)⇔ (b)⇒ (c)⇐ (d)⇔ (e).
Sind zusa¨tzlich mittels der gegebenen Gradierungen von E und F alle lokalen Banachra¨ume En
projektiv oder alle lokalen Banachra¨ume Fn injektiv oder ersetzt man im gesamten Wortlaut
”Fre´chetra¨ume“ durch ”Fre´chet-Hilbertra¨ume“, so sind die Aussagen (a) bis (e) a¨quivalent.
Ist unter unseren Ausgangsvoraussetzungen insbesondere F = Projn∈N (Fn, ξnn+1) ein echter pro-
jektiver Limes von Banachra¨umen, so erhalten wir außerdem (f)⇒ (c) fu¨r:
(f)
∏
n∈N
L¨(Eφ(n+1),Fn) ⊂ σˆ
( ∏
n∈N
L¨(Eψ(n),Fn)
)
.
Sind zusa¨tzlich alle Fn injektiv, so impliziert (f) alle anderen Aussagen (a) bis (e).
Beweis: Wir werden die Nachweise der einzelnen Implikationen nicht im Detail ausarbeiten, da
sie analog zu entsprechenden Teilen des Beweises von Theorem 1.3.2 zu fu¨hren sind. Lediglich
zwei Schritte beno¨tigen na¨here Erla¨uterungen:
So weisen wir darauf hin, dass sich die Implikation (a) ⇒ (b) wie (a) ⇒ (b) aus Theorem 1.3.2
zeigen la¨sst, wobei man Satz 1.2.1 jedoch nicht auf das oben definierte µ0 sondern auf
µ := max
(
OI ◦ ST , min(µ0 , SQ ◦ ψ )
)
sowie zusa¨tzlich auf ν := max (OI ◦ ST , SQ ◦ ψ ) anwendet.
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Genauso la¨sst sich (d)⇒ (e) analog zu (a)⇒ (c) aus Theorem 1.3.2 verifizieren, indem man
µ := max
(
ST ◦OQ , min(µ1 , ψ ◦ SI )
)
und ν := max (ST ◦OQ , ψ ◦ SI ) benutzt. 
Es sei noch angemerkt, dass man beim ersten Blick auf Theorem 1.3.3 fa¨lschlicher Weise ver-
muten ko¨nnte, die Aussagen (a) und (d) wa¨ren auch ohne die zusa¨tzlichen Voraussetzungen
mittels Satz 1.1.1 a¨quivalent. Die Verwendung von Satz 1.1.1 fu¨hrt jedoch nicht zu geeigneten
Stetigkeitscharakteristiken der gesuchten Inversen.
Abschließend wollen wir kurz auf den Zusammenhang dieses Kapitels zum zahmen bzw. linear
zahmen Zerfallen, wie es beispielsweise in [11],[16],[17] und [24] untersucht wurde, eingehen.
Wir werden dabei beide Zerfallenstypen simultan betrachten. Zu einem gegebenen a ∈ N sei
daher φa : N→ N entweder definiert durch φa(n) := n+a oder anderenfalls durch φa(n) := a ·n.
Satz 1.3.4 Seien E und F gradierte Fre´chetra¨ume. Sind zusa¨tzlich alle lokalen Banachra¨ume
En projektiv oder alle lokalen Banachra¨ume Fn injektiv oder betrachtet man im gesamten Satz
ausschließlich gradierte Fre´chet-Hilbertra¨ume, so sind die folgenden Aussagen a¨quivalent:
(a) Fu¨r jede kurze exakte Sequenz 0 −→ F i−→ G q−→ E −→ 0 gradierter Fre´chetra¨ume mit
Si, Oi, Sq, Oq ≤ φa fu¨r ein a ∈ N besitzt i eine Linksinverse L ∈ L(G,F ) mit SL ≤ φb und
hat q eine Rechtsinverse R ∈ L(E,G) mit SR ≤ φb fu¨r ein b ∈ N.
(b) Fu¨r jedes a ∈ N gilt ∏
n∈N
L¨(Eφa(n+1), Fn) ⊂
⋃
b∈N
σ
( ∏
n∈N
L¨(Eφb(n), Fn)
)
.
(c) Zu jedem a ∈ N existiert ein b ∈ N mit ∏
n∈N
L¨(Eφa(n+1), Fn) ⊂ σ
( ∏
n∈N
L¨(Eφb(n), Fn)
)
.
(d) Zu jedem a ∈ N existiert ein b ∈ N, sodass es fu¨r jede kurze exakte Sequenz gradierter
Fre´chetra¨ume 0 −→ F i−→ G q−→ E −→ 0 mit Si, Oi, Sq, Oq ≤ φa zu i eine Linksinverse
L ∈ L(G,F ) und zu q eine Rechtsinverse R ∈ L(E,G) gibt mit SL, SR ≤ φb.
Beweis: Die Implikation (a) ⇒ (b) folgt leicht aus Satz 1.1.2 zusammen mit Bemerkung 1.1.4.
Eine einfache Anwendung des Faktorisierungssatzes von Grothendieck liefert weiter (b) ⇒ (c).
Erga¨nzend fu¨hrt Theorem 1.3.3 schließlich zu (c)⇒ (d). 
Wie mit Hilfe der im Beweis angegebenen Resultate ebenfalls leicht einzusehen ist, ließe sich die
Liste a¨quivalenter Aussagen in Satz 1.3.4 noch um entsprechende Aussagen u¨ber die Existenz
(linear) zahmer Extensions und Liftings erweitern.
Kapitel 2
Projektive Spektren
In diesem Kapitel bescha¨ftigen wir uns mit abza¨hlbaren projektiven Spektren X = (Xn, %nn+1)
lokalkonvexer Ra¨ume. Wir untersuchen fu¨r diese das Bild der Abbildung
σX :
∏
n∈N
Xn →
∏
n∈N
Xn , (xn) 7→ (xn − %nn+1xn+1),
welches relevant fu¨r einige Anwendungen in der Analysis ist. Insbesondere werden wir die hierbei
erzielten Resultate in Kapitel 4 verwenden, um das Zerfallen kurzer exakter Sequenzen von
Fre´chetra¨umen zu analysieren.
Die Surjektivita¨t von σX sowie die Frage, ob σX beschra¨nkte Mengen liftet, wurden bereits in
einigen Arbeiten (wie [2],[6],[14] und [30]) charakterisiert. Wir werden nun untersuchen, wann ein
gegebener Unterraum von
∏
n∈NXn im Bild von σX liegt bzw. wann σX bestimmte beschra¨nkte
Mengen liftet. Außerdem betrachten wir, welche Gestalt entsprechende Urbilder besitzen.
Um die in diesem Kapitel vorgestellten Bedingungen und Beweise mo¨glichst u¨bersichtlich zu
gestalten, werden wir im Folgenden oftmals die kanonischen Abbildungen %nm nicht ausschreiben.
Fu¨r den Fall, dass in einer Aussage Objekte aus verschiedenen Stufen des projektiven Spektrums
X = (Xn, %nn+1) miteinander oder mit Objekten aus dem projektiven Limes ProjX in Beziehung
gesetzt werden, treffen wir daher die Konvention, dass wir diese Beziehung in der Stufe mit
gro¨ßtem Index auffassen, in die alle relevanten Objekte auf kanonische Weise abgebildet werden
ko¨nnen. Sind beispielsweise natu¨rliche Zahlen n ≤ m sowie Teilmengen N ⊂ Xn, M ⊂ Xm
und K ⊂ ProjX gegeben, so schreiben wir kurz M ⊂ N + K und meinen damit ausfu¨hrlich
geschrieben %nm(M) ⊂ N + %n(K).
2.1 Unterra¨ume im Bild von σX
Untersuchen wir jetzt zuerst, wann ein gegebener Unterraum von
∏
n∈NXn ganz im Bild von σX
enthalten ist. Eine rekursive Anwendung des Satzes von Baire liefert schon fu¨r projektive Spek-
tren linearer Ra¨ume ohne topologische Strukturen, also fu¨r Folgen linearer Ra¨ume zusammen
mit linearen Verbindungsabbildungen, folgende notwendige Bedingung.
Satz 2.1.1 Sei X = (Xn, %nn+1) ein projektives Spektrum linearer Ra¨ume und sei eine Folge von
Unterra¨umen Yn ⊂ Xn gegeben. Liegt nun
∏
n∈N Yn ganz im Bild von σX und ist jedes Xn die
abza¨hlbare Vereinigung absolutkonvexer Mengen AN,n, so existiert eine Folge (Nn) ∈ NN mit
∀ n ∈ N ∃ m˜ ≥ n ∀m ≥ m˜ , k > m
Ym ⊂
⋂
j≤n
(% jn)
−1(ANj ,j) + Xk.
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Beweis: Gehen wir also davon aus, dass
∏
j∈N Yj im Bild von σX liegt und wir daher haben∏
j∈N
Yj ⊂ σX
( ⋃
N∈N
AN,1 ×
∏
j≥2
Xj
)
=
⋃
N∈N
σX
(
AN,1 ×
∏
j≥2
Xj
)
Versehen wir nun jedes Yj mit der diskreten Topologie, so ist
∏
j∈N Yj mit der dadurch entste-
henden Produkttopologie offenbar ein vollsta¨ndiger metrisierbarer Raum und nach dem Satz von
Baire damit von 2. Kategorie in sich. Da die abza¨hlbare Vereinigung magerer Mengen ebenfalls
mager wa¨re, muss es somit ein N1 ∈ N geben, sodass fu¨r
M1 := σX
(
AN1,1 ×
∏
j≥2
Xj
)
=
⋃
N∈N
σX
(
AN1,1 ×AN,2 ×
∏
j≥3
Xj
)
schon die Teilmenge M1 ∩
∏
j∈N Yj von 2. Kategorie in
∏
j∈N Yj ist. Aufgrund derselben Argu-
mentation existiert weiter auch ein N2 ∈ N, sodass fu¨r
M2 := σX
(
AN1,1 ×AN2,2 ×
∏
j≥3
Xj
)
die Teilmenge M2 ∩
∏
j∈N Yj von 2. Kategorie in
∏
j∈N Yj ist. Rekursiv fortfahrend kann man
also eine Folge (Nj)j∈N natu¨rlicher Zahlen konstruieren, sodass fu¨r jedes n ∈ N und
Mn := σX
( ∏
j≤n
ANj ,j ×
∏
j>n
Xj
)
der AbschlussMn := Mn ∩
∏
j∈N Yj einen inneren Punkt in
∏
j∈N Yj hat. DaMn absolutkonvex
ist und die Addition auf
∏
j∈N Yj stetig ist, la¨sst sich jetzt nachvollziehen, dass auch 0 im Inneren
vonMn liegt. Denn sei U eine Umgebung von x mit U ⊂Mn, so gibt es eine Nullumgebung V
mit x+ V ⊂ U und daher mit 12V ⊂ −12x+ 12U ⊂Mn. Somit existiert ein m˜ ∈ N mit∏
j<m˜
{0} × ∏
j≥m˜
Yj ⊂ Mn ∩
∏
j∈N
Yj ⊂
⋂
k∈N
(
Mn +
∏
j≤k
{0} × ∏
j>k
Yj
)
.
Damit folgt die Behauptung schließlich unmittelbar aus dem nachfolgenden Lemma 2.1.2. 
Die besondere Gestalt der Abbildung σX zeigt sich in unserem ersten Lemma, auf welches wir
auch spa¨ter noch einige Male zuru¨ckgreifen werden.
Lemma 2.1.2 Sei X = (Xn, %nn+1) ein projektives Spektrum linearer Ra¨ume und sei eine Folge
von Unterra¨umen Yn ⊂ Xn gegeben. Betrachten wir nun fu¨r eine Folge absolutkonvexer Mengen
An ⊂ Xn und natu¨rliche Zahlen n ≤ m˜ < k die folgenden Aussagen:
(a)
∏
j<m˜
{0} × ∏
j≥m˜
Yj ⊂ σX
( ∏
j≤n
Aj ×
∏
j>n
Xj
)
.
(b) Ym ⊂
⋂
j≤n
(% jn)−1(Aj) + ProjX fu¨r jedes m ≥ m˜.
(c) Zu jedem m ≥ m˜ existiert ein λ > k mit
Ym ⊂
⋂
j≤n
(% jn)−1(Aj) + ProjX + Yλ.
(d)
∏
j<m˜
{0} × ∏
j≥m˜
Yj ⊂ σX
( ∏
j≤n
Aj ×
∏
j>n
Xj
)
+
∏
j≤k
{0} × ∏
j>k
Yj.
(e) Ym ⊂
⋂
j≤n
(% jn)−1(Aj) + Xk fu¨r jedes m ≥ m˜.
Dann gelten die Implikationen (a)⇒ (b)⇒ (c)⇒ (d)⇒ (e).
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Beweis: Um (a) ⇒ (b) zu zeigen, geben wir uns ein beliebiges m ≥ m˜ sowie ein ym ∈ Ym vor.
Nach (a) existiert nun ein x = (xj) ∈
∏
j≤nAj ×
∏
j>nXj mit
(0, ..., 0, ym, 0, ...) = σX (x).
Durch Koordinatenvergleich folgt schon ym = xm − xm+1 und xj = xj+1 fu¨r j 6= m und somit
Ym ⊂
⋂
j≤n
(% jn)
−1(Aj) + ProjX .
Gehen wir nun davon aus, dass (c) gilt, und es daher zu jedem m˜ ≤ m ≤ k ein λm > k gibt mit
Ym ⊂ 12m ·
⋂
j≤n
(% jn)
−1(Aj) + ProjX + Yλm .
Nehmen wir uns jetzt ein beliebiges b = (0, ..., 0, bm, bm+1, ...) ∈
∏
j<m{0}×
∏
j≥m Yj , so erhalten
wir damit fu¨r alle m˜ ≤ m ≤ k Zerlegungen
bm = um + vm + wm.
Wir setzen nun zm := vm+wm und stellen fest, dass wir aufgrund der vorgegebenen Eigenschaf-
ten der oben durchgefu¨hrten Zerlegung um = bm − zm auffassen ko¨nnen als
um ∈ 12m
⋂
j≤n
(% jm)
−1(Aj).
Sei damit xm := (%1m(um), ..., um,−%m+1λm (zm), ...,−zm,−%λm+1(vm), ...), so folgt offenbar
σX
(
xm
)
= (0, ..., 0, bm, 0, ..., 0, wm, 0, ...).
Somit ist leicht nachzuvollziehen, dass wir fu¨r d :=
∑k
m=m˜ xm ∈
∏
j≤nAj×
∏
j>nXj bekommen
b − σX (d) ∈
∏
j≤k
{0} × ∏
j>k
Yj ,
womit (d) nachgewiesen ist.
Die Implikation (d)⇒ (e) zeigt man analog zum obigen Beweis von (a)⇒ (b). 
Wir wollen nun den Spezialfall von Satz 2.1.1 untersuchen, dass X = (Xn, %nn+1) ein projektives
Spektrum lokalkonvexer Ra¨ume ist und alle Xn die abza¨hlbare Vereinigung von beschra¨nkten
Banachkugeln AN,n ∈ BD(Xn) sind. Mit Hilfe des na¨chsten Lemmas ist leicht einzusehen, dass
wir jedes Xn damit auch als abza¨hlbare Vereinigung beschra¨nkter Banachkugeln BN,n ∈ BD(Xn)
schreiben ko¨nnen, sodass BN,n ⊂ BN+1,n und %nn+1(BN,n+1) ⊂ BN,n fu¨r alle n,N ∈ N gilt.
Dadurch entstehen auf den Xn in natu¨rlicher Weise induktive Topologien, welche feiner als
die gegebenen Topologien also ebenfalls separiert sind und bezu¨glich derer die verbindenden
Abbildungen %nn+1 stetig bleiben. Somit ko¨nnen wir X = (Xn, %nn+1) in Zukunft der Einfachheit
halber als projektives Spektrum von (LB)-Ra¨umen1 betrachten.
Lemma 2.1.3 Fu¨r eine stetige lineare Abbildung T : X → Y zwischen lokalkonvexen Ra¨umen
und beschra¨nkte Banachkugeln A ∈ BD(X) und B ∈ BD(Y ) sind T (A) + B und A ∩ T−1(B)
ebenfalls beschra¨nkte Banachkugeln.
1Einen separierten abza¨hlbaren induktiven Limes von Banachra¨umen bezeichnet man kurz als (LB)-Raum.
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Beweis: Um diese Behauptung nachzuweisen, betrachten wir die kurze exakte Sequenz
0 −→ [A ∩ T−1(B)] i−→ [A]× [B] q−→ [T (A) +B] −→ 0
mit i(x) := (x, T (x)) und q(x, y) := T (x) − y. Hierbei sind i und q offenbar topologische Ho-
momorphismen. Weiter ist der Kern von q in [A] × [B] abgeschlossen, da die Topologie von
[T (A) +B] eine in Y beschra¨nkte Einheitskugel besitzt und somit ebenfalls separiert ist. Damit
folgt schließlich schon die Behauptung, da abgeschlossene Unterra¨ume und separierte Quotienten
von Banachra¨umen wieder Banachra¨ume sind. 
Im Fall eines projektiven Spektrums von (LB)-Ra¨umen erhalten wir ein sta¨rkeres Ergebnis als
in Satz 2.1.1, indem wir zusa¨tzlich das Lemma von Schauder (siehe beispielsweise [10] Beweis
zu Lemma 3.9) verwenden. Dazu nennen wir eine Abbildung T : X → Y zwischen metrischen
Ra¨umen gleichma¨ßig offen oder gleichma¨ßig fast offen, falls zu jedem ε > 0 ein δ > 0 existiert mit
Uδ(T (x)) ⊂ T (Uε(X)) bzw. mit Uδ(T (x)) ⊂ T (Uε(X)) fu¨r alle x ∈ X. Sind X und Y metrische
Gruppen und ist T ein Gruppenhomomorphismus, so ist T damit genau dann gleichma¨ßig (fast)
offen, wenn fu¨r jede Nullumgebung U in X auch T (U) bzw. T (U) eine Nullumgebung in Y ist.
Lemma von Schauder 2.1.4 Seien X und Y metrische Ra¨ume und sei X vollsta¨ndig. Ist nun
T : X → Y eine gleichma¨ßig fast offene Abbildung mit abgeschlossenem Graph, so ist T bereits
gleichma¨ßig offen.
Versieht man na¨mlich fu¨r ein projektives Spektrum X = (Xn, %nn+1) das Produkt der Xn mit
den richtigen Topologien, so fu¨hrt das Lemma von Schauder unmittelbar zu:
Lemma 2.1.5 Sei X = (Xn, %nn+1) ein projektives Spektrum lokalkonvexer Ra¨ume und sei eine
Folge von Unterra¨umen Yn ⊂ Xn gegeben. Liegt nun eine Folge beschra¨nkter Banachkugeln
An ∈ BD(Xn) vor, fu¨r welche zu jedem n ∈ N ein m˜ ∈ N existiert mit∏
j<m˜
{0} × ∏
j≥m˜
Yj ⊂
⋂
k∈N
(
σX
( ∏
j≤n
Aj ×
∏
j>n
Xj
)
+
∏
j≤k
{0} × ∏
j>k
Yj
)
,
so gibt es zu jedem n ∈ N auch ein m˜ ∈ N, sodass sogar gilt∏
j<m˜
{0} × ∏
j≥m˜
Yj ⊂ σX
( ∏
j≤n
Aj ×
∏
j>n
Xj
)
.
Beweis: Wir versehen hierzu jedes Xj mit der Gruppentopologie gegeben durch die Nullumge-
bungsbasis {εAj : ε > 0} und bezeichnen mit X den Raum
∏
j∈NXj mit der dadurch entste-
henden Produkttopologie. Mit Y bezeichnen wir ebenfalls den Raum
∏
j∈NXj jedoch versehen
mit der Gruppentopologie, welche aus der Nullumgebungsbasis {∏j≤k{0} ×∏j>k Yj : k ∈ N }
entsteht. Damit sind X und Y vollsta¨ndige metrisierbare Ra¨ume und unsere Ausgangsbedingung
ist nach der Bemerkung vor Lemma 2.1.4 a¨quivalent dazu, dass die Abbildung
σX : X −→ Y
gleichma¨ßig fast offen ist. Weiter ist der Graph von σX in X × Y abgeschlossen, da die beiden
Topologien von X und Y feiner sind als das Produkt der urspru¨nglich auf Xj vorgegebenen
Topologien, bezu¨glich dessen σX stetig ist. Nach dem Lemma von Schauder 2.1.4 ist σX : X → Y
somit gleichma¨ßig offen, was a¨quivalent zu der gesuchten Bedingung ist. 
Als Verallgemeinerung der Charakterisierung von V. S. Retakh [19] und V. P. Palamodov [14] fu¨r
die Surjektivita¨t von σX (siehe auch [30] Theorem 3.2.9) erhalten wir damit eine a¨quivalente
Bedingung dafu¨r, dass ein beliebiger Unterraum von
∏
n∈NXn ganz im Bild von σX liegt:
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Theorem 2.1.6 Sei X = (Xn, %nn+1) ein projektives Spektrum von (LB)-Ra¨umen und sei eine
Folge von Unterra¨umen Yn ⊂ Xn gegeben. Dann liegt
∏
n∈N Yn genau dann im Bild von σX ,
wenn eine Folge beschra¨nkter Banachkugeln An ∈ BD(Xn) existiert mit
∀ n ∈ N ∃ m˜ ≥ n ∀m ≥ m˜
Ym ⊂
⋂
j≤n
(% jn)
−1(Aj) + ProjX .
Beweis: Wir beginnen damit, nachzuweisen, dass eine Folge (An)n∈N mit den beschriebenen
Eigenschaften existiert, falls
∏
n∈N Yn ganz im Bild von σX enthalten ist. Dazu bemerken wir,
dass sich jeder (LB)-Raum Xn als abza¨hlbare Vereinigung beschra¨nkter Banachkugeln schreiben
la¨sst. Wie im Beweis von Satz 2.1.1 gesehen gibt es daher eine Folge beschra¨nkter Banachkugeln
An ∈ BD(Xn), fu¨r welche zu jedem n ∈ N ein m˜ ∈ N existiert mit∏
j<m˜
{0} × ∏
j≥m˜
Yj ⊂
⋂
k∈N
(
σX
( ∏
j≤n
Aj ×
∏
j>n
Xj
)
+
∏
j≤k
{0} × ∏
j>k
Yj
)
.
Mit Hilfe von Lemma 2.1.2 und Lemma 2.1.5 folgt nun unmittelbar, dass die Folge (An)n∈N somit
auch die gesuchte Bedingung erfu¨llt.
Um die umgekehrte Implikation zu zeigen, nehmen wir an, dass eine Folge (An)n∈N mit den
beschriebenen Eigenschaften existiert. Wieder mit Hilfe von Lemma 2.1.2 und Lemma 2.1.5 ist
nun leicht einzusehen, dass es daher zu jedem n ∈ N ein m˜ ∈ N gibt mit∏
j<m˜
{0} × ∏
j≥m˜
Yj ⊂ σX
( ∏
j≤n
Aj ×
∏
j>n
Xj
)
⊂ Im (σX ).
Da wir immer
∏
j<m˜ Yj ×
∏
j≥m˜{0} ⊂ Im (σX ) haben, folgt somit schon wegen der Linearita¨t
von σX , dass
∏
j∈N Yj im Bild von σX liegt. 
Sind die Unterra¨ume Yn hierbei zusa¨tzlich mit einer Banach-Topologie ausgestattet, so erhal-
ten wir durch eine a¨hnliche Vorgehensweise außerdem eine recht starke notwendige Bedingung,
welche ausschließlich mit Inklusionen beschra¨nkter Banachkugeln arbeitet:
Theorem 2.1.7 Sei X = (Xn, %nn+1) ein projektives Spektrum von (LB)-Ra¨umen und sei eine
Folge beschra¨nkter Banachkugeln Bn ∈ BD(Xn) gegeben. Liegt nun
∏
n∈N[Bn] im Bild von σX ,
so existiert eine Folge beschra¨nkter Banachkugeln An ∈ BD(Xn), sodass es zu jedem n ∈ N und
jedem k > n stets ein S > 1 gibt mit
Bn ⊂ S ·
( ⋂
j≤n
(% jn)
−1(Aj) + %n
( k⋂
j=n+1
(% j)−1(Aj)
) )
.
Beweis: Wir stellen zuerst fest, dass
∏
j∈N[Bj ] mit dem Produkt der entsprechenden Banach-
Topologien offenbar ein Fre´chetraum und damit von 2. Kategorie in sich ist. Weiter verwenden
wir erneut, dass man jeden (LB)-Raum Xj als die abza¨hlbare Vereinigung Xj =
⋃
N∈NAN,j
beschra¨nkter Banachkugeln schreiben kann. Daher la¨sst sich analog zum Beweis von Satz 2.1.1
rekursiv eine Folge (Nj)j∈N natu¨rlicher Zahlen konstruieren, sodass fu¨r jedes k ∈ N und
Mk := σX
( ∏
j≤k
ANj ,j ×
∏
j>k
Xj
)
0 im Inneren des Abschlusses von Mk ∩
∏
j∈N[Bj ] liegt, also m ∈ N und ε > 0 existieren mit
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∏
j≤m
εBj ×
∏
j>m
[Bj ] ⊂ Mk ∩
∏
j∈N
[Bj ] ⊂
⋂
λ∈N
δ>0
(
Mk +
∏
j≤λ
δBj ×
∏
j>λ
[Bj ]
)
.
Wir wollen nun wieder das Lemma von Schauder 2.1.4 anwenden. Dazu setzen wir Aj := ANj ,j
fu¨r alle j ∈ N und definieren damit den Raum X genauso wie im Beweis zu Lemma 2.1.5. Mit
Y bezeichnen wir jedoch diesmal den Raum
∏
j∈NXj ausgestattet mit der Gruppentopologie,
welche aus der Nullumgebungsbasis {∏j≤m εBj ×∏j>m[Bj ] : m ∈ N , ε > 0 } entsteht. Somit
ist die obige Bedingung gleichbedeutend dazu, dass die Abbildung
σX : X −→ Y
gleichma¨ßig fast offen ist. Wie bei Lemma 2.1.5 folgt jetzt, dass σX schon gleichma¨ßig offen ist
und somit zu jedem vorgegebenen k ∈ N stets m ∈ N und ε > 0 existieren mit∏
j<m
εBj ×
∏
j≥m
[Bj ] ⊂ σX
( ∏
j≤k
Aj ×
∏
j>k
Xj
)
.
Wa¨hlen wir abschließend noch ein n < k sowie ein beliebiges yn ∈ [Bn], so existiert also ein
x = (xj) ∈
∏
j≤k Aj ×
∏
j>kXj mit
(0, ..., 0, εyn, 0, ...) = σX (x).
Analog zu Lemma 2.1.2 folgt hieraus unsere Behauptung durch Koordinatenvergleich. 
Mittels einer Technik, welche von J. Wengenroth fu¨r seine Charakterisierung der Surjektivita¨t
von σX in [29] (siehe auch [30] Theorem 3.2.16) entwickelt wurde, erhalten wir außerdem die
nachfolgende hinreichende Bedingung.
Satz 2.1.8 Sei X = (Xn, %nn+1) ein projektives Spektrum lokalkonvexer Ra¨ume und sei eine
Folge beschra¨nkter Banachkugeln Bn ∈ BD(Xn) gegeben. Ist nun folgende Bedingung erfu¨llt
∀ n˜ ∈ N ∃ n ≥ n˜ , m˜ ≥ n ∀m ≥ m˜ ∃K > m ∀ k ≥ K ∃ S > 1
Bm ⊂ S ·
(
Bn + %nk
( k⋂
j=K
(% jk )
−1(Bj)
) )
und
[Bm] ⊂ Bn + ProjX ,
so ist
∏
n∈N[Bn] ganz im Bild von σX enthalten.
Beweis: Der Einfachheit halber bezeichnen wir die Ra¨ume [Bn] mit Yn fu¨r alle n ∈ N. Wie mit
Hilfe von Lemma 2.1.2, Lemma 2.1.5 und Theorem 2.1.6 leicht einzusehen ist, genu¨gt es nun zu
zeigen, dass es eine Folge beschra¨nkter Banachkugeln An ∈ BD(Xn) gibt, fu¨r welche zu jedem
n ∈ N ein m˜ ≥ n existiert, sodass fu¨r alle k > m˜ die Bedingung (c) aus Lemma 2.1.2 erfu¨llt ist.
Nach Lemma 2.1.3 reicht es dazu aus, wenn wir eine streng monoton steigende Folge (m˜n)n∈N
natu¨rlicher Zahlen sowie eine Folge (Am˜n)n∈N beschra¨nkter Banachkugeln Am˜n ∈ BD(Xm˜n)
konstruieren, sodass fu¨r jedes n ∈ N gilt
∀m ≥ m˜n+1 ∃K > m ∀ λ ≥ K(1)
Ym ⊂
⋂
j≤n
(%m˜jm˜n)
−1(Am˜j ) + ProjX + Yλ.
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Zu diesem Zweck wa¨hlen wir mit Hilfe unserer Voraussetzungen eine streng monoton steigende
Folge (m˜n)n∈N natu¨rlicher Zahlen, sodass wir fu¨r jedes n ∈ N haben
∀m ≥ m˜n+1 ∃K > m ∀ k ≥ K ∃ S > 1(2)
Bm ⊂ S ·
(
Bm˜n +
k⋂
j=K
(% jk )
−1(Bj)
)
(a)
und
Ym ⊂ Bm˜n + ProjX .(b)
Rekursiv konstruieren wir nun mit (2)(a) eine Folge (Am˜n)n∈N beschra¨nkter Banachkugeln
Am˜n ∈ BD(Xm˜n), sodass fu¨r jedes n ∈ N gilt
∃K > m˜n ∀ k ≥ K ∃ S > 1(3)
Bm˜n ⊂ S ·
( ⋂
j≤n
(%m˜jm˜n)
−1(Am˜j ) +
k⋂
j=K
(% jk )
−1(Bj)
)
,
da hieraus mittels (2)(b) offenbar schon (1) folgt. Dazu gehen wir fu¨r ein i ∈ N davon aus, dass
bereits (Am˜j )j≤i gewa¨hlt sind, mittels derer (3) fu¨r n ≤ i erfu¨llt ist, was fu¨r i = 1 offensichtlich
aufgrund von (2)(a) mo¨glich ist. Ebenfalls aufgrund von (2)(a) finden wir jetzt ein K1 > m˜i+1,
sodass zu jedem k ≥ K1 ein Sk > 1 existiert mit
Bm˜i+1 ⊂ Sk ·
(
Bm˜i +
k⋂
j=K1
(% jk )
−1(Bj)
)
.(4)
Daru¨ber hinaus bekommen wir mittels (3) fu¨r n = i ein K ≥ K1, sodass zu jedem k ≥ K ein
Ck > 1 existiert mit
Sk ·Bm˜i ⊂ Ck ·
(⋂
j≤i
(%m˜jm˜i )
−1(Am˜j ) +
k⋂
j=K
(% jk )
−1(Bj)
)
.(5)
Nehmen wir uns nun ein u ∈ Bm˜i+1 , so erhalten wir zu einem beliebigen k ≥ K durch (4) eine
Zerlegung u = v1 + w1 sowie weiter mit (5) eine Zerlegung v1 = v + w2 und somit
u = v + w1 + w2.
Da hierbei gilt u− w1 − w2 ∈ Bm˜i+1 + Sk ·
⋂k
j=K1
(% jk )
−1(Bj) + Ck ·
⋂k
j=K(%
j
k )
−1(Bj) ⊂ Xm˜i+1 ,
kann man mit S := Sk + Ck insbesondere v = u− w1 − w2 auffassen als
v ∈ S ·
(⋂
j≤i
(% m˜jm˜i+1)
−1(Am˜j ) ∩
(
Bm˜i+1 +
k⋂
j=K
(% jk )
−1(Bj)
))
.
Setzen wir nun Am˜i+1 := Bm˜i+1 +BK , so ist Am˜i+1 nach Lemma 2.1.3 eine beschra¨nkte Banach-
kugel in Xm˜i+1 und mit Obigem ist nachgewiesen
Bm˜i+1 ⊂ S ·
( ⋂
j≤i+1
(%m˜jm˜i+1)
−1(Am˜j ) +
k⋂
j=K
(% jk )
−1(Bj)
)
.
Also ist (3) mittels unserer Wahl von Am˜i+1 auch fu¨r n = i + 1 erfu¨llt, womit die Rekursion
vollsta¨ndig beschrieben ist. Wie bereits erwa¨hnt folgt nun, dass
∏
n∈N[Bn] ganz im Bild von σX
liegt. 
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2.2 Das Liften beschra¨nkter Mengen durch σX
Wir wollen uns nun mit der Frage bescha¨ftigen, wann σX bestimmte beschra¨nkte Mengen liftet.
Ist dazu eine Folge B beschra¨nkter Mengen Bn ∈ B(Xn) vorgegeben, so verstehen wir unter den
von B erzeugten beschra¨nkten Mengen in ∏n∈NXn die Familie aller ∏n∈NCnBn mit (Cn) ∈ RN.
Entsprechend definieren wir:
Definition 2.2.1 Sei X = (Xn, %nn+1) ein projektives Spektrum lokalkonvexer Ra¨ume und sei
B eine Folge beschra¨nkter Mengen Bn ∈ B(Xn). Dann sagen wir, dass σX die von B erzeugten
beschra¨nkten Mengen liftet, falls zu jeder Folge (Cn) ∈ RN ein D ∈ B(
∏
n∈NXn) existiert mit∏
n∈N
CnBn ⊂ σX
(D).
Ist nun D eine weitere Folge beschra¨nkter Mengen Dn ∈ B(Xn), so sagen wir, dass σX die von
B erzeugten beschra¨nkten Mengen in die von D erzeugten beschra¨nkten Mengen liftet, falls es
zu (Cn) ∈ RN stets (Sn) ∈ RN gibt mit∏
n∈N
CnBn ⊂ σX
( ∏
n∈N
SnDn
)
.
Hierzu sei erwa¨hnt, dass offensichtlich in beiden durch Definition 2.2.1 bezeichneten Fa¨llen der
Unterraum
∏
n∈N[Bn] ganz im Bild von σX liegt. Besitzt σX die zweite beschriebene Eigenschaft,
so ist er sogar ganz im σX -Bild von
∏
n∈N[Dn] enthalten.
Lemma 2.2.2 Sei X ein lokalkonvexer Raum und sei D eine beschra¨nkte Banachkugel in X.
Ist nun (xn)n∈N eine Folge mit xn ∈ 12n+1D, so konvergiert
∑
n∈N xn in X gegen ein x ∈ D.
Beweis: Offenbar konvergiert
∑
n∈N xn im Banachraum [D] gegen ein x ∈ 12D
[D] ⊂ D. Da D
als beschra¨nkt vorausgesetzt wurde, konvergiert
∑
n∈N xn somit auch in X gegen x. 
Unter Verwendung dieser nu¨tzlichen Eigenschaft beschra¨nkter Banachkugeln und den Techniken
aus Lemma 2.1.2 fu¨hrt uns die besondere Gestalt von σX diesmal recht schnell zu einfachen
Charakterisierungen der soeben eingefu¨hrten Bezeichnungen. Hierzu sei noch bemerkt, dass man
einen lokalkonvexen Raum lokal vollsta¨ndig nennt, falls jede abgeschlossene, beschra¨nkte,
absolutkonvexe Teilmenge schon eine Banachkugel ist.
Satz 2.2.3 Sei X = (Xn, %nn+1) ein projektives Spektrum lokalkonvexer Ra¨ume und sei B eine
Folge beschra¨nkter Mengen Bn ∈ B(Xn). Existiert nun zu jeder Folge (Cn) ∈ RN eine Folge
beschra¨nkter Banachkugeln Dn ∈ BD(Xn), sodass fu¨r alle n ∈ N gilt
CnBn ⊂
⋂
j≤n
(% jn)
−1(Dj) + %n
( ⋂
j>n
(% j)−1(Dj)
)
,
so liftet σX die von B erzeugten beschra¨nkten Mengen. Falls alle Xn lokal vollsta¨ndig sind, gilt
ebenfalls die umgekehrte Implikation.
Ist nun D eine weitere Folge beschra¨nkter Banachkugeln Dn ∈ BD(Xn), so liftet σX genau dann
die von B erzeugten beschra¨nkten Mengen in die von D erzeugten beschra¨nkten Mengen, wenn
es zu (Cn) ∈ RN stets (Sn) ∈ RN gibt, sodass wir fu¨r alle n ∈ N haben
CnBn ⊂
⋂
j≤n
(% jn)
−1(SjDj) + %n
( ⋂
j>n
(% j)−1(SjDj)
)
.
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Beweis: Weisen wir zuerst nach, dass σX die von B erzeugten beschra¨nkten Mengen liftet, falls
die angegebene Bedingung erfu¨llt ist. Sei dafu¨r (Cn) ∈ RN vorgegeben, so finden wir also eine
Folge beschra¨nkter Banachkugeln Dn ∈ BD(Xn), sodass fu¨r jedes n ∈ N gilt
2n+1CnBn ⊂
⋂
j≤n
(% jn)
−1(Dj) +
⋂
j>n
(% j)−1(Dj).
Nehmen wir uns jetzt ein beliebiges (bn) ∈
∏
n∈NCnBn, dann erhalten wir damit Zerlegungen
2n+1bn = un + vn.
Nun definieren wir xn := (%1n(un), ..., un, %
n+1(−vn), %n+2(−vn), ...) ∈
∏
j∈NDj und stellen fest
σX
( 1
2n+1
xn
)
= (0, ..., 0, bn, 0, ...).
Nach Lemma 2.2.2 konvergiert schließlich
∑
n∈N
1
2n+1
xn in
∏
j∈NXj gegen ein d ∈
∏
j∈NDj , fu¨r
welches wegen der Stetigkeit von σX gilt
σX
(
d
)
=
∑
n∈N
(0, ..., 0, bn, 0, ...) = (bn)n∈N.
Um die umgekehrte Implikation zu zeigen, nehmen wir also an, dass σX die von B erzeugten
beschra¨nkten Mengen liftet und dass alle Xn lokal vollsta¨ndig sind. Ist nun eine Folge (Cn) ∈ RN
gegeben, so existiert daher eine Folge beschra¨nkter Banachkugeln Dn ∈ BD(Xn) mit∏
n∈N
CnBn ⊂ σX
( ∏
n∈N
Dn
)
.
Zu beliebigen n ∈ N und bn ∈ CnBn gibt es damit ein d = (dj) ∈
∏
j∈NDj , welches erfu¨llt
(0, ..., 0, bn, 0, ...) = σX (d).
Durch Koordinatenvergleich folgt schon bn = dn − dn+1 und dj = dj+1 fu¨r alle j 6= n und somit
bn ∈
⋂
j≤n
(% jn)
−1(Dj) +
⋂
j>n
(% j)−1(Dj).
Die noch zu beweisende A¨quivalenz des Satzes folgt nun analog. Es bleibt nur zu erwa¨hnen,
dass wir an dieser Stelle nicht die lokale Vollsta¨ndigkeit der Xn beno¨tigen, da D schon als Folge
beschra¨nkter Banachkugeln vorausgestzt wird. 
Fu¨r eine spa¨tere Verwendung in Kapitel 3 sei noch kurz angemerkt, dass gema¨ß des gerade
vorgestellten Beweises von Satz 2.2.3 fu¨r ein projektives Spektrum X = (Xn, %nn+1) lokalkonvexer
Ra¨ume und Folgen beschra¨nkter Banachkugeln Bn, Dn ∈ BD(Xn) insbesondere gilt∏
n∈N
Bn ⊂ σX
( ∏
n∈N
Dn
)
=⇒ Bn ⊂
⋂
j≤n
(% jn)
−1(Dj) +
⋂
j>n
(% j)−1(Dj) =⇒
∏
n∈N
1
2n+1Bn ⊂ σX
( ∏
n∈N
Dn
)
.
Mit Hilfe des klassischen Mittag-Leﬄer Verfahrens gelangen wir nun weiter zu den nachfolgenden
hinreichenden Bedingungen fu¨r das Liften beschra¨nkter Mengen. Die hier vorgestellten Darstel-
lungen dieser Kriterien sind dabei speziell an die Verwendung im Beweis zum anschließenden
Theorem 2.2.6 angepasst.
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Satz 2.2.4 Sei X = (Xn, %nn+1) ein projektives Spektrum lokalkonvexer Ra¨ume und sei B eine
Folge beschra¨nkter Mengen Bn ∈ B(Xn). Gibt es nun eine Folge beschra¨nkter Banachkugeln
An ∈ BD(Xn) mit
∀ n ∈ N ∃ m˜ ≥ n ∀m ≥ m˜ , ε > 0 , k˜ ≥ m ∃ k1, ..., kp > k˜ , S > 1
Bm ⊂ ε ·
⋂
j≤n
(% jn)
−1(Aj) + S ·
∑
j≤p
Bkj ,
so liftet σX die von B erzeugten beschra¨nkten Mengen. Erfu¨llt die Folge (An)n∈N sogar
∀ n ∈ N ∃ m˜ ≥ n ∀m ≥ m˜ , k˜ ≥ m ∃ k1, ..., kp > k˜ ∀ ε > 0 ∃ S > 1
Bm ⊂ ε ·
⋂
j≤n
(% jn)
−1(Aj) + S ·
∑
j≤p
Bkj ,
so existiert eine Folge D beschra¨nkter Mengen Dn ∈ B(Xn), sodass σX die von B erzeugten
beschra¨nkten Mengen in die von D erzeugten beschra¨nkten Mengen liftet.
Beweis: Wir beginnen damit, nachzuweisen, dass σX die von B erzeugten beschra¨nkten Mengen
liftet, falls eine Folge (An)n∈N mit den beschriebenen Eigenschaften existiert. Gehen wir also
davon aus, dass eine solche Folge (An)n∈N vorliegt, so wa¨hlen wir eine streng monoton steigende
Folge (m˜n)n∈N natu¨rlicher Zahlen, sodass fu¨r alle n ∈ N gilt
∀m1 < ... < mq mit m˜n ≤ m1 < m˜n+1 , C > 1 , δ > 0 ∃ k1, ..., kp ≥ m˜n+1 , S > 1(1)
C ·
∑
j≤q
Bmj ⊂ δ ·
⋂
j≤n
(
% jn
)−1(Aj) + S ·∑
j≤p
Bkj .
Als Zwischenergebnis zeigen wir zuerst, dass es dann zu allen n ∈ N, m ≥ m˜n und ε > 0 eine
Folge beschra¨nkter Mengen D˜j ∈ B(Xj) gibt mit
Bm ⊂ ε ·
⋂
j≤n
(% jn)
−1(Aj) +
⋂
j>n
(% j)−1(D˜j).
Seien dazu n ∈ N, m ≥ m˜n und 0 < ε < 1 sowie ein beliebiges u ∈ Bm vorgegeben, so
konstruieren wir rekursiv Folgen (ui)i∈N0 und (vi)i∈N. Wir beginnen die Rekursion, indem wir
u0 := u setzen. Wegen (1) ko¨nnen wir nun v1 ∈ ε4 ·
⋂
j≤n
(
% jn
)−1(Aj) und u1 ∈ S1 ·∑j≤p1 Bk1j
wa¨hlen fu¨r geeignete k11, ..., k
1
p1 ≥ m˜n+1 und S1 > 1 mit
u0 = v1 + u1.
Nehmen wir weiter an, ui sei bereits gewa¨hlt, so zerlegen wir dieses auf analoge Weise gema¨ß
(1) mit δ = ε
2i+2
in
ui = vi+1 + ui+1.
Wir stellen hierbei fest, dass wir fu¨r jedes i ∈ N zu der Rekursion passende ki1, ..., kipi ≥ m˜n+i
und Si > 1 bekommen mit ui ∈ Si ·
∑
j≤pi Bkij . Daher folgt weiter
vi+1 ∈ ε2i+2 ·
⋂
j≤n+i
(% jn+i)
−1(Aj).
Nach Lemma 2.2.2 erha¨lt man also ein v ∈ ε ·⋂j≤n(% jn)−1(Aj), wenn wir definieren
v :=
∑
i∈N
vi.
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Aus analogen Gru¨nden entsteht weiter ein wi ∈ D˜n+i := Si ·
∑
j≤pi Bkij +An+i ∈ B(Xn+i) durch
wi := ui −
∑
j>i
vj .
Einfache Rechnungen zeigen schließlich, dass wir damit ebenfalls u = v +w1 und wi = wi+1 fu¨r
alle i ∈ N haben. Somit erhalten wir ein w ∈ ⋂j>n(% j)−1(D˜j) mit
u = v + w,
womit das Zwischenergebnis bewiesen ist.
Geben wir uns nun eine beliebige Folge (Cn) ∈ RN vor, so finden wir also zu allen n ∈ N und
jedem m˜n ≤ m < m˜n+1 eine Folge beschra¨nkter Mengen D˜mj ∈ B(Xj) mit
CmBm ⊂ 12m+1
⋂
j≤n
(
% jn
)−1(Aj) + ⋂
j>n
(
% j
)−1(D˜mj ).
Nehmen wir uns nun (bn) ∈
∏
n∈NCnBn, dann erhalten wir damit fu¨r alle m ≥ m˜1 Zerlegungen
bm = um + vm.
Wir bemerken hierbei, dass wir aufgrund der vorgegebenen Eigenschaften dieser Zerlegungen
um = bm − vm auffassen ko¨nnen als
um ∈ 12m+1
⋂
j≤n
(% jm)
−1(Aj) ∩
m⋂
j=n+1
(
CmBm + (% jm)
−1(D˜mj )
)
.
Damit definieren wir xm := (%1m(um), ..., um, %
m+1(−vm), %m+2(−vm), ...) und stellen fest
σX
(
xm
)
= (0, ..., 0, bm, 0, ...).
Daru¨ber hinaus setzen wir erga¨nzend r :=
(∑m˜1−1
j=1 bj ,
∑m˜1−1
j=2 bj , ..., bm˜1−1, 0, ...
)
und bemerken
σX
(
r
)
= (b1, b2, ..., bm˜1−1, 0, ...). Mit Hilfe von Lemma 2.2.2 ist nun leicht nachzuvollziehen,
dass r +
∑
m≥m˜1 xm in
∏
j∈NXj gegen ein d ∈
∏
j∈NDj mit
Dj :=
m˜j∑
m=m˜1
D˜mj +
m˜j∑
m=j
CmBm + Aj ∈ B(Xj)
konvergiert. Fu¨r dieses d gilt schließlich wegen der Stetigkeit von σX
σX (d) = (b1, b2, ..., bm˜1−1, 0, ...) +
∑
m≥m˜1
(0, ..., 0, bm, 0, ...) = (bm)m∈N.
Somit ist nachgewiesen, dass σX die von B erzeugten beschra¨nkten Mengen liftet.
Nehmen wir nun an, dass die Folge (An)n∈N sogar die sta¨rkere im Satz beschriebene Bedingung
erfu¨llt, so wa¨hlen wir eine streng monoton steigende Folge (m˜n)n∈N, sodass fu¨r alle n ∈ N gilt
∀m1 < ... < mq mit m˜n ≤ m1 < m˜n+1 ∃ k1, ..., kp ≥ m˜n+1 ∀ C > 1 , δ > 0 ∃ S > 1
C ·
∑
j≤q
Bmj ⊂ δ ·
⋂
j≤n
(
% jn
)−1(Aj) + S ·∑
j≤p
Bkj .
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Analog zu oben kann man jetzt zeigen, dass dann zu allen n ∈ N und m ≥ m˜n eine Folge
beschra¨nkter Mengen D˜j ∈ B(Xj) existiert, sodass es zu einem ε > 0 stets (Sj) ∈ RN gibt mit
Bm ⊂ ε ·
⋂
j≤n
(% jn)
−1(Aj) +
⋂
j>n
(% j)−1(SjD˜j).
Ebenfalls wie oben kann man hiermit schließlich eine Folge D beschra¨nkter Mengen Dj ∈ B(Xj)
konstruieren, fu¨r welche σX die von B erzeugten beschra¨nkten Mengen in die von D erzeugten
beschra¨nkten Mengen liftet. 
Da es sich in Anwendungsbeispielen oft als sehr schwierig erweist, Bedingungen wie aus Satz 2.2.3
oder aus Satz 2.2.4 zu verifizieren, welche Durchschnitte von Banachkugeln verwenden, ist man
stets an hinreichenden Kriterien interessiert, welche ohne diese auskommen. Zu diesem Zweck
entwickelten R. W. Braun und D. Vogt in [2] sowie L. Frerick und J. Wengenroth in [6] Verfahren,
um bei geeigneten vorgegebenen Bedingungen ohne derartige Durchschnitte diese nachtra¨glich
zu erzeugen. Man verwendet dazu den folgenden Trick, welcher auch zentral fu¨r den Beweis des
Lemmas von Schauder und damit fu¨r den Satz von der offenen Abbildung ist.
Lemma 2.2.5 Sei X ein lokalkonvexer Raum und sei D eine beschra¨nkte Banachkugel in X.
Ist nun B eine beschra¨nkte Teilmenge von X mit B ⊂ 14D + 12B, so folgt schon B ⊂ D.
Beweis: Zu einem beliebigen b ∈ B ko¨nnen wir rekursiv (bn) ∈ BN und (dn) ∈ DN wa¨hlen mit
b =
1
4
d1 +
1
2
b1 =
1
4
d1 +
1
2
(1
4
d2 +
1
2
b2
)
= ... =
∑
n≤k
1
2n+1
dn +
1
2k
bk
fu¨r jedes k ∈ N. Da B als beschra¨nkt vorausgesetzt wurde, konvergiert ∑n∈N 12n+1dn also in X
gegen b. Nach Lemma 2.2.2 folgt somit b ∈ D. 
Eine a¨hnliche auf unsere Situation angepasste Technik liefert:
Theorem 2.2.6 Sei X = (Xn, %nn+1) ein projektives Spektrum lokalkonvexer Ra¨ume und sei B
eine Folge beschra¨nkter Banachkugeln Bn ∈ BD(Xn). Ist nun folgende Bedingung erfu¨llt
∀ n˜ ∈ N ∃ n ≥ n˜ , m˜ ≥ n ∀m ≥ m˜ , ε > 0 ∃ k > m , S > 1(PB)
Bm ⊂ ε ·Bn + S ·Bk,
so liftet σX die von B erzeugten beschra¨nkten Mengen. Gilt sogar
∀ n˜ ∈ N ∃ n ≥ n˜ , m˜ ≥ n ∀m ≥ m˜ ∃ k > m ∀ ε > 0 ∃ S > 1(PB)
Bm ⊂ ε ·Bn + S ·Bk,
dann existiert eine Folge D beschra¨nkter Mengen Dn ∈ B(Xn), sodass σX die von B erzeugten
beschra¨nkten Mengen in die von D erzeugten beschra¨nkten Mengen liftet.
Beweis: Wir beginnen damit nachzuweisen, dass σX die von B erzeugten beschra¨nkten Mengen
liftet, falls (PB) erfu¨llt ist. Als Zwischenergebnis zeigen wir zuerst, dass aus (PB) schon
∀ n˜ ∈ N ∃ n ≥ n˜ , m˜ ≥ n ∀m ≥ m˜ , ε > 0 , k˜ ≥ m ∃ k > k˜ , S > 1(1)
Bm ⊂ ε ·Bn + S ·Bk
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folgt. Sei dafu¨r ein n˜ ∈ N vorgegeben, so wa¨hlen wir n ≥ n˜ und m˜ ≥ n gema¨ß (PB). Ist weiter
ein beliebiges m ≥ m˜ fixiert, so zeigen wir per Induktion, dass man fu¨r alle k˜ ≥ m erha¨lt
∀ε > 0 ∃ k > k˜ , S > 1(2)
Bm ⊂ ε ·Bn + S ·Bk.
Wir gehen dazu fu¨r ein k˜ ≥ m davon aus, dass (2) erfu¨llt ist, was fu¨r k˜ = m offenbar aufgrund
von (PB) der Fall ist. Sei nun ein ε > 0 gegeben, so existieren also k1 > k˜ und S1 > 1 mit
Bm ⊂ ε2 ·Bn + S1 ·Bk1 .(3)
Aufgrund von (PB) gibt es daru¨ber hinaus k > k1 ≥ k˜ + 1 und S2 > 1 mit
S1 ·Bk1 ⊂
ε
2
·Bn + S2 ·Bk.(4)
Nehmen wir uns jetzt ein u ∈ Bm, so erhalten wir mittels (3) eine Zerlegung u = v1 + u1 und
weiter mit (4) eine Zerlegung u1 = v2 + w. Somit bekommen wir
u = v1 + v2 + w.
Da hierbei v1 + v2 ∈ εBn ist, wird somit (2) auch fu¨r k˜ + 1 erfu¨llt, womit das Zwischenergebnis
bewiesen ist.
Wie mit Hilfe von Satz 2.2.4 und Lemma 2.1.3 leicht einzusehen ist, genu¨gt es nun zu zeigen,
dass eine streng monoton steigende Folge (m˜n)n∈N natu¨rlicher Zahlen sowie eine Folge (Am˜n)n∈N
beschra¨nkter Banachkugeln Am˜n ∈ BD(Xm˜n) existieren, sodass fu¨r jedes n ∈ N gilt
∀ m ≥ m˜n+1 , ε > 0 , k˜ ≥ m ∃ k1, ..., kp > k˜ , S > 1(5)
Bm ⊂ ε ·
⋂
j≤n
(%m˜jm˜n)
−1(Am˜j ) + S ·
∑
j≤p
Bkj .
Zu diesem Zweck wa¨hlen wir mit Hilfe von (1) eine streng monoton steigende Folge (m˜n)n∈N,
sodass wir fu¨r jedes n ∈ N haben
∀ m1, ...,mp ≥ m˜n+1 , C > 1 , ε > 0 , k˜ ∈ N ∃ k1, ..., kp > k˜ , S > 1(6)
C ·
∑
j≤p
Bmj ⊂ ε ·Bm˜n + S ·
∑
j≤p
Bkj .
Rekursiv konstruieren wir nun passende (Am˜n)n∈N. Dazu gehen wir fu¨r ein i ∈ N davon aus, dass
bereits (Am˜j )j≤i gewa¨hlt sind, mittels derer (5) fu¨r n ≤ i erfu¨llt ist, was fu¨r i = 1 offensichtlich
aufgrund von (6) mo¨glich ist. Damit finden wir k11, ..., k
1
p > m˜i+2 und ein S1 > 1 mit
Bm˜i+1 ⊂
⋂
j≤i
(% m˜jm˜i )
−1(Am˜j ) + S1 ·
∑
j≤p
Bk1j
.(7)
Zu einem beliebigen k˜ ∈ N bekommen wir mittels (6) weitere k1, ..., kp > k˜ und S2 > 1 mit
S1 ·
∑
j≤p
Bk1j
⊂ 1
2
·Bm˜i+1 + S2 ·
∑
j≤p
Bkj .(8)
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Nehmen wir uns nun ein u ∈ Bm˜i+1 , so erhalten wir durch (7) eine Zerlegung u = v + w1 und
weiter mit (8) eine Zerlegung w1 = u1 + w. Somit gilt
u = v + w + u1.
Wegen der durch (7) vorgegebenen Eigenschaften der oben durchgefu¨hrten Zerlegung kann man
dabei v = u− w1 auffassen als
v ∈
⋂
j≤i
(% m˜jm˜i+1)
−1(Am˜j ) ∩
(
Bm˜i+1 + S1 ·
∑
j≤p
Bk1j
)
.
Setzen wir nun Am˜i+1 := Bm˜i+1 + S1 ·
∑
j≤pBk1j , so ist damit also gezeigt
Bm˜i+1 ⊂
⋂
j≤i+1
(%m˜jm˜i+1)
−1(Am˜j ) + S2 ·
∑
j≤p
Bkj +
1
2
Bm˜i+1 .
Gema¨ß Lemma 2.1.3 ist hierbei Am˜i+1 ∈ BD(Xm˜i+1) und mit Hilfe von Lemma 2.2.5 folgt weiter
Bm˜i+1 ⊂ 4 ·
⋂
j≤i+1
(%m˜jm˜i+1)
−1(Am˜j ) + 4S2 ·
∑
j≤p
Bkj .(9)
Geben wir uns jetzt noch ein m ≥ m˜i+2 und ein 0 < ε < 1 vor, so erhalten wir mittels (6) fu¨r
n = i+ 1 unmittelbar kp+1 > k˜ und S > ε · S2 mit
Bm ⊂ ε4 ·Bm˜i+1 + S ·Bkp+1 .(10)
Fassen wir (9) und (10) nun auf offensichtliche Weise zusammen, so bekommen wir schließlich
Bm ⊂ ε ·
⋂
j≤i+1
(%m˜jm˜i+1)
−1(Am˜j ) + S ·
∑
j≤p+1
Bkj .
Also ist (5) mittels unserer Wahl von Am˜i+1 auch fu¨r n = i + 1 erfu¨llt, womit die Rekursion
vollsta¨ndig beschrieben ist. Wie bereits erwa¨hnt folgt nun, dass σX die von B erzeugten be-
schra¨nkten Mengen liftet.
Nehmen wir nun an, dass sogar (PB) erfu¨llt ist, so kann man analog zu oben die Bedingung
∀ n˜ ∈ N ∃ n ≥ n˜ , m˜ ≥ n ∀m ≥ m˜ , k˜ ≥ m ∃ k > k˜ ∀ ε > 0 ∃ S > 1(11)
Bm ⊂ ε ·Bn + S ·Bk
folgern. Damit wa¨hlen wir eine streng monoton steigende Folge (m˜n)n∈N, sodass fu¨r n ∈ N gilt
∀ m1, ...,mp ≥ m˜n+1 , k˜ ∈ N ∃ k1, ..., kp > k˜ ∀ C > 1 , ε > 0 ∃ S > 1
C ·
∑
j≤p
Bmj ⊂ ε ·Bm˜n + S ·
∑
j≤p
Bkj .
Ebenfalls wie oben kann man hiermit schließlich eine Folge (Am˜n)n∈N beschra¨nkter Banachkugeln
Am˜n ∈ BD(Xm˜n) konstruieren, sodass wir fu¨r jedes n ∈ N haben
∀ m ≥ m˜n+1 , k˜ ≥ m ∃ k1, ..., kp > k˜ ∀ ε > 0 ∃ S > 1
Bm ⊂ ε ·
⋂
j≤n
(%m˜jm˜n)
−1(Am˜j ) + S ·
∑
j≤p
Bkj .
Mit Hilfe von Satz 2.2.4 und Lemma 2.1.3 folgt dann, dass eine Folge D beschra¨nkter Mengen
Dn ∈ B(Xn) existiert, sodass σX die von B erzeugten beschra¨nkten Mengen in die von D
erzeugten beschra¨nkten Mengen liftet. 
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Wir wollen nun noch untersuchen, wie in Theorem 2.2.6 die Folge D vom Aufbau der zu Grun-
de liegenden (PB)-Bedingung abha¨ngt. Nehmen wir dazu an, fu¨r ein vorgegebenes projektives
Spektrum X = (Xn, %nn+1) lokalkonvexer Ra¨ume und eine Folge B beschra¨nkter Banachkugeln
Bn ∈ BD(Xn) sei (PB) erfu¨llt, so haben wir bereits gesehen, dass schon die etwas sta¨rkere Be-
dingung (11) aus dem Beweis zu Theorem 2.2.6 folgt. Damit la¨sst sich nun leicht eine streng
monoton steigende Folge (m˜n)n∈N natu¨rlicher Zahlen konstruieren mit
∀ n ∈ N , m˜n+1 ≤ m < m˜n+2 ∃ m˜n+2 ≤ k < m˜n+3 ∀ ε > 0 ∃ S > 1(2.1)
Bm ⊂ ε ·Bm˜n + S ·Bk.
Hiervon ausgehend ko¨nnen wir schließlich eine entsprechende Folge D wie im Folgenden be-
schrieben angeben.
Satz 2.2.7 Sei X = (Xn, %nn+1) ein projektives Spektrum lokalkonvexer Ra¨ume und sei B eine
Folge beschra¨nkter Banachkugeln Bn ∈ BD(Xn). Ist nun (m˜n)n∈N eine streng monoton steigende
Folge natu¨rlicher Zahlen, welche die obige Bedingung (2.1) erfu¨llt, und definieren wir eine Folge
D beschra¨nkter Mengen Dj ∈ BD(Xj) durch
Dj :=
m˜n+2−1∑
i=j
Bi falls m˜n−1 < j ≤ m˜n
fu¨r jedes n ∈ N und mit m˜0 := 0, so liftet σX die von B erzeugten beschra¨nkten Mengen in die
von D erzeugten beschra¨nkten Mengen.
Beweis: Um die Behauptung zu zeigen, werden wir im Folgenden ausschließlich Satz 2.2.4 und
Theorem 2.2.6 genau analysieren. Indem man zuerst im Beweis zu Theorem 2.2.6 die rekursive
Konstruktion der Folge (Am˜n)n∈N beschra¨nkter Banachkugeln untersucht, la¨sst sich na¨mlich
leicht nachvollziehen, dass fu¨r jedes n ∈ N folgt
∀ m˜n+1 ≤ m < m˜n+2 ∃ m˜n+2 ≤ k1, ..., kp < m˜n+3 ∀ ε > 0 ∃ S > 1
Bm ⊂ ε ·
⋂
j≤n
(%m˜jm˜n)
−1
( m˜j+2−1∑
i=m˜j
Bi
)
+ S ·
∑
j≤p
Bkj .
Analog zum Zwischenergebnis zu Beginn des Beweises von Satz 2.2.4 ist weiter fu¨r jedes n ∈ N
∀ m˜n+1 ≤ m < m˜n+2 , Cm > 1 ∃ (Smj )j∈N ∈ (1,∞)N
Cm ·Bm ⊂ 12m ·
⋂
j≤n
(%m˜jm˜n)
−1
( m˜j+2−1∑
i=m˜j
Bi
)
+
⋂
j>n
Smj · (%m˜j )−1
( m˜j+2−1∑
i=m˜j
Bi
)
einzusehen. Geben wir uns nun eine beliebige Folge (Cn) ∈ (1,∞)N und (bn) ∈
∏
n∈NCnBn vor,
so erhalten wir damit fu¨r alle m ≥ m˜2 Zerlegungen
bm = um + vm.
Hierbei ko¨nnen wir aufgrund der vorgegebenen Eigenschaften der Zerlegung um = bm − vm als
um ∈ 12m+1
⋂
j≤n
(% jm)
−1(Dm˜j) ∩ (Cm + Smn+1) · (Dm˜n+1)
auffassen falls m = m˜n+1 und fu¨r m˜n+1 < m < m˜n+2 als
um ∈ 12m+1
⋂
j≤n
(% jm)
−1(Dm˜j) ∩ (Cm + Smn+1) · (%mm˜n+1)−1(Dm˜n+1) ∩ (Cm + Smn+2) · (Dm˜n+2).
KAPITEL 2. PROJEKTIVE SPEKTREN 31
Damit definieren wir xm := (%1m(um), ..., um, %
m+1(−vm), %m+2(−vm), ...) und stellen fest
σX
(
xm
)
= (0, ..., 0, bm, 0, ...).
Daru¨ber hinaus setzen wir erga¨nzend r :=
(∑m˜2−1
j=1 bj ,
∑m˜2−1
j=2 bj , ..., bm˜2−1, 0, ...
)
und bemerken
σX
(
r
)
= (b1, b2, ..., bm˜2−1, 0, ...). Mit Hilfe von Lemma 2.2.2 ist nun leicht nachzuvollziehen, dass
r +
∑
m≥m˜2 xm in
∏
j∈NXj gegen ein d ∈
∏
j∈N SjDj mit Sj := 1 +
∑m˜n+1−1
i=j Ci +
∑m˜n+1−1
i=1 S
i
n
fu¨r m˜n−1 < j ≤ m˜n und n ∈ N konvergiert, fu¨r welches gilt
σX (d) = (b1, b2, ..., bm˜2−1, 0, ...) +
∑
m≥m˜2
(0, ..., 0, bm, 0, ...) = (bm)m∈N.
Somit ist nachgewiesen, dass σX die von B erzeugten beschra¨nkten Mengen in die von D erzeug-
ten beschra¨nkten Mengen liftet. 
Um beispielsweise einen direkten Vergleich zu den Untersuchungen von D. Vogt in [25] zum
”Zerfallen mit guten Konstanten“ zu ermo¨glichen, sei außerdem erwa¨hnt:
Bemerkung 2.2.8 Unter den Voraussetzungen von Satz 2.2.7 und unter Verwendung der ent-
sprechenden Notationen gibt es zu (Cj) ∈ RN also stets (Sj) ∈ RN mit∏
j∈N
CjBj ⊂ σX
( ∏
j∈N
SjDj
)
.
Bei genauerer Betrachtung des Beweises von Satz 2.2.7 stellt man daru¨ber hinaus fest, dass hier-
bei jedes Sj fu¨r m˜n−1 < j ≤ m˜n und n ∈ N ausschließlich von den vorgegebenen C1, ..., Cm˜n+1−1
abha¨ngt, also unabha¨ngig von den u¨brigen Cm˜n+1 , Cm˜n+1+1, ... gewa¨hlt werden kann.
Als Abschluss dieses Kapitels wollen wir noch kurz auf den Zusammenhang dieser Resultate mit
bereits bekannten Kriterien fu¨r die Surjektivita¨t von σX eingehen, ohne jedoch hierbei alle Details
auszufu¨hren. Nehmen wir dazu an, fu¨r ein gegebenes projektives Spektrum X = (Xn, %nn+1)
lokal vollsta¨ndiger Ra¨ume sei die von R. W. Braun und D. Vogt in [2] sowie von L. Frerick und
J. Wengenroth in [6] beschriebene Bedingung
∀ n ∈ N ∃N ∈ B(Xn) , m ≥ n ∀M ∈ B(Xm) , k > m ∃K ∈ B(Xk)
M ⊂ N + K
erfu¨llt. Rekursiv la¨sst sich dann zu jeder Folge B beschra¨nkter Mengen Bn ∈ B(Xn) eine Folge
B˜ beschra¨nkter Banachkugeln B˜n ∈ BD(Xn) mit Bn ⊂ B˜n konstruieren, welche zugleich (P B˜)
erfu¨llt. Mittels Theorem 2.2.6 ist damit schon ebenfalls (wie in [2] bzw. [6]) gezeigt, dass σX also
beschra¨nkte Mengen liftet und somit insbesondere surjektiv ist. Durch eine geeignete Verwen-
dung von Lemma 2.2.5 la¨sst sich außerdem leicht zeigen, dass dieses Surjektivita¨tskriterium fu¨r
projektive Spektren lokal vollsta¨ndiger Ra¨ume a¨quivalent zu der Version von M. Langenbruch
aus [7] (siehe auch [30] Theorem 3.3.14) ist, in welcher N von k abha¨ngen darf.
Eine a¨hnliche (sogar etwas einfachere) rekursive Konstruktion geeigneter Folgen B˜ beschra¨nkter
Banachkugeln jedoch diesmal unter Verwendung von (P B˜) liefert daru¨ber hinaus:
Satz 2.2.9 Sei X = (Xn, %nn+1) ein projektives Spektrum lokal vollsta¨ndiger Ra¨ume. Gilt nun
∀ n ∈ N ∃m ≥ n ∀ k > m ∃N ∈ B(Xn) ∀M ∈ B(Xm) ∃K ∈ B(Xk) ∀ ε > 0 ∃ S > 1
M ⊂ ε ·N + S ·K,
so existiert zu jeder Folge B beschra¨nkter Mengen Bn ∈ B(Xn) eine Folge D beschra¨nkter Mengen
Dn ∈ B(Xn), sodass σX die von B erzeugten beschra¨nkten Mengen in die von D erzeugten
beschra¨nkten Mengen liftet.
Kapitel 3
Induktive Spektren
In diesem Kapitel bescha¨ftigen wir uns mit induktiven Spektren Z = (Zn, ιnn+1) lokalkonvexer
Ra¨ume, also Folgen lokalkonvexer Ra¨ume Zn zusammen mit stetigen linearen (nicht zwangsla¨ufig
injektiven) Abbildungen ιnn+1 : Zn → Zn+1. Wir untersuchen fu¨r diese, wann die Abbildung
θZ :
⊕
n∈N
Zn →
⊕
n∈N
Zn , (zn) 7→ (zn − ιn−1n zn−1) mit ι01z0 := 0
bezu¨glich gewisser Topologien offen auf ihr Bild ist, was sich als interessant fu¨r verschiedene
strukturtheoretische Betrachtungen erwiesen hat. Wir werden jedoch nicht ausfu¨hrlich auf die
Auswirkungen fu¨r diesen Bereich eingehen, sondern wollen hauptsa¨chlich den engen Zusammen-
hang zwischen der Offenheit von θZ und der Beschaffenheit des Bildes von σZ′ fu¨r das duale
projektive Spektrum Z ′ := (Z ′n, (ιnn+1)′) herausarbeiten. Hierzu werden wir bespielsweise zeigen,
dass sich die Resultate aus Kapitel 2 mittels derartiger Dualita¨tsbetrachtungen leicht in Aus-
sagen u¨bertragen lassen, wie sich θZ auf Mengen verha¨lt, welche bezu¨glich einer vorgegebenen
schwachen Topologie bzw. einer bestimmten Teiltopologie der lokalkonvexen direkten Summe
offen sind. Ebenso werden wir verdeutlichen, wie eng einige bereits bekannte Offenheitskriterien
fu¨r θZ mit ebenfalls bekannten Surjektivita¨tsbedingungen angewandt auf σZ′ verbunden sind.
Als lokalkonvexe direkte Summe der Zn verstehen wir hierbei die direkte Summe
⊕
n∈N Zn aus-
gestattet mit der feinsten lokalkonvexen Topologie T⊕, fu¨r welche alle kanonischen Einbettungen
νk : Zk ↪→
⊕
n∈N Zn stetig bleiben. Diese besitzt eine Nullumgebungsbasis der Form{
Γ
(⋃
n∈N νn(Un)
)
: Un ∈ U0(Zn) fu¨r alle n ∈ N
}
.
Daher ist leicht nachzuvollziehen, dass man den Dualraum von
⊕
n∈N Zn auf kanonische Weise
als
(⊕
n∈N Zn
)′ = ∏n∈N Z ′n auffassen kann. Mittels dieser Identifikation folgt dann unmittelbar
(θZ)′ = σZ′ .
Als den induktiven Limes des Spektrums Z = (Zn, ιnn+1) bezeichnen wir den Quotienten
IndZ := ⊕n∈N Zn /H0
mit H0 := span
({ νn(z)−νn+1(ιnn+1z) : n ∈ N und z ∈ Zn }). Er sei stets mit der entsprechenden
Quotiententopologie ausgestattet, obwohl diese nicht zwangsla¨ufig separiert sein wird. Dennoch
ist leicht einzusehen, dass man damit den Dualraum von IndZ auf natu¨rliche Weise als den
Annulator von H0 in
(⊕
n∈N Zn
)′ = ∏n∈N Z ′n auffassen kann, also als
(IndZ)′ = { (xn) ∈∏n∈N Z ′n : xn(z)− xn+1(ιnn+1z) = 0 ∀n ∈ N , z ∈ Zn } = ProjZ ′.
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Wir werden in diesem Kapitel also die Offenheit von θZ auf verschiedene Topologien beziehen.
Um hierbei die Beschreibungen der jeweiligen Gegebenheiten mo¨glichst kurz gestalten zu ko¨nnen,
fu¨hren wir die folgende Schreibweise ein.
Definition 3.0.1 Seien (X, tX) und (Y, tY ) lokalkonvexe Ra¨ume, welche nicht separiert sein
mu¨ssen. Wir bezeichnen eine lineare Abbildung f : X → Y als tX-tY -offen, falls fu¨r jede bezu¨glich
tX offene Teilmenge M von X auch die Bildmenge f(M) offen bezu¨glich tY |Im(θ) ist.
Hierbei ist leicht nachzuvollziehen, dass eine solche lineare Abbildung f : X → Y offenbar genau
dann tX -tY -offen ist, wenn es zu jeder tX -Nullumgebung U eine tY -Nullumgebung V gibt mit
V ∩ Im(f) ⊂ f(U).
3.1 Schwache Offenheit von θZ
Untersuchen wir nun zuerst, wie sich θZ auf den durch einen gegebenen Unterraum des Dual-
raums von
⊕
n∈N Zn erzeugten schwach-offenen Mengen verha¨lt. An dieser Stelle sei bemerkt,
dass wir dabei nicht unterscheiden werden, ob dieser Unterraum Punkte trennt, die entstehende
schwache Topologie also separiert ist, oder nicht. Unser erster Satz verdeutlicht einige interes-
sante topologische Zusammenha¨nge.
Satz 3.1.1 Sei θ : (Z, T ) ↪→ (Z˜, T˜ ) eine injektive stetige lineare Abbildung zwischen lokalkon-
vexen Ra¨umen und sei Y ein Unterraum von Z ′. Dann sind folgende Aussagen a¨quivalent:
(a) θ ist s(Z, Y )-T˜ -offen.
(b) θ ist s(Z, Y )-s(Z˜, Z˜ ′)-offen.
(c) Y ist ganz im Bild der dualen Abbildung θ′ : Z˜ ′ → Z ′ enthalten.
Beweis: Wir stellen zuerst fest, dass (a) a¨quivalent zur Stetigkeit der inversen Abbildung
θ−1 : Im(θ)→ (Z, s(Z, Y ))
ist, wobei Im(θ) mit T˜ |Im(θ) ausgestattet sei, und damit dazu, dass fu¨r jedes y ∈ Y gilt
y ◦ θ−1 ∈ [Im(θ)]′.(1)
Mittels des Satzes von Hahn-Banach ist dies wiederum gleichbedeutend zur Stetigkeit von
θ−1 :
(
Im(θ) , s(Z˜, Z˜ ′)|Im(θ)
)→ (Z, s(Z, Y ))
und somit zu (b). Ebenfalls mit Hilfe des Satzes von Hahn-Banach ist außerdem leicht einzusehen,
dass (1) genau dann erfu¨llt wird, wenn ein x ∈ Z˜ ′ existiert mit θ′x = y, womit schließlich auch
schon die A¨quivalenz zu (c) gezeigt ist. 
Da fu¨r jedes induktive Spektrum Z = (Zn, ιnn+1) lokalkonvexer Ra¨ume wie bereits beschrieben
(θZ)′ = σZ′ erfu¨llt wird, stellt Satz 3.1.1 eine direkte Verbindung der Offenheit von θZ zu
unseren Untersuchungen aus Kapitel 2 angewandt auf Z ′ = (Z ′n, (ιnn+1)′) her. Aus diesem Grund
wollen wir zeigen, dass man auch die entwickelten Kriterien wie aus Theorem 2.1.6, welche mit
Inklusionen zwischen Vektorra¨umen und beschra¨nkten Mengen arbeiten, auf a¨hnliche Weise in
Bedingungen an Z u¨bersetzen kann. Wir beno¨tigen dazu jedoch noch das folgende Lemma,
welches sich leicht durch Ausschreiben der einzelnen Definitionen beweisen la¨sst.
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Lemma 3.1.2 Sei f : X → Y eine stetige lineare Abbildung zwischen lokalkonvexen Ra¨umen,
welche nicht separiert sein mu¨ssen. Fu¨r beliebige Teilmengen M ⊂ X und D ⊂ Y ′ gilt dann[
f(M)
]◦ = (f ′)−1(M◦),[
f ′(D)
]◦ = f−1(D◦).
Nehmen wir jetzt an, ein duales projektives Spektrum Z ′ = (Z ′n, (ιnn+1)′) erfu¨lle bespielsweise
das Kriterium aus Theorem 2.1.6 und hierbei ließen sich alle auftretenden beschra¨nkten Mengen
An ⊂ Z ′n als Polaren von Nullumgebungen schreiben, so deutet unser na¨chstes Resultat bereits
an, wie sich dies auf das urspru¨ngliche Spektrum Z = (Zn, ιnn+1) u¨bertragen la¨sst.
Satz 3.1.3 Seien Z1
ι12−→ Z2 ι
2
3−→ Z3 stetige lineare Abbildungen zwischen lokalkonvexen Ra¨u-
men, wobei Z3 nicht separiert sein muss. Fu¨r eine Nullumgebung V ∈ U0(Z1) und einen Unter-
raum Y ⊂ Z ′2 sind dann folgende Aussagen a¨quivalent:
Die von s(Z2, Y ) auf V induzierte Spurtopologie stimmt mit der von s(Z3, Z ′3) u¨berein.(a)
(ι12)
′(Y ) ⊂ V ◦ + (ι13)′(Z ′3).(b)
Beweis: Nehmen wir zuerst (a) als erfu¨llt an, was bedeutet, dass zu jedem endlichen M ⊂ Y
ein endliches K = {x1, ..., xp} ⊂ Z ′3 existiert mit (ι13)−1(K◦) ∩ V ⊂ (ι12)−1
(
(2M)◦
)
also mit
(ι13)
−1(K◦) ∩ V ⊂ 2 (ι13)−1(K◦) ∩ 2V ⊂ (ι12)−1(M◦).
Nach Lemma 3.1.2 gilt hierbei (ι12)
−1(M◦) =
[
(ι12)
′(M)
]◦ und (ι13)−1(K◦)∩V = [(ι13)′(K)∪V ◦]◦.
Daher folgt mit Hilfe des Bipolarensatzes durch Polarisation der obigen Inklusion schon
(ι12)
′(M) ⊂ [(ι12)′(M)]◦◦ ⊂ [(ι13)′(K) ∪ V ◦]◦◦ ⊂ (ι13)′(ΓK) + V ◦,
da (ι13)
′(ΓK) = {∑pj=1 λj(ι13)′(xj) : (λ1, ..., λp) ∈ Kp mit ∑pj=1 |λj | ≤ 1} als Bild einer kompak-
ten Teilmenge des Kp und V ◦ als Polare einer Nullumgebung s(Z ′1, Z1)-kompakt sind und daher
(ι13)
′(ΓK) + V ◦ insbesondere s(Z ′1, Z1)-abgeschlossen ist. Also gilt auch (b).
Ist andererseits (b) vorgegeben, so gibt es zu jedem endlichen M ⊂ Y ein endliches K ⊂ Z ′3 mit
(ι12)
′(M) ⊂ 1
2
V ◦ +
1
2
(ι13)
′(K).
Durch Polarisation dieser Inklusion erha¨lt man mit Hilfe von Lemma 3.1.2 nun leicht
(ι13)
−1(K◦) ∩ V ⊂ (ι12)−1(M◦).
Also ist ebenfalls (a) erfu¨llt. 
Die folgende abku¨rzende Definition wird sich fu¨r die U¨bersichtlichkeit unserer anschließenden
Ausfu¨hrungen als a¨ußerst nu¨tzlich erweisen.
Definition 3.1.4 Fu¨r Teilmengen A und B in einem linearen Raum sei
A unionmultiB := Γ(A ∪B ).
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Hierbei ist die suggerierte Na¨he zu der Summe zweier Mengen beabsichtigt, da wir spa¨ter an
einigen Stellen ausnutzen werden, dass fu¨r endlich viele absolutkonvexe Teilmengen A1, ..., Ap
eines linearen Raums offenbar
⊎
j≤pAj ⊂
∑
j≤pAj ⊂ p ·
⊎
j≤pAj gilt.
Betrachten wir nun den Fall, dass Z = (Zn, ιnn+1) ein induktives Spektrum metrisierbarer Ra¨ume
ist, jedes Zn also eine abza¨hlbare Basis {UN,n : N ∈ N} absolutkonvexer Nullumgebungen hat.
Wie leicht einzusehen ist, bildet damit jede Familie {U◦N,n : N ∈ N} ein Fundamentalsystem
beschra¨nkter Mengen bestehend aus Banachkugeln in dem entsprechenden Z ′n, wodurch man
Z ′ = (Z ′n, (ιnn+1)′) wie in Kapitel 2 (nach Lem. 2.1.2) beschrieben als projektives Spektrum von
(LB)-Ra¨umen auffassen kann. Ist weiter noch eine Folge von Unterra¨umen Yn ⊂ Z ′n gegeben, so
fu¨hrt uns Theorem 2.1.6 angewandt auf Z ′ unter Verwendung der Sa¨tze 3.1.1 und 3.1.3 schon
unmittelbar zu einer Charakterisierung der s
(⊕
n∈N Zn,
∏
n∈N Yn
)
-T⊕-Offenheit von θZ .
Satz 3.1.5 Sei Z = (Zn, ιnn+1) ein induktives Spektrum metrisierbarer Ra¨ume und sei eine Folge
von Unterra¨umen Yn ⊂ Z ′n gegeben. Dann ist θZ genau dann s
(⊕
n∈N Zn,
∏
n∈N Yn
)
-T⊕-offen,
wenn es eine Folge von Nullumgebungen Vn ∈ U0(Zn) gibt, fu¨r welche zu jedem n ∈ N ein m˜ ≥ n
existiert, sodass fu¨r alle m ≥ m˜ die von s(Zm, Ym) auf
⊎
j≤n ι
j
n(Vj) induzierte Spurtopologie mit
der von s
(
IndZ, (IndZ)′) u¨bereinstimmt.
Hierzu sei noch angemerkt, dass Satz 3.1.5 mit Yn := Z ′n fu¨r alle n ∈ N offenbar das klassische
Resultat von V. S. Retakh [19] u¨ber schwache Azyklizita¨t reproduziert, und dass man dieses auf
oben beschriebene Weise mittels der Sa¨tze 3.1.1 und 3.1.3 auch schon aus dem Surjektivita¨ts-
kriterium von V. S. Retakh [19] und V. P. Palamodov [14] fu¨r σZ′ erha¨lt.
Wir wollen weiter ausnutzen, dass sich auch Kriterien wie aus Theorem 2.1.7, die ausschließlich
mit Inklusionen zwischen beschra¨nkten Mengen arbeiten, unter a¨hnlichen Zusatzvoraussetzun-
gen wie oben von Z ′ auf Z u¨bertragen lassen:
Satz 3.1.6 Fu¨r abgeschlossene absolutkonvexe Nullumgebungen U , V und W in einem lokal-
konvexen Raum Z sind folgende Aussagen a¨quivalent:
W ∩ V ⊂ U.(a)
U◦ ⊂ V ◦ unionmulti W ◦.(b)
Beweis: Die A¨quivalenz der Aussagen folgt mit Hilfe des Bipolarensatzes und der Tatsache(
V ◦ unionmultiW ◦ )◦ = W ∩ V
unmittelbar durch entsprechende Polarisationen. Denn hierbei sind V ◦ und W ◦ und daher auch
V ◦ unionmultiW ◦ = {λx + µy : x ∈ V ◦, y ∈ W ◦ und λ, µ ∈ K mit λ + µ = 1} bereits s(Z ′, Z)-kompakt
und somit insbesondere s(Z ′, Z)-abgeschlossen. 
Daru¨ber hinaus beno¨tigen wir noch die folgende Vertauschbarkeit von Polarisation und Anwen-
dung einer Funktion.
Lemma 3.1.7 Sei f : X → Y eine stetige lineare Abbildung zwischen lokalkonvexen Ra¨umen,
welche nicht separiert sein mu¨ssen. Fu¨r eine beliebige TeilmengeM ⊂ Y und eine absolutkonvexe
Nullumgebung U in Y gilt dann
f ′(M◦) ⊂ [f−1(M)]◦,
f ′(U◦) =
[
f−1(U)
]◦
.
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Beweis: Die Inklusion f ′(M◦) ⊂ [f−1(M)]◦ ist hierbei recht offensichtlich, da fu¨r w ∈M◦ und
x ∈ f−1(M) stets gilt |f ′w(x)| = |w(fx)| ≤ 1.
Bleibt also
[
f−1(U)
]◦ ⊂ f ′(U◦) zu zeigen. Nehmen wir uns dazu ein beliebiges v ∈ [f−1(U)]◦,
so wird wegen Ker(f) ⊂ f−1(U) und somit Ker(f) ⊂ Ker(v) durch
w : Im(f)→ K , fx 7→ vx
eine Linearform definiert, fu¨r welche supy∈U∩Im(f) |w(y)| ≤ 1 gilt. Nach dem Satz von Hahn-
Banach gibt es daher ein w˜ ∈ U◦ ⊂ Y ′ mit w˜|Im(f) = w also f ′(w˜) = w˜ ◦ f = v. 
Ausgehend von Theorem 2.1.7 gelangen wir daher recht einfach zu einer notwendigen Bedingung,
welche ausschließlich mit Inklusionen zwischen Nullumgebungen arbeitet.
Satz 3.1.8 Sei Z = (Zn, ιnn+1) ein induktives Spektrum metrisierbarer Ra¨ume und sei eine
Folge von Nullumgebungen Un ∈ U0(Zn) gegeben. Ist θZ nun s
(⊕
n∈N Zn,
∏
n∈N[U
◦
n]
)
-T⊕-offen,
so existiert eine Folge von Nullumgebungen Vn ∈ U0(Zn), sodass es zu jedem n ∈ N und jedem
k > n stets ein S > 1 gibt mit
(ιn)−1
( k⊎
j=n+1
ιj(Vj)
)
∩
⊎
j≤n
ιjn(Vj) ⊂ S · Un.
Beweis: Mit Hilfe von Satz 3.1.1 und Theorem 2.1.7 ist leicht einzusehen, dass eine Folge von
Nullumgebungen Vn ∈ U0(Zn) existiert, sodass es zu allen n ∈ N und k > n ein S > 1 gibt mit
U◦n ⊂ S ·
( ⋂
j≤n
[
(ιjn)
′ ]−1(V ◦j ) + (ιn)′( ⋂
n<j≤k
[
(ιj)′
]−1(V ◦j ) ) ).
Unter Verwendung von Lemma 3.1.2 und Lemma 3.1.7 folgt daraus bereits
U◦n ⊂ 2S ·
( [ ⊎
j≤n
ιjn(Vj)
]◦
unionmulti
[
(ιn)−1
( ⊎
n<j≤k
ιj(Vj)
) ]◦ )
,
womit die Folge (Vn)n∈N gema¨ß Satz 3.1.6 auch schon die gesuchte Bedingung erfu¨llt. 
3.2 Starke Offenheit von θZ
Wir wollen nun fu¨r induktive Spektren Z = (Zn, ιnn+1) lokalkonvexer Ra¨ume untersuchen, wie
sich θZ auf Mengen verha¨lt, welche bezu¨glich der durch eine gegebene Folge von Nullumgebungen
Un ∈ U0(Zn) erzeugten Teiltopologie der lokalkonvexen direkten Summe
⊕
n∈N Zn offen sind.
Genauer sei dabei eine so entstehende Teiltopologie definiert als:
Definition 3.2.1 Sei Z = (Zn, ιnn+1) ein induktives Spektrum lokalkonvexer Ra¨ume und sei U
eine Folge von Nullumgebungen Un ∈ U0(Zn). Dann verstehen wir unter der von U erzeugten
Topologie TU die lokalkonvexe Topologie auf
⊕
n∈N Zn definiert durch die Nullumgebunsbasis{ ⊎
n∈N
νn(εnUn) : (εn) ∈ (0, 1)N
}
,
obwohl diese nicht zwangsla¨ufig separiert sein wird.
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Man erkennt leicht, dass eine Folge von Nullumgebungen Un ∈ U0(Zn) auf diese Weise dieselbe
Topologie erzeugt wie die Folge der Abschlu¨sse Un. Des Weiteren ist jede entstehende Nullum-
gebung
⊎
n∈N νn(εnUn) =
{
(zn) ∈
⊕
n∈N Zn :
∑
n∈N
1
εn
‖zn‖Un ≤ 1
}
mit (εn) ∈ (0, 1)N in der
lokalkonvexen direkten Summe als Urbild des Intervalls [0, 1] unter einer stetigen Halbnorm
schon ebenfalls abgeschlossen.
Unser na¨chster Satz stellt eine direkte Verbindung zwischen der TU -T⊕-Offenheit von θZ und
dem Liften der von der Folge der U◦n ∈ B(Z ′n) erzeugten beschra¨nkter Mengen durch σZ′ (siehe
Definition 2.2.1) her, da wir offenbar
[⊎
n∈N νn(εnUn)
]◦ = ∏n∈N 1εnU◦n haben.
Satz 3.2.2 Sei θ : Z ↪→ Z˜ eine injektive stetige lineare Abbildung zwischen lokalkonvexen Ra¨u-
men. Fu¨r abgeschlossene Nullumgebungen U ∈ U0(Z) und V ∈ U0(Z˜) sind dann a¨quivalent:
V ∩ Im(θ) ⊂ θ(U).(a)
U◦ ⊂ θ′(V ◦).(b)
Beweis: Da θ als injektiv vorausgesetzt wurde, ist (a) unmittelbar a¨quivalent zu
θ−1(V ) ⊂ U
und nach Lemma 3.1.7 daher auch zu (b) durch entsprechende Polarisationen. 
Indem wir diesen Zusammenhang ausnutzen, erhalten wir die folgenden Charakterisierungen fu¨r
die TU -T⊕-Offenheit von θZ .
Satz 3.2.3 Sei Z = (Zn, ιnn+1) ein induktives Spektrum lokalkonvexer Ra¨ume und sei U eine
Folge von Nullumgebungen Un ∈ U0(Zn). Dann ist θZ genau dann TU -T⊕-offen, wenn es zu jeder
Folge (εn) ∈ (0, 1)N eine Folge von Nullumgebungen Vn ∈ U0(Zn) gibt, sodass fu¨r alle n ∈ N gilt
(ιn)−1
( ⊎
j>n
ιj(Vj)
)
∩
⊎
j≤n
ιjn(Vj) ⊂ εnUn.
Ist V eine weitere Folge von Nullumgebungen Vn ∈ U0(Zn), so ist θZ genau dann TU -TV-offen,
wenn es zu (εn) ∈ (0, 1)N stets (δn) ∈ (0, 1)N gibt, sodass wir fu¨r alle n ∈ N haben
(ιn)−1
( ⊎
j>n
ιj(δjVj)
)
∩
⊎
j≤n
ιjn(δjVj) ⊂ εnUn.
Beweis: Wir beginnen damit zu zeigen, dass fu¨r n ∈ N und eine Folge von Nullumgebungen
Wj ∈ U0(Zj) mit j > n die Menge
⊎
j>n ι
j(Wj) eine Nullumgebung im induktiven Limes IndZ
ist. Nehmen wir uns dazu fu¨r j ≤ n ein beliebiges z ∈ (ιjn+1)−1(Wn+1) =: Wj , so folgt
νj(z)− νn+1(ιjn+1z) =
∑n
k=j
(
νk(ιjkz)− νk+1(ιkk+1ιjkz)
)
∈ H0.
Wegen ιk = q ◦ νk fu¨r k ∈ N erhalten wir daher ιj(z) = ιn+1(ιjn+1z) ∈ ιn+1(Wn+1). Somit bildet⊎
j>n
ιj(Wj) =
⊎
j∈N
ιj(Wj) = q
( ⊎
j∈N
νj(Wj)
)
eine typische Nullumgebung im Quotienten IndZ = ⊕j∈N Zj /H0.
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Damit sind wir nun in der Lage nachzuweisen, dass θZ schon TU -T⊕-offen ist, falls die entspre-
chende Bedingung erfu¨llt ist. Wir ko¨nnen dazu ohne Beschra¨nkung der Allgemeinheit annehmen,
dass alle vorgegebenen Un ∈ U0(Zn) abgeschlossen sind und dass es zu (εn) ∈ (0, 1)N stets eine
Folge abgeschlossener Nullumgebungen Vn ∈ U0(Zn) gibt, sodass fu¨r alle n ∈ N gilt
(ιn)−1
( ⊎
j>n
ιj(Vj)
) ∩ ⊎
j≤n
ιjn(Vj) ⊂ 2 (ιn)−1
( ⊎
j>n
ιj(Vj)
) ∩ 2 ⊎
j≤n
ιjn(Vj) ⊂ εnUn.
Unter Verwendung von Lemma 3.1.2 sowie von Lemma 3.1.7 zusammen mit unserer einleitenden
Feststellung vom Anfang dieses Beweises erha¨lt man mittels Satz 3.1.6 daher
1
εn
U◦n ⊂
⋂
j≤n
[
(ιjn)
′ ]−1(V ◦j ) + (ιn)′( ⋂
j>n
[
(ιj)′
]−1(V ◦j ) ).
Wie in Kapitel 2 im Anschluss an Satz 2.2.3 vorbereitet ko¨nnen wir hieraus bereits schließen∏
n∈N
1
2n+1 εn
U◦n ⊂ σX
( ∏
n∈N
V ◦n
)
,
womit die TU -T⊕-Offenheit von θZ schon gema¨ß Satz 3.2.2 und seiner Vorbemerkung folgt.
Die Beweise der umgekehrten Implikation sowie der noch ausstehenden A¨quivalenz wollen wir
nunmehr nicht ausfu¨hren, da sie mittels der soeben verwendeten Resultate recht einfach bzw.
analog zu fu¨hren sind. 
Da sich diese Charakterisierungen bei der Betrachtung konkreter Spektren oft noch als recht
unhandlich erweisen, ist man weiter an Kriterien interessiert, welche leichter zu verifizieren sind.
Wir kommen daher zu der folgenden in gewisser Weise pra¨dualen Version von Satz 2.2.4.
Satz 3.2.4 Sei Z = (Zn, ιnn+1) ein induktives Spektrum lokalkonvexer Ra¨ume und sei U eine
Folge von Nullumgebungen Un ∈ U0(Zn). Gibt es eine Folge von Nullumgebungen Wn ∈ U0(Zn)
mit
∀ n ∈ N ∃ m˜ ≥ n ∀m ≥ m˜ , C > 1 , k˜ ≥ m ∃ k1, ..., kp > k˜ , δ > 0
δ ·
⋂
j≤p
(ιnkj )
−1(Ukj ) ∩ C ·
⊎
j≤n
ιjn(Wj) ⊂ (ιnm)−1(Um),
so ist θZ schon TU -T⊕-offen. Erfu¨llt die Folge (Wn)n∈N sogar
∀ n ∈ N ∃ m˜ ≥ n ∀m ≥ m˜ , k˜ ≥ m ∃ k1, ..., kp > k˜ ∀ C > 1 ∃ δ > 0
δ ·
⋂
j≤p
(ιnkj )
−1(Ukj ) ∩ C ·
⊎
j≤n
ιjn(Wj) ⊂ (ιnm)−1(Um),
so existiert eine Folge V von Nullumgebungen Vn ∈ U0(Zn), sodass θZ bereits TU -TV-offen ist.
Beweis: Wir bemerken zuerst, dass wir offenbar ohne Beschra¨nkung der Allgemeinheit alle
gegebenen Nullumgebungen als abgeschlossen voraussetzen ko¨nnen. Nehmen wir weiter an, dass
eine der beiden im Satz beschriebenen Bedingungen erfu¨llt sei, also mit der entsprechenden
Vorgabe von Quantoren und Variablen gelte
δ ·
⋂
j≤p
(ιnkj )
−1(Ukj ) ∩
C
2
·
⊎
j≤n
ιjn(Wj) ⊂ δ ·
⋂
j≤p
(ιnkj )
−1(Ukj ) ∩ C ·
⊎
j≤n
ιjn(Wj) ⊂ (ιnm)−1(Um).
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Da analog zur Argumentation aus dem Beweis zu Satz 3.1.6 die Menge
⊎
j≤p(ι
n
kj
)′(U◦kj ) bereits
s(Z ′n, Zn)-abgeschlossen ist und man wegen des Bipolarensatzes mit Lemma 3.1.7 daher hat[⋂
j≤p(ι
n
kj
)−1(Ukj )
]◦ = ⊎j≤p(ιnkj )′(U◦kj ) ⊂∑j≤p(ιnkj )′(U◦kj ), folgt mit Satz 3.1.6 und Lemma 3.1.2
(ιnm)
′(U◦m) ⊂
2
C
·
⋂
j≤n
[
(ιjn)
′ ]−1(W ◦j ) + 1δ ·∑
j≤p
(ιnkj )
′(U◦kj ).
Bezeichnen wir nun Bj := U◦j und Aj := W
◦
j fu¨r alle j ∈ N und geben wir uns eine beliebige
Folge (Cn) ∈ (1,∞)N vor. Der Beweis zu Satz 2.2.4 hat dann bereits gezeigt, dass man damit
eine Folge beschra¨nkter Mengen Dn ∈ B(Z ′n) durch endliche Summen
Dn :=
∑
j≤pn
(ιnknj )
′(Bknj +Aknj ) ⊂ 2pn ·
⊎
j≤pn
(ιnknj )
′(Bknj unionmultiAknj )
mittels geeigneter natu¨rlicher Zahlen kn1 , ..., k
n
pn ≥ n konstruieren kann, sodass (Sn) ∈ (1,∞)N
existiert mit
∏
n∈NCnBn ⊂ σZ′
(∏
n∈N SnDn
)
. Hierbei ließen sich alle kn1 , ..., k
n
pn unabha¨ngig von
der zugrunde liegenden Folge (Cn)n∈N wa¨hlen, falls schon die sta¨rkere Reihenfolge der Quantoren
in der Ausgangsbedingung vorlag. Aufgrund von Satz 3.2.2 bekommen wir daher unmittelbar⊎
n∈N νn(
1
Sn
Vn) ∩ Im(θZ) ⊂ θZ
(⊎
n∈N νn(
1
Cn
Un)
)
, wenn wir die Folge der Vn ∈ U0(Zn) durch
Vn :=
1
2pn
·
⋂
j≤pn
(ιnknj )
−1(Uknj ∩ Vknj )
definieren. In beiden Fa¨llen folgt somit schließlich die entsprechende Offenheit von θZ . 
Indem man den gerade vorgestellten Beweis an die Gegebenheiten von Theorem 2.2.6 anpasst,
erha¨lt man daru¨ber hinaus die anschließenden hinreichenden Bedingungen, welche ohne die
Verwendung absolutkonvexer Vereinigungen
⊎
auskommen.
Satz 3.2.5 Sei Z = (Zn, ιnn+1) ein induktives Spektrum lokalkonvexer Ra¨ume und sei U eine
Folge von Nullumgebungen Un ∈ U0(Zn). Ist nun folgende Bedingung erfu¨llt
∀ n˜ ∈ N ∃ n ≥ n˜ , m˜ ≥ n ∀m ≥ m˜ , C > 1 ∃ k > m , δ > 0
δ · (ιnk)−1(Uk) ∩ C · Un ⊂ (ιnm)−1(Um),
so ist θZ schon TU -T⊕-offen. Gilt sogar
∀ n˜ ∈ N ∃ n ≥ n˜ , m˜ ≥ n ∀m ≥ m˜ ∃ k > m ∀ C > 1 ∃ δ > 0
δ · (ιnk)−1(Uk) ∩ C · Un ⊂ (ιnm)−1(Um),
dann existiert eine Folge V von Nullumgebungen Vn ∈ U0(Zn), sodass θZ bereits TU -TV-offen ist.
Analog zur Vorgehensweise in Kapitel 2 kann man ebenfalls angeben, wie hierbei die Folge V vom
Aufbau der zugrunde liegenden Bedingung abha¨ngt. Nehmen wir dazu an, unter den Vorausset-
zungen von Satz 3.2.5 sei die sta¨rkere Bedingung erfu¨llt, so kann man mit einer vollsta¨ndigen
Induktion sehr a¨hnlich zu der im Beweis von Theorem 2.2.6 nachweisen:
∀ n˜ ∈ N ∃ n ≥ n˜ , m˜ ≥ n ∀m ≥ m˜ , k˜ ≥ m ∃ k > k˜ ∀ C > 1 ∃ δ > 0
δ · (ιnk)−1(Uk) ∩ C · Un ⊂ (ιnm)−1(Um).
KAPITEL 3. INDUKTIVE SPEKTREN 40
Damit la¨sst sich wieder rekursiv eine streng monoton steigende Folge (m˜n)n∈N natu¨rlicher Zahlen
konstruieren mit
∀ n ∈ N , m˜n+1 ≤ m < m˜n+2 ∃ m˜n+2 ≤ k < m˜n+3 ∀ C > 1 ∃ δ > 0(3.1)
δ · (ιnk)−1(Uk) ∩ C · Um˜n ⊂ (ιnm)−1(Um).
Satz 2.2.7 und Bemerkung 2.2.8 zusammengefasst ergeben mittels der bereits bewa¨hrten Dua-
lita¨tsbetrachtungen aus den Sa¨tzen 3.2.2 und 3.1.6 sowie aus Lemma 3.1.7 nun schon unmittelbar
die folgende Beschreibung einer entsprechenden Folge V.
Satz 3.2.6 Sei Z = (Zn, ιnn+1) ein induktives Spektrum lokalkonvexer Ra¨ume und sei U eine
Folge von Nullumgebungen Un ∈ U0(Zn). Ist nun (m˜n)n∈N eine streng monoton steigende Folge
natu¨rlicher Zahlen, welche die obige Bedingung (3.1) erfu¨llt, und definieren wir
Vk :=
m˜n+2−1⋂
i=k
(ιki )
−1(Ui) falls m˜n−1 < k ≤ m˜n
fu¨r jedes n ∈ N und mit m˜0 := 0, so gibt es zu (εk) ∈ (0, 1)N stets (δk) ∈ (0, 1)N mit⊎
k∈N
νk(δkVk) ∩ Im(θZ) ⊂ θZ
( ⊎
k∈N
νk(εkUk)
)
und hierbei ha¨ngt jedes δk fu¨r m˜n−1 < k ≤ m˜n und n ∈ N ausschließlich von den vorgegebenen
ε1, ..., εm˜n+1−1 ab, kann also unabha¨ngig von den u¨brigen εm˜n+1 , εm˜n+1+1, ... gewa¨hlt werden.
Wir hoffen, im Verlauf dieses Kapitels ist bereits deutlich geworden, dass sich auch noch andere
schon bekannte Bedingungen fu¨r die Offenheit von θZ mit Hilfe der vorgestellten Methoden auf
ebenfalls bekannte Surjektivita¨tskriterien fu¨r σZ′ zuru¨ckfu¨hren lassen. Nehmen wir beispielsweise
an, ein induktives Spektrum Z = (Zn, ιnn+1) lokalkonvexer Ra¨ume erfu¨lle das von J. Wengenroth
in [28] untersuchte Kriterium
∀ n ∈ N ∃ V ∈ U0(Zn) , m ≥ n ∀ U ∈ U0(Zm) , k > m ∃W ∈ U0(Zk)
(ιnk)
−1(W ) ∩ V ⊂ (ιnm)−1(U)
(wie hier in der urspru¨nglichen Form oder mit der leicht abgewandelten Reihenfolge der Quan-
toren von M. Langenbruch). Gema¨ß Satz 3.1.6 und Lemma 3.1.7 ko¨nnen wir dies auf das duale
projektive Spektrum Z ′ := (Z ′n, (ιnn+1)′) u¨bertragen und erhalten eine Bedingung sehr a¨hnlich zu
der aus den abschließenden Ausfu¨hrungen des vorigen Kapitels, welche sich jedoch ausschließlich
auf Polaren von Nullumgebungen bezieht. Analysiert man nun die entsprechenden Beobachtun-
gen von R. W. Braun und D. Vogt aus [2] bzw. von L. Frerick und J. Wengenroth aus [6] oder den
hierzu in Kapitel 2 unternommenen Exkurs, so stellt man (a¨hnlich wie im Beweis zu Satz 3.2.4)
fest, dass damit die Polare jeder typischen Nullumgebung
⊎
n∈N νn(Un) aus
⊕
n∈N Zn durch σZ′
in die Polare einer ebensolchen Nullumgebung
⊎
n∈N νn(Vn) geliftet wird. Auf das urspru¨ngliche
induktive Spektrum zuru¨ck u¨bersetzt liefert dies ebenfalls (wie schon Proposition 2.5 in [28]) die
T⊕-T⊕-Offenheit von θZ .
Weiter ist leicht nachzuvollziehen, dass man den Teil des Beweises, welcher sich hierbei auf der
dualen Seite also dem projektiven Spektrum abspielt, mittels derselben Methoden auch Schritt
fu¨r Schritt auf die induktive Seite zu einem direkten Beweis u¨berfu¨hren kann. Die U¨bersetzung
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der Ausfu¨hrungen von Braun/Vogt bzw. Frerick/Wengenroth wird auf diese Weise jedoch struk-
turell den Originalbeweis von J. Wengenroth aus [28] reproduzieren.
Indem wir die soeben unternommenen Dualita¨tsbetrachtungen den Gegebenheiten von Satz 2.2.9
anpassen, erhalten wir daru¨ber hinaus das folgende Resultat.
Satz 3.2.7 Sei Z = (Zn, ιnn+1) ein induktives Spektrum lokalkonvexer Ra¨ume. Gilt nun
∀ n ∈ N ∃m ≥ n ∀ k > m ∃ V ∈ U0(Zn) ∀ U ∈ U0(Zm) ∃W ∈ U0(Zk) ∀ C > 1 ∃ δ > 0
δ · (ιnk)−1(W ) ∩ C · V ⊂ (ιnm)−1(U),
so existiert zu jeder Folge U von Nullumgebungen Un ∈ U0(Zn) eine Folge V von Nullumgebungen
Vn ∈ U0(Zn), sodass θZ schon TU -TV-offen ist.
Abschließend wollen wir noch erwa¨hnen, dass sich in unseren Ausfu¨hrungen die Rollen der
Kapitel 2 und 3 nicht ohne Weiteres vertauschen lassen. Genauer gesagt besteht vordergru¨ndig
betrachtet die Mo¨glichkeit, wir ha¨tten unsere Beobachtungen zuerst fu¨r induktive Spektren
direkt nachgewiesen und die Untersuchung projektiver Spektren dann auf eine entsprechende
Dualita¨t zuru¨ckgefu¨hrt. Diese Vorgehensweise ha¨tte jedoch nicht zu so allgemeinen Ergebnissen
gefu¨hrt, wie wir sie hier erzielt haben. Bei genauerer Betrachtung der Sa¨tze 3.1.6 und 3.2.2
beispielsweise ist na¨mlich schnell einzusehen, dass man ohne zusa¨tzliche Voraussetzungen keine
entsprechenden analogen Aussagen bekommen wird. Somit gibt es nicht nur einen a¨sthetischen
sondern auch einen historischen Hintergrund dafu¨r, dass zu allen zitierten Resultaten sowohl fu¨r
projektive als auch fu¨r induktive Spektren direkte Beweise existieren, da die meisten von uns
betrachteten Techniken zuerst fu¨r den induktiven Fall entwickelt wurden.
Kapitel 4
Auswertbare Bedingungen
In diesem Kapitel stellen wir auswertbare Bedingungen an gradierte Fre´chetra¨ume E und F vor,
welche beschreiben, wann eine ganze Klasse von kurzen exakten Sequenzen zerfa¨llt, wie es in den
Theoremen 1.3.2 und 1.3.3 untersucht wurde. Wir erhalten zuerst eine notwendige Bedingung,
welche sowohl Halbnormen von E als auch Dualnormen von F verwendet. Um ebenfalls hinrei-
chende Ergebnisse dieses Typs zu erzielen, setzen wir bestimmte zusa¨tzliche Eigenschaften fu¨r
E und F voraus, welche als unsere drei Standardvoraussetzungen zusammengefasst werden. Im
zweiten Abschnitt nehmen wir an, dass E oder F ein Potenzreihenraum sei. Unter diesen Vor-
gaben bekommen wir Bedingungen, welche sich ausschließlich auf den jeweiligen anderen Raum
beziehen. Abschließend wird der Fall ausgewertet, dass E und F Potenzreihenra¨ume sind.
4.1 Drei Standardvoraussetzungen
Wir wollen also untersuchen, ob fu¨r gradierte Fre´chetra¨ume E und F eine oder mehrere der
Aussagen aus Theorem 1.3.2 bzw. 1.3.3 u¨ber die Existenz von Inversen, Extensions und Liftings
zutreffen. Wir werden jedoch alle Resultate auf die Beschaffenheit des Bildes von σ bzw. von σˆ
zuru¨ckfu¨hren und der Ku¨rze halber auch hieru¨ber formulieren. Die Abbildungen σ und σˆ seien
dazu im Weiteren stets wie in Kapitel 1 definiert.
Wie die erzielten notwendigen Bedingungen mittels dieser Formulierung zu verstehen sind,
scheint recht offensichtlich. Denn in beiden Theoremen wird die Aussage u¨ber σ von allen anderen
impliziert. Bei der Betrachtung hinreichender Bedingungen werden wir immer davon ausgehen,
dass einer der folgenden Fa¨lle (i), (ii) und (iii) erfu¨llt sei. Da wir diese simultan behandeln
wollen, bezeichnen wir sie als unsere Standardvoraussetzungen:
(i) Seien E und F gradierte Fre´chet-Hilbertra¨ume.
(ii) Sei E = λ1(A) ein Ko¨theraum und sei F ein beliebiger gradierter Fre´chetraum.
(iii) Sei F = λ∞(B) ein Ko¨theraum und sei E ein beliebiger gradierter Fre´chetraum.
Hierbei bezeichnen wir eine Matrix A = (aj,n)j,n∈N reeller Zahlen als eine Ko¨thematrix, falls
0 ≤ aj,n ≤ aj,n+1 fu¨r alle j, n ∈ N, falls es zu jedem j ∈ N ein n ∈ N gibt, sodass aj,n > 0 ist,
und falls zu n ∈ N stets ein m ≥ n existiert mit infj∈N aj,n/aj,m = 0, wobei man 0/0 := 0 setze.
Damit sei fu¨r jedes feste p ∈ [1,∞] der zugeho¨rige Ko¨theraum definiert als
λp(A) := {x = (xj) ∈ KN : ‖x‖λp(A)n := ∥∥ (aj,n · xj)j∈N ∥∥lp <∞ ∀ n ∈ N}.
Dieser wird auf kanonische Weise zu einem gradierten Fre´chetraum.
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Wir werden nun darlegen, dass in Theorem 1.3.2 bzw. in Theorem 1.3.3 die Aussage u¨ber σˆ
unter jeder der Standardvoraussetzungen bereits alle anderen Aussagen impliziert, wenn man
im Fall (i) auch alle weiteren Ra¨ume als gradierte Fre´chet-Hilbertra¨ume annimmt. Um dies
so einheitlich ausdru¨cken zu ko¨nnen, bezeichnen wir in den Fa¨llen (i) und (ii) das projektive
Spektrum (Fn, ξnn+1) := (Fn, fnn+1), womit ebenfalls σˆ = σ folgt. Im Fall (iii) sei (Fn, ξnn+1) wie
im Anschluss unter (4.2) definiert.
Die Behauptung ist fu¨r (i) direkt einzusehen. Nehmen wir andererseits (ii) an also E = λ1(A),
so erha¨lt man zu jedem n ∈ N mittels NAn := {j ∈ N : aj,n > 0} den lokalen Banachraum
En = l1(NAn , an) :=
{
x = (xj) ∈ KNAn : ‖x‖l1(NAn ,an) :=
∑
j∈NAn aj,n |xj | <∞
}
(4.1)
mit der verbindenden Abbildung enn+1 : En+1 → En, (xj)j∈NAn+17→ (xj)j∈NAn . Es reicht somit zu
beweisen, dass En = l1(NAn , an) projektiv ist. Seien dazu Banachra¨ume Y und Z mit Einheits-
kugeln UY bzw. UZ sowie ein surjektives q ∈ L(Y, Z) gegeben. Nach dem Satz von der offenen
Abbildung gibt es dann ein S ∈ R mit UZ ⊂ S · q(UY ). Ist daru¨ber hinaus T ∈ L(En, Z) mit
T (UEn) ⊂ C · UZ fu¨r ein geeignetes C ∈ R, so besitzt T eine Darstellung
T : En = l1(NAn , an)→ Z , (xj)j∈NAn 7→
∑
j∈NAn xjzj ,
wobei jedes zj ∈ aj,nC · UZ ist. Nach Obigem finden wir hierzu z˜j ∈ aj,n S C · UY mit qz˜j = zj .
Damit la¨sst sich jetzt ein T˜ ∈ L(En, Y ) definieren durch T˜ : (xj)j∈NAn 7→
∑
j∈NAn xj z˜j , welches
bereits T = q ◦ T˜ und T˜ (UEn) ⊂ S C · UY erfu¨llt.
Gelte abschließend (iii), so kann man F = λ∞(B) schreiben als F = Projn∈N (Fn, ξnn+1) mittels
Fn := l∞(NBn , bn) :=
{
x = (xj) ∈ KNBn : ‖x‖l∞(NBn ,bn) := supj∈NBn bj,n |xj | <∞
}
(4.2)
und ξnn+1 : Fn+1 → Fn, (xj)j∈NBn+17→ (xj)j∈NBn . Es genu¨gt also zu zeigen, dass Fn = l∞(N
B
n , bn)
injektiv ist. Geben wir uns dazu einen Banachraum Y mit der Einheitskugel UY und einen
Unterraum X ⊂ Y mit der Einheitskugel UX = UY ∩ X vor. Sei außerdem T ∈ L(X,Fn) mit
T (UX) ⊂ C · UFn fu¨r ein passendes C ∈ R, dann ist T von der Gestalt
T : X → Fn = l∞(NBn , bn) , x 7→ (Tjx)j∈NBn ,
mit jedem Tj ∈ C b−1j,n ·(UX)◦. Nach dem Satz von Hahn-Banach gibt es hierzu T˜j ∈ C b−1j,n ·(UY )◦
mit T˜j |X = Tj . Wir ko¨nnen somit ein T˜ ∈ L(Y,Fn) durch T˜ : y 7→ (T˜jy)j∈NBn definieren, fu¨r
welches schließlich T˜ |X = T sowie T˜ (UY ) ⊂ C · UFn gilt.
Erga¨nzend zu oben werden wir als unsere starken Standardvoraussetzungen bezeichnen,
dass einer der Fa¨lle (i), (ii) und (iii) erfu¨llt sei und mittels der dadurch gegebenen Gradierung
auf E zusa¨tzlich alle enn+1 : En+1 → En injektiv seien.
Betrachten wir jetzt zuerst die Situation, in der dies eine echte Einschra¨nkung bedeuten wu¨rde,
dass also einer der Fa¨lle (i), (ii) und (iii) gilt aber E dabei keine Gradierung zula¨sst, fu¨r welche
alle enn+1 : En+1 → En injektiv wa¨ren. Das erste Theorem dieses Kapitels wird unter diesen
Vorgaben bereits vollsta¨ndig charakterisieren, wann eine ganze Klasse kurzer exakter Sequenzen
zerfa¨llt. Wir beno¨tigt dazu jedoch noch die folgende Definition und das anschließende Lemma.
Definition 4.1.1 Man nennt einen Fre´chetraum F abza¨hlbar normiert bzw. eine Quojektion,
falls er isomorph zu dem projektiven Limes eines abza¨hlbaren Spektrums aus Banachra¨umen Fn
und injektiven bzw. surjektiven Verbindungsabbildungen ξnn+1 : Fn+1 → Fn ist.
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Ist F ein gradierter Fre´chetraum, so lassen sich diese Eigenschaften wie folgt charakterisieren.
Lemma 4.1.2 Fu¨r einen gradierten Fre´chetraum F gelten die folgenden Aussagen:
(a) F ist genau dann abza¨hlbar normiert, wenn ein N ∈ N existiert, sodass es zu jedemM ≥ N
ein K ≥M gibt mit Ker(fMK ) = Ker(fNK ).
(b) F ist genau dann eine Quojektion, wenn es zu jedem n ∈ N ein m ≥ n gibt, sodass fu¨r
jedes k ≥ m gilt Im(fnm) = Im(fnk ).
Beweis: Gehen wir zuerst davon aus, die in (a) beschriebene Bedingung sei erfu¨llt, so la¨sst sich
leicht eine streng monoton steigende Folge (Mn)n∈N natu¨rlicher Zahlen konstruieren, sodass fu¨r
jedes n ≥ 2 gilt Ker(fMnMn+1) = Ker(f
Mn−1
Mn+1
). Weiter erhalten wir kanonische Abbildungen
FMn−1
in−1←− FMn
/
Ker(fMn−1Mn )
qn←− FMn in←− FMn+1
/
Ker(fMnMn+1)
qn+1←− FMn+1(1)
mit in−1 ◦qn = fMn−1Mn . Fu¨r Fn := FMn
/
Ker(fMn−1Mn ) und ξ
n
n+1 := qn ◦ in folgt damit unmittelbar
F = Projn≥2 (Fn, ξnn+1). Daru¨ber hinaus la¨sst sich wegen in−1 ◦ ξnn+1 ◦ qn+1 = fMn−1Mn+1 und
Ker(fMnMn+1) = Ker(f
Mn−1
Mn+1
) bereits nachvollziehen, dass in−1 ◦ ξnn+1 und somit insbesondere auch
ξnn+1 injektiv sein mu¨ssen.
Sei nun andererseits F abza¨hlbar normiert vorgegeben mit F = Proj (Fn, ξnn+1), sodass alle
ξnn+1 : Fn+1 → Fn injektiv sind. Wir ko¨nnen hierbei ohne Einschra¨nkung davon ausgehen, dass
jedes kanonische ξn : F → Fn dichtes Bild besitzt, da sich anderenfalls Fn durch den Abschluss
des Bildes von ξn ersetzen la¨sst. Wegen der A¨quivalenz der entsprechenden Gradierungen auf F ,
gibt es dann ein N ∈ N und zu jedem M ≥ N weitere k ∈ N und K ≥M , sodass Fortsetzungen
F1 f
1
←− FN
fNM←− FM
fM←− Fk f
k
←− FK
der Identita¨t von F entstehen, welche daher f 1 ◦ fNM ◦ fM = ξ1k und fM ◦ f
k = fMK erfu¨llen.
Weil mit ξ1k offenbar auch f
N
M ◦ fM und fM injektiv sein mu¨ssen, bekommen wir damit schon
Ker(fMK ) = Ker(f
k) = Ker(fNK ).
Nehmen wir jetzt an, die in (b) beschriebene Bedingung sei erfu¨llt, so la¨sst sich leicht eine streng
monoton steigende Folge (Mn)n∈N natu¨rlicher Zahlen konstruieren, sodass fu¨r jedes n ≥ 2 gilt
Im(fMn−1Mn ) = Im(f
Mn−1
Mn+1
). Unter Verwendung der zu (1) geho¨renden Konstruktion haben wir
wieder F = Projn≥2 (Fn, ξnn+1). Mittels der Surjektivita¨t der Quotientenabbildungen qn und
der Injektivita¨t der in la¨sst sich jedoch diesmal leicht nachvollziehen, dass alle ξn surjektiv sein
mu¨ssen.
Sei abschließend F als Quojektion vorgegeben also als F = Proj (Fn, ξnn+1) mit surjektiven
ξnn+1 : Fn+1 → Fn und daher mit surjektiven ξn : F → Fn. Analog zu oben gibt es dann fu¨r
jedes n ∈ N ein M ∈ N und ein m ≥ n sowie fu¨r jedes k ≥ m ein K ≥M , sodass Fortsetzungen
Fn
fn←− FM f
M
←− Fm
fmk←− Fk
fk←− FK
von IdF entstehen mit fn ◦ f M = fnm und f M ◦ fmk ◦ fk = ξMK . Da hierbei mit ξMK auch f
M ◦ fmk
und f M surjektiv sind, bekommen wir somit Im(fnm) = Im(f
n) = Im(fnk ). 
Mit Hilfe der Konstruktion eines projektiven Spektrums mit injektiven Verbindungsabbildungen
vom Anfang des gerade gefu¨hrten Beweises ist außerdem leicht einzusehen:
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Bemerkung 4.1.3 Zu jedem echten, abza¨hlbar normierten Fre´chet-Hilbertraum E gibt es eine
Gradierung bestehend aus Hilbert-Halbnormen, sodass alle enn+1 : En+1 → En injektiv sind.
An dieser Stelle sei darauf hingewiesen, dass man fu¨r beliebige gradierte Fre´chetra¨ume E und F
sowie ein vorgegebenes n ∈ N offenbar bekommt L(E,Fn) =
⋃
k∈N L¨(Ek, Fn) und dass hierbei
jedes L¨(Ek, Fn) auf kanonische Weise zu einem Banachraum wird mit der Einheitskugel
Bk,n := {T ∈ L(E,Fn) : T (UEk ) ⊂ UFn }.
Außerdem ist L(E,Fn) vollsta¨ndig und somit insbesondere lokal vollsta¨ndig. Mit Hilfe des
Faktorisierungssatzes von Grothendieck la¨sst sich daher leicht nachvollziehen, dass die Fami-
lie {Bk,n : k ∈ N} ein Fundamentalsystem beschra¨nkter Mengen in L(E,Fn) bildet.
Ist speziell F = Projn∈N (Fn, ξnn+1) der projektive Limes von Banachra¨umen, so erha¨lt man fu¨r
L(E,Fn) mittels der Banachkugeln Bˆk,n := {T ∈ L(E,Fn) : T (UEk ) ⊂ UFn} vo¨llig analoge
Aussagen. Damit sind wir nun in der Lage zu zeigen:
Theorem 4.1.4 Gilt eine der Standardvoraussetzungen und ist E nicht abza¨hlbar normiert, so
sind die folgenden Aussagen bereits a¨quivalent:
(a) F ist eine Quojektion.
(b) Es gibt ein φ : N→ N mit φ↗∞, sodass ∏
n∈N
L¨(Eφ(n+1), Fn) ganz im Bild von σ liegt.
(c) Zu jedem φ : N→ N existiert ψ : N→ N mit ∏
n∈N
L¨(Eφ(n+1),Fn) ⊂ σˆ
( ∏
n∈N
L¨(Eψ(n),Fn)
)
.
Beweis: Weisen wir zuerst die Implikation (b)⇒ (a) nach. Nehmen wir dazu an, (b) sei erfu¨llt
und es sei ein entsprechendes φ : N → N gegeben. Mit Hilfe von Theorem 2.1.7 zusammen mit
unseren Ausfu¨hrungen vor Theorem 4.1.4 ist dann leicht einzusehen, dass bereits gilt
∀ n ∈ N ∃N ∈ N ∀m ≥ n , k ≥ m ∃K ≥ max(φ(m+ 1), N) , S > 1(1)
%nm(Bφ(m+1),m) ⊂ S ·
(
BN,n + %nk(BK,k)
)
.(2)
Wir zeigen nun weiter, dass aus (2) ohne A¨nderung der vorgegeben Zahlen fu¨r jedes x ∈ E folgt
‖x‖Eφ(m+1) · fnm(UFm) ⊂ S ·
( ‖x‖EN · UFn + ‖x‖EK · fnk (UFk) ).(3)
Nehmen wir uns dazu ein festes x ∈ E, so gibt es nach dem Satz von Hahn-Banach ein ν ∈ E′ mit
νx = ‖x‖Eφ(m+1) und |νx˜| ≤ ‖x˜‖Eφ(m+1) fu¨r alle x˜ ∈ E. Ist außerdem z ∈ UFm , dann erha¨lt man
ein u ∈ Bφ(m+1),m durch ux˜ := νx˜·z. Zerlegen wir jetzt u gema¨ß (2) in %nm(u) = v+%nk(w), so gilt
insbesondere ‖x‖Eφ(m+1) · fnm(z) = %nm(u)x = vx+ %nk(w)x ∈ S · ‖x‖EN · UFn + S · ‖x‖EK · fnk (UFk).
Da das Bild von eK : E → EK dicht liegt und die skalare Multiplikation auf jedem lokalen
Banachraum von F stetig ist, la¨sst sich mittels (3) sogar fu¨r jedes x ∈ EK direkt nachvollziehen
‖eφ(m+1)K x‖Eφ(m+1) · fnm(UFm) ⊂ S ·
( ‖eNKx‖EN · UFn + ‖x‖EK · fnk (UFk) ).(4)
Unter Verwendung von Lemma 4.1.2 ko¨nnen wir damit beweisen, dass F eine Quojektion sein
muss, falls E nicht abza¨hlbar normiert ist, es also zu jedem N ∈ N ein M ≥ N gibt, sodass fu¨r
jedes K ≥M gilt Ker(eMK ) 6= Ker(eNK). Sei dazu ein beliebiges n ∈ N vorgegeben, so wa¨hlen wir
zuerst N ∈ N aus (1), dazu M ≥ N wie gerade und des Weiteren ein m ≥ n mit φ(m+ 1) ≥M .
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Zu jedem k ≥ m gibt es dann K ≥ max(φ(m + 1), N) und S > 1 gema¨ß (1) sowie ein x ∈ EK
mit eNKx = 0 aber e
M
K x 6= 0 also eφ(m+1)K x 6= 0. Fu¨r dieses ergibt (4) daher
‖eφ(m+1)K x‖Eφ(m+1) · fnm(UFm) ⊂ S · ‖x‖EK · fnk (UFk)
und somit insbesondere Im(fnm) = Im(f
n
k ).
Beweisen wir nun die Implikation (a) ⇒ (c). Sei dazu F eine Quojektion, so gibt es nach
Lemma 4.1.2 zu jedem n ∈ N ein m ≥ n, sodass fu¨r alle k > m gilt
Im(fnm) = Im(f
n
k ).(5)
Hierbei ist (5) a¨quivalent zur Surjektivita¨t von qm ◦ fmk fu¨r die kanonischen Abbildungen
Fn
in←− Fm
/
Ker(fnm)
qm←− Fm
fmk←− Fk
mit in ◦ qm = fnm. Nach dem Satz von der offenen Abbildung existiert also ein S > 1 mit
qm(UFm) ⊂ S · qm ◦ fmk (UFk).(6)
Wie mit Hilfe von Satz 2.2.9 recht leicht einzusehen ist, genu¨gt es jetzt im Folgenden zu zeigen,
dass man mittels (6) unter jeder der Standardvoraussetzungen fu¨r alle M ∈ N bekommt
%ˆnm(BˆM,m) ⊂ S · %ˆnk(BˆM,k).
Nehmen wir dafu¨r zuerst Fall (i) an, dann ist insbesondere Fk ein Hilbertraum. Gema¨ß (6) gibt
es daher zu qm ◦ fmk eine Rechtsinverse Rmk ∈ L(Fm/Ker(fnm), Fk) mit Rmk ◦ qm(UFm) ⊂ S · UFk .
Sei nun ein u ∈ BM,m = BˆM,m vorgegeben, so bekommt man fu¨r w := Rmk ◦ qm ◦ u ∈ S · BM,k
schon %ˆnm(u) = in ◦ qm ◦ fmk ◦Rmk ◦ qm ◦ u = %ˆnk(w).
Gelte andererseits (ii), so haben wir in der Einleitung dieses Kapitels unter (4.1) bereits gesehen,
dass EM = l1(NAM , aM ) projektiv ist und speziell dass hier zu jedem T ∈ L(EM , Fm/Ker(fnm))
mit T (UEM ) ⊂ qm(UFm) ein T˜ ∈ L(EM , Fk) existiert mit T = qm◦fmk ◦T˜ und T˜ (UEM ) ⊂ S·(UFk).
Ist jetzt u ∈ BM,m = BˆM,m, dann sei u˜ ∈ L(EM , Fm) mit u = u˜ ◦ eM . Wa¨hlen wir damit zu
T := qm ◦ u˜ ein T˜ ∈ L(EM , Fk) wie gerade beschrieben, so zeigt man fu¨r w := T˜ ◦ eM ∈ S ·BM,k
leicht %ˆnm(u) = in ◦ T ◦ eM = in ◦ qm ◦ fmk ◦ T˜ ◦ eM = %ˆnk(w).
Betrachten wir abschließend Standardvoraussetzung (iii), so haben wir Fν ⊂ Fν := l∞(NBν , bν)
und fνν+1 : Fν → Fν+1, (xj)j∈NBν+17→ (xj)j∈NBν fu¨r alle ν ∈ N. Aus (6) folgt des Weiteren direkt
fnm(UFm) ⊂ S · fnk (UFk). Da fu¨r j ∈ NBn insbesondere (b−1j,m · δj,ν )ν∈NBm ∈ UFm ist, la¨sst sich somit
recht einfach bj,k · b−1j,m ≤ S einsehen. Ein beliebiges u ∈ BˆM,m besitzt außerdem die Gestalt
u : E → Fm = l∞(NBm, bm) , z 7→ (ujz)j∈NBm ,
wobei jedes uj ∈ b−1j,m ·
(
UEM
)◦ ist. Definieren wir damit weitere
wj := uj ∈ S b−1j,k ·
(
UEM
)◦ fu¨r j ∈ NBn und wj := 0 fu¨r j ∈ NBk \NBn ,
dann bekommt man schließlich ein w ∈ S · BˆM,k durch w : z 7→ (wjz)j∈NBk , welches offenbar
%ˆnm(u) = ξ
n
m ◦ u = ξnk ◦ w = %ˆnk(w) erfu¨llt. 
Wir haben hierbei die Standardvoraussetzungen ausschließlich fu¨r den Nachweis der Implikation
(a)⇒ (c) verwendet und stellen daher fest:
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Bemerkung 4.1.5 Die Implikation (b)⇒ (a) aus Theorem 4.1.4 gilt auch fu¨r beliebige gradierte
Fre´chetra¨ume E und F , falls E nicht abza¨hlbar normiert ist.
Kommen wir jetzt zu einer notwendigen Bedingung dafu¨r, dass eine ganze Klasse kurzer exakter
Sequenzen zu gradierten Fre´chetra¨umen E und F zerfa¨llt. Wir definieren dazu fu¨r jedes n ∈ N
F ∗n := { y ∈ F ′ : ‖y‖∗Fn := supz∈UFn |yz| <∞}.
Hierbei nennt man ‖.‖∗Fn die n-te Dualnorm von F und (F ∗n , ‖.‖∗Fn ) bildet einen zu F ′n isometrisch
isomorphen Banachraum. Des Weiteren gilt ‖.‖∗Fn+1 ≤ C · ‖.‖∗Fn mittels eines geeigneten C > 1.
Satz 4.1.6 Seien E und F gradierte Fre´chetra¨ume. Ist nun ein φ : N→ N mit φ↗∞ gegeben,
fu¨r welches
∏
n∈N
L¨(Eφ(n+1), Fn) ganz im Bild von σ enthalten ist, so folgt
∀ n ∈ N ∃N ∈ N ∀m ≥ n , k ≥ m ∃K ≥ N , S > 1 ∀ x ∈ E , y ∈ F ∗n
‖x‖Eφ(m+1) · ‖y‖∗Fm ≤ S ·
( ‖x‖EN · ‖y‖∗Fn + ‖x‖EK · ‖y‖∗Fk ).
Beweis: Wir stellen zuerst fest, dass ausschließlich die Voraussetzungen von Satz 4.1.6 verwendet
wurden, um im Beweis der Implikation (b)⇒ (a) aus Theorem 4.1.4 bereits zu zeigen
∀ n ∈ N ∃N ∈ N ∀m ≥ n , k ≥ m ∃K ≥ N , S > 1 ∀ x ∈ E(1)
‖x‖Eφ(m+1) · fnm(UFm) ⊂ S ·
( ‖x‖EN · UFn + ‖x‖EK · fnk (UFk) ).(2)
Sei nun weiter noch ein beliebiges y˜ ∈ F ′n gegeben, so la¨sst sich leicht nachvollziehen, dass man
ausgehend von (2) ohne A¨nderung der Vorgaben aus (1) erha¨lt
‖x‖Eφ(m+1) · ‖y˜ ◦ fnm‖F ′m ≤ S ·
( ‖x‖EN · ‖y˜‖F ′n + ‖x‖EK · ‖y˜ ◦ fnk ‖F ′k ),
da fu¨r alle natu¨rlichen ν ≥ n und reellen a ≥ 0 offenbar a·‖y˜◦fnν ‖F ′ν = sup{|y˜z| : z ∈ a·fnν (UFν )}
ist. Somit folgt schließlich auch schon unsere Behauptung, weil es zu jedem y ∈ F ∗n ein y˜ ∈ F ′n
gibt mit y = y˜ ◦ fn und da hierbei fu¨r jedes ν ≥ n gilt ‖y‖∗Fν = ‖y˜ ◦ fnν ‖F ′ν . 
Fu¨r die Betrachtung hinreichender Bedingungen werden wir im Weiteren stets davon ausgehen,
dass eine der starken Standardvoraussetzungen erfu¨llt sei. Denn die Situation, in der dies eine
echte Einschra¨nkung zu den reinen Fa¨llen (i), (ii) und (iii) bedeuten wu¨rde, la¨sst sich mit Hilfe
von Theorem 4.1.4 bereits umfassend behandeln.
Satz 4.1.7 Gelte eine der starken Standardvoraussetzungen und sei ein φ : N→ N mit φ↗∞
vorgegeben. Ist nun folgende Bedingung erfu¨llt
∀ n˜ ∈ N ∃ n ≥ n˜ , m˜ ≥ n ∀m ≥ m˜ , ε > 0 ∃ k > m , S > 1 ∀ x ∈ E , y ∈ F ∗n
‖x‖Eφ(m+1) · ‖y‖∗Fm ≤ ε · ‖x‖Eφ(n+1) · ‖y‖∗Fn + S · ‖x‖Eφ(k+1) · ‖y‖∗Fk ,
so liegt
∏
n∈N
L¨(Eφ(n+1),Fn) ganz im Bild von σˆ. Gilt sogar
∀ n˜ ∈ N ∃ n ≥ n˜ , m˜ ≥ n ∀m ≥ m˜ ∃ k > m ∀ ε > 0 ∃ S > 1 ∀ x ∈ E , y ∈ F ∗n
‖x‖Eφ(m+1) · ‖y‖∗Fm ≤ ε · ‖x‖Eφ(n+1) · ‖y‖∗Fn + S · ‖x‖Eφ(k+1) · ‖y‖∗Fk ,
dann existiert ein ψ : N→ N mit ∏
n∈N
L¨(Eφ(n+1),Fn) ⊂ σˆ
( ∏
n∈N
L¨(Eψ(n),Fn)
)
.
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Beweis: Wir fu¨hren unsere Behauptung auf Theorem 2.2.6 zusammen mit der entsprechenden
Definition 2.2.1 des Liftens beschra¨nkter Mengen zuru¨ck. Wie damit leicht einzusehen ist, genu¨gt
es nun zu zeigen, dass man fu¨r beliebige n ≤ m ≤ k und N ≤M ≤ K sowie ε, S > 0 aus
‖x‖EM · ‖y‖∗Fm ≤ ε · ‖x‖EN · ‖y‖∗Fn + S · ‖x‖EK · ‖y‖∗Fk ∀ x ∈ E , y ∈ F ∗n(1)
unter jeder der drei starken Standardvoraussetzungen bereits bekommt
%ˆnm(BˆM,m) ⊂ 3 ε · BˆN,n + 2S · %ˆnk(BˆK,k).(2)
Wir stellen dazu fest, dass mit (1) wegen des dichten Bildes von eK : E → EK und, da fu¨r
y ∈ F ′n und ν ≥ n offenbar ‖y ◦ fn‖∗Fν = ‖y ◦ fnν ‖F ′ν ist, fu¨r alle x ∈ EK und y ∈ F ′n gilt
‖eMK x‖EM · ‖y ◦fnm‖F ′m ≤ ε · ‖eNKx‖EN · ‖y‖F ′n + S · ‖x‖EK · ‖y ◦fnk ‖F ′k .(3)
Nehmen wir erst an, die starke Standardvoraussetzung (i) sei erfu¨llt, E und F seien also gradierte
Fre´chet-Hilbertra¨ume, sodass alle Verbindungsabbildungen enn+1 : En+1 → En injektiv sind.
Mittels (3) la¨sst sich dann direkt [3] Theorem 3.3 verwenden. Dieses besagt, dass es zu jedem
u˜ ∈ UL(EM ,Fm) stets v˜ ∈ ε · UL(EN ,Fn) und w˜ ∈ S · UL(EK ,Fk) gibt mit
fnm ◦ u˜ ◦ eMK = v˜ ◦ eNK + fnk ◦ w˜,
wobei UL(Eµ,Fν) = {T ∈ L(Eµ, Fν) : T (UEµ) ⊂ UFν} die Einheitskugel von L(Eµ, Fν) sei fu¨r alle
µ, ν ∈ N. Um (2) einzusehen, geben wir ein u ∈ BM,m = BˆM,m vor und wa¨hlen u˜ ∈ UL(EM ,Fm)
mit u = u˜ ◦ eM . Zerlegt man dieses na¨mlich auf die soeben beschriebene Weise, so gilt fu¨r
v := v˜ ◦ eN ∈ ε ·BN,n und w := w˜ ◦ eK ∈ S ·BK,k schon %ˆnm(u) = v + %ˆnk(w).
Gelte andererseits die starke Standardvoraussetzung (ii), so ist E = λ1(A) mit aj,ν > 0 fu¨r alle
j, ν ∈ N. Indem man (3) auf die Einheitsvektoren x = (δj,ν)ν∈N anwendet, erha¨lt man daher(
aj,M
)−1 · [(fnm)′ ]−1(UF ′m) ⊃ (2 ε aj,N)−1 · UF ′n ∩ (2S aj,K)−1 · [(fnk )′ ]−1(UF ′k).
Mit Hilfe des Bipolarensatzes sowie von Lemma 3.1.2 folgt damit weiter
aj,M · fnm(UFm) ⊂ 2 ε aj,N · UFn unionmulti 2S aj,K · fnk (UFk)
⊂ 3 ε aj,N · UFn + 2S aj,K · fnk (UFk).
Geben wir uns nun ein beliebiges u ∈ BM,m = BˆM,m vor, dann besitzt dieses die Gestalt
u : E = λ1(A)→ Fm , (xj)j∈N 7→
∑
j∈N xjuj ,
wobei jedes uj ∈ aj,M · UFm sein muss. Nach Obigem findet man dazu vj ∈ 3 ε aj,N · UFn und
wj ∈ 2S aj,K ·UFk mit fnm(uj) = vj + fnk (wj). Die Abbildungen v ∈ 3 ε ·BN,n und w ∈ 2S ·BK,k,
welche durch v : (xj)j∈N 7→
∑
j∈N xjvj bzw. w : (xj)j∈N 7→
∑
j∈N xjwj definiert seien, liefern
somit %ˆnm(u) = v + %ˆ
n
k(w).
Setzen wir abschließend (iii) voraus also F = λ∞(B), so la¨sst sich die Ungleichung aus (1) fu¨r
alle j ∈ NBn auf y ∈ F ∗n mit y : (zν)ν∈N 7→ zj anwenden und wir erhalten leicht
bj,m · UEM ⊂ (2 ε)−1bj,n · UEN ∩ (2S)−1bj,k · UEK .
Unter Verwendung von Satz 3.1.6 bekommt man daher unmittelbar
b−1j,m ·
(
UEM
)◦ ⊂ 2 ε b−1j,n · (UEN )◦ + 2S b−1j,k · (UEK)◦.(4)
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Nehmen wir uns jetzt ein beliebiges u ∈ BˆM,m, dann ist dieses von der Form
u : E → Fm = l∞(NBm, bm) , x 7→ (ujx)j∈NBm
mit allen uj ∈ b−1j,m ·
(
UEM
)◦. Fu¨r j ∈ NBn kann man also uj nach (4) zerlegen in uj = vj + wj .
Die Abbildungen v ∈ 2 ε · BˆN,n und w ∈ 2S · BˆK,k definiert als v : x 7→ (vjx)j∈NBn bzw.
w : x 7→ (wjx)j∈NBk mit wj := 0 fu¨r j ∈ N
B
k \NBn erfu¨llen schließlich %ˆnm(u) = v + %ˆnk(w). 
Wendet man diesen Beweis nunmehr auf Satz 2.2.7 an, so erha¨lt man außerdem:
Satz 4.1.8 Gelte eine der starken Standardvoraussetzungen und sei ein φ : N→ N mit φ↗∞
vorgegeben. Ist nun (m˜n)n∈N eine streng monoton steigende Folge natu¨rlicher Zahlen mit
∀ n ∈ N , m˜n+1 ≤ m < m˜n+2 ∃ m˜n+2 ≤ k < m˜n+3 ∀ ε > 0 ∃ S > 1
‖x‖Eφ(m+1) · ‖y‖∗Fm ≤ ε · ‖x‖Eφ(m˜n+1) · ‖y‖∗Fm˜n + S · ‖x‖Eφ(k+1) · ‖y‖∗Fk ,
und definieren wir eine Funktion ψ : N→ N durch
ψ( j ) := φ( m˜n+2 ) falls m˜n−1 < j ≤ m˜n
fu¨r jedes n ∈ N und mit m˜0 := 0, so folgt
∏
n∈N
L¨(Eφ(n+1),Fn) ⊂ σˆ
( ∏
n∈N
L¨(Eψ(n),Fn)
)
.
Das na¨chste Resultat legt insbesondere dar, dass man unter unseren starken Standardvoraus-
setzungen aus der Surjektivita¨t von σ bereits bekommt, dass sich fu¨r jede Klasse von kurzen
exakten Sequenzen zu E und F auch die Stetigkeitscharakteristiken der entsprechenden Inversen,
Extensions und Liftings einheitlich abscha¨tzen lassen.
Satz 4.1.9 Unter jeder starken Standardvoraussetzung sind die folgenden Aussagen a¨quivalent:
(a) σ ist surjektiv.
(b) Es gilt: ∀n ∈ N ∃m ≥ n ∀k ≥ m ∃N ∈ N ∀M ≥ N ∃K ≥M ∀ε > 0 ∃S > 1
‖x‖EM · ‖y‖∗Fm ≤ ε · ‖x‖EN · ‖y‖∗Fn + S · ‖x‖EK · ‖y‖∗Fk ∀ x ∈ E , y ∈ F ∗n .
(c) Zu jedem φ : N→ N existiert ψ : N→ N mit ∏
n∈N
L¨(Eφ(n+1),Fn) ⊂ σˆ
( ∏
n∈N
L¨(Eψ(n),Fn)
)
.
Beweis: Die Implikation (b) ⇒ (c) la¨sst sich mittels derselben Vorgehensweise wie bei den
Sa¨tzen 4.1.7 und 4.1.8 direkt auf Satz 2.2.9 zuru¨ckfu¨hren.
Den Nachweis der Implikation (a) ⇒ (b) wollen wir nur grob skizzieren, da er von D. Vogt und
J. Wengenroth bereits implizit erbracht wurde. So hat Vogt in [23] fu¨r Proposition 2.3 gezeigt,
dass beliebige gradierte Fre´chetra¨ume E und F , fu¨r welche σ surjektiv ist, die dort beschriebene
Bedingung (S∗2) erfu¨llen, woraus unmittelbar (S∗3) sowie (S•3) in [30] folgen (vgl. auch [30] Beweis
zu Proposition 5.2.2). Eine Analyse des Beweises zu Lemma 5.2.4 aus [30], welches eine Variante
von [23] Lemma 3.3 darstellt, ergibt schließlich schnell, dass (S•3) hier schon (b) impliziert, da E
als gradierter Fre´chetraum definitionsgema¨ß nicht normierbar ist. 
Als offene Frage, welche wir in dieser Arbeit nicht kla¨ren ko¨nnen, bleibt, ob die Aussagen (a)
und (c) aus Satz 4.1.9 auch fu¨r beliebige gradierte Fre´chetra¨ume E und F a¨quivalent sind, wenn
man (Fn, ξnn+1) := (Fn, fnn+1) setzt.
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4.2 E oder F Potenzreihenraum
Untersuchen wir nun den Fall, dass einer der beiden Ra¨ume E und F ein Potenzreihenraum ist.
Dabei seien zu einer Folge α = (αj)j∈N in R≥0 mit α↗∞ und einem p ∈ [1,∞] der zugeho¨rige
Potenzreihenraum endlichen Typs fu¨r r = 0 und der unendlichen Typs fu¨r r =∞ als
Λpr(α) :=
{
x = (xj) ∈ KN : |x|ptα :=
∥∥ ( exp[tαj ] · xj )j∈N ∥∥lp <∞ ∀ t < r }
definiert. Eine solche Folge α nennt man in diesem Zusammenhang eine Exponentenfolge.
Daru¨ber hinaus sei jeder einzelne Potenzreihenraum Λpr(α) mit dem festen Fundamentalsystem
von Halbnormen ‖.‖Λ
p
r(α)
n := |.|prnα fu¨r alle n ∈ N ausgestattet, wobei wir setzen
rn := −1/n falls r = 0 bzw. rn := n falls r =∞.
Auf diese Weise wird Λpr(α) offenbar zu einem gradierten Fre´chetraum, da Λ
p
r(α) = λp(A) ist
fu¨r eine geeignete Ko¨thematrix A. Mittels jα := min{j ∈ N : αj > 0} gilt weiter:
Lemma 4.2.1 Seien eine Exponentenfolge α mit d := supj≥jα
αj+1
αj
<∞ und p ∈ [1,∞] gegeben.
Dann gibt es zu t1 < t2 < t3 und C,S > 1 stets ein S′ > 1, sodass alle z1, z2, z3 ≥ 0 mit
z2 · |x|pt2α ≤ S ·
(
z3 · |x|pt1α + z1 · |x|pt3α
) ∀ x ∈ Λp∞(α)
und z2 ≤ C · z3 bereits ebenfalls die folgende Bedingung erfu¨llen
(z2)
1+ d
t3−t2
t2−t1 ≤ S′ · z1 · (z3)d
t3−t2
t2−t1 .
Beweis: Seien t1 < t2 < t3 und C > 1 sowie S > C · exp[(t2 − t1)αjα ] gegeben, so setze
γ := d t3−t2t2−t1 . Nehmen wir nun z1, z2, z3 ≥ 0 mit z2 ≤ C ·z3 und z2·|x|
p
t2α
≤ S ( z3·|x|pt1α+z1·|x|pt3α )
fu¨r alle x ∈ Λp∞(α), dann ergibt Einsetzen der Einheitsvektoren x = (δj+1,ν)ν∈N fu¨r jedes j ≥ jα
z2 ≤ S ·
(
z3 · exp[(t1 − t2)αj+1] + z1 · exp[(t3 − t2)αj+1]
)
≤ S · ( z3 · 1exp[(t2−t1)αj+1] + z1 · ( exp[(t2 − t1)αj ])γ ).
Da es zu ξ ≥ exp[(t2− t1)αjα ] ein j ≥ jα gibt mit exp[(t2− t1)αj ] ≤ ξ < exp[(t2− t1)αj+1], folgt
z2 ≤ S ·
(
z3 · 1ξ + z1 · ξ γ
)
fu¨r alle ξ > 0. Setzt man hier ξ := ( z3z1γ )
1
1+γ ein (Es sei erwa¨hnt, dass die rechte Seite der Unglei-
chung aufgefasst als Funktion in ξ > 0 an dieser Stelle ihr Minimum annimmt.), so entsteht
z2 ≤ S (γ
1
1+γ + γ−
γ
1+γ ) · z
1
1+γ
1 · z
γ
1+γ
3 .
Mittels S′ := S1+γ(γ
1
1+γ + γ−
γ
1+γ )1+γ gilt somit ebenfalls die gewu¨nschte Ungleichung. 
Wir bezeichnen eine Exponentenfolge α und der Ku¨rze halber auch jeden zugeho¨rigen Potenz-
reihenraum Λpr(α) als shift-stabil, falls supj≥jα αj+1/αj < ∞ ist. Wie man leicht nachpru¨ft,
besitzen die meisten Potenzreihenraum-Darstellungen von Beispielen aus der Analysis diese Ei-
genschaft. Fu¨r diese erhalten wir unter Verwendung von Lemma 4.2.1 im Folgenden interessante
notwendige Bedingungen dafu¨r, dass eine ganze Klasse kurzer exakter Sequenzen zerfa¨llt.
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Satz 4.2.2 Sei E = Λp0(α) shift-stabil mit p ∈ [1,∞] und sei F ein gradierter Fre´chetraum. Ist
nun φ : N→ N mit φ↗∞, sodass ∏
n∈N
L¨(Eφ(n+1), Fn) ganz im Bild von σ liegt, so folgt
∀ n ∈ N ∃D > 1 , m˜ ≥ n ∀m ≥ m˜ , k ≥ m ∃ S > 1 ∀ y ∈ F ∗n( ‖y‖∗Fm )1+ Dφ(m+1) ≤ S · ‖y‖∗Fk · ( ‖y‖∗Fn ) Dφ(m+1) .
Beweis: Wir stellen zuerst fest, dass man mit Hilfe von Satz 4.1.6 unmittelbar bekommt
∀ n ∈ N ∃N ∈ N ∀m ≥ n , k ≥ m ∃K ≥ N , S > 1
|x|p− 1
φ(m+1)
α
· ‖y‖∗Fm ≤ S ·
( |x|p− 1
N
α
· ‖y‖∗Fn + |x|p− 1
K
α
· ‖y‖∗Fk
) ∀ x ∈ Λp0(α) , y ∈ F ∗n .(1)
Sei nun ein beliebiges n ∈ N gegeben, so wa¨hlen wir N ∈ N wie gerade und setzen D := 2 dN
mit d := supj∈N
αj+1
αj
. Weiter wa¨hlen wir ein m˜ ≥ n mit φ(m˜+ 1) ≥ 2N . Zu m ≥ m˜ und k ≥ m
findet man jetzt K > φ(m + 1) und S > 1, sodass (1) erfu¨llt wird. Nach Lemma 4.2.1 existiert
daher ein S′ > 1 mit
( ‖y‖∗Fm )1+γ ≤ S′ · ‖y‖∗Fk · ( ‖y‖∗Fn )γ fu¨r alle y ∈ F ∗n , wobei
γ = d
− 1K + 1φ(m+1)
− 1φ(m+1) + 1N
≤ d
1
φ(m+1)
1
N − 1φ(m˜+1)
≤ D
φ(m+ 1)
ist. Damit la¨sst sich die Behauptung schließlich leicht einsehen. 
Um die lokalen Banachra¨ume der verschiedenen Sorten von Potenzreihenra¨umen u¨bersichtlich
angeben zu ko¨nnen, bezeichnen wir fu¨r eine Exponentenfolge α sowie p ∈ [1,∞] und t ∈ R
lp[tα] := {x ∈ KN : ‖x‖lp[tα] := |x|ptα <∞}.
Sei nun E = Λpr(α) mit p < ∞, so erha¨lt man damit unmittelbar En = lp[rnα] fu¨r alle n ∈ N.
Im Fall p =∞ gilt dagegen lediglich En = c0[rnα] := {x = (xj) ∈ KN : (exp[rnαj ] · xj)j∈N ∈ c0}
als abgeschlossener Unterraum von l∞[rnα].
Lemma 4.2.3 Seien eine Exponentenfolge α und ein p ∈ [1,∞] vorgegeben. Dann gibt es zu
t1 < t2 < t3 stets ein γ > 0, sodass alle S > 1 und z1, z2, z3 ≥ 0 mit
(z2)
1+
t3−t2
t2−t1 ≤ S · z1 · (z3)
t3−t2
t2−t1
bereits fu¨r jedes δ > 0 die folgende Bedingung erfu¨llen
z2 · |x|pt2α ≤ δ · z3 · |x|pt1α + δ−γS · z1 · |x|pt3α ∀ x ∈ lp[t3α].
Beweis: Gehen wir davon aus, es seien feste t1 < t2 < t3 gegeben, so definieren wir γ := t3−t2t2−t1 .
Nehmen wir uns weiter ein beliebiges S > 1 und daru¨ber hinaus z1, z2, z3 ≥ 0, welche wie
verlangt z1+γ2 ≤ S · z1 · zγ3 erfu¨llen. Fu¨r δ > 0 und j ∈ N gilt dann entweder
z2 · exp[t2αj ] ≤ δ · z3 · exp[t1αj ]
oder z3 < δ−1 z2 · exp[(t2− t1)αj ] also z1+γ2 ≤ S · z1 · zγ3 < δ−γS · z1 · zγ2 · exp[γ(t2− t1)αj ] und so
z2 · exp[t2αj ] ≤ δ−γS · z1 · exp[t2αj + γ(t2 − t1)αj ] = δ−γS · z1 · exp[t3αj ].
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Zusammengefasst folgt daher z2 · exp[t2αj ] ≤ δ ·z3 · exp[t1αj ]+ δ−γS ·z1 · exp[t3αj ] fu¨r alle j ∈ N.
Unter Verwendung einfacher Eigenschaften der lp-Norm erha¨lt man somit fu¨r jedes (xj) ∈ lp[t3α]∥∥(z2 ·exp[t2αj ]·xj)j∈N ∥∥lp ≤ ∥∥(δ ·z3 ·exp[t1αj ]·xj)j∈N ∥∥lp + ∥∥(δ−γS ·z1 ·exp[t3αj ]·xj)j∈N ∥∥lp ,
was bereits unmittelbar die angestrebte Ungleichung liefert. 
Damit kommen wir im Fall E = Λp0(α) zu einer hinreichenden Bedingung fu¨r das Zerfallen
kurzer exakter Sequenzen sehr a¨hnlich zu der notwendigen aus Satz 4.2.2. Wir nehmen dabei
zusa¨tzlich eine der starken Standardvoraussetzungen an, d.h. genauer p = 1 oder, dass bei p = 2
auch F ein gradierter Fre´chet-Hilbertraum ist, oder ansonsten, dass wir F = λ∞(B) haben. Die
Abbildungen enn+1 : En+1 → En sind unter dieser Vorgabe bereits definitionsgema¨ß injektiv.
Satz 4.2.4 Sei E = Λp0(α) mit p ∈ [1,∞] und gelte eine der starken Standardvoraussetzungen.
Ist nun ein φ : N→ N mit φ↗∞ gegeben, fu¨r welches folgende Bedingung erfu¨llt ist
∀ n˜ ∈ N ∃ n ≥ n˜ , m˜ ≥ n ∀m ≥ m˜ , k ≥ m ∃ S > 1 ∀ y ∈ F ∗n( ‖y‖∗Fm )1+ φ(n+1)φ(m+1) ≤ S · ‖y‖∗Fk · ( ‖y‖∗Fn ) φ(n+1)φ(m+1) ,
so existiert ein ψ : N→ N mit ∏
n∈N
L¨(Eφ(n+1),Fn) ⊂ σˆ
( ∏
n∈N
L¨(Eψ(n),Fn)
)
.
Beweis: Beginnen wir damit, dass fu¨r natu¨rliche n < m mit φ(n+ 1) < φ(m+ 1) offenbar gilt
φ(n+ 1)
φ(m+ 1)
<
1
φ(m+1)
φ(n+1) − 1
=
1
φ(m+1)
1
φ(n+1) − 1φ(m+1)
also
φ(n+ 1)
φ(m+ 1)
<
− 1φ(k+1) + 1φ(m+1)
− 1φ(m+1) + 1φ(n+1)
=: γ(n,m, k)
fu¨r ein genu¨gend großes k > m. Aus unseren Voraussetzungen erha¨lt man daher na¨mlich leicht
∀ n˜ ∈ N ∃ n ≥ n˜ , m˜ ≥ n ∀m ≥ m˜ ∃ k˜ > m ∀ k ≥ k˜ ∃ S > 1 ∀ y ∈ F ∗n( ‖y‖∗Fm )1+γ(n,m,k) ≤ S · ‖y‖∗Fk · ( ‖y‖∗Fn )γ(n,m,k).
Mit Hilfe von Lemma 4.2.3 la¨sst sich damit schon nachvollziehen, dass die sta¨rkere Bedingung
aus Satz 4.1.7 erfu¨llt ist und somit auch die Behauptung. 
In den anschließenden zwei Theoremen werden wir eine Verbindung unserer Fragestellung zu den
Invarianten (Ω) und (Ω) aufzeigen, welche eine interessante Rolle in der Strukturtheorie lokal-
konvexer Ra¨ume spielen. So ist beispielsweise ein gradierter Fre´chetraum F nach [27] Satz 3.4
unter gewissen Stabilita¨ts- und Nuklearita¨tsbedingungen genau dann zu dem Quotienten eines
Potenzreihenraums Λ1∞(α) isomorph, wenn er die Eigenschaft (Ω) hat oder kurz F ∈ (Ω), d.h.
∀ n ∈ N ∃m ≥ n ∀ k ≥ m ∃ γ > 1 , S > 1 ∀ y ∈ F ∗n(Ω) ( ‖y‖∗Fm )1+γ ≤ S · ‖y‖∗Fk · ( ‖y‖∗Fn )γ .
Unter a¨hnlicher Vorgabe ist F laut [22] Satz 2.8 zu einem Quotienten von Λ10(α) isomorph, falls
∀ n ∈ N , γ > 0 ∃m ≥ n ∀ k ≥ m ∃ S > 1 ∀ y ∈ F ∗n(Ω) ( ‖y‖∗Fm )1+γ ≤ S · ‖y‖∗Fk · ( ‖y‖∗Fn )γ
gilt. Beiden Bedingungen ist leicht anzusehen, dass sie ausschließlich von der Topologie auf F
abha¨ngen und nicht von der Wahl eines konkreten Fundamentalsystems von Halbnormen.
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Theorem 4.2.5 Ist E = Λp0(α) shift-stabil mit p ∈ [1,∞] und gilt eine der starken Standard-
voraussetzungen, so sind die folgenden Aussagen bereits a¨quivalent:
(a) F ∈ (Ω).
(b) Es gibt ein φ : N→ N mit φ↗∞, sodass ∏
n∈N
L¨(Eφ(n+1), Fn) ganz im Bild von σ liegt.
(c) Es gibt φ, ψ : N→ N mit φ↗∞, sodass ∏
n∈N
L¨(Eφ(n+1),Fn) ⊂ σˆ
( ∏
n∈N
L¨(Eψ(n),Fn)
)
ist.
Beweis: Wir weisen die Implikation (a) ⇒ (c) nach. Sei dazu F ∈ (Ω), so kann man rekursiv
eine streng monoton steigende Folge (m˜n)n∈N natu¨rlicher Zahlen konstruieren mit
∀ n ∈ N , k ≥ m˜n ∃ S > 1 ∀ y ∈ F ∗n( ‖y‖∗Fm˜n )1+ 1n ≤ S · ‖y‖∗Fk · ( ‖y‖∗Fn ) 1n .
Definieren wir damit eine Funktion φ : N→ N durch φ(m) := 1 falls m ≤ m˜1 und durch
φ(m) := n falls m˜n + 1 ≤ m ≤ m˜n+1
fu¨r alle n ∈ N. Mit Obigem la¨sst sich nun nachvollziehen, dass auf diese Weise gilt
∀ n ∈ N , m ≥ m˜n , k ≥ m ∃ S > 1 ∀ y ∈ F ∗n( ‖y‖∗Fm )1+ 1φ(m+1) ≤ S · ‖y‖∗Fk · ( ‖y‖∗Fn ) 1φ(m+1) .
Somit erha¨lt man (c) bereits recht einfach unter Verwendung von Satz 4.2.4.
Erga¨nzend bleibt festzustellen, dass (b)⇒ (a) direkt aus Satz 4.2.2 folgt. 
Im Fall eines Potenzreihenraums unendlichen Typs bekommen wir sogar (vgl. [23] Theorem 4.1):
Theorem 4.2.6 Ist E = Λp∞(α) shift-stabil mit p ∈ [1,∞] und gilt eine der starken Standard-
voraussetzungen, so sind die folgenden Aussagen bereits a¨quivalent:
(a) F ∈ (Ω).
(b) Es gibt ein φ : N→ N mit φ↗∞, sodass ∏
n∈N
L¨(Eφ(n+1), Fn) ganz im Bild von σ liegt.
(c) Zu jedem φ : N→ N existiert ψ : N→ N mit ∏
n∈N
L¨(Eφ(n+1),Fn) ⊂ σˆ
( ∏
n∈N
L¨(Eψ(n),Fn)
)
.
Beweis: Zeigen wir zuerst (a)⇒ (c). Sei also F ∈ (Ω), dann gilt mittels N := 1 offenbar
∀ n ∈ N ∃m ≥ n ∀ k > m , M > N ∃K > M
∃ S > 1 ∀ y ∈ F ∗n
( ‖y‖∗Fm )1+K−MM−N ≤ S · ‖y‖∗Fk · ( ‖y‖∗Fn )K−MM−N .(1)
Nach Lemma 4.2.3 folgt aus (1) jetzt ohne Vera¨nderung der vorgegebenen natu¨rlichen Zahlen
∀ ε > 0 ∃ S > 1 ∀ x ∈ Λp∞(α) , y ∈ F ∗n |x|pMα · ‖y‖∗Fm ≤ ε · |x|pNα · ‖y‖∗Fn + S · |x|pKα · ‖y‖∗Fk .
Daher fu¨hrt uns Satz 4.1.9 bereits unmittelbar zu (c).
Den Nachweis von (b)⇒ (a) wollen wir schließlich nicht im Detail ausarbeiten, da er mittels
γ = d K−φ(m+1)φ(m+1)−N
vo¨llig analog zum Beweis von Satz 4.2.2 zu fu¨hren ist. 
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Wir werden nun analog zu den bisherigen Ergebnissen dieses Abschnitts die Situation betrachten,
dass F ein Potenzreihenraum Λqr(β) sei. Hierzu fassen wir auch den Dualraum von F als Folgen-
raum auf, indem wir wie u¨blich y ∈ F ′ mit der Folge (yej)j∈N identifizieren mit ej := (δj,ν)ν∈N.
Mit Hilfe unserer Ausfu¨hrungen vor Lemma 4.2.3 folgt auf diese Weise fu¨r jedes n ∈ N
F ∗n = F
′
n = lq˜[−rnβ]
mit q˜ ∈ [1,∞], sodass 1/q + 1/q˜ = 1 gilt und wobei man 1/∞ := 0 setze.
Satz 4.2.7 Sei F = Λq0(β) shift-stabil mit q ∈ [1,∞] und sei E ein gradierter Fre´chetraum. Ist
nun φ : N→ N mit φ↗∞, sodass ∏
n∈N
L¨(Eφ(n+1), Fn) ganz im Bild von σ liegt, so folgt
∀D > 1 ∃N ∈ N , m˜ > D ∀m ≥ m˜ ∃K ≥ φ(m+ 1) , S > 1 ∀ x ∈ E( ‖x‖Eφ(m+1) )mD ≤ S · ‖x‖EN · ( ‖x‖EK )mD−1.
Beweis: Wir verwenden erneut Satz 4.1.6 und erhalten damit fu¨r q˜ ∈ [1,∞] mit 1/q + 1/q˜ = 1
∀ n ∈ N ∃N ∈ N ∀m ≥ n , k ≥ m ∃K ≥ N , S > 1
‖x‖Eφ(m+1) · |y|q˜1
m
β
≤ S · ( ‖x‖EN · |y|q˜1
n
β
+ ‖x‖EK · |y|q˜1
k
β
) ∀ x ∈ E , y ∈ lq˜[1/nβ].(1)
Sei nun ein D > 1 gegeben und sei d := supj∈N
βj+1
βj
, so nehmen wir ein n ∈ N mit n ≥ 2 dD.
Hierzu wa¨hlen wir N ∈ N wie oben und setzen m˜ := n + 1. Zu m ≥ m˜ und k := 2m findet
man jetzt K > φ(m + 1) und S > 1, sodass (1) erfu¨llt wird. Nach Lemma 4.2.1 gibt es daher
schließlich ein S′ > 1, sodass
( ‖x‖Eφ(m+1) )1+γ ≤ S′ · ‖x‖EN · ( ‖x‖EK )γ fu¨r alle x ∈ E gilt mit
γ = d
1
n − 1m
1
m − 1k
= 2 d
( m
n
− 1 ) ≤ m
D
− 1.
Somit folgt bereits ebenfalls die Behauptung. 
Betrachten wir weiter die Vorgabe F = Λq0(β). Gelte jetzt zusa¨tzlich wie im nachfolgenden Satz
gefordert eine der starken Standardvoraussetzungen, so bedeutet dies ausgefu¨hrt q = ∞ oder,
dass bei q = 2 auch E ein gradierter Fre´chet-Hilbertraum ist, oder ansonsten E = λ1(A) sowie
in jedem Fall, dass alle Abbildungen enn+1 : En+1 → En injektiv sind.
Satz 4.2.8 Sei F = Λq0(β) mit q ∈ [1,∞] und gelte eine der starken Standardvoraussetzungen.
Ist nun ein φ : N→ N mit φ↗∞ gegeben, fu¨r welches folgende Bedingung erfu¨llt ist
∀ n˜ ∈ N ∃ n ≥ n˜ , m˜ ≥ n ∀m ≥ m˜ ∃K ≥ φ(m+ 1) , S > 1 ∀ x ∈ E( ‖x‖Eφ(m+1) )mn ≤ S · ‖x‖Eφ(n+1) · ( ‖x‖EK )mn −1,
so existiert ein ψ : N→ N mit ∏
n∈N
L¨(Eφ(n+1),Fn) ⊂ σˆ
( ∏
n∈N
L¨(Eψ(n),Fn)
)
.
Beweis: Wir bemerken erst einmal, dass fu¨r natu¨rliche n < m < k offensichtlich gilt
m
n
− 1 =
1
n − 1m
1
m
<
1
n − 1m
1
m − 1k
=: γ(n,m, k).
Unsere Ausgangsbedingung fu¨hrt uns auf diese Weise na¨mlich recht schnell zu
∀ n˜ ∈ N ∃ n ≥ n˜ , m˜ > n ∀m ≥ m˜ ∃ k > m , S > 1 ∀ x ∈ E( ‖x‖Eφ(m+1) )1+γ ≤ S · ‖x‖Eφ(n+1) · ( ‖x‖Eφ(k+1) )γ .
Identifiziert man nun F ′ wie oben beschrieben als Folgenraum und verwendet man Lemma 4.2.3,
so la¨sst sich wieder die sta¨rkere Bedingung aus Satz 4.1.7 folgern und somit die Behauptung. 
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A¨hnlich zu den oben eingefu¨hrten Bedingungen (Ω) und (Ω) sind fu¨r die Strukturtheorie auch die
Invarianten (DN) und (DN) von Interesse. Setzt man beispielsweise wieder bestimmte Stabilita¨ts-
und Nuklearita¨tsbedingungen voraus, so ist ein gradierter Fre´chetraum E nach [27] Satz 4.5
genau dann isomorph zu einem Unterraum von Λ1∞(α), wenn E ∈ (DN) ist, d.h.
∃N ∈ N ∀M ≥ N , γ > 0 ∃K ≥M , S > 1 ∀ x ∈ E(DN) ( ‖x‖EM )1+γ ≤ S · ‖x‖EN · ( ‖x‖EK )γ .
Ebenso ist E nach [22] Satz 3.2 genau dann zu einem Unterraum von Λ10(α) isomorph, wenn er
∃N ∈ N ∀M ≥ N ∃K ≥M , γ > 1 , S > 1 ∀ x ∈ E(DN) ( ‖x‖EM )1+γ ≤ S · ‖x‖EN · ( ‖x‖EK )γ
erfu¨llt. Fu¨r unsere Untersuchungen ergeben sich hierzu folgende Zusammenha¨nge:
Theorem 4.2.9 Ist F = Λq0(β) shift-stabil mit q ∈ [1,∞] und gilt eine der starken Standard-
voraussetzungen, so sind die folgenden Aussagen bereits a¨quivalent:
(a) E ∈ (DN).
(b) Es gibt ein φ : N→ N mit φ↗∞, sodass ∏
n∈N
L¨(Eφ(n+1), Fn) ganz im Bild von σ liegt.
(c) Es gibt φ, ψ : N→ N mit φ↗∞, sodass ∏
n∈N
L¨(Eφ(n+1),Fn) ⊂ σˆ
( ∏
n∈N
L¨(Eψ(n),Fn)
)
ist.
Beweis: Wir zeigen (a) ⇒ (c). Sei also E ∈ (DN), dann wa¨hlen wir N ∈ N entsprechend und
konstruieren rekursiv eine streng monoton steigende Folge (m˜n)n∈N natu¨rlicher Zahlen mit
∀ n ∈ N ∃K ≥ N + n , S > 1 ∀ x ∈ E( ‖x‖EN+n ) m˜nn ≤ S · ‖x‖EN · ( ‖x‖EK ) m˜nn −1.
Weiter definieren wir eine Funktion φ : N→ N durch φ(m) := N falls m ≤ m˜1 und durch
φ(m) := N + n falls m˜n + 1 ≤ m ≤ m˜n+1
fu¨r alle n ∈ N. Zusammengefasst ist jetzt leicht einzusehen, dass damit bereits gilt
∀ n ∈ N , m ≥ m˜n ∃K ≥ φ(m+ 1) , S > 1 ∀ x ∈ E( ‖x‖Eφ(m+1) )mn ≤ S · ‖x‖EN · ( ‖x‖EK )mn −1.
Fu¨r φ ist somit ebenfalls die Bedingung aus Satz 4.2.8 erfu¨llt, woraus (c) unmittelbar folgt.
Die Implikation (b)⇒ (a) ergibt sich schließlich recht einfach aus Satz 4.2.7. 
Ist F dagegen ein Potenzreihenraum unendlichen Typs, so haben wir (vgl. [23] Theorem 4.3):
Theorem 4.2.10 Ist F = Λq∞(β) shift-stabil mit q ∈ [1,∞] und gilt eine der starken Standard-
voraussetzungen, so sind die folgenden Aussagen bereits a¨quivalent:
(a) E ∈ (DN).
(b) Es gibt ein φ : N→ N mit φ↗∞, sodass ∏
n∈N
L¨(Eφ(n+1), Fn) ganz im Bild von σ liegt.
(c) Zu jedem φ : N→ N existiert ψ : N→ N mit ∏
n∈N
L¨(Eφ(n+1),Fn) ⊂ σˆ
( ∏
n∈N
L¨(Eψ(n),Fn)
)
.
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Beweis: Weisen wir (a)⇒ (c) nach. Sei dazu E ∈ (DN), so gilt mit dem entsprechenden N ∈ N
∀ n ∈ N , m > n , k > m , M ≥ N ∃K ≥M
∃ S > 1 ∀ x ∈ E ( ‖x‖EM )1+−n+m−m+k ≤ S · ‖x‖EN · ( ‖x‖EK )−n+m−m+k .(1)
Fu¨r q˜ ∈ [1,∞] mit 1/q+ 1/q˜ = 1 erha¨lt man aus (1) mit Hilfe von Lemma 4.2.3 nun recht leicht
∀ ε > 0 ∃ S > 1 ∀ x ∈ E , y ∈ lq˜[−nβ] ‖x‖EM · |y|q˜−mβ ≤ ε ‖x‖EN · |y|q˜−nβ + S ‖x‖EK · |y|q˜−k β.
Fasst man F ′ abermals als Folgenraum auf, dann folgt (c) damit bereits gema¨ß Satz 4.1.9.
Die Implikation (b)⇒ (a) la¨sst sich schließlich sehr a¨hnlich zu Satz 4.2.7 beweisen, wobei man
γ = d −n+m−m+k
bekommt und ausnutzt, dass es zu jedem M ∈ N ein m ∈ N gibt mit φ(m+ 1) ≥M . 
4.3 E und F Potenzreihenra¨ume
Werten wir abschließend die Situation aus, in der sowohl E als auch F Potenzreihenra¨ume sind.
Fu¨r verschiedenste Untersuchungen solcher Paare von Potenzreihenra¨umen Λpr(α) und Λ
q
t (β)
hat es sich bereits als a¨ußerst aussagekra¨ftig erwiesen, die Menge LIM{α/β} der endlichen
Ha¨ufungspunkte von {αi/βj : i, j ∈ N} zu analysieren, wobei genauer gelte
LIM{α/β} := { ξ ∈ R : ∃ (in), (jn) ∈ NN mit (in), (jn)↗∞ und limn∈N αin/βjn = ξ }.
Beispielsweise ist fu¨r r = 0 sowie fu¨r r = ∞ nach [12] Proposition 1.4 bzw. Theorem 1.7 unter
Annahme der Nuklearita¨t LIM{α/β} genau dann beschra¨nkt, wenn das Paar (Λq∞(β),Λpr(α))
zahm ist, d.h. wenn es zu jedem T ∈ L(Λq∞(β),Λpr(α)) ein µ ∈ N gibt mit ST (n) ≤ µn fu¨r n ∈ N.
Lemma 4.3.1 Seien α und β Exponentenfolgen mit D := sup LIM{α/β} <∞ und p, q˜ ∈ [1,∞].
Sind nun t1 < t2 < t3 und ξ1 < ξ2 < ξ3 mit t3−t2ξ2−ξ1 > D, so gibt es zu jedem ε > 0 ein S > 1 mit
|x|pξ2α · |y|
q˜
t2β
≤ ε · |x|pξ1α · |y|
q˜
t3β
+ S · |x|pξ3α · |y|
q˜
t1β
∀ x ∈ lp[ξ3α] , y ∈ lq˜[t3β].
Beweis: Geben wir uns also ein beliebiges ε > 0 vor, so betrachten wir zuerst die Menge
M0 :=
{
(i, j) ∈ N× Iβ : t3−t2ξ2−ξ1 +
ln(ε)
(ξ2−ξ1)βj <
αi
βj
≤ γ }
mit Iβ := {j ∈ N : βj > 0} und mit D < γ < t3−t2ξ2−ξ1 . Wegen limj∈Iβ
(
t3−t2
ξ2−ξ1 +
ln(ε)
(ξ2−ξ1)βj
)
= t3−t2ξ2−ξ1 > γ
la¨sst sich nun direkt die Endlichkeit von M0 einsehen. Des Weiteren muss ebenfalls die Menge
M1 :=
{
(i, j) ∈ N× Iβ : γ < αiβj <
t2−t1
ξ3−ξ2
}
endlich sein, da es ansonsten einen Ha¨ufungspunkt z ∈ LIM{α/β} in dem kompakten Intervall
[γ, t2−t1ξ3−ξ2 ] geben wu¨rde, wir jedoch γ > D vorausgesetzt haben. Daher ist leicht nachzuvollziehen,
dass es ein S > 1 gibt, sodass fu¨r jedes (i, j) ∈ N× Iβ eine der folgenden Ungleichungen
αi
βj
≤ t3 − t2
ξ2 − ξ1 +
ln(ε)
(ξ2 − ξ1)βj oder
αi
βj
≥ t2 − t1
ξ3 − ξ2 −
ln(S)
(ξ3 − ξ2)βj
erfu¨llt ist. Durch geeignete Umformungen bekommt man damit bereits fu¨r alle i, j ∈ N
exp[ξ2αi] · exp[t2βj ] ≤ max
(
ε · exp[ξ1αi] · exp[t3βj ] , S · exp[ξ3αi] · exp[t1βj ]
)
.
Mit Hilfe einfacher Eigenschaften der lp-Norm und der lq˜-Norm folgt hieraus schließlich auch
schon die Behauptung. 
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Als deutliche Erweiterung zu [12] Theorem 4.1 erhalten wir damit die folgenden zwei Theoreme.
Theorem 4.3.2 Fu¨r E = Λp0(α), F = Λ
q
0(β) mit p=1 oder q=∞ oder p=q=2 sind a¨quivalent:
(a) D := sup LIM{α/β} <∞.
(b) Es gibt ein φ : N→ N mit sup
n∈N
φ(n)
n =∞, sodass
∏
n∈N
L¨(Eφ(n+1), Fn) im Bild von σ liegt.
(c) Zu jedem φ : N→ N existiert ψ : N→ N mit ∏
n∈N
L¨(Eφ(n+1),Fn) ⊂ σˆ
( ∏
n∈N
L¨(Eψ(n),Fn)
)
.
(d) Fu¨r jede streng monoton wachsende Funktion φ : N→ N mit φ(n) ≥ 2D · n fu¨r alle n ∈ N
gilt
∏
n∈N
L¨(Eφ(n+1),Fn) ⊂ σˆ
( ∏
n∈N
L¨(Eφ(8n),Fn)
)
.
(e) Fu¨r jede streng monoton wachsende Funktion φ : N→ N mit φ(n) ≥ D · n2 fu¨r alle n ∈ N
gilt
∏
n∈N
L¨(Eφ(n+1),Fn) ⊂ σˆ
( ∏
n∈N
L¨(Eφ(n+2),Fn)
)
.
Beweis: Zeigen wir zuerst (b)⇒ (a). Sei dafu¨r ein entsprechendes φ : N→ N gegeben, so erha¨lt
man aus Satz 4.1.6 durch Einsetzen der Einheitsvektoren x = (δi,ν)ν∈N und y = (δj,ν)ν∈N leicht
∀ n ∈ N ∃N ∈ N ∀m ≥ n , k ≥ m ∃K ≥ N , S > 1 ∀ i, j ∈ N(1)
exp[− 1φ(m+1)αi] · exp[ 1mβj ] ≤ 2S ·max
(
exp[− 1Nαi] · exp[ 1nβj ] , exp[− 1Kαi] · exp[ 1kβj ]
)
.(2)
Dabei ist (2) fu¨r j ∈ N mit βj > 0 a¨quivalent dazu, dass eine der folgenden Ungleichungen gilt( 1
N
− 1
φ(m+ 1)
)αi
βj
≤ 1
n
− 1
m
+
ln(2S)
βj
oder
( 1
φ(m+ 1)
− 1
K
)αi
βj
≥ 1
m
− 1
k
− ln(2S)
βj
.
Wir nehmen uns nun ein beliebiges ξ ∈ LIM{α/β} mit ξ = limn∈N αin/βjn und bekommen
hiermit wegen limn∈N βjn =∞ bereits
(
1
N − 1φ(m+1)
) ·ξ ≤ 1n− 1m oder ( 1φ(m+1)− 1K ) ·ξ ≥ 1m− 1k .
Wa¨hlen wir schließlich zu n := 1 ein N ∈ N gema¨ß (1), dann findet man also weiter fu¨r jedes
m > n mit φ(m+ 1) ≥ 2N und zu k := 2m ein K > φ(m+ 1) mit
ξ ≤
1
n − 1m
1
N − 1φ(m+1)
≤ 2N oder ξ ≥
1
m − 1k
1
φ(m+1) − 1K
≥ 1
2
φ(m)
m
.
Da die rechte Ungleichung nicht fu¨r alle solche m > n gelten kann, folgt also ξ ≤ 2N .
Weisen wir weiter (a)⇒ (d) nach. Ist dazu φ : N→ N streng monoton mit φ(n) ≥ 2D·n gegeben,
dann definieren wir m˜n := 2n und stellen fest, dass damit fu¨r alle n ∈ N und m ≥ m˜n+1 gilt
1
m˜n
− 1m
− 1φ(m+1) + 1φ(m˜n+1)
>
1
2m˜n
1
φ(m˜n)
=
φ(m˜n)
2m˜n
≥ D.
Unter Verwendung von Lemma 4.3.1 und q˜ ∈ [1,∞] mit 1/q+ 1/q˜ = 1 ist nun schon nachzuvoll-
ziehen, dass daher die Bedingung aus Satz 4.1.8 erfu¨llt wird und somit die Behauptung gilt.
Die Implikation (a) ⇒ (e) la¨sst sich abschließend sehr a¨hnlich zu (a) ⇒ (d) beweisen. Hierzu
setzt man diesmal m˜n := n und verwendet nunmehr, dass wir fu¨r alle n ∈ N
1
n − 1n+1
− 1φ(n+2) + 1φ(n+1)
>
1
n(n+1)
1
φ(n+1)
=
φ(n+ 1)
n(n+ 1)
> D
bekommen, falls ein streng monotones φ : N→ N mit φ(n+ 1) ≥ D · (n+ 1)2 vorliegt. 
An dieser Stelle sei kurz darauf hingewiesen, dass LIM{α/β} unbeschra¨nkt sein muss, falls eine
der Exponentenfolgen α und β shift-stabil ist. Fu¨r den Beweis hierzu verwendet man erneut,
dass jede Folge in einem kompakten Intervall einen Ha¨ufungspunkt besitzt.
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Theorem 4.3.3 Fu¨r E = Λp0(α), F = Λ
q∞(β) mit p=1 oder q=∞ oder p=q=2 sind a¨quivalent:
(a) D := sup LIM{α/β} <∞.
(b) Es gibt ein φ : N→ N mit φ↗∞, sodass ∏
n∈N
L¨(Eφ(n+1), Fn) ganz im Bild von σ liegt.
(c) Zu jedem φ : N→ N existiert ψ : N→ N mit ∏
n∈N
L¨(Eφ(n+1),Fn) ⊂ σˆ
( ∏
n∈N
L¨(Eψ(n),Fn)
)
.
(d) Fu¨r jede streng monoton wachsende Funktion φ : N→ N mit φ(n) ≥ D fu¨r alle n ∈ N gilt∏
n∈N
L¨(Eφ(n+1),Fn) ⊂ σˆ
( ∏
n∈N
L¨(Eφ(n+2),Fn)
)
.
Beweis: Die Implikation (b) ⇒ (a) la¨sst sich a¨hnlich wie im Beweis zu Theorem 4.3.2 zeigen.
Ist na¨mlich ein entsprechendes φ : N→ N vorgegeben, so erha¨lt man auf dieselbe Weise
∀ n ∈ N ∃N ∈ N ∀m ≥ n , k ≥ m ∃K ≥ N ∀ ξ ∈ LIM{α/β}( 1
N
− 1
φ(m+ 1)
)
· ξ ≤ m− n oder
( 1
φ(m+ 1)
− 1
K
)
· ξ ≥ k −m.
Wir nehmen nun wieder n := 1 und wa¨hlen N ∈ N wie gerade sowie m > n mit φ(m+ 1) ≥ 2N .
Zu jedem k ≥ m existiert also ein K > φ(m+ 1), sodass fu¨r alle ξ ∈ LIM{α/β} gilt
ξ ≤ m− n1
N − 1φ(m+1)
≤ 2Nm oder ξ ≥ k −m1
φ(m+1) − 1K
≥ k −m.
Da zu einem festen ξ ∈ LIM{α/β} die rechte Ungleichung nicht fu¨r alle k ≥ m erfu¨llt sein kann,
muss schließlich ξ ≤ 2Nm sein.
Weisen wir noch (a)⇒ (d) nach. Sei dazu φ : N→ N streng monoton mit φ ≥ D, so folgt
−n+ (n+ 1)
− 1φ(n+2) + 1φ(n+1)
>
1
1
φ(n+1)
≥ D
fu¨r alle n ∈ N. Mit Lemma 4.3.1 und q˜ ∈ [1,∞] mit 1/q+1/q˜ = 1 la¨sst sich jetzt wieder einsehen,
dass fu¨r m˜ := n die Bedingung aus Satz 4.1.8 erfu¨llt ist und somit auch (d). 
Fu¨r den analogen Fall E = Λ1∞(α) und F = Λ
q
t (β) ist nach [23] Theorem 4.5 bereits bekannt,
dass σ immer surjektiv ist, unabha¨ngig von t ∈ {0,∞} und q ∈ [1,∞]. In unserem na¨chsten
Theorem machen wir hierzu detailliertere Angaben.
Lemma 4.3.4 Sind eine Exponentenfolge α und p ∈ [1,∞] gegeben, so gilt fu¨r alle ξ1 < ξ2 < ξ3( |x|pξ2α )1+ ξ2−ξ1ξ3−ξ2 ≤ |x|pξ1α · ( |x|pξ3α ) ξ2−ξ1ξ3−ξ2 ∀ x ∈ lp[ξ3α].
Beweis: Gehen wir davon aus, es seien beliebige ξ1 < ξ2 < ξ3 vorgegeben. Setzen wir damit
µ := ξ3−ξ1ξ3−ξ2 > 1 und ν :=
ξ3−ξ1
ξ2−ξ1 > 1, so ist leicht nachzuvollziehen
1
µ +
1
ν = 1 sowie
1
µξ1+
1
ν ξ3 = ξ2.
Man erha¨lt daher fu¨r ein beliebiges x = (xj) ∈ lp[ξ3α] und alle j ∈ N
exp[ξ2αjp] · |xj |p = exp[ 1µξ1αjp] · |xj |p
1
µ · exp[ 1ν ξ3αjp] · |xj |p
1
ν .
Wegen ‖ (exp[ξ2αjp] · |xj |p)j∈N ‖l1 = ( |x|pξ2α )p und ‖ (exp[ 1µξ1αjp] · |xj |
p 1
µ )j∈N ‖lµ = ( |x|pξ1α )
p
µ
sowie ‖ (exp[ 1ν ξ3αjp] · |xj |p
1
ν )j∈N ‖lν = ( |x|pξ3α )
p
ν ergibt die Ho¨ldersche Ungleichung somit bereits( |x|pξ2α )p ≤ ( |x|pξ1α ) pµ · ( |x|pξ3α ) pν .
Hieraus folgt die Behauptung, indem man beide Seiten der Ungleichung mit µp potenziert. 
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Theorem 4.3.5 Sind E = Λp∞(α) und F = Λqt (β) mit p= 1 oder q =∞ oder p= q = 2, so gibt
es zu jedem φ : N→ N ein ψ : N→ N mit ∏
n∈N
L¨(Eφ(n+1),Fn) ⊂ σˆ
( ∏
n∈N
L¨(Eψ(n),Fn)
)
.
Ist φ : N→ N streng monoton wachsend mit φ(n+ 1)− φ(n) ≤ φ(n+ 2)− φ(n+ 1) fu¨r n ∈ N,
dann gilt
∏
n∈N
L¨(Eφ(n+1),Fn) ⊂ σˆ
( ∏
n∈N
L¨(Eφ(n+2),Fn)
)
.
Beweis: Offenbar genu¨gt es, die zweite Aussage zu zeigen. Nehmen wir dafu¨r zuerst t =∞ an.
Ist des Weiteren ein entsprechendes φ : N→ N vorgegeben, so gilt fu¨r jedes n ∈ N
γ0 :=
−(n+ 1) + (n+ 2)
−n+ (n+ 1) = 1 ≤
φ(n+ 3)− φ(n+ 2)
φ(n+ 2)− φ(n+ 1) =: γ1.
Sei nun abermals q˜ ∈ [1,∞] mit 1/q+ 1/q˜ = 1 und sei y ∈ lq˜[−nβ], dann gilt nach Lemma 4.3.4
unmittelbar
( |y|q˜−(n+1)β )1+γ ≤ |y|q˜−(n+2)β · ( |y|q˜−nβ )γ fu¨r γ = γ0 und somit auch fu¨r γ = γ1.
Laut Lemma 4.2.3 existiert somit zu ε > 0 stets ein S > 1, sodass wir fu¨r alle x ∈ Λp∞(α) haben
|x|pφ(n+2)α · |y|q˜−(n+1)β ≤ ε · |x|pφ(n+1)α · |y|q˜−nβ + S · |x|pφ(n+3)α · |y|q˜−(n+2)β.
Aus Satz 4.1.8 kann man mittels m˜n := n fu¨r n ∈ N daher bereits die Behauptung folgern.
Der Fall t = 0 la¨sst sich schließlich analog zu obigem von t =∞ einsehen, indem man
γ˜0 :=
1
n+1 − 1n+2
1
n − 1n+1
=
n
n+ 2
< 1 ≤ φ(n+ 3)− φ(n+ 2)
φ(n+ 2)− φ(n+ 1) = γ1
abscha¨tzt und das U¨brige geeignet anpasst. 
Hierzu sei angemerkt, dass sich Theorem 4.3.5 sowie der nachfolgende Satz 4.3.6 mit Hilfe der
deutlich spezielleren Untersuchungen aus [25] sogar noch geringfu¨gig verbessern ließen.
Abschließend wollen wir noch einmal wie im Schluss von Kapitel 1 auf das zahme bzw. linear
zahme Zerfallen eingehen. Dafu¨r sei zu einem a ∈ N wieder φa : N→ N entweder definiert durch
φa(n) := n+ a oder anderenfalls durch φa(n) := a · n. Damit erhalten wir:
Satz 4.3.6 Sind E = Λp0(α) und F = Λ
q
0(β) mit p = 1 oder q =∞ oder p = q = 2, dann gilt∏
n∈N
L¨(Eφa(n+1),Fn) ⊂ σˆ
( ∏
n∈N
L¨(Eφa(n+2),Fn)
)
fu¨r alle a ∈ N.
Beweis: Die Behauptung la¨sst sich vo¨llig analog zu Theorem 4.3.5 beweisen, wobei man diesmal
1
n+1 − 1n+2
1
n − 1n+1
=
n
n+ 2
<
n+ 1
n+ 3
=
− 1a(n+3) + 1a(n+2)
− 1a(n+2) + 1a(n+1)
<
n+ 1 + a
n+ 3 + a
=
− 1n+3+a + 1n+2+a
− 1n+2+a + 1n+1+a
fu¨r alle a ∈ N und alle n ∈ N verwendet. 
Da sich auf jedes φa neben Satz 4.3.6 auch die zweite Aussage aus Theorem 4.3.5 anwenden la¨sst,
kann man mit Hilfe von Theorem 1.3.3 dann zeigen:
Theorem 4.3.7 Seien E = Λpr(α) und F = Λ
q
t (β) mit r =∞ oder r = t = 0 und mit p = 1
oder q =∞ oder p= q = 2. Ist nun 0→ F i→ G q→ E → 0 eine kurze exakte Sequenz gradierter
Fre´chet(Hilbert-)ra¨ume mit Si ≤ φa, Oi ≤ φb, Sq ≤ φc und Oq ≤ φd fu¨r geeignete a, b, c, d ∈ N,
so gibt es zu i eine Linksinverse L ∈ L(G,F ) und zu q eine Rechtsinverse R ∈ L(E,G) mit
SL(n) ≤ φc ◦ φd ◦ φb(n+ 2) und SR(n) ≤ φd ◦ φb ◦ φa(n+ 2) fu¨r alle n ∈ N.
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