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Abstract
The properties of galaxies, such as the galaxy red fraction and galaxy stellar mass
function, have been shown to depend upon their environment in the local Universe.
Large scale photometric surveys such as the DES and in the future Euclid, will be
vital to gain insight into the evolution of galaxy properties and the role of environment
through cosmic time. Large samples come at the cost of redshift precision and this
affects the measurement of galaxy environment.
In this thesis an analysis pipeline is constructed to derive galaxy parameters
including absolute magnitudes, stellar masses and galaxy environments. The analysis
pipeline consists of well established components, such as HYPERZ, that performs
SED fitting and components that I have developed and tested, including codes to
compute galaxy environment. Five methods to compute galaxy environment are
implemented, including three fixed aperture methods, based on spheres, cylinders and
cones, the Nth nearest neighbour method and the adaptive Gaussian method. The codes
are optimized and parallelized and are executed on Portsmouth’s high performance
computer cluster. The codes are thoroughly tested using mock data. Further testing
is conducted employing GAMA data, with an external collaborator. The pipeline is
applied to two datasets and the results lead to two scientific papers: Etherington &
Thomas (2015) and Etherington et al. (in DES collaboration review).
The first study is based on a low redshift sample drawn from the SDSS. Spectro-
scopic and photometric redshifts and also simulated photometric redshifts with a range
of uncertainties are employed to study the impact of photometric redshift uncertainty
on measures of environment as a function of the aperture parameters. The photometric
environments are found to have a smaller dynamic range compared to the spectroscopic
measurements because uncertain redshifts scatter galaxies from dense environments
into less dense environments. With the optimal aperture parameter values, even for
large redshift uncertainties, ∼ 0.1, there is a Spearman Rank Correlation Coefficient
of ∼ 0.4 between the photometric measurements and the spectroscopic benchmark
environments. This is sufficient to extract an environment signal from large scale
photometric surveys.
viii
The second study in this thesis is based on the science verification data from the
DES. This is the first set of observations from the survey. This study uses∼ 3.2 million
galaxies from the SPT-East (South Pole Telescope) field that covers approximately 100
sq. deg. of the sky. From the grizY photometry the analysis pipeline is used to derive
galaxy stellar masses and absolute magnitudes. The errors on these properties are
assessed using Monte-Carlo simulations sampled from the full photometric redshift
probability distributions. Galaxy environments are computed using a fixed conical
aperture method, for a range of scales. Galaxy environment probability distribution
functions are constructed and the dependence of the environment errors on the aperture
parameters is investigated. The environment components of the galaxy stellar mass
function for the redshift range: 0.15 < z < 1.05 are calculated. For z < 0.75 it is
found that the fraction of massive galaxies is larger in high density environment than
low density environments. The low and high density components converge with
increasing redshift to z∼ 1.0 where the shapes of the mass function components are
indistinguishable. This redshift is important because it marks the transition between
an earlier epoch where the mass distribution of galaxies is independent of environment
and a later epoch where the mass distribution does depend on galaxy environment.
This study shows the build up of high density structures around massive galaxies,
through cosmic time.
The results in this thesis demonstrate that large scale photometric surveys can pro-
duce competitive galaxy evolution science, enabling further investigations of the role
of galaxy environment. This is hugely encouraging for current and future experiments.
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Chapter 1
Introduction
Telescopes on earth and in orbit collect electromagnetic radiation from our surround-
ings. Light originating in the cosmos is captured on the detectors. Decoding the signals
within these measurements is a key way of learning about the Universe in which we
live.
The light is emitted from galaxies which are collections of billions of stars. We
now know that galaxies have not always existed and that the Universe started with
a hot “Big Bang” (Gamow, 1946; Lemaître, 1931). Understanding how galaxies
formed and evolved is a key goal of modern astrophysics. Measurements of the
sky in the microwave regime have provided substantial evidence (e.g. Mather et al.,
1994) to support the hot “Big Bang” model. Anisotropies (Smoot et al., 1992) in the
cosmic microwave background (CMB) indicate that there were primordial quantum
fluctuations in the early Universe. These primordial fluctuations resulted in a spatially
varying density in the Universe. A key ingredient in the standard model of our
understanding of the Universe is dark matter. This form of matter is subject to gravity
but does not radiate and unlike ordinary baryonic matter, which makes up stars, is
dark (Oort, 1932; Zwicky, 1933). The spatially varying density field caused matter,
driven by gravity, to accumulate in dense regions and evacuate underdense regions.
The dark matter subsequently collapsed to form haloes. The haloes grew by accreting
other ones, forming larger and larger haloes (White & Rees, 1978; White & Frenk,
1991). Once the haloes had become sufficiently large the embedded baryonic matter
also collapsed and galaxies formed.
A galaxy’s environment is essentially the underlying density of matter in which the
galaxy resides. As dark matter haloes which contain galaxies are thought to form in a
bottom up fashion, starting with small haloes that merge to form increasingly large
ones it is plausible that the properties of galaxies are connected to their environments.
2This thesis concerns the role of galaxy environment on the formation and evolution of
galaxies and their properties, including their stellar masses and colours.
There are now enormous catalogues of galaxies from many surveys, some contain-
ing millions of galaxies (e.g. Alam et al., 2015). Scientific insights into extragalactic
astronomy and cosmology are obtained by statistically analysing these datasets. The
environmental dependence of galaxy properties has been examined using measure-
ments of the local Universe (Blanton & Moustakas, 2009) using data from surveys
such as the Sloan Digital Sky Survey (SDSS).
Telescopic power has limited environmental studies of galaxy properties at earlier
epochs and as a function of lookback time. The current state of the art surveys are
pencil beam surveys such as DEEP2 (Newman et al., 2013), UKIDSS Ultra deep
survey (UDS) (Chuter et al., 2011) and the COSMOS survey (Koekemoer et al., 2007).
These surveys are complete to relatively high redshifts but cover only a few sq. deg.
of the sky. The Dark Energy Survey (DES) which is now in routine operation aims to
measure ∼ 5000 sq. deg. of the sky over 5 years. It commences a new era of wide area
photometric surveys which will provide better galaxy population statistics for these
earlier epochs.
The opportunities for scientific insight in this field are clear. In this thesis I present
original work based on a set of codes that I developed to measure galaxy environment
in surveys. I describe the codes in detail and apply them to legacy datasets. I assess
the feasibility of measuring galaxy environment in the next generation of wide area
surveys and finally exploit my codes to analyse a state of the art wide area dataset from
the DES.
The introduction of this thesis provides the necessary context to my research. To
examine the role of galaxy environment in galaxy evolution there are number of topics
that must be introduced. The introduction is structured as follows. In Section 1.1 I
describe galaxies and some of their basic properties as these are the observables that I
study. In Section 1.2 I briefly describe the history of the Universe and in Section 1.3 I
describe the growth of structure. This context is important because it describes how
the hot Big Bang lead to conditions in the Universe that allowed galaxies to form. It
also explains the distribution of galaxies in the Universe which is intimately tied to
galaxy environment. Section 1.4 describes galaxy formation and Section 1.5 describes
how galaxies are simulated with computers. Section 1.6 is dedicated to describing
galaxy environment itself and some of the key observational results. This leads to
the motivation for the DES and the work in this thesis. In Section 1.7 I describe the
roadmap for this thesis.
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Fig. 1.1 Images of an elliptical galaxy (left) and a spiral galaxy (right). The elliptical
is labelled ESO-325-G004 and is a giant. The spiral is the so called Pinwheel galaxy
which is labelled NGC5457. Images are taken from: http://hubblesite.org/.
1.1 Galaxies
Galaxies are separate and dynamically bound systems. There are estimated to be 100
billion1 galaxies in the observable Universe and each contains billions of stars. The
stars burn nuclear fuel and radiate light.
The diversity of galaxies can be seen in catalogues of optical images of galaxies.
Fig. 1.1 shows an elliptical galaxy on the left and a spiral galaxy on the right. The
elliptical galaxy is smooth and featureless whereas the spiral galaxy contains distinct
spiral arms containing sites of active star formation.
After different “species” of galaxies were observed it was natural to classify them
into types based on their similarities and differences. Hubble (1926, 1927) classified
galaxies into the now famous tuning fork sequence. Fig. 1.2 shows a schematic
depiction of Hubble’s tuning fork. On the left of the sequence there are the elliptical
galaxies and on the right there are the barred and unbarred spiral galaxies on the lower
and upper prongs of the fork respectively. There is a widespread belief that Hubble
proposed an evolutionary sequence from left to right. In fact this was not the case
(Baldry, 2008). Hubble ordered galaxies in terms of their morphological complexity
with the ‘early types’ on the left having a simpler visual appearance compared to
the ‘late types’ on the right. Hubble’s classification scheme is still in use today, for
example in the Galaxy Zoo project (Lintott et al., 2008).
The index after the ‘E’ in the classification of the elliptical galaxies is the ellipticity.
i.e. the degree to which the projected shape of a galaxy on the sky deviates from a
circle. The E0 galaxies have major and minor axis lengths that are essentially equal. In
1This estimate is obtained by scaling up the number of galaxies found in the Hubble deep field
image
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Fig. 1.2 Schematic diagram of the Hubble Tuning Fork. Image taken from Abraham
(1998).
the handle of the fork the the ellipticity increases from left to right with classifications
from E0 to E7. E7 galaxies are the most elliptical galaxies that are observed.
The spiral galaxies are sub-classified into Sa, Sb and Sc. The spiral arms in Sa
galaxies are tightly wound and they have pronounced central bulges. The arms are
increasingly open and the bulge component is increasingly less distinct in Sb and Sc
types.
The S0 or lenticular galaxies are an intermediate class between the ellipticals and
the spirals. Lenticular galaxies have a strong bulge component (more so than spiral
galaxies) and a disk but do not have spiral arms. Their light distribution is typically
smooth like elliptical galaxies.
On the right hand edges of the prongs are the irregular galaxies. These are predom-
inantly dwarf galaxies which are in fact the most abundant galaxies in the Universe.
They are thought to be late type galaxies.
1.1.1 Galaxy parameters
There are two main techniques to measure the light from galaxies: spectroscopy and
photometry. In spectroscopy light collected from a galaxy is split either by diffraction
using a grating or by dispersion using a prism into its constituent spectrum. The light
from a galaxy is the combination of all the light from its stars. A galaxy contains many
different types of stars each of which have different temperatures. The radiation emitted
from a single star can be modelled as a blackbody and so the spectrum of a galaxy
primarily consists of a superposition of blackbodies with a range of temperatures. This
is known as the continuum emission. As well as this relatively smooth emission there
are features at particular frequencies. For example elements in the photo-spheres of
stars can absorb light at particular frequencies resulting in absorption features in the
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spectrum. Conversely, when excited atoms in galaxies transition to lower energy states
they emit radiation. This results in emission lines in the galaxy spectrum.
Photometry, also often referred to as imaging, consists of detecting light through
broad-band filters. Photometry is a cruder measurement of light than spectroscopy in
the frequency domain. Through each filter the detector measures the superposition of
a particular range of frequencies.
A variety of parameters can be measured from the light emitted from galaxies.
They can broadly be split into photometric, structural, spectroscopic, dynamical and
stellar population properties.
Photometric properties are obtained by integrating the flux from a galaxy within
an aperture, for a particular band-pass. The apparent magnitude of a galaxy is its
brightness measured by an observer at a specific distance away from the object. It
is computed by taking the logarithm of the observed flux relative to some standard.
The brighter a galaxy appears the lower is its apparent magnitude. There are several
different magnitude systems. The Vega system, for example uses the standard star,
Vega, as the zero point and the apparent magnitudes of other objects are calculated
relative to this.
Once apparent magnitudes have been computed for different filters it is straightfor-
ward to obtain colours. An observed colour is the difference between two apparent
magnitudes of the galaxy measured with different filters. Since apparent magnitude is
defined in terms of the logarithm of the observed flux a colour is in fact the ratio of the
fluxes though the two filters.
To enable comparisons of the brightness of galaxies independent of the distance
of the galaxies from the observer absolute magnitudes are required. The absolute
magnitude of a galaxy is defined as the apparent magnitude an object would have at a
standard distance of 10 pc.
Structural properties are derived from the 2-dimensional light distribution of
galaxies and include parameters that characterise a galaxy’s morphology such as
the ellipticity, number of spiral arms, size, sersic index, concentration, asymmetry and
clumpiness (Conselice, 2003). Decomposition techniques are available to determine
the bulge and disk components (e.g. Boroson, 1981; Kormendy, 1977).
Spectroscopic properties are those obtained from galaxy spectra and include mea-
surements of particular metallic and molecular features such as the equivalent widths
of spectral absorption and emission lines. Redshifts, due to the recessional velocities
of galaxies, are measured from spectra. This is done by measuring the wavelength
offset of known features from their laboratory values.
Dynamical properties are those associated with the motion of galaxies. They
include the velocity dispersion and rotational velocity of galaxies. The velocity
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dispersion is a measure of the random motions of stars whereas the rotational velocity
is due to the average effect of ordered orbital motions of gas and stars.
Employing stellar population models allows further physical parameters to be
derived from spectroscopic and photometric measurements including galaxy masses,
k-corrections, metallicities and ages. Stellar population models are described in more
detail in Chapter 2.
A key goal of this thesis is measuring how some of these parameters, in partic-
ular the photometric properties and galaxy stellar masses derived from photometric
measurements vary with galaxy environment and also as a function of redshift.
1.1.2 Population properties
Although there are a variety of different types of galaxies, modern studies in the local
Universe have shown that the galaxy population can in fact be split into two types.
There is a bimodality (Baldry et al., 2004; Mignoli et al., 2009; Pozzetti et al., 2010;
Strateva et al., 2001). This can be seen in Fig. 1.3 taken from Schawinski et al. (2014)
that shows the dust corrected u-r colour of galaxies as a function of their stellar mass.
A larger value of this colour indicates that the galaxy emits most of its light at a longer
wavelength and hence appears redder. The observed colour is corrected because dust
surrounding galaxies absorbs light (blue light is particularly susceptible to absorption)
and re-emits it at a longer wavelength. Dusty galaxies therefore appear redder than
expected from their stars alone. The figure shows that there are indeed two populations
of galaxies. There is a “red sequence” population of galaxies which tend to be redder,
more massive, elliptical and live in more dense environments. The stellar populations
in these galaxies formed on shorter timescales (Thomas et al., 2005) and the stars
evolved rapidly until the gas and dust was depleted. After this their evolution was
passive. Conversely the “blue cloud” population of galaxies tend to be bluer in colour,
less massive, have spiral morphologies and live in less dense environments. They have
evolved more slowly and still have active star formation.
In addition to this bimodality a number of scaling relations have also been found
between important galaxy parameters. Elliptical and spiral galaxies both exhibit
scaling relationships. For example there is a correlation between a spiral galaxy’s
luminosity and its rotational velocity (Tully & Fisher, 1977) and for elliptical galaxies
there is a relation between luminosity and velocity dispersion (Faber & Jackson, 1976).
This section described galaxies and some of their parameters. In the next section I
describe the history of the early Universe. This outlines how the Universe transitioned
from the hot Big Bang to an epoch that enabled galaxies to form and evolve.
1.1 Galaxies 7
      
0.5
1.0
1.5
2.0
2.5
3.0
 
0.
0 
u
-r
 c
o
lo
ur
 (d
us
t c
orr
ec
ted
)
9.0 9.5 10.0 10.5 11.0 11.5
Stellar Mass log M
*
 (M 
O •
)
 
0.
0 
u
-r
 c
o
lo
ur
 (d
us
t c
orr
ec
ted
) All galaxies
      
 
 
 
 
 
 
0.5
1.0
1.5
2.0
2.5
3.0
9.0 9.5 10.0 10.5 11.0 11.5
Early-type galaxies
9.0 9.5 10.0 10.5 11.0 11.5
 
 
 
 
 
 
0.5
1.0
1.5
2.0
2.5
3.0
 
0.
0 
u
-r
 c
o
lo
ur
 (d
us
t c
orr
ec
ted
)
Stellar Mass log M
*
 (M 
O •
)
 
0.
0 
u
-r
 c
o
lo
ur
 (d
us
t c
orr
ec
ted
) Late-type galaxies
Fig. 1.3 Reddening corrected u-r colour-mass diagrams for a sample of SDSS galaxies
(left), split into early-type (top-right) and late type (bottom-right) galaxies. The
dust correction was determined from the SDSS galaxy spectra. Image taken from
(Schawinski et al., 2014).
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1.2 Brief history of the Universe
The Big Bang theory is now the established model of the early Universe and the
Universe is estimated to have an age of 13.8 billion years (Planck Collaboration et al.,
2015). The Universe has expanded and was much smaller in the past. Extrapolating
backward leads to a singularity. This was the moment of the birth of the Universe or
the “Big Bang”. A moment afterwards the Universe consisted of a hot, dense, isotropic
plasma. Fig. 1.4 shows some of the main epochs of the Universe spanning from the
Big Bang to the modern Universe when galaxies formed and evolved. The modern
Universe is the main focus of this thesis but I will now outline the chronology.
The Big Bang model on its own suffers from the horizon and flatness problems
(Dicke, 1961; Dicke & Peebles, 1979). The horizon problem is that regions of the
Universe separated by very great distances (larger than the distance light could travel
to transfer information) have very similar physical properties (e.g. temperature of
the CMB). This would only be possible if the separated regions had been in physical
“contact”. The flatness problem is that the Universe has just the “right” density of
matter and energy to produce a flat geometry. A small deviation from the critical
density would lead to either a spherical or hyperbolic Universe. An inflationary epoch
(Guth, 1981; Linde, 1982) of exponential expansion, after the Big Bang, where the
Universe expands by a factor of∼ 1026 is therefore necessary as it provides solutions to
these problems, giving rise to conditions for a nearly homogeneous Universe. Inflation
is a solution to the horizon problem because regions that appear to be isolated from
each other now, were in fact in contact with each other before the inflationary period.
Inflation is a solution to the flatness problem because any initial large scale curvature
would have been expanded away to an undectable level during this epoch.
The early Universe had the most extreme physical conditions possible in terms of
temperature, density and scale. Under these conditions quantum effects are important.
Heisenberg’s Uncertainty Principle (Heisenberg, 1927) permits the violation of the
conservation of energy for a small amount of time. Virtual particle-antiparticle pairs
can be spontaneously created from quantum fields for a small amount of time before
they annihilate themselves.
During inflation the scale of quantum fluctuations grows more rapidly than the
horizon scale and this results in the uncoupling of virtual particle-antiparticle pairs.
After inflation the field decays into particles. An imbalance, which is not understood,
between the number of baryons and antibaryons must be produced. There is a period
of reheating and the Hubble radius of the Universe grows linearly with time. The
result of all of this is that the inflationary epoch amplifies the quantum fluctuations
into slight over and under densities.
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Fig. 1.4 Chronology of the history of the Universe. The epochs from the Big Bang
through to the modern Universe are shown from left to the right. The age of the Uni-
verse at each epoch is marked. The image was taken from the BICEPT2 colloboration
website image gallery: http://bicepkeck.org/visuals.html
Key epochs after inflation include symmetry breaking epochs (10−12−10−6 sec-
onds after the Big Bang) where the fundamental forces of gravity, electromagnetism,
strong and weak take their present forms. Then there are the hadron (10−6- 1 seconds)
and lepton epochs (1−10 seconds) forming particles, most of which annihilate, leaving
the Universe dominated by radiation (10 seconds - 70,000 years after the Big Bang).
Between 3 and 20 minutes after the Big Bang nucleosynthesis generates deuterium
nuclei through the nuclear fusion of protons and neutrons. In turn this leads to the
production of helium nuclei and trace quantities of lithium. Twenty minutes after
the Big Bang the temperature of the Universe falls too low to sustain further nuclear
reactions. After nucleosynthesis the ratio of hydrogen to helium nuclei is about 3:1 by
mass.
The Universe is dominated by radiation until about 70,000 years after the Big
Bang when the densities of matter and radiation become about equal. The baryonic
matter exists as ionised plasma at this stage. The dark matter responds only to gravity.
Dark matter accumulates in overdense regions increasing the density of these regions
and conversely dark matter is drawn away from underdense regions making them more
underdense.
As the Universe continues to expand and the temperature falls further the hydrogen
and helium nuclei capture electrons and form atoms. This is known as recombination
(377,000 years after the big bang). The photons that were effectively trapped by
continually scattering off the electrons in the ionised plasma free stream across the
Universe from the surface of last scattering. These are the cosmic microwave back-
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ground (CMB) photons that were first detected by Penzias and Wilson in 1964 and
later mapped by the space missions COBE (Cosmic Background Explorer), WMAP
(Wilkinson Microwave Anisotropy Probe) and most recently the Planck satellite.
The epoch from 380,000 years to 200 million years is known as the dark ages. This
is the period after the formation of the first atoms but before the formation of the first
stars. Since stars have not formed yet, they cannot emitted light. Consequently the
Universe is dark.
As the Universe continues to expand and cool the baryonic matter embedded
within the dark matter collapses forming the first stars. The radiation these stars emit
re-ionizes their surroundings turning neutral hydrogen back into a plasma. This epoch
is called reionization. Large volumes of collapsing matter lead to collections of stars
that are gravitationally bound together. i.e. galaxies. This is the epoch of the modern
Universe as depicted in Fig 1.4 and is when the diversity of galaxies formed and
evolved. In the next section I describe the growth of structure in the Universe in more
detail.
1.3 Growth of structure
It has now been established that the fluctuations in the early Universe were the seeds of
the structure that we observe in the Universe today. However, without constraints on
the cosmology of the Universe, including the composition, geometry and expansion,
the constituents of the Universe could conceivably evolve in innumerable ways.
The best working cosmological framework that is consistent with and constrained
by a large range of observations is the Λ Cold Dark Matter (ΛCDM) model. It has been
successful at accounting for the abundances of hydrogen and helium, the anisotropies
of the CMB, the 2-point statistics of the distribution of galaxies measured in surveys
and the baryonic acoustic oscillations (Eisenstein et al., 2005; Percival et al., 2007).
The ΛCDM model consists of a number of features. It assumes that gravity is
described by Einstein’s theory of general relativity and the solutions to Einstein’s equa-
tions are the Friedmann equations which govern the expansion of the Universe. The
Friedmann equations are based on the simplifying assumptions of the Cosmological
Principle, i.e. that on large enough scales the Universe is isotropic and homoge-
nous. Dark matter is referred to as “cold” because it is assumed to transition to
non-relativistic speeds at an earlier epoch compared to “warm” or “hot” dark matter.
A later transition results in the free streaming of dark matter that destroys density
fluctuations on increasingly large scales producing clustering which is in conflict with
observations. Riess et al. (1998) and Perlmutter et al. (1999) showed using measure-
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Fig. 1.5 Schematic depiction of hierarchical clustering. Many small bodies exist
initially. They merge together forming larger bodies at each time step. This process
generates larger bodies in a bottom-up fashion. Image taken from Baugh (2006).
ments of type 1a supernovae that the expansion of the Universe is accelerating. In the
ΛCDM framework the acceleration is assumed to be driven by dark energy, which
permeates space and is modelled by Λ, the cosmological constant. With these features
of the framework in place I can now move on to describe how structures grew in the
Universe.
Structures in the ΛCDM model are assumed to form hierarchically (Searle & Zinn,
1978; White & Rees, 1978). This means that at first many small bodies of matter are
formed. These small bodies then merged to form larger and larger bodies. Fig. 1.5
illustrates this hierarchical clustering process. This process is described as bottom-
up. The opposite scenario, which is a top-down mechanism is known as monolithic
collapse (Eggen, Lynden-Bell & Sandage, 1962). In this scenario the most massive
objects form first. The short duration of this mechanism however makes it difficult to
embed into the ΛCDM framework.
Structure in the Universe grew as follows. In the early Universe dark matter accu-
mulated in over-dense regions resulting from the primordial fluctuations (Blumenthal
et al., 1984; Blumenthal, Pagels & Primack, 1982; Bond, Szalay & Turner, 1982;
Peebles, 1982). Since the initial density fluctuations in the ΛCDM model have large
amplitudes on relatively small scales the dark matter driven by gravity collapsed to
form many small dark matter haloes. These haloes subsequently grew by coalesc-
ing and accreting other haloes. The merger of two dark matter haloes would have
a powerful impact on the motions of the constituent dark matter, but the dynamic
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properties of the conglomeration would quickly relax. Once the potential wells of the
dark matter haloes were sufficiently deep, baryonic matter embedded within the haloes
would also collapse to form galaxies (see Section 1.4 for more details). The merger of
two dark matter haloes already containing galaxies would have consequences for the
galaxies within the haloes. Haloes of a similar mass would lead to a galaxy merger on
a relatively short timescale. Haloes of vastly different mass would lead to a system
that contains a central galaxy (the more massive one) and a satellite galaxy that orbits
the central and very slowly infalls as it loses energy. A galaxy cluster forms in this
way comprising a bright central galaxy (BCG), which is typically the brightest and
most massive galaxy in the cluster, surrounded by several orbiting satellite galaxies.
The ultimate result of hierarchical clustering is the large scale structure of the
Universe. This consists of filamentary structures and is often called the cosmic web.
Embedded within these structures are the galaxies. Next I will describe how galaxies
formed.
1.4 Galaxy formation
Galaxies are difficult systems to model because a number of physical processes,
including nonlinear ones and feedback mechanisms operate on the gas and dark matter
over a range of different scales. Fig. 1.6 shows a flowchart that portrays some of the
key processes involved in galaxy formation. The outputs which are highlighted in the
shaded boxes are a range of different types of galaxies such as ellipticals, spirals (disks)
and bulge/disk systems. The diamonds in the figure branch the flow and highlight key
processes and physical properties such as accretion, merging, gas flows and cooling.
In reality all of these processes would be happening to some degree at the same time.
To begin with, as I have already established, a cosmological framework is required.
The initial conditions driven by gravity lead to structure growth. These steps are
represented by the first two boxes in the flowchart. The hierarchical clustering of
dark matter haloes through merging and accretion is represented by the loop on the
top-right hand side of the flowchart. If a dark matter halo containing gas is unable
to cool and does not undergo further growth a galaxy will not form as the baryonic
matter will not collapse. This possible outcome is represented by the box labelled ‘hot
halo’. If cooling of the gas within the dark matter halo is effective the gas will flow
towards the centre of the halo and accumulate there forming a so called protogalaxy.
As the gas cools further the collapse of the gas cloud becomes catastrophic because
the thermal pressure of the cloud can no longer counteract its gravity. At this point
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Fig. 1.6 Flowchart of some of the processes involved in galaxy formation and evolution.
The shaded boxes show the outputs which are different types of galaxies. Flowchart is
adapted from Mo, van den Bosch & White (2010).
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the cloud may fragment and each piece may undergo further collapse to form stars,
realizing a luminous galaxy.
A critical physical property that is a strong factor determining the type of galaxy
that forms is the angular momentum of the gas cloud. A gas cloud with some angular
momentum will ‘spin up’ as the gas collapses (i.e. its radius shrinks) to conserve
angular momentum. This has the effect of flattening the structure ultimately forming a
disk galaxy. Alternatively gas clouds with negligible angular momentum are likely to
have strong star formation within their cores and lead to spheroidal systems.
The processes that have been mentioned so far are restricted to individual galaxies.
They are internal processes. Dark matter haloes and galaxies, in general are not closed
systems. The role of external processes must also be taken into account. External
processes include galaxy interactions and mergers. An important point for this thesis
is that these external processes will depend on a galaxy’s environment. Galaxies in
dense environments are likely to experience stronger interactions and more frequently
than galaxies in sparse environments.
Mergers are the strongest possible interaction between galaxies. A merger is when
two originally separate galaxies “collide” (the stars do not physically collide) and
then relax to form one bound, virialized system. This process can drastically change
the morphology of galaxies. For example Toomre & Toomre (1972) showed that the
merger of two disk galaxies can result in an elliptical galaxy. The gravitational forces
in mergers can also generate elongated regions of stars and gas that extend outwards
from a galaxy, called tidal tails. Mergers can be classified by the ratio of the masses
of the galaxies and also by the gas content of galaxies. Major mergers are between
galaxies with similar masses whereas minor mergers are between galaxies of vastly
different mass (i.e. one galaxy > 10 times more massive than the other). Mergers
between galaxies that contain large reservoirs of gas can compress the gas, generate
shock waves and trigger enormous amounts of star formation.
There are also a variety of other possible galaxy interactions that do not result in a
galaxy merger, but can alter the properties of galaxies. For example repeated close-by
encounters or flybys from neighbouring galaxies is called galaxy harassment (Farouki
& Shapiro, 1981). This process can disturb or even change the morphology of a galaxy
by inducing tidal tails or star formation.
There is substantial evidence for ram-pressure stripping (Abramson et al., 2011;
Boselli & Gavazzi, 2014; Fumagalli et al., 2014) in local clusters obtained from
multiwavelength observations. In this process satellite galaxies falling into more
massive dark matter haloes experience a pressure from the intracluster medium as
they orbit. This pressure can strip gas from the galaxy, quenching star formation
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and can even ‘washout’ spiral structure. Dwarf galaxies infalling into clusters can be
completely stripped of their gas in ∼ 1 Gyr (Kenney et al., 2014).
Galaxy strangulation or starvation is a mechanism that can switch off star for-
mation. It was first proposed by Larson, Tinsley & Caldwell (1980) to explain the
transformation of spirals into lenticular galaxies. Strangulation occurs as a galaxy
enters a high density environment. In doing so inflows of cold gas are disrupted,
disconnecting the gas reservoirs from sites of collapsing material and on going star
formation. This can result in a build up of metals (Peng, Maiolino & Cochrane, 2015).
Establishing the relative importance of the internal and external processes is key to
our understanding of galaxy formation and evolution. A powerful approach to gaining
insights is through computer simulations of galaxies. These are introduced next.
1.5 Galaxy simulations
The only way we have to run a “controlled” experiment on a galaxy or cosmologi-
cal volume is using computer simulations for the obvious reasons that galaxies are
astronomical objects that evolved on timescales of billions of years. Simulations
enable researchers to experiment with the physical recipes and parameters that are
thought to be involved in the formation and evolution of real galaxies. By comparing
the simulations to observations shortcomings in the modelling can be identified and
used to inform the next generation of simulations. There are two main approaches
to simulate cosmological volumes: (i) semi-analytic models (SAMs) (e.g. Baugh,
Cole & Frenk, 1996; Kauffmann, Guiderdoni & White, 1994; White & Frenk, 1991)
and (ii) hydrodynamical simulations (e.g. Gingold & Monaghan, 1977; Lucy, 1977;
Springel, 2010). The starting point for SAMs is dark matter only N-body simula-
tions (e.g Springel et al., 2005). Dark matter is considerably simpler to model than
baryonic matter because it does not radiate and only interacts via gravity. As dark
matter is the dominant form of matter, being approximately five times more abundant
than its baryonic counterpart, dark matter only simulations have lead to significant
insights. Dark matter only simulations are able to reproduce the pattern of the large
scale structure in the Universe. After the N-body simulation is run the dark matter
haloes and the series of mergers that occurred in the history of their assembly are
identified. This enables dark matter merger trees to be constructed. Semi analytical
prescriptions for the baryonic processes can then subsequently be applied at each time
step of the merger trees to incorporating galaxies into the simulations. SAMs have
had significant success. For example results from the famous Millennium simulation
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(e.g Springel et al., 2005) together with comparisons with observations from the SDSS
helped cement ΛCDM as the standard cosmological framework.
However this approach can only go so far and ideally the baryonic and dark matter
physics should be treated in a more integrated fashion and this is the approach taken in
hydrodynamical simulations. In smooth particle hydrodynamic (SPH) simulations as
well as solving equations for gravity at each time step the equations for gas hydrody-
namics and radiative cooling are also solved. Arguably hydrodynamical simulations
are more accurate than SAMs but they are also computationally more expensive. Until
recently the SPH simulations have been restricted to single galaxies or small clusters
for this reason. Due to our lack of understanding of key physical processes (e.g. star
formation from a cloud of gas) the difference between the two types of simulations is
not so clear cut, as each approach in practice adopts some of the other, resulting in so
called “hybrid” methods.
The exponential increase in computer processing now makes more sophisticated
simulations of cosmological volumes viable. The EAGLE (Evolution and Assembly
of GaLaxies and their Environments) (Schaye et al., 2015) suite is an example of a
modern, large volume (∼ 1003 comoving Mpc3), SPH simulation that even includes
environmental effects such as ram-pressure and tidal stripping. These simulations
are based upon a heavily modified version of the GADGET-2 (Springel, 2005) SPH
code and are calibrated using observations of the local stellar mass function and the
galaxy-central black hole mass relation. The simulations reproduce an impressive
range of observations, that were not used for tuning including star formation rates,
passive fractions and the Tully-Fisher relation.
New, novel techniques to make the simulations more efficient have also been
developed. As well as the more traditional particle approaches as used in SPH there
are now “mesh-based” methods. In these methods space is divided into a grid and the
flow of gas between cells is computed. The physics of the fluid on scales smaller the
resolution of the grid must be supplied with SAM type prescriptions. This is the so
called “sub-grid” physics. On a fixed grid small scale features such as astrophysical
jets cannot be simulated. In an effort to address this issue optimization schemes such
“adaptive mesh refinement” (AMR) that moderate the size of the grid cells in regions
where it is necessary have been developed. Other regions, for example which are not
changing rapidly can be faithfully computed in larger cells. The “moving, unstructured
mesh” is an even more sophisticated system employed by the Illustris (Vogelsberger
et al., 2014) simulation. In this system the simulation volume is divided into cells of
different sizes but in addition the cells can move adapting to the flow of gas in their
vicinity. In the next section I move on to describe galaxy environment as this is the
main focus of this thesis.
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1.6 Galaxy environment
A galaxy’s environment is essentially the density of matter in which a galaxy resides.
This is determined by the combination of the dark and baryonic matter in the vicinity
of the galaxy. Before the advent of large scale galaxy surveys a galaxy’s environment
could be classified as one of three types: cluster, group and field (e.g. Abell, 1977;
Bahcall, 1979; Balogh et al., 1999; Ferguson & Sandage, 1991). A cluster galaxy
occupies a relatively dense region of space surrounded by many other galaxies whereas
a field galaxy is relatively isolated and occupies a sparse region of space. Galaxies
that are members of small groups of galaxies reside in intermediate environments
somewhere in between field and cluster environments.
A galaxy’s environment is related to its location within the large scale structure
of the Universe. Perhaps the most impressive achievement in modern observational
cosmology is the mapping of the structure of the local Universe. The Sloan Digital Sky
Survey (SDSS) boasts the creation of the “most detailed three dimensional maps of the
Universe ever made”2. The final public data release which is called DR12 (Alam et al.,
2015) contains deep multi-colour images for over one third of the sky and spectra for
more than four million astronomical objects.
It is now useful to refer to such a map. Fig. 1.7 shows a slice through the 3
dimensional structure of the local Universe with the Earth at the centre. The declination
angle is restricted to the range −1.25 to +1.25 deg. The hour angle about the celestial
equator is shown on the circumference of the map and the observed redshift increases
moving away from the centre. The colour depicts the average g-r colour of the galactic
sources. The distribution of galaxies is clearly not random because there is substantial
clustering in some regions surrounded by large empty spaces. There are some distinct
features including nodes where several filaments meet. These are the locations of the
most dense environments in the Universe. They are sites of superclusters of galaxies.
The galaxies in clusters tend to have a redder colour. Conversely galaxies that occupy
under-dense regions are referred to as field galaxies and tend to be bluer in colour.
The vast empty spaces in Fig. 1.7 are called voids. These are the most underdense
regions in the Universe. The small fraction of galaxies that occupy these regions
can be classified as void galaxies and these have densities that are lower than field
galaxies by more than a factor of 10 (Pan et al., 2012). The majority of galaxies occupy
intermediate environments and are members of loosely bound groups. Tempel, Tago
& Liivamägi (2012) constructed a group catalogue from DR8 of the SDSS, adopting
a petrosian magnitude limit of 17.77 mag, and found that almost half of the galaxies
were members of groups and 26.2% of these had a group richness of 3 or 4.
2http://www.sdss.org/
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Fig. 1.7 A slice through the 3-dimensional large scale structure of the local Universe
in redshift space to z = 0.15 with the Earth at the centre. The declination angle is
restricted to the range −1.25 to +1.25 deg. The hour angle about the celestial equator
is shown on the circumference. The colour depicts the average g-r colour of the
galaxies. Image taken from the SDSS website: http://www.sdss.org/.
Fig. 1.8 Contour map of the distribution of extragalactic nebulae (galaxies) taken from
Shane & Wirtanen (1954). The measurements cover the angular range of 12− 18
hours in right ascension (horizontal axis) and −20 to +20 deg. in declination (vertical
axis). The contours are constructed from galaxies counts within a moving 4 sq. deg.
window.
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One of the main purposes of investigating galaxy environment is to understand
its role in galaxy evolution. A galaxy’s environment can influence its evolution, for
example, through interactions with other galaxies. A key point here concerns scale.
It has been shown that environmental effects act on relatively small scales (<1 Mpc)
(Blanton & Berlind, 2007; Wilman, Zibetti & Budavári, 2010); scales much smaller
than the size of filaments in the cosmic web. This is often emphasized in the literature
by employing the term local environment.
1.6.1 Early results
The pioneers of the study of galaxy environment are often considered to be Oemler
and Dressler. However there is earlier work in this field. Shane & Wirtanen (1954)
published a paper titled: “The distribution of extragalactic nebulae” which includes
a contour map of the spatial distribution of nebulae, what we now call galaxies. The
map is shown in Fig. 1.8. The measurements cover the angular range of 12− 18
hours in right ascension and −20 to +20 deg. in declination. The contours are based
upon the number of galaxies within a moving 4 sq. deg. window. Without access to
modern computers the galaxies within angular bins had to be counted manually from
the exposures on photographic plates. It was noted that the “distribution of nebulae is
so far from random as to suggest strongly that clustering is a very general feature”.
Key results relating the properties of galaxies to their environments were discovered
by Oemler and Dressler. Dressler (1980) measured the projected densities (their
environments) of galaxies in 55 clusters and also visually classified their morphologies
into three types: the spirals and irregulars together were one type, ellipticals a second
type and S0s the third.
Fig. 1.9 is taken from Dressler (1980). It consists of a histogram (top) that shows
the distribution of projected densities and a plot (bottom) that shows the morphological
fraction as a function of the projected density. The results are for galaxies in clusters,
but for comparison results from the field were also marked (near to the vertical axis).
Most striking is the decrease in the fraction of spirals and irregulars shown with the ‘x’
symbols as the projected density increases. The fraction of ellipticals and S0s behave
in the opposite manner to the spirals and increase with increasing density. Collectively
these trends are known as the morphology density relation. More recent studies with
larger samples of galaxies have shown that these relations hold in field and group
environments as well as clusters.
The modern interpretation within the hierarchical paradigm is that as the environ-
mental density increases, external processes operate increasingly fiercely to quench
star formation and also induce morphological transformations.
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Fig. 1.9 Top: histogram of the distribution of the projected density of the cluster
galaxies. Bottom: Morphological fraction as a function of the cluster projected density.
Image taken from Dressler (1980).
1.6.2 Review of observational results
Large volume galaxy surveys such as the Sloan Digital Sky Survey (SDSS) (York
et al., 2000) have revolutionised the study of galaxies and their environments. Techno-
logical advances both in photometric and spectroscopic measurement, as well as the
development of computational resources (hardware and software) resulted in the SDSS
collecting an order of magnitude more information about galaxies relative to earlier
surveys. Modern charge coupled devices (CCDs) which are light sensitive silicon chips
enabled efficient imaging of the sky. Light that falls on CCDs generates charge within
the chips. This charge is amplified by the electronics and converted into a numerical
signal that is stored on a computer. CCDs were a vast improvement over photographic
imaging that was slow and labour intensive. Once areas of the sky had been imaged,
objects to measure spectroscopically were selected. Computer algorithms were de-
veloped to automate and optimize this selection. Multi-object spectrographs which
consist of a diffraction grating, to split the light into its wavelength components, fed
by hundreds of optical fibers collecting light from different sources increased the
rate of spectroscopic measurement. These technological improvements enabled the
production of nearly complete galaxy catalogues, including the angular and redshift
information for large fractions of the sky, for the local Universe. The contiguous
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and complete nature of these datasets made it possible to study the environmental
dependence of galaxy parameters, such as colour, morphology, star formation rates,
galaxy sizes and stellar populations.
Both mass and galaxy environment are considered as drivers of galaxy evolution.
However their precise roles and relative importance have been strongly debated. There
is certainly no consensus in the literature regarding the role of galaxy environment.
The argument is often expressed with the old adage: “nature vs nurture”. Contrasting
pictures are arranged where the evolution of a galaxy is either determined by internal
processes (i.e. its “nature”) or by external processes, such as interactions with other
galaxies (i.e. how it is “nurtured”). This dichotomy is too simplistic because mass and
environment are interrelated. A galaxy’s environment is related to the gravitational
potential well it resides within and can be defined in terms of the local matter density.
The gravitational potential well however, is itself due to the mass of the stars and dark
matter. Disentangling the roles of mass and environment is a more taxing business
than the adage suggests. Below I briefly outline some of the evidence supporting the
drivers of evolution.
Balogh et al. (2004b) fit Gaussians to the colour distributions of galaxies (one for
the blue and one for red populations) from the SDSS for a range of environments and
luminosities. They found that the mean colours of the red and the blue populations
were insensitive to environment and deduced that a galaxy’s intrinsic properties (e.g.
stellar mass, luminosity) are the primary parameters. Any environmental processes that
triggered a transformation from blue to red (i.e. shut down star formation) would have
to operate on short timescales, so that the mean colour of the blue and red populations
were maintained.
From the same SDSS dataset (DR1) Kauffmann et al. (2004) obtained stellar
masses from features in the galaxy spectra. They found that specific star formation
rate (sSFR) was sensitive to galaxy environment even at fixed stellar mass, but the
structural parameters were not. They conclude that the quenching of star formation
in dense environments occurs over long timescales (>1 Gyr) which is the opposite
conclusion of Balogh et al. (2004b). A more recent study by Burton et al. (2013)
compares the environmental densities of far-infrared observations from the Herschel
Astrophysical Terahertz Large Area Survey (ATLAS) to a matched sample of galaxies
from the Galaxy And Mass Assembly (GAMA) survey and the SDSS. The far-infrared
detections trace star formation because the radiation emitted from young stars is
absorbed by dust and reradiated at longer wavelengths. Burton et al. (2013) found
that the star-forming population preferentially resides in less dense environments,
suggesting that environment does have an influential role.
1.6 Galaxy environment 22
Fig. 1.10 Illustration of downsizing taken from Thomas et al. (2010). The most massive
(elliptical) galaxies form first on the shortest timescales. Less massive galaxies for
later and have more extended star formation episodes.
Thomas et al. (2010) studied a sample of 16,000 early type galaxies from the
SDSS. The galaxies were identified visually and the age and metallicity were derived
from stellar population models. The abundance of alpha elements (e.g. oxygen and
magnesium) with respect to iron in the galaxies were also obtained. The alpha elements
result from nuclear fusion reactions (the alpha process). These abundance ratios are
important because they are indicative of the mode of formation, and their formation
timescales. For example, massive stars (>8 M⊙) evolve on short timescales, and their
subsequent core-collapse (type II) supernovae lead to a large abundance of alpha
elements. Low mass stars, however, evolve on longer time scales and can accrete mass
from companion stars. Such stars with sufficient mass lead to type 1a supernovae and
produce large abundances of iron.
The early-type galaxies in Thomas et al. (2010) were found to consist of two stellar
population components. The majority comprised an old and metal rich population
and the remainder a younger population that was forming new stars, a so called
rejuvenation fraction. The scaling relations between the galaxies’ age, metallicity and
[α /Fe] and their velocity dispersions (which is a proxy for their masses) were found to
be insensitive to environment.
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This work supports the observation known as galactic “downsizing” (e.g Cowie
et al., 1996). Fig. 1.10 illustrates this phenomenon. The most massive galaxies
are observed to be already established at early times, contrary to what one might
expect from hierarchical clustering. They are red, massive ellipticals containing old
stellar populations, rich in metals. The stars in these galaxies were massive and hence
evolved on short time scales. Efficient star formation and recycling of gas and metals
through successive supernovae explosions rapidly depleted the fuel reserves. Once
diminished these galaxies evolved passively over cosmic time, slowly cooling. Less
massive galaxies had star formation episodes that began later and were much more
extended. Some of the least massive galaxies have active star formation continuing
today. Thomas et al. (2010) claim that stellar mass is the key parameter driving the
evolution of elliptical galaxies and champions the “nature” side of the argument. In
this scenario the importance of galaxy environment is restricted only to low mass
galaxies at late times.
Instead of focusing on visual classification Cooper et al. (2010) extract samples
of galaxies from the red-sequence population from the SDSS using their colours,
controlling for trends between environment and colour, mass and morphology. In
contradiction with Thomas et al. (2010) they find a residual correlation between stellar
age and environment at fixed mass.
It is clear that to understand the effect of environment in analyses, the other
variables including the stellar mass must be held constant. Failure to do so can result in
spurious environmental dependencies, that are in fact driven by stellar mass. Another
important approach to this problem is to study the galaxy stellar mass function. The
galaxy stellar mass function shows the number of galaxies per unit volume of space
per mass interval. i.e. the distribution of galaxy masses. This measurement can be
made in the local Universe, at higher redshift and as a function of environment or
galaxy type.
Fig. 1.11 taken from Baldry et al. (2006) shows a related measurement for the
local Universe. The figure shows the stellar mass fraction per unit mass for a range
of environments using data from the SDSS. The blue curves are for the low density
environments, the green are for the intermediate environments and the red curves
are for the high density environments. The peak value of the curves moves right to
larger masses as the environmental density increases. The main result is that low
mass galaxies are preferentially found in low density environments whereas massive
galaxies are preferentially found in high density environments.
The galaxy parameter that arguably has the strongest dependence on environment
is not colour but the red fraction of galaxies. The red fraction is the ratio of the number
of red galaxies to the total number of galaxies in a particular mass (and environment)
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Fig. 1.11 Mass fraction per dex for 12 environment bins. Each curve is normalized
by the total mass in the environment bin. Dense environments are shown in red,
intermediate environments are in green and low density environments are in blue.
Image taken from (Baldry et al., 2006).
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Fig. 1.12 Galaxy red fraction as a function of stellar mass and environment for a low-z
sample from the SDSS. Image taken from (Peng et al., 2010).
interval. Studies have found that there is in fact a bivariate dependence of the red
fraction on stellar mass and environment (e.g. Baldry et al., 2006) in the local Universe.
This trend is illustrated most effectively by Fig. 1.12 which is taken from Peng et al.
(2010). The fraction of red galaxies increases both with mass and environment. The
figure suggests that the fraction of red galaxies with a moderate or low mass is sensitive
to galaxy environment. In fact Peng et al. (2010) proposes two independent quenching
channels that shut-down star formation: mass quenching and environment quenching.
Mass quenching could be driven by feedback processes that correlate with mass (e.g.
feedback from active galactic nuclei (AGN)) whereas environment quenching results
from processes such as ram-pressure stripping.
There is certainly no consensus regarding the role of galaxy environment in the
local Universe. One difficulty is pinning down a unique definition of galaxy environ-
ment. There are a large range of methods (see Chapter 2 for more details) to calculate
galaxy environment in the literature and this makes it challenging for researchers to
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directly compare their results. The different methods to calculate galaxy environment
together with different galaxy selections might at least partly explain the discrepancy
between some of the results I have described here.
The observational picture regarding the role of galaxy environment at higher
redshift is even less certain. To study the redshift evolution of galaxy properties as a
function of environment statistically significant samples of galaxies are required for
a large redshift range. The current state of the art surveys are pencil beam surveys
such as DEEP2 (Newman et al., 2013), UKIDSS Ultra deep survey (UDS) (Chuter
et al., 2011) and the zCOSMOS survey (Lilly et al., 2007). The final data release of
the zCOSMOS-bright survey, for example, includes spectroscopic measurements for
∼ 20,000 galaxies and covers an area of 1.7 sq. deg. for z < 1.2. This corresponds to
a comoving volume of 0.0092 Gpc3 (assuming a ΛCDM cosmology with Ωm = 0.3,
ΩΛ = 0.7 and H0 = 70 kms−1Mpc−1).
These surveys are complete to relatively high redshifts so facilitate studies of the
evolution of galaxy properties (e.g. Cooper et al., 2007). However they target galaxies
within relatively narrow areas (a few sq. deg.). Cooper et al. (2006) analysed DEEP2
data and reported that a colour–density relation was already established at z = 1 and
found evidence for a trend between specific star formation and environment at this
epoch (Cooper et al., 2008). Larger areas (thousands of sq. deg.) are required to
obtain galaxy samples that can be investigated further (e.g. by binning in mass, galaxy
type, environment etc.). This is feasible only with photometric surveys. Currently,
spectroscopic surveys with these requirements would be too costly and slow.
The next generation of large scale photometric surveys includes the Dark Energy
Survey (DES). The DES aims to survey 5000 sq. deg. of the sky by imaging 300
million galaxies up to a redshift of ∼ 1.4. This corresponds to a comoving volume
of 36.9 Gpc3 (assuming the same cosmology as above). This survey provides the
opportunity to study the redshift evolution of galaxy properties as a function of
environment. In Chapter 4 of this thesis early data from the DES is exploited to again
examine the role of galaxy environment. In the next section I outline the roadmap for
this thesis.
1.7 Thesis roadmap
This thesis consists of five chapters. Chapter 1 introduced the required context for my
research. I described the growth of structure from the primordial fluctuations in the
early Universe through to the diversity of galaxy properties that have been observed
in the local Universe. In particular I introduced the ΛCDM model of cosmology and
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the hierarchical clustering paradigm. I described the range of galaxy parameters and
outlined the formation and evolution of galaxies, emphasising galaxy environments
and its role. I reviewed the observational evidence for the environmental dependence
of galaxy properties.
Chapter 2 describes the tools and methodologies used in this thesis. I review
the methods to compute galaxy environment including fixed aperture and nearest
neighbour approaches. I describe the codes that I have developed to compute galaxy
environment from survey data and how I have tested them. I describe the software
components in the pipeline that I use to obtain the scientific results I present in Chapter
3 and 4.
Chapter 3 is dedicated to assessing the impact of photometric redshift uncertainty
on galaxy environment measurements. I apply the techniques developed in Chapter
2 to legacy data from the SDSS. Environment measurements for both spectroscopic
and photometric datasets are computed and compared. A range of aperture parameters
and redshift uncertainties are investigated. The parameters that enable the extraction
of the optimal environmental signal are identified. The bivariate dependence of the
galaxy red fraction on stellar mass and environment is examined as a function of
redshift uncertainty. The photometric sample sizes required to measure environmental
correlations with equivalent fractional errors are estimated.
In Chapter 4 I study the environmental components of the galaxy stellar mass
function using the DES science verification data. To assess the errors on the galaxy pa-
rameters, such as the absolute magnitudes, stellar masses and the galaxy environments
Monte-Carlo simulations are executed. This is done by sampling from the photometric
redshift probability distribution functions (PDFs) for the galaxies and employing the
pipeline described in Chapter 2. I study the redshift evolution of the most dense and
least dense components to z∼ 1.
In Chapter 5 I present the conclusions of my research and outline possible avenues
for future investigation.
Chapter 2
Tools and methodology
This chapter is dedicated to the tools and methodology that are used to compute the
galaxy parameters, including the galaxy environments and stellar masses, that are
studied in this thesis. It consists of three parts. Firstly I review the methods to measure
galaxy environment used in previous studies in the literature. Secondly I describe the
analysis pipeline that is employed to derive the data products used in the scientific
analyses in Chapters 3 and 4. This includes codes to compute galaxy environment,
that I have developed. Lastly, I describe how the codes were tested.
2.1 Review of environment methods
A galaxy’s environment is essentially the density field in which a galaxy resides. To
measure a galaxy’s environment some means of quantifying the density field in the
vicinity of the galaxy is required.
Several research fields, although often considered as separate, probe this density
field. For example, there is significant effort in the weak lensing community to produce
density maps (e.g. Szepietowski et al., 2014) and the 2-point correlation function of
the galaxy distribution is routinely used in studies of large-scale structure (e.g. Tojeiro
et al., 2014).
The distribution of stellar matter (i.e. galaxies) is known to be a biased tracer of
the large scale structure in the Universe. This means that spatial clustering of galaxies
does not necessarily precisely mirror the underlying dark matter distribution. The
difference between the distribution of the galaxies and the dark matter is known as the
galaxy bias. The galaxy bias is a result of the combined effect of the baryonic physics
of galaxy formation which is not imprinted on the dark matter. Kaiser (1984) showed
that clusters of galaxies would have a large bias as a result of being rare objects which
formed within the highest density peaks.
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Fig. 2.1 Cylindrical apertures based on a fixed aperture (left) and the 5th nearest
neighbour galaxy (right). The galaxies are shown as filled red circles.
Typically in galaxy evolution studies the galaxy bias is neglected and only the
distribution of stellar matter is used to trace the underlying density field. For example
Dressler (1980) used the projected distance of galaxies from their cluster centres as a
proxy for environment. More recent studies quantify environment by computing the
number density of galaxies within a specified volume associated with a galaxy. This
is achieved in a variety of ways (e.g. Haas, Schaye & Jeeson-Daniel, 2012; Muldrew
et al., 2012), with varying definitions of the associated volume and the population of
galaxies which are counted. Most of these environment methods, but not all of them,
can be classified as one of two types of method: fixed aperture or neighbour methods.
Fig. 2.1 illustrates these two types of methods using cylinders. The fixed aperture
method is shown on the left and the 5th nearest neighbour method on the right. The
radius, r of the cylinder on the left is fixed whereas the radius, r5 of the cylinder on the
right is determined by the projected distance to the 5th nearest galaxy to the target, at
the centre.
Table 2.1 lists a collection of environment methods from the literature together
with the parameters that define their operation. This list is not an extensive one but
serves to illustrate the “zoo” of methods. The environment measurements computed
via different methods should be correlated. However, they often probe different scales.
The Nth nearest neighbour methods intrinsically adapt the scale they probe whereas
the scale probed by fixed aperture methods must be chosen in advance.
2.1
R
eview
ofenvironm
entm
ethods
30
Table 2.1 Methods to measure galaxy environment and their parameters that are frequently used in literature. The table is adapted from
collations in Muldrew et al. (2012) and Haas, Schaye & Jeeson-Daniel (2012)
.
Method Aperture parameters References
Projected galaxy number density Average of 10 nearest galaxies Dressler (1980); Gómez et al. (2003); Whitmore
& Gilmore (1991)
Cluster/Group-centric radius Radius Gómez et al. (2003); Goto et al. (2003); Wein-
mann et al. (2006); Whitmore & Gilmore (1991);
Whitmore, Gilmore & Jones (1993)
Nth nearest neighbour, projected
density
N =3, ∆v = 1000 km s−1 Cooper et al. (2006); Cooper et al. (2005);
Cooper et al. (2008)
N = 4,5, ∆v = 1000 km s−1 Baldry et al. (2006); Balogh et al. (2004a,b);
Bamford et al. (2009); Cassata et al. (2007); El-
lison et al. (2010); Peng et al. (2010)
N = 5, 10, 20, ∆v = 1000 km s−1 Kovacˇ et al. (2010)
N = 10 Pimbblet et al. (2002)
Fixed spherical aperture r =1 h−1Mpc Blanton et al. (2005)
r =8 h−1Mpc Blanton et al. (2003); Croton et al. (2005); Hogg
et al. (2003)
Fixed cylindrical aperture r = 0.1 - 10 h−1Mpc, ∆v = 1000 km s−1 Berrier et al. (2011); Blanton & Berlind (2007)
r = 0.5, 1, 2 h−1Mpc, ∆v = 1000 km s−1 Wilman, Zibetti & Budavári (2010)
r = 1 - 10 h−1Mpc, ∆v = 1000 km s−1 Kovacˇ et al. (2010)
r = 2 h−1Mpc, ∆v = 1000 km s−1 Kauffmann et al. (2004)
Mass density due to nearest neigh-
bour
N = 1, ∆v =400, 600 km s−1 Park & Choi (2009)
Annuli apertures, projected density r = 0.5−1,1−2,2−3 h−1Mpc Wilman, Zibetti & Budavári (2010)
r = 1−3 h−1Mpc Kauffmann et al. (2004)
Voronoi Tessellation Cooper et al. (2005)
Adaptive Gaussian r = 2 Mpc, cz = 1+0.2n Schawinski et al. (2007); Thomas et al. (2010)
10th neighbour Bayesian metric N = 10 Cowan & Ivezic´ (2008)
20 neighbour smooth density Park et al. (2007)
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The fixed aperture approach is perhaps the simplest of the methods to measure
galaxy environment. In this type of method the number of galaxies (excluding the
target) within a fixed volume centred on the target are counted. A number density
is computed by dividing the number of galaxies found inside the aperture by the
comoving volume of the aperture. A variety of apertures have been used in previous
studies including: spheres (Croton et al., 2005), cylinders (Gallazzi et al., 2009) and
annuli (Wilman, Zibetti & Budavári, 2010). The fixed cylindrical aperture on the left
hand side of Fig. 2.1 contains seven galaxies, excluding the target galaxy. The volume
of the aperture is determined by the radius (r) and half depth (l) of the cylinder. The
density is therefore: 7/2πr2l Mpc−3. Fixed aperture methods are discrete measures of
environment because the volume is fixed and the number of galaxies found can only
be a positive integer or zero. In the case where the aperture is devoid of galaxies a
nominal minimum density is usually assigned, such as 0.5 galaxies per aperture. The
discrete nature of fixed aperture environments makes it difficult to distinguish between
low density environments. Field galaxies can exist in isolation with no other galaxies
present within an aperture, centred on the galaxy.
The size of the aperture used in a study, for example, the radius of the sphere
or the radius and height of the cylinder, must be chosen. Choosing a small aperture
would result in a large number of the target volumes being devoid of galaxies but
the remaining measurements would be sensitive to the most dense environments.
Conversely, a large aperture would reduce the number of target volumes that are
devoid of galaxies, enabling measurements of a range of low density environments.
I describe my fixed aperture implementations using spheres, cylinders and cones in
Sections 2.2.13.1, 2.2.13.2 and 2.2.13.3.
Probing increasingly large scales, however, tends to homogenise the environments.
A large range of scales from < 1− 10 Mpc (Blanton & Berlind, 2007; Muldrew
et al., 2012) have been studied in previous works probing individual haloes through to
structures in the cosmic web. Wilman, Zibetti & Budavári (2010) took a multiscale
approach to quantify galaxy environment by using annuli with a range of inner and
outer radii. Studies show that environmental effects on galaxy properties (e.g. colour)
are strongest on scales smaller than ∼ 1 Mpc (Blanton & Berlind, 2007). Ideally the
choice of scale should match the scale of the physical processes that are believed to
drive the evolution of the galaxy properties. However considerations of the sample size,
signal-to-noise and the dynamic range of environments often leads to a compromise,
particularly when volume limited samples are constructed (Kauffmann et al., 2004).
The Adaptive Gaussian method is a two step method that attempts to correct for
redshift-space distortions. It was formulated and used in Schawinski et al. (2007) and
also used in Thomas et al. (2010). Peculiar velocities associated with galaxies are
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incorporated into redshift measurements together with the velocities associated the
Hubble expansion. Galaxies in overdense environments such as clusters, for example,
will have a peculiar velocity component towards the peak of the overdensity. The
effect of this is that when the galaxies are plotted in redshift space (rather than their
actual real space positions) structures appear elongated along the line of sight. This
effect is called redshift-space distortions or the “finger-of-god” effect.
The first step of the Adaptive Gaussian method employs a spherical fixed aperture
to ascertain an estimate of the local density. As a “zeroth” order correction for redshift-
space distortions in the second step the density is quantified using the galaxies found
within an ellipsoidal aperture that is stretched along the line of sight. The scaling
factor that determines the degree of stretching depends upon the density estimate from
the first step. I describe my implementation of this method in Section 2.2.13.5.
Neighbour methods are the other main type. The most commonly used method of
this type is the Nth nearest neighbour method. In this method the Nth nearest neighbour
galaxy associated with each target galaxy in the dataset is identified. Volumes are
constructed around the target galaxies based on the distance to the Nth neighbour.
Spherical volumes are often used to study simulations (Haas, Schaye & Jeeson-Daniel,
2012) as the distances between galaxies can be determined accurately in real-space. In
observational works cylindrical volumes are used to constrain the nearest neighbours,
to mitigate the effects of redshift distortions or redshift errors. The right hand side of
Fig. 2.1 shows a cylindrical volume constructed using the galaxy with the 5th smallest
projected distance from the target constrained within ±half-depth, l. The comoving
volume of the cylinder is calculated using this radius, r5. Dividing N by the volume of
the cylinder gives a number density. A dense environment is obtained when the Nth
nearest neighbour is close to the target.
A consequence of the Nth nearest neighbour method is that if there are N − 1
neighbours in a group, near the target, the Nth neighbour will be located in the next,
closest group. Hence the volume targeted will be based on the inter and not the intra
group distance. A careful choice of the value of N enables studies to focus on a
particular range of scales. Baldry et al. (2006) found that the average of the densities
based on the 4th and 5th neighbours gave the best estimate for a low redshift sample of
galaxies from the SDSS.
Another method that depends upon a target’s neighbours is the Voronoi Tessellation
method. In this method the space is partitioned into cells. Fig. 2.2 taken from Cooper
et al. (2005) shows an example of a Voronoi Tessellation in two dimensions. The
black circles represent galaxies and the open squares the vertices of the Voronoi cells.
The space is partitioned by connecting the perpendicular bisectors between galaxies
until each galaxy is enclosed, each cell contains only one galaxy and all points within
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Fig. 2.2 Voronoi tessellation in two dimensions. The black circles represent the
galaxies and the open squares are the vertices of the Voronoi cells. Image taken from
(Cooper et al., 2005).
a cell are closer to the enclosed galaxy than any other. The area of each Voronoi
cell (or its inverse) gives a measure of local density. The number of neighbouring
galaxies required to construct each cell is not fixed and depends entirely on the spatial
distribution of galaxies. In this sense the Voronoi Tessellation method is fully adaptive.
The partitioning can be performed in three dimensions or the survey volume can be
split into redshift slices and the projection of each slice divided using two dimensional
tessellation.
In the next section I describe the analysis pipeline that was used to obtain the
results presented in Chapters 3 and 4. The next section includes details of the methods
that I use to calculate galaxy environment.
2.2 Analysis pipeline
To study galaxy parameters and their environments they must be derived from the
observations collected in galaxy surveys. An analysis pipeline was constructed for this
purpose. The main requirements of the pipeline were the following:
• To provide k-corrections, stellar masses and absolute magnitudes for a range of
filters, as a function of redshift.
• To ascertain the edge of the survey data.
• To compute the area and volume of the survey data.
• To calculate galaxy environments for a range of methods and parameters.
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• To be sufficiently efficient to execute the above items for catalogues containing
millions of galaxies.
• To handle 100s of catalogue realizations.
I now provide an overview of the pipeline and in the following sections describe
the components in more detail.
2.2.1 Overview
Fig. 2.3 shows the logical architecture of the pipeline used to obtain the data products
in this thesis. There are 17 components in the pipeline marked with roman numerals
(I) to (XVII). The blue components in the figure consist of 1 or more computer codes
that I have developed and executed whereas the green components were developed
and executed by other people. I thank Claudia Maraston for the theoretical stellar
population models and for calculating the absolute and observed-frame magnitudes
of all the templates to be fitted for the filters, as a function of redshift. I thank
Micol Bolzonella for HYPERZ, the widely used SED fitting code and Janine Pforr
and Diego Capozzi for executing HYPERZ for the work described in Chapters 3 and
4 respectively. Table 2.2 lists the name of the codes that I developed, the associated
pipeline component and a brief description of each code.
The inputs to the pipeline are the galaxy observations (I) and the theoretical stellar
populations (II). The models that best fit the observations are found by the code
HYPERZ in stage (III). The absolute magnitudes are obtained from the best fit model
solutions in (IV) and the stellar masses are computed in (V). The k-corrections (that are
required for filter transformations and galaxy redshift detection limits) are calculated
in stage (VI). Various correction weights including volume (VII) and sampling (VIII)
corrections are calculated for each galaxy in the catalogue. The stellar masses, absolute
magnitudes and correction weights are collated together into a catalogue in (IX) and
the density defining population is selected in (X). These catalogues are used to compute
the galaxy densities in (XI). Meanwhile the survey edges are identified in (XII) and
the survey area and volume is computed in (XIII). The mean density as a function of
redshift is computed in (XIV) using the density defining population from (X) and the
survey area from (XIII). The galaxy environments are computed in stage (XV) and
these measurements are used for visualizations in stage (XVI) and scientific analyses
in stage (XVII).
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(I) get/generate 
catalogue
(VI) compute k-
corrections
(VII) compute 
volume corrections
(VIII) compute TSR 
corrections
(XII) get survey 
edges
(XIII) compute 
survey area & 
volume
(IX) get full 
catalogue
(X) get density 
defining population
(XIV) compute 
mean density as 
function of redshift
(XI) compute 
galaxy density
(XV) compute 
galaxy 
environment
(XVII) run science 
analysis codes
(XVI) compute 
visualizations
(III) execute 
HYPERZ
(II) stellar 
population models
(V) compute stellar 
masses
(IV) get absolute 
magnitudes
Fig. 2.3 Logical flowchart of the analysis pipeline. The components are marked with
the roman numerals (I) to (XVII) for reference in the text. The components coloured
blue consist of one or more computer codes that I have developed. The components
coloured in green were developed and executed by other people.
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2.2.2 Sciama - The Portsmouth supercomputer
The analysis pipeline was executed on Portsmouth’s supercomputer, called ‘Sciama’1.
Sciama, the high performance computer cluster was initially installed with 960 cores
(Sciama-I), but after two upgrades (Sciama II and III) now has 3702 computer cores.
For my work I mainly used Sciama II that consists of 96 nodes each with 16 cores,
giving a total of 1536 cores, each core with 4 GB of memory. The high performance
computer cluster has nearly a petabyte of storage.
Initially I wrote the codes for the pipeline components that I developed in IDL2
(Interactive Data Language). However as my research progressed I discovered that it
was necessary to compute environments for large parameter spaces and large datasets.
For example galaxy environments were required for apertures with a large number of
different radii and depths in Chapter 3 and 100s of Monte-Carlo realizations of the
survey catalogue, which itself contained millions of galaxies were required in Chapter
4. Parallelizing the execution of the IDL codes by running different parameters on
different cores was insufficient. There were two main obstacles: (i) execution time and
(ii) scalability. IDL is a proprietary language and every node (i.e. 16 cores) running
IDL requires a licence. The department had 40 licences to share amongst all of the IDL
users of the supercomputer. This licensing issue considerably restricted the number
of cores available to me to run my environment codes. To overcome these obstacles
I re-wrote the codes in c++. This solved both of the issues as c++ is a lower level
language that enabled significantly faster processing and it does not require a licence;
giving me access to a larger pool of cores.
2.2.3 Pipeline inputs
The analysis pipeline has two basic inputs: a spectroscopic or photometric redshift
galaxy catalogue and theoretical stellar population models. The first stage (I) of the
pipeline prepares the galaxy catalogue to ensure the necessary columns and data
are present and that they are in the correct format. The get_galaxy_catalogue code
performs this function. The required inputs are: the angular positions of the galaxies,
i.e. the right ascension (RA) and declination (DEC), the galaxy redshifts (photometric
or spectroscopic) and the observed photometry for each filter, including the photometric
errors.
1Named after Dennis Sciama (1926-1999)
2http://www.exelisvis.com/
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Table 2.2 List of codes I developed for components of the pipeline.
Code Description
(I) generate_photometric_catalogue Creates photometric redshift cata-
logues from a spectroscope cata-
logue by displacing the redshifts.
get_galaxy_catalogue Reads into memory a photometric
/ spectroscopic or simulated cata-
logue.
chunk_pdfs Splits a catalogue of galaxy photo-
metric redshift PDFs into chunks for
parallel processing.
sample_from_pdfs Samples redshifts from a file of
galaxy PDFs.
generate_cats Creates catalogue realizations from
redshift samples.
(VI) compute_kcorrections_mpi Interpolates the galaxy k-correction
from the model k-corrections using
the redshift and age from the best fit.
(VII) compute_zmin_zmax_mpi Computes the minimum and maxi-
mum redshift that each galaxy can
be detected.
compute_volume_correction Computes the volume correction
weight for each galaxy.
(VIII) compute_tsr_correction Computes the target sampling rate
correction for each galaxy.
(IX) get_full_catalogue Collates the masses, magnitudes and
corrections into a catalogue ready to
compute densities.
(X) get_ddp Collates the galaxies that form the
density tracing population.
(XI) compute_conical_density_mpi Computes conical fixed aperture
densities.
compute_nnn_density_mpi Computes the Nth nearest neighbour
galaxy densities.
compute_spherical_density Computes spherical aperture densi-
ties.
compute_cyl_density Computes cylindrical aperture den-
sities.
compute_adpative_gaussian Computes adaptive gaussian densi-
ties.
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Table 2.3 List of codes continued.
Code Description
(XII) generate_healpix_rnds Generates random points on the sur-
face of a proportion of a sphere.
get_inside_pixels Gets the HEALPIX cells inside the
survey footprint.
trim_outside_randoms Discards random points that are out-
side the footprint that are more than
a certain angular distance from the
footprint.
trim_inside_randoms Discards random points that are in-
side the footprint that are more than
a certain angular distance from the
outside.
compute_random_edges Identifies the set of points on the
edge of the survey footprint.
(XIII) compute_survey_volume Computes the area of the survey
footprint and the survey volume.
(XIV) compute_mean_density Computes the mean galaxy density
as a function of redshift.
(XV) compute_galaxy_environment Computes the density contrast based
on the galaxy densities and the mean
density as a function of redshift.
(XVI) compute_env_visual Computes coloured environment
map for a specified redshift bin.
(XVII) compute_env_pop_dividers Compute the environment bin edges
for the mass function analysis.
compute_mass_function Computes the galaxy mass function
for specified redshift bins.
compute_mass_function_by_env Computes the galaxy mass function
for specified environment and red-
shift bins.
compute_mass_function_errors Computes the error distribution for
each mass, environment and redshift
bin.
compute_spearman_rank_env Computes the Spearman Rank Cor-
relation Coefficient between a cata-
logue of environments and a set of
benchmarks.
compute_red_fraction Computes the galaxy red fraction for
a specified mass and colour.
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2.2.4 Photometric redshifts
There are two main types of photometric redshift measurements. The first is a template
fitting approach (e.g. Csabai & Budavari, 2003) and the second is a training set (e.g
Collister & Lahav, 2004) or machine learning approach. The fitting approach uses a set
of galaxy spectral templates with a range of redshifts, types and luminosities. Expected
colours are derived from the templates and fit to the observed galaxy colours. The
templates with the best fits are found, from which photometric redshifts are obtained.
Photometric redshifts can be derived from the SED fitting code HYPERZ which is
described in more detail in Section 2.2.6. However in this thesis I do not use this
feature of HYPERZ.
An example of a code that uses the machine learning approach is ANNz (Artificial
Neural Network redshift) (Collister & Lahav, 2004). The artificial neural network
consists of a number of layers of nodes with connections between nodes in adjacent
layers. The network accepts the galaxy photometry and outputs photometric redshifts.
A representative training set of galaxies is required to tune the connections between
the nodes. Once the connections have been tuned the network can quickly compute
photometric redshifts from galaxy photometry.
In the SDSS study in Chapter 3 the photometric redshift are obtained from the
SDSS pipeline and in the DES study in Chapter 4 the photometric redshifts are
obtained from the TPZ code run by scientists within the DES collaboration. More
details regarding the photometric redshifts used in the scientific analyses in this thesis
can be found in Chapters 3 and 4.
2.2.5 Stellar population models
Light emitted from a galaxy encodes many of its fundamental properties, including the
star-formation history (SFH), metallicity, stellar mass and the abundance of dust and
gas. Models are required to decode and interpret the information in the light. Early
attempts at extracting information from SEDs combined the spectra of stars in an
ad hoc way until a good match was achieved. Although this approach was capable
of obtaining very good fits the composition of stars could be quite unrealistic. This
approach was superseded by models that were constrained by the theory of stellar
evolution. Instead of summing together arbitrary combinations of stellar spectra
the range and abundance of spectral types conform to the theory. This approach
which is now called stellar population synthesis (SPS) or evolutionary population
synthesis (EPS) (e.g. Maraston, 2005) enables more powerful interpretations of the
measurements and facilitates the quantification of galaxy parameters.
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The basic starting point of a stellar population model is the simple stellar population
(SSP). SSPs describe the evolution of coeval collections of stars that are chemically
homogenous. SSPs requires three main ingredients: stellar evolution tracks, a library
of stellar spectra and an assumption of the initial distribution of stellar masses. I will
now describe these ingredients before describing the main approaches to compute
galaxies’ SEDs, broad-band luminosities, magnitudes and stellar masses.
The first ingredient required by SSP models are stellar evolution tracks. Colour and
luminosity measurements of globular clusters, which are coeval collections of (∼ 105)
stars found in the haloes of galaxies show that a star’s life consists of a number of
distinct phases. This is shown most clearly in what is called the Hertzsprung-Russell
(HR) diagram which is the luminosity-colour plot for stars. Fig. 2.4 shows an HR
diagram for the stars in globular cluster NGC 1851 taken from Maraston (2005). The
B-V colour is a proxy for the effective temperature of the stars, with temperature
increasing as B-V decreases (i.e. towards the left in Fig. 2.4). Some of the main phases
of stellar evolution are shown, including the main sequence (MS) which consists of
stars undergoing hydrogen burning in their cores and the red giant branch (RGB)
which consists of stars that have depleted the supply of hydrogen in their cores and are
now burning hydrogen in a shell surrounding their helium core. A stellar evolution
track is the path a star follows across the HR diagram. Observations of the HR diagram
together with models of stellar evolution have been used to construct isochrones. An
isochrone specifies the location of stars in the HR diagram with different masses
but with the same age and metallicity. There are now a range of isochrone tables
available spanning wide ranges of mass and chemical composition, including most
of the evolutionary phases. For example the Padova (e.g Bertelli et al., 2008, 2009;
Girardi et al., 2000) and Geneva (e.g Meynet & Maeder, 2000; Schaller et al., 1992)
models.
The second ingredient is a library of stellar spectra. The are two types of libraries:
empirical (e.g. MILES library) and theoretical (e.g. Kurucz, 1979). The empirical
spectra are based upon the mean measurements of stars in the local Universe. Alterna-
tively there are theoretical libraries available that are generated from models. The main
disadvantage of using empirical spectra as templates is that they do not cover the full
parameter space. They may represent the stellar population in the local Universe well
but could be a complete mismatch to galaxies at higher redshifts. Theoretical spectra
however can be generated to ‘fill’ the parameter space with an appropriate granularity.
The third ingredient is an assumption of the initial distribution of the masses of
the stars. This distribution is called the initial mass function (IMF). The IMF depends
upon the physics that determine how large clouds of gas collapse and fragment to
form stars. The details of this process are not fully understood and so it is not possible
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Fig. 2.4 Observed colour-magnitude diagram for globular cluster NGC 1851. The
evolutionary phases are labelled as follows: Main Sequence (MS), Sub Giant Branch
(SGB), Red Giant Branch (RGB), Horizontal Branch (HB), Asymptotic Giant Branch
(AGB) and the Blue Stragglers (BS). The image is taken from Maraston (2005)
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Fig. 2.5 Initial mass functions expressed as fractions per dex as a function of mass.
Each curve is normalized such that the area under each curve is unity. This plot is taken
from http://www.astro.ljmu.ac.uk/~ikb/research/imf-use-in-cosmology.html based on
Baldry & Glazebrook (2003).
to derive the IMF from first principles. The IMF could in fact vary from cloud to
cloud. Modellers therefore have to rely upon empirical estimates of the IMF based
on measurements of stars that can be resolved within the Milky Way. Typically a
universal IMF is assumed following a power law between a lower (mLower) and upper
(mUpper) mass limit. A commonly adopted IMF, which is used throughout this thesis is
the Salpeter (1955) IMF. It has the form described in equation 2.1 where c is a constant
and x determines the slope of the power law. The Salpeter IMF has x = 1.35.
ξ (M) = cM−(1+x) . (2.1)
There are now a range of IMFs measured by different authors. Fig. 2.5 which is
taken from Baldry & Glazebrook (2003) shows a comparison of the mass fraction per
dex as a function of mass for several of these IMFs. The Kroupa (2001) and Chabrier
(2003) IMFs are widely used in the literature. They consists of a combination of
functional forms, with less power at low masses (<M⊙) to take into account evidence
from modern measurements of young star clusters.
Once these three ingredients are in place the most common approach to derive
SEDs is called isochrone synthesis. The SED of a SSP is obtained by integrating
the stellar spectra convolved with the IMF with respect to mass along an isochrone,
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between the mass limits of the evolutionary stage. This approach is particularly
well suited for the main sequence because the luminosity of main sequence stars
is a strong function of their stellar mass and the sequence traverses a large mass
range. Isochrone synthesis is also widely used to calculate the contributions of later
evolutionary phases. An alternative approach, for post main sequence phases is based
on the fuel consumption theorem (Maraston, 1998; Renzini & Buzzoni, 1986) that
relates the quantity of nuclear fuel burnt within an evolutionary phase to the phases’
contribution to the total luminosity. This approach by passes the integration with
respect to mass which is convenient for the later phases of evolution because of their
smaller mass ranges.
More complex stellar population models can be constructed from mixtures of
SSPs. These are called composite stellar population (CSP) models. The assumption in
SSPs is that there is a single, instantaneous initial starburst. This star formation can
be modelled as a single delta function at a particular time. CSPs facilitate a means
of modelling a more extended period of star formation, the so called star formation
history (SFH). CSPs contain a richer set of stars with a range of ages (given by the
SFHs) and metallicities. The most commonly adopted SFH is the exponential or τ
model, where the star formation rate (SFR) declines exponentially with time (i.e. SFR
∝ e−t/τ ). This time dependence can be derived theoretically (Schmidt, 1959) assuming
that the gas density governs the rate at which new stars are formed within a closed
system. A slight variation to the τ model is the truncation model. In this model the
star formation declines exponentially in the same way as the τ model but is abruptly
truncated at time, t = τ . A constant star formation rate is another model that can be
employed.
In this work four families of models are adopted: SSP, τ , truncated and constant
star formation models from Maraston (2005) and Maraston et al. (2009) including a
range of metallicities. Models with metallicities of 0.2, 0.5, 1.0 and 2.0 Z⊙ are used.
This is a sensible number of different metallicities, covering a reasonable physical
range pertinent to galaxies over a wide mass range.
After theoretical SEDs have been obtained for a range of stellar population models
with different compositions (metallicities), ages and SFHs they can be used to interpret
observations of galaxies. This is achieved via SED fitting and this is discussed next.
2.2.6 HYPERZ
By finding the theoretical SED that best matches the photometric observations of
galaxies their properties can be inferred from the corresponding stellar population
models. HYPERZ (Bolzonella, Miralles & Pelló, 2000) is a code that performs SED
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fitting. It is a brute force, least squares minimization code. As shown in the pipeline
(see Fig. 2.3) the galaxy photometry from (I) and the theoretical SEDs from (II) are the
inputs to HYPERZ. The galaxy photometry consists of the observed magnitudes and
the errors on the magnitudes. Galactic reddening can be applied, if necessary and the
magnitudes must be converted into fluxes (Fobs). In addition the limiting magnitudes
of the survey and the filter transmission functions are required. Further processing of
the theoretical SEDs can also be applied. HYPERZ provides the option of applying
dust reddening laws (e.g. Calzetti et al., 2000, for starburst galaxies) and Lyman-α
absorption using the prescription of Madau (1995).
HYPERZ has two modes of operation. The redshift of the galaxy can either be
specified as an input or if it is not specified HYPERZ will determine a photometric
redshift. In this work redshifts are always supplied to HYPERZ. These redshifts are
obtained by some other means. In this thesis spectroscopic redshifts are used where
applicable and photometric redshifts are obtained from other sources. In the SDSS
study in Chapter 3 the photometric redshift are obtained from the SDSS pipeline and
in the DES study in Chapter 4 the photometric redshifts are obtained from the TPZ
(Carrasco Kind & Brunner, 2013) code run by scientists within the DES collaboration.
In both instances HYPERZ is not employed to derive the photometric redshifts because
it was advantageous to use the most accurate and robust redshifts available, provided
by these other codes. This was important because environment measurements are
sensitive to the photometric redshift accuracy, as is shown in Chapter 3. The best
performing photo-z codes, such as the TPZ code, however do not provide the other
galaxy properties, such as the masses and absolute magnitudes. HYPERZ is therefore
used to obtain these properties. Employing independent photo-z codes in this manner
is satisfactory because the impact of fixing the redshift (excluding catastrophic failures)
on the mass estimates is small compared with leaving it as a free parameter (Pforr,
Maraston & Tonini, 2013). Where necessary the variability of the galaxy properties
due to the photometric redshift errors is quantified using Monte-Carlo simulations.
Before the fitting procedure each of the theoretical SED are redshifted to the
redshifts of the galaxies supplied by the user and are convolved with each filter band,
used for the observations.
The fitting then proceeds as follows. For each galaxy, HYPERZ iterates over all
of the theoretical SEDs and identifies the best match to the observed photometry of
the galaxy. To quantify the difference between the observed photometry and each
theoretical SED HYPERZ computes the χ2 statistic for each one using the formula
below:
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Fig. 2.6 SED fitting example from the DES science verification dataset. Young star
forming galaxy with a best fit age of 1.43 Gyr and log(M) = 9.59. The best fit model
spectra is shown in black. The best fit fluxes in each of the DES filters (g,r,i,z,Y) are
shown with filled black circles. The observed fluxes in each of the DES filters are
shown in red.
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χ2(z) =
Nfilters
∑
i=1
[
Fobs,i−bFtemp,i(z)
σi
]2
. (2.2)
Fobs,i and Ftemp,i are the observed and template fluxes for filter i respectively. σi is
the uncertainty in the flux measurements and b is a normalization constant. The smaller
the χ2 value the more similar the observed photometry is to the theoretical SED. The
best solution is the one with the smallest reduced χ2 which takes into account the
number of degrees of freedom.
Fig. 2.6 shows an example of SED fitting for a young star forming galaxy from the
DES dataset (see Chapter 4). The best fit model spectra is shown in black. The best fit
fluxes in each of the DES filters (g,r,i,z,Y) are shown with filled black circles and the
observed fluxes in each of the DES filters are shown in red. The galaxy has a best fit
age of 1.43 Gyr and log(M) = 9.59.
2.2.7 k-corrections and absolute magnitudes
Due to the expansion of the Universe the flux of light observed from a distant galaxy
through a filter on earth is not equal to the flux that was emitted in the rest frame of
the galaxy at the wavelength of the filter. The light that is observed is redshifted. A
bluer (shorter wavelength) part of the rest frame spectrum, which will have a different
flux, is therefore detected using the filter. This would not be a problem if the whole
galaxy spectrum could be measured, but in broad-band photometry this is not possible
as light is only observed through a small number of filters. To account for this effect a
k-correction must be applied.
In stage (VI) of the pipeline the model k-corrections are derived from the theoretical
stellar population models. Maraston evaluates the theoretical integrated flux for
different filters as a function of lookback time, redshift and model. The k-corrections
are calculated by subtracting the theoretical magnitude at the redshift and lookback
time (age) of the galaxy from the theoretical magnitude of the galaxy with the same
age but at z = 0. Evolution corrections are not calculated or applied in this thesis.
Fig. 2.7 shows the model k-corrections as a function of redshift and age derived
from four SSP models with metallicities of Z/Z⊙ = 0.2,0.5,1.0 and 2.0. The k-
correction is a stronger function of redshift than age. As expected the k-correction
increases with redshift. The k-correction also increases with metallicity, particularly
for z > 2 because the SEDs are redder for higher metallicities. Rapid evolution leads
to a higher abundance of metals and larger fluxes at high redshifts and hence larger
k-corrections.
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Fig. 2.7 Model k-corrections as function of redshift and lookback time for four SSP
models with metallicities: 0.2,0.5,1.0 and 2.0 with respect to Z⊙.
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Maraston evaluates the theoretical stellar population models for a finite set of
redshifts and lookback times, essentially giving a set of k-correction grids. The
redshifts and ages of galaxies outputted from HYPERZ generally have values that are
between grid points. The k-corrections for the galaxies are obtained by interpolating
the grids. Initially I tried interpolating the grids using the IDL routines: min_curve_surf
and griddata and the complementary routine triangulate. These routines were simple
to use but I found that the execution times were too long for large catalogues of
galaxies. In the end I implemented a c++ code (compute_kcorrections_mpi.c, see
Table 2.2) that employed two dimensional Shepard interpolation employing the 4
closest grid points that enclose the galaxy’s redshift and age. I parallelized the code
using the c++ MPI (message passing interface) library. This enabled me to compute
k-corrections for large datasets by processing different batches of the catalogue on
different cores of Portsmouth’s supercomputer, at the same time.
Once k-corrections have been obtained for a particular band it is straightforward to
calculate the absolute magnitudes of the galaxies for that filter. Absolute magnitude is
related to apparent magnitude (m) via the distance modulus (DM) and k-correction (k)
using:
M = m−DM− k . (2.3)
The apparent magnitude, m in this equation is already corrected for Galactic
extinction due to dust within the Milky Way (e.g. by the SDSS/DES collaborations for
Chapters 3 and 4 respectively). In this thesis we do not apply reddening due to internal
dust extinction of the galaxies as it has been shown that this set up recovers the best
absolute magnitude and stellar mass estimates (Pforr, Maraston & Tonini, 2012, 2013).
2.2.8 Stellar masses
HYPERZ does not compute stellar masses itself but gives the best fit models. The
stellar masses are calculated afterwards in stage (V) of the pipeline. Stellar masses are
calculated using the normalisation factor, b (expressed in equation 2.2) between the
best fit theoretical template and the observed photometry. For a theoretical template
that is normalised to one M⊙ the stellar mass (in units of M⊙) is calculated following
Daddi et al. (2005) and Maraston et al. (2006) using the following equation:
M∗ = 4π(DLum×3.086×1033)2×b/L⊙ . (2.4)
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In this equation L⊙ = 3.426×1033 ergs/s is the luminosity of the sun and DLum is
the luminosity distance expressed in cm (hence the conversion factor of 3.086×1033)
which is related to the angular diameter distance (DA) by:
DLum = DA(1+ z)2 . (2.5)
The angular diameter is defined as the ratio between the object’s actual size and its
angular size as viewed from Earth.
The calculation of stellar mass as presented in equation 2.4 yields the total stellar
mass. Mass loss due to stellar evolution (i.e. stars die and leave remnants of lower
mass) is accounted for by applying a correction that varies as a function of age and
metallicity of the best fit stellar population model (see Maraston, 2005).
2.2.9 Volume corrections
In the SDSS spectroscopic targets are chosen from the galaxy photometry. Only
those galaxies with an r-band apparent magnitude brighter than 17.7 are selected.
As the redshift increases, at some redshift intrinsically faint galaxies will not be
selected because their apparent magnitude will drop below the sample selection limit.
To account for this volume correction can be calculated and applied. The volume
corrections are computed in stage (VII) of the pipeline.
To compute volume corrections the detectable volume of each galaxy for a par-
ticular filter is required. This is obtained by calculating the maximum (zmax) and
minimum (zmin) redshift at which each galaxy will be selected. These selection limits
are obtained by considering the apparent magnitude of the source as the redshift is
varied. We assume that the best fit galaxy properties and in particular the age found by
HYPERZ remain fixed as the redshift varies. The apparent magnitude for some filter, at
redshift, z is given by:
m(z) = m−DM− k+DM(z)+ k(z) . (2.6)
In this equation m is the apparent magnitude of the galaxy, DM is the distance
modulus of the galaxy and k is the k-correction of the galaxy at its measured redshift.
The sum of these three terms is the absolute magnitude of the galaxy for the filter.
The fourth term and fifth terms are the distance modulus (DM(z)) and k-correction
(k(z)) at some other redshift. To get the redshift selection limits equation 2.6 is solved
for z at the upper and lower apparent magnitude limits. I do this using a numerical
convergence scheme that I developed (i.e. compute_zmin_zmax_mpi in Table 2.3).
This is done for every galaxy in the dataset.
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The convergence scheme starts with two trial redshifts that give apparent mag-
nitudes that straddle the selection limit value. The redshift half way between the
initial lower and upper trial redshifts is calculated and the apparent magnitude for this
redshift computed. There are now three trial redshifts. Either two of the trials have
apparent magnitudes fainter than the selection limit and one is brighter or two trials are
brighter than the selection limit and one is fainter. The two closest trials that straddle
the selection limit are kept for the next iteration. The redshift half way between these
two is found and the scheme repeats in this way until a convergence criteria is satisfied.
The scheme has converged when the difference between the trial apparent magnitude
and the selection limit is less than a threshold that I set to 0.00001.
Once the redshift limits have been computed the comoving distance (r in the
equations below) to the limits are calculated assuming a particular cosmology. For a
full sky survey the detectable volume is:
4
3
π(r3max− r3min) . (2.7)
In scientific analyses, galaxies that would not be selected through the entirety of
a considered redshift range (zlower to zupper) because they drop below the selection
limit at some intermediate redshift must be given more weight than galaxies that are
selected everywhere through the redshift range. The volume correction is the ratio of
the considered redshift range to the detectable volume given by:
r3upper− r3lower
r3max− r3min
. (2.8)
The volume correction is required when zmax < zupper or zmin > zlower, otherwise
the volume correction is set to unity. Since the pre-factors (4/3π) are the same for both
the considered range and the detectable volume they cancel out and this expression for
the volume correction holds true even if the survey does not measure the full 4π sky.
2.2.10 Target sampling rate correction
In multi-object spectroscopy light is collected and piped from the positions of the
galactic sources in the focal plane of the instrument to the spectrograph using optical
fibres. The positions of the fibres in the focal plane are different for each angular
pointing of the telescope. A mechanism to re-position the fibres for each observation
is required. This can be achieved with robotic arms or in the case of the SDSS it is
done manually. In the SDSS the positions of the galactic sources in the focal plane are
marked on circular aluminium plates. Holes are drilled in the plates and then “plugged”
with the optical fibres. The aluminium plates effectively hold the fibres in place for
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the observations. This process is simple and robust but also labour intensive as each
angular pointing requires its own aluminium plate.
One limitation of this approach in the SDSS is that the finite size of the fibres
makes it difficult to target more than one galaxy within an angular radius of 55 arcsecs
using a single plate. Targeting two galaxies separated by less than this would result in
a fibre collision. This limitation is particularly problematic for studies of environment
because this systematic under sampling is a function of environment. A target sampling
rate (TSR) correction is required to account for this. This correction is calculated using
the following equations:
TSR =
# of galaxies measured with spectroscopy within 55 arcsec of target
# of galaxies found with photometry within 55 arcsec of target
, (2.9)
TSR Correction = 1 / TSR . (2.10)
Only those galaxies with bright enough absolute magnitudes to be detected within
the sample are counted towards the denominator of equation 2.9. TSR corrections are
employed in Chapter 3.
2.2.11 Density defining population
In stage (IX) the outputs from stages (V), (VII) and (VIII) are combined together
into one catalogue with a code called get_full_catalogue (see Table 2.2). Stage (X) is
similar to stage (IX) in that it combines the outputs from the previous stages. However
in this stage choices about the redshift range and density defining population (e.g
Croton et al., 2005) are encoded. Typically a subset of the galaxies that are brighter
than some threshold are used to trace the galaxy density field. A limiting magnitude is
chosen so that the tracing galaxies can be observed through the entire redshift range
that has been chosen to be studied. There is a trade-off between the size of the redshift
range and the number of galaxies in the density defining population. A large redshift
range can lead to a poor density defining population because the required absolute
magnitude cuts result in sparse sampling of the density field using only the brightest
galaxies. In certain situations it may be preferable to opt for two or more density
defining populations to study different redshift ranges. At high redshifts the density
defining populations inevitably sample the density field more sparsely than at low
redshift. Instead of a straight forward cut in absolute magnitude sometimes a redshift
dependent cut is employed (e.g. Peng et al., 2010) to account for an increased star
formation rate at earlier times. Stage (X) selects only those galaxies in the density
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defining population and discards the galaxies that are outside the redshift and absolute
magnitude cuts. The specific cuts employed for the analyses in this thesis can be found
in Chapter 3 and 4. Stages (IX) and (X) prepare the catalogues to be input into stage
(XI) where the galaxy densities are computed.
2.2.12 Survey edges, area and volume
The geometry of the observational footprints of wide area galaxy surveys are usually
quite complicated. Wide area galaxy surveys take years to complete and the observing
conditions vary from night to night and field to field. One key factor that determines
the geometry of the footprint is the operational mode of the telescope. For example the
SDSS camera operates in a drift scan mode. The telescope points in a fixed direction
and the shutter opens taking exposures for an extended amount of time. As the earth
rotates on its axis the sky appears to drift. In this mode the telescope captures parabolic
stripes of data. The photometric footprint is constructed by “stitching” together the set
of stripes from all of the observing runs. This process inevitably leads to an irregular
edge at the end of the parabolic stripes caused by the relative timing and pointing
angle between observations. Another factor is the impact of local bright stars within
the Milky Way. These stars can saturate the detectors and effectively obscure the
measurement of any extragalactic sources with a similar viewing angle and hence lead
to holes in the footprint. In galaxy environment studies it is particularly important
to manage the data at the boundaries of the footprint. Neglecting to do so leads to
systematic underestimates of the environment measurements of the galaxies close to
the boundaries. There are two types of boundaries to consider in galaxy surveys. There
are the angular boundaries of the footprint and the redshift boundaries. The boundaries
are obtained in stage (XII) of the pipeline.
The redshift boundaries do not usually pose a problem once the minimum depth
across the footprint of the co-added images have been established. In scientific work a
conservative redshift range can be chosen to ensure that the galaxies in the sample are
sufficiently far from the boundaries of the survey footprint. The angular boundaries
are more difficult to identify. I developed two methods to identify the angular edges of
survey footprints. The first method constructs a high order polygon within the footprint
(see Section 2.2.12.1) and the second employs masks of the survey data generated
by open source software components (see Section 2.2.12.2). The first approach is
used in Chapter 3 and the second in Chapter 4. The two methods are described in the
following sections.
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Fig. 2.8 Illustration of the polygon method to identify the edges of the survey data.
2.2.12.1 Polygon approach
The basic idea of this method is illustrated in Fig. 2.8 and it operates as follows. An
angular point (RA, DEC) approximately in the centre of the survey footprint is chosen
as the rotation point. A narrow vertical bin of data centred on the rotation point is
selected. The galaxy with the maximum vertical position within the bin is identified.
The data is then rotated around the rotation point by a small angle and again the galaxy
with the maximum vertical position within the bin is found. This process is repeated
until the data has been rotated through 360 deg. The positions found in this process
constitute the vertices of a polygon that encloses the survey data. The width of the
vertical bin, the rotation point and the increment of rotation can all be varied to obtain
a polygon with an arbitrary number of vertices.
Fig. 2.9 shows a fraction of the SDSS footprint (DR7), focusing on part of the
edge of the data. The green points are some of the vertices of the polygon. The red
points are galaxies that are inside the polygon and the blue points are galaxies that are
outside the polygon. Data within a conservative (angular) distance of the polygon is
not used for scientific analysis, but the density defining population in this region is
kept to enable the environments of all of the main sample to be computed.
The area required therefore is not the area of the polygon but the area occupied by
the data that is used for analysis, i.e. after exclusion of the galaxies that are close to
the perimeter. This area is obtained using Monte-Carlo integration.
A proportion of the unit sphere with the angular limits in right ascension (αmin,
αmax) and declination (δmin, δmax) is constructed to encompass the survey data. This
area is easily computed using the equation below derived from analytical integration
over the surface of the sphere:
Area =
[
cos
(π
2
−δmax
)
− cos
(π
2
−δmin
)]
(αmin−αmax) . (2.11)
This proportion of the unit sphere is populated with random points. This is done as
follows. In IDL random numbers can be generated from a uniform distribution for the
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Fig. 2.9 A fraction of the SDSS (DR7) footprint focusing on part of the edge of the
data. The vertices of the polygon evaluated to trace the edges of the data are shown in
green. The galaxies inside the polygon are shown in red and galaxies outside of the
polygon are shown in blue.
range 0 to 1. This range is mapped on to positions on the surface of sphere within the
angular limits: αmin < αrnd < αmax and δmin < δrnd < δmax. For each random angular
position (αrnd, δrnd) two random numbers from a uniform distribution are needed (r1,
r2). The transformation for the right ascension angle, αrnd is given by equation 2.12:
αrnd = αmin+ r1(αmax−αmin) . (2.12)
The transformation for the declination angle, δrnd is given by equation 2.13:
δrnd =−cos−1(2v−1) v = rlow+ r2(rup− rlow) . (2.13)
The intermediate values rlow and rup are calculated using equation 2.14:
rlow =
(1+ cos(δmin))
2
rup =
(1+ cos(δmax))
2
. (2.14)
Once populated, the fraction of random points that are inside the polygon and
are not discarded (using the same criteria that was used for the galaxies) to the total
number of random points generated on the proportion of the unit sphere is computed.
This fraction is used to scale down the area obtained with equation 2.11 to give the
required area.
The volume is obtained by calculating the difference in volume of two spheres at
the upper and lower redshift limits of the survey data and multiplying this by the ratio
of the area of the data to the full 4π sky.
2.2.12.2 Mask approach
The second method I used to extract the edges of a survey footprint relies upon two
key pieces of open source software that have been developed to handle data on the
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Fig. 2.10 Tessellation of the unit sphere into 12, 48, 192, and 768 cells for the top left,
top right, bottom right, bottom left spheres respectively. Image taken from Górski et al.
(2005).
surface of a sphere. A suite of tools called MANGLE3 were developed by Hamilton &
Tegmark (2004) to accurately manage the angular masks for surveys such as the SDSS.
These tools were later made more usable and efficient by Swanson et al. (2008). The
MANGLE software has many capabilities including pixelating angular masks of survey
data, decomposing a set of polygons into disjoint parts, expanding a mask in spherical
harmonics and converting mask formats. HEALPIX4 developed by Górski et al. (2005)
is the other key piece of software. This software tessellates the surface of a sphere into
curvilinear quadrilateral cells, each having the same surface area. Fig. 2.10 shows
the tessellation of 4 unit spheres, divided into 12, 48, 192, and 768 cells. In the DES
analysis in Chapter 4 the unit sphere is divided into 2.01327×108 cells.
MANGLE and HEALPIX are complementary tools. MANGLE is designed to manage
quantities that are piecewise-constant in distinct regions of the sky, such as the com-
pleteness of a galaxy survey whereas HEALPIX is better suited at handling properties
that vary continuously across the sky, such as the cosmic microwave background
(CMB) or the amount of extinction due to Galactic dust.
In galaxy surveys MANGLE can be used to combine and pixilate the angular masks
from individual observations and then the software can be used to generate a HEALPIX
map. I use the HEALPIX map to determine the edges of the survey footprint. The
HEALPIX software distribution includes an IDL library that can be invoked to read and
query HEALPIX maps. The HEALPIX maps are read into memory using the routine:
3http://space.mit.edu/~molly/mangle/
4http://healpix.sourceforge.net/
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Fig. 2.11 Edges and holes determined using the mask approach for the DES SPT-E
data with a uniform depth of 23 mag (left, black) and 22 mag (right, blue) in i-band
integrated apparent magnitude. The brighter cut (left) results in a smaller area.
read_fits_map and the cell IDs of particular angular positions (RA, DEC) can be
determined using the routine ang2pix_nest. In addition the maps can be queried to
determine if a cell contains galaxies or not.
To determine the edges of a survey footprint I populated a proportion of the sphere,
that encompassed the galaxy data, with random angular points in the same way as
described in the previous section. The density of random points was > 10 times the
average density of the galaxies. Once the proportion of the the sphere was populated
with random points the HEALPIX map and the IDL HEALPIX library were used to
determine if each point was inside the survey footprint or outside of it. This was
achieved by obtaining the IDs of the HEALPIX cells within the footprint and then
matching them with the cell IDs associated with the random points. Each random
point was then flagged as either inside or outside the footprint.
I wrote a code consisting of a nested loop that identified the set of random points
inside the footprint that were closest to any point outside of the footprint. This set of
points defined the edges and holes of the survey footprint. Galaxies within a certain
distance of the edges are discarded, in the same manner as for the polygon method, to
leave data fit for scientific analysis.
Fig. 2.11 shows the edge points for the DES SPT-E data with a uniform depth of
23 mag (left, black) and 22 mag (right, blue) in i-band integrated apparent magnitude.
The brighter cut (i.e. left) results in a smaller area. The details and analysis of the DES
data are presented in Chapter 4.
Since the area of each tessellated cell in the HEALPIX map is the same, the area
covered by the data, in this approach, can be obtained by evaluating the number
of tessellated cells the data covers and multiplying it by the area of one cell. This
calculation, however does not account for the data that is discarded because it is too
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Iterate over each galaxy in the full catalogue
Iterate over each galaxy in the DDP
End of inner loop
End of outer loop
Compute angular distance between ith galaxy in the 
full catalogue and the jth galaxy in the DDP
Compute density for ith galaxy in the full catalogue
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Fig. 2.12 Nested loop software structure for the galaxy density algorithms.
close to the edges (based on some angular criteria). To account for this, Monte-Carlo
integration is used again. The number of random points that are sufficiently far from
the edges as a fraction of the total number of randoms that overlap the data footprint
(i.e in the same cells as the galaxies) is used to adjust the area derived from the cell
count. The volume was calculated from the area in the same way as described in the
previous section.
2.2.13 Galaxy density codes
I have developed several computer codes to calculate galaxy densities from survey
catalogues. The sections below outline the details of these codes. I implemented five
methods to compute galaxy densities which are the following:
(i) Fixed spherical aperture
(ii) Fixed cylindrical aperture
(iii) Fixed conical aperture
(iv) Nth nearest neighbour
(v) Adaptive Gaussian
The basic software structure is the same for each method. Fig. 2.12 shows the
software structure. In essence the algorithms consist of a nested loop. The outside
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loop iterates through all of the galaxies in the catalogue and the inside loop iterates
through all of the galaxies in the density defining population (see Section 2.2.11). In
each iteration of the inside loop the angle θ between the ith galaxy in the catalogue
and the jth galaxy in the density defining population is computed. This is done using
equation 2.15 below, where (αi, δi) and (α j, δ j) are the right ascension and declination
angular coordinates for the ith and jth galaxies respectively.
θ = 2 · sin−1
√
sin2(
δ j−δi
2
)+ cos(δi)cos(δ j)sin2(
α j−αi
2
) . (2.15)
Fig. 2.13 shows the geometry between a target galaxy at position (A) from the full
catalogue, a galaxy from the DDP at position (B) and the observer on earth at position
(O). The comoving distances: dA and dB are calculated from the measured redshifts
using the integral below assuming a flat universe and a matter density, Ωm:
d =
c
H0
∫ z
0
dz′
E(z′)
E(z) =
√
Ωm(1+ z)3+1−Ωm . (2.16)
The remaining distances: s, ra, rb and rc in the figure can be calculated using
trigonometry as follows:
ra = dA · tan(θ) rb = dB · cos(θ)−dA rc = dB · sin(θ) s =
√
r2b + r
2
c .
(2.17)
Once these quantities have been calculated for all of the DDP galaxies surrounding
a target, the volume of the aperture is calculated and the number of galaxies inside it
are determined. This computation varies and depends upon the method and aperture
used and is described below for the methods I implemented. Galaxy densities are
calculated by dividing the number of DDP galaxies within the aperture by the volume.
DDP do not contribute to their own environment measure. Throughout this work,
unless stated otherwise, densities are expressed as a number per unit volume (ρ) with
units of Mpc−3.
2.2.13.1 Spherical fixed aperture
In the spherical fixed aperture method the volume of the aperture is controlled by one
variable, the radius, r, of the sphere. A single condition is used to determine if a DDP
galaxy is inside the sphere: s < r. The number (n) of DDP galaxies found within the
sphere is tallied and the densities are calculated using the equation below:
ρ =
n
4
3πr3
. (2.18)
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Fig. 2.13 Geometry between the target galaxy, a nearby galaxy and the observer.
2.2.13.2 Cylindrical fixed aperture
As shown in the left hand side of Fig. 2.1 two parameters are used to control the
volume of the cylindrical aperture: the radius, r, and the half-depth, l, of the aperture.
Hence two criteria are required to determine if a DDP galaxy is inside the cylinder:
rc < r and |rb|< l. The volume of the cylindrical aperture is: 2πr2l. The density of
the cylindrical aperture is given by equation:
ρ =
n
2πr2l
. (2.19)
2.2.13.3 Conical fixed aperture
The conical fixed aperture method also has two parameters that control the volume
of the aperture. These parameters are slightly different to the cylindrical case. The
parameters are the radius, r of the cone at the target galaxy and the redshift range
±∆zc, which determines the depth of the aperture. In Chapter 3 a range of values of
∆zc are used (i.e. 1000 km/s - 20,000 km/s). The radius of the cone at the target can
be converted into an angle, θmax. This angle is the largest angular separation between
a DDP galaxy and the target for the DDP to be located inside the aperture. For a
DDP galaxy to be inside the conical aperture the criteria θ < θmax must be satisfied
and the DDP galaxy must be within the redshift range given by ±∆zc. The density
of the conical aperture is given by equation 2.20 where lup and llow are the comoving
distances to the near and far ends of the aperture based on the depth of the aperture.
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ρ =
3n
2π
1
(1− cos(θmax))((dA+ lup)3− (dA− llow)3) . (2.20)
2.2.13.4 Nth nearest neighbour
The implementation of the Nth nearest neighbour is based on a conical aperture. The
parameters for this method are N and the redshift range ±∆zc of the aperture. In the
Nth method the DDP galaxies in the vicinity of the target that also satisfy the ±∆zc
condition are ordered by their angular separation from the target (smallest angle to
largest). The DDP galaxy with the Nth smallest angle is identified and this galaxy is
used to define the conical aperture. The density is given by equation 2.20 above, with
n = N and θmax is set to the angle to the Nth galaxy.
2.2.13.5 Adaptive Gaussian
The adaptive Gaussian density is computed in two steps. In the first step a spherical
aperture with a radius, (r) is employed (see Section 2.2.13.1). In the second step an
ellipsoidal aperture that is stretched along the line of sight, is used. The degree of
stretching (cz) is determined by the number (n) of DDP galaxies found within the
spherical aperture in the first step. Equation 2.21 below gives the formula for the
stretch factor. The number of DDP galaxies found in the first step is capped at n = 10
and the multiplicative factor is chosen to be 0.2 as this gives a maximum stretch factor
of 3 along the line of sight for the densest clusters. This range of stretch factors (i.e.
1−3) is considered physically reasonable for low redshift samples (e.g Schawinski
et al., 2007; Thomas et al., 2010; Yoon et al., 2008).
cz = 1+0.2n . (2.21)
In the second step the DDP galaxies within the ellipsoid are identified. A DDP
galaxy is inside the ellipsoid if the following condition is met:
( rc
3r
)2
+
(
rb
3rcz
)2
≤ 1 . (2.22)
In this method the DDP galaxies found inside the ellipsoidal aperture are weighted.
Galaxies close to the target are weighted more than galaxies further away. As the name
suggests, a Gaussian weighting is employed. The galaxy density is given by:
ρ =
1√
2πr
N
∑
i=1
exp
[
−1
2
(
r2c,i
r2
+
r2b,i
c2z r2
)]
. (2.23)
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2.2.14 Galaxy environment
In this thesis instead of using the galaxy densities, ρi, directly a density contrast, δ ,
(e.g. Peng et al., 2010) is evaluated with respect to the mean density, ρm, (which is
itself a function of redshift). This normalization with respect to the mean density
corrects for any evolution in the DDP through cosmic time. This density contrast is
calculated using the following equation:
δ = (ρi−ρm)/ρm . (2.24)
The mean density is evaluated in stage (XIV) of the pipeline using the density
defining population from stage (X) and the area calculated in stage (XIII). The number
of density defining (appropriately weighted, e.g. by the TSR correction) galaxies
within a redshift window centered on a particular redshift divided by the volume of
the redshift window gives the mean density at that redshift. The redshift window
employed is typically twice as large as the depth of the apertures used to calculate
the galaxy densities. Once the mean density has been calculated for a discrete set of
redshifts spanning the redshift range, spline interpolation is used to evaluate the mean
density at the redshift of each of the galaxies. This ensures that the mean density is a
relatively smooth and continuous function of redshift.
Lastly the quantity referred to as “environment” in this thesis is given by the
equation below:
log(1+δ ) . (2.25)
2.2.15 Pipeline outputs
The analysis pipeline produces a range of outputs. The main ones are the stellar masses,
absolute magnitudes and the galaxy environments. Secondary (or intermediary) outputs
include the k-corrections, volume and sampling corrections and the edges of the survey
data. In addition to these, I developed a code to visualize (stage (XVI)) the angular
distribution of galaxy environment for redshift slices. These, so called environment
maps were mostly used (and designed) for illustrative purposes in presentations. A map
based on SDSS data is shown in Fig. 3.1 (in Chapter 3) and a map based on DES data
is shown in Fig. 4.3 (in Chapter 4). Further codes are run on the data products derived
from the pipeline to obtain specific measurements for the scientific analyses (stage
(XVII)). For example the codes compute_mass_function and compute_red_fraction
(see Table 2.3) are used to compute the galaxy stellar mass function and galaxy red
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fraction respectively. The details of specific measurements can be found in Chapters 3
and 4.
2.2.16 Spearman Rank Correlation Coefficient
The correlation between spectroscopic and photometric measurements of galaxy en-
vironment is studied in Chapter 3. This correlation is measured using the Spearman
Rank Correlation Coefficient (SRCC). This statistic is chosen, instead of the Pearson’s
Product Moment Correlation for example, because it does not assume either a normal
distribution for each variable, or a linear relationship between them. The Spearman
Rank Correlation Coefficient operates on the ‘ranks’ of the variable values, instead of
the values themselves. It is calculated using the formula below:
SRCC =
∑i(xi− x¯)(yi− y¯)√
∑i(xi− x¯)2
√
∑i(yi− y¯)2
. (2.26)
Here xi and yi are the ranks associated with the ith measurements (for exam-
ple spectroscopic and photometric environment measurements) and x¯ and y¯ are the
mean ranks. To compute this statistic a code is required to assign ranks to the mea-
surements within vectors of data. The statistic can then be calculated by iterating
through the vector, calculating the summations of the ranks as specified. The code
compute_spearman_rank_correlation (see Table 2.3) performs these operations to
calculate the Spearman Rank Correlation Coefficient between spectroscopic and pho-
tometric environment measurements.
2.3 Testing the density codes
Before conducting the scientific analyses that are presented in Chapters 3 and 4 the
density codes were thoroughly tested. In Section 2.3.1 I present the tests that were
performed based on mock data. In Section 2.3.2 I present further testing of the
Adaptive Gaussian method.
2.3.1 Tests on mock data
To verify that the density codes executed as designed a set of tests were constructed.
These tests were an important part of the development of the density codes and were
performed several times at different stages of my PhD. These tests were used to verify
the behaviour of the IDL codes during the initial development and it was vital to retest
the codes once they have been rewritten in c++ later in my PhD. The tests are based on
2.3 Testing the density codes 63
a set of mock data that was generated close to a particular target galaxy. The redshift
of this target galaxy was set to 0.1, the right ascension to 30.0 deg. and the declination
to 35.0 deg. Twenty-five random galaxy positions were generated within a 6 x 6 x
6 Mpc3 box centred on the target galaxy and each galaxy was assigned a unique ID.
Table 2.4 lists the angular positions, redshifts and distance measurements for the mock
data. Each test has two possible outcomes: pass or fail. The main purpose of the tests
was to verify that the codes computed the right distances and angles between galaxies,
and found the correct number of galaxies inside the apertures. The tests include a
range of aperture parameters to verify that the volumes and densities are computed
correctly under a variety of circumstances. The tests are outlined below:
2.3.1.1 Tests: spherical fixed aperture code
(i) Verify that spherical fixed aperture environment code computes the distance
from the target galaxy to galaxy 23 to be 3.889 Mpc.
(ii) Verify that 3 galaxies (excluding the target galaxy) are found inside the spherical
fixed aperture for a radius of 2.3 Mpc. Verify that the IDs of these objects are: 4,
6 and 24.
(iii) Verify that 7 galaxies (excluding the target galaxy) are found inside the spherical
fixed aperture for a radius of 2.5 Mpc. Verify that the IDs of these objects are: 4,
5, 6, 7, 20, 22 and 24.
(iv) Verify that when an absolute magnitude cut of -20.3 is applied that 3 galaxies
are found inside the spherical fixed aperture with a radius of 2.5 Mpc. Verify
that the IDs of these objects are: 7,22 and 24.
(v) Set the radius to 2.5 Mpc. Verify that spherical fixed aperture code computes a
volume of 65.45 Mpc3.
(vi) Set the radius to 2.5 Mpc. Verify that spherical fixed aperture code computes a
density of 0.1069 # Mpc−3, ignoring the TSR corrections.
(vii) Set the radius to 2.5 Mpc. Verify that the total TSR correction is: 7.857.
(viii) Set the radius to 2.5 Mpc. Verify that spherical fixed aperture code computes a
density of 0.12 # Mpc−3, including the TSR corrections.
2.3.1.2 Tests: cylindrical fixed aperture code
(i) Verify that the cylindrical fixed aperture code compute the distance, rb between
the target galaxy and galaxy 13 to be 2.388.
(ii) Verify that the cylindrical fixed aperture code compute the distance, rz between
the target galaxy and galaxy 13 to be 1.480.
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(iii) Verify that cylindrical fixed aperture code finds 2 galaxies (excluding the target
galaxy) inside the aperture with a rb < 1.2 and rz < 1.8. Verify that the IDs of
these objects are: 6 and 24.
(iv) Verify that cylindrical fixed aperture code finds 4 galaxies (excluding the target
galaxy) inside the aperture with a rb < 2.2 and rz < 1.8. Verify that the IDs of
these objects are: 4, 6, 7 and 24.
(v) Verify that cylindrical fixed aperture code finds 3 galaxies (excluding the target
galaxy) inside the aperture with a rb < 1.2 and rz < 2.5. Verify that the IDs of
these objects are: 6, 22 and 24.
(vi) Verify that cylindrical fixed aperture code finds 1 galaxies (excluding the tar-
get galaxy) inside the aperture with a rb < 2.2 and rz < 1.8 and an absolute
magnitude cut of −20.5 . Verify that the IDs of this object is: 7.
(vii) Set radius to 2.2, half-depth to 1.8. Verify that cylindrical fixed aperture code
computes a volume of 54.74 Mpc−3.
(viii) Set radius to 2.2, half-depth to 1.8. Verify that cylindrical fixed aperture code
computes a density of 0.07306 # Mpc−3, ignoring the TSR corrections.
(ix) Set radius to 2.2, half-depth to 1.8. Verify that the total TSR correction is: 4.396.
(x) Set radius to 2.2, half-depth to 1.8. Verify that cylindrical fixed aperture code
computes a density of 0.08030 # Mpc−3, including the TSR corrections.
2.3.1.3 Tests: conical fixed aperture code
(i) Verify that the conical fixed aperture code computes the angle, θ between the
target galaxy and galaxy 16 to be 0.3753 deg.
(ii) Verify that conical fixed aperture code finds 3 galaxies (excluding the target
galaxy) inside the aperture with a radius of 1.2 Mpc and ±∆zc = 1000 km/s.
Verify that the IDs of these objects are: 6, 22 and 24.
(iii) Verify the conical fixed aperture code finds 5 galaxies (excluding the target
galaxy) inside the aperture with a radius of 1.5 Mpc and ±∆zc = 1000 km/s.
Verify that the IDs of these objects are: 5, 6, 14, 22 and 24.
(iv) Verify the conical fixed aperture code finds 3 galaxies (excluding the target
galaxy) inside the aperture with a radius of 1.5 Mpc and ±∆zc = 150 km/s.
Verify that the IDs of these objects are 5, 6 and 24.
(v) Verify that when an absolute magnitude cut of -20.0 is applied that the conical
fixed aperture code finds 2 galaxies inside an aperture with a radius of 1.5 Mpc
and ±∆zc = 150 km/s. Verify that the IDs of these objects are 6 and 24.
(vi) Set the radius to 1.5 Mpc and ±∆zc = 150 km/s. Verify that conical fixed
aperture code computes a volume of 28.89 Mpc.
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(vii) Set the radius to 1.5 Mpc and ±∆zc = 150 km/s. Verify that conical fixed aper-
ture code computes a density of 0.1038 # Mpc−3, ignoring the TSR corrections.
(viii) Set the radius to 1.5 Mpc and ±∆zc = 150 km/s. Verify that the total TSR
correction is: 3.276.
(ix) Set the radius to 1.5 Mpc and ±∆zc = 150 km/s. Verify that conical fixed aper-
ture code computes a density of 0.1134 # Mpc−3, including the TSR corrections.
2.3.1.4 Tests: Nth nearest neighbour aperture code
(i) Verify that the projected distance (ra) and angle (θ ) from the target galaxy to
the nearest neighbour is: 0.7554 and 0.1034 without restricting the depth of the
aperture. Verify that the ID of the nearest neighbour galaxy is: 24.
(ii) Verify that the projected distance (ra) and angle (θ ) from the target galaxy to
the 3rd nearest neighbour is: 1.076 and 0.1473 without restricting the depth of
the aperture. Verify that the ID of the 3rd nearest neighbour galaxy is: 6.
(iii) Verify that the projected distance (ra) and angle (θ ) from the target galaxy to
the 5th nearest neighbour is: 0.1901 and 1.388 without restricting the depth of
the aperture. Verify that the ID of the 5th nearest neighbour galaxy is: 14.
(iv) Verify that the projected distance (ra) and angle (θ ) from the target galaxy to the
nearest neighbour is: 1.944 and 0.2661 with ±∆zc = 90 km/s and no magnitude
cut. Verify that the ID of the nearest neighbour galaxy is: 4.
(v) Verify that the projected distance (ra) and angle (θ ) from the target galaxy to the
3rd nearest neighbour is: 2.253 and 0.3085 ±∆zc = 90 km/s and no magnitude
cut. Verify that the ID of the 3rd nearest neighbour galaxy is: 20.
(vi) Verify that the projected distance (ra) and angle (θ ) from the target galaxy to
the 8th nearest neighbour is: 3.824 and 0.5235 with ±∆zc = 90 km/s and no
magnitude cut. Verify that the ID of the 8th nearest neighbour galaxy is: 23.
(vii) Verify that the projected distance (ra) and angle (θ ) from the target galaxy
to the 3rd nearest neighbour is: 2.741 and 0.3752 with ±∆zc = 90 km/s and a
magnitude cut of -20.0. Verify that the ID of the 3rd nearest neighbour galaxy is:
16.
(viii) Verify that Nth nearest neighbour code computes a volume of 51.21 when N=5
with ±∆zc = 100 km/s.
(ix) Verify that Nth nearest neighbour code computes a density of 0.09764 when
N=5 with ±∆zc = 100 km/s, ignoring the TSR corrections.
(x) Verify that the Nth nearest neighbour code computes and total TSR correction
of: 5.531 when N=5 with ±∆zc = 100 km/s.
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(xi) Verify that Nth nearest neighbour code computes a density of 0.1080 when N=5
and with ±∆zc = 100 km/s, including the TSR corrections.
2.3.1.5 Tests: adaptive Gaussian code
The Adaptive Gaussian method consists of two steps. The first step counts the number
of galaxies within a fixed spherical aperture. The second step computes a density
based on the number of galaxies found within an ellipsoidal aperture, the size of which
is determined by the number of galaxies found in the first step. I employ the spherical
fixed aperture code for the first step. The tests for this code are listed in Section 2.3.1.1.
In this section I list only the tests for the second step of the Adaptive Gaussian method.
(i) Verify that the Adaptive Gaussian code computes the distance (rb) from the
target to galaxy 6 to be 1.072.
(ii) Verify that the Adaptive Gaussian code computes the distance (rz) from the
target galaxy to galaxy 12 to be 0.3858.
(iii) Set σ=0.6 Mpc. Set the scale factor to: 1.4. Verify that 2 galaxies are found
within the ellipsoidal aperture. Verify that the IDs of the galaxies inside the
ellipsoidal aperture are: 6 and 24.
(iv) Set σ=0.6 Mpc. Set the scale factor to: 3.0. Verify that 5 galaxies are found
within the ellipsoidal aperture. Verify that the IDs of the galaxies inside the
ellipsoidal aperture are: 5, 6, 14, 22 and 24.
(v) Set σ=0.9 Mpc. Set the scale factor to: 1.4. Verify that 13 galaxies are found
within the ellipsoidal aperture.
(vi) Set σ=0.9 Mpc. Set the scale factor to: 3.0. Verify that 17 galaxies are found
within the ellipsoidal aperture.
(vii) Set σ=0.6 and the scale factor is 1.4. Verify that the Adaptive Gaussian code
computes a density of 0.1118 # Mpc−3.
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2.3.2 Further testing of the adaptive Gaussian method
2.3.2.1 Introduction to the GAMA survey
The Galaxy And Mass Assembly (GAMA) survey is a multiwavelength galaxy survey
that combines measurements from a number of instruments. Data release 2 covers
∼ 280 sq. deg. and consists of over 280,000 spectroscopically observed galaxies
up to z ∼ 0.4 (Driver et al., 2011). The survey is 98% spectroscopically complete
up to a Petrosian r-band magnitude limit of rpet < 19.8. GAMA combines optical
spectroscopy taken with the AAOmega spectrograph (Saunders et al., 2004; Sharp
et al., 2006; Smith et al., 2004) mounted on the Anglo-Australian Telescope (AAT,
Siding Spring Observatory, NSW, Australia) with spectra taken at Apache Point
Observatory (APO, Sunspot, NM, USA) for SDSS DR7 (Abazajian et al., 2009), and
with photometry taken at a variety of telescopes. Optical and near-IR imaging is
obtained through the SDSS, UKIDSS (UKIRT Infrared Deep Sky Survey), VISTA
(Visible and Infrared Survey Telescope for Astronomy), and the VST (VLT Survey
Telescope). UV data is taken from the GALEX (Galaxy Evolution Explorer), mid-IR
from WISE (Wide-Field Infrared Survey Explorer), far-IR from the Herschel Space
Observatory and radio from ASKAP (Australian Square Kilometre Array Pathfinder)
and GMRT (Giant Metrewave Radio Telescope). The spectroscopic input catalogue
was constructed using imaging from the SDSS DR7 (Abazajian et al., 2009) and
UKIDSS (Dye et al., 2006) and is described in Baldry et al. (2010). Redshifts were
obtained using a GAMA specific version of RUNZ, described in Driver et al. (2011).
2.3.2.2 Testing: measurement comparison
During the development and testing of the density codes I was fortunate to collaborate
with Sarah Brough. She is a Australian Research Council (ARC) Future Fellow based
at the Australian Astronomical Observatory in Sydney, Australia. At that time she was
developing a set of codes to produce environment measurements for the GAMA survey.
The data products in the GAMA survey are organised into Data Management Units
(DMUs) and are stored in a relational SQL (Structured Query Language) database that
is exposed to the public through a web interface5. There are DMUs for photometry,
k-corrections and stellar mass etc. Sarah was responsible for writing the codes for
the environment DMU. She developed three environment codes that became part
of the GAMA data management infrastructure: (i) the surface density based on the
5th nearest neighbour (ii) the galaxy count within a cylinder and (iii) the Adaptive
Gaussian density. As I was implementing similar environment codes this was a good
5http://www.gama-survey.org/
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Fig. 2.14 Comparison of my (JE) Adaptive Gaussian density measurements with Sarah
Brough’s (SB) measurements initially (left) and after software bugs had been resolved
(right).
opportunity to test my codes further. It was also beneficial to Sarah as my work
provided an independent check of her measurements. We focused on the Adaptive
Gaussian measure as this is the most complicated method (which includes aspects of
the other methods). Any differences that we discovered between the results of her
code and mine would have to be understood and resolved. Sarah provided me with a
GAMA catalogue and the results of her code.
Fig. 2.14 shows the comparison between her densities (SB) and mine (JE) initially
(left) and after the software bugs had been resolved (right). The red line in the left
hand plot marks the 1 to 1. Clearly there were some issues that needed to be resolved.
Initially there was a strong correlation (Pearson’s Product Moment Correlation of
0.98) between the results but my densities were systematically smaller than Sarah’s.
The gradient of the best fit line was 0.73. To diagnose the problem I examined the
results for individual galaxies. Fig. 2.15 shows the vicinity of the galaxy with the
GAMA ID: 22147. On the vertical axis is the rb distance from the target and on the
horizontal axis is the rc distance using the notation from Fig. 2.13. The blue curve
shows the boundary of the spherical aperture with a radius of 2 Mpc used in the first
step of the method. The red curve shows the boundary of the ellipsoidal aperture
used in the second step. The asterisk symbols mark the positions of the galaxies in
the vicinity of the target galaxy located at the origin. During testing this galaxy was
particularly useful because Sarah found two galaxies inside the spherical aperture
(excluding the target galaxy) whereas I did not find any (except for the target galaxy).
This lead to us comparing the distances we measured for rb and rc for several of the
galaxies surrounding the target. We discovered that I had defined rc and rb differently
to Sarah. By computing the separations between the galaxies in Cartesian coordinates
I convinced Sarah that my measurements of rc and rb were correct. She modified her
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Fig. 2.15 Vicinity of GAMA galaxy with CATAID: 22147 in rb, rc space
.
code accordingly and then we compared the results again. After some investigation we
discovered further issues. We found that Sarah employed an absolute magnitude cut
that depended upon redshift whereas I used a single value cut. This time I modified
my code to employ her selection. This change had a relatively small impact on the
results and my densities were still systematically smaller than Sarah’s. Finally we
compared the lines of code that summed up the density contributions from each galaxy.
We discovered that there was a bug in Sarah’s code. In the prefactor to compute the
overall density (see equation 2.23) Sarah had included the radius, r, inside the square
root. This bug made her densities a factor of
√
2 too large (since r = 2 Mpc). After
this change our codes outputted the same densities as shown in the right hand plot of
Fig. 2.14.
2.3.2.3 Environmental dependence of emission line classes in the GAMA survey
A colleague of mine, Ollie Steele who was a PhD student at the ICG, analysed the
emission lines in the spectra of a low redshift sample (0.01 < z < 0.18) of GAMA
galaxies using the publicly available code GANDALF. Specifically the equivalent
widths of the Hα , Hβ , [OIII] and [NII] lines were measured and the galaxies were
classified into Star Forming, Seyfert, Composite and LINER classes using the BPT
diagram (Baldwin, Phillips & Terlevich, 1981) shown in Fig. 2.16. Stellar masses
were derived from the observed SDSS ugriz photometry using the stellar population
models from Maraston (2005).
My contribution was to compute the Adaptive Gaussian environment measure-
ments. Steele et al. (2013) investigated the dependence of the emission line classes on
stellar mass, the Adaptive Gaussian environment measurements and lastly on global
environment, determined by the membership of a group catalogue. Particular care
2.3 Testing the density codes 71
-1.0 -0.5 0.0 0.5
log([NII]/Hα)
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
lo
g([
OI
II]/
Hβ
)
Star Forming
86.5%
Composite
9.9%
LINER
1.2%
Seyfert
2.3%
Emission line
33.8%
Fig. 2.16 BPT diagram for a low redshift sample (0.01 < z < 0.18) from the GAMA
survey taken from Steele et al. (2013). The empirical separation between star forming
galaxies and AGN from Kauffmann et al. (2003) (dashed line) and the theoretical
extreme starburst line from Kewley et al. (2001) (solid curved line) were used to
identify pure star forming and pure AGN emission. The area between these lines is
populated by galaxies with composite star forming and AGN spectra. The dividing
line defined by Schawinski et al. (2007) (solid straight line) was used to distinguish
between LINER and Seyfert emission based on SDSS galaxy classifications obtained
through the [SII]/H ratio.
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Fig. 2.17 Normalised distributions of stellar mass (left) and environment (right) when
controlled for environment and stellar mass respectively, for all objects in black and
different emission line classes in varying colours. The numbers at the top-right of each
panel indicate the means and standard deviations of both distributions. From top to
bottom: star forming (blue), composites (purple), Seyferts (green) and LINERs (red).
Fig. taken from Steele et al. (2013).
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was taken to ensure that the distribution of environment was controlled when the
dependence of mass was investigated and vice versa. Fig. 2.17 shows the normalised
distributions of stellar mass (left) and environment (right) when controlled for environ-
ment and stellar mass respectively. The black curves are for all of the objects together
whereas the star forming, composites, Seyferts and LINERs are shown in blue, purple,
green and red respectively. Consistent with previous works Steele et al. (2013) found
that the emission line class was driven by stellar mass and the influence of a galaxy’s
environment was minimal (a factor of > 20 less); only playing a role in the most dense
environments. The role of global environment was deemed to be even less important.
The prominence of the emission line class varied with mass in the following sequence:
star forming, composites, Seyfert and then LINERS (from low mass to high mass) in
agreement with previous works Schawinski et al. (2007).
2.4 Summary
This chapter described the tools and methodology that are applied in the following
chapters. A review of the environment methods used in previous studies in the literature
was presented and the analysis pipeline was described in detail. The purpose of the
pipeline is to compute galaxy parameters from survey catalogues. The main outputs
include the galaxy stellar masses, absolute magnitudes and environments. Each of the
components of the pipeline were described including well established components,
such as HYPERZ and also codes that I developed, for example, to compute galaxy
densities. The galaxy density codes were thoroughly tested using mock data and
through comparison with results from an external collaborator, using data from the
GAMA survey. The pipeline is used in the next chapter to derive parameters for
galaxies in the SDSS to investigate the impact of photometric redshift uncertainty on
environment measurements.
Chapter 3
The impact of uncertain redshifts on
environment measurements
Pencil beam surveys such as DEEP2 (Newman et al., 2013) and zCOSMOS (Lilly
et al., 2007) have provided insights into the role of galaxy environment in the evolution
of galaxies as a function of cosmic time. These surveys combined, only cover a few
sq. deg. of the sky. Pencil beam surveys will inevitably probe a smaller range of
galaxy environments than what really exists in the Universe because a narrow beam
will not capture both the densest clusters and the sparsest voids at each redshift. To
investigate the role of galaxy environment further, measurements for larger areas of
the sky are required. Large scale surveys will deliver both larger samples and capture
a broader range of physical environments. Large volume spectroscopic surveys are
currently too slow and costly. However large scale photometric surveys, such as the
DES are feasible. The large statistics that photometric surveys capture come at the cost
of redshift precision. Instead of measuring redshifts from features in galaxy spectra
more approximate methods must be employed, using measurements of the integrated
flux through broad-band filters. This leads to imprecise redshift measurements. The
errors on redshift measurements from photometric surveys can in fact be very large.
For example, a requirement for the DES was that the standard distribution of the
difference between the photometric redshifts and the true redshifts should be less
than 0.1. The error on spectroscopic measurements is typically 0.0001. Errors in the
redshifts of the galaxies result in errors in the environment measurements. A large
error on a single redshift could result in a galaxy cluster member being measured in a
void; a completely different environment. The situation becomes worse when multiple
galaxies in the same spatial vicinity are assigned redshift errors. The environment of a
particular target can vary dramatically. At the beginning of my PhD the DES was not
yet in normal operations. The purpose of this chapter is to investigate the impact of
3.1 SDSS - The Sloan Digital Sky Survey 75
uncertain photometric redshifts on environment measurements in preparation for the
DES. Previous work examining this theme with considerations of the DEEP2 survey
includes Cooper et al. (2005). In this chapter I reexamine the impact of photometric
redshifts on galaxy environment measurements using SDSS data with future analysis
of datasets from the DES in mind.
This chapter is structured as follows. In the next section I introduce the SDSS.
Section 3.2 describes the data selection and Section 3.3 described the pipeline setup.
The results are described in Section 3.4 and further discussion is presented in Section
3.5.
3.1 SDSS - The Sloan Digital Sky Survey
The Sloan Digital Sky Survey (York et al., 2000) is the largest galaxy, quasar and
star survey undertaken so far. SDSS started in 2000. The initial survey (now called
SDSS-I) finished in 2005 and was continued for another three years (called SDSS-II).
SDSS-III Alam et al. (2015) was the third iteration of SDSS, running from 2008 to
2014, and comprises the BOSS (Baryon Oscillation Spectroscopic Survey) survey
which mapped the spatial distribution of luminous red galaxies (LRGs) and quasars.
The latest generation is SDSS-IV (2014–2020) which includes eBOSS (extended
Baryon Oscillation Spectroscopic Survey) and MaNGA (Mapping Nearby Galaxies at
APO1) (Bundy et al., 2015) which aims to measure the internal structure of 10,000
nearby galaxies using spatially resolved spectroscopy. The area mapped by the SDSS
(entire survey) covers more than one third of the entire sky, mostly in the northern
hemisphere and includes spectra for more than three million astronomical objects.
The work in this chapter is based on Data Release 7 (DR7) (Abazajian et al., 2009)
which was the final data release of SDSS-II. Fig. 3.1 shows the survey footprint (left)
and an environment map for the data (right) for the redshift range 0.02 < z < 0.085. In
the survey footprint each galaxy in the density defining population is plotted as a point.
The environment map gives a preview of the results, showing the angular distributions
of the environment measurements, based on apertures that extend through the whole
redshift range. Dense environments are shown in red and sparse environments are
shown in blue. The right hand map is essentially a smoothed (and coloured) version of
the footprint on the left. Next I describe the data selection and pipeline setup for this
chapter.
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Fig. 3.1 Galaxy distribution for the SDSS main footprint (left) and the projected galaxy environment (right) for the redshift range:
0.02 < z < 0.085. Dense environments are shown in red and sparse environments are in blue.
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3.2 Data selection
The approach to selecting the data adopted by Baldry et al. (2006) and Peng et al.
(2010) was also followed in this chapter. Spectroscopic and photometric datasets were
extracted from the seventh data release (DR7) (Abazajian et al., 2009) of the SDSS
using the CasJobs website. Specifically this data includes the SDSS spectroscopic and
photometric redshift measurements.
First the photometric data was obtained from the “Galaxy View” in the SDSS
database. This “View” provides the unique set of objects (i.e. with no duplicates) with
clean photometry that the pipeline has classified as galaxies (rather than stars or other
artefacts). Only objects with a Petrosian, r, magnitude in the range: 10.0 < r < 18.0
were selected and to ensure stars were excluded only those objects where rPSF -
rModel> 0.25 were included (e.g. Scranton et al., 2002). This sample is referred to as
the photometric parent sample as all of the objects in the subsequent samples in this
chapter can be found in this sample. Spectroscopic data was extracted for all of the
objects in the photometric parent sample where measurements were available. The
photometric parent sample contained 1,607,820 objects of which 803,939 objects
had spectroscopic measurements. These selections were reduced to obtain two density
defining populations (see Section 3.3.4). One was based on the spectroscopic redshifts
and one was based on the photometric redshifts. To ensure the spectroscopic and
photometric samples were well matched, galaxies without a spectroscopic redshift
were excluded and the redshift range of each sample was restricted to 0.02< z< 0.085.
To investigate a range of redshift uncertainties, in addition to the spectroscopic and
photometric data extracted from the SDSS, simulated photometric redshift catalogues
were created (see Section 3.3.3). Volume limited samples for the simulated redshift
catalogues were created using the same methodology (see Section 3.3.4).
3.3 Pipeline setup
The analysis pipeline described in Chapter 2 was used to derive the galaxy properties
and environments used in this chapter. In this Section I describe the specific pipeline
setup employed for this work. In this chapter a cosmology with Ωm = 0.3, ΩΛ = 0.7
and H0 = 70 kms−1Mpc−1 was used.
3.3.1 k-corrections, absolute magnitudes and stellar masses
Janine Pforr derived the absolute magnitudes and stellar masses in this chapter from
the SDSS observed u,g,r,i and z band magnitudes and the SDSS spectroscopic redshifts
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using the pipeline and Maraston’s stellar population models as described in Sections
2.2.6-2.2.8.
In addition kug (= ku− kg) was required to calculate the u-g rest frame colour and
kr was required to construct density defining populations for this work. These were
derived from Maraston’s stellar population models as described in Section 2.2.7. The
k-corrections are small for the relatively low redshift sample studied here (0.02 <
z < 0.085) and the analysis presented in this paper does not critically depend on the
accuracy in k-correction calculations.
In this work the passive templates from Maraston (2005) consisting of a metal-
poor and a metal-rich old population as described in Maraston et al. (2009) were
used. These are called “passive” because they exclude very recent and current star
formation, but still allow for a wide range of stellar population ages of 3−15 Gyr. It
is shown in Maraston et al. (2013) that these are adequate to properly model the stellar
populations also of (star forming) galaxies in the blue cloud as they minimise the effect
of underestimating the age (and hence the galaxy mass) owing to recent star formation
(Maraston et al., 2013). Hence these provide the most accurate mass estimates.
3.3.2 Photometric redshifts
The SDSS database provides two different types of photometric redshift measurements
(Adelman-McCarthy et al., 2007). One of the measurements is based on a template
fitting approach (Csabai & Budavari, 2003) and the other on an artificial neural network
approach (Collister & Lahav, 2004).
In this chapter I show results based on photometric redshifts obtained from the
template fitting method. Some of the results have been checked using photometric
redshifts obtained from the artificial neural network method. Quantitatively similar
results were obtained and hence the choice of method does not affect the conclusions.
For the SDSS photometric redshift sample the derived r-band absolute magnitudes
based on the spectroscopic redshifts were adjusted to account for the difference in
distance modulus between the spectroscopic and photometric redshift measurements.
The redshift uncertainty of the photometric redshifts was calculated by taking half
the difference between the 16th and 84th percentiles of the distribution of the difference
between the spectroscopic and photometric redshifts. A redshift uncertainty of the
SDSS photometric redshift sample was found to be 0.0185.
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3.3.3 Simulated photometric redshifts
In addition to the photometric redshifts from the SDSS photometry, simulated pho-
tometric catalogues were created by displacing galaxies from their spectroscopic
positions. Displacements were obtained for all of the galaxies that had spectroscopic
redshift measurements. The redshift displacements were generated by drawing them
from a Gaussian distribution with a particular standard deviation. The standard devia-
tion (σz) is the redshift uncertainty of the catalogue. Simulated photometric redshifts
were created by adding the redshift displacements to the spectroscopic redshifts. For
the simulated photometric redshift samples the derived r-band absolute magnitudes
based on spectroscopic redshifts were adjusted to account for the difference in distance
modulus between the spectroscopic and simulated photometric redshift measurements.
In total 14 simulated catalogues were created with the following redshift uncertainties:
0.0025, 0.005, 0.0075, 0.01, 0.0125, 0.0150, 0.0175, 0.02, 0.03, 0.04, 0.05, 0.06,
0.08 and 0.1.
3.3.4 Density defining populations
Density defining populations were constructed to trace the density field as introduced
in Section 2.2.11. This was achieved in this work by plotting the k-corrected r-band
absolute magnitude, Mr, as a function of the spectroscopic redshift as shown in Fig. 3.2.
The vertical magenta lines mark the lower (z = 0.02) and upper (z = 0.085) bounds
of the sample. The r-band absolute magnitude detection limit was computed using
the apparent magnitude limit of the survey (17.77), the distance modulus and the 95th
percentile of the r-band k-corrections. The magenta connecting curve in Fig. 3.2 shows
this detection limit. The limiting magnitude, Mr(limit), at the upper redshift boundary
(z = 0.085) was found to be −20.26. Selecting only those galaxies brighter than this
value gives the density defining population. The same limiting magnitude obtained
for the spectroscopic catalogue was then applied to the photometric and simulated
catalogues.
3.3.5 Target sampling rate
The target sampling rate correction that was introduced in Section 2.2.10 was calcu-
lated for each target in the spectroscopic redshift, photometric redshift and simulated
photometric redshift samples. The target sampling rate was obtained by dividing the
number of galaxies within the sample with spectra and within 55 arcsec of the target
by the number of galaxies in the photometric parent sample, including galaxies with
no redshift but with bright enough absolute magnitudes to enter the sample within our
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Fig. 3.2 Sample selection in the Mr-redshift plane for the spectroscopic catalogue. The
vertical magenta lines mark the redshift bounds of the selection. The connecting ma-
genta curve shows the absolute magnitude detection limit. The horizontal magenta line
binds the density defining population. The number of galaxies in each 2-dimensional
bin is represented with a colour as indicated in the colour bar.
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Table 3.1 Environment methods and parameters
Method Parameters
(i) Nth nearest neighbour N=1-10; ±∆zc=1000-20000 km/s
(ii) Fixed aperture r=0.1-3.0 Mpc; ±∆zc=1000-20000 km/s
redshift range, and within 55 arcsec of the target. A target sampling rate correction is
required for ∼ 10 percent of the objects. The target sampling rate correction was used
in two places: (i) to weight (x 1/(target sampling rate)) the contribution of each galaxy
in the computation of galaxy environment. (ii) to weight (x 1/(target sampling rate))
each galaxy when representing the overall galaxy population.
3.3.6 Environment methods
Galaxy environment was calculated as described in Sections 2.2.13 and 2.2.14. I
rapidly found that with large photometric errors the simpler methods performed best.
Consequently the Adaptive Gaussian method was dropped. Results obtained with
the conical and cylindrical fixed aperture methods were also very similar. This is
unsurprising as the volumes of conical and cylindrical apertures for a specific target
galaxy are similar and approximately equal for small aperture depths. The work in this
chapter therefore focuses on the conical fixed aperture and the Nth nearest neighbour
methods described in Sections 2.2.13.3 and 2.2.13.4 respectively. These methods and
the parameter values that are employed in this chapter are shown in Table 3.1. For
galaxies close to the redshift boundaries we adjust the aperture volumes as described in
Section 3.3.7. Fixed apertures that are devoid of density defining galaxies are assigned
a nominal minimum density of 0.5 galaxies per aperture.
3.3.7 Survey edges
For this work a high order (> 1000) polygon (see Section 2.2.12.1) was constructed
within the SDSS DR7 footprint (see Fig. 3.1) to define the edge. This polygon has an
area of 6926.64 sq. deg. Galaxies outside of this perimeter were discarded. In total
∼ 10 percent of the galaxies were discarded but many of these galaxies were in stripes
outside of the main footprint. The angular separations between galaxies inside the
region and the closest points on the perimeter of the polygon were computed.
For galaxies close to the perimeter a fraction of their aperture volumes (used
to calculate the environment) would reside outside of the survey where there is no
data. Environments computed for galaxies at the edges of the survey footprint would,
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therefore, tend to be underestimated. To manage this, the fraction, f , defined as the
distance to the edge of the polygon divided by the projected radius of the aperture was
calculated. A conservative approach is adopted as I discarded targets with f < 1.0.
Other authors use similar approaches. For example Peng et al. (2010) consider only
those galaxies where f > 0.9 and applies a correction to the aperture volumes where
f > 0.9 but f < 1.0. Another approach (Cooper et al., 2005) is to discard galaxies that
are within a certain distance from the perimeter (e.g. 1 Mpc).
In addition to the angular boundaries the redshift boundaries are managed. In cases
where the target galaxies are close to a redshift boundary (i.e. the aperture would cross
over the boundary) the depth of the half of the aperture infringing the boundary is
reduced. The half depth of this half of the aperture is set to the comoving distance
from the target galaxy to the boundary. This ensures the aperture fits inside the redshift
range. The depth of the other half of the aperture that resides within the redshift range
is not altered.
No attempt is made in this work to correct for holes in the data, for example,
due to bright stars. Holes in the data are expected to impact a small fraction of
galaxies (considerably smaller than the fraction impacted by the angular and redshift
boundaries) and will therefore have a negligible effect on the correlation between
the spectroscopic and photometric environment measurements that is studied in this
chapter.
3.4 Results
The results are presented in four sections. In Section 3.4.1 the scales probed by the Nth
nearest neighbour and fixed aperture methods are computed and spectroscopic bench-
mark environments are established. In Section 3.4.2 the spectroscopic environment
measurements from Nth nearest neighbour and fixed aperture methods are compared
and in Section 3.4.3 the spectroscopic and photometric environment measurements for
the two methods are compared. Lastly in Section 3.4.4 the Spearman Rank Correlation
Coefficient between photometric measurements and the spectroscopic benchmark mea-
surements are studied as a function of the aperture parameters and redshift uncertainty.
The aperture parameters that give the strongest correlations as a function of redshift
uncertainty are determined.
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Fig. 3.3 Median comoving distance to the Nth nearest neighbour for a range of values
of N as a function of ∆z c.
3.4.1 Spectroscopic benchmark environments
To establish spectroscopic benchmark environments to facilitate comparisons between
environment measurements as a function of the aperture parameter values and redshift
uncertainty I examined the comoving scales that the methods probe.
In both methods the depth of the aperture is controlled by the same parameter,±∆zc.
In this work I considered the range±∆zc = 1000−20,000 km/s. ±∆zc = 20,000 km/s
gives an aperture that extends through the entire redshift range 0.02− 0.085. The
possible comoving aperture depths at the median redshift are: 27.9−271.7 Mpc.
Next I examined the size of the apertures perpendicular to the line of sight for
the Nth nearest neighbour method. Fig. 3.3 shows the median Nth nearest neighbour
distance as a function of ∆zc for the spectroscopic measurements for values of N
in the range: 1− 10. The plot illustrates the obvious points that as N increases the
median distance to the Nth neighbour also increases and as ∆zc increases the median
distance to the Nth nearest neighbour decreases. More importantly Fig. 3.3 shows that
the median Nth nearest neighbour distance for this range of N is ∼ 0.3−3.4 Mpc. I
calculated the Nth nearest neighbour environments for N = 1−10 and fixed aperture
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Fig. 3.4 Fixed aperture (r = 1.8 Mpc and ±∆zc = 1000 km/s) spectroscopic environ-
ment measurements versus the nearest neighbour (N = 4 and ±∆zc = 1000 km/s)
spectroscopic environment measurements. The colour bar shows the logrithm of the
number of galaxies in 2-dimensional bins. The linear best fit is shown with the solid
black line and the 1-to-1 is shown with the dashed line. The correlation quoted is
Spearman Rank Correlation Coefficient.
environments for r = 0.1−3.0 Mpc. This ensured that the range of scales probed by
the two methods were matched.
Two sets of spectroscopic benchmark environments were established. One set
for the fixed aperture method and one set for the Nth nearest neighbour method. To
strike a balance between probing small scales (∼ 1.0 Mpc) where environment effects
are reported to be important (Blanton & Berlind, 2007; Wilman, Zibetti & Budavári,
2010) and ensuring a large dynamic range of environments with few apertures devoid
of galaxies the aperture parameters were carefully chosen. A radius of 1.8 Mpc and
±∆zc of 1000 km/s were employed for the fixed aperture spectroscopic benchmark
measurements. Referring to Fig. 3.3 to ensure that the aperture scales for the two
methods were well matched the aperture parameters N = 4 and ±∆zc = 1000 km/s
were chosen for the Nth nearest neighbour spectroscopic benchmark measurements.
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3.4.2 Comparison of spectroscopic environments
Fig. 3.4 shows the Nth nearest neighbour spectroscopic benchmark environments ver-
sus the fixed aperture benchmark spectroscopic environments. N = 4 and±∆zc = 1000 km/s
were adopted for the Nth nearest neighbour method and r= 1.8 Mpc and±∆zc = 1000 km/s
were adopted for the fixed aperture method.
The best linear fit (gradient of 0.56) relationship between the Nth nearest neighbour
and fixed aperture environments is shown with the solid line and the 1-to-1 is shown
with the dashed line. Although a linear fit is plotted the relationship between the
environments is non-linear. For large and small environments the Nth nearest neighbour
method tends to ‘stretch out’ the fixed aperture environments to higher and lower values
respectively. This effect is stronger for high density fixed aperture measurements and
this drives the best fit line away from the 1-to-1 line. Nevertheless there is a strong
correlation between the spectroscopic environments measured with the two methods.
The Spearman Rank Correlation Coefficient is 0.91. The fixed aperture environments
are somewhat discretized. This is because the fixed aperture environments are based
on counting whole numbers of galaxies. The target sampling rate corrections and
the fact that the environments are calculated with respect to the mean density at each
redshift gives rise to environments in between the discretized values. The fixed aperture
environments with the smallest values result from apertures devoid of DDP galaxies.
These galaxies are assigned the nominal density of 0.5 galaxies per aperture volume.
The fraction of galaxies assigned in this way is < 1 percent of the sample. These
galaxies therefore have a negligible impact on the best fit line.
The plot shows that the dynamic range for the Nth nearest neighbour method is
larger than the fixed aperture method for the benchmark parameter values.
3.4.3 Spectroscopic vs photometric environments
Fig. 3.5 shows density plots of the spectroscopic benchmark environments versus
the SDSS photometric environments on the left and the spectroscopic (red) and pho-
tometric (blue) environment distributions on the right for the Nth nearest neighbour
(top) and fixed aperture method (bottom). In this plot the benchmark parameters
were adopted (N = 4 and ±∆zc = 1000 km/s for the Nth nearest neighbour method
and r = 1.8 Mpc and ±∆zc = 1000 km/s for the fixed aperture method) for the spec-
troscopic measurements whereas N = 7 and ±∆zc = 7000 km/s were chosen for the
Nth nearest neighbour method and r = 1.9 Mpc and ±∆zc = 6000 km/s for the fixed
aperture method for the photometric measurements. This choice of parameters lead
to the strongest correlations (see Section 3.4.4). Included on the density plots are the
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Fig. 3.5 Spectroscopic environment measurements versus photometric environment
measurements for the Nth nearest neighbour method (a) and the fixed aperture method
(c). The corresponding environment distributions for the spectroscopic (red) and
photometric (blue) measurements are shown in plots (b) and (d) for the Nth nearest
neighbour method and the fixed aperture method respectively. The aperture parameters
used for the spectroscopic measurements are N = 4 and ±∆zc = 1000 km/s for the
Nth nearest neighbour method and r = 1.8 Mpc and ±∆zc = 1000 km/s for the fixed
aperture method. The aperture parameters for the photometric measurements are N = 7
and ±∆zc = 7000 km/s for the Nth nearest neighbour method and r = 1.9 Mpc and
±∆zc = 6000 km/s for the fixed aperture method. The colour bars shows the logrithm
of the number of galaxies in 2-dimensional bins. The linear best fit lines for the
measurements are shown in black and 1-to-1 lines are dashed. The correlations quoted
are Spearman Rank Correlation Coefficients.
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1-to-1 lines (dashed) and the linear best fit lines (solid). The colour of each grid cell
on the density plots is the logarithm of the number of galaxies in that cell.
Plots a) and b) show the relatively smooth and continuous nature of the Nth nearest
neighbour environments. Conversely the underdense, fixed aperture, spectroscopic
environments shown in plots c) and d) are noticeably discretized. The fixed aperture
is based on counting the number of whole galaxies within a volume. This method
leads to forbidden environments. i.e. the environments spanning the range between
the discretized values, for example where the spectroscopic log(1+δ ) ∼−0.35,0.05
in Fig. 3.5 c) and d). To produce these environments it would be necessary to find
a non-integer number of galaxies within apertures. The spectroscopic fixed aperture
distribution does not fall to zero in these forbidden ranges, however, for two reasons:
(i) ∼ 10 percent of the galaxies are weighted by the target sampling rate correction and
(ii) densities are measured relative to the mean densities at the redshifts of the target
galaxies. This discretization effect is unnoticeable in the photometric fixed aperture
environment distribution because a larger ∆zc was adopted leading to more galaxies
on average being found within the apertures.
Plots b) and d) show that the photometric environment distributions are more
peaked and their ranges are smaller than the corresponding spectroscopic distributions.
Quantitatively the standard deviations of the environment distributions also shows
this is the case. The standard deviation of the Nth nearest neighbour method for
the spectroscopic benchmark environment distribution is 0.7 whereas the standard
deviation for the photometric environment distribution is 0.4. The standard deviation
for the fixed aperture method reduces from 0.44 to 0.31. The most dense environments
measured with spectroscopy are found to be less dense with photometry. This is
because imprecise redshifts tend to have the effect of moving galaxies away from the
centres of dense regions. Conversely, low density regions in the spectroscopic sample
tend to be contaminated, in the photometric sample, by galaxies that have scattered
into them from higher or lower redshifts.
This is illustrated in Fig. 3.6 and Fig. 3.7. Fig. 3.6 shows two typical target
galaxies (marked in red). One is in a low density region (top row) and the other one is
in in a high density region (bottom row). The redshifts of the galaxies are measured
with spectroscopy in the plots on the left and photometry in the plots on the right. The
plots show the galaxies that are constrained by ±∆zc = 1000 km/s. The low density
environment that was measured with spectroscopy is measured to be more dense with
photometry. The number of density defining galaxies found within 1.8 Mpc of the
target (marked by the blue circle) increases from 1 to 5. The high density environment
that was measured with spectroscopy is measured to be less dense when measured
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with photometry. The number of density defining galaxies found within 1.8 Mpc of
the target decreases from 24 to 13.
Fig. 3.7 shows the redshift and declination of galaxies within a wedge of volume
using spectroscopic measurements (a) and photometric measurements (b). Clustering
can easily be seen in the spectroscopic plot whereas in the photometric plot the
distribution of galaxies looks more random. It is difficult to see the clustering (from
this perspective) in the photometric plot because of the redshift errors. High density
regions are smoothed into the surrounding low density regions leading to a more
homogenous density field.
Returning now to Fig. 3.5. The gradients of the linear best fit lines and the
Spearman Rank Correlation Coefficients for plots a) and c) were also computed.
The gradient of the linear best fit lines between the spectroscopic and photometric
environment measurements are 0.38 for the Nth nearest neighbour method and 0.45
for the fixed aperture method. Although linear best fit lines have been plotted the
relationships between the spectroscopic and photometric environments are nonlinear.
The high density photometric environments for both methods deviate away from the
linear fits to larger values. Consistent with previous studies (e.g Cooper et al., 2005)
the high density environment are recovered better than the low density environments.
The Spearman Rank Correlation Coefficients between the spectroscopic and pho-
tometric environment measurements in Fig. 3.5 are 0.60 and 0.62 for the Nth nearest
neighbour and fixed aperture methods respectively. These large correlations suggest
that, although it might not be possible to use photometry to measure galaxy environ-
ment for individual galaxies, with a high degree of accuracy, it should be possible to
extract an environment signal from a sufficiently large sample of galaxies.
3.4.4 Correlation vs aperture parameters and redshift uncertainty
Fig. 3.8 and Fig. 3.9 show how the Spearman Rank Correlation Coefficient between
environments and the spectroscopic benchmark environments vary as a function of the
aperture parameters and redshift uncertainty for the Nth nearest neighbour and fixed
aperture methods respectively. Each figure consists of a sequence of nine coloured
grids. Each grid shows the results for a different redshift uncertainty. The results for
the SDSS spectroscopic redshift sample are shown in plot a). The results for the SDSS
photometric redshift sample are shown in plot b) and the results for the simulated
photometric samples with σz = 0.0025,0.005,0.01,0.02,0.04,0.06 and 0.1 are shown
in plots c) to i). In Fig. 3.8 the aperture parameter: N varies along the vertical axis
whereas in Fig. 3.9 the radius of the fixed aperture varies along the vertical axis. ∆zc
which is used to constrain the depth of the apertures varies along the horizontal axis
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Fig. 3.6 Environment of two target galaxies: one in a low density environment (top
row) and one in a high density environment (bottom row) measured with spectroscopy
(left column) and photometry (right column). The targets are marked in red. The blue
circles mark a comoving distance of 1.8 Mpc from the target. The blue symbols mark
galaxies that are inside the circle. The black symbols mark galaxies that are outside
the circle. Only those galaxies that are in the density defining population and are also
constrained by ±∆zc = 1000 km/s are show. The number of galaxies found within
1.8 Mpc of the target for plots a) to d) are: 1, 5, 24 and 13.
Fig. 3.7 Redshift and declination of galaxies within a wedge of volume using spec-
troscopic measurements (a) and photometric measurements (b). The redshift range
is: 0.02−0.085 and extends along the radial direction of the cones. The declination
range is 20−40 deg. The right ascension is restricted to the range 215−220 deg.
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of each grid. The colour of each grid cell represents the Spearman Rank Correlation
Coefficient between the environments and the spectroscopic benchmark environments.
The smallest correlations are shown in blue and the largest correlations are shown
in red. The equally spaced contours in the logarithm of the correlation highlight the
location of the peak in the parameter space on each grid.
From inspection of Fig. 3.8 and Fig. 3.9 the correlation between environments
and the spectroscopic benchmark environments for the fixed aperture method and Nth
nearest neighbour method behave in a similar way. As the redshift uncertainty increases
the coloured grids transition from red to blue. The Spearman Rank Correlation
Coefficient between the environments and the spectroscopic benchmark environments
therefore decreases as the redshift uncertainty increases.
The Spearman Rank Correlation Coefficient between the environments and the
spectroscopic benchmark environments depends not only on the redshift uncertainty
but also on the aperture parameters. For low redshift uncertainties (σz < 0.02) there
exists a ‘sweet spot’ (e.g. see plot e) in either figure). A careful choice for the aperture
parameter values enables the strongest environment signal to be extracted. At larger
redshift uncertainties providing the aperture parameter values are large enough (e.g.
N > 3, r > 1.2 Mpc, ∆zc > 10,000 km/s and smaller than the maximum values we
study) the correlation is relatively insensitive to the aperture parameter values.
Fig. 3.10 shows the parameter values that give the largest Spearman Rank Correla-
tion Coefficient between the environments and spectroscopic benchmark environments
as a function of redshift uncertainty. The figure consists of six plots. The left column
is for the Nth nearest neighbour method and the right column is for the fixed aperture
method. The top row shows the optimal parameter values for the parameters that
control the projected sizes of the apertures. The best values of N are shown in plot
a) and the best values of r are shown in plot b) as a function of redshift uncertainty.
The middle row (c and d) shows the optimal ∆zc as a function of redshift uncertainty
for the two methods and the bottom row (e and f) shows the Spearman Rank Correla-
tion Coefficient obtained with the optimal parameter values as a function of redshift
uncertainty. The results for the SDSS photometric redshifts are shown with the star
symbols.
The optimal parameter values for the parameters that control the projected size
of the apertures are aligned with the values chosen for the spectroscopic benchmark
measurements. Both N and r are fairly insensitive to redshift uncertainty (there appears
to be a mild trend with increasing redshift uncertainty). N = 5 and r = 1.8 Mpc are
good choices across the entire range of redshift uncertainties.
The optimal ∆zc for both methods however is dependent on redshift uncertainty.
To obtain the optimal correlation with the spectroscopic benchmark measurements
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Fig. 3.8 The Spearman Rank Correlation Coefficients between the Nth nearest neigh-
bour environments and the spectroscopic benchmark environments (where N = 4 and
±∆zc = 1000 km/s) for nine catalogues of galaxies as a function of the aperture param-
eters: N and ∆zc. a) Shows the correlations for the spectroscopic redshift catalogue.
b) Shows the correlations for the photometric redshift catalogue. c) to i) show the
correlations for simulated photometric redshift catalogues with redshift uncertainties
of 0.0025, 0.005, 0.01, 0.02, 0.04, 0.06 and 0.1 respectively. The correlation is repre-
sented with a colour in each grid cell. The equally spaced contours in the logarithm of
the correlation highlight the location of the peak in the parameter space on each grid.
The ‘x’ symbol in a) marks the spectroscopic benchmark parameters.
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Fig. 3.9 The Spearman Rank Correlation Coefficients between the fixed aperture
environments and the spectroscopic benchmark environments (where r = 1.8 and
±∆zc = 1000 km/s) for nine catalogues of galaxies as a function of the aperture pa-
rameters: r and ∆zc. a) Shows the correlations for the spectroscopic redshift catalogue.
b) Shows the correlations for the photometric redshift catalogue. c) to i) show the
correlations for simulated photometric redshift catalogues with redshift uncertainties
of 0.0025, 0.005, 0.01, 0.02, 0.04, 0.06 and 0.1 respectively. The correlation is repre-
sented with a colour in each grid cell. The equally spaced contours in the logarithm of
the correlation highlight the location of the peak in the parameter space on each grid.
The ‘x’ symbol in a) marks the spectroscopic benchmark parameters.
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it appears that the Nth nearest neighbour method requires a slightly deeper aperture
than the fixed aperture method. For both methods as the redshift uncertainty increases
a larger ∆zc should be employed. This ensures that galaxies displaced from their
spectroscopic positions along the line of sight by uncertain redshift measurements are
captured by the apertures.
The optimal parameter values and correlations obtained using the SDSS photomet-
ric redshift sample (which has an uncertainty of 0.0185) are consistent with the values
obtained with the simulated photometric redshifts.
The best Spearman Rank Correlation Coefficient between the environments and the
spectroscopic benchmark environments decreases from 1.0 (i.e. when comparing the
benchmark environments with themselves) down to∼ 0.4 with simulated redshifts with
an uncertainty of 0.1 for both the Nth nearest neighbour and fixed aperture methods.
The correlation decays rapidly for small redshift uncertainties (σz < 0.02) and then
more gradually for larger redshift uncertainties (σz > 0.02). Although the correlation
at a redshift uncertainty of 0.1 is reduced it is significantly larger than zero. It therefore
should be possible to extract an environment signal from large scale photometric
surveys such as DES.
3.5 Discussion
This section consists of three parts. In Section 3.5.1 the environmental dependence
of the galaxy red fraction is examined using photometric redshifts. In Section 3.5.2
the size of photometric samples relative to spectroscopic samples to obtain equivalent
measurements of environment correlations is estimated and in Section 3.5.3 this work
is briefly compared to others in the literature.
3.5.1 Red fraction: mass-environment dependence
In the local universe it has been shown that the fraction of red galaxies depends on
stellar mass and environment (Baldry et al., 2006; Peng et al., 2010). As a case
study, the dependence of the galaxy red fraction on photometric measurements of
environment is investigated.
Peng et al. (2010) showed that in the local universe the red fraction is high for
massive galaxies even in low density environments and the red fraction is high for
galaxies in very dense environments even for galaxies with low masses. Recent work
has shown that this dependence is establish at least at z = 0.7 (Kovacˇ et al., 2014).
These results are consistent with the idea of two main channels to quench star
formation: “mass quenching” and “environment quenching”. These quenching modes
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Fig. 3.10 Top rows shows the optimal values for the parameters that control the
projected size of the apertures as a function of redshift uncertainty. Middle row shows
the optimal ∆zc as a function of redshift uncertainty. Bottom row shows the Spearman
rank correlation coefficient between the environments and the spectroscopic benchmark
environments achieved using the optimal parameter values. The left column is for the
Nth nearest neighbour method and the right column is for the fixed aperture method.
The results for the SDSS photometric redshift are shown with the star symbols.
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Fig. 3.11 (U-B) rest frame colour as a function of the log(mass) for the spectroscopic
selection (left) and the photometric selection (right). The colour represents the relative
density of the galaxies in the parameter space with the target sampling rate and
volume corrections applied. Beneath a threshold the colour scheme is not used but
the individual galaxies are overplotted with the “+” symbol. The black dividing line
(specified in the main text) splits the red sequence and blue cloud populations.
act independently and facilitate the transition of galaxies from the “blue cloud” to
the “red sequence”. One candidate for “mass quenching” is AGN feedback. In this
scenario the central black hole drives energetic outflows which can heat gas and hence
inhibit star formation. “Environment quenching” could manifest itself when satellite
galaxies fall into larger dark matter haloes. Ram pressure stripping (see Section 1.4)
or strangulation are physical mechanisms that could be responsible for this quenching
mode.
To study the dependence of red fraction on mass and environment as a function of
redshift uncertainty, here, the range of masses was extended down to 109.5 M⊙. To do
this environments were calculated for galaxies that are intrinsically fainter than the
absolute magnitude cut off used to construct the volume limited samples previously.
These faint galaxies however did not become part of the density defining populations.
To account for the fact that these galaxies are not detectable through the entire redshift
range a volume correction was determined for these galaxy. The volume correction
(see Section 2.2.9) is the ratio of the total volume imposed by the redshift range to
the detectable volume of the galaxy with a particular intrinsic brightness. The volume
correction is used to weight galaxies (together with the target sampling correction)
when representing the whole population of galaxies.
Next I outline how the red fraction for the galaxies in the samples was determined.
The (u-g)Rest colour for each galaxy was calculated by subtracting the k-correction
(kug) obtained from the stellar population fits.
(u−g)Rest = (u− ku)− (g− kg) = (u−g)− kug . (3.1)
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The (U-B)Rest colour was then calculated using the transformation equation by
Lupton (2005).2
(U−B)Rest = 0.8116((u−g)Rest)−0.1313 . (3.2)
The colour-mass diagrams for the spectroscopic and photometric selections are
shown in Fig. 3.11. The bimodality in the galaxy population can clearly be seen in
both samples. Following Peng et al. (2010) a dividing line was employed, restated
here:
(U−B)Rest = 1.10+0.075log(m/1010M⊙)−0.18z . (3.3)
The galaxies with a (U-B)Rest colour larger than the dividing value, for the mass
and redshift, defined by equation (3.3) were considered to be red and the galaxies with
a (U-B)Rest colour smaller than the dividing value were marked as blue. This binary
division facilitated a simple way to compute the fraction of red galaxies in any bin of
mass and environment. The red fraction used was simply the number of red galaxies,
weighted by the target sampling rate and volume corrections, in the bin divided by the
total weighted number of galaxies in the bin.
Fig. 3.12 shows plots of the galaxy red fraction as a function of mass and envi-
ronment for the fixed aperture method (left column) and the Nth nearest neighbour
method (middle and right columns). In the left and middle columns the derived masses
are based on the spectroscopic redshifts. In the right column the derived masses are
also based on the spectroscopic redshifts but the masses have been convolved with a
Gaussian distribution with a width of 0.3 dex. This is to account for errors in the mass
estimates due to the photometric redshifts (e.g. Fossati et al., 2015; Taylor et al., 2009).
The SDSS spectroscopic redshift sample is shown in the first row (a and b), the SDSS
photometric redshift sample is shown in the second row (c, d and e) and simulated
photometric redshift samples with redshift uncertainties of 0.04 and 0.06 are shown in
the third (f, g, h) and fourth (i, j, k) rows respectively. The aperture parameter values
used are close to the optimal values determined in Section 3.4.4 and are stated on each
plot. The contours mark the red fractions: 0.2, 0.4, 0.6 and 0.8.
The first row of plots (a and b) for the spectroscopic redshift sample show that the
red fraction increases with both mass and environment. There are clear contours of
constant red fraction covering several orders of magnitude in mass and environment
for both the Nth nearest neighbour method (b) and the fixed aperture method (a). The
result presented by Peng et al. (2010) using spectroscopic redshifts is reproduced using
the Nth nearest neighbour method and in addition the fixed aperture method. The red
2http://classic.sdss.org/dr7/algorithms/sdssUBVRITransform.html
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Fig. 3.12 The red fraction as a function of Log(mass) and environment for the fixed
aperture method (left column) and the Nth nearest neighbour method (middle and right
columns). The derived masses are based on the spectroscopic redshifts in the left and
middle columns. The masses of the galaxies in the plots in the right hand column
have been convolved with a Gaussian distribution with a width of 0.3 dex to model
the impact of the photometric redshifts on the mass estimates. This level of scatter is
appropriate for mass estimates at intermediate and high redshifts (z < 1) that will be
studied using data from the DES in Chapter 4. The spectroscopic redshift sample is
shown in the first row (a and b), the photometric redshift sample is shown in the second
row (c, d and e) and simulated photometric redshift samples with redshift uncertainties
of 0.04 and 0.06 are shown in the third (f, g and h) and fourth rows (i, j and k). The
aperture parameter values used are stated on each plot. The contours mark the red
fractions: 0.2, 0.4, 0.6 and 0.8.
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fraction is high for massive galaxies even in low density environments and the effect
of environment is most important for galaxies with low masses.
The second row of plots (c, d and e) for the SDSS photometric redshift sample
also show contours of constant red fraction, albeit some deterioration. There are
galaxies with smaller masses in the photometric sample, than those found in the
spectroscopic sample because some galaxies with small spectroscopic redshifts (z <
0.02) are scattered into the sample because of the uncertain redshift measurements.
As noted earlier (in Section 3.4.3) when the aperture parameters are held constant
the range of environments for the photometric measurements are smaller than the range
for the spectroscopic measurements. The reduction in dynamic range is particularly
evident when comparing the red fraction surfaces for the SDSS spectroscopic and
photometric redshift samples for the Nth nearest neighbour method (plots b and d).
The red fraction surface for the SDSS photometric redshift sample is shrunk along
the environment axis compared with the spectroscopic redshift sample. The dynamic
ranges for the SDSS photometric redshift and spectroscopic redshift samples for
the fixed aperture method (plots a and c) are however similar. In this method the
much larger ∆zc (×6) adopted for the SDSS photometric redshift (plot c) is able to
compensate for the reduction in dynamic range due to the photometric redshifts.
Increasing the redshift uncertainty to 0.04 and 0.06 (third and fourth rows) results
in more deteriorated red fraction surfaces and smaller dynamic ranges. Nevertheless,
particularly for the Nth nearest neighbour method the red fraction contours still behave
in a similar manner to the SDSS spectroscopic sample. The red fraction dependence on
galaxy environment does not entirely break down even for samples with large redshift
uncertainties. The Nth nearest neighbour method appears to fare better than the fixed
aperture method as the redshift uncertainty increases. This is because the Nth nearest
neighbour method tends to probe a larger dynamic range of environments than the
fixed aperture method.
To model the impact of the photometric redshifts on the mass estimates an ad-
ditional uncertainty of 0.3 dex was applied to the mass estimates in the right hand
column. This level of scatter is appropriate for mass estimates at intermediate and high
redshifts (z < 1) that will be studied using data from the DES in Chapter 4. Both the
middle and right hand columns employ the Nth nearest neighbour method so compar-
ing the red fraction surfaces in these columns shows the impact of the additional mass
uncertainty. The additional uncertainty in the mass estimates tends to mix up the red
and blue galaxies resulting in more homogenous red fractions. However even with this
additional uncertainty the general trends are still present, to some extent.
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3.5.2 Photometric sample size for environment correlations
One of the main goals of this chapter is to quantify the impact of uncertain redshifts
on measurements of environment trends. The questions considered here are: (i) How
many times larger than the spectroscopic sample must the photometric sample be to
measure environment correlations to the same accuracy? (ii) How does this factor
depend on the trend correlation with spectroscopic measurements? (iii) How does this
factor vary with redshift uncertainty?
To calibrate the measurements to enable comparisons between the results obtained
with different methods, aperture parameter values and redshift uncertainties, two
sets of mock data were constructed that were labelled: F-Low and F-High. The
mock data represents galaxy properties that increase monotonically with environment.
More specifically the mock properties were constructed to be linearly related to
both the Nth nearest neighbour spectroscopic benchmark environments (N = 4 and
±∆zc = 1000 km/s) and the fixed aperture spectroscopic benchmark environments
(r = 1.8 Mpc and ±∆zc = 1000 km/s) with a fixed level of Gaussian scatter. F-Low
was constructed to have a Spearman Rank Correlation Coefficient of 0.3 whereas
F-High was constructed to have a Spearman Rank Correlation Coefficient of 0.7 with
both sets of spectroscopic benchmark environments. Two important simplification to
note are that the value of the mock property does not change with the galaxy’s redshift
and no mass dependence is built into the mock properties. Fig. 3.13 shows plots of the
mock properties as a function of the spectroscopic benchmark environments for the
Nth nearest neighbour (a and c) and fixed aperture (b and d) methods.
The Spearman Rank Correlation Coefficient between the environments and the
mock properties were calculated as a function of redshift uncertainty and the aperture
parameters. Figures similar to Fig. 3.8 and Fig. 3.9 were made and the aperture
parameters that gave the largest correlations for each redshift uncertainty were found.
The parameters for each redshift uncertainty are shown in Table 3.2. The second and
third columns of the table show the parameters for the Nth nearest neighbour method.
The fourth and fifth columns of the table show the parameters for the fixed aperture
method.
Next 224 different realizations of the redshift catalogues were generated. To obtain
different realizations of the spectroscopic catalogue a nominal redshift uncertainty of
0.0001 (e.g. Cooper et al., 2005) was assigned to the spectroscopic redshifts. For each
realization the same procedure was followed as before but the parameters specified
in Table 3.2 were used. The Spearman Rank Correlation Coefficient between the
environments and the mock galaxy properties were calculated as a function of the
number of objects in the samples.
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Fig. 3.13 The spectroscopic benchmark environment measurements for the Nth nearest
neighbour method (a and c) and the fixed aperture method (b and d) versus two sets of
mock data. One set of mock data was constructed to have a low correlation (a and b) and
the other a high correlation (c and d) with the spectroscopic benchmark environments.
The aperture parameters for the spectroscopic benchmark measurements are N = 4
and ±∆zc = 1000 km/s for the Nth nearest neighbour method and r = 1.8 Mpc and
±∆zc = 1000 km/s for the fixed aperture method.
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Table 3.2 Aperture parameters to optimize the
correlation between the mock data and environ-
ment for the Nth nearest neighbour method and
the fixed aperture method for a range of redshift
uncertainties.
σz N ∆zc (km/s) r (Mpc) ∆zc (km/s)
0.0001 4 1000 1.8 1000
0.02 5 11000 1.6 8000
0.04 7 13000 1.7 13000
0.06 6 12000 2.0 14000
0.08 6 16000 2.0 17000
0.1 9 20000 2.0 20000
The second and third columns are the optimal
parameter values for the Nth nearest neighbour
method and the fourth and fifth columns are the
optimal parameter values for the fixed aperture
method.
Fig. 3.14 shows histograms of the Spearman Rank Correlation Coefficients between
environment and F-Low for 224 realizations of the spectroscopic catalogue (red) and
the simulated photometric catalogue (blue) with σz = 0.02. In this example the
Spearman Rank Correlation Coefficient using 10,000 randomly selected objects from
each realization was calculated. The plot shows that a larger redshift uncertainty leads
to a smaller Spearman Rank Correlation Coefficient. The median correlations are 0.30
and 0.70 for the spectroscopic realizations (by construction) and 0.19 and 0.45 for
the photometric realizations (with σz = 0.02) for F-Low and F-High respectively. In
addition the correlation distribution is slightly wider for the photometric realizations.
The standard deviations of the Spearman Rank Correlation Coefficients are 0.0085 and
0.005 for the spectroscopic realizations and 0.0093 and 0.0085 for the photometric
realizations for F-Low and F-High respectively. The fractional error for each set of
realizations was computed by taking the ratio of standard deviation of the distribution
to the median of the distribution. The fractional errors for the spectroscopic realizations
are 0.029 and 0.0072 and for the photometric realizations the fractional errors are
0.048 and 0.019 for F-Low and F-High respectively.
Fig. 3.15 shows four plots of the fractional error as a function of the number of
objects in the sample for six different redshift uncertainties: σz = 0.0001, 0.02, 0.04,
0.06, 0.08 and 0.1. The top row of plots show the fractional error for the correlation
between environment and F-Low. The bottom row of plots show the fractional error for
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Fig. 3.14 Histograms of the Spearman rank correlation coefficients between the op-
timal Nth nearest neighbour environments and the mock data (constructed to have
a correlation of 0.3 with the spectroscopic benchmark environments) for 224 real-
izations of the spectroscopic catalogue (red) with σz = 0.0001 and 224 realizations
of the photometric catalogue (blue) with σz = 0.02. The Spearman rank correlation
coefficient is calculated using 10,000 objects from each realisation.
the correlation between environment and F-High. The left hand plots are for the Nth
nearest neighbour method and the right hand plots are for the fixed aperture method.
There are several points to note about the plots. Firstly the plots show that the
fractional error decreases as the number of objects in the sample increases. Secondly
for a particular environment correlation (strong or weak) and and for a particular
method, larger redshift uncertainties have larger fractional errors. Thirdly for a par-
ticular correlation (strong or weak) the fractional error for the spectroscopic redshift
uncertainty as a function of the number of objects in the sample is approximately the
same for the Nth nearest neighbour and fixed aperture methods. Fourthly by comparing
plots a) and b) for the weak correlation to plots c) and d) for the strong correlation it is
clear that a larger spectroscopic trend correlation leads to a smaller fractional error
for the same redshift uncertainty and this is true for both the Nth nearest neighbour
method and the fixed aperture method.
The fractional error curves were used to obtain the number of spectroscopic objects
required to achieve a particular fractional error. In this way the ratio of the number of
photometric objects to the number of spectroscopic objects was obtained - the sample
size factor. i.e how many times larger the photometric sample must be relative to the
spectroscopic sample to achieve the same fractional error.
Fig. 3.16 shows four plots of the sample size factor as a function of the number of
spectroscopic objects for five different redshift uncertainties: σz = 0.02, 0.04, 0.06,
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Fig. 3.15 The fractional error of the Spearman rank correlation coefficient between
the environments and the mock data as a function of the number of objects in the
sample for six redshift uncertainties σz = 0.0001,0.02,0.04,0.06,0.08 and 0.1. The
correlation of the mock data with the spectroscopic benchmark environments was
constructed to be 0.3 (a and b) and 0.7 (c and d) for the Nth nearest neighbour method
(a and c) and fixed aperture method (b and d).
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Fig. 3.16 The number of times larger, than the spectroscopic sample, the photomet-
ric sample must be to obtain equivalent fractional errors for the Spearman Rank
Correlation Coefficient between the environment measurements and the mock data
as a function of the number of spectroscopic objects for five redshift uncertainties:
σz = 0.02,0.04,0.06,0.08 and 0.1. The correlation of the mock data with the spectro-
scopic benchmark environments was constructed to be 0.3 (a and b) and 0.7 (c and d)
for the Nth nearest neighbour method (a and c) and fixed aperture method (b and d).
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0.08 and 0.1. The arrangement of the plots is the same as for Fig. 3.15. The top row
of plots are for the correlation between environment and F-Low. The bottom row of
plots are for the correlation between environment and F-High. The left hand plots
are for the Nth nearest neighbour method and the right hand plots are for the fixed
aperture method. The sample size factor is fairly insensitive to the number of objects
in the sample as the curves are nearly horizontal. The sample size factor increases
with redshift uncertainty.
At a redshift uncertainty of 0.1 approximately 6− 16 times more photometric
objects than spectroscopic objects are required to measure environment correlations
with equivalent fractional errors for spectroscopic correlations of 0.3−0.7 respectively.
Galaxy properties that have a strong spectroscopic environment dependence are easier
to detect in absolute terms with photometry than properties that correlate weakly
with the spectroscopic environment measurements. However here the sample size
factor required to obtain a photometric measurement of the correlation with the same
fractional error as was obtained with spectroscopy is calculated. Galaxy properties
that have a strong spectroscopic environment dependence actually require a larger
sample size factor to obtain the same fractional error than galaxy properties that depend
weakly on spectroscopic environment. This is because spectroscopic measurements of
strong correlations have a small error whereas the uncertain redshifts still contribute a
large error to photometric measurements. Even more photometric objects are therefore
required to bring the photometric error down to a competitive level.
The sample size factors for the Nth nearest neighbour method and the fixed aperture
method are very similar and so there is no preferred method. Excluding considerations
of the dependence of galaxy properties on mass relatively small sample size factors are
required to make equivalent detections of the correlations between galaxy properties
and environment.
3.5.3 Brief comparison with literature
In this section I briefly compare this work with two other studies in the literature.
Cooper et al. (2005) presented an extensive range of tests to measure the impact of
photometric redshifts on galaxy environment measurements. There are a number
of important differences between the work by Cooper et al. (2005) and the work
in this chapter. Cooper et al. (2005) used mock galaxy catalogues to mimic galaxy
surveys at a higher redshift and for a larger range: 0.7 < z < 1.4 compared to my
work. Cooper et al. (2005) considered a 1 sq. deg. field that contained ∼ 22,000
galaxies. I have studied a low redshift range: 0.02 < z < 0.085 using data extracted
from the SDSS DR7 which covers nearly 7000 sq. deg. and includes ∼ 150,000
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galaxies. Cooper et al. (2005) concluded that photometric redshift measurements with
errors > 0.02 severely limit studies of the local galaxy environment. Nevertheless
they found a Spearman Rank Correlation Coefficient of ∼ 0.3 between real space and
photometric measures of galaxy environment for σz = 0.05 (see Table 3 in Cooper
et al., 2005). This is larger than zero and so suggests that there actually is a measurable
environment signal, albeit a weak one. Cooper et al. (2005) employed velocity cuts
of < 2000 km/s in their analysis and argued that deeper apertures would not measure
the local environment. The work in this chapter builds on Cooper et al. (2005) by
explicitly testing deeper apertures and using ∆zc = 1000−20,000 km/s. I have shown
that the correlation between environments based on photometric redshifts and a set of
spectroscopic benchmark environments depends on the aperture parameters as well the
redshift uncertainty. To obtain the optimal correlation the aperture depth must increase
with redshift uncertainty. Employing deeper apertures is a measurement integrated
over the large scale structure (along the line of sight) however it is also a proxy for the
local galaxy environment in photometric surveys. Referring to Fig. 3.10 in this chapter
the optimal Spearman Rank correlation Coefficient at σz = 0.05 is∼ 0.5. This is larger
than what was reported in Cooper et al. (2005). The difference can be explained by
referring to plots g) and h) in Fig. 3.8 or 3.9. Adopting a non-optimal velocity cut (i.e.
∼ 2000 km/s) as was chosen in Cooper et al. (2005) results in a degraded Spearman
Rank Correlation Coefficient.
A more recent study by Fossati et al. (2015) investigated galaxy environment trends
in a semi-analytic model at a redshift of z∼ 1. Fig. 4 in Fossati et al. (2015) shows
galaxy densities measured within cylindrical apertures with radii of 0.75 Mpc for high-
res measurements (i.e. simulating high quality spectroscopic redshift measurements)
and for photometric redshift measurements (obtained by convolving the high-res
measurements with a Gaussian distribution leading to a redshift accuracy of∼ 0.015 at
z∼ 1.0). Fossati et al. (2015) used ±∆zc = 1500 km/s and ±∆zc = 7000 km/s for the
high-res measurements and photometric redshift measurements respectively. Although
there are differences in redshift and aperture size it is interesting to compare their Fig.
4 with Fig. 3.5 in this chapter. In a qualitative sense the plots are similar. In Fig. 4 by
Fossati et al. (2015) the photometric measurements of the high densities recover the
high-res density measurements as the blue contours follow the dashed 1-to-1 line. The
high density environments in my work are also recovered better than the low density
environments however our photometric environment measurements fall short of the
1-to-1 line. This is probably because I compute a volume density normalized using the
mean density whereas Fossati et al. (2015) presents a surface density. Both studies
report a reduced dynamic range for the photometric measurements compared to the
spectroscopic measurements.
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Fossati et al. (2015) presented a method to “clean” the galaxy population of low
mass centrals and classify the central and satellite galaxies. Fig. 10 in Fossati et al.
(2015) shows the red fraction for the central galaxies as a function of the surface
density and stellar mass for the high-res and photometric redshift measurements. The
trend obtained with the high-res measurements is reproduced using the photometric
measurements; although this conclusion comes with caveats (see Fossati et al., 2015,
for more details). In my work I was also able to reproduce trends using photometric
redshifts, albeit some degradation (i.e. the red fraction as a function of mass and
environment - see the second row of Fig. 3.12) but I used observed data from the
SDSS, instead of simulations.
3.6 Summary
This chapter investigated the impact of photometric redshift uncertainty on the mea-
surement of galaxy environment using a low redshift sample from the SDSS. The
pipeline setup and the data selection were described and then the results were presented.
The Spearman Rank Correlation Coefficient between a set of spectroscopic benchmark
environment measurements and photometric measurements deteriorates with redshift
uncertainty, but depends also on the aperture parameters. The correlation can be
optimized with a careful choice of parameters. Even with large redshift uncertainties
(∼ 0.1) the correlation is non-zero (∼ 0.4) and this suggests that it should be possible
to extract an environmental signal for a large-scale photometric survey. In the next
chapter the pipeline is applied to the first dataset from the DES and the environmental
components of the galaxy stellar mass function are investigated.
Chapter 4
Environmental components of the
galaxy mass function in the DES
After many years of planning and construction the DES achieved ‘first light’ on 12
September 2012. In the same month I started my PhD at Portsmouth. The University
of Portsmouth is one of the six1 collaborating Universities in the UK that contribute to
the DES. From the very beginning of my PhD the intention was to analyse a dataset
from the DES. In this chapter I use the pipeline described in Chapter 2 to analyse the
science verification (SV) dataset (the first dataset) from the DES. There were a number
of uncertainties in this project at the beginning of my PhD as the instrument was
brand new, engineering work was ongoing and many of the image and data processing
pipelines were still being developed. On top of this there were no previous wide area
studies of galaxy environment using purely photometric measurements, with very
large redshift errors. Chapter 3 showed, using data from the SDSS, that in principle it
was feasible to extract an environment signal from large scale photometric surveys.
However with SDSS data it was only possible to investigate a narrow and low redshift
range (z < 0.1) in that study. The DES would deliver a much larger volume, observing
complete sets of galaxies to z ∼ 1. It was not clear that this project would lead to
fruitful results. To maximise the chance of measuring an environmental effect as a
function of redshift I decided to investigate a population property. With the existing
tools in place the most natural choice was to study the environmental components of
the galaxy mass function.
The first measurements of the galaxy stellar mass function of the local Universe
were obtained by converting luminosity functions by simple modelling of the M/L
of galaxies (Bell et al., 2003; Cole et al., 2001; Kodama & Bower, 2003). There are
now several measurements of the galaxy stellar mass function for the local Universe
1UCL, Cambridge, Edinburgh, Sussex, Nottingham and Portsmouth
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(Baldry et al., 2012; Baldry, Glazebrook & Driver, 2008; Li & White, 2009) based on
stellar masses derived from galaxy photometry. The GAMA survey has augmented
SDSS with additional spectroscopic data to obtain mass complete samples to∼ 108M⊙
yielding the current state of the art mass function measurements in the local Universe
(Baldry et al., 2012).
Investigations of the redshift evolution of the stellar mass function have until
recently been restricted to data collected from spectroscopic pencil beam surveys.
However the BOSS survey enabled Maraston et al. (2013) to study the evolution of
massive end of the stellar mass function using a sample of 400,000 LRGs to a redshift
of ∼ 0.6. The massive end of the mass function was found to be consistent with
passive evolution in agreement with other works (Ilbert et al., 2013, 2010; Pozzetti
et al., 2010).
Pencil beam surveys such as the DEEP2 (Newman et al., 2013) and zCOSMOS
(Lilly et al., 2007) surveys have typically captured data for no more than a few sq. deg.
of the sky but they are complete to relatively high redshifts. These analyses exploit the
measurements of 1000s to several tens of 1000s of galaxies. Some studies focus on the
mass functions for the total galaxy population whereas others have also investigated
the contributions made by different galaxy types; split by morphology and colour.
There are relatively few works that have examined the role of galaxy environment on
the stellar mass function. The earliest of these studies split galaxies into two types:
field or cluster (Balogh et al., 2001; Kodama & Bower, 2003). More recent studies
have quantified the environments and then examined the mass function for different
environment bins for the local Universe (McNaught-Roberts et al., 2014), intermediate
redshifts (Bolzonella et al., 2010; Bundy et al., 2006; Vulcani et al., 2011) and high
redshifts (Mortlock et al., 2015). The main finding of these works is that the massive
end of the galaxy stellar mass function is dominated by galaxies that reside within
high density environments at low and intermediate redshifts but at higher redshifts
the mass function is independent of environment. Davidzon et al. (2016) shows the
weakening of the environmental dependence of the mass function between redshifts of
0.5 and 0.9.
The aim of this work is to study the contributions to the galaxy stellar mass function
from different environments as a function of redshift, exploiting the DES SV dataset.
This chapter consists of five sections. In Section 4.1 the Dark Energy Survey
is introduced. The data selection is described in Section 4.2 and the pipeline setup
is described in 4.3. An analysis of the errors on the galaxy parameters due to the
photometric redshifts is presented in Section 4.4 and the analysis of the galaxy stellar
mass function is presented in Section 4.5.
4.1 DES - The Dark Energy Survey 110
4.1 DES - The Dark Energy Survey
The DES is a multi-band (g, r, i, z, Y) photometric survey performed with the Dark
Energy Camera (DE-Cam, Flaugher et al., 2015) mounted on the 4-meter Blanco
Telescope at Cerro Tololo Inter-American Observatory (CTIO). The DES will run for
five years and the 525 nights of observation will image 5000 sq. deg. of the southern
sky out to redshift ∼ 1.4, recording information from 300 million galaxies.
The survey started in March 2013 but from November 2012 to March 2013, DES
carried out a Science Verification (SV) survey. These observations provide science
quality data for more than 250 sq. deg. at close to the main survey’s nominal depth
(i-band 2-arcsec aperture magnitude≃ 24 mag) for standard survey fields and/or deeper
fields (used for calibration and/or supernovae studies).
The main science driver of the DES is to probe the accelerating Universe and help
uncover the nature of dark energy. The DES probes dark energy in four ways:
• Type Ia supernovae.
• Baryon acoustic oscillations.
• Galaxy clusters.
• Weak gravitational lensing.
A number of analyses of the SV data have now been released including weak lens-
ing shear measurements (Jarvis et al., 2015), CMB lensing tomography (Giannantonio
et al., 2016), systematics (Crocce et al., 2016; Leistedt et al., 2015) and LRG selection
(Rozo et al., 2015).
In addition to the probes of dark energy, the DES provides a rich dataset that can
be used to study a broad range of astrophysics, including the solar system, the Milky
Way, galaxy evolution and quasars. Early non-dark energy science highlights of the
survey include the discovery of 34 Trans Neptunian Objects, 17 dwarf satellites of
the Milky Way, z > 6 quasars and measurements of superluminous supernovae. In
this chapter I use the tools described in Chapter 2 to analyse the DES SV dataset, and
examine galaxy environment.
4.2 Data selection
The DES Data Management (DESDM) team developed a pipeline (Mohr et al., 2012,
Sevilla et al., 2011) to generate a catalogue from the SV coadded images. This
catalogue was tested and analysed by a team of DES scientists, who ultimately released
a photometric catalogue, called the SV Annual 1 (SVA1) Gold catalogue. This catalogue
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which is now publicly available2 contains 25,227,559 objects and extends over an
area ∼ 250 sq. deg. However this catalogue has a variable depth across the sky. For
the purpose of galaxy formation and evolution studies, Diego Capozzi constructed the
Portsmouth COMMODORE (COnstant Mag_MOdel Depth Originated REgion) galaxy
catalogue which is a sub-sample of the SVA1 Gold catalogue. The main requirement
was for the catalogue to have a constant limiting magnitude (depth). This was achieved
using photometric quantities that were obtained from the galaxy surface brightness
profiles. The main magnitudes employed were MAG_DETMODEL and MAG_MODEL. For
MAG_DETMODEL the model used to fit the surface brightness profile (e.g. exponential)
is chosen in advance from a reference image and then it is applied to the remaining
bands, whereas for MAG_MODEL the model is free to vary for each band.
A depth map for the i-band MAG_MODEL was created by scientists in the DES col-
laboration for the SVA1 Gold catalogue. This was used to select sky pixels with depths
larger than a minimum limiting magnitude threshold (i.e. MAG_MODELi> 23), and pix-
els with fainter limiting magnitudes (i.e shallower depths) were discarded. In addition
galaxies with apparent magnitudes fainter than the threshold (i.e. MAG_MODELi> 23)
in the selected pixels were discarded. This selection yielded a catalogue with a sky
region that had approximately a homogeneous depth. MAG_MODEL was used for this
selection because it performs better than MAG_DETMODEL in estimating galaxy total
fluxes, while the latter is preferred for colour estimation. In addition to this selection
the deeper Supernovae fields were removed and the following cuts were applied:
(i) MAGERR_MODELi< 0.11
(ii) 1 ⩽ DETMODEL_(g - r) ⩽ 4 and 1 ⩽ DETMODEL_(i - z) ⩽ 4
(iii) 16 ⩽ MAG_MODELi ⩽ 23 and 16 ⩽ MU_MAXi ⩽ 27
(iv) TPZ_SG_CLASS< 0.00023
Criterion (i) was employed to select a galaxy sample at the 10 sigma detection
level. Criterion (ii) ensures sources with strong colours characteristics, including
diffraction artifacts are excluded. MU_MAX refers to the brightest galaxy pixel measured
by SExtractor, so criterion (iii) ensures that only galaxies with reasonable apparent
magnitudes and surface brightnesses are included. Criterion (iv) employs a quantity
named TPZ_SG_CLASS. This is a probabilistic star-galaxy classifier provided by the
TPZ photo-z algorithm. A value close to zero indicates the object is classified as a
galaxy whereas a value closer to 1 indicates the object is most likely a star. Criterion
(iv) further separate galaxies from stars and artifacts to yield a galaxy catalogue with
99 percent galaxy purity. The 3,711,833 galaxies remaining after all of these cuts
2http://des.ncsa.illinois.edu/releases/SVA1.
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were applied comprise the COMMODORE catalogue. The total area covered by this
catalogue is ∼ 155 sq. deg.
The area cover by the COMMODORE catalogue, however is not contiguous,
but the majority of galaxies are found in the largest contiguous field, named SPT-E,
because of its overlap with the South Pole Telescope (East) field. Contiguity is a
desirable property for galaxy environment studies, so in this work a sub sample of the
COMMODORE catalogue is selected by analysing only those galaxies in the SPT-E
field. This area of this field is ∼ 130 sq. deg.).
4.3 Pipeline setup
The analysis pipeline described in Chapter 2 was used to derive the galaxy properties
and environments used in this chapter. In this Section I describe the specific pipeline
setup employed for this work. In this chapter a cosmology with Ωm = 0.286, ΩΛ =
0.714 and H0 = 70 kms−1Mpc−1 was used.
4.3.1 Photometric redshifts
Sánchez et al. (2014) performed extensive tests on the SV data using 13 different pho-
tometric redshift codes. The codes were trained with ∼ 6000 spectroscopic redshifts
obtained from existing datasets including: VVDS Deep (Le Fèvre et al., 2013, 2005),
VVDS Wide (Garilli et al., 2008), SDSS/BOSS (Ahn et al., 2012; Eisenstein et al.,
2001; Strauss et al., 2002), ACES (Cooper et al., 2012), and 2dFGRS (Colless et al.,
2001) that matched the DES SV photometry. Sánchez et al. (2014) found that two
of the training methods: one based on artificial neural networks (ANNz) (Collister &
Lahav, 2004) and the other on prediction trees and random forests, called Trees for
Photo-z or TPZ (Carrasco Kind & Brunner, 2013) performed the best. To be consistent
with the photo-z uncertainty metrics used in the DES requirements3 Sánchez et al.
(2014) use the spectroscopic callibration samples to calculate δ68. This is half of the
difference between the 84th and 16th percentiles of the distribution of the difference
between the galaxies’ photometric and spectroscopic redshifts. For the TPZ code
δ68 = 0.08. Redshift uncertainties are also widely characterized using ln(1+ z) as
this correctly accounts for the logarithmic shift in wavelength between the observed
and rest frame spectrums (Baldry, private communication). The redshift uncertainty
quantified in this way is σ [ln(1+ z)]≃ 0.05 (using the median redshift ∼ 0.6).
In this chapter the output from the TPZ code is used because in addition to the best
estimate of the redshift this code provides photometric redshift probability distribution
3https://www.darkenergysurvey.org/reports/proposal-standalone.pdf (see p.30)
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Fig. 4.1 Three examples of photometric redshift PDFs. The PDF of the galaxy with
the 16th percentile width (σ [ln(1+ z)] = 0.026) is shown in black, the galaxy with the
median width (σ [ln(1+ z)] = 0.034) in blue and the galaxy with the 84th percentile
half-width (σ [ln(1+ z)] = 0.048) is shown in red.
functions (PDFs) for each galaxy. The photo-z PDFs consist of 200 bins spanning the
redshift range: 0-1.8. Each bin has a width of 0.009 in redshift.
The 1-sigma width in ln(1+z) of each photo-z PDF was calculated and the galaxies
at the 16th, 50th and 84th percentiles of the distribution of widths were identified. Fig.
4.1 shows the photo-z PDFs for the galaxies at these percentiles: low uncertainty
(σ [ln(1+ z)] = 0.026) in black, median uncertainty in blue (σ [ln(1+ z)] = 0.034),
large uncertainty (σ [ln(1+ z)] = 0.048) in red. The widths of photo-z PDFs are
consistent with, but slightly smaller than the redshift uncertainty derived from the
spectroscopic training sets.
In this work I studied the propagation of the redshift errors into the derived galaxies
properties: mass, absolute magnitude and galaxy environment. This in turn enabled
me to quantify the errors on the environment components of the galaxy stellar mass
function.
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Table 4.1 Stellar population models
Template ID Model Type Parameter value
1 SSP Z/Z⊙ = 0.2
2 SSP Z/Z⊙ = 0.5
3 SSP Z/Z⊙ = 1.0
4 SSP Z/Z⊙ = 2.0
5 tau model Z/Z⊙ = 0.2 and τ = 0.1 Gyr
6 tau model Z/Z⊙ = 0.5 and τ = 0.1 Gyr
7 tau model Z/Z⊙ = 1.0 and τ = 0.1 Gyr
8 tau model Z/Z⊙ = 2.0 and τ = 0.3 Gyr
9 tau model Z/Z⊙ = 0.2 and τ = 0.3 Gyr
10 tau model Z/Z⊙ = 0.5 and τ = 0.3 Gyr
11 tau model Z/Z⊙ = 1.0 and τ = 0.3 Gyr
12 tau model Z/Z⊙ = 2.0 and τ = 0.3 Gyr
13 tau model Z/Z⊙ = 0.2 and τ = 1.0 Gyr
14 tau model Z/Z⊙ = 0.5 and τ = 1.0 Gyr
15 tau model Z/Z⊙ = 1.0 and τ = 1.0 Gyr
16 tau model Z/Z⊙ = 2.0 and τ = 1.0 Gyr
17 truncation model Z/Z⊙ = 0.2 and τ = 0.1 Gyr
18 truncation model Z/Z⊙ = 0.5 and τ = 0.1 Gyr
19 truncation model Z/Z⊙ = 1.0 and τ = 0.1 Gyr
20 truncation model Z/Z⊙ = 2.0 and τ = 0.1 Gyr
21 truncation model Z/Z⊙ = 0.2 and τ = 0.3 Gyr
22 truncation model Z/Z⊙ = 0.5 and τ = 0.3 Gyr
23 truncation model Z/Z⊙ = 1.0 and τ = 0.3 Gyr
24 truncation model Z/Z⊙ = 2.0 and τ = 0.3 Gyr
25 truncation model Z/Z⊙ = 0.2 and τ = 1.0 Gyr
26 truncation model Z/Z⊙ = 0.5 and τ = 1.0 Gyr
27 truncation model Z/Z⊙ = 1.0 and τ = 1.0 Gyr
28 truncation model Z/Z⊙ = 2.0 and τ = 1.0 Gyr
29 constant forming model Z/Z⊙ = 0.2
30 constant forming model Z/Z⊙ = 0.5
31 constant forming model Z/Z⊙ = 1.0
32 constant forming model Z/Z⊙ = 2.0
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4.3.2 k-corrections, absolute magnitudes and stellar masses
The stellar population properties used in this chapter were computed by Diego Capozzi
using the pipeline components described in Sections 2.2.5-2.2.8. Thirty two theoretical
templates (used also in Maraston et al., 2006 and Capozzi et al., 2016) constructed from
evolutionary stellar population synthesis models by Maraston (2005) were employed.
These templates consist of four types of star formation histories including: single
bursts (SSPs), exponentially-declining, truncated star formation rate and constant SFR.
Table 4.1 lists the 32 models and their parameters. The SED fitting was performed
assuming a Salpeter (Salpeter, 1955) IMF. Galaxies were constrained to have stellar
ages younger than the age of the Universe at their redshifts and a low age cutoff
(< 0.1Gyr) was applied to avoid fitting unrealistically young ages (Daddi et al., 2005;
Maraston et al., 2010). To avoid age-dust degeneracy effects (e.g. Renzini, 2006)
reddening is not applied in the SED fitting procedure as this set up leads to the best
stellar mass estimates (Pforr, Maraston & Tonini, 2012, 2013). The galaxy redshifts
were set to values drawn from the photo-z PDFs supplied by the TPZ code.
4.3.3 Density defining populations
To trace the density field in this work two density defining populations (see Section
2.2.11 for more general details) were constructed called the faint and bright tracers
because of the cuts on the absolute magnitudes of the galaxies. Luminosity cuts were
applied on the sample, rather than cuts in stellar mass because luminosities are more
closely related to the observations and are less model dependent.
Fig. 4.2 shows a plot of the i-band absolute magnitudes of the galaxies in the SPT-E
field versus their TPZ redshifts (peak of the PDF). The colour bar indicates the number
of galaxies in each grid cell. The upper and lower magenta curves mark the i-band
absolute magnitude completeness limits calculated by Capozzi et al. (in collaboration
review). The faint and bright tracers consist of the galaxies within the magenta
rectangles. The completeness limits were used to determine the extremities of the
tracers. The faint tracer has a redshift range of: 0.15 < z < 0.75 and an i-band absolute
magnitude range of: −24.0 < Mi <−20.63. The bright tracer has a redshift range of:
0.6 < z < 1.05 and an i-band absolute magnitude range of: −27.91 < Mi <−22.37.
The redshift ranges were designed to overlap so that the results from the two tracers
could be compared.
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Fig. 4.2 Sample selection in the Mi-redshift plane. The vertical magenta lines mark
the redshift bounds. The number of galaxies in each 2-dimensional bin is represented
with a colour as indicated in the colour bar. The magenta curves mark the lower
and upper i-band absolute magnitude completeness limits. The magenta rectangular
regions enclose the faint (low redshift) and bright (high redshift) density tracers. There
is an overlapping redshift range between the faint and bright tracers that enables
comparisons.
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4.3.4 Environment measurements
Galaxy environments are calculated as described in Sections 2.2.13 and 2.2.14. In
this chapter the conical fixed aperture (see Section 2.2.13.3) method was employed.
There were four reasons for this choice: (i) fixed aperture methods are arguably
easier to interpret because they compute densities over fixed scales, (ii) using a semi
analytic model Shattow et al. (2013) compared density measurements made with
cylinders in redshift space with real space measurements made with spheres at z∼ 2.
Shattow et al. (2013) showed that the scatter between redshift and real space density
measurements was noticeably smaller for the fixed aperture densities compared to
the scatter for the Nth nearest neighbour densities. Shattow et al. (2013) concluded
that fixed aperture methods provide more robust measurements over cosmic time. (iii)
fixed aperture methods are computationally less expensive compared to Nth nearest
neighbour methods and (iv) conical apertures are the most appropriate for photometric
surveys because their volume most effectively encompasses adjacent lines of sight.
The volume of the apertures is controlled with two parameters: the radius (r) of the
cross section of the cone at the target galaxy and the (∆z) half-length of the aperture.
In this chapter a range of radii: 0.1−3.0 Mpc and half-lengths: 0.08−0.3 (in redshift)
are studied. Apertures that are found to be devoid of galaxies are assigned a nominal
minimum density of 0.5 galaxies per aperture.
4.3.5 Survey edge and holes
In this work the HEALPIX survey mask was used to identify the angular edges of the
data as described in Section 2.2.12.2. To ensure the periphery of the data did not
impact the environment measurements a conservative cut was applied. Galaxies that
were less than 0.1 deg. away from the edge but inside the footprint were discarded.
After applying this cut the area of the footprint was 78.09 sq. deg. Fig. 4.3 shows
the edges of the footprint (left) and a map of the environments for the redshift range
0.52 < z < 0.7 (right), where data less than 0.1 deg from the edge has been discarded.
In cases where galaxies were close to the redshift boundaries and their apertures
would cross over the boundary the apertures were modified. The half depth of the half
of the aperture that infringed the boundary was reduced to the comoving distance from
the target galaxy to the boundary. This ensured that all of the apertures fitted inside
the redshift range. The depths of the other halves of the apertures that resided within
the redshift range, without modification, were not changed.
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Fig. 4.3 Left: edges and holes of the SPT-E field. The field has a uniform depth of 23 mag in i-band integrated apparent magnitude. Right:
environment map of the SPT-E field for the redshift range: 0.52 < z < 0.7. Sparse environments are shown in blue and dense environments
are shown in red.
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4.4 Error analysis
The main aim of this section is to quantify the errors on the stellar masses and the i-band
absolute magnitudes due to the errors on the photometric redshifts. A Monte-Carlo
approach was adopted and 100 realisations of the SPT-E catalogue were generated by
drawing redshifts from the photo-z PDFs. Section 4.4.1 presents a series of tests on the
redshift draws to: (i) verify that the draws are representative of the photo-z PDFs and
(ii) quantify the difference between the statistics of the draws and the photo-z PDFs as
a function of the number of catalogue realisations. Diego Capozzi computed the stellar
masses and i-band absolute magnitudes for the galaxies in each of the realizations
using SED fitting as described in Sections 4.3.2. In Section 4.4.2 the distributions of
the galaxy properties and their errors are presented.
4.4.1 Sampling tests
To investigate the variability due to the photometric redshift errors 100 realisations of
the SPT-E catalogue were generated by drawing redshifts from the photo-z PDFs. To
do this the photo-z cumulative distribution function was constructed from the photo-z
PDF for each galaxy. The cumulative distribution function maps the range 0 to 1 to
the possible redshifts for a galaxy. Random numbers were drawn from a uniform
distribution spanning 0 to 1 and the mappings were used to obtain redshift draws.
To verify that the sampled redshift draws were representative of the photo-z PDFs
summary statistics were calculated. The “true” mean and variance of each photo-z
PDF were computed. The mean is simply the expectation of the distribution:
µ = E(z) = Σzi pi . (4.1)
It is the sum of the mid positions of the redshift bars (from the PDF) multiplied by
the probabilities (heights) of the bars. The variance is the expectation of the squared
distribution minus the expectation squared:
σ2 = E(z2)− (E(z))2, E(z2) =∑z2i pi . (4.2)
The mean of the randomly generated redshift draws was calculated using:
zˆ =
1
Ndraws
∑z (4.3)
and the variance of the redshift draws was calculated using:
σˆ2 =
1
Ndraws−1∑(z− zˆ)
2 . (4.4)
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The range of 5-100 draws of each galaxy was investigated.
Using these summary statistics the biases and root mean squared errors (RMSE)
between the “true” statistics (mean and variance) and the statistics from the samples as
a function of the number of draws were calculated. The bias and RMSE of the mean
are given by:
Bias of the mean =
1
Ngal
∑(µ− zˆ) , (4.5)
RMSE of the mean =
√
1
Ngal
∑(µ− zˆ)2 (4.6)
and the bias and RMSE of the variance are given by:
Bias of the variance =
1
Ngal
∑(σ2− σˆ2) , (4.7)
RMSE of the variance =
√
1
Ngal
∑(σ2− σˆ2)2 . (4.8)
Fig. 4.4 shows the bias (top) and RMSE (bottom) for the mean (left) and variance
(right) statistics as a function of the number of redshift draws for each galaxy. The
mean bias and the bias of the variance are approximately zero. This is expected as
these estimators are unbiased. The RMSE for the mean decreases as approximately
the square root of the number of redshift draws of each galaxy. The RMSE for the
variance falls off slightly more rapidly with the number of draws, with a power of
−0.52.
For 100 random catalogues the RMSE of the mean is 0.0076 and RMSE of the
variance is 0.0028. In addition the RMSE of the standard deviation for 100 catalogues
was found to be 0.0082. These numbers are between 5 and 10 times smaller than the
typical width of the photo-z PDFs (see Section 4.3.1). Individual examples have been
examined and with 100 draws minor offsets between the statistics of the samples and
the PDFs can be introduced. PDFs that have multiple peaks, separated by relatively
large redshifts can be sampled less effectively with only a small number of draws.
Nevertheless, the precision quoted here, is sufficient for the purposes of this study.
Since the errors decreases approximately as the square root of the number of draws 4
times as many random catalogues (i.e. 400 catalogues) would be required to halve the
RMSEs.
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Fig. 4.4 Top: Bias for the mean (left) and variance (right) as a function of the number
of draws. Bottom: RMSE for the mean (left) and variance (right) of the redshift draws
as a function of the number of draws.
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4.4.2 Galaxy properties: distributions and errors
In this section the collated results for the galaxy properties, i.e. the redshifts, i-band
absolute magnitudes and stellar masses derived from the 100 Monte-Carlo simulations,
are presented. For each of the 3,207,756 galaxies in the SPT-E field the median, 16th
and 84th percentiles (out of the 100 values) are computed for the drawn redshifts,
i-band absolute magnitudes and stellar masses. The 1-sigma error (for each property)
for each galaxy is quoted as half the difference between the 84th and 16th percentiles.
Fig. 4.5 shows the (median) distributions of the redshifts, i-band absolute magni-
tudes and stellar masses in the first row, the distribution of errors on the properties in
the second row, the TPZ redshift dependence of the property errors in the third row
and the dependence of the property errors on the properties themselves in the fourth
row. The left hand column shows the galaxy redshifts. The middle column shows
i-band absolute magnitudes and the right hand column shows the galaxy stellar masses.
In the first row the vertical red dashed lines show the median values and the vertical
blue dashed lines show the 16th and 84th percentiles of the redshift, i-band absolute
magnitude and mass distributions. The ranges of the property distributions in the plots
are defined as the difference between the 84th and 16th percentiles. In the second row
the red vertical dashed lines mark the median property errors. The median errors are
shown for comparison with the ranges of the distributions themselves that are shown
in the first row.
The ranges of the distributions are 0.59, 2.62 and 1.36 for redshift, i-band absolute
magnitude and stellar mass respectively and in the same order the median errors for
these quantities are 0.056, 0.256 and 0.118. The ratios of the ranges of the property
distributions to the median property errors are 10.3, 10.2 and 11.5 for redshift, i-
band absolute magnitude and mass respectively. This suggests that all three of these
properties can be studied, as the median error due to the photometric redshifts is an
order of magnitude smaller than the ranges of the distributions of these properties. In
addition these numbers suggest that the mass estimates are slightly more robust to
photometric redshift measurements than the i-band absolute magnitude measurements
in agreement with previous studies (e.g. Pforr, Maraston & Tonini, 2013; Taylor et al.,
2009).
The third row of plots in Fig. 4.5 shows the average 16th (lower curves) and 84th
(upper curves) percentile errors (in redshift bins) on the properties as a function of the
galaxies’ TPZ redshifts. The errors on the photo-z PDFs which are quantified using
the distributions in ∆ln(1+ z) are essentially constant at ∼ 0.045 across the redshift
range 0 < z < 1.0. The distribution in ∆ln(1+ z) is used instead of the distribution in
∆z for each redshift bin to correctly account for the logarithmic shift in wavelength
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Fig. 4.5 First row: Property distributions, second row: error distributions, third row:
TPZ redshift dependence of the property errors and fourth row: property dependence
of the errors. The first column is for redshift, the second column is for the i-band
absolute magnitude and the third column is for the stellar masses. Red vertical dashed
lines show the median values. The blue vertical dashed lines show the 16th and 84th
percentiles.
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between the observed and rest frame spectrums (Baldry, private communication). The
errors are very slightly smaller at z∼ 0.7 compared to the rest of the range. This is
around the peak of the redshift distribution shown in plot a). The errors on the i-band
absolute magnitudes and stellar masses behave in a similar way to each other. The
errors are particularly large for z < 0.25 and increase as the redshift is decreased. The
errors stabilise at larger redshifts to values of < 0.2. There is also a “sweet” spot
for both the i-band absolute magnitudes and the masses for redshifts in the range:
0.6 < z < 0.7. Here the errors are < 0.1 for both the i-band absolute magnitudes and
the stellar masses. This is because the TPZ photo-z code performs optimally for these
redshifts, where there are many galaxies.
The fourth row of plots in Fig. 4.5 shows the average 16th and 84th percentile
property errors as a function of the median values of the properties themselves. As
expected the redshift error dependence on the median redshift shown in plot j) is similar
to the dependence on the TPZ redshift shown in plot g). The error dependence for the
i-band absolute magnitude and masses also mirror each other. The errors are largest
for the least luminous and least massive galaxies. This is in line with expectation as
fainter galaxies are more difficult to measure. The i-band absolute magnitude error
is relatively stable and < 0.4 for galaxies with an absolute magnitude brighter than
−19.5. Similarly the mass error is relatively constant at < 0.2 for Log(M) > 8.5.
4.4.3 Environments as a function of the aperture parameters
In this section the impact of the aperture parameters on the environment measurements
and their errors are investigated. The Monte-Carlo realizations were extended to
include the galaxy environments. Apertures with radii of 0.1−3.0 Mpc at 0.1 Mpc
increments and half-depths of 0.08−0.3 at 0.02 increments in redshift were tested.
Fig. 4.6 shows the range of the environment distribution of the galaxies in the
density defining population as a function of the aperture parameters in the top row; the
median error of the environment measurements as a function of the aperture parameters
in the middle row and the ratio of the range to the environment error as a function
of the aperture parameters in the bottom row. The left hand column is for the faint,
low-z tracer. The right hand column is for the bright, high-z tracer. The range of
the environment distribution is defined as the difference between the 84th and 16th
percentiles of the distribution.
The range of the environment distribution of the density defining population
depends strongly on aperture radius and also on the aperture half-depth for both the
faint and bright tracers. For both tracers the environment range becomes larger as the
radius decreases from 3.0 Mpc. This trend continues until a radius of 0.2 Mpc for
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the faint tracers and until a radius of 0.6 Mpc for the bright tracer. Apertures with
radii smaller than these values poorly sample the tracing population, because many
apertures are devoid of galaxies. A larger aperture is required for the bright tracer
because this tracer samples the density field more sparsely.
The middle row shows that the median environment error is a smooth function of
both the aperture radius and half depth. The general trend is that the median environ-
ment error decreases as the volume of the aperture increases. Probing environments on
large scales homogenises the measurements as local contrasts are smoothed out. The
median error is also small for radii less than 0.3 Mpc for the faint tracer and less than
0.6 Mpc for the bright tracer. These scales are approaching or beneath the average
sampling scale of the tracing populations. The small environment errors at these scales
are an artificial effect and these scales should not be employed for scientific analysis.
The ideal scenario is to have a large environment range and small measurement
errors. However the trends of increasing range and decreasing error depend on the
aperture parameters, especially the radius in a counteracting fashion.
The bottom row shows the ratio of the tracing population environment range to
the median environment error as a function of the aperture parameters. The black
lines over-plotted mark a constant ratio of 3.8. The black crosses mark the aperture
parameters that are selected for further analysis. The plots show that the ratio increases
with increasing depth and radius for both the faint and bright tracers. However the
trend is stronger for the faint tracer, illustrated with the stronger colour gradient.
On the one hand it is desirable for this ratio to be as large as possible to minimize
contamination between environment bins but on the other hand it is necessary to probe
signal from the scales where environmental processes have a role. Previous studies
have reported that environmental processes occur most readily on scales of ∼ 1 Mpc
or less (Blanton & Berlind, 2007; Wilman, Zibetti & Budavári, 2010). For scientific
analysis employing the faint tracer a radius of 1 Mpc was chosen. The choice of depth
for the faint tracer is a trade off between maximising the ratio (between the range of the
environment distribution and the median environment error) and the goal of measuring
local environment. A half-depth of 0.1 (in redshift) was chosen. The ratio with these
aperture parameter is ∼ 3.8. The choice for the bright tracer is more constrained. For
the purposes of comparison between the faint and bright tracers aperture parameter
values for the bright tracer that lead to a similar ratio were chosen. For the bright tracer
a radius of 1.4 Mpc and a half-depth of 0.2 (in redshift) is therefore employed as this
choice also yields a ratio of ∼ 3.8. The half-depths of the aperture are at least twice
as large as the 1-sigma photometric redshift errors (see Fig. 4.5) across the whole
range of redshifts that are studied with this choice of parameter values. The number of
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Fig. 4.6 Top row: range of the environment distributions (difference between the 84th
and 16th) percentiles) as a function of the radius and depth of the aperture. Middle row
shows the median error of the environment measurements as a function of the radius
and depth. Bottom row shows the ratio of the range of the environment distribution
to the median error as a function of the radius and depth. Left hand column is for the
faint tracer and the right hand column is for the bright tracer. The contour lines in
plots e) and f) are for a ratio of 3.8.
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Table 4.2 Density defining population properties
Property Faint Tracer Bright Tracer
z 0.15 < z < 0.75 0.6 < z < 1.05
Mi −24.00 < Mi <−20.63 −27.91 < Mi <−22.37
Radius r = 1.0 Mpc r = 1.4 Mpc
Half-depth δ z=0.1 δ z=0.2
Range Log(1+δ ) 0.36 0.42
Median ∆Log(1+δ ) 0.096 0.11
Ratio 3.8 3.8
apertures that are devoid of density tracing galaxies is less than 0.2 and 4.0 percent for
the faint and bright tracers respectively.
The ratio between the range of the distribution and the average error for the
other galaxy properties (redshift, mass and i-band absolute magnitude) was∼ 10-12 as
shown in Section 4.4.2. The environment measurements therefore have a distinguishing
power that is only about 3 times less than the other parameters.
4.4.4 Environment characterisation
The environment measurements obtained with the aperture parameters chosen in
Section 4.4.3 are now characterised in more detail. The key properties, such as the
redshift ranges, aperture parameters and environment properties are listed in Table 4.2.
Fig. 4.7 shows the environment distribution in the top left; the median environment
error distribution in the top right; the median error displacements as a function of
the TPZ redshift in the bottom left and the average 16th and 84th percentile error
displacements from the median environment as a function of the median environment
in the bottom right for the faint (black) and bright (blue) tracers. The environment
distributions for both the faint and the bright tracers are approximately Gaussian and
have widths of 0.36 and 0.42 respectively. The apertures are sufficiently large that
a relatively small number are devoid of galaxies and the distributions are roughly
symmetrical. The shape and range of the faint and bright environment distributions are
similar despite the fact that the apertures probe different volumes and different tracing
populations. The environment distribution for the faint tracer is slightly narrower and
more peaked than the distribution for the bright tracer. The error distributions shown in
plot b) have extended tails at the high error end. The median environment error for the
faint and brighter tracers are 0.096 and 0.11. The bright tracer has a slightly smaller
median error than the faint tracer. The ratio of the distribution width to the median
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Fig. 4.7 a) environment distribution, b) distribution of environment error, c) TPZ
redshift dependence of the environment error and d) environment error as a function
of environment for the faint (black) and bright (blue) tracers.
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environment error is approximately 3.8 for both tracers by construction. This value is
sufficient to study trends with environment. The similarities in the overall properties
of the environments for the faint and bright tracer are due to the constraint on this ratio.
Plot c) shows that the error on the environment measurements is relatively constant as
a function of the TPZ redshift. The error increases slightly for each tracer as the TPZ
redshift increases.
The errors for the faint and bright tracers are approximately the same in the redshift
region (z = 0.65) where the tracers overlap. Plot d) shows that the median error
of the environment measurements decreases with increasing environment for both
tracers from 0.2 for sparse environments to 0.04 for the most dense environments.
Perturbing the number of galaxies in high density regions due to the imprecise redshift
measurements has a much smaller effect than perturbing the number of galaxies in a
low density region because of the logarithmic definition of environment that is adopted
in this work.
4.4.5 Environment PDFs
The 100 Monte-Carlo realisations can be used to present the environment measure-
ments for each galaxy as PDFs. This is achieved for a galaxy by constructing a
histogram of the relative frequencies of each environment from the 100 measurements.
Fig. 4.8 shows three examples of environment PDFs based on the faint tracer. The top
plot shows a galaxy in a low density environment, the middle plot shows a galaxy in an
intermediate density environment and the bottom plot shows a galaxy in a high density
environment. The red histogram shows the distribution of median environments for
the whole population of galaxies (i.e. it is the same as plot a) in Fig. 4.8). The vertical
dashed line marks the median values of the environment PDFs. The distributions for
these galaxies are peaked and their widths are clearly smaller than the distribution of
environments for the entire population. With such environment PDFs it is possible to
split the galaxies into broad bins of environment. These three galaxies also illustrate
the trend that as the environmental density increases the error on the environment
measurement decreases. As the environmental density increases the environment PDFs
become more peaked and narrower.
The environment PDFs presented here enable more sophisticated statistical studies
of galaxy environment in photometric surveys. The median environment measurement
for each galaxy can be employed with an associated error or the complete environment
PDFs can be folded into analyses. Such an analysis is demonstrated in Section 4.5 by
studying the environmental components of the galaxy stellar mass function.
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Fig. 4.8 Three examples of environment PDFs: a) low density (large error), b) inter-
mediate density (medium error) and c) high density (small error) are shown in black.
The environment distribution for the whole population of galaxies is shown in red in
each plot. The vertical dashed lines marks the median of the environment PDFs. The
difference between the 84th and 16th percentiles for the environment PDFs are quoted
to quantify the width of the PDFs.
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4.5 Mass function analysis
In Section 4.5.1 the method used to compute the galaxy stellar mass function and
its environmental components is described. Section 4.5.2 summarizes an analysis
of the galaxy stellar mass function (GSMF) for the DES SV data together with a
comparison with the literature conducted by Capozzi et al. (in collaboration review)
and Section 4.5.3 presents an analysis of the environmental components of the GSMF
(i.e. Etherington et al. (in collaboration review).
4.5.1 Method
In this work the standard Schmidt-Eales (1/Vmax, Schmidt, 1968) method is used to
calculate the galaxy stellar mass function. The number of galaxies per comoving
volume φ(M) for the mass interval ∆M is given by the sum over the N galaxies
observed within this interval:
φ(M) =
1
∆M
N
∑
i=1
1
Vmax,i ·Ci . (4.9)
Vmax,i is the maximum volume accessible by the ith galaxy, calculated by determin-
ing the maximum and minimum redshifts (zmax,i and zmin,i) at which it can be detected
within the sky footprint of the survey, given the flux detection limits (see Section 2.2.9).
Ci is the completeness factor of the ith galaxy, dependent on its surface brightness and
apparent magnitude and takes a value between 0 and 1 (see below).
4.5.1.1 Galaxy completeness
The galaxy completeness is an important quantity for studies of the GSMF. Incom-
pleteness is accounted for in the GSMF by appropriately weighting the galaxies in
the sample (see Section 4.5.1). Diego Capozzi studied the galaxy completeness of the
COMMODORE catalogue as a function of apparent magnitude and surface brightness.
This was achieved by cross matching the galaxies in two sets of co-added images, one
approximately twice as deep as the other. Unfortunately there is no overlap between
the Wide and Deep surveys in the SV observations. Consequently the assessment of
completeness relies upon the SN fields that are not used to measure the GSMF. The
first set of co-added images were constructed from single epoch images (from the
SN fields) to have the same characteristics as the Wide survey by matching the total
exposure time and the limiting magnitude. The second set of co-added images were
constructed to have a limiting magnitude that was twice as deep as the Wide survey.
Galaxy catalogues for both sets of coadds were then constructed following the same
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approach used for the SVA1 Gold catalogue. The galaxies in the two catalogues were
cross matched employing an angular tolerance of 0.5 arcsec. The ratio of the number
of galaxies found in both catalogues to those detected in the deep one was computed as
a function of apparent magnitude and surface brightness in 0.5 mag × 0.5 mag bins to
produce a completeness map. This map was then used to derive completeness values
for the galaxies in the COMMODORE catalogue.
4.5.1.2 Evaluation of errors
In this analysis two main sources of errors are considered: statistical errors and
the propagated errors due to the imprecise photometric redshift measurements. The
statistical errors depend upon the number of galaxies in the sample in each bin of
mass, redshift and environment. Analytical expressions for the statistical errors
(Poisson statistics) are available but these usually assume the errors follow a Gaussian
distribution. This is untrue particular at the high mass end where there is a small
number of galaxies. A further difficulty of adopting an analytical form for the statistical
errors is incorporating the photometric redshift errors.
A bootstrap resampling scheme is therefore employed to evaluate the combined
errors (statistical and redshift). This ensures that the redshift and environment PDFs of
each galaxy are incorporated into the analysis. The 100 catalogue realisations form
the basis of this scheme. Galaxies were drawn at random (with replacement) from
the 100 catalogues to create 10,000 new catalogues. The redshift range was divided
for each tracer into a number of bins. Environment distributions were produced
using the galaxies (appropriately weighted by the volume and surface brightness
corrections) in specific mass ranges for each redshift bin in each resampled catalogue.
Each environment distributions was split into a number (4 or 6) of equi percentage
environment bins (for each redshift bin). Each environment bin therefore contained
the same effective number of galaxies. To do this for each resampled catalogue the
environments at the 25.0th, 50.0th and 75.0th percentiles for 4 environment bins or
the 16.7th, 33.3rd, 50.0th, 66.7th and 83.3th percentiles for 6 environment bins were
determined. The mean and standard deviation for each of these percentiles from
the 10,000 catalogues were calculated to obtain robust dividing values between the
environment bins. Fig. 4.9 shows the environment distribution for the redshift range:
0.15 < z < 0.225 divided into 6 environment bins. The dividing values between the
bins are shown with the vertical dashed lines.
Tables 4.3-4.6 list the limits of the redshift, mass and environment bins for the
analyses presented in Section 4.5.3. It is worth noting here, that the percentile envi-
ronment binning used in this study is not an evolving (in redshift) density cut. This
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Fig. 4.9 Environment distribution and dividing values for environment bins for the
redshift range: 0.15 < z < 0.225. Environments are based on the faint tracer.
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binning scheme does not attempt to account for the evolution of the large scale density
contrast of the Universe through time. Binning in this way facilitates the study of the
relative shapes of the mass function components at different redshifts but not their
absolute normalizations.
To calculate the number density error distributions, the galaxies in each redshift,
mass and environment bin were identified in each of the resampled catalogues. The
effective number of galaxies in each bin were calculated using the volume and com-
pleteness corrections and divided by the survey volume for the associated redshift range.
The variability in each bin between the 10,000 resampled catalogues gave the number
density error distributions. Fig. 4.10 shows three examples of the number density
error distributions for the total mass function for the redshift range: 0.15 < z < 0.225.
The left hand plot is for a low mass bin, the middle plot is for a intermediate mass
bin and the right plot is for a high mass bin. The error as a fraction of the number
density increases with mass as expected as the most massive galaxies in the Universe
are the most rare. Nevertheless the large number of galaxies within this sample lead to
relatively small statistical errors. The error distributions are essentially Gaussian for
the low and intermediate mass bins. The error distribution for the high mass bin is not
symmetrical but is skewed to larger values.
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Table 4.3 Percentile boundaries for the environment bins for the faint tracer employing the complete mass range for each redshift bin. The
numbers in brackets are the 1-sigma errors on the bin boundaries.
Redshift range Mass range 16.67th 33.33rd 50.0th 66.67th 83.33rd
0.15,0.225 8.11,11.35 -0.204 (0.0015) -0.0776 (0.00096) 0.0189 (0.0010) 0.110 (0.0014) 0.224 (0.0012)
0.225,0.3 8.61,11.70 -0.173 (0.00023) -0.0669 (0.0016) 0.0365 (0.00018) 0.126 (0.00038) 0.229 (0.00079)
0.3,0.375 8.88,12.18 -0.163 (0.00093) -0.0529 (0.00039) 0.0328 (0.00062) 0.127 (0.00043) 0.243 (0.0012)
0.375,0.45 9.33,12.37 -0.165 (0.00086) -0.0332 (0.00077) 0.0631 (0.0011) 0.154 (0.0013) 0.266 (0.00087)
0.45,0.525 9.45,12.61 -0.144 (0.00070) -0.0265 (0.00055) 0.0640 (0.00061) 0.151 (0.0013) 0.258 (0.00065)
0.525,0.6 9.52,12.68 -0.123 (0.00087) -0.0130 (0.00055) 0.0687 (0.0013) 0.150 (0.00088) 0.251 (0.0014)
0.6,0.675 9.72,12.68 -0.126 (0.00081) -0.00392 (0.00076) 0.0836 (0.00068) 0.167 (0.00080) 0.267 (0.0010)
0.675,0.75 9.87,12.51 -0.113 (0.0015) 0.0158 (0.0013) 0.111 (0.0010) 0.202 (0.00098) 0.310 (0.00096)
Table 4.4 Percentile boundaries for the environment bins for the bright tracer employing the complete mass range for each redshift bin. The
numbers in brackets are the 1-sigma errors on the bin boundaries.
Redshift range Mass range 16.67th 33.33rd 50.0th 66.67th 83.33rd
0.75,0.825 9.99,12.54 -0.204 (0.00024) -0.0695 (0.00085) 0.0399 (0.00093) 0.164 (0.00037) 0.275 (0.00049)
0.825,0.9 10.2,12.55 -0.194 (0.00048) -0.0465 (0.0020) 0.0756 (0.0021) 0.175 (0.00055) 0.289 (0.0013)
0.9,0.975 10.5,12.65 -0.173 (0.0027) 0.0127 (0.0027) 0.130 (0.0014) 0.228 (0.0017) 0.342 (0.0015)
0.975,1.05 10.7,12.83 -0.0985 (0.0028) 0.0501 (0.0033) 0.170 (0.0016) 0.276 (0.0020) 0.392 (0.0028)
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Table 4.5 Percentile boundaries for the environment bins for the faint tracer employing a common mass range. The numbers in brackets
are the 1-sigma errors on the bin boundaries. This binning scheme is used to study the redshift evolution of the components of the mass
function.
Redshift range Mass range 25.0th 50.0rd 75.0th
0.3,0.45 10.00,12.00 -0.0571 (0.00061) 0.0843 (0.00084) 0.223 (0.00077)
0.45,0.55 10.00,12.00 -0.0550 (0.0022) 0.0845 (0.0012) 0.218 (0.00096)
0.55,0.65 10.00,12.00 -0.0471 (0.00050) 0.0919 (0.00059) 0.219 (0.00055)
0.65,0.75 10.00,12.00 -0.0391 (0.00089) 0.113 (0.00085) 0.251 (0.00085)
Table 4.6 Percentile boundaries for the environment bins for the bright tracer employing a common mass range. The numbers in brackets
are the 1-sigma errors on the bin boundaries. This binning scheme is used to study the redshift evolution of the components of the mass
function.
Redshift range Mass range 25.0th 50.0rd 75.0th
0.65,0.75 10.80,12.40 -0.0373 (0.0010) 0.133 (0.0011) 0.278 (0.0024)
0.75,0.85 10.80,12.40 -0.0645 (0.00078) 0.110 (0.00068) 0.272 (0.00078)
0.85,0.95 10.80,12.40 -0.0409 (0.0017) 0.127 (0.0020) 0.277 (0.0018)
0.95,1.05 10.80,12.40 -0.0199 (0.0046) 0.161 (0.0030) 0.318 (0.0023)
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Fig. 4.10 Three examples of the error distribution of the effective number density of galaxies in the redshift range: 0.16 < z < 0.25 for
a low mass bin (left), intermediate mass bin (middle) and a high mass bin (right). The standard ΛCDM cosmology was adopted with
H0 = 70 kms−1Mpc−1.
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4.5.2 Redshift evolution of the mass function
In this section I present results based on the DES SV data showing the redshift
evolution of the GSMF. This section is a summary of the main results in Capozzi et al.
(in collaboration review). This section consists of three parts: (i) Low redshift results,
(ii) Intermediate/high redshift results and (iii) mass assembly.
4.5.2.1 Low redshift
Fig. 4.11 shows the GSMF for the redshift bin: 0 < z < 0.2 derived from the DES SV
observations in black. The results from several spectroscopic surveys are overplotted
for comparison, including the GAMA survey (Baldry et al. (2012) at z < 0.06) in red,
SDSS/2MASS (Bell et al. (2003), 410 sq. deg.) in blue, SDSS (Bernardi et al. (2013,
2010), 4681 sq. deg.) in yellow and green and SDSS/GALEX (Moustakas et al. (2013),
2505 sq. deg.) in grey. The vertical blue dashed lines show the mass completeness
limits for the DES data.
The comparison with the GAMA GSMF, which measures a similar sized sky area,
shows an overall agreement with the DES GSMF. However the DES GSMF shows
somewhat larger densities at log(M)> 9 and vice versa at lower masses. At log(M)> 11
the DES mass function is affected by stellar mass incompleteness. Differently from
the GAMA GSMF no galaxies with log(M)> 11.5 are found in the DES data. The
high mass ends of the DES and GAMA GSMFs otherwise show good agreement.
Despite variations in IMF, stellar mass estimation methods (e.g. SED fitting and
from M/L vs colour relations), galaxy integrated magnitudes (e.g. model magnitudes
and Sersic surface brightness fitting) and redshift measurement (photometric vs spec-
troscopic) there is reasonable agreement between the DES SV GSMF and the results of
the other surveys shown in Fig. 4.11. However there are some discrepancies, especially
in particular mass regimes. For instance, the SDSS-2MASS GSMF (Bell et al. 2003)
shows density values almost always higher than those obtained by the other surveys,
especially at log(M)< 9.5. In addition for log(M)> 10.8 the DES SV GSMF agrees
better with the Bernardi et al. (2010) GSMF based on cmodel magnitudes than the
Bernardi et al. (2013) results based on Sersic fit magnitudes. This is expected as
Sersic fitting is not used to estimate the galaxy magnitudes in the DES study. The
magnitudes used are in fact similar to the SDSS cmodel magnitudes. Bernardi et al.
(2013) showed that cmodel-like magnitudes leads to underestimating the galaxy total
fluxes and stellar masses, especially for massive galaxies with de-Vaucouleur surface
brightness profiles. This has the consequence of underestimating the spatial densities
of such massive galaxies. Another important difference is that the DES GSMF does
not show the presence of very massive galaxies (log(M)> 11.5). This is probably due
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Fig. 4.11 Comparison of DES GSMF at z < 0.2 with results from spectroscopic
surveys available in the literature. DES (black dots), GAMA (red squares, Baldry
et al. (2012)), SDSS+2MASS (blue diamonds, Bell et al. (2003)), SDSS+GALEX
(grey stars, Moustakas et al. (2013)), SDSS with Sersic-profile magnitudes (green
triangles, Bernardi et al. (2013)) and SDSS with cmodel magnitudes (orange bow-ties,
Bernardi et al. (2010)). Vertical dashed blue line mark the DES completeness limits.
The cyan and grey vertical error bars are for the photometric redshifts and shot noise
uncertainties respectively. The horizontal error bars are indicative of the uncertainties
due to IMF. This image was prepared by Diego Capozzi.
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to the significantly smaller area measured by the SV observations compared with other
surveys (except GAMA).
4.5.2.2 Intermediate/high redshift
Fig. 4.12 shows the DES GSMF in black and the SDSS PRism MUlti-object Survey
(PRIMUS) results from Moustakas et al. (2013) in blue and red. PRIMUS is an
i < 23 mag flux limited sample of 40,000 galaxies from five fields (COSMOS, XMM-
SXDS, XMM-CFHTLS, CDFS and ELAIS-S1) with a total area of 5.5 sq. deg. The
comparison with PRIMUS results is particularly useful, as this catalogue of galaxies
was selected using the same band utilised for the DES results and both datasets have
the same depth.
The DES and the PRIMUS GSMFs are consistent with each other for z < 0.6. At
larger redshifts there are some discrepancies. For log(M)< 11 the PRIMUS GSMFs
show higher number densities. PRIMUS is affected by incompleteness at log(M)< 10.5
(densities at such mass regimes are not publicly available) and appear to lack galaxies
at log(M)> 11.8 compared to the DES GSMFs. As the DES SV and the PRIMUS
galaxy catalogues share the same depth, these differences could be due to cosmic
variance (as discussed by Moustakas et al. (2013) themselves), considering that the
PRIMUS results are based on a relatively small sky area (5.5 sq. deg.), 28 times
smaller than the DES area (155 sq. deg.).
4.5.2.3 Mass assembly
Fig. 4.13 shows the total number densities obtained in four different mass ranges as
a function of redshift, in a similar style to Fig. 7 presented in Pozzetti et al. (2010).
The upper mass limit is always log(M) = 12 and four lower mass limits are employed
with log(M) > 10.2 in green, log(M) > 10.65 in orange, log(M) > 11.1 in purple and
log(M) > 11.5 in red. For these mass ranges only the lowest redshift bin z < 0.2 is
affected by mass incompleteness. The points at z < 0.2 are therefore lower limits.
Fig. 4.13 illustrates the downsizing pattern described in Section 1.6.2 in agreement
with the results by Pozzetti et al. (2010). The evolution of the number density of
galaxies is mass dependent. The number density of low mass galaxies increases with
cosmic time (decreasing redshift) whereas the number density of massive galaxies is
relatively constant. The number density of galaxies with log(M) > 11.55 is consistent
with no evolution since z = 1 at the 3 sigma level.
Fig. 4.13 also shows points using Baldry et al. (2012) (for GAMA) and Moustakas
et al. (2013) (for PRIMUS) GSMFs measurements. The DES results are consistent
with the GAMA results for the lowest redshift bin for all four mass ranges. However
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Fig. 4.12 Comparison of DES GSMF (black dots) for 0.2 < z < 0.4 (top left), for
0.4 < z < 0.6 (top right), for 0.6 < z < 0.8 (bottom left) and for 0.8 < z < 1 (bottom
right), with those measured by Moustakas et al. (2013) based on spectroscopic data
from PRIMUS. The dashed blue lines mark the DES completeness limits. The cyan and
grey vertical error bars are for the photometric redshifts and shot noise uncertainties
respectively. The horizontal error bars are indicative of the uncertainties due to IMF.
This image was prepared by Diego Capozzi.
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Fig. 4.13 Total galaxy number density vs redshift. Densities are calculated within stellar
mass intervals differing for their lower limit. The total stellar mass range considered is
10.2 < log(M) < 12 which is unaffected by incompleteness at all redshifts higher than
z= 0.2. The vertical errors bars are smaller than the size of the symbols because of the
large sample. Data points in the lowest redshift bins are shown for reference and have
to be considered as lower limits (when present) as they are affected by incompleteness
for galaxies more massive than log(M) > 11. The values measured for the GAMA
(squares, Baldry et al. 2012), SDSS+GALEX and PRIMUS (triangles, Moustakas et
al. 2013) are shown for comparison. This image was prepared by Diego Capozzi.
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there are difference between the DES and PRIMUS results for the mass ranges with the
lowest mass limits. The PRIMUS results at z > 0.6 suggest that the number density of
galaxies for these masses is relatively constant with redshift instead of the decreasing
trend indicated by the DES results. This difference can possibly be explained by the
variability of the large scale structure of the Universe and the relatively small area
covered by the PRIMUS survey. In the same way large scale structure over-densities
may also explain results of studies like Muzzin et al. (2013) (that are based on small
sky areas) that observe mass growth in the massive galaxies since z = 2. Such results
are in disagreement with the results in our DES study and those in the majority of the
studies in the literature.
Nevertheless these DES SV results are very encouraging because these first mea-
surements of the GSMF, based entirely on photometric redshifts are in good agreement
with many spectroscopic studies in the literature that advocate downsizing (e.g. David-
zon et al., 2013; Ilbert et al., 2010; Pozzetti et al., 2010).
4.5.3 Environmental components of the mass function
In this section I move on to present results from Etherington et al. (in collabora-
tion review) that examines the environmental components of the galaxy stellar mass
function.
Two analyses of the environmental components of the galaxy mass function were
performed. In the first analysis each redshift bin was examined in turn employing
the largest possible complete mass range for bin. In total there were 12 redshift bins
the first starting at z = 0.15 and the last ending at z = 1.05. The faint tracer was used
for the 8 lowest redshift bins and the bright tracer was used for the 4 highest redshift
bins. In this analysis all of the galaxies within the complete mass range were used to
determine 6 equi percentage environment bins for each redshift bin. The redshift bins
and the mass limits for this analysis are shown on the left hand side of Fig. 4.14 and
listed together with the environment boundaries in Tables 4.3 and 4.4. This analysis
enabled a detailed examination of the mass function components for each redshift bin,
but because different mass ranges were employed this analysis cannot be used to study
the redshift evolution of the components of the mass function.
The second analysis employed common mass ranges for the redshift ranges traced
by the faint and bright density defining populations. In this analysis the environments
were split into 4 equi percentage environment bins and the redshift evolution of the
lowest and highest environment components were investigated. The redshift bins and
the common mass ranges for this analysis are shown on the right hand side of Fig.
4.14 and listed together with the environment boundaries in Tables 4.5 and 4.6.
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Fig. 4.14 Curves show the mass completeness limits. The rectangles shows the
complete mass range for each redshift bin (left) and common mass ranges for the faint
(z < 0.75) and bright (z > 0.65) tracers for the redshift evolution analysis (right).
4.5.3.1 Local Universe
Fig. 4.15 shows the environmental components of the galaxy mass function for 6
redshift bins covering the range 0.15< z< 0.6. This section focuses on the four lowest
redshift bins (i.e. 0.15 < z < 0.45) which are shown in plots a) to d). For these redshift
bins the faint tracer is employed. The total mass function is shown in black. The
galaxies are split into 6 equi percentage environment bins. The lowest environment
components are shown in blue, the intermediate environment components are shown
in green and the densest environment components in red. The vertical dashed black
lines mark the mass completeness limits.
Comparisons with other studies are tricky because of different definitions of envi-
ronment, measurement methods (photometric vs spectroscopic) and mass completeness
limits. Nevertheless it is interesting to compare the environment components of the
mass function with those obtained by Bolzonella et al. (2010) from zCOSMOS data
shown in their Fig. 3. The zCOSMOS study is based on spectroscopic measurements
for an area of∼ 1.5 sq. deg. and the 5th nearest neighbour method is employed to quan-
tify environment. Conversely in this work we have photometric measurements only,
but for a larger area (∼ 78 sq. deg.) and we employ a fixed aperture method to quantify
environment. Bolzonella et al. (2010) uses the massive galaxies (i.e. Log(M) > 10.51)
to trace environment and derives the environment bins (quartiles) using the distribution
of environments of only these massive galaxies. This has the effect of drawing together
the low and high density mass functions in the range Log(M) > 10.51, particularly
for the lower redshift bins. As noted by the authors the effective (i.e. weighted by
the volume corrections etc.) number of galaxies in each of their environment bins
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for the complete mass range is therefore not equal. In my work the Monte-Carlo
simulations were used to derive statistically robust equi-percentage environment bins
for the mass range between the completeness limits. This difference accounts for
the larger (smaller) separation that can be seen at high (lower) mass compared with
Bolzonella et al. (2010). Strikingly the shapes of the components of the mass functions
are very similar. The difference is the relative normalizations of the low and high
environment curves. Bolzonella et al. (2010) finds an upturn in the highest density
component at masses of Log(M)=9.5. There is evidence of this upturn in the DES data
too (particularly in plot b), but the upturn appears slightly less pronounced. Impor-
tantly, consistent with (Bolzonella et al., 2010) and also SDSS (Baldry et al., 2006)
and GAMA (McNaught-Roberts et al., 2014) studies, for the low redshift regime, we
find that the fraction of massive galaxies is larger in high density environments than
low density environments and the converse for the fraction of less massive galaxies
(e.g. Log(M)=9.0). The normalized mass function components for the intermediate
environments uniformly (and in order) populate the range in between the lowest and
highest components.
Despite the cruder redshift and environment measurements for individual galaxies
in this work, because of the large sample it is possible to distinguish between the
lowest and highest environment components of the galaxy mass function in the local
Universe.
4.5.3.2 Environmental components for complete mass ranges
In this section the environment components of the mass function at higher redshifts
are examined by continuing the discussion of Fig. 4.15 which is for the redshift range
0.15 < z < 0.6 and Fig. 4.16 which is for the redshift range 0.6 < z < 1.05. In total
across the two figures there are 12 redshift bins. Each plot shows a different redshift
bin. The first 8 bins employ the faint tracer and the last 4 bins employ the bright tracer.
These tracing populations were used to compute 6 equi-percentage environment bins.
The redshift, mass and environment bins used are listed in Tables 4.3 and 4.4 and
illustrated in the left hand plot in Fig. 4.14. As described in the section above the
low density environment components are shown in blue, the intermediate environment
components in green and the high density environments are shown in red. The total
galaxy mass function is shown in black on each plot. The vertical dashed lines mark
the mass completeness limits for each redshift bin. These limits change with redshift.
The range of complete masses generally decreases with redshift. This is mainly due
to the increase in the low mass limit with redshift. At higher redshifts galaxies must
be brighter (more massive) to be detected. The upper mass limit also increases with
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Fig. 4.15 Galaxy stellar mass functions for the lowest (blue), intermediate (green)
highest (red) and all (black) environment bins for 6 redshift bins for the range
0.15 < z < 0.6. The 16th and 84th percentiles of the error distribution for each mass
bin is shown with the coloured dashed curves. The vertical dashed lines indicate the
mass completeness limits of each redshift bin. The environments are based on the faint
tracer. For clarity error bars are not shown in this figure.
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Fig. 4.16 Galaxy stellar mass functions for the lowest (blue), intermediate (green)
highest (red) and all (black) environment bins for 6 redshift bins for the range
0.6 < z < 1.05. The 16th and 84th percentiles of the error distribution for each mass
bin is shown with the coloured dashed curves. The vertical dashed lines indicate the
mass completeness limits of each redshift bin. The environments for plots a) and b)
are based on the faint tracer. The environments for plots c), d), e) and f) are based on
the bright tracer. For clarity error bars are not shown in this figure.
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redshift, particularly for the first few redshift bins (top row of plots). This is due
to the increase in detectable volume as the redshift increases; enabling rarer species
of galaxies to be found (e.g. the most massive galaxies). Narrowing the complete
mass range tends to increasingly draw the the mass function components together
in a similar manner as discussed in the previous section with regard to Bolzonella
et al. (2010). This figure shows that the environmental trends found at low redshift
are maintained to high redshifts and the shapes of the environment components are
distinguishable up to z∼ 0.8. This figure and in particular the final two redshift bins
hint that the shapes of the environments components of the mass function increasingly
converge with redshift. However, from these plots it is difficult to disentangle whether
this is a real effect or due to the narrowing of the complete mass range. In the next
section this is investigated further by adopting common mass ranges over redshift bins.
4.5.3.3 Redshift evolution for common mass ranges
In this section the analysis is repeated, but instead two common mass ranges are
used. One for the faint tracer: 10.0 < Log(M) < 12.0 and one for the bright tracer:
10.8 < Log(M) < 12.4 for the redshift ranges: 0.3 < z < 0.75 and 0.65 < z < 1.05
respectively. These common mass ranges are within the completeness limits of the
corresponding redshift ranges. Each of the redshift ranges are split into 4 redshift bins
as shown in the right hand plot of Fig. 4.14. The environment boundaries to give 4
equi-percentage environment bins are computed using these mass and redshift bins.
The details of the redshift, mass and environment bins are listed in Tables 4.5 and
4.6. Fig. 4.17 shows the lowest (blue) and highest (red) environmental components of
the galaxy mass function for the faint tracer (left) and the bright tracer (right). The
lowest bin consists of the bottom 25 percent of the environment distribution whereas
the highest bin consists of the top 25 percent of the environment distribution. The red
and blue shaded regions show the 1-sigma errors on the effective number density of
galaxies in each bin. The vertical dashed lines mark the limits of the common mass
ranges. The low and high density environment components behave consistently with
the trends shown in Fig. 4.15 and Fig. 4.16. It is clear, especially for the bright tracer,
that the shape of the environmental components converge with increasing redshift. For
Log(M) > 11.0 and within the limits of the 1-sigma errors at a redshift of z∼ 1.0 the
environmental components are indistinguishable. This result is consistent with recent
work from Davidzon et al. (2016) which examines the redshift range: 0.51 < z < 0.9
using data from VIPERS (Garilli et al., 2014) which contains 57,204 spectra and
covers ∼ 10 sq. deg. of the sky.
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Fig. 4.17 Galaxy stellar mass functions for the lowest (blue), highest (red) and all
(black) environment bins for 7 redshift bins (b and g are for the same redshift range,
but different tracers). The 16th and 84th percentiles of the error distribution for each
mass bin is shown with the coloured dashed curves. The environments for the left
(right) columns are based on the faint (bright) tracer. The vertical dashed lines mark
the bounds of the common mass range.
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Fig. 4.18 Ratio of the effective number of galaxies in high and low environment bins
as a function of mass for the faint tracer (left) and the bright (tracer) right for different
redshift bins. The error bars show the 1-sigma errors on the ratios.
To illustrate this further the ratio between the effective number density of galaxies
in the high and low environment components was examined. Fig. 4.18 shows this
ratio as a function of mass for different redshift bins for the faint tracer (left) and the
bright tracer (right). The vertical dashed lines mark the limits of the common mass
ranges. The error bars show the 1-sigma errors on the ratios. For low masses the
ratio at all redshifts and both tracers is < 1.0. In this regime per unit volume of space
there is a larger number of galaxies in low density environments than in high density
environments. As the mass increases the ratio becomes > 1.0 and here the opposite
is true. Per unit volume of space there is a larger number of galaxies in high density
environments than low density environments. For Log(M) < 11.2 the ratio varies little
with redshift. This changes for Log(M) > 11.2. Although the errors are large, in this
mass range the ratio between the effective number density of galaxies in the high and
low environment components decreases with redshift for both tracers, falling to nearly
unity for the highest (mass and) redshift bin.
In an effort to connect the results based on the faint tracer to those on the bright
tracer the mass functions for the two tracers in the overlapping redshift range: 0.65 <
z < 0.75 were compared. Fig. 4.19 shows the low (cyan) and high (magenta) density
mass function components for the faint (solid) and bright (dashed) tracers. The vertical
black lines show the common mass ranges associated with the faint (solid) and bright
(dashed) tracers. Despite using different sized apertures to quantify galaxy environment
and employing different common mass ranges the low and high density environmental
components of the mass function for Log(M) > 11.2 are strikingly similar for the faint
and bright tracers. The difference in number density between the faint and bright
tracers is smaller than the 1-sigma errors for the massive galaxies.
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Fig. 4.19 Comparison of the low (cyan) and high (magenta) density mass functions
components for the faint (solid) and bright (dashed) tracers for the redshift range
0.65 < z < 0.75 where the tracers overlap. The black vertical lines show the mass
limits for the faint (solid) and bright (dashed) tracers.
4.5.3.4 Evolution of the environmental ratio of effective number of galaxies per
unit volume
Lastly the evolution of the ratio of the effective number of galaxies per unit volume
in the high and low density environment components was investigated. Fig. 4.20
shows the ratio of the effective number of galaxies per unit volume in the high and
low density environment components as a function of cosmic time for a range of
different masses. The redshift is shown on the upper horizontal axis. Exploiting
the good agreement between the mass function components for the faint and bright
tracers (for Log(M) > 11.2) shown in Fig. 4.19 in this figure the results from the two
tracers are connected. The results on the left of the vertical dashed line (z = 0.65) are
based on the bright tracer and those on the right are based on the faint tracer. The
ratio of the number of galaxies per unit volume in high density environments to the
number in low density environments does not evolve with cosmic time for galaxies
with Log(M) < 11.2. Conversely this ratio evolves considerably for more massive
galaxies and increases with cosmic time. For example for galaxies with masses in the
range: 11.6 < Log(M) < 11.8 (purple) the ratio increases from ∼ 1 to ∼ 8 between
z = 1.0 (6 Gyrs) and z = 0.375 (9.5 Gyrs). At z ∼ 1 the lines for the different mass
bins converge to a ratio of ∼ 1.0. At this redshift the number density of galaxies in
the low and high environment components becomes equal. Stated another way at
z∼ 1.0 the probability of finding a massive galaxy in the highest density quartile is
the same as finding it in the lowest density quartile, whilst at low redshift massive
galaxies preferentially reside in the high density quartile. Assuming that most of the
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Fig. 4.20 Ratio of the effective number of galaxies in high and low environment as
a function of cosmic time for different mass bins. The bright tracer was used for the
points on the left and the faint tracer was used for the points on the right of the vertical
dashed line. The upper horizontal axis shows the redshift. The error bars show the
1-sigma errors on the ratios.
massive galaxies (Log(M) > 11.8) have formed at z > 1.0 (i.e. downsizing - Pozzetti
et al., 2010; Thomas et al., 2010) this figure suggests that as cosmic time proceeds
high density structures form around the massive galaxies, such that at z = 0.375 the
fraction of massive galaxies is ∼ 8 times larger in high density environments than in
low density environments. The convergence point at z∼ 1.0 is important because it
marks the transition between an earlier epoch where the mass distribution of galaxies
is independent of galaxy environment (Mortlock et al., 2015) and the later epoch where
the mass distribution of galaxies does depend on environment.
4.6 Summary
This chapter investigated the environmental components of the galaxy stellar mass
function using the DES science verification data. The data selection and pipeline
setup were described. A Monte-Carlo approach was employed to propagate the
photometric redshift errors into the derived galaxy parameters. The errors on the
masses, absolution magnitudes and environments due to the photometric redshifts were
analysed. Employing the Monte-Carlo realisations the galaxy stellar mass function
was studied through cosmic time. The environment measurements were used to divide
the mass function into environmental components. The evolution of the lowest and
highest density components were studied from z∼ 1. At low redshift the shapes of
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the environmental components are distinguishable. The fraction of massive galaxies
is larger in high density environment than low density environments. As the redshift
increases the shapes of the environmental components increasingly converge until
at z∼ 1, the components are indistinguishable. The convergence point is important
because it marks the transition between an earlier epoch where the mass distribution
of galaxies is independent of galaxy environment and the later epoch where the mass
distribution of galaxies does depend on environment. The next and final chapter
presents the conclusions of this thesis and avenues for further research.
Chapter 5
Conclusions
The main goal of this thesis was to quantify galaxy environment in a large scale
photometric survey (i.e. the DES) and then use the measurements to study the envi-
ronmental dependence of galaxy parameters through cosmic time. I have obtained
compelling results that demonstrate that large scale photometric surveys can produce
competitive galaxy evolution science and this is hugely encouraging for current and
future experiments.
An analysis pipeline was constructed to compute the data products in this thesis
(Chapter 2). The pipeline was applied to two datasets. The first was a low redshift
sample from the SDSS which was used to study the impact of photometric redshift
uncertainty on environment measurements (Chapter 3). The second was the science
verification dataset from the DES, the first set of observations from this survey. This
dataset was used to study the environmental components of the galaxy mass function
through cosmic time (Chapter 4). The conclusions from each of these chapters are
describe below and the final section outlines possible avenues for future research.
5.1 Analysis pipeline
The analysis pipeline was used to obtain the data products, including absolute magni-
tudes, stellar masses and galaxy environments for the SDSS and the DES studies. The
components of the pipeline that take the astronomical observations and process them to
deliver the galaxy parameters were described in Chapter 2. Several of the components
were composed by other people, including the theoretical stellar population models
(Maraston) and the SED fitting code, HYPERZ (Bolzonella, Miralles & Pelló, 2000).
Other components I developed and tested, including codes to determine the edges
of survey data, calculate galaxy weights, evaluate k-corrections and compute galaxy
environments. In total I implemented five methods to compute galaxy environment,
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including three fixed aperture methods, based on spheres, cylinders and cones, the
Nth nearest neighbour method and the adaptive Gaussian method. The codes were
initially written in IDL but later converted into c++ to enable large data and parameter
ranges to be processed. The codes were optimized and parallelized to be executed on
Portsmouth’s high performance computer cluster. The codes were thoroughly tested
using mock data. Further testing was conducted employing GAMA data, with an
external collaborator.
5.2 SDSS study
The next generation of photometric surveys such as the DES (i.e. subsequent data
releases) and Euclid will deliver enormous photometric datasets. The cost of surveying
enormous cosmological volumes is redshift precision. The aim of this study was to
examine the impact of uncertain redshifts on the measurement of galaxy environment.
This study employed a low redshift (0.02 < z < 0.085) sample of galaxies from
the seventh data release of the SDSS. Two methods to compute galaxy environment
were used: (i) the Nth nearest neighbour method (ii) and the fixed aperture method. A
range of aperture parameters were studied.
For the Nth nearest neighbour method values of N = 1− 10 were used. This
corresponded to median comoving projected scales of 0.3−3.4 Mpc. To ensure that
the projected size of the apertures were well matched between the two methods fixed
apertures with radii of 0.1−3.0 Mpc centred on the galaxy targets were used. For both
methods a range of velocity cuts: 1000− 20,000 km/s were employed. A velocity
cut of 20,000 km/s extends through the entire redshift range. The possible comoving
depths of the apertures were 27.9−1271.7 Mpc.
A set of spectroscopic benchmark environments for the Nth nearest neighbour
method and the fixed aperture method were established. The aperture parameters for
these benchmark measurements were N = 4 and±∆zc = 1000 km/s for the Nth nearest
neighbour method and r = 1.8 Mpc and ±∆zc = 1000 km/s for the fixed aperture
method.
Environment measurements for spectroscopic and photometric redshift samples
were computed. The redshift uncertainty of the SDSS photometric redshift sample was
found to be 0.0185. The Nth nearest neighbour method yielded a smoother environment
distribution compared to the fixed aperture method, especially for sparse environments.
The Nth nearest neighbour method had a larger dynamic range than the fixed aperture
method.
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The spectroscopic and photometric environment distributions were compared and
the photometric range was smaller than the spectroscopic range for both methods for
fixed aperture parameter values. The reduction in dynamic range was attributed to
the uncertain photometric redshifts. Uncertain redshift measurements tend to scatter
galaxies away from dense regions and into less dense regions.
The impact of the aperture parameter values were studied by calculating the Spear-
man Rank Correlation Coefficient between the photometric environment measurements
and the spectroscopic benchmark environments for a range of parameter values.
A set of simulated photometric redshift catalogues were constructed by displacing
the spectroscopic redshifts and adjusting the r-band absolute magnitudes. The cata-
logues covered a range of redshift uncertainties: σz = 0.0025−0.1. The simulated
photometric redshift catalogues were used study the impact of uncertain redshifts on
the Spearman Rank Correlation Coefficient between the photometric environments
and the spectroscopic benchmark environments.
The Spearman Rank Correlation Coefficient between the photometric environments
and the spectroscopic benchmark measurements was found to generally decreases
as the redshift uncertainty increases. The correlation depends also on the choice of
aperture parameter values. For low redshift uncertainties (σz < 0.02) there exists a
relative ‘sweet spot’. For larger redshift uncertainties, providing the aperture parameter
are large enough (e.g. N > 3, r > 1.2 Mpc, ∆zc > 10,000 km/s and smaller than
the maximum values studied) the correlation is relatively insensitive to the aperture
parameters.
The parameter values that result in the strongest correlation between the environ-
ments and the spectroscopic benchmark measurements at each redshift uncertainty
were identified. The parameters that control the projected size of the apertures i.e. N
for the Nth nearest neighbour method and r for the fixed aperture method are fairly
insensitive to the redshift uncertainty. The optimal values for these parameters are
essentially the same as the benchmark values. The optimal value for the velocity
cut however increases with redshift uncertainty. This ensures that galaxies that are
increasingly scattered along the line of sight by the uncertain redshift measurements
are captured within the apertures.
The Spearman Rank Correlation Coefficient was studied as a function of the
redshift uncertainty using the optimal parameter values at each redshift uncertainty.
The correlation decays rapidly at low uncertainties (σz < 0.02) and then more gradually
at larger redshift uncertainties (σz > 0.02).
Adopting the optimal parameter values at a redshift uncertainty of 0.1 yielded
a Spearman Rank Correlation Coefficient of ∼ 0.4 between the photometric envi-
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ronments and the spectroscopic benchmark environments for both the Nth nearest
neighbour method and the fixed aperture method.
As a case study the bivariate dependence of the red fraction of galaxies on mass
and environment was examined. Using the spectroscopic redshift measurements and
the Nth nearest neighbour method (N = 4 and ±∆zc = 1000 km/s) the result presented
by Peng et al. (2010) was reproduced. In addition red fraction surfaces using the
fixed aperture method (r = 1.8 Mpc and ±∆zc = 1000 km/s) were presented. The red
fraction bivariate dependence with the SDSS photometric redshifts was also studied.
Similar, albeit slightly deteriorated surfaces were obtained. Using the simulated pho-
tometric redshift catalogues and the optimal parameter values it was found that the
deterioration of the red fraction surfaces increases with redshift uncertainty. Never-
theless for the Nth nearest neighbour method even with large redshift uncertainties
(σz = 0.06) and including an additional scatter of 0.3 dex in the mass estimates the
environmental dependence of the red fraction does not break down entirely.
A Monte-Carlo approach was used to estimate how much larger, than a spectro-
scopic sample, a photometric sample needs to be to obtain equivalent fractional errors
for trends between galaxy properties and galaxy environment. To do this, sets of mock
data that correlated with the spectroscopic benchmark environments but not with mass,
were constructed. The fractional error was defined as the ratio of the median correlation
between the mock data and environment, and the standard deviation of the correlation
distribution from a set of 224 realizations. It was estimated that photometric redshift
samples with a redshift uncertainty of 0.1 (the expected DES redshift uncertainty)
must be approximately 6− 16 times larger than spectroscopic samples to measure
environment correlations with equivalent fractional errors assuming that the correlation
between the galaxy properties and the spectroscopic environment measurements was
0.3− 0.7 respectively. The performance of the Nth nearest neighbour and the fixed
aperture method were similar when the optimal parameter values were adopted.
These results, although based on a low redshift sample, were encouraging and
suggested that an environmental analysis of the data from the DES should be feasible.
5.3 DES study
The main goal of Chapter 4 was to analyse the environmental components of the
galaxy stellar mass function using a dataset from the DES. The science verification
dataset, which is based on the first few months of observations from the survey, was
used for this work. Scientists in the DES collaboration produced the SVA1 Gold
catalogue for the science verification data. This catalogue was reduced further using
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depth maps also produced by the scientists in the collaboration, to ensure the data had
a homogeneous depth. This yielded the Portsmouth COMMODORE catalogue that
contains approximately 3.7 millions galaxies. Capozzi et al. (in collaboration review)
used this catalogue directly to study the galaxy stellar mass function. The data was
reduced further for Etherington et al. (in collaboration review) to ensure contiguity. In
this work the largest field in the data, the SPT-E field, was used. This field has an area
of ∼ 130 sq. deg. and contains approximately 3.2 million galaxies.
A key element of this study was to assess the errors on the derived galaxy parame-
ters i.e. the stellar masses and absolute magnitudes due to the photometric redshifts.
This was studied using a Monte-Carlo approach. The photometric redshift PDFs,
outputted from the TPZ code were sampled 100 times to construct 100 catalogue
realizations. The statistics of these redshift samples were thoroughly tested to ensure
the sampling procedure operated correctly. The bias and RMSE of the mean and
variance of the draws were studied as a function of the number of draws. The bias of
the mean and variance were shown to be approximately zero (even for a small number
of draws) as expected as these estimators are unbiased. The RMSE of the mean and
variance statistics decrease with approximately the square root of the number of draws
to values of 0.0076 and 0.0028 respectively for 100 draws. These numbers are between
5 and 10 times smaller than the typical width of the PDFs. This precision was sufficient
for the purposes of this study. Since the errors decreases approximately as the square
root of the number of draws 4 times as many random catalogues (i.e. 400 catalogues)
would be required to halve the RMSEs.
The analysis pipeline described in Chapter 2 was used to compute the i-band abso-
lute magnitudes and stellar masses for the 100 catalogue realizations. The variability
between the catalogues was then studied to obtain the errors on each of the parameters.
The range of the property distributions was defined as the difference between the 84th
and 16th percentiles of the distributions and median errors of the 100 values for each
parameter were computed. The ratio between the range of the property distributions
and the median errors was found to be 10.2 and 11.5 for the i-band absolute magni-
tudes and stellar masses respectively, suggesting that the mass estimates are slightly
more robust to photometric errors than the i-band absolute magnitudes. These ratios
were considered sufficient to enable further analysis.
Two density defining populations were constructed one for the redshift range:
0.15 < z < 0.75 which was called the faint tracer and one for the redshift range:
0.6 < z < 1.05 which was called the bright tracer. The tracing populations together
with the conical fixed aperture method were used to compute galaxy environments
for a range of aperture parameters. The Monte-Carlo realisations were extended to
quantify the errors on the environment measurements. This enabled the selection of
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a set of aperture parameters for the faint and bright tracers that resulted in similar
environmental properties. The ratio between the range of environments and the median
error on the environments was 3.8, only 3 times smaller than the ratios for the absolute
magnitudes and stellar masses.
The median error of the environment measurements decreases with increasing
environment for both tracers from 0.2 for sparse environments to 0.04 for the most
dense environments. The main reason for this is that high density environments by
definition contain many galaxies. Perturbing the number of galaxies in high density
regions due to the imprecise redshift measurements therefore has a much smaller effect
than perturbing the number of galaxies in a low density region. This was illustrated
by showing the environment PDFs, constructed from the Monte-Carlo realisations,
for three environments: low, intermediate and high. The error on the environment
measurements was found to increase relatively gradually with redshift.
Capozzi et al. (in collaboration review) studied the galaxy stellar mass function
through cosmic time, for the redshift range 0 < z < 1.0. Overall, good agreement
was found between the DES SV results and the literature. The assembly of mass
through cosmic time was also examined and the results were found to be consistent
with downsizing. The number density of galaxies with masses less than 1010.2M⊙was
found to increase with cosmic time (decreasing redshift) whereas the number density
of galaxies more massive than 1011.55M⊙was found to be relatively constant.
The environmental components of the galaxy stellar mass function were studied.
Environment distributions weighted by the volume and completeness corrections were
constructed. The Monte Carlo realisations were used again, to derive statistically robust
equi percentage environment bins for a set of redshift bins for carefully controlled
mass ranges (for each redshift bin). The environmental bins were employed to conduct
two analyses of the galaxy stellar mass function. In the first, the environmental
components of the mass function were studied using the largest possible complete
mass range for each redshift bin. In the second, common mass ranges across redshift
bins were employed to study the redshift evolution of the environmental components.
The environment components of the galaxy stellar mass function were computed for
the redshift range: 0.15 < z < 1.05. A clear separation between the shapes of the high
and low environmental components of the stellar mass function was found at low and
intermediate redshift. For z < 0.75 the fraction of massive galaxies is larger in high
density environment than low density environments and the converse for the fraction of
less massive galaxies (109.0M⊙). The low and high density components converge with
increasing redshift up to z∼ 1.0 where their shapes are indistinguishable. This redshift
is important because it marks the transition between an earlier epoch where the mass
distribution of galaxies is independent of environment and a later epoch where the
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mass distribution does depend on galaxy environment. The ratio between the high and
low environment components of the stellar mass function was studied as a function
of cosmic time and showed the build up of high density structures around the most
massive galaxies.
This analysis demonstrates that large scale photometric surveys can produce com-
petitive galaxy evolution science, enabling further investigations of the role of galaxy
environment which is hugely encouraging for current and future experiments.
5.4 Future research avenues
The science verification data that I studied in Chapter 4 of this thesis is the first
dataset from the DES. Using ∼ 50th of the total area of the full DES survey Chapter
4 demonstrates that large scale photometric surveys can be used to conduct analyses
of the evolving population of galaxies and their environments. Future datasets from
the DES provide the opportunity to study different components of the galaxy stellar
mass function including colour, star formation rate and morphology, all as a function
of environment. In addition the colour-mass diagram could be studied using the DES
data. I have taken a preliminary look at this using the SV dataset and was able to
identify the blue cloud and red sequence populations. The Monte-Carlo simulations
constructed in Chapter 4 of this work could be employed again to characterize these
populations as a function of redshift and environment.
The analysis pipeline described in Chapter 2 could also be applied to data from
other surveys. One possibility would be to analyse data from the Spitzer Extragalactic
Representative Volume Survey (SERVS) which has imaged approximately 18 sq.
deg. of the sky in five fields (ELAIS-N1, Lockman Hole, XMM, ELAIS-S1, and
CDFS). The Spitzer data comprises IRAC (Infrared Array Camera) 3.6 and 4.5 micron
observations and the SERVS data includes measurements from other overlapping
surveys in other bands. Due to the multiwavelength nature and the number of available
bands the photometric redshift accuracy of the SERVS data is likely to be superior
to the DES data (although for a smaller area). The data also extends to much higher
redshift (> 3). The SERVS data could therefore be used to study the galaxy stellar
mass function at redshifts higher than was done in this thesis, also as a function of
environment.
ESA’s Euclid space mission is planned to launch in 2020. The satellite will house
a 1.2 metre aperture telescope with two instruments: the visual imager (VIS) and the
near-infrared spectrometer and photometer (NISP). The mission aims to survey two
billion galaxies to a redshift of ∼ 2. In the medium and longer term this full sky data
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will be used to unlock further clues to help us understand the formation and evolution
of galaxies and the role of their environments.
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