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Abstract
We prove that the stationarity and the ergodicity of a quantum source f[1,m]g1m=1 are
preserved by any trace-preserving completely positive linear map of the tensor product form
E⊗m, where a copy of E acts locally on each spin lattice site. We also establish ergodicity
criteria for so called classically-correlated quantum sources.
1 Introduction
The quantum ergodicity is as instrumental in studying quantum information systems as is the
classical ergodicity in studying classical information systems. To give a rough idea of the role
that quantum ergodicity plays in quantum information theory, one may name just one result, the
quantum extension[3] of the Shannon-McMillan theorem which implies that a quantum stationary
ergodic source can be compressed up to its von Neumann entropy rate.
In this paper we are concerned with stationary and ergodic properties of quantum sources.
Specifically, we study the case when a stationary and ergodic (weakly mixing or strongly mixing,
respectively) quantum source f[1,m]g1m=1 is subjected to a trace-preserving completely positive
linear transformation (map) of the tensor product form E⊗m, where a copy of E locally acts on each
spin lattice site. We present several technical lemmas and prove that the map preserves all the
listed source properties. Such maps describe the effect of a transmission via a memoryless channel
as well as the effect of memoryless coding, both lossless and lossy ones. As a corollary of our main
result, we also establish ergodicity criteria for so called classically-correlated quantum sources.
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2 Quantum Sources: Mathematical Formalism and Notation
Informally, a quantum source is a triple[6] consisting of quantum messages, a probability distri-
bution for the messages, and the time shift. Such the triple uniquely determines a state of a
one-dimensional quantum lattice system. While any given state corresponds to infinitely many
different quantum sources, the state formalism essentially captures all the information-theoretic
properties of a corresponding quantum source. Thus, the notion of ”quantum source” is usually
identified with the notion of ”state” of the corresponding lattice system and used interchangeably.
Suppose Q is an infinite quantum spin lattice system over lattice Z of integers. To describe Q,
we use the standard mathematical formalism introduced in [4] and [10] and borrow the notation
from [3], [6], and [9]. Let A be a C-algebra with identity of the bounded operators B(H) on a d-
dimensional Hilbert space H, d <1. To each x 2 Z there is associated an algebra Ax of observables
for a spin located at site x, where Ax is isomorphic to A for every x. The local observables in any









union of all local algebras AΛ associated with finite intervals Λ  Z. A state of the infinite spin
system is given by a normed positive functional
’ : A1 ! C:
We define a family of states f’(Λ)gΛZ, where ’(Λ) denotes the restriction of the state ’ to a
finite-dimensional subalgebra AΛ, and assume that f’(Λ)gΛZ satisfies the so called consistency
condition[3, 6], that is
’(Λ) = ’(Λ
′
)  AΛ (1)
for any Λ  Λ′ : The consistent family f’(Λ)gΛZ can be thought of as a quantum-mechanical
counterpart of a consistent family of cylinder measures. Since there is one-to-one correspondence
between the state ’ and the family f’(Λ)gΛZ, any physically realizable transformation of the
infinite system Q, including coding and transmission of quantum messages, can be well formulated
using the states ’(Λ) of finite subsystems.
Let γ denote a transformation on A1 which is induced by the right shift on the set Z. Now we
are equipped to define the notions of stationarity and ergodicity of a quantum source.
Definition 2.1 A state ’ is called stationary if ’  γ = ’.
Definition 2.2 A stationary state ’ is called ergodic (for a given γ) if it is an extremal point in
the set of stationary states.
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The following lemma[4, 6, 10] provides a practical method of demonstrating the ergodicity of a
state:







’(a γi(b)) = ’(a) ’(b); 8a; b 2 A1; (2)
where γi denotes the right i-shift γ      γ| {z }
i
.
Now we state a series of definitions[5] which provide ”stronger” notions of ergodicity:
Definition 2.3 A state ’ is completely ergodic if it is ergodic for all γ˜ 2 fγn : n > 1g.







’(a γi(b)) − ’(a) ’(b) = 0; 8a; b 2 A1: (3)
Definition 2.5 A stationary state ’ on A1 is called strongly mixing if
lim
i!1
’(a γi(b)) = ’(a) ’(b); 8a; b 2 A1: (4)
3 Main Result
In this section we present a sequence of technical lemmas which will lead to our main result.
But first we shall reformulate the stationary ergodic properties of an infinite spin lattice system
in terms of its finite subsystems. It is known that for each ’(Λ) there exists a unique density
operator Λ 2 AΛ, such that ’(Λ)(a) = trΛΛa; a 2 AΛ and trΛ is the trace on AΛ. Thus, any
given state ’ corresponds one-to-one to a consistent family of density operators f[1,m]g1m=1, and
a quantum source will be identified with such a family through the rest of the paper. By rewriting
the consistency condition (1), Definition 2.1, and the equations (2–4) in terms of density operators,
we obtain the following three elementary lemmas1.
Lemma 3.1 A family f[1,m]g1m=1 on A1 is consistent if and only if, for all positive integers m; i <
1 and every a 2 A[1,m], the following holds:





where I⊗i stands for the i-fold tensor product of the identity operators acting on respective spins.
1In what follows we abusively use the same symbol to denote both an operator (or superoperator), confined to a
lattice interval [1, m], and its ”shifted” copy, confined to [1+j, m+j], where the value of integer j will be understood
from the context.
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Lemma 3.2 A quantum source f[1,m]g1m=1 on A1 is stationary if and only if, for all positive
integers m; i <1 and every a 2 A[1,m], the following equality is satisfied:
tr([1,m] a) = tr
(
[1,m+i] (I
⊗i ⊗ a); (6)
Lemma 3.3 A stationary quantum source f[1,m]g1m=1 on A1 is ergodic (weakly mixing or strongly
mixing, respectively) if and only if, for every positive integer m < 1 and all a; b 2 A[1,m], the
equality (??*)
(











[1,m+i] (a⊗ I⊗(i−m) ⊗ b)








tr([1,m+i] (a⊗ I⊗(i−m) ⊗ b)
 − tr([1,m]a) tr([1,m]b)





[1,m+i] (a⊗ I⊗(i−m) ⊗ b)

= tr([1,m]a) tr([1,m]b); (4*)
Before we can state our main result, we need to fix some additional notation. Let E be an
arbitrary trace-preserving quantum operation that has the input space B(H). Without loss of
generality we assume that the output space for E is also B(H). It is known[7] that E is a trace-
preserving completely positive linear (TPCPL) map. Next, we define a composite map
E⊗m : A[1,m] ! A[1,m]; 8m > 0:
We point out that such a tensor product map is the most general description of a quantum memo-
ryless channel[1].
Theorem 3.1 If f[1,m]g1m=1 is a stationary and ergodic (weakly mixing or strongly mixing, re-





Proof of Theorem 3.1:
For any TPCPL map there exists a so-called ”operator-sum representation”[1],[7]. Then, an m-fold
















AyiAi = I; Ai; I 2 A; (8)
where I stands for identity operator.
Due to (7) and (8), the following three equalities hold for all positive integers m < i < 1 and all
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a; b 2 A[1,m]
tr






























Aj1 ⊗Aj2 ⊗    ⊗Ajm

:
















Remark 1 We note that any weakly or strongly mixing quantum source is also completely ergodic.
Then, for such sources, the theorem trivially extends to cover TPCPL maps of the form
(Ek⊗(m/k),
(m=k) 2 Z, where Ek acts on k-blocks of lattice, in direct analogy with a k-block classical cod-
ing. Thus, our work is the quantum generalization of a well-known classical information-theoretic
result[2, Chapter 7] for memoryless- and block-coding and channel transmission.




p(x1; x2; : : : ; xm)jx1ihx1j ⊗ jx2ihx2j ⊗    ⊗ jxmihxmj; (10)
where p() stands for a probability distribution, and for every i, jxii belongs to some fixed linearly-
independent set S := fj 1i; j 2i; : : : ; j dig of vectors in the Hilbert space H. We recall that H is
the support space for the operators in A. The set S is sometimes called a quantum alphabet.
Corollary 3.2 If a classical probability distribution p() in Definition 3.1 is a stationary and er-
godic (weakly mixing or strongly mixing, respectively), then so is the quantum source fcls[1,m]g1m=1.
Proof of Corollary 3.2:
Let S? := fje1i; je2i; : : : ; jedig be any orthonormal basis in H, and let f˜cls[1,m]g1m=1 be the source
with alphabet S? and distribution p(). For i = 1; : : : ; d, we define a set fAig of linear operators
as follows
Ai := j iiheij: (11)
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. Thus, to complete the proof, we need to show that f˜cls[1,m]g1m=1 on A1 is
ergodic (weakly mixing or strongly mixing, respectively).
Let C be a subalgebra of A spanned by the set fjeiiheij : jeii 2 S?g. We extend C to a
quasilocal algebra C1  A1 over lattice Z in the same way we did for A1. The algebra A1 is
clearly abelian due to the orthogonality of the set S?. By our construction, ˜cls[1,m] is an element
of algebra C[1,m]  A[1,m] for every m. Therefore, combining Lemma 3.3 with [8, Theorem 2.2],
we conclude that the ergodicity (weakly mixing or strongly mixing, respectively) of the source
f˜cls[1,m]g1m=1 on A1 is equivalent to its ergodicity (weakly mixing or strongly mixing, respectively)
on C1, Finally, we note that since C1 is abelian, f˜cls[1,m]g1m=1 on C1 is just a classical stochastic
process with distribution p(). 
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