Model mis-specification can cause substantial utility losses in portfolio planning. In this paper, we compare two approaches to cope with this problem, robust control and learning. We derive the optimal portfolio strategies and the utility losses due to model mis-specification. Surprisingly, neither learning nor robust control is uniformly superior to the naive approach where the investor simply ignores model risk. Furthermore, a comparison of the two approaches shows that learning takes some time to have an impact, so that short-term investors are in some (but not all) cases better off with robust control than with learning. 
Introduction and Motivation
Most papers in the existing literature on portfolio selection with a stochastic investment opportunity set assume that the dynamics of state variables are known, as, e.g. in the seminal papers by Merton (1969 Merton ( , 1971 . However, in reality the dynamics of expected returns, volatilities, and covariances are subject to substantial uncertainty, either with respect to sampling error or even due to model mis-specification.
There are two fundamental approaches to handling this problem. In the first class of models, the investor is assumed to have a prior distribution for the unknown parameters, which she updates based on observation for prices and state variables. This is what we will call learning. An alternative to learning is robust control, where the investor is faced with uncertainty in the sense of Knight (1921) and Ellsberg (1961) . The idea is that the investor tries to find an optimal asset allocation strategy for a whole set of models simultaneously by choosing the strategy which, intuitively speaking, maximizes expected utility in a worst case scenario.
Most papers focus on the derivation of asset allocation rules under model uncertainty by applying one of these two approaches. The objective of our paper is to contribute to this literature by providing a comparison of these two techniques in terms of the investor's expected utility and certainty equivalent. Contrary to standard intuition, the results of our analysis show that, depending on the planning horizon and the investor's prior, learning is not always superior to robust control.
Several strands of the literature are related to our paper. First, there are some recent papers, which study asset allocation problems without parameter or model uncertainty, but in a more general stochastic framework than Merton (1969 Merton ( , 1971 . Examples include Liu (1999) , , and Liu, Longstaff, and Pan (2003) . Especially relevant for us are the papers by Kim and Omberg (1996) and by Wachter (1999) , who like us assume a mean-reverting risk premium for the stock.
The basis for models with learning is the technique for Bayesian updating in diffusion models as discussed in Liptser and Shiryaev (2001) . Brennan (1998) and Xia (2001) apply this approach to an asset allocation problem, and general equilibrium applications can be found in Brennan and Xia (2001) , Buraschi and Jiltsov (2003) , Scheinkman and Xiong (2003) , and Dumas, Kurshev, and Uppal (2005) .
Fundamental technical contributions to robust control in continuous time were made by Anderson, Hansen, and Sargent (2000) . Maenhout (2001) introduces the idea of homothetic preferences for robustness and discusses an application of his approach to portfolio selection. Examples for other papers applying robust control in general equilibrium models are Epstein and Miao (2003) , Trojani and Vanini (2004) , and Liu, Pan, and Wang (2005) .
The contributions of our paper can be summarized as follows. We compare the effects of learning, and robust control, and as a further benchmark, we also consider the naive approach where the investor completely ignores model uncertainty. Not surprisingly, having wrong beliefs about the expected return of the risky asset causes substantial utility losses, especially for long investment horizons. As one might further expect, learning improves the investor's utility in most cases. However, this is not universally true. Especially over short horizons, a strategy based on learning can deliver results that are even worse than those generated by the naive approach.
On the other hand, robust control improves the investor's utility (compared with the naive approach) only if the investor with wrong beliefs is too optimistic. Robust control can further dominate learning when the investment horizon is short and the investor's prior is too optimistic.
In the cases when learning represents the superior strategy, this dominance becomes weaker when the correlation between the stock price and the risk premium decreases. Furthermore, learning needs some time to have an effect, so that shortterm investors can in some cases be better off with robust control than with learning.
In Section 2 we present the model setup and repeat the solution to the portfolio planning problem of a CRRA utility investor when there is no model uncertainty. Section 3 analyzes the case of model uncertainty and compares the naive approach, learning, and robust control. Section 4 concludes.
The Model

Model setup
We consider a portfolio selection problem in a continuous time-diffusion setup. There are two assets in the economy. The first one is a riskless asset paying a constant 2 interest rate r. The second one is a risky stock whose price S t follows the process
where B S t is a standard Brownian motion. As in Kim and Omberg (1996) , the volatility σ S of the stock return is constant, while the conditional expected return µ t is assumed to be stochastic and follows an Ornstein-Uhlenbeck process
λ > 0 is the mean reversion speed,μ is the long-run mean, and σ µ is the constant volatility. B µ t is a standard Brownian motion independent of B S t . The innovation in the mean reversion process and the innovation in the stock return process are correlated with correlation coefficient ρ.
Instead of µ t , we can also use the risk premium X on the stock as state variable. It is
and X t also follows a mean reversion process
whereX =μ −r σ S is the long-run mean of the risk premium.
The investor has a finite planning horizon and derives utility from terminal wealth only 1 His utility of terminal wealth is given by a CRRA utility function
where α > 0 is the relative risk aversion. α = 1 corresponds to the log-utility case U (W T ) = ln W T .
Solutions for the benchmark case
First we look at the case where the state variable X t is directly observable and the investor knows the correct model. This case of full information serves as benchmark.
and the optimal portfolio strategy is given by
A 1 , A 2 and A 3 are functions of time and solve a system of non-linear ordinary differential equations given in Appendix A.
Proof: See Kim and Omberg (1996) .
The optimal portfolio has the standard structure and consists of two parts. The first term is the myopic demand, which only depends on the current risk premium X t and the relative risk aversion of the investor. The second term represents the hedging demand. It is non-zero if the investor is non-myopic investors (α = 1) and if the stock returns are correlated with the stochastic risk premium on the stock (ρ = 0).
Numerical examples
To compare the solutions for the benchmark case with the solutions under model uncertainty later on, we rely on the certainty equivalent. The certainty equivalent is the present value of a deterministic payoff at time T which gives the investor the same expected utility as the uncertain terminal wealth generated by his optimal investment policy. Formally, the certainty equivalent CE(T ) is defined as
where U −1 is the inverse of the utility function U and the terminal wealth W T depends on investor's portfolio policy (θ t ). For our model setting, the CE can be written as
We have analyzed some numerical examples for the benchmark case. The choice of parameter is based on the estimation of Barberis (2000) , who considers a discretetime analogue of our model. Table 1 gives the parameter values and the initial values of the state variables. Unless stated otherwise, all numerical results in the paper will be based on these values. Table 2 reports the certainty equivalents for an investor who can observe the true risk premium. In line with intuition, his certainty equivalent is larger than his initial wealth of one, so that he profits from trading the stock. The longer his investment horizon, the higher his certainty equivalent, and the more his expected utility increases due to trading.
3 Model Uncertainty and Asset Allocation 3.1 Naive approach 3.1.1 Solution of the portfolio planning problem
We consider the same portfolio selection problem as in section 2.1, but we now assume that the investor can no longer observe the risk premium. In the simplest case of the naive approach, he just assumes that the conditional expected return of the stock is constant and equal toμ. Stated differently, the investor thinks that the stock returns are i.i.d., and that the dynamics of the stock price are given by
where B S t is a standard Brownian motion under the investor's subjective measure P . Equating the dynamics of the stock price under the true measure P and the subjective measure, we obtain the relationship between P and P as
In this subsection, we assume that the investor fully trusts his beliefs and is not concerned about the validity of his model.
The investor now faces a portfolio selection problem with a constant investment opportunity set:
where the expectation is taken under the subjective probability measure P . The solution to this problem is well-known and can be found in Merton (1969) . With the indirect utility function
the HJB equation is given by
with terminal condition
When the investor can observe the stochastic risk premium on the stock, the indirect utility function is Proposition 2 (Naive approach) When the investor assumes that the risk premium on the stock is constant, the indirect utility function is
The optimal portfolio is given by
Proof: See Merton (1969) .
The wrong beliefs of the investor have an impact on his portfolio choice, and the seemingly optimal portfolio from Proposition 2 deviates from the truly optimal portfolio as given in Proposition 1. First, the investor does not observe the risk premium, and his myopic demand will deviate from the optimal myopic demand as soon asμ = µ t . Second, the investor assumes that the risk premium on the stock is constant, so that his portfolio does not contain an inter-temporal hedging component. For a non-myopic investor, however, the hedging demand is an important part of the optimal portfolio, especially when the investment horizon is long. Ignoring the hedging part will thus have a strong impact on the utility of a long-term investor.
Utility loss
The portfolio strategy in Equation (13) is optimal under the subjective probability measure of the investor. Under the true measure, however, this portfolio strategy will lead to a less favorable distribution of the terminal wealth than the truly optimal portfolio strategy in Equation (8). The investor will thus suffer a utility loss. To quantify the extent of the utility loss, we have to compute the expected utility of the wrong strategy under the true measure.
Define the market price of risk as perceived by the investor as X =μ −r σ S . Given the portfolio strategy θ wb t , the dynamics of the wealth of the investor are
To calculate the corresponding expected utility under the true measure, we need to know the probability distribution of the resulting W T . Since their is no closed form solution, we rely on Fourier inversion. The conditional characteristic function under the true measure is
for χ ∈ C. The Feynman-Kac theorem (see e.g. Duffie (1996) ) allows to characterize the conditional expectation in equation (15) as the solution to a pde, known as Kolmogorov backward equation, subject to the appropriate boundary conditions described in Appendix B. The solution for F can be represented as
where the function f is again defined in Appendix B. The expected utility under the true measure can then be obtained by (numerical) integration:
The certainty equivalent of the portfolio strategy used with the naive approach is
where the expectation is taken under the true measure. Then, the annualized utility loss can be defined as Table 3 , where we assume that the initial risk premium is equal to the long-run mean, i.e. µ 0 =μ = 0.1. We consider three different cases for the value of the (improper)μ. Forμ = 0.13, the investor is thus too optimistic, and formu = 0.07, he is pessimistic. Ifμ = 0.1, the investor is neither optimistic nor pessimistic and has 'on average' correct beliefs. Table 3 shows the utility losses due to model mis-specification. Their size depends on the investment horizon. In all three cases, the annualized loss increases in the investment horizon. The reason is that the hedging component of the optimal portfolio, which is missing in case of the naive approach, is more important for longterm investors. The effect of improperly using a constant risk premium, which leads to a hedging demand of zero, is thus the larger the longer the investment horizon.
For a short horizon, the utility loss is smallest for the investor with beliefs that are on average correct. However, as the time horizon increases, it is the optimistic investor for whom utility losses are smallest. The reason is again related to the hedging component of the optimal portfolio. The weight of the hedging component is small for short horizons, so that it is most important for the investor to estimate the current value of the risk premium correctly. For longer horizons, however, the hedging component becomes more and more important. Since we have chosen ρ = −0.9, the risk premium is negatively correlated with the stock return. For an investor with a relative risk aversion α > 1, the optimal hedging demand is thus positive. Therefore, the portfolio of an optimistic long-term investor, whose myopic demand is too large, is closest to the optimal portfolio. Consequently, he suffers the smallest utility loss, although he has on average wrong beliefs. To analyze the impact of the investment horizon the utility loss, we have also computed the 'optimal wrong beliefs'. They are defined as the values for the constantμ which lead to the smallest utility loss. Figure 1 shows that these optimal beliefs are indeed increasing in the investment horizon.
Robust control
As shown in the preceding section, model uncertainty leads to substantial utility losses especially for long-term investors. One possibility for the investor to deal with model uncertainty is to try to find a portfolio policy that is robust with respect to model mis-speficication, a concept introduced in Anderson, Hansen, and Sargent (2000) .
Solution of the portfolio planning problem
The investor still uses a wrong model. As in the case of the naive approach, under his subjective probability measure P , the stock return is still i.i.d. and follows the process
This model is called the reference model of the investor. Different to the setup considered before, the investor is now aware of model uncertainty. He is concerned about the reference model being misspecified, and he wants to find a portfolio strategy that works reasonably well across a set of possible alternative models that are close to his reference model and therefore difficult to distinguish.
Given the subjective measure P of the investor, we assume that any alternative model is described by an alternative measure P κ equivalent to P . The RadonNikodym derivative of the alternative measure P κ with respect to the reference measure is defined as
where the process ζ κ is
The relationship between the two measures P κ and P is given by
where B S,κ is a standard Brownian motion under the alternative probability measure P κ . Under the alternative model P κ , the process of the stock return is
In our setting, the stock return follows a diffusion process. Changes between equivalent probability measures only affect the drift, but not the volatility. The investor is thus not uncertain about the amount of risk in the stock, but rather about the compensation earned for taking this risk. Stated formally, the investor is concerned that the expected stock return is not the constantly equal toμ, but is given by some time varying random variableμ + σ S κ t . His objective is then to find a robust portfolio rule that works relatively well under all the equivalent models.
We follow the approach introduced by Anderson, Hansen, and Sargent (2000) and define the utility of the investor in case of robust control. For ease of exposition, we consider a discrete-time setting first, leaving its continuous-time limit to the end of this section. For a fixed time period at ∆t, we define the utility of the investor at time t recursively by
where
denotes the conditional expectation under the alternative measure P κ , and ψ(W t , t) is the (possibly state-and time-dependent) parameter measuring the investor's preference for robustness.
With this utility specification, any chosen alternative model P κ affects the investor in two ways. On the one hand, the investor evaluates his future prospect U t+∆t under alternative measures P κ . He is concerned about utiltiy losses due to model mis-specification, and he thus focuses on models under which he is worse off than under his reference model P . He thus takes the infimum over all κ in the utility function. On the other hand, he has some reason for the choice of his reference model, which is e.g. estimated from some time series. Therefore, he penalizes a choice of P κ , and the penalty is the larger the more P κ deviates from his reference model. This distance is measured by the relative entropy
The relative entropy is zero if the two measures coincide, and it is the larger the more different the measures are. Finally, ψ(W t , t) > 0 captures the investor's confidence in the reference model and/or his preference for robustness. For ψ → 0, the investor does not worry about model mis-specification, but simply uses his reference model. The larger ψ, the more he cares about model uncertainty, and the larger the set of models he considers when searching for the worst case model. As Maenhout (2001) , we assume that this parameter is state-and time-dependent for analytical tractability.
If we let ∆t go to 0 and follow the approach described in Anderson, Hansen, and Sargent (2000), we obtain the continuous-time limit of our utility specification as
The objective of the investor is to maximize his utility U 0 at time 0, given his perceived dynamics of wealth:
This problem is actually a max-min problem. The investor maximizes the minimum expected utility in the worst case (plus punishment term) over all alternative measures.
Again, we define the indirect utility function
The HJB-equation under robust control and in a diffusion setting was derived by Anderson, Hansen, and Sargent (2000) . In our setting, it can be written as
subject to the boundary condition
To solve the HJB equation in closed form, Maenhout (2001) introduces a 'homothetic preference for robustness'. He suggests to make the parameter ψ that describes the preference for robustness time-and state-dependent. In particular, he specifies ψ as a function of the current indirect utility:
.
The constant φ ≥ 0 measures the investor's confidence in the reference model and his preference for robustness. The higher φ, the smaller the punishment term for choosing an alternative model, and the stronger the investor's desire for robustness. For φ = 0, the investor does not worry about model mis-specification at all, and we are back in the case of the naive approach. With this choice, the HJB equation can be solved in two steps. We first solve the minimization problem by choosing a worst-case κ t , and second, we solve the maximization problem by choosing θ t . The FOCs for the max-min problem are
The solution to this problem is given in the next proposition.
Proposition 3 (Robust control) When the investor assumes that the risk premium on the stock is constant and relies on robust control, the indirect utility is given by
The robust portfolio strategy is
The worst case model is given by
Proof: See Maenhout (2001) . With robust control, the investor behaves as if the (constant) expected stock return is equalμ −
instead ofμ, as assumed in the reference model. To be robust against model mis-specification, the investor puts a smaller fraction of his wealth into the risky stock, compared with the case of the naive approach. In particular, the robust portfolio stratgegy is the same as that of an investor with a relative risk aversion of α + φ who uses the same reference model but does not take model uncertainty into account. A preference for robustness thus effectively increases the relative risk aversion of the investor. 
Utility loss
Model uncertainty and preference for robustness give rise to a conservative portfolio rule. The investor's wealth under the true probability measure P follows the process
Compared with the wealth dynamics under the naive approach in Equation (14), both the drift and the volatility of wealth are smaller.
To compute the expected utility under the true measure, we proceed as in the last section and use Fourier inversion. Since the wealth dynamics under the naive approach and robust control deviate from each other only with respect to constant coefficients, we can follow exactly the approach described in Appendix B. To obtain the characteristic function, we just have to replace the constant α by α + φ. Then, we can calculate the (true) expected utility. The certainty equivalents
and the annualized utility loss
then follow.
For the parameter values in Table 1 , we have calculated the utility loss of an investor for the case of robust control. The results are shown in Table 4 . φ = 1 represents an investor with relatively high preference for robustness. For φ = 0.1, the investor mainly sticks to his reference model.
2 Even with robust control, utility losses are still relatively high. In general, the utility losses are the larger the longer the investment horizon is.
The main question is whether the investor is better off when he uses robust control than when he simply ignores model uncertainty and just relies on his reference model. The comparison of the two approaches is illustrated in Figure 2 . The robust portfolio strategy is worse than the naive strategy with wrong beliefs if the investor is pessimistic and even if he has on average correct beliefs. It can only be superior to the naive approach if the investor is too optimistic. To get the intuition, note that the utility loss is smaller with robust control if the optimal portfolio comes closer to the truly optimal portfolio than with the naive approach. Since robust control effectively increases the risk aversion of the investor and thus reduces his position in the risky asset, it can only improve the utility if the naive approach leads to a position in the risky asset which is too large. In our parameter setting, the optimal position is larger than the myopic component since the hedging demand is positive. Therefore, this situation can only occur if the myopic position of the investor is too high, i.e. if he is too optimistic.
The utility loss with robust control is the larger the longer the investment horizon. Furthermore, it depends on the planning horizon whether robust control is superior to the naive approach for the pessimistic investor or not. As can be seen from the lower panel of Figure 2 , robust control is superior for short-term investors, but not for long-term investors. Intuitively, this can be explained by Figure 1 , which shows that the 'optimal wrong beliefs' are increasing in the planning horizon.
Learning
Another way besides robust control to deal with model uncertainty is learning. Investors can use the available information to learn about the unknown state variable and then base their investment decisions on their estimate. Detemple (1986) , Dothan and Feldman (1986), and Gennotte (1986) show that this kind of problem can be solved in two steps. First, the investor solves a filtering problem, where the estimate the current value of the state variable. Second, he decides on his optimal portfolio, where he uses the estimate of the state variable from the first step.
Filtering problem
The investor can not observe the expected stock return µ t directly. However, he knows the stochastic process that µ t follows, and he has a prior about the distribution of the unknown state variable. Instead of simply assuming a constant expected stock return, the investor now tries to infer the value of the state variable from the observable stock return process dS t /S t , where he relies on Bayesian learning.
We assume that the investor's prior is normal with meanμ 0 and variance γ 0 . From standard filtering theory, as discussed in Liptser and Shiryaev (2001) , we know that the conditional distribution of the unobservable expected stock return is also normal, with conditional meanμ t ≡ E t [µ t ] and conditional variance of the estimation error
, where E t [·] denotes the conditional expectation under the subjective measure P . The estimate of the investor for the expected stock return follows the stochastic differential equation
The dynamics of the conditional variance of the estimation error are given by
Note that γ t is not stochastic. The ordinary differential equation (26) can be solved analytically. With z ≡ 4λ 2 + 8λ
and initial value γ 0 , we get
If t goes to infinity, γ t converges to its steady state value
The steady state variance is strictly greater than 0, unless σ µ = 0, which means that the expected stock return is deterministic, or ρ = ±1, which means that the stock return process and the risk premium process are driven by exactly the same source of risk. In all other cases, the investor can never perfectly estimate the value of state variable, even if the length of the time series approach infinity.
Under the subjective probability measure P used by the investor, the dynamics of the stock price are
dt is a standard Brownian motion under P .
Solution of the portfolio planning problem
As in Section 3.1, we define a state variable X t ≡μ t−r σ S , which is the market price of risk perceived by the investor. We consider an investor who derives utility from terminal wealth only. With Bayesian learning, he maximizes the expected utility from terminal wealth under his subjective probability measure P
where the wealth process and the dynamics of the state variables as perceived by him are given by
This problem has the same structure as the problem described in Section 2.1. The indirect utility function of the investor is
The HJB equation under learning is given by 0 = sup
The optimal portfolio strategy of a Bayesian investor is given by
where C 1 , C 2 and C 3 are functions of time and solve a system of nonlinear ordinary differential equations given in Appendix C.
Proof: Proceeds along the same lines as the proof of Proposition 1.
The results under learning are very similar to those for the benchmark case. In particular, the portfolio stratgegy of a Bayesian investor has both a myopic component and a hedging component which is not present in the robust portfolio rule. The reason is that with learning, the (estimated) state variable is stochastic, and the investor takes into account when setting up his optimal portfolio.
Utility loss
To analyze whether learning can reduce the utility loss due to model uncertainty, we have to calculate the expected utility under the true measure. The wealth process of a Bayesian investor under the true measure is given by
where the time-dependent coefficient δ t is defined in Appendix C. Under the true measure, the risk premium X t and the estimated risk premium X t follow the processes
Since there is no closed form solution for the distribution of the terminal wealth W T of the investor, we rely on Fourier inversion again. The conditional characteristic function of W T is defined as
for ∈ C. According to the Feynman-Kac theorem, the conditional characteristic function is the solution to a Kolmogorov backward equation subject to the appropriate boundary condition which are given in Appendix D. The solution for G can be written as G(W, X, X, t; T, ) = W g(X, X, t; T, ),
where the function g(X, X, t; T, ) is solves a PDE with a certain boundary condition described also in Appendix D. g can be solved for numerically. Then, the expected utility under the true measure can be calculated via Fourier inversion:
Like in the previous sections, the certainty equivalent of an investor with learning is defined as
and the annualized utility loss is given by
For the parameter values from Table 1 , we have calculated the utility loss of an investor under learning. The results are shown in Table 5 , where we consider different combinations of the initial variance γ 0 and the prior guessμ 0 . The conditional variance of the estimation error γ t is crucially important in our analysis. It affects the weight that the investor puts on the signal he receives and therefore the dynamics of the (estimated) state variable, as can be seen from equation (25). For the chosen parameter values, the conditional steady state variance of the estimation error is γ = 0.00053. We consider two different choices for the variance in the investor's prior. With γ 0 = 0.0001, the initial value is smaller than the steady state value, and the investor is very confident about his initial estimate. The second choice is γ 0 = 0.0016, which is larger than the steady state value and describes a less confident investor. Like in the previous sections, we also vary the initial estimateμ 0 . For µ 0 = 0.13, the investor is optimistic, forμ 0 = 0.1, he has correct initial beliefs, and µ 0 = 0.07 describes the pessimistic case.
The utility loss depends on the investment horizon. Different from the cases of the naive approach and robust control, however, it is no longer monotonic in the investment horizon. When the investment horizon goes to infinity, the investor's priors for the expected returnμ 0 and the variance γ 0 should not have any effect on the annualized utility loss. As shown in the table, for an investment horizon of 200 years the utility losses in all the six cases are indeed very close to each other.
The main question, of course, is whether the utility loss under learning is smaller than the utility loss with the naive approach. Intuitively, one expects learning to be superior to ignoring model uncertainty completely. As illustrated in Figure  3 , this intuition is correct for most cases. However, for initial beliefs that are too optimistic and for a short planning horizon, an investor with a high confidence in his prior is worse off than an investor who simply relies on the naive approach. For µ 0 = 0.13, the investor who follows the naive approach puts too much wealth into the risky asset. With learning, he also has a hedging demand. For our parameter setup, this hedging demand is positive, so that learning increases the (seemingly) optimal position in the stock even further. The deviation from the optimal portfolio is thus higher, and the utility loss with learning is larger than for the naive approach. However, the investor also learns about the true stock drift, and after some time, his estimate will be on average unbiased, so that his optimal position in the stock will be smaller. Then, his utility loss with learning is indeed smaller than with the naive approach. However, it takes some time for learning to have an effect, and it takes longer if the investor is rather confident about his estimate. Therefore, an optimistic investor is worse off with learning for short horizons and if he is too confident about his estimate. 
Comparison of results
Model uncertainty can lead to substantial utility loss. An investor who is concerned about model mis-specification may either use robust control or Bayesian learning instead of the naive approach. These two approaches have different effects on the utility loss. For our parameter scenario, which is chosen to reflect a realistic scenario, robust control is always worse than the naive approach if the investor is pessimistic or has correct initial beliefs. In these cases, learning is superior to the naive approach, which gives a clear ranking of the alternatives. Things are different for an optimistic investor. Here, robust control can be better than the naive approach if the investment horizon is short. Learning may then be better or worse than the naive approach, depending on the confidence of the investor in his estimate. In the following, we focus on these cases, i.e. look at short investment horizons (1-10 years) and an optimistic investor (μ = 0.13 for the robust investor andμ 0 = 0.13 for the Bayesian investor). Figure 4 compares the effects of learning with that of robust control.
Panel A of Figure 4 shows the utility losses of an investor facing model uncertainty for the original parameter setting, where the correlation between stock returns and the risk premium is −0.9. The optimistic investor can just ignore model uncertainty (naive approach), he can use robust control, or he can rely on learning. We consider two cases: the investor has either high confidence in his reference model or prior (γ 0 = 0.0001 and φ = 0.1) or low confidence (γ 0 = 0.0016 and φ = 1). If the investor has high confidence in his wrong prior, robust control performs best for short horizon, and learning causes an even higher utility loss than the naive approach. However, as the investment horizon increases, learning becomes better than robust control and also better than the naive approach. If the investor has low confidence in his wrong model, we see a similar picture in that robust control is best for a short horizon, while learning is superior for long horizons. The difference is that the critical investment horizon, where learning starts to dominate robust control, is smaller with a low confidence in the prior.
To some extent, the reason why learning is in most cases better than robust control can be attributed to our parameter setting. The innovations in the stock return and the risk premium are highly correlated with ρ = −0.9. The stock return is thus a very informative signal about the true risk premium. In Panel B of Figure 4 , we therefore show the results for ρ = −0.6. With a less informative signal, learning takes more time, and the advantage of learning over robust control will decrease. If the investor has high confidence in his wrong prior, learning is worse than robust control even for an investment horizon of 10 years. In the low confidence case, where the learning process is faster due to the high initial variance of the prior, robust control is still better for short investment horizon. The 'break even' point of learning is about 7 years, as compared to onyl 3 years for ρ = −0.9.
Conclusion
In reality, an investor who decides about his optimal portfolio strategy might face substantial model uncertainty, e.g. about the true (and unobservable) risk premium of an asset. In this paper, we compare three approaches to cope with this problem. In the naive approach, the investor simply relies on his initial prior for the unknown risk premium. With robust control, the investor tries to find a strategy that is optimal in an endogenously determined worst case model. Finally, the investor can learn about the true risk premium from observing stock returns, and he can base his portfolio decision on the Bayesian estimate.
Intuitively, one expects robust control and learning to be superior to the naive approach, and one further expects learning, which takes all available information into account, to be better than robust control. Our results, however, show that this intuition can be wrong. Given our parameter setup, robust control, which basically reduces the position in the risky assets, can only be superior to the naive approach when the investor is too optimistic. In all other cases, robust control reduces expected utility. Learning, on the other hand, can be worse than the naive approach when the investor is too optimistic and too confident in his estimate, so long as the investment horizon is still small. While our numerical results are driven by the parameter set we use, the main finding that neither learning nor robust control are always superior to the naive approach hold in general. Furthermore, there is no clear ranking between the two approaches to cope with model uncertainty. Learning simply takes some time to have an impact, and it is not very effective for a short planning horizon. Short-term investors can therefore be better off with robust control than with learning.
A Solutions for the benchmark case
A 1 , A 2 and A 3 are functions of time and solve the following system of first-order non-linear ordinary differential equations
with constant coefficients
and subject to the boundary conditions A 1 (0) = A 2 (0) = A 3 (0) = 0. Kim and Omberg (1996) have considered four types of solutions for A 1 , A 2 and A 3 , depending on a 0 , a 1 and a 2 . Here, we only consider the normal solution. The condition for the normal solution is given by
Define y ≡ √ ∆, the functions A 2 and A 3 can be solved in analytical form
And A 1 is then given by
B Characteristic function for W T under wrong be-
liefs
The dynamics of investor's wealth W t and the state variable X t under the true measure are given by
According to the Feynman-Kac theorem the conditional characteristic function of W T F (W, X, t; T, χ) ≡ E W,X,t [W χ T ] satisfies the partial differential equation, known as Kolmogorov backward equation
Given the boundary condition F (W, X, T ; T, χ) = W χ . The characteristic function has the form F (W, X, t; T, χ) = W χ f (X, t; T, χ),
where f (X, t; T, χ) satisfies the partial differential equation
with boundary condition f (X, T ; T, χ) = 1.
The solution for f can be written as
where B 1 and B 2 are functions of time and satisfy the system of ordinary differential equations
with the boundary condition B 1 (0) = B 2 (0) = 0.
B 2 can be solved analytically
And B 1 can be solved in closed form
C Solutions for HJB equation under learning C 1 , C 2 and C 3 are functions of time and solve the following system of first-order non-linear ordinary differential equations
However, the coefficients in this system of ODEs are time-varying with
The initial values are given by
where g(X, X, t; T, ) satisfies the partial differential equation
with boundary condition g(X, X, T ; T, ) = 1.
The solution for g can be written as
and D 6 are functions of time and satisfy a system of non-linear ordinary differential equations with complex-valued and time varying coefficients.
Define the time dependent coefficients
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The system of ODEs that the D-functions satisfy are given by Table 3 : Naive approach: annualized utility losses
The table shows the annualized loss of certainty equivalent as a function of the investment horizon T for an investor uses a wrong model and assumes a constant expected return for the risky stock. The current expected stock return is µ 0 = 0.1. µ = 0.07 represents a pessimistic andμ = 0.13 an optimistic investor. Forμ = 0.1, the investor is assumed to have "on average" correct beliefs. The table shows the annualized loss of certainty equivalents as a function of the investment horizon if the investor uses a Bayesian updating rule to infer the risk premium of the stock. The steady state conditional variance of the estimation error is γ = 0.00053. In the case where γ 0 = 0.0001, the investor is very confident about his initial estimate, while γ 0 = 0.0016 is the low confidence case. Forμ 0 = 0.13, the investor is optimistic,μ 0 = 0.1 describes an investor with correct initial estimates, andμ 0 = 0.07 is the pessimistic case. Figure 1: Naive approach: Optimal beliefs The figure shows the "optimal" beliefs as a function of the investment horizon for an investor who assumes that the expected return on the stock is constant. The "optimal" beliefs are those values for the constant expected returnμ which cause the smallest utility loss under the true probability measure. Figure 2: Robust control: utility loss The figure shows the annualized loss of certainty equivalents for an investor who simply uses a wrong model (naive approach) as well as that for a robust investor with low confidence (φ = 1) and high confidence (φ = 0.1) in his reference model. The current state is µ 0 = 0.1. We consider the pessimistic caseμ = 0.07, the optimistic caseμ = 0.13, and the caseμ = 0.1 where the investor has "on average" correct beliefs. Table 1 . In Panel B, the correlation between the innovations in the stock return and the risk premium is set equal to ρ = −0.6 instead of −0.9, while all other parameters remain unchanged.
