ABSTRACT Image mosaicking is an important part of remote sensing image processing and plays a vital role in the analysis of trans-regional remote sensing images. In order to solve the problems of low utilization of nodes and frequent data I/O in traditional parallel mosaicking algorithms, we propose a parallel mosaicking algorithm based on Apache Spark. First, multi-nodes parallel computation for image overlapping region estimation are implemented in the algorithm. Then, we self-define the Resilient Distributed Data sets (RDD) for remote sensing image processing, and use the three key steps of the image mosaicking, including overlapping region estimation, image registration, and image fusion, which are as the transformation-type operators of the self-defined RDD (the self-defined RDD is what we get by extending the functionality of RDD in Spark). Finally, the parallel processing of image mosaicking is realized by calling the operators of self-defined RDD with the method of implicit conversion. Experimental results show that the parallel mosaicking algorithm of massive remote sensing image based on Spark can effectively improve the mass data image mosaicking efficiency on the basis of guaranteeing the image mosaicking effect.
I. INTRODUCTION
With the continuous development of earth observation technology, massive remote sensing image analysis has become the key issue of military, meteorology, transportation and other fields in recent years. As an important part of remote sensing image processing, remote sensing image mosaicking is one of the rapid-developed technologies in recent years [1] . Remote sensing image mosaicking technology is the process of splicing multiple aerial or satellite images into one seamless image [2] . Through the remote sensing image mosaicking technology, we can get the overall remote sensing image in large area, which is conducive to observation and information analysis of large area.
During the process of mosaicking, traditional serial methods cannot meet the demands of massive remote sensing image mosaicking with large amount of data, complex process and time-consuming algorithm processing, for the reason of the low automation degree, the over-complex calculation process, as well as the difficulty of parallelization [3] , [4] .
The process of existing parallel mosaicking algorithms is almost the same as the one of serial mosaicking algorithms, except for the data parallel processing during the stages of image registration and image fusion. Problems as low node utilization and frequent data I/O are easily occurred during the process. In order to solve above problems, based on the Spark distributed memory computing framework, we make full use of the advantage of Spark in favor of iterative data processing, and construct a parallel mosaicking processing model of remote sensing image to improve the efficiency of massive remote sensing images parallel mosaicking.
The rest of this paper is organized as follows. In the following section, the related work is discussed, and the Spark distributed computing framework is addressed in Section 3. In Section 4, we implement overlapping region estimation for multi-node parallel processing. In Section 5, we create the self-defined RDD for remote sensing image mosaicking. In Section 6, based on the work of Section 4 and Section 5, we implement the parallel mosaicking processing of massive remote sensing images based on Spark. In Section 7, the experimental analysis of performance is discussed, and the last section is the summary of this paper.
II. RELATED WORK
Remote sensing image mosaicking algorithm mainly includes four processing steps, including image preprocessing, overlapping region estimation, image registration and image fusion [5] , [6] . In 1996, Richard Szeliski proposed a panoramic mosaicking algorithm applied to video images, which laid the theoretical foundation of image mosaicking technology [7] . Subsequently, in Shum et al. [8] proposed a cylindrical panoramic image mosaicking algorithm, which projected the mosaicked image onto the cylinder for mosaicking. The mosaicking effect was good but unstable, and was easily affected by the image scale space. Lowe [9] improved the algorithm used in the literature [8] , and proposed a more robust SIFT algorithm. However, this algorithm was too timeconsuming. In [10] , based on the literature [9] , Brown and Lowe used multi-resolution method to simplify the image fusion process, thus reduced the image mosaicking processing time, which led the image mosaicking technology to a new climax. Nevertheless, all these mosaicking algorithms adopted the traditional serial method. With the continuous improvement of the observation technology and the increase of the remote sensing data scale, the traditional serial method cannot meet the needs of real-time remote sensing image mosaicking.
Aiming at the above problems, in Jianqing et al. [11] proposed a parallel mosaicking algorithm for mass aerial digital image based on cluster computing system. The algorithm combined the principle of aerial digital photogrammetry with the parallel computing technology for mosaicking processing. Because it was necessary to process aerial digital images by aerial triangulation,,so the algorithm was only suitable for parallel computation of aerial digital photogrammetry. Xinghua et al. [12] proposed a fine-grained remote sensing image parallel mosaicking algorithm for cluster system. The algorithm used two-dimensional interpolation for image mosaicking, but images could only be pairwise mosaicking every time, so that the problem of mosaicking multiple images simultaneously could not be solved. Aiming at the problems in literature [12] and [13] . Wenyi et al. [14] improved the algorithm of video mosaicking to make it suitable for remote sensing image, and conduct a concurrent design to the algorithm, which effectively solve the problem of mosaicking multiple images simultaneously. However, these methods required the processes to read the data by blocks and output the result collectively, which made the parallel I / O time longer in the cluster system, and affected the efficiency of parallel algorithms. Yanying et al. [15] proposed a parallel mosaicking algorithm that was based on the dynamic task allocation and the multi-threaded parallel I / O, which solved the above problems and had good parallel processing speed for large-scale image mosaicking. In [16] , on the basis of the literature, Yanying et al. [15] created a dynamic task tree based on DAG graph, through which they divided the processing sequence of remote sensing image to further improve the efficiency of parallel mosaicking. But the processes of parallel mosaicking algorithms mentioned above are almost the same as the processes of serial mosaicking algorithms, except for the data parallel processing during the stages of image registration and image fusion. Problems as low node utilization and frequent data I/O are easily occurred during the process.
In order to solve the problems above, based on the Spark distributed memory computing framework, we make full use of the advantage of Spark in favor of iterative data processing, and construct a parallel mosaicking processing model of remote sensing image.
III. SPARK DISTRIBUTED COMPUTING FRAMEWORK
Spark uses the master-slave model in distributed computing, the master corresponds to the nodes in the cluster that contain the Master process (such as ClusterManager), and the slave is the node in the cluster that contains the Worker process. Master as the controller of the entire cluster, responsible for the normal operation of the entire cluster. Worker is equivalent to the compute node, whose primary role is to receive the master node command and report the node status to the master node. Executor is responsible for the execution of tasks. Client responsible for the user to submit applications,. Driver is responsible for the implementation of the entire application. The basic architecture of Spark is shown in Figure 1 . After the Spark cluster is deployed, it is necessary to start the Master process on the master node and the Worker process on the slave nodes, respectively, so that to control the entire cluster. In the execution of a Spark application, Driver and Worker are two important roles. The Driver program is the starting point for the execution of the application logic, which is responsible for the scheduling of tasks, that is, the distribution of tasks. While multiple Workers are used to manage the compute nodes and create Executor ,which is the parallel processing tasks. After the client submits the application, the Master finds a Worker to start the Driver, then the Driver requests the resource from the Master or the resource manager, and translates the application into RDD DAG. DAGScheduler then transforms RDD DAG into a directed acyclic graph of Stage to TaskScheduler,and eventually the tasks were submitted by TaskScheduler to Executor for execution. During the execution of the tasks,other components work together to ensure that the entire application is executed smoothly.
The core data structure of Spark is the resilient distributed datasets,that is RDD. It is a logically centralized entity that partitions data across multiple machines in the cluster, and reduces the data rearrangement between machines by controlling the different RDD partitions on multiple machines. During the execution of the Spark application, the RDD finally performs the calculation through the Action operator after the operation of multiple Transformation operators. Logically,RDD is converted to a new RDD each time it is transformed, and RDD is divided into a number of partitions distributed to multiple nodes of the cluster during the conversion process.
IV. OVERLAPPING REGION ESTIMATION PARALLEL IMPLEMENTATION
Aiming at the problem of low processing efficiency caused by the serially performing overlapping region estimation in the traditional mosaicking algorithm, we improve the traditional method of image overlapping region estimation and realize parallel processing on multiple nodes of cluster.
A. PHASE COHERENCE METHOD FOR IMAGE OVERLAPPING REGION ESTIMATION
The phase correlation method [17] is a traditional algorithm for image overlapping region estimation. It is a frequency domain correlative technique based on the Fourier power spectrum. We suppose two images I 1 (x, y) and I 2 (x, y), I 2 (x, y) is the image after translating (x 0 , y 0 ) of I 1 (x, y), (x, y) represents the coordinate of the pixels in the image. The relationship between I 1 (x, y) and I 2 (x, y) is as follows:
We suppose the images I 2 (x, y) and I 1 (x, y) are Fourier transformed into G(u, v) and F (u, v) , and (u, v) represents the coordinates of the pixel in the image after Fourier transform, so:
Then, the phase difference between images is calculated by calculating the cross power spectrum between the two images. The cross power spectrum is defined as follows:
In the above formula, G * (u, v) is a complex conjugate of G(u, v). Finally, the Fourier inversion is done to the cross power spectrum in the above formula, which will form a pulse function at (x 0 , y 0 ).
The peak of the pulse function is a reference to reflect the images similarity. The corresponding coordinate of the peak point, x o and y 0 , are the relative offset between two images. And then approximate overlapping region of the images can be estimated according to the offset.
B. IMPROVED PHASE CORRELATION METHOD FOR IMAGE OVERLAPPING REGION ESTIMATION
When using the phase correlation method to estimate the image overlapping region, the traditional mosaicking algorithm can only perform the calculation of two images on a single node each time, which will affect the computational efficiency. In this paper, we improve the phase correlation method introduced above and implement parallel processing on multiple nodes of the cluster. We suppose the number of nodes in the cluster as n, for the images I i1 (x, y) and I j2 (x, y) on each node, we have the following definition:
In the above formula, I j2 (x, y) is the image translating (x 0 , y 0 ) of I i1 (x, y). For the images I i1 (x, y) and I j2 (x, y) in each node, by calculating formulas (2) and (3), the pulse function of the images can be obtained.
For ϑ k (x −x 0 , y−y 0 ) in the above formula, the corresponding coordinate peak indicates the offset (x 0 , y 0 ) between the images in node k(k = 1, 2 · · · n). Then, the overlapping region of the image in node k is obtained according to the offset. In this way, we can compute the overlapping region of the remote sensing image in each node, and realize the multinode parallel operation.
V. SELF-DEFINED RDD FOR REMOTE SENSING IMAGE MOSAICKING
After we implement the multi-node parallel processing of remote image overlapping region estimation, the overlapping region estimation is used as an operator of the self-defined RDD in the Spark cluster. We complete the whole mosaicking process by operating the self-defined RDD.
RDD is the core data structure in Spark. The scheduling sequences of Spark forms through the dependency relationship of RDD, and the entire Spark program form through the operation of RDD [18] , [19] . There is no relevant method for image processing in RDD operators, so we extend the RDD and construct the RDD for remote sensing image processing to complete the whole parallel mosaicking process. It mainly includes the following two aspects: Firstly, we define the RDD for remote sensing image processing, and complete the mosaicking work with relevant methods of calling self-defined RDD in the way of implicit conversion in the application. Secondly, we add three operators in the selfdefined RDD, including the overlapping area estimation, image registration and image fusion.
A. SPECIFIC IMPLEMENTATION AND CALLING OF SELF-DEFINED RDD 1) SPECIFIC IMPLEMENTATION OF SELF-DEFINED RDD
RDD is an abstract data set in Spark, which is an abstract class that can be easily understood as a collection of data that provides a number of operation interfaces [20] . There are many operating methods in the RDD, such as map, filter, flatMap and so on. By calling these methods, an RDD can be transformed into a new RDD to complete the corresponding operation [21] . Among many methods in RDD, the two most basic methods are described below:
(1) compute: This function is used to calculate the data for each partition in the RDD. (2) getPartitions: This function is used to define the partitioning policy in RDD.
FIGURE 2. Self-defined RDD implementation details.
In the mosaicking method proposed in this paper, to inherit the RDD class in Spark and to override the compute and getPartitions methods in the RDD can improve the mosaicking efficiency. Specific self-definition process is shown in Fig. 2 .
When self-defining RDD, override the compute and getPartitious methods by the extends keywords inherited from RDD. The iterator method of parent RDD is called in the overridden compute method to get the data in the corresponding partitions of the parent RDD. The iterator method will return an iterator object, and each element stored in the iterator is the record data in the corresponding partition of the parent RDD. And then the iterator storing the image data is returned, thereby obtaining the image data transferred from the parent RDD in the self-defined RDD for subsequent operation. While overriding the getPartitions method, we call the partitions method of the parent RDD and return the partition of the parent RDD. In the process of executing the program, if we do not specify the number of partitions, the system will use the default partitioning policy. The default minimum partition is 2 (in the cluster environment). Meanwhile, we add the image mosaicking method in the self-defined RDD, which is the design of three operators: overlapping region estimation, image registration and image fusion.
2) CREATE SELF-DEFINED RDD THROUGH IMPLICIT CONVERSION When using Spark cluster for remote sensing image mosaicking processing, we complete the whole process through the operation of RDD, so we need to call the methods of the self-defined RDD by implicit conversion. Implicit conversion means that when the object calls a method which is not a method of the object, the Spark program would call this method through seeking implicit conversion within its sphere of action [22] . We make implicit conversion through the implicit keyword in Spark. When performing an implicit conversion, the Spark program tries to match the object declared by implicit in the code when finding that the type of the object does not match. An important role of implicit conversion is to extend the RDD, the purpose of which is to achieve functional enhancements [23] .
In this paper, when we use the self-defined RDD for remote sensing image mosaicking, through the processing ideas of implicit conversion, we call the image mosaicking methods of the self-defined RDD to complete the image mosaicking work. Its main process is as follows: First of all, we use the textFile method of the SparkContext object to read the remote sensing image data from HDFS and convert it to the initial RDD. The initial RDD calls the method of creating self-defined RDD through implicit declaration, thus generate a self-defined RDD object. In short, through the implicit conversion we can create a self-defined RDD object, so as to complete the image mosaicking of the entire process. The details of creating a self-defined RDD are shown in Algorithm 1.
In Algorithm 1, TextFile function requires two parameters, FilePath and Partition. FilePath is the storage path of remote sensing image data in HDFS, Partition is the defined number of partitions, and fileRDD is the initial RDD. We define the exchange method that modified by implicit in RDDtoSelfdefinedRDD. In the method, RDD is a parameter, and the return value is a self-defined RDD, that is the imageRDD in the Algorithm 1.
B. THE DESIGN OF THREE OPERATORS IN IMAGE MOSAICKING
In the self-defined RDD, three methods, overlapping area estimation, image registration and image fusion, are used to realize the mosaicking of remote sensing images. Therefore, it is necessary to add these three operators in the self-defined RDD, including overlapping region estimation Step 3. The overlapping region estimation, image registration and image fusion operations are performed successively in the mosaic method until the final mosaic image is generated.
while The number of images is not equal to one do
RDD[BufferedImage]←Image overlap region estimation RDD[BufferedImage]←Image registration RDD[BufferedImage]←Image fusion end while Phase II-Call implicit conversion processing method
Step 1. Call the exchange method in the defined transformation class, which is decorated with the implicit keyword, and RDD is the method parameter. Create a selfdefined RDD object in the method and use the self-defined RDD as the return value:
self-defined RDD[rdd]←exchange(rdd:RDD[String])
Step 2. Import the declared implicit conversion method in the Spark program: import RDDtoSelfdefiendRDD.exchange Phase III-Generate the object of self-defined RDD. The initial RDD Generates a self-defined RDD object by calling the exchange method to complete the subsequent operations:
val imageRDD ←fileRDD.exchange operator, image registration operator and image fusion operator. The design of the three operators mainly includes the following two aspects: Firstly, we divide the dependencies of RDD, which are generated by calling each operator. Secondly, we set the types of the three operators.
1) RDD DEPENDENCY DIVISION
In the process of mosaicking, due to the change of Partition in the RDD generated by the calling of three operation operators, which are overlapping region estimation, image registration and image fusion, different dependencies will be produced. So we need to divide RDD into different dependencies according to the change of partitions in RDD. RDD dependencies include narrow dependency and wide dependency. Narrow dependency means that a partition in each parent RDD is used by at most one Partition in a child RDD, and wide dependency refers to that a parent RDD Partition will be used by partitions of multiple child RDDs [24] , [25] . Moreover, when we divide the dependencies among RDDs, the RDDs of narrow dependency belong to one stage, and the RDDs of wide dependency belong to different stages.
In this paper, the number of remote sensing images in each Partition does not change in the image overlap region estimation and the image registration. That is, even if the RDD data size changes, the number of partition in the child RDD depending on the partition in the parent RDD will not change. So the relationship between them is the narrow dependency. However, multiple images will be merged into one image in image fusion. The result is that the number of Partitions in the child RDD depending on the parent RDD may change as the size of the RDD data changes. So the relationship between them is the wide dependency. According to the division strategy described above, we divide the RDD dependencies as shown in Fig. 3 , which are generated by calling the three operators: image overlap region estimation, image registration, and image fusion. In the Fig. 3, RDD1 is the self-defined RDD obtained through implicit conversion. RDD2-RDD4 are the new RDDs obtained by calling overlapping region estimation operator (Operator1), image registration operator (Operator2) and image fusion operator (Operator3) in turn. As can be seen from we transform the image parallel mosaicking into DAG that based on Stages, so that DAGScheduler can complete the task processing according to the relationship between the RDD and Stages.
2) SETTING OF THE OPERATOR TYPE
During the mosaicking of the remote sensing images, the Spark cluster chooses the time for the entire application to begin the calculation according to the different types of operators. There are two types of RDD operators: Transformation and Action. The Transformation operator is a chained logical Action that records the evolution of RDD, but it does not actually trigger the computation, while the Action is the actual start of the process to trigger Transformation [26] .
In the design of parallel mosaicking operator, the type of transformation operator has the characteristics of lazy loading. That is, no matter how many Transformation operations are performed, RDD does not really compute. Only when the Action operation is executed, the operation will be triggered. Meanwhile, in the image mosaicking process, each operation step needs a lot of computing operations. Based on the two points above, three operators in the parallel mosaicking algorithm are designed as Transformation type. In this design mode, no calculations are performed during the parallel mosaicking, which triggers the real operation when the final mosaicking image needs to be written to the disk or file system. This kind of design idea can effectively reduce the time consumption in the image parallel mosaicking process.
By setting the three operator types of image overlap region estimation, image registration and image fusion, a directed acyclic graph of parallel mosaicking of remote sensing images in Spark can be obtained, which is shown in Fig. 4 below. In Fig. 4, A, B , C, D, E are different types of RDD, and the squares within RDD represent partitions. Operator1, Operator2, Operator3 are overlapping region estimation operator, image registration operator and image fusion operator. Data is imported into the Spark cluster from the HDFS, thus forming RDD A. RDD A forms the self-defined RDD B through implicit conversion. RDD B performs the overlap region estimation operation to convert to RDD C. RDD C performs an image registration operation to convert to RDD D. RDD D performs an image fusion operation to convert to RDD E. Then, the overlapping region estimation, the image registration and the image fusion are performed in turn in order to generate the final mosaicking image. Finally we export the mosaicking image by SaveAsTextFile function and save it to HDFS. Since the three operators in image mosaicking processing are the transformation type, the transformation operation is delayed. So the RDD conversion process is not immediately implemented, so as to ensure that the data is not processed and stored immediately after each operation step. Until the operation is the type of action, it will be calculated. The calculation operation is performed only when the final mosaicking image is output as shown in Fig. 4 . After the Action operator is triggered, all the accumulated operators form a directed acyclic graph, and then the scheduler schedules the tasks to perform operations in the graph.
VI. PARALLEL MOSAICKING FOR REMOTE SENSING IMAGES BASED ON SPARK
We parallelize the process of image overlapping region calculation, and self-define the RDD for the mosaicking of remote sensing image, so as to optimize the traditional parallel mosaicking algorithm. In the end, we propose a parallel mosaicking algorithm for remote sensing images based on Spark. The optimized parallel mosaicking algorithm is shown in Fig.5 below. In Fig. 5 , the client submits the preprocessed remote sensing image data to the master node in the Spark cluster. The master node distributes the image mosaicking tasks to the Worker nodes in the cluster. The image overlapping region parallel computation, and the subsequent image registration and image fusion operations are performed at each Worker node, thereby improving the processing efficiency of the overlapping region estimation. During the entire execution of the mosaicking task, each Worker node cyclically performs the overlap region estimation, the image registration and the image fusion process by enabling the Executor process to generate the final mosaicking image. This method can make full use of the processing ability of nodes, so as to improve the utilization ratio of the nodes. With the memory-based computing feature of Spark, the intermediate data that generated at each stage before finally mosaicking is stored in the Executor process's memory through the persistence operations of RDD, without writing to the disk. When coming to the next stage, it takes the data directly from the memory of the Worker node, in which is the Executor process located, so as to solve the frequent data read and write problems.
VII. EXPERIMENTAL RESULTS AND ANALYSIS

A. EXPERIMENTAL ENVIRONMENT
The following experiments were carried out on a Spark cluster with five nodes. One of which is Master, and the remaining four are Workers. The host configuration of each node is the Dawning I450-G10, tower server, an IntelXeon E5-2620 sixcore 2.1GHZ processor, 8GB memory and 300G hard disk. On each node, Redhat6.2 is installed. Linux kernel version is 2.6.32. Hadoop version is hadoop-2.5.2. Spark version is spark-1.2.0-bin-hadoop2. 4 .
In order to compare the efficiency of image mosaicking, we use a MPI cluster with five nodes.Each node running on the Redhat OS(Redhat4.4.7-11) is equipped with an IntelXeon E5-2620 six-core 2.1GHZ processor with 8GB memory and 300G hard disk. And the Gcc version is gcc 4.4.7, MPI version is openmpi-1.8.8.
B. MOSAICKING EFFECT DISPLAY
In the experiment, fifteen TM remote sensing images of Landsat 5 5-band resolution of 30 meters were selected for mosaicking. The amount of image data is 2GB, and the mosaicking result is shown in Fig. 6 .
From the experimental results of the image, it can be seen that, because we adopt the fusion technology to deal with the overlapping region of the image in the mosaicking algorithm, so the mosaicking traces of overlapping regions are eliminated and a continuous mosaicking view for the whole region is provided, so that a good mosaicking effect can be obtained.
C. PROCESSING EFFICIENCY ANALYSIS 1) SPEEDUP CONTRAST EXPERIMENT
In the experiment, The ETM + remote sensing data of Landsat 7 8-band resolution of 15 meters were selected, and the amount of data is 72GB. We choose parallel mosaicking program based on MPI as the contrast experiment. The focus of our research is as the process increases, the differences between the two methods in speedup. The formula for speedup is defined as follows:
In the above formula, T 1 is the running time under a single processor, T p is the running time in a parallel system with p processors.
The two processing methods are respectively the parallel mosaicking technology based on Spark and the parallel mosaicking program based on MPI. The change trend of the speedup is shown in Fig. 7 . As can be seen from the experimental results of Fig. 7 , compared with the traditional parallel mosaicking program based on MPI, the parallel mosaicking process based on Spark has a better speedup. The main reasons for this phenomenon are the following aspects: Firstly, the parallel mosaicking algorithm is used in this paper which adds the mosaicking processing as the operators to the self-defined RDD, calls the operators of the self-defined RDD to generate different types of RDD, and completes the entire mosaicking process through the operation of the RDD. In this way, we can take advantage of the parallel computing ability of RDD and improve the efficiency of parallel operation in the cluster. Secondly, the intermediate images in the mosaicking process are not written back to the file system. The operation through the RDD Transformation is directly taken as the next stage of the input data. There are a large number of intermediate images before the final image is generated during the mosaicking process, frequent I/O time is consumed by writing the intermediate image back to the file system and reading the memory from the file system for subsequent operations. In this paper, we take full advantage of Spark memory-based computing features and do not written back to the file system the intermediate images in the mosaicking process, which saves time for the file transfer.
2) CONTRAST EXPERIMENT OF RUNNING TIME AND THROUGHPUT
In the experiment, The ETM + remote sensing data of Landsat 7 8-band resolution of 15 meter were selected, and the amount of data increased from 0.7GB to 126.5GB. We choose parallel mosaicking program based on MPI as the contrast experiment. The focus of our research is as the data scale increases, the differences between the two methods in running time and throughput. The two processing methods are respectively the parallel mosaicking technology based on Spark and the parallel mosaicking program based on MPI. The throughput is defined as follows:
In the above formula, F is defined as throughput, M is defined as data amount, and T is defined as running time.
As the amount of data increases, the parallel mosaicking program based on MPI and the parallel mosaicking program based on Spark in this paper show the trend of processing time in Fig. 8 .
As the amount of data increases, the parallel mosaicking program based on MPI and the parallel mosaicking program based on Spark in this paper show the trend of throughput in Fig.9 .
As can be seen from the experimental results of Fig. 8 and Fig. 9 , when the amount of data is small, the parallel mosaicking algorithm used in this paper has lower data throughput than the traditional parallel mosaicking program based on MPI. The main reasons may be: When the amount of data to be processed is small, the number of tasks that can be executed concurrently in the Spark cluster is more than the number of tasks that need to be processed, resulting in some computing nodes being idle. As the amount of data increases, more tasks can be executed in parallel, the parallelism of the cluster will be improved, and the data throughput will be significantly higher than the mosaicking program based on MPI. Through the experimental analysis, we can see that the parallel mosaicking algorithm based on Spark in this paper can effectively improve the parallel processing efficiency on the basis of guaranteeing the image mosaicking effect.
VIII. CONCLUSION
Remote sensing image mosaicking is time-consuming because of its large amount of data and complicated processing. In this paper, we propose a parallel mosaicking algorithm based on Spark, by analyzing the traditional parallel mosaicking algorithm and combining with the characteristics of Spark distributed memory computing framework. The algorithm obtains a self-defined RDD by implicit conversion and calls the mosaicking operator of the self-defined RDD to complete the whole mosaicking work. Based on guaranteeing the effect of mosaicking image, the algorithm has better processing performance than the traditional parallel mosaicking program based on MPI. The next step of our work is to optimize the scheduling mechanism of Spark, which can further improve the parallel processing efficiency of image mosaicking. 
