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Resum
Aquest treball consisteix en simular successions aleatories amb ordenador i veure
algunes de les seves aplicacions. I diem simular ja que es impossible que siguin
completament aleatories pel fet que els ordinadors son maquines deterministes que
no poden fer altra cosa que executar lnia rere lnia un conjunt d'instruccions pre-
establertes.
En aquest treball discutirem la generacio de successions pseudo-aleatories en
un ordenador que son aquelles successions que son admissibles com a successions
aleatories.
El treball es divideix en tres grans parts. En la primera veurem metodes per
generar aquests successions pseudo-aleatories. En la segona part consisteix en fer-los
passar per uns testos estadstics per veure que realment simulen aquesta aleatorietat.
I nalment, la tercera part, veurem dos de les moltes aplicacions que hem trobat
interessants.
Els generadors que parlarem son de congruencia lineal i multiplicativa. Tambe
parlarem de que signica tenir perode maxim i de les ratxes d'una sequencia de
numeros aleatoris. Els metodes que hem implementat per generar aquests numeros
son tres: el randu, l'estandard mnim i el de la barreja.
Els testos d'aleatorietat que passaran les sequencies de numeros generats pels
metodes anteriors son els seguents testos estadstics: el 2, el Kolmogorov-Smirnov
i un test per veure les ratxes. Tots implementats per veure la condicio de que les
successions recobreixen l'interval [0; 1]. A mes, el 2 el veurem per al cub unitat
[0; 1]3.
Les aplicacions que hem implementat son les de fer el calcul d'integrals i la
encriptacio. Amb les successions aleatories veurem de manera molt aproximada el
resultat d'integrals amb el metode de Monte Carlo i com podem transformar un
text en una successio uniforme.
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Abstract
This work consists to simulate random sequences with computer and see some of its
applications. We say simulate because is impossible the sequences to be completely
random because computers are deterministic machines that only do, line after line,
a set of preset instructions.
In this work will discuss the generation of pseudo-random sequences with compu-
ter. The pseudo-random sequences are sequences that qualify as random sequences.
The work is divided into three parts. In the rst we see methods to generate
pseudo-random sequences. The second part consists of pass statistical tests to see
what really simulate this randomness. Finally, the third part, we will see two of the
many applications that we found interesting.
The generators are linear and multiplicative congruence. Also we talk about what
it means to have maximum periods and streaks a sequence of random numbers. The
methods we have implemented to generate these numbers are three: the randu, the
minimum standard and the shuing.
The randomness tests to will pass the sequence numbers generated by the above
methods are the following statistical tests: 2, the Kolmogorov-Smirnov and test
to see streaks. All implemented to check the condition of the inheritance lining the
interval [0; 1]. In addition, the 2 will see the cube unit [0; 1]3.
The applications that we have implemented make the calculation of integrals
and encryption. We will see with random sequences a very approximate result with
the Monte Carlo method and how we can transform text into a uniform sequence.
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1 Introduccio
L'home sempre ha tingut incertesa al trobar-se amb frequencia en situacions que
estan regides per l'atzar, el futur, el dest,... i s'ha preocupat per fer prediccions d'a-
questes. Des de l'antiguitat s'han intentat estudiar, encara que sigui informalment,
com l'endevinacio, la sort... o, altres mes formals, com l'estudi de la futurologia, la
prospectiva...
L'aleatorietat s'associa a tot proces el qual el resultat no es previsible. El resultat
de tot succes aleatori no pot determinar-se en cap cas abans de que es produeixi
[1].
Per introduir aquest treball explicarem que son els numeros aleatoris, una mica
d'historia i les seves aplicacions.
Denicio
Una successio aleatoria n-dimensional es una aplicacio X : 
 ! Rn; X =
(X1; :::; Xn), on cadascun dels components Xi : 
! R; i = 1; :::; n, es una variable
aleatoria, es a dir, que per tot i es compleix que X 1(B) = f! 2 
 : X(!) 2 Bg 2
A ; 8B 2 B(R), on A es la famlia d'esdeveniments i B(R) son els borelians de R
[2].
Els numeros de les successions aleatories son aquells que poden ser generats a
partir de les fonts d'aleatorietat. Generalment, son de naturalesa fsica com els
daus, les ruletes, mecanismes electronics o mecanics.
Per una altra part, hi ha successions pseudo-aleatories que son aquells que
tenen un comportament semblant a la naturalesa aleatoria, pero estan dissenyats per
un patro, normalment de naturalesa matematica, que fa que el seu comportament
sigui determinista.
Es possible generar successions aleatories amb ordenador? No, ja que es im-
possible que siguin aleatoris pel fet que els ordinadors son maquines deterministes
que no poden fer altra cosa que executar lnia rere lnia un conjunt d'instruccions
preestablertes.
Per tant, en aquest treball discutirem la generacio de successions pseudo-aleatories
en un ordenador que son aquelles successions que, tot i presentar relacions entre els
diversos termes de la serie, son admissibles com a successions aleatories.
Historia
La historia de l'us de les successions aleatories computacionals va comencar en la
decada dels quaranta amb el naixement del metode Simulacio de Montecarlo. Von
Neumann, Metropolis, Ulam i Lehmer poden ser nombrats els pioners d'aquest
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camp.
John Von Neumann, es va adonar del potencial dels ordenadors per a tractar
problemes estocastics en 1945 on va escriure: Aquest [l'ordenador] certament obrira
un nou enfocament per a l'estadstica matematica, l'enfocament per al calcul d'ex-
periments....
Durant els quaranta, la simulacio de processos estocastics va ser restringida al
projecte secret del Departament de Defensa d'Estats Units. La publicacio de El
Metode de Montecarlo per Metropolis i Ulam en 1949 denota l'inici de la historia
ocial del metode.
Dos anys mes tard, Lehmer va proposar el generador de congruencia lineal, el
qual, juntament en petites modicacions fetes per Thomson y Rotemberg, ha arribat
a ser el metode per a la generacio de successions aleatories mes usat a l'actualitat
amb diferencia. Tot i que, originalment El metode de Montecarlo va ser implementat
per John Von Neumann i Stanislaw Ulam, utilitzant ruletes i daus als problemes de
difusio dels neutrons, en realitat la seva fama i creixement d'utilitzacio es deu que
avui dia s'utilitzen numeros aleatoris generats per ordenadors.
Abans dels ordenadors, es generaven per dispositius fsics. Per exemple, en 1939,
Kendall i Babington-Smith van publicar 100.000 dgits aleatoris obtinguts amb un
disc giratori illuminat amb una llum llampec. O un altre exemple, en 1955, La
Corporacio Rand va publicar un milio de dgits produts controlant una font de
pulsacions de frequencia aleatoria [3].
Aplicacio
Les successions aleatories tenen moltes aplicacions [4], algunes d'aquestes son:
 Simulacio: Quan un ordenador vol simular un fenomen natural.
 Programacio d'ordenadors: Els valors aleatoris fan una bona font de dades
per provar l'ecacia dels algoritmes informatics.
 Analisis numerica: Han utilitzat tecniques enginyoses amb numeros aleatoris
per a resoldre problemes numerics complicats. Com per exemple, el calcul
d'integrals, fet que veurem al captol 4.
 Mostreig: Sovint es poc practic examinar tots els casos possibles de la po-
blacio, aix que una bona mostra aleatoria pot proporcionar una idea del que
constitueix un comportament tpic.
 Recreacio: Simular passatemps com remenar baralles de cartes, girar ruletes,
tirar una moneda...
 Criptograa: Per transformar un text en una successio uniforme. Fet que
veurem al captol 4.
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2 Generadors de lleis uniformes
Abans d'entrar en materia, cal dir que totes les successions que apareixeran seran
sempre pseudo-aletories i per tant, farem un abus del llenguatge i direm que son
aleatories. Ara veurem com generar aquest tipus de successions.
Volem generar una successio aleatoria que segueixi una llei uniforme a l'interval
[0; 1], que la denotarem U([0; 1]) [5]. Pero no ens serveix veure-ho per una dimensio,
ja que tambe hem de veure que no hi ha correlacio sobre un numero i el seguent.
Suposarem que tenim un generador que ens produeix numeros reals d'aquesta llei,
fxngn = fx1; x2; :::g, aleshores aquesta serie ha de vericar les seguents condicions:
(D1) Els numeros x1; x2; ::: estan uniformement distributs a l'interval [0; 1].
(D2) Les parelles (x1; x2); (x2; x3); ::: estan uniformement distribudes al qua-
drat unitat [0; 1]2 = [0; 1] [0; 1].
(D3) Les ternes (x1; x2; x3); (x2; x3; x4); ::: estan uniformement distribudes
al cub unitat [0; 1]3 = [0; 1] [0; 1] [0; 1].
...
(DN) Les tuples (x1; :::; xn); (x2; :::; xn+1); ::: estan uniformement distribudes
a [0; 1]n = [0; 1]   (n)     [0; 1].
...
Comentem una mica que volen dir aquestes condicions. La condicio D1 vol dir
que els termes de la successio "recobreixen"de manera uniforme tot l'interval [0; 1].
La condicio D2 vol dir que les parelles (x1; x2); (x2; x3); ::: "recobreixen"de manera
uniforme tot el quadrat [0; 1]  [0; 1]. Obvervem que D1 no implica D2 amb un
exemple:
Siguin fangn i fbngn successions U([0; 12 ]) i U([12 ; 1]) respectivament. Denim
una nova successio fcngn tal que compleix
cn =

an+1
2
si n es senar
bn
2
si n es parell
es a dir, c1 = a1; c2 = b1; c3 = a2; c4 = b2; :::. Veiem que aquesta successio
verica D1, pero no verica D2, ja que les parelles (c1; c2); (c2; c3); (c3; c4)::: son
(a1; b1); (b1; a2); (a2; b2); :::. Aquests punts nomes recobreixen el conjunt [0;
1
2
] 
[1
2
; 1][[1
2
; 1][0; 1
2
], en lloc de [0; 1][0; 1]. Per tant, veiem que D2 "detecta"algunes
correlacions entre termes consecutius de la serie.
En el cas de D3 estem demanant que no hi hagi correlacions entre tres ter-
mes consecutius de la successio. I igual que abans, que una successio veriqui les
condicions D1; D2; :::; DN no implica que veriqui DN + 1 [4].
En aquest captol introdurem que son els generadors de congruencia lineal abans
de parlar dels generadors de lleis U([0; 1]) i despres donarem exemples de generadors
i les seves implementacions.
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2.1 Generadors de congruencia lineal
Comencarem amb la generacio de numeros enters aleatoris. Un dels primers metodes
mes senzills que podem pensar es
Xi = (aXi 1 + c)mod m
on m, a i c son enters positius tals que m > max fa; cg. Aquest generador s'anome-
na generador de congruencia lineal. Amb aquest metode obtindrem numeros
enters entre 0 i m  1, inclosos, ja que tenim mod m.
Denicio: Anomenarem llavor al valor X0 utilitzat per inicialitzar la successio
denida per un d'aquests generadors.
Observem que per a cada X0 obtenim una successio diferent.
Per exemple, un generador denit per aquesta formula podria ser:
Xi = (7Xi 1 + 7)mod 10
on la llavor podria ser X0 = 7 i obtenim la serie:
7; 6; 9; 0; 7; 6; 9; 0; :::
Pero veiem clar, que aquesta sequencia no es una bona successio de numeros alea-
toris. Primer que res, es veu que aquesta successio es periodica i despres es veu que
no produeix tots els valors possibles entre 0 i 9 (0 i m  1). Pero aquests problemes
els podem resoldre. Hem de tenir en compte dos coses, el perode d'un generador i
les seves ratxes. Veiem el que volem dir.
2.1.1 Perode d'un generador
La causa de generar un perode es perque els valors possibles son nits (entre 0 i
m 1), en algun moment es repetira algun terme i quan es repeteix un ja es repeteix
tota la serie.
Denicio: Anomenem perode de la successio el nombre de termes que hi ha
entre dos termes iguals de la serie.
Per exemple, en l'exemple anterior el perode es 4.
El perode maxim que pot prendre una successio es m i per tant, prendria tots
els valors possibles. Aquestes observacions faran que busquessim generadors amb
m gran i amb perode maxim.
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2.1.2 Ratxes
Denicio: Una ratxa es la repeticio d'un valor en una successio aleatoria.
Per entendre el concepte de ratxa, suposem que estem llancant una moneda i
anotem el resultat: C = cara i X = creu. L'existencia de ratxes es una carac-
terstica important. La rao es molt senzilla, sabem que la probabilitat d'obtenir
una cara despres d'una altra cara es 1
2
. De la mateixa manera, obtenir dos cares
despres d'una cara es de 1
4
. Obtenir tres cares despres d'una cara es de 1
8
i aix
successivament.
Per tant, fent aquesta observacio, el numero de ratxes no pot ser arbitrari, sino
que el seu numero el governen les lleis de la successio que estem generant. De fet, un
possible test per estudiar el caracter aleatori d'una successio es comptar les ratxes
que representa i veure si el nombre s'ajusta al valor teoric esperat (test que despres
veurem en 3.3).
Finalment, remarquem que les successions que produeixen els generadors de
congruencia lineal o be no presenten cap ratxa o en tenen una de longitud in-
nita que vol dir que per a un i passa que Xi 1 = Xi i aleshores passara que
Xi+1 = Xi; Xi+2 = Xi+1; :::, problema que tambe hem de tenir cura.
2.1.3 Generadors de congruencia multiplicativa
Aquests generadors son un cas particular dels generadors de congruencia lineal, es
quan la c val zero. Es a dir, els generadors de congruencia multiplicativa son
Xi = (aXi 1)mod m
En aquest cas s'ha de tenir en compte que la llavor ha de ser diferent de zero, ja
que sino seria una successio constant igual a 0, i tambe hem de tenir cura de que
no surti a la successio. I per tant, aixo exclou el zero de la successio. Una condicio
sucient per a que tingui perode maxim es que m sigui un numero primer.
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2.2 Generadors de lleis U([0; 1])
Suposem que hem obtingut una successio de n numeros enters aleatoris compresos
entre 0 i m  1. Aleshores, la successio fyngn denida per
yn =
Xn
m
; n = 0; 1; 2; :::;
es una successio dins l'interval [0; 1]. Pero hem de veure si el seu comportament es
sembla a la llei U([0; 1]). Primer que res, veiem que els termes yn no poden prendre
qualsevol valor entre 0 i 1. Nomes poden tenir valors dins del seguent conjunt
Ym =

0;
1
m
;
2
m
; :::;
m  1
m

:
Per tant, ja veiem que estrictament parlant podem dir que la successio fyngn
no segueix una llei U([0; 1]), ja que veiem que no agafa tots els valors de l'interval
[0; 1].
Pero suposem que estem treballant amb variables reals amb un numero nit de
decimals, per exemple 6 o 7, tal i com passa quan treballem amb un ordenador
amb variables de precisio simple. Si el valor de m es 107 (o mes gran) aleshores
el conjunt Ym es el mateix que el conjunt [0; 1]. I com que en les aplicacions que
farem els nombres aleatoris obtinguts estaran representats per nombres reals amb
una quantitat nita de decimals, considerem que la successio fyngn cobreix tot
l'interval.
Tambe veiem que el valor "1"no es mai generat per esta successio, pero no es cap
problema ja que podem generar nombres tan propers a 1 com volguessim i tambe
tenim que aquest valor te probabilitat 0 en la llei U([0; 1]).
Si per alguna rao volem que aparegui el valor 1 estrictament, cal que la denicio
de la successio sigui
yn =
Xn
m  1 :
I si ens interessa que aquesta successio no prengui el valor 0, aixo es pot aconse-
guir denint
yn =
Xn + 1
m
on, ara, no pot ser 0 pero s pot ser 1. Fet que necessitarem si volem utilitzar
calculs amb logaritmes.
Fins ara hem vist que la successioXn esta generada per un metode de congruencia
lineal o multiplicativa. Cal dir, que es poden aconseguir generadors de congruencia
multiplicativa, de la mateixa qualitat que els generadors de congruencia lineal, si
es trien a i m adequats [4]. I com que els generadors de congruencia multiplicativa
funcionen mes rapid gracies a que ens estalviem una suma, ens centrarem en aquests
d'ara endavant.
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2.3 Exemples de generadors
En aquesta seccio parlarem de tres metodes: el Randu, l'estandard mnim i el
metode de la barreja i de la seva implementacio amb el llenguatge C.
2.3.1 Generadors dolents
Molta gent creu, equivocadament, que es facil generar numeros aleatoris i per aixo
no es difcil trobar generadors dolents en molts llibres de text i paquets comercials.
Un exemple dolent (que despres veurem la implementacio) es el generador ano-
menat Randu:
Xi = (65539Xi 1)mod 231
Aquest generador va apareixer per primera vegada a [6], i s'ha utilitzat molts cops en
paquets de software i llibres de text. Es un generador que sol complirD1 i per aquest
motiu es va pensar que era un bon generador. Pero un dels seus principals defectes
es que com mes augmenta la dimensio k no satisfa les condicions Dk (condicions
que hem dit al principi de la seccio) i, a mes, tampoc te perode maxim.
Una variant d'aquest generador es
Xi = (16807Xi 1)mod 231
que lamentablement tambe es pot trobar en diversos llocs, com ara en [7]. Te els
mateixos defectes que Randu.
Un altre generador dolent curios es
Xi = (9806Xi 1)mod 131071
que es pot vericar que agafant la llavor X0 = 37911 obtenim que X1 = 37911 i per
tant, sera una successio constant. Tot i que, si evitem aquesta llavor el generador
funciona correctament. Aquest el podem trobar a [8].
Si al lector li interessa veure mes generadors dolents recomanem la consulta de
[9], trobara una llista llarga de generadors amb problemes i on els poden trobar.
Implementacio de Randu
Abans d'implementar aquest generador, recordem que en C les variables enteres
int, en una maquina actual es el mateix que un long int, i poden emmagatzemar
numeros enters compresos entre  231 i 231 1 i per aixo la variable m la inicialitzem
com un unsigned int, d'aquesta manera podem guardar valors entre 0 i 232   1.
Tambe notem que el producte 65539Xi 1 pot ser sera mes gran que 231 1 i aixo
ens desborda la capacitat del int. Per aixo, per poder fer aquest producte, ens cal
utilitzar la proposicio seguent.
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Proposicio: Sigui
q =
hm
a
i
; r = mmod a
es a dir, m = aq + r. Sigui x 2 1; 2; :::;m  1. Aleshores, si r < q,
1. Els valors a (x mod q) i r
h
x
q
i
estan compresos entre 0 im 1 (els dos inclosos).
2. Denim u = a (x mod q)  r
h
x
q
i
. Aleshores,
ax mod m =

u si u  0
u+m si u < 0
Demostracio: Per a demostrar aquesta proposicio he de veure els dos punts:
1. Veiem quins valors prenen a (x mod q) i r
h
x
q
i
:
a (x mod q)  a(q   1) = aq   a = m  r   a < m
r

x
q

 r

m  1
q

= ra < qa = m  r < m
Tal i com volem veure.
2. Veiem primer que
a(x  (x mod q)) =

x
q

(m  (mmod q))
on m = aq + r i notem que x = bq + s. Per una banda,
a(x  (x mod q)) = a(x  s) = abq = aq

x
q

;
i per l'alatra banda,
x
q

(m  (mmod q)) = b(m  r) = abq = aq

x
q

;
Per tant, tenim que
ax  a(x mod q) =

x
q

m 

x
q

(mmod q)
on mmod q = r i canviant els termes d'ordre, obtenim
a(x mod q)  r

x
q

= ax m

x
q

Per tant,
u = a(x mod q)  r

x
q

= ax  bm
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Aleshores, veiem que ax menys un multiple de m es ax mod m i pel primer
apartat veiem que el valor de u esta compres entre  (m   1) i m   1. Si u
es negativa li suma m i per tant continua sent ax mod m. Per tant, queda
demostrat que
ax mod m =

u si u  0
u+m si u < 0
Aquesta proposicio permet implementar el producte aXi 1, sense tenir cap pro-
blema del desbordament dels int. El calcul de a (x mod q) i r
h
x
q
i
es poden fer sense
cap problema ja que estan compresos entre 0 i m   1 i el valor de u esta compres
entre  (m   1) i m   1. Com que m = 231   1 i els int poden guardar numeros
entre  231 i 231   1, tenim que tot el proces pot fer-se sense cap problema.
Aquest metode l'apliquem en la implementacio del metode Randu i queda de la
seguent manera:
#include <stdio.h>
#include <stdlib.h>
float randu(int *);
float randu(int *llavor) {
/*Generador de congruencia multiplicativa*/
/*X_(i) = [a*X_(i-1)]mod m*/
int a = 65539; /*7^5*/
unsigned int m = 2147483648; /*2^31*/
int q, r;
q = m / a;
r = m % a;
*llavor = a*(*llavor%q)-r*(*llavor/q);
if (*llavor < 0) {
*llavor += m;
}
return (*llavor/(float)m);
}
Per a veure el problema que tenim en aquest generador considerem el seguent
calcul, on cada terme s'ha de prendre amb modul 231. Comencem escrivint la relacio
recursiva com:
xk+2 = (2
16 + 3)xk+1 = (2
16 + 3)2xk = (2
32 + 6  216 + 9)xk = [6  (216 + 3)  9]xk
ja que 232 mod 231 = 0 i ens permet mostrar la correlacio entre els tres punts com:
xk+2 = 6xk+1   9xk
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Com resultat d'aquesta correlacio, els punts a l'espai en tres dimensions cauen en
15 plans [10]. En la decada de 1970 es va utilitzar molt aquest metode i molts
resultats d'aquests temps resulten sospitosos [11]. Aquest mal comportament ja es
va detectar en 1963 en un equip de 36 bits.
Fent un programa (per veure'l, Annex 1) hem generat punts al cub unitat, els
hem tret en un document i els hem gracat amb el gnuplot, obtenint:
Figura 1: Punts de Randu en dimensio 3
Per tant, veiem que la condicio D3 que hem mencionat a l'inici d'aquest captol
no es compleix. Al captol 3 veurem la implementacio del programa per veure si
passa el test 2.
2.3.2 Generadors de congruencia multiplicativa
Un exemple classic de Xi = (aXi 1)mod m es si escollim:
a = 75 = 16807; m = 231   1 = 214748367:
Aquest generador s que te perode maxim ja que m es un nombre primer. Es
proposa per primera vegada a [4], i s'estudia en molts altres llocs (consulteu [9]).
Alguns autors l'anomenen estandard mnim ja que es el generador mes senzill amb
la qualitat sucient per a poder utilitzar en moltes aplicacions.
Implementacio de l'estandard mnim
Per implementar aquest metode tambe hem de tenir en compte el desbordament
dels int i per aixo escollim q = 12773 i r = 2836. En aquest cas, la m es 231   1
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i per tant podem inicialitzar-la com un int. La implementacio d'aquest generador
ens queda:
#include <stdio.h>
#include <stdlib.h>
float minim(int *);
float minim(int *llavor) {
/*Generador de congruencia multiplicativa*/
/*X_(i) = [a*X_(i-1)]mod m*/
int a = 16807; /*7^5*/
int m = 2147483647; /*2^31-1*/
int q = 127773;
int r = 2836;
if (*llavor <= 0) {
printf("llavor <= 0\n");
exit(1);
}
*llavor = a*(*llavor%q)-r*(*llavor/q);
if (*llavor < 0) {
*llavor += m;
}
return (*llavor/((float)m));
}
2.3.3 Metode de la barreja
Aquest metode consisteix en alternar l'ordre en que apareixen els diferents numeros
de la successio, per aquest motiu li diem el metode de la barreja. Aquest metode
vol trencar amb la correlacio que hi ha entre un terme i el seguent. D'aquesta
manera els metodes passaran millor les condicions Dk que hem mencionat a l'inici
del captol.
Fins ara hem vist metodes de congruencia lineal, i ara veurem una tecnica per
millorar qualsevol generador amb molt poc esforc, es molt recomanable utilitzar-lo
[5]. Aquesta tecnica l'aplicarem al cas de generador de l'estandard mnim.
Cal dir que hi ha altres variants del metode de la barreja. Si al lector li interessa,
es recomana consultar [4].
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Implementacio del metode de la barreja
Sigui Xn la successio de numeros enters que volem barrejar i suposarem que el
maxim que es pot assolir es m   1. Anomenarem T un vector de k elements,
T0; :::; Tk 1, i P una variable entera auxiliar. Inicialitzem T0; :::; Tk 1 i P com els
valors de X0; :::; Xk 1 i Xk, respectivament. Aquesta inicialitzacio es fara nomes un
cop al principi del programa, per aquest motiu la llavors ha de ser negativa ja que
a la primera crida ompli el vector T i despres ja es torna positiva.
Els passos basics de l'algorisme es:
1. j =

k
 
P
m

2. P = Tj
3. Omplim Tj amb el seguent terme de la successio Xn
4. El resultat es P
Comentem un poc aquest algorisme. Al primer pas seleccionem una de les com-
ponents (li diem j) del vector T , usant els primers dgits del valor P . Al segon
pas actualitzarem el valor de P amb Tj. Aquest nou valor de P sera la sortida del
generador (pas 4). Per acabar, s'actualitza Tj amb el seguent terme de la successio
Xn (pas 3).
L'algorisme, millorant el generador de l'estandard mnim, ens queda:
#include <stdio.h>
#include <stdlib.h>
float barreja(int *);
float barreja(int *llavor) {
int a = 16807; /*7^5*/
int m = 2147483647; /*2^31-1*/
int q = 127773;
int r = 2836;
int k = 32;
static int t[32];
static int p, inici = 0;
int i, j;
if (inici == 0) {
if (*llavor > 0) {
printf("llavor > 0\n");
exit(1);
}
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inici = 1;
}
if (*llavor <= 0) {
if (*llavor == 0) {
printf("llavor = 0\n");
exit(1);
}
*llavor = -(*llavor);
for (i = 0; i < k; i++) {
*llavor = a*(*llavor%q)-r*(*llavor/q);
if (*llavor < 0) {
*llavor += m;
}
t[i] = *llavor;
}
*llavor = a*(*llavor%q)-r*(*llavor/q);
if (*llavor < 0) {
*llavor += m;
}
p = *llavor;
}
j = (k * (p/((float)m)));
p = t[j];
*llavor = a*(*llavor%q)-r*(*llavor/q);
if (*llavor < 0) {
*llavor += m;
}
t[j] = *llavor;
return (p/((float)m));
}
La seva principal qualitat es que redueix la correlacio existent entre termes con-
secutius de la successio ja que els barreja, i per tant els generadors que li apliquem
el metode de la barreja veriquen molt millor les condicions D2; D3; :::, es a dir,
que en barrejar trenquem l'estructura de plans que presenta la successio de punts
donats per termes consecutius de la successio original.
L'inconvenient que te en aplicar aquest metode es que es una mica mes lent
i utilitza una mica mes de memoria, pero per la millora que ens dona, aquest
inconvenient es un mal menor.
Per tant, la conclusio es que sempre es recomanable aplicar un metode de la
barreja a un generador de congruencia lineal o multiplicativa.
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2.3.4 Crida de metodes
Per cridar aquests algorismes cal donar un valor enter inicial a la llavor (corresponent
al valor de X0). Per al metode Randu i l'estandard mnim no pot ser ni zero ni
negativa. Per al metode de la barreja la llavor ha de ser negativa.
Cal cridar a randu, minim o barreja passant la llavor per adreca, i la mateixa
rutina de randu, minim i barreja, respectivament, ens actualitzara la llavor i ens
retornara el numero aleatori.
Per exemple, una crida de minim bona seria:
#include <stdio.h>
#include <stdlib.h>
#include "D:\_Treballs\TFG\Programes\Randu\main.c"
#include "D:\_Treballs\TFG\Programes\Minim\main.c"
#include "D:\_Treballs\TFG\Programes\Barreja\main.c"
int main() {
/*Numeros aleatoris que volem*/
int num = 100000;
int i;
float n;
/*Randu i minim ha de ser una llavor positiva, la barreja ha
de ser negativa*/
int llavor = 1992;
for (i = 0; i < num; i++) {
/*Augmentem en una unitat a la posicio corresponent el vector n*/
n = randu(&llavor);
/*Imprimim els numeros de la successio*/
printf("%f\n", n);
}
return 0;
}
El valor 1992 usat, per a inicialitzar la llavor, es un numero qualsevol ja que
tots els numeros produeixen resultats de qualitat similar. En el cas de l'algoritme
del metode de la barreja, la llavor hauria de ser, per exemple  1992, ja que en
primer lloc, veriquem si el primer cop que es crida a la rutina es fa amb una llavor
negativa, per tal d'inicialitzar T .
La llavor nomes s'inicialitza al principi del programa i els algoritmes ja s'en-
carreguen d'actualitzar-la, per tant, l'usuari no ha d'alterar aquest valor durant
l'execucio del programa.
Cal dir tambe que podem canviar el valor de la a pels seguents valors:
a = 48271; m = 2147483647; q = 44488; r = 3399
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a = 69621; m = 2147483647; q = 30845; r = 23902
Es recomana no usar valors de a i m diferents a aquests.
2.3.5 Altres metodes
Cal mencionar que la majoria dels metodes sosticats es basen en generadors de
congruencia lineal (o multiplicativa). Una tecnica comuna es combinar diversos
generadors per fabricar parts del numero. Com per exemple, podem utilitzar un
metode per generar els primers decimals d'un numero aleatori entre 0 i 1 i un altre
metode per generar els ultims decimals.
Tambe hi ha versions del metode de la barreja. Nosaltres hem utilitzat la mateixa
successio per obtenir els nombres que per a barrejar pero tambe es possible utilitzar
una successio per a obtenir la successio i una altra per a barrejar-los. En aquest cas
si els generadors es trien de manera adequada, el perode del generador resultant
es molt mes gran; pero si s'escullen mal, la serie resultant de la barreja pot tenir
un comportament molt menys aleatoria que la serie que estem barrejant. Aquest
problema no el tenim quan utilitzem la mateixa successio per obtenir els numeros
que per a barrejar, tal i com nosaltres ho hem fet en barreja.
Evidentment, tambe podem combinar aquestes dos possibilitats i utilitzar les tres
successions: dos per a crear una successio de numeros i l'altra per a barrejar-los.
Si al lector li interessa pot mirar-se el llibre [4] pagines 26-36, on hi ha altres
metodes, no tan coneguts, per a generar successions aleatories. En [12] podem
trobar algunes implementacions en C.
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3 Tests d'aleatorietat
Un cop tenim les nostres successions suposadament aleatories les hem de passar per
uns testos per detectar si realment la successio generada es pot considerar aleatoria
o no. Hem de veure que la successio que generem pot ser considerada, o no, la
realitzacio d'una successio de variables aleatories independents amb llei U([0; 1]).
Passar els tests estadstics es una condicio necessaria pero no sucient. Un
generador pot passar una proba i despres no passar-la si s'usa una altra llavor o
un altre segment del cicle. Un test d'aleatorietat sempre ens dira si no es aleatori,
amb un marge d'error, pero mai ens podra dir que es aleatori. Per exemple, en
una successio que ens dona cares i creus, el numeros d'aquestes sigui mes o menys
el mateix no implica en absolut que la serie sigui aleatoria, ja que per exemple,
podrem fer algun generador que ens doni cares i creus alternativament i vericaria
aquesta propietat pero no seria aleatori.
Per construir un test hem de buscar alguna propietat que hagi de complir una
llei U([0; 1]) i mirar si la nostra serie la compleix o no. Hem de tenir en compte que
qualsevol propietat d'una successio aleatoria es deneix a partir de tota la successio,
es a dir, de tots els seus innits termes, pero nosaltres, obviament, nomes tindrem
un numero nit, per tant com no podrem estar completament segurs si la propietat
es compleix o no, el resultat sempre s'haura d'entendre com una probabilitat que
la successio sigui aleatoria o no.
Anem a veure alguns dels tests estadstics i la seva implementacio. Si al lector li
interessa, pot consultar [4] i [13].
3.1 Test 2
Aquest test esta pensat per a aplicar a successions discretes, es a dir, que cada
terme nomes pot agafar valors dins d'un conjunt nit de valors admissibles.
Aquest test consisteix en comptar les vegades que apareix cada un dels possibles
valors en la successio i es comparen amb els valors esperats. Pero si els valors son
massa diferents dels esperats considerarem que la successio no s'ajusta a la llei. Si
l'ajust sigues exacte el valor d'aquest test ens donaria 0 pero per aleatorietat aixo
no passara mai.
L'algorisme diu aix: Sigui s el numero de possibles valors diferents que pot
prendre cada terme de la successio i anomenarem aquests valors 1; :::; s. Sigui ni el
numero de vegades que apareix l'element i en la successio 1  i  s. Suposem que
la probabilitat per a cada un d'aquests valors es pi (hipotesi que estem contrastant).
Sigui n el numero total de termes de la successio. Denim
V =
sX
i=1
(ni   npi)2
npi
=
1
n
sX
i=1

n2i
pi

  n
Per veure si el generador passa aquest test, hem de triar un nivell de conanca
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(normalment s'escull el 95%) i busquem en la taula de la 2 (Annex 2) si, amb
aquest nivell de conanca escollit, no es rebutja la hipotesi.
A continuacio veurem la implementacio amb C d'aquest test i els resultats d'a-
plicar els generadors implementats en la seccio anterior.
3.1.1 Implementacio i resultats
La implementacio d'aquest test esta fet amb el metode de la barreja pero si canviem
barreja per minim o randu, tindrem els resultats dels altres dos generadors. Cal
tenir en compte que per a aquests dos generadors s'ha de canviar a la llavor positiva.
En aquest cas volem tenir numeros aleatoris enters de 0 a 9, es a dir, 10 numeros.
#include <stdio.h>
#include <stdlib.h>
#include "D:\_Treballs\TFG\Programes\Randu\main.c"
#include "D:\_Treballs\TFG\Programes\Minim\main.c"
#include "D:\_Treballs\TFG\Programes\Barreja\main.c"
int main() {
/*Hi ha 10 numeros diferents*/
int s = 10;
/*Vector de s elements que ens marca les vegades que surt cada element*/
int n[s];
/*En aquest cas totes les probabilitats son iguals*/
double p = 1./s;
/*Nombres aleatoris que volem*/
int num = 100000;
int i, posicio;
/*Valor de X^2*/
double v = 0;
/*Primer inicialitzem el vector n a 0*/
for (i = 0; i < s; i++) {
n[i] = 0;
}
/*Apliquem el metode que vulguessim*/
/*Randu i minim ha de ser una llavor positiva, la barreja
ha de ser negativa*/
int llavor = 2015;
for (i = 0; i < num; i++) {
/*Augmentem en una unitat a la posicio corresponent el
vector n*/
posicio = randu(&llavor)*s;
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/*Comptem quan numeros ens surt*/
n[posicio] ++;
}
for (i = 0; i < s; i++) {
v += n[i]*(n[i]/p);
}
v /= num;
v -= num;
printf("%f", v);
return 0;
}
Per a veure si un generador passa el test s'ha de fer amb diferents llavors. S'ha de
tenir en compte que en el cas de la barreja la llavor sera el mateix numero negatiu.
A la taula seguent es veu els diferents resultats de V que hem obtingut:
Llavor randu minim barreja
1992 11.279600 13.937400 13.978000
1993 7.215200 1.351200 11.422600
2001 8.668400 8.815200 8.722000
2015 9.603200 10.315400 10.331200
2016 5.307400 1.721400 1.679800
Taula 1: Taula de resultats del test 2
Com el nivell de conanca es p = 95% i  = s  1 = 9, tenim, veient la taula de
distribucio de 2, que V no ha de superar 16:92. Per tant, els tres generadors amb
totes les llavors triades passen aquest test.
Com hem dit al captol anterior hem fet el test 2 per a dimensio 3. Es la mateixa
implementacio amb un retoc (per veure'l, Annex 4). Hem agafat punts de dimencio
3 i hem dividit l'espai en 103 = 1000 cubs, per tal de veure la distribucio d'aquests
punts a l'espai. El resultat que ens dona es:
Llavor randu minim barreja
1992 1708.440000 1006.060000 1048.900000
1993 1575.800000 960.460000 917.800000
2001 1638.100000 934.500000 977.240000
2015 1581.820000 972.840000 950.120000
2016 1463.820000 1006.640000 1023.720000
Taula 2: Taula de resultats del test 2 per a dimensio 3
Com el nivell de conanca es p = 95% i  = s   1 = 999, tenim, veient la
taula de distribucio de 2, que V no ha de superar  +
p
2 xp +
2
3
x2p   23 =
18
999+
p
2  999 1:64+ 2
3
1:642  2
3
= 1073:433. Per tant, veiem que el metode Randu
no passa aquest test (fet que ja havem vist amb la graca de 2.3.1). Pero el metode
de l'estandard mnim i el de la barreja s que passen el test.
3.2 Test Kolmogorov-Smirnov
Aquest test s'aplica a successions que segueixen una llei contnua; es vol vericar si
la distribucio emprica que s'obte a partir de la successio s'ajusta a la distribucio
esperada.
En el cas de considerar la llei U([0; 1]), aquest metode s'hi pareix al test de 2 en
el sentit que els dos comproven la reparticio uniforme de la serie dins de l'interval
[0; 1].
L'algorisme d'aquest test en el cas d'una llei uniforme [0; 1] es: Sigui y1; ::::; yn
la successio obtinguda amb el nostre generador, posem aquests numeros en ordre
creixent i per no embolicar la notacio tornarem a notar-los com yi, es a dir, y1 
::::  yn. Ara, calculem els valors K+n i K n de la seguent manera
K+n =
p
n max
1in
(
i
n
  i); K n =
p
n max
1in
(i   i  1
n
);
Si la distribucio dels yi es uniforme, aquests valors haurien de ser petits.
Ara, tal i com hem fet abans, triem un nivell de conanca (per exemple, el 95%,
com abans hem triat) i busquem a la taula de la distribucio del test Kolmogorov-
Smirnov (Annex 3), si rebutgem la successio com aleatoria o no.
A continuacio veurem la implementacio amb C d'aquest test i els resultats d'a-
plicar els generadors implementats de la seccio anterior.
3.2.1 Implementacio i resultats
La implementacio d'aquest test esta fet amb el generador de l'estandard mnim
pero si canviem minim per randu o barreja, tindrem els resultats dels altres dos
generadors. Cal tenir en compte que per al metode de la barreja s'ha de canviar a la
llavor negativa. En aquest test necessitem tenir els numeros ordenats i per aquest
motiu utilitzem el metode quicksort per a fer-ho. Es un metode que ens permet
ordenar amb una complexitat de n log(n).
#include <stdio.h>
#include <stdlib.h>
#include <math.h>
#include "D:\_Treballs\TFG\Programes\Randu\main.c"
#include "D:\_Treballs\TFG\Programes\Minim\main.c"
#include "D:\_Treballs\TFG\Programes\Barreja\main.c"
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void quicksort(double *vector, int esq, int dr);
int main() {
/*Hi ha 100000 numeros diferents*/
int n = 100000;
/*Vector de n elements*/
double v[n];
int i, posicio;
/*Valor de K-S*/
double k_pos, k_neg, max_pos = 0, max_neg = 0;
/*Apliquem el metode que vulguessim*/
/*Randu i minim ha de ser una llavor positiva, la barreja
ha de ser negativa*/
int llavor = 2016;
for (i = 0; i < n; i++) {
/*Afegim al vector el numero*/
v[i] = randu(&llavor);
}
/*Ordenem els valors del vector*/
quicksort(v, 0, n-1);
/*Calculem els valors de K-S*/
for (i = 0; i < n; i++) {
k_pos = (double)(i+1)/n - v[i];
if (k_pos > max_pos) {
max_pos = k_pos;
}
k_neg = v[i] - (double)i/n;
if (k_neg > max_neg) {
max_neg = k_neg;
}
}
k_pos = sqrt(n)*max_pos;
k_neg = sqrt(n)*max_neg;
printf("k_n positiu: %f\n", k_pos);
printf("k_n negatiu: %f\n", k_neg);
return 0;
}
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void quicksort(double *vector, int esq, int dr) {
int pivot, i;
double valor, aux;
if (esq < dr) {
pivot = esq;
valor = vector[pivot];
for (i = esq+1; i <= dr; i++){
if (vector[i] < valor){
pivot++;
aux = vector[i];
vector[i] = vector[pivot];
vector[pivot] = aux;
}
}
aux = vector[esq];
vector[esq] = vector[pivot];
vector[pivot] = aux;
quicksort(vector, esq, pivot-1);
quicksort(vector, pivot+1, dr);
}
}
Per a veure si un generador passa el test s'ha de fer amb diferents llavors. S'ha de
tenir en compte que en el cas de la barreja la llavor sera el mateix numero negatiu.
A la taula seguent es veu els diferents resultats de K+n i K
 
n que hem obtingut:
Metodes randu minim barreja
Llavor K+n K
 
n K
+
n K
 
n K
+
n K
 
n
1992 0.534221 0.595627 0.428345 1.276263 0.424183 1.273100
1993 0.439226 0.736798 0.543110 0.760424 0.546272 0.763586
2001 0.430406 0.640810 0.894464 0.540515 0.884977 0.537353
2015 1.169715 0.313786 0.440563 0.634961 0.446887 0.628637
2016 0.410910 0.676243 0.430688 0.665190 0.418039 0.671515
Taula 3: Taula de resultats del test Kolmogorov-Smirnov
Com el nivell de conanca es p = 95% i n = 100000, tenim, veient la taula de
distribucio de Kolmorov-Smirnov, que K+n i K
 
n no han de superar 1:223372954.
Per tant, els generadors minim i barreja en el cas de la llavor 1992 no passen
aquest test, en la resta de casos no hi ha problema.
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3.3 Ratxes
Com hem dit a la seccio anterior, les ratxes es una cosa habitual en una successio
de numeros aleatoris. No es important solament el tipus de ratxa que es te, sino
tambe la seva longitud. Moltes ratxes molt petites o ratxes molt llargues poden
produir sospites.
En aquesta seccio implementarem un metode per a veure si existeixen ratxes en
una successio. Per a fer aixo, farem l'exemple de llencar una moneda i anotar si es
cara, en cas de que el valor sigui mes petit de 1
2
o es creu, si es mes gran de 1
2
.
En aquest programa es te en compte en la probabilitat de les parelles CC, CX,
XC i XX es de 1
4
, de les CCC, CCX, CXC, CXX, XCC, XCX, XXC i XXX
es 1
8
i dels grups de quatre CCCC, CCCX, CCXC, CCXX, CXCC, CXCX,
CXXC, CXXX, XCCC, XCCX, XCXC, XCXX, XXCC, XXCX, XXXC
i XXXX son 1
16
. A continuacio, volem veure que la probabilitat aproximada de
dos cares es 1
4
, que de tres cares es de 1
8
i que de quatre cares es 1
16
per les nostres
successions aleatories i per aquest motiu passem el test de 2 per aquestes tres op-
cions. Hem de tenir en compte que si tenim num la quantitat de numeros aleatoris,
aleshores tindrem num-1 parelles, num-2 ternes i num-3 grups de quatre.
La implementacio d'aquest test esta fet amb el generador randu pero si canviem
randu per minim o barreja, tindrem els resultats dels altres dos generadors. Cal
tenir en compte que per al metode de la barreja s'ha de canviar a la llavor negativa.
#include <stdio.h>
#include <stdlib.h>
#include "D:\_Treballs\TFG\Programes\Randu\main.c"
#include "D:\_Treballs\TFG\Programes\Minim\main.c"
#include "D:\_Treballs\TFG\Programes\Barreja\main.c"
int main() {
/*Nombres aleatoris que volem*/
int num = 100000;
/*Vector que guardarem cares (0) i creus (1) d'una moneda*/
char moneda[num];
int i;
double mon;
/*Apliquem el metode que vulguessim*/
/*Randu i minim ha de ser una llavor positiva, la barreja ha
de ser negativa*/
int llavor = -2016;
for (i = 0; i < num; i++) {
mon = barreja(&llavor);
/*Assignem cara o creu*/
if (mon < 0.5) {
moneda[i] = 0;
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} else {
moneda[i] = 1;
}
}
/*Parelles*/
int j, s = 4;
/*Apliquem chi^2*/
double p = 1./s;
double v = 0;
int parelles[s];
/*Primer inicialitzem el vector n a 0*/
for (i = 0; i < s; i++) {
parelles[i] = 0;
}
for (i = 0; i < num-1; i++) {
if (moneda[i] == 0) {
if (moneda[i+1] == 0) {
parelles[0] += 1; /*CC*/
} else {
parelles[1] += 1; /*CX*/
}
} else {
if (moneda[i+1] == 0) {
parelles[2] += 1; /*XC*/
} else {
parelles[3] += 1; /*XX*/
}
}
}
for (i = 0; i < s; i++) {
v += parelles[i]*parelles[i]/p;
}
/*num-1 son les parelles que hi ha*/
v /= (num-1);
v -= (num-1);
printf("Parelles: %f\n", v);
/*Ternes*/
s = 8;
/*Apliquem chi^2*/
p = 1./s;
v = 0;
int ternes[s];
/*Primer inicialitzem el vector n a 0*/
23
for (i = 0; i < s; i++) {
ternes[i] = 0;
}
for (i = 0; i < num-2; i++) {
if (moneda[i] == 0) {
if (moneda[i+1] == 0) {
if (moneda[i+2] == 0) {
ternes[0] += 1; /*CCC*/
} else {
ternes[1] += 1; /*CCX*/
}
} else {
if (moneda[i+2] == 0) {
ternes[2] += 1; /*CXC*/
} else {
ternes[3] += 1; /*CXX*/
}
}
} else {
if (moneda[i+1] == 0) {
if (moneda[i+2] == 0) {
ternes[4] += 1; /*XCC*/
} else {
ternes[5] += 1; /*XCX*/
}
} else {
if (moneda[i+2] == 0) {
ternes[6] += 1; /*XXC*/
} else {
ternes[7] += 1; /*XXX*/
}
}
}
}
for (i = 0; i < s; i++) {
v += ternes[i]*ternes[i]/p;
}
/*num-2 son les ternes que hi ha*/
v /= (num-2);
v -= (num-2);
printf("Ternes: %f\n", v);
/*Grups de 4*/
s = 16;
/*Apliquem chi^2*/
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p = 1./s;
v = 0;
int grups[s];
/*Primer inicialitzem el vector n a 0*/
for (i = 0; i < s; i++) {
grups[i] = 0;
}
for (i = 0; i < num-3; i++) {
if (moneda[i] == 0) {
if (moneda[i+1] == 0) {
if (moneda[i+2] == 0) {
if (moneda[i+3] == 0) {
grups[0] += 1; /*CCCC*/
} else {
grups[1] += 1; /*CCCX*/
}
} else {
if (moneda[i+3] == 0) {
grups[2] += 1; /*CCXC*/
} else {
grups[3] += 1; /*CCXX*/
}
}
} else {
if (moneda[i+2] == 0) {
if (moneda[i+3] == 0) {
grups[4] += 1; /*CXCC*/
} else {
grups[5] += 1; /*CXCX*/
}
} else {
if (moneda[i+3] == 0) {
grups[6] += 1; /*CXXC*/
} else {
grups[7] += 1; /*CXXX*/
}
}
}
} else {
if (moneda[i+1] == 0) {
if (moneda[i+2] == 0) {
if (moneda[i+3] == 0) {
grups[8] += 1; /*XCCC*/
} else {
grups[9] += 1; /*XCCX*/
}
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} else {
if (moneda[i+3] == 0) {
grups[10] += 1; /*XCXC*/
} else {
grups[11] += 1; /*XCXX*/
}
}
} else {
if (moneda[i+2] == 0) {
if (moneda[i+3] == 0) {
grups[12] += 1; /*XXCC*/
} else {
grups[13] += 1; /*XXCX*/
}
} else {
if (moneda[i+3] == 0) {
grups[14] += 1; /*XXXC*/
} else {
grups[15] += 1; /*XXXX*/
}
}
}
}
}
for (i = 0; i < s; i++) {
v += grups[i]*grups[i]/p;
}
/*num-3 son els grups de 4 que hi ha*/
v /= (num-3);
v -= (num-3);
printf("Grups de 4: %f\n", v);
return 0;
}
Per a veure si un generador passa el test s'ha de fer amb diferents llavors. S'ha de
tenir en compte que en el cas de la barreja la llavor sera el mateix numero negatiu.
A la taula seguent es veu els diferents resultats de V que hem obtingut:
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randu
Llavor parelles ternes grups4
1992 3.294143 8.406848 14.671230
1993 1.836383 4.744375 9.169625
2001 0.311793 0.813896 4.430603
2015 8.955720 14.453369 22.263458
2016 5.335043 11.374267 19.798744
minim
Llavor parelles ternes grups4
1992 11.819348 21.335747 32.082952
1993 0.894519 5.323586 12.800134
2001 0.558596 2.447369 9.345310
2015 2.591736 4.913658 10.152375
2016 1.754768 4.025801 6.491465
barreja
Llavor parelles ternes grups4
1992 6.503455 12.084682 22.822835
1993 3.099501 6.290486 15.748382
2001 0.804998 3.366107 9.310429
2015 1.266603 2.620812 5.914487
2016 0.810358 2.410248 4.289479
Taula 4: Taula de resultats del test de les ratxes
Com el nivell de conanca es p = 95% i en el cas de les parelles hi ha 4 valors
possibles, tenim  = s 1 = 3, tenim, veient la taula de distribucio de 2, que V no
ha de superar 7:815. Veiem que en la llavor 1992 el generador minim no passa el
test, tampoc passa el test el metode randu de llavor 2015, i en tots els altres casos
s que passen.
En el cas de les ternes hi ha 8 valors possibles, tenim  = s   1 = 7, tenim,
veient la taula de distribucio de 2, que V no ha de superar 14:07. En aquest cas,
tornem a tenir que el generador minim no passa el test amb la llavor 1992, com
abans tampoc passa el test el metode randu de llavor 2015, i en tots els altres casos
s que passen.
I per ultim, en el cas dels grups de quatre hi ha 16 valors possibles, tenim
 = s  1 = 15, tenim, veient la taula de distribucio de 2, que V no ha de superar
25:00. Que tornem a tenir el mateix cas de la llavor= 1992 del generador minim
no passa el test, en tots els altres casos s que passen.
Com veiem, en el cas del metode de la barreja passa en tots els casos.
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4 Aplicacions
Com ja he dit hi ha moltes aplicacions dels numeros aleatoris, pero en aquest captol
ens centrarem en dos: El calcul d'integrals i la criptograa.
4.1 Integrals
El metode de mostreig en analisis numeric el podem descriure de manera generica
de la seguent manera: Si volem calcular I d'un problema matematic i suposem que
resulta que aquest es tambe el valor esperat en un cert proces a l'atzar, es a dir,
en algun proces estocastic, aleshores aquest valor esperat s'aproxima per mostreig
i l'estimacio s'utilitza com l'aproximacio de I.
Aixo ho podem veure amb un problema senzill. Imaginem que volem calcular
I =
Z b
a
f(x)dx
Sabem que el valor mig de f(x) en l'interval [a; b] es I
b a . Per tant, si tenim n punts,
x1; :::; xn, d'una successio aleatoria entre [a; b] podem veure la mitja de la mostra
de la manera seguent:
f^n =
1
n
nX
i=1
f(xi)
Per tant, es d'esperar que f^n =
I
b a i per tant queZ b
a
f(x)dx  b  a
n
nX
i=1
f(xi)
Aquest metode tambe es coneix com el metode de Monte Carlo, metode que havem
mencionat en la Introduccio.
Al darrere d'aquest calcul hi es la Llei dels grans numeros. Aquesta llei diu aix:
Sigui x1; :::; xn numeros d'una successio aleatoria triades, d'acord a una funcio de
densitat de probabilitat (x), tenim queZ 1
 1
(x)dx = 1
Sigui I =
R1
 1 f(x)(x)dx existent. Llavors, donat un  > 0, tenim
lim
n!1
prob
 
I     1
n
nX
i=1
f(xi)  I + 
!
= 1:
Aixo ens diu que la probabilitat de la mitja de la mostra es propera al valor mig
de I si prenem molts numeros.
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Als calculs de Monte Carlo no considerarem nombroses mostres de la mateixa
mida, pero si una sola mostra de longitud innita. Per aquest cas, la Llei forta dels
grans numeros es particularment rellevant i ens diu
Prob
 
lim
n!1
1
n
nX
i=1
f(xi) = I
!
= 1
El funcionament del metode de Monte Carlo requereix obtenir sequencies de numeros
aleatoris (fet que hem treballat als primers captols) i estimar l'error en les nostres
aproximacions.
Amb el punt de vista estadstic, les estimacions de l'error es pot obtenir mit-
jancant la utilitzacio del Teorema del Lmit Central. Sigui I el valor esperat
I =
Z 1
 1
f(x)(x)dx
tenim que
2 =
Z 1
 1
(f(x)  I)2(x)dx =
Z 1
 1
f 2(x)(x)dx  I2
es la variancia de f(x). Aleshores el Teorema del Lmit Central ens diu que
Prob
 1n
nX
i=1
f(xi)  I
  pn
!
=
1p
2
Z 
 
e
x2
2 dx+O

1p
n

La taula de probabilitat de la integral de
PI =
1p
2
Z 
 
e
x2
2 dx
te com a valors
 PI
0:6745 0:50
1:645 0:90
1:960 0:95
2:567 0:99
3:291 0:999
3:891 0:9999
Taula 5: Valors de probabilitat de la integral
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Si designem l'error com E = 1
n
Pn
i=1 f(xi)   I, llavors, podem utilitzar aquests
valors per dir:
 Error E al 50% de probabilitat  0:6745p
n
 Error E al 90% de probabilitat  1:645p
n
 Error E al 95% de probabilitat  1:960p
n
Per a un nivell x de conanca, es a dir, que  es constant, tenim que la cota de
l'error p
n
varia en proporcionalitat directa per  i en proporcionalitat inversa perp
n, aquest fet es coneix com la llei n 1=2 i aquesta es la convergencia del Metode
de Monte Carlo.
En la practica necessitem trobar una estimacio de  per tal de trobar una esti-
macio de l'error. En canvi, la desviacio estandard de  sera desconegut. Pero, per
sort, podem utilitzar la variancia de la mostra, es a dir, per a estimar 2 podem
utilitzar
Vs =
1
n
nX
i=1
f 2(xi) 
 
1
n
nX
i=1
f(xi)
!2
Tot i que pot ser millor utilitzar n
n 1Vs per estimar la variancia ja que si tenim
una mostra d'una poblacio de N elements, aleshores prenem totes les

N
n

mostres
possibles de mida n. Si V es la mitja de totes les variancies de les mostres i V es la
variancia del conjunt de tota la poblacio, es pot demostrar que
V =
n  1
n
V

1 +
1
N   1

Per tant, si N es molt gran, tenim
V  n  1
n
V
i per tant,
V  n
n  1
V
No obstant, als calculs de Monte Carlo, n es tan gran que n
n 1  1 i per tant la
correccio es quasi menyspreable [14].
Si examinem la cota de l'error p
n
en mes detall. Per a reduir aquest error amb
constant (nivell de conanca x) podem fer dos coses: Podem incrementar n, el
numero d'avaluacions funcionals, o tambe podem reduir la variancia 2. Si per
exemple, augmentem n per un factor de 100, s'augmenta la precisio de resposta
en un factor de 10, tot i que aquesta variacio es mnima amb les actuals veloci-
tats dels computadors, podem fer-ho facilment amb 106 avaluacions funcionals i per
tant augmentaria la precisio en un 102 o 103. En alguns casos podem reemplacar
el problema original per un problema modicat, que te per efecte reduir  brusca-
ment, aixo es coneix com esquema Reduir-Variancia, fet que veurem en la subseccio
seguent.
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Hi ha un altre metode per augmentar la precisio que seria abandonar la idea
de fer sequencies aleatories de punts i utilitzar sequencies de punts adaptats es-
peccament per a la integracio. Una de les classes de sequencies son conegudes
com sequencies equidistribudes i la seva teoria pot ser discutida fora del marc de
l'estadstica. La utilitzacio d'aquests sequencies condudes per estimacions d'errors
que son aproximadament de l'ordre de 1
n
i per aixo convergeixen mes rapid [15].
4.1.1 Reduir Variancia
Comencem amb una reduccio de la variancia simple. Suposem que volem calcular
I =
R 1
0
f(x)dx i volem trobar g(x) tal que
jf(x)  g(x)j  ; 0  x  1
tal que Z 1
0
g(x)dx = J
on J es un valor conegut i g(x) es una variable de control per a f(x). Sigui
I1 =
Z 1
0
(f(x)  g(x))dx
per Monte Carlo. La variancia en aquest problema equival a
21 =
Z 1
0
(f   g)2dx 
Z 1
0
(f   g)dx
2
i per tant, estem prenent que   .
Llavors, com a estimador de I prenem
1
n
nX
i=1
(f(xi)  g(xi)) + J
Observem que la variancia s'ha redut gracies a que hem duplicat el numero d'a-
valuacions funcionals. Si el problema i el semblant es fa de dos maneres, tindrem
21, 
2
2 com a variancies i prenem N1 , N2 al numero proporcional, respectivament,
aleshores tenim que l'ecacia relativa de la reduccio de la variancia es
1p
n
q
N2
N1
2p
n
=
p
N11p
N22
Un segon metode es l'anomenat mostreig d'importancia. En aquest cas escriurem
I =
R 1
0
f(x)dx com
I =
Z 1
0
f(x)
p(x)
p(x)dx
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on p(x) > 0 i Z 1
0
p(x)dx = 1
Ara podem utilitzar un estimador de I,
f^n =
1
n
nX
i=1
f(xi)
p(xi)
on xi es una variable aleatoria que s'ha extret d'una distribucio de la densitat de
probabilitat de p(x) on 0  x  1. La variancia ara es
2 =
Z 1
0
f 2(x)
p2(x)
p(x)dx 
Z 1
0
f(x)
p(x)
p(x)dx
2
Ara suposant que f(x) > 0 (en cas que sigui negativa li sumen una constant per a
que passi a ser positiva), triem p(x) tal que
p(x)  f(x)R 1
0
f(x)dx
:
D'aquesta manera
2  0:
Idealment, veurem la mostra en proporcio al valor de la funcio amb constant de
proporcionalitat igual al valor de la integral. Aixo produira una variancia 0 pero
necessitem saber la solucio del nostre problema per endavant. En qualsevol cas,
sabem que mitjancant la utilitzacio de p(x), tal que la seva integral es coneguda i el
seu comportament s'aproxima a la de f(x), hem d'esperar per a reduir la variancia.
Si aproximem cf(x) per una funcio constant a trossos p(x), tindrem que la mostra
respecte d'aquest p(x) ja no sera un problema.
En d dimensions, la situacio es molt mes complicada. Es podria intentar l'a-
proximacio de f(x)R
Cd
fdV
amb el producte de d de funcions constants a trossos 1-
dimensionals,
Qd
i=1 pi(xi). En aquest cas tenim que Cd es la unitat del hipercub
[0; 1]d. Les funcions pi(xi) es determinen utilitzant un esquema iteratiu en que
s'evalua la variabilitat de f(x) en cada dimensio junt amb l'aproximacio a la inte-
gral. Les pi(xi) s'ajusten despres de cada iteracio ns que convergeixen. Aleshores
un mostreig en respecte de la distribucio nal de densitat per a aconseguir una
aproximacio amb una petita variacio [16].
Les tecniques de reduccio de variancia pareixen ser equivalents a l'aproximacio
de la integracio de funcions que poden ser tractades analticament, i per tant, poden
no estar disponibles quan la dimensio es alta [17].
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4.1.2 Exemples de calculs de integrals
Podem veure un exemple simple del metode de Monte Carlo. Podem comprovar el
valor de la seguent integral,
I =
Z 1
0
xdx =
1
2
Veiem-ho. La implementacio del programa per calcular la integral I  b a
n
Pn
i=1 f(xi)
i la variancia 2  b a
n
Pn
i=1 f
2(xi)  I2 ens queda:
#include <stdio.h>
#include <stdlib.h>
#include "D:\_Treballs\TFG\Programes\Barreja\main.c"
int main() {
double integral, suma = 0;
int a = 0, b = 1;
double x, y;
/*Variancia*/
double sigma, sum_sigma = 0;
int i, n = 100000, llavor = -2016;
for (i = 0; i < n; i++) {
x = barreja(&llavor);
/*La funcio que volem integrar*/
y = x;
/*Suma dels resultats*/
suma += y;
sum_sigma += y*y;
}
/*Valor de la integral*/
integral = ((double)(b-a)/n) * suma;
printf("%f\n", integral);
/*Valor de la variancia*/
sigma = ((double)(b-a)/n) * sum_sigma - integral*integral;
printf("%f", sigma);
return 0;
}
El valor de la integral aproximat que ens dona es 0:500337 i te variancia 0:083375.
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Un exemple mes complicat, seria estimar el valor d'una integral multiple, per
exemple:
I =
Z 1
0
ex1x2x3x4dx1dx2dx3dx4 = 1; 06939761
Veiem-ho. Utilitzant les formules anterios per calcular la integral i la variancia la
implementacio del programa ens queda:
#include <stdio.h>
#include <stdlib.h>
#include <math.h>
#include "D:\_Treballs\TFG\Programes\Barreja\main.c"
int main() {
double integral, suma = 0;
int a = 0, b = 1;
double x, y;
/*Variancia*/
double sigma, sum_sigma = 0;
int i, j, n = 100000, llavor = -2016;
for (i = 0; i < n; i = i + 4) {
x = 1.;
for (j = 0; j < 4; j++) {
x = x*barreja(&llavor);
}
/*La funcio que volem integrar*/
y = exp(x);
/*Suma dels resultats*/
suma += y;
sum_sigma += y*y;
}
/*Com estem a R^4 la n es n/4*/
n /= 4;
/*Valor de la integral*/
integral = ((double)(b-a)/n) * suma;
printf("%f\n", integral);
/*Valor de la variancia*/
sigma = ((double)(b-a)/n) * sum_sigma - integral*integral;
printf("%f", sigma);
return 0;
}
En aquest cas el valor aproximat que ens dona es de 1:068885 i la variancia de
0:012131.
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Exemple de reduir la variancia
Suposem que volem calcular
I =
Z 1
0
exdx = e  1 = 1:7182818:::
i volem trobar g(x) tal que jf(x)  g(x)j  ; 0  x  1 tal que el calcul deR 1
0
g(x)dx sigui conegut.
Una g(x) que podriem pensar es amb els primers termes de la Serie de Taylor
de l'exponencial, es a dir, g(x) = 1 + x.
Aquesta integral ens dona:
J =
Z 1
0
(1 + x)dx =

x+
x2
2
1
0
=
3
2
Aleshores, per calcular la integral tenim I  b a
n
Pn
i=1(f(xi)   g(xi)) + J i la
variancia es 2  b a
n
Pn
i=1(f(xi)  g(xi))2 
 
b a
n
Pn
i=1(f(xi)  g(xi))
2
. La imple-
mentacio ens queda:
#include <stdio.h>
#include <stdlib.h>
#include <math.h>
#include "D:\_Treballs\TFG\Programes\Barreja\main.c"
int main() {
double integral_f, integral_g = 3./2, suma = 0, suma_g = 0;
int a = 0, b = 1;
double x, y;
/*Variancia*/
double sigma, sum_sigma = 0;
int i, n = 100000, llavor = -2016;
for (i = 0; i < n; i++) {
x = barreja(&llavor);
y = 1+x;
suma_g += y;
/*La resta de les funcions que volem integrar*/
y = exp(x) - y;
/*Suma dels resultats*/
suma += y;
sum_sigma += y*y;
}
/*Valor de la integral*/
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integral_f = ((double)(b-a)/n) * suma + integral_g;
printf("%f\n", integral_f);
/*Valor de la variancia*/
sigma = ((double)(b-a)/n) * sum_sigma - ((double)(b-a)/n) *
* suma * ((double)(b-a)/n) * suma;
printf("%f", sigma);
return 0;
}
El resultat que ens dona de la integral es 1:718538 i el valor de la variancia es
0:043653.
Per comparar, mirem sense redur la variancia de la mateixa funcio I =
R 1
0
exdx =
e  1. La implementacio del programa es el mateix que hem utilitzat per al primer
exemple canviat la funcio (per veure'l, Annex 5) on ara f(x) = ex. Calculant la
integral I  b a
n
Pn
i=1 f(xi) ens dona 1:718875 i la variancia 
2  b a
n
Pn
i=1 f
2(xi) 
I2 ens dona 0:242111.
Per tant, veiem que reduint la variancia tenim una millora del valor de l'integral.
4.2 Criptograa
En aquesta seccio explicarem la idea basica de la criptograa i farem un exemple
de com encriptar un text amb el que tenim.
Denicio: La criptograa es una rama de les matematiques per a protegir la
privacitat dels teus missatges.
Cada sistema d'encriptacio consta de quatre parts fonamentals:
- El missatge que es desitja encriptar (aquest s'anomena text pla)
- El missatge despres de ser encriptat (aquest s'anomena text xifrat)
- La funcio matematica per a encriptar el missatge (l'algoritme)
- La llavor que es un numero, una paraula o una frase utilitzat per encriptar
el missatge (en el nostre cas, tal i com em vist, la nostra llavor sera un numero enter).
L'objectiu de la criptograa es fer que sigui impossible agafar un text xifrat i
reproduir el text pla original sense la llavor que li pertoca.
La forma mes senzilla d'enviar un missatge secret a algu es utilitzar un codi
secret preestablert conegut nomes per un dels dos.
Anem a veure un exemple per explicar i entendre la idea de la criptograa.
Aquest exemple el trobem a [18].
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Suposem que el Rei de Plutonia li arriba recentment una ota de mssils nuclears,
pero al ser el rei d'un pas petit no vol invertir en la compra d'equips ni la contrac-
tacio de matematics per a que, amb codis moderns del segle XX, pugui utilitzar-los
per a comunicar-se amb el seu exercit. Ell, per sort, nomes ha de comunicar-se
solament amb un dels dos missatges: Disparar els mssils o No disparar els mssils,
per tant, resol la solucio mitjancant la creacio d'un llibre de codis simples, que es
representa en la seguent taula:
Codi Signicat del codi
Mobius Disparar els missils
Zebra No disparar els missils
Taula 6: Codi dels missatges
El rei fa dos copies d'aquest llibre dels codis i es queda un i li dona l'altre al
seu exercit, que esta situat a l'interior del bunquer on son els mssils. Quan el rei
diu una sola paraula, el general sap que fer. Si diuen alguna paraula que no esta al
llibre dels codis vol dir que poden voler suplantar al rei.
Aquest tipus de codis son irrompibles la primera vegada que s'utilitzen, es im-
possible que algu de fora conegui abans cada paraula i cada signicat. Pero perden
seguretat en cada us. Si un agent exterior d'Estats Units esta interceptant les
comunicacions del rei, no passara molt de temps per a que es doni compte de la di-
ferencia entre Mobius i Zebra. Amb aixo en ment, el rei podria voler fer un llibre de
codis que tingui cents de codis que serien irrompibles, sempre i quant cada paraula
s'utilitzi un sol cop.
Un altre problema del llibre de codis es que el rei pot enviar nomes un petit
conjunt de missatges preestablerts, pero i si el rei vol enviar altres missatges, com
per exemple Inicieu la meitat dels mssils o Ataqueu als nostres aliats o Desarmeu
els mssils? Ell no ho podria fer. Per tant, el rei no necessita un codi sino que
necessita un sistema de xifrat.
Denicio: Un sistema de xifrat es una tecnica per a codicar les lletres d'un
missatge per a que puguin ser descodicades pel seu destinatari, pero han de ser
indesxifrables per a un desconegut.
Els sistemes de xifrat mes simples son codis de substitucio, en que cada lletra
d'un missatge esta substitut per una lletra diferent. Un xifrat de substitucio molt
conegut es el xifrat de Cesar, que Julio Cesar presumptament va utilitzar per a
comunicar-se en secret des de Galia a Roma. Per a codicar un missatge amb el
xifrat de Cesar, simplement s'ha de canviar les lletres de l'alfabet tres llocs cap a
la dreta.
Al seguent exemple, el Rei de Plutonia utilitza una versio modicada del xifrat
de Cesar, canviat l'alfabet deu llocs cap a la dreta:
El rei podria codicar el missatgeDisparar els mssils per 38IF0H0H 4BI C8II8BI.
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Alfabet A B C D E F G H I J K L M N O P Q R
Canvi 0 1 2 3 4 5 6 7 8 9 A B C D E F G H
Alfabet S T U V W X Y Z 0 1 2 3 4 5 6 7 8 9
Canvi I J K L M N O P Q R S T U V W X Y Z
Taula 7: Codi de xifrat amb l'alfabet
Xifrats com aquests s'han utilitzat molt de temps. Durant el Renaixement i la
Illustracio, la maconeria utilitzava un xifrat secret. George Washington va utilitzar
un sistema de xifrat mes sosticat en el que cada paraula se li assignava un numero.
El problema d'aquests metodes es que un desencriptador nomes te que recopilar
alguns missatges xifrats i llavors buscar regularitats. Per a un criptoanalista expe-
rimentat, nomes amb unes poques paraules pot ser sucient per a revelar tots els
secrets.
La manera d'aconseguir la exibilitat d'un sistema de xifrat i la seguretat d'un
codi que s'utilitza un sol cop, es utilitzar un tipus especial de xifrat anomenat bloc
de notes d'un sol us o un xifrat de Vernam. El nom bloc de notes d'un sol us es
deu als blocs de paper utilitzats per espies. Cada pagina del bloc de notes d'un sol
us te un llibre de codi diferent.
Els blocs de notes d'un sol us moderns no usen blocs de paper, utilitzen corrents
de numeros. Per exemple, el rei pot tornar el xifrat de substitucio relativament
insegur en un bloc de notes d'un sol us irrompible donant el seguent llibre de
numeros:
06 00 14 20 01 00 32 21 02 17 22 24 20 26 18 05 08 07 23 07 21 33 04 24
17 13 14 18 12 25 21 18 25 00 19 27 16 15 28 34 32 14 22 32 20 20 18 09
07 05 16 28 18 01 32 35 14 11 34 26 16 35 09 22 15 28 13 11 23 21 10 00
16 12 12 00 13 30 25 00 35 06 29 18 07 05 33 21 16 11 28 13 27 01 35 22
09 28 34 32 13 24 32 29 00 25 10 29 19 35 30 35 21 03 33 28 08 30 :::
Cada numero correspon a una lletra d'un missatge xifrat. Si el rei utilitzes un
generador de numeros vertaderament aleatoris creat per un bloc de notes d'un sol
us, i no un canvi de lletres de l'abecedari, el text que es produiria seria teoricament
segur. Aixo es perque cada vegada produeix un xifrat de substitucio diferent per
a cada lletra del missatge, independentment de la lletra que sigui, i cada xifrat de
substitucio s'utilitza exactament una vegada. No hi ha ningu que pugui trencar el
codi [18]. Fet que aplicarem despres al nostre exemple.
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4.2.1 Claus criptograques
Des del punt de vist de l'usuari, les claus criptografes son molt similars a les con-
trasenyes que utilitza per a operar les maquines dels caixers automatics i per a
controlar l'acces als sistemes informatics. Simplement escriu la clau correcta o con-
trasenya i per tant, pots accedir a les seves dates. Pero en canvi si introdueixes la
clau equivocada no pots accedir.
Aix com diferents sistemes informatics permeten contrasenyes de diferents lon-
gituds, diferents sistemes d'encriptacio tambe ho permeteixen. I, com passa amb les
contrasenyes, generalment, com mes llarg es la clau, mes seguretat proporcionara
el sistema d'encriptacio.
Considerem que la longitud d'una contrasenya es mesura, majoritariament, en
dgits o lletres, la longitud d'una clau criptograca es mesura quasi sempre en bits
(dgits binaris). Un bit pot ser una clau d'un 1 o d'un 0. Per tant, de dos bits pot
tenir un dels quatre valors possibles 00, 01, 10 i 11. Com mes bits te, mes claus
pot tenir i per tant mes segur es torna l'algoritme, tot i que, a vegades no sempre
es aix ja pot haver altres factors que afectin.
La seguent taula mostra les longituds de les claus per a dos installacions que
pot coneixer i per a cada un el numero de claus possibles i les longituds binaries
equivalent:
Longitud de la clau Numero de possibles claus Longitud equivalent
4 digits 10000 14 bits
8 caracters 968 = 7:214  1015 56 bits
Taula 8: Longitud de les claus
on 96 es el numero de caracters del codi ASCII que hem utilitzat despres per
encriptar el text.
4.2.2 Trencar el codi
Per a poder intentar desxifrar el missatge hi ha diferents maneres de poder-ho fer,
els mes importants son:
 La forca bruta
La forma mes senzilla de desxifrar un codi es provar totes les claus possibles. Su-
posant que l'intrus te els mitjans per al reconeixement dels resultats de la clau
correcta, podria provar totes les claus, una darrera l'altra i amb el temps, un dels
intents tindria exit.
Els atacs de forca bruta tambe es poden dir atacs de cerca de la clau, ja que
impliquen la cerca de totes les claus possibles per a trobar la correcta.
Aquests atacs de forca bruta no son molt ecients. I inclus, a vegades ni son
possibles, ja que poden tenir massa claus per a provar i no es sucient el temps per
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a provar-les totes. Per exemple, si un algoritme de xifrat te una clau de 128 bits,
serien 2128 (3; 4  1038) claus per a provar.
 Criptoanalisi
Molts cops els algoritmes de xifrat no esta a l'altura de les nostres expectatives.
Els atacs de la forca bruta son rarament necessaris, ja que la majoria d'algorismes
poden ser resolts per l'us d'una combinacio de les matematiques sosticades i la
potencia dels ordenadors. El resultat es que algu pot desxifrar missatges xifrats
sense coneixer la clau. Un criptoanalista habil pot desxifrar el text de xifrat sense
saber l'algoritme.
Un atac criptoanilista te dos objectius possibles. El criptoanalista podria tenir
un text xifrat i voldria descobrir el text pla o voler descobrir la clau de xifrat que
s'utilitzat. Aquests objectius son similars, pero no exactament son el mateix.
 Atac de text conegut
En aquest tipus d'atac, el criptoanalista te un bloc de text pla i un bloc corresponent
al text xifrat. Encara que aixo es un fet poc probable, en realitat es bastant comu
quan s'utilitza la criptograa per a protegir el correu electronic, amb capcaleres
estandards al comencament de cada missatge, o els discs durs, amb estructures
conegudes en llocs predeterminats al disc. L'objectiu d'un atac de text conegut es
determinar la llavor, que despres es pot utilitzar per a desxifrar altres missatges.
 El criptonalisis diferencial
Aquest atac implica el xifrat de molts textos que son nomes lleugerament diferents
entre si i comparar els resultats.
Si al lector li interessa saber altres formes d'intentar trencar el codi, li recomanem
la lectura de [21].
Els diferents algorismes de xifrat tenen diferents susceptibilitats a aquests atacs.
Els algorismes que son difcils de trencar son els que es diuen forts, en canvi, els
que son facils de trencar son els anomenats debils.
Es molt difcil desenvolupar un nou algoritme criptograc. No es sap molt sobre
el disseny d'algorismes forts. Hi ha molts casos en que s'implementaven algorismes
que es pensaven ser forts pero despres veient que tenien moltes debilitats.
La unica manera de veure que un algoritme es fort o debil es publicar l'algoritme
i esperar a que algu trobi alguna debilitat. Aquest proces de revisio no es perfecte,
pero es la millor alternativa. Les persones que diuen que han desenvolupat un nou
algoritme de xifrat pero no pot dir com funciona perque diu que la forca de l'al-
goritme es veuria compromesa. Si aquest algoritme s'utilitza per a emmagatzemar
informacio que es valuosa, un atacant no tardara en comprar una copia de seguretat
del programa que implementa aquest algorisme i descobrir com funciona. Per aixo
la millor solucio de la seguretat criptograca radica en la obertura i la revisio de
gent [19].
40
4.2.3 Criptograa de clau privada
El tipus de xifrat que s'ha utilitzat durant segles, i l'utlitzat pel rei de Plutonia
dels nostres exemples, es coneix com la criptograa de clau privada o la criptograa
de clau secreta, es a dir, l'anomenada llavor dels algorisme de la primera part del
treball. Aquest nom prove del fet de que tant el remitent com el destinatari per a
comunicar-se utilitzen una clau, que aquesta ha de ser privada, ja que si es volen
comunicar en secret amb algu, primer hi ha que dir-li a aquesta persona la clau
criptograca que s'esta utilitzant per a la comunicacio. Aquest proces es denomina
distribucio de clau i es difcil de fer correctament, ja que la clau es, literalment, la
clau per a la seva seguretat, s'ha de aconseguir saber la clau tant el remitent com
el destinatari sense que caigui en mans equivocades. I si tens un mitja segur per a
l'envio de la clau, perque no enviar el missatge en primer lloc?
Durant anys, els Estats Units van utilitzar missatgers per a distribuir aquestes
claus. A un missatger se li va donar un malet tancat ple de claus per a xifrar
missatges diplomatics per al mes seguent. El malet estava exposat al canell del
servei de missatgeria i el correu podria abordar una aeronau per un terreny hostil.
Al dest, un funcionari de l'ambaixada va rebre el servei de missatgeria, el va portar
a l'ambaixada, va obrir les esposes (normalment el correu no tenia la capacitat
de desbloquejar ell mateix els punys). Si el correu sigues interceptat per agents
enemics, funcionaris en Washington se'n adonarien prompte i sabrien que no haurien
d'utilitzar les claus del malet.
Aquest tipus de criptograa tambe es coneix com criptograa simetrica ja que
amb la mateixa clau s'utilitza per als dos costats de la comunicacio.
A continuacio veurem un exemple de criptograa simetrica.
Programa d'encriptacio
L'exemple que hem fet consisteix en encriptar un text de tal manera que cada lletra
sigui codicada en una altra lletra completament aleatoria independentment de la
lletra original, aixo fa que el text tingui lletres aleatories que no guarden cap mena
de regularitat que pugui fer que un analista a simple vista pugui desxifrar. Aix
obtindrem un text on no s'entengui res que per desencriptar seria necessari fer el
pas invers de l'encriptacio i saber el metode del generador de la successio aleatoria
i la llavor utilitzada.
El primer programa que hem fet es per encriptar un text pla, utilitzant el metode
de la barreja amb la clau  2016 i obtenim el text encriptat. El que fa aquest
algorisme es agafar caracter a caracter el text pla i buscar el numero que li correspont
a la taula ASCII (valors imprimibles) (per veure la taula, Annex 6).
Agafem els codis del 32 al 126 inclosos, mes el Enter (codi 10) que sera el 127 dels
caracters agafats. Despres agafem un numero aleatori tret del metode de la barreja
i el transformem del 1 al 96, a aquest valor li sumem el numero que li correspont
el caracter, pas necessari per saber quina lletra es i poder fer el pas invers. Si ens
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passem de 127 li restem 96 i si es 127 li assignem 10 per a que sigui l'Enter.
Finalment, aquest valor el transformem en un caracter i l'imprimim al text en-
criptat.
El punt fort d'aquest programa es que el text encriptat es un text amb successio
uniforme sense cap regularitat. Pero el punt debil es que no tenim moltes llavors
possibles. El nostre programa te 231  1 = 2147483647 llavors possibles.
El programa es el seguent:
#include <stdio.h>
#include <stdlib.h>
#include "D:\_Treballs\TFG\Programes 3\Barreja\main.c"
int main() {
FILE *fp, *fe;
char caracter;
double valor_aleatori;
int llavor = -2016, valor, valor_enc;
fp = fopen ("text_pla.txt", "r");
fe = fopen ("text_encriptat.txt", "w");
if (fp == NULL || fe == NULL) {
printf ("Error a l'obrir l'arxiu\n");
} else {
while (feof(fp) == 0) {
/*Agafem caracter a caracter del fitxer que volem encriptar*/
caracter = fgetc(fp);
/*Valor que pren el valor en la taula ASCI (de 32 a 126 incloso)*/
valor = caracter;
/*Si tenim un salt de lnea el coloquem a la posicio 127*/
if (valor == 10) {
valor = 127;
}
/*Amb el metode de la barreja agafem un valor*/
valor_aleatori = barreja(&llavor);
/*Aquest valor el volem de 1 a 96 inclosos, per tant:*/
valor_enc = valor_aleatori*96 + 1;
valor += valor_enc;
if (valor > 127) {
valor -= 96;
}
if (valor == 127) {
valor = 10;
}
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/*A cada lletra li assignem la lletra corresponent a la
posicio del valor*/
caracter = (char)valor;
fputc(caracter, fe);
}
}
fclose (fp);
fclose (fe);
return 0;
}
El text pla que hem utilitzat com a exemple es aquest:
La criptografia es, tradicionalment, l'estudi de formes de convertir
informacio des de la seva forma original cap a un codi incomprensible,
de forma que sigui incomprensible pels que no coneguin aquesta tecnica.
La criptografia moderna utilitza les disciplines de les matematiques,
la informatica i l'electrotecnia. Algunes aplicacions de la criptografia
inclouen caixers automatics, contrasenyes i comers electronic.
Hem utilitzat un text sense accents ja que, com es veu al programa, hem agafat
els caracters del codi ASCII.
I el text que ens proporciona el programa es el seguent:
*@{wc0&Ml.Eex2DEOgIA"x566N"<kVKSNxWx<.5 ^Id^Cib>ohqkkZ$ERGT"$g&]Bi3I
g\y_>m_2D>N'!.'be+C66VxGn-,]9I,Jgqe5Gi$dK$uJJ5jfczbMw Lc57t0uKjR=R|S
kG4s2T3sI[R[4!T$O-"-pGeGonFB%b8hdB^sT)*~?rNwV25Q5Poe~~I?i~&rs`\7>FE1
@T:PUa2=^[_w+3gNAG+u<C
IX*\E
33M +I!kP0zlW@O$t
#wP?<GuoInF`0CoUwu`(nVQJ5eJY4'@22IJKcJaL6T~O[7kH4G{\ld97gMtpbK-w_1rL
KDcs3@'`ER8m"*32HY_=~:8bkV<8KuyL 9:'U~5iG g5cm[#PQx0;F]TYwEmtU[v=^`\
S{L:O+$vE>6KB(sdp|^;Xg|Aff}9"V+
I si aquest text el passem pel seguent programa ens torna el mateix text pla
(evidentment hem de tornar a utilitzat el mateix metode i la mateixa clau per
poder desencriptar fent el pas enrere del programa anterior, es a dir, a mes de
restar 96, ara sumem):
#include <stdio.h>
#include <stdlib.h>
#include "D:\_Treballs\TFG\Programes\Barreja\main.c"
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int main() {
FILE *fe, *fd;
char caracter;
double valor_aleatori;
int llavor = -2016, valor, valor_desenc;
fe = fopen ("text_encriptat.txt", "r");
fd = fopen ("text_desencriptat.txt", "w");
if (fe == NULL || fd == NULL) {
printf ("Error a l'obrir l'arxiu\n");
} else {
while (feof(fe) == 0) {
/*Agafem caracter a caracter del fitxer que volem desencriptar*/
caracter = fgetc(fe);
/*Valor que pren el valor en la taula ASCI (de 32 a 126 incloso)*/
valor = caracter;
/*Si tenim un salt de lnea el coloquem a la posicio 127*/
if (valor == 10) {
valor = 127;
}
/*Amb el metode de la barreja agafem un valor*/
valor_aleatori = barreja(&llavor);
/*Aquest valor el volem de 1 a 96 inclosos, per tant:*/
valor_desenc = valor_aleatori*96 + 1;
valor -= valor_desenc;
if (valor < 32) {
valor += 96;
}
if (valor == 127) {
valor = 10;
}
/*A cada lletra li assignem la lletra corresponent a la
posicio del valor*/
caracter = (char)valor;
fputc(caracter, fd);
}
}
fclose (fe);
fclose (fd);
return 0;
}
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5 Annexos
Annex 1
Implementacio de la crida de Randu amb sortida de punts de dimensio 3 en un
txer:
#include <stdio.h>
#include <stdlib.h>
#include "D:\_Treballs\TFG\Programes\Randu\main.c"
#include "D:\_Treballs\TFG\Programes\Minim\main.c"
#include "D:\_Treballs\TFG\Programes\Barreja\main.c"
int main() {
/*Punts que volem a R^3*/
int num = 1000;
int i, j;
float n;
/*Randu i minim ha de ser una llavor positiva, la barreja ha
de ser negativa*/
int llavor = 1992;
/*Guardo valors en fitxer*/
FILE *f;
f = fopen ("punts_randu.txt", "w");
if (f == NULL) {
printf ("Error a l'obrir l'arxiu\n");
} else {
for (i = 0; i < num; i++) {
for (j = 0; j < 3; j++) {
n = randu(&llavor);
/*Imprimim els punts*/
fprintf(f, "%f ", n);
}
fputs("\n", f);
}
}
fclose(f);
return 0;
}
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Annex 2
p = 1% p = 5% p = 25% p = 50% p = 75% p = 95% p = 99%
 = 1 0:00016 0:00393 0:1015 0:4549 1:323 3:841 6:635
 = 2 0:02010 0:1026 0:5754 1:386 2:773 5:991 9:210
 = 3 0:1148 0:3518 1:213 2:366 4:108 7:815 11:34
 = 4 0:2971 0:7107 1:923 3:357 5:385 9:488 13:28
 = 5 0:5543 1:1455 2:675 4:351 6:626 11:07 15:09
 = 6 0:8721 1:635 3:455 5:348 7:841 12:59 16:81
 = 7 1:239 2:167 4:255 6:346 9:037 14:07 18:48
 = 8 1:646 2:733 5:071 7:344 10:22 15:51 20:09
 = 9 2:088 3:325 5:899 8:343 11:39 16:92 21:67
 = 10 2:558 3:940 6:737 9:342 12:55 18:31 23:21
 = 11 3:053 4:575 7:584 10:34 13:70 19:68 24:72
 = 12 3:571 5:226 8:438 11:34 14:85 21:03 26:22
 = 15 5:229 7:261 11:04 14:34 18:25 25:00 30:58
 = 20 8:260 10:85 15:45 19:34 23:83 31:41 37:57
 = 30 14:95 18:49 24:48 29:34 34:80 43:77 50:89
 > 30  +
p
2 xp +
2
3
x2p   23 +O( 1p )
xp =  2:33  1:64  0:674 0:00 0:674 1:64 2:33
Taula 9: Taula de la 2
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Annex 3
p = 1% p = 5% p = 25% p = 50% p = 75% p = 95% p = 99%
n = 1 0:01000 0:05000 0:2500 0:5000 0:7500 0:9500 0:9900
n = 2 0:01400 0:06749 0:2929 0:5167 0:7071 1:0980 1:2728
n = 3 0:01699 0:07919 0:3112 0:5147 0:7539 1:1017 1:3589
n = 4 0:01943 0:08789 0:3202 0:5110 0:7642 1:1304 1:3777
n = 5 0:02152 0:09471 0:3249 0:5245 0:7674 1:1392 1:4024
n = 6 0:02336 0:1002 0:3272 0:5364 0:7703 1:1463 1:4144
n = 7 0:02501 0:1048 0:3280 0:5364 0:7755 1:1537 1:4246
n = 8 0:02650 0:1086 0:3280 0:5392 0:7797 1:1586 1:4327
n = 9 0:02786 0:1119 0:3280 0:5392 0:7825 1:1624 1:4388
n = 10 0:02912 0:1147 0:3297 0:5426 0:7845 1:1658 1:4440
n = 11 0:03028 0:1172 0:3330 0:5439 0:7863 1:1688 1:4484
n = 12 0:03137 0:1193 0:3357 0:5453 0:7880 1:1714 1:4521
n = 15 0:03424 0:1244 0:3412 0:5500 0:7926 1:1773 1:4606
n = 20 0:03807 0:1298 0:3461 0:5547 0:7975 1:1839 1:4698
n = 30 0:04354 0:1351 0:3509 0:5605 0:8036 1:1916 1:4801
n > 30 yp   16pn + 0( 1n) on y2p = 12 ln( 11 p)
yp = 0:07089 0:1601 0:3793 0:5887 0:8326 1:2239 1:5174
Taula 10: Taula de la distribucio del test Kolmogorov-Smirnov
Annex 4
Test 2 per a punts de dimensio 3:
#include <stdio.h>
#include <stdlib.h>
#include "D:\_Treballs\TFG\Programes\Randu\main.c"
#include "D:\_Treballs\TFG\Programes\Minim\main.c"
#include "D:\_Treballs\TFG\Programes\Barreja\main.c"
int main() {
/*Hi ha 10^3 cubs diferents*/
int s = 10, pos = 1000;
/*Matriu de 3 dimensions de s elements que ens marca les vegades
que surt cada element*/
int n[s][s][s];
/*En aquest cas totes les probabilitats son iguals*/
double p = 1./pos;
/*Punts aleatoris que volem en dimensio 3*/
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int num = 100000;
int i, j, k;
int posicio[3];
/*Valor de X^2*/
double v = 0;
/*Primer inicialitzem la matriu n a 0*/
for (i = 0; i < s; i++) {
for (j = 0; j < s; j++){
for (k = 0; k < s; k++){
n[i][j][k] = 0;
}
}
}
/*Apliquem el metode que vulguessim*/
/*Randu i minim ha de ser una llavor positiva, la barreja ha
de ser negativa*/
int llavor = -2016;
for (i = 0; i < num; i++) {
for (j = 0; j < 3; j++) {
/*Augmentem en una unitat a la posicio corresponent a
la matriu n*/
posicio[j] = barreja(&llavor)*s;
}
/*Comptem quan numeros ens surt a cada cub*/
n[posicio[0]][posicio[1]][posicio[2]] ++;
}
for (i = 0; i < s; i++) {
for (j = 0; j < s; j++){
for (k = 0; k < s; k++){
v += n[i][j][k]*n[i][j][k]/p;
}
}
}
v /= num;
v -= num;
printf("%f", v);
return 0;
}
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Annex 5
Programa per calcular la integral de f(x) = ex:
#include <stdio.h>
#include <stdlib.h>
#include <math.h>
#include "D:\_Treballs\TFG\Programes\Barreja\main.c"
int main() {
double integral, suma = 0;
int a = 0, b = 1;
double x, y;
/*Variancia*/
double sigma, sum_sigma = 0;
int i, n = 100000, llavor = -2016;
for (i = 0; i < n; i++) {
x = barreja(&llavor);
/*La funcio que volem integrar*/
y = exp(x);
/*Suma dels resultats*/
suma += y;
sum_sigma += y*y;
}
/*Valor de la integral*/
integral = ((double)(b-a)/n) * suma;
printf("%f\n", integral);
/*Valor de la variancia*/
sigma = ((double)(b-a)/n) * sum_sigma - integral*integral;
printf("%f", sigma);
return 0;
}
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Annex 6
Figura 2: Taula del codi ASCII
Aquesta taula son els caracters estandards del codi ASCII [22].
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6 Conclusions
Les conclusions que hem obtingut en aquest treball son:
 Amb ordenador no es poden generar successions aleatories, es poden simular,
es a dir, que podem generar successions pseudo-aleatories.
 Hem vist que el metode Randu compleix D1 pero no compleix D3.
 Es recomanable utilitzar sempre el metode de la barreja per als generadors de
numeros aleatoris ja que pretenen trencar la relacio que hi ha entre un terme
i el seguent per tal que passi millor les condicions Dk.
 Passar els tests estadstics es una condicio necessaria pero no sucient. Un
generador pot passar una proba i despres no passar-la si s'usa una altra llavor
o un altre segment del cicle.
 Un test d'aleatorietat sempre ens dira si no es aleatori, amb un marge d'error,
pero mai ens podra dir que es aleatori.
 Hem vist que amb una successio aleatoria podem calcular el valor d'integrals
amb un marge d'error petit.
 Hem encriptat un text de forma ecient amb un text de successio uniforme. A
mes, l'hem pogut desencriptar amb exit fent el pas enrere utilitzant el mateix
generador i la mateixa llavor.
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