Abstract
I. Introduction
Supervised learning is the task of inferring a function starting from a finite set of labeled examples. Among many open research problems today, one of the most crucial is how to efficiently perform supervised inference when the data of the problem is not available on a centralized location, being distributed among a network of interconnected agents [1] , [2] . Examples include peerto-peer (P2P) networks [3] , sensors [4] , robotic swarms, and many others. This is more difficult than simply parallelizing the training computation over a cluster of processors (e.g. [5] ), since many realworld unstructured networks do not possess any kind of centralized authority for collecting data, nor for coordinating the overall process [6] . Additionally, the data exchange might be limited due to bandwidth constraints or due to stringent privacy concerns over sensible portions of the data (e.g. medical records). As such, the agents in the network need to agree on a single model (such as a specific support vector machine) by only exchanging local messages among them, possibly with low knowledge of the structure of the network far from their spatial neighborhood [3] .
In the specific context of distributed learning for artificial neural networks, large amount of work has been made in proposing decentralized algorithms for feedforward models. Among them, we can cite distributed protocols for support vector machines [7] , functional-link networks [8] , linear neurons [9] , adaptive resonance theory (ART) networks [10] , and many others. However, as we argued in [11] , what is needed in many contexts is a distributed training algorithm for recurrent neural networks (RNNs). Thanks to the presence of recurrent connections, RNNs are able to efficiently capture the dynamics in the underlying process to be learned. Tasks that would benefit from such algorithms abound, including distributed multimedia classification [12] , event detection with array of microphones [13] , classification of texts in cluster environments [14] and prediction of highly nonlinear time-series in wireless sensor networks [4] . Still, it is known that training an RNN model is a challenging task even in a centralized context, which is far from being fully solved [15] - [18] . As such, there is a lack of available distributed protocols for RNN models satisfying all the requirements discussed above.
In [11] , a first step towards this aim was made for a simple class of RNNs, known as echo state networks (ESNs), belonging to the wider family of reservoir computing methods [19] . In an ESN, the recurrent portion of the network (called reservoir) is fixed in advance, generally by extracting its parameters from a known probability distribution [19] , [20] . Then, a feedforward output layer, called readout, is trained on top of the reservoir, using standard techniques from linear approximation theory, most notably ridge regression. Despite this simplification, ESNs have obtained remarkable results in many fields, including medical image segmentation [21] , load prediction [22] , language generation [23] , and several others. Based on the strict separation between reservoir and readout, in [11] we proposed a distributed algorithm for training ESNs, by using the well-known optimization routine known as alternating direction method of multipliers (ADMM) [24] . The algorithm is able to perform as good as a centralized counterpart, and the only communication requested to the agents in the network is the computation of distributed averages. This is achieved by the use of decentralized average consensus (DAC) [25] , [26] , an efficient network protocol designed to this end. Additionally, the algor ithm does not require the exchange of data points among the agents, thus preserving privacy.
At the same time, standard ridge regression may not be the most suitable training algorithm for ESNs, as demonstrated by works exploring readouts trained via support vector based algorithms [27] , elastic net penalties [22] , and others. Specifically, in this paper we are concerned with training a sparse readout, i.e. a readout where the majority of the connections are set to zero. In the centralized case, this has been explored in depth in [28] , where it is shown that a sparse readout can improve performance in specific scenarios. Moreover, having only a small number of connections can lead to extremely efficient implementations [29] , [30] , particularly on low-cost devices, and it has additional theoretical interests [31] . Thus, having the possibility of training sparse readouts for an ESN in a decentralized case can be a valuable tool. Since the readout is linear, sparsity can be enforced by including an additional L 1 regularization term to be minimized, resulting in the so-called LASSO algorithm [32] , which can be solved efficiently in a wide variety of ways [33] . The LASSO estimator has also been investigated extensively in the distributed setting (albeit only for linear models), and a short review in this sense is provided in the following section.
Based on the above discussion, the aim of this paper is to extend the distributed ESN protocol presented in [11] with the inclusion of a decentralized LASSO training algorithm [34] . As we show in the subsequent sections, this allows us to obtain very sparse networks. Apart from achieving a higher accuracy in specific settings (as discussed in Section II), sparseness in the readout strongly reduces the number of parameters required for describing the ESN, allowing to reduce the in-network bandwidth required during the training phase, and the computational cost of performing a prediction. In order to test the validity of the proposal, we investigate two distributed (noisy) prediction problems, involving the Mackey-Glass chaotic time-series and a 10th order nonlinear auto regressive moving average (NARMA) system. The rest of the paper is organized as follows. In Section II, we briefly investigate some works which are related to the topic of this paper, namely sparse linear models in distributed scenarios and in reservoir computing methods. Then, Section III introduces the basic ESN architecture which is used subsequently. In Section IV we present our distributed sparse algorithm, and we test it in Section V. Section VI concludes the paper, by providing a discussion on the current limitations and future directions of the present work.
Notation: In the rest of the paper, vectors are denoted by boldface lowercase letters, e.g. , a while matrices are denoted by boldface uppercase letters, e.g. .
A All vectors are assumed column vectors. The operator · p is the standard Lp norm on an Euclidean space. Finally, the notation [ ] a n is used to denote dependence with respect to a time-instant, both for time-varying signals (in which case n refers to a timeinstant) and for elements in an iterative procedure (in which case n is the iteration's index).
II. Related Works
In this section, we introduce some related works to the algorithm presented in this paper. Particularly, Section II-A describes works dealing with LASSO problems over a network of agents. Then, Section II-B provides an overview of ESN works dealing with sparse readouts.
a. Distributed laSSO over Networks
Distributed training of a sparse linear method (i.e. LASSO) has been investigated extensively in the literature recently. Particularly, Mateos et al. [34] reformulate the problem of LASSO in a separable form, and then solve it by enforcing consensus constraints with the use of the ADMM procedure. They present three different versions, which differ in the amount of computational resources required by the single agent. Particularly, in the simplest case, it is shown that the local update step can be computed by an elementary thresholding operation. Mota et al. [35] solve in a similar way a closely related problem, denoted as basis pursuit. In [34, Section V], the authors discuss also a distributed cross-validation procedure for selecting an optimal regularization factor in a decentralized fashion.
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where d is the dimensionality of the vector , b and f is a sufficiently small number. The resulting problem is then solved with the use of diffusion adaptation (DA), a distributed optimization framework where local update steps are interleaved with averaging steps.
A third approach, based on the method of iterative thresholding, is instead presented by Ravazzi et al. [37] , for both the LASSO problem and the optimally sparse ridge regression problem with an L0 regularization term. Results are similar to [34] , but the algorithm requires significantly less computations at every agent.
Much work has been done also in the case of online distributed LASSO problems, where data is arriving sequentially at each agent. Liu et al. [38] extend a distributed version of the standard least mean-square (LMS) filter, with the inclusion of L0 and L1 penalties, showing significant improvements with respect to the classical formulation when the underlying vector is sparse. A similar formulation is derived by Di Lorenzo and Sayed [9] , with two important differences. Firstly, they consider two different stages of information exchange, allowing for a faster rate of convergence. Secondly, they consider an adaptive procedure for selecting an optimal regularization coefficient.
In the case of second order online algorithms, Liu et al. [39] present an algorithm framed on the principle of maximum likelihood, with the use of expectation maximization and thresholding operators. An alternative, more demanding formulation, is presented by Barbarossa et al. [26, , where the optimization problem is solved with the use of the ADMM procedure.
B. Sparse Readouts for ESNs
In the ESN field, Dutoit et al. [28] were among the first to consider sparse readouts. They investigate different greedy methods to this end, including backward selection (where connections are removed one at a time based on an iterative procedure), random deletion, and others. Similar experiments are conducted by Kobialka and Kayani [40] . In both cases, improvements are found, in terms of both generalization accuracy and computational requirements.
The use of the LASSO algorithm, where sparsity is obtained by including an additional L1 regularization term, is derived by Ceperic and Baric [41] . It is also possible to combine ridge regression with the LASSO algorithm, obtaining the so-called elastic net penalty [42] . This has been investigated independently by Ceperic and Baric [41] , and Bianchi et al. [22] .
Finally, a few additional works are worth being mentioned here. First, Butcher et al. [43] consider sparse readouts for a particular ESN architecture, where static projections are added to the reservoir. Second, Scardapane et al. [30] investigate the more general problem of pruning the internal connections of the reservoir, by computing the correlation among different states. Sparse readouts in the context of unreliable nanoscale networks are instead investigated in [44] , [45] .
III. Echo State Networks
In this section, we introduce the basic elements of the ESN framework. First, we detail the ESN architecture in Section III-A. Then, we show how to train ESNs in Section III-B, both with the ridge regression algorithm, and with the LASSO strategy.
a. Structure of an ESN
As we stated in Section I, ESN processing is subdivided into a fixed reservoir, followed by an adaptable readout. This is shown schematically in Fig. 1 -is the (scalar) previous output of the network. The extension to a vector output is straightforward. Generally, the input is also supplemented by a unitary constant term, in order to provide an adaptable bias to the network. Additionally, during training it is possible to add an additional noise term in Eq. (2) to improve stability [20] . The new output of the ESN is then computed according to:
are adapted based on the training data, and ( ) fout $ is an invertible nonlinear function. An important point in designing an ESN is to achieve the so-called echo state property (ESP), which ensures the stability of the reservoir's states [20] . This is commonly achieved by rescaling the internal matrix W r r so that its largest eigenvalue (in absolute terms) is below a certain threshold, which ensures a contractive behavior in the presence of zero input. In our experiments we follow this heuristic, as more advanced strategies tend to be either more complex [46] , or too restrictive from a practical point of view [47] .
B. training the ESN
Training of an ESN is divided in three parts, due to the strict division between reservoir and readout. First, the fixed weights (shown with dashed lines in Fig. 1 ) are stochastically assigned at the beginning of the learning process. More details on this are provided in the experimental section. Next, suppose we are provided with a sequence of Q desired input-output pairs:
In the 'warming' phase, this sequence is fed to the reservoir, giving a second sequence
During this phase, since the output of the ESN is not available for feedback, the desired output is used instead in Eq. (2). Next, let us define the hidden matrix H and output vector d as:
In the original implementation of ESNs, the optimal output weight vector is given by solving a ridge regression leastsquare problem as: 
Practically, we can also remove the initial elements (denoted as 'wash-out' elements) from the sequence when solving the least-square problem, due to their transient state. However, we are interested in training a sparse readout, where most of the elements in w ) are set to zero. As shown in [28] , this can lead to better regularization and, more importantly, it is more efficient to be implemented in low-cost hardware. To this end, we consider the standard LASSO problem originally introduced in [32] :
where the L1 norm w 1 acts as a proxy of the L0 norm, allowing for sparse results. The solution to problem (8) cannot be obtained in closed form anymore, however, many efficient methods are available to solve it [33] .
IV. Distributed Sparse ESNs
This section, which is the main innovative part of the present paper, introduces the sparse distributed algorithm for ESNs. In Section IV-A, following the ideas in [11] , we detail our network's model and we formulate the distributed ESN training problem. Section IV-B details an ADMM-based algorithm for solving it, derived from the work in [34] . As is shown next, the communication among agents is restricted to a distributed computation of averages. How to achieve this with the DAC protocol is the topic of Section IV-C.
a. Formulation of the Problem
For the rest of the paper, we suppose that the data of the problem, corresponding to the state matrix H and output vector , y are not available on a centralized location. Instead, they are distributed row-wise over a network of L interconnected agents, each of which observes only a specific part of the available training samples. As an example, in a wireless sensor network (WSN), different sensors can make different observations of the underlying process that is common to all the sensors. For the purpose of this paper, we assume that the connectivity is known a-priori and is fixed. Given this, we can fully describe the connectivity between the agents in the form of an L L # connectivity matrix , C where C 0 ij ! if and only if agents i and j are connected or . i j = We assume that the network is connected (i.e., every agent can be reached from any other agent with a finite number of steps), and undirected (i.e., C is symmetric).
For the purpose of applying the resulting algorithm to the widest possible class of problems, we also make two additional assumptions. First, agents can only communicate among their spatial neighbors, which ensures that the algorithm is applicable also in the case of largely unstructured networks, where no multi-hop communication protocols are available. Second, we are interested in training algorithms which do not require the exchange of training samples among the agents, an aspect that is crucial in big data and sensible applications [11] .
Let us assume that all agents in the network have agreed on the choice of the fixed matrices , W W i r r r and . w o r This can be achieved in a variety of networkdependent modes, and we do not concern ourselves with this aspect here. In the simplest of cases, this choice can actually be pre-implemented on the agents, for example, by agreeing on a specific seed for the pseudo-random number generator. We denote with Hk and dk the hidden matrices and output vectors, computed at the kth agent according to Eqs. (4)- (5) with its local dataset of observations. In this case, extending Eq. (8), the global optimization problem for an ESN with a sparse readout can be stated as:
B. Solving the Distributed Optimization Problem
The problem in Eq. (9) is a standard distributed LASSO problem, which can be solved with any technique among those described in Section II-A. Particularly, we choose the ADMM algorithm described in [24] , [34] for a number of reasons. First, the ADMM is probably the widest employed algorithm for convex distributed optimization, due to its conceptual simplicity and efficiency [24] . Second, the original distributed ESN presented in [11] is also based on the ADMM algorithm, which ensures a fair comparison of the two implementations. The ADMM algorithm can be derived in three successive steps. First, in order to decouple the problem at every agent, we introduce L local variables wk for each agent, and we force them to be equal at convergence. This results in the following constrained optimization problem:
The ADMM requires the formulation of an augmented Lagrangian, which is composed of the standard Lagrangian function, supplemented by an additional L2 term, which enforces the convergence: 
H w d z t w z w z
where the additional term is weighted by a scalar , R ! c + and tk are the L sets of Lagrange multipliers. Based on this, the overall optimization problem is solved by using a three-step iterative procedure. At every iteration, we first optimize separately for wk and , z and then we update the Lagrangian multipliers using a steepest-descent approach:
where with a slight abuse of notation we used [ ] n t (and similarly for the other variables) to denote the set of L 
where we have introduced the averages:
The soft-thresholding operator ( ) S $ a in Eq. (16) We can see that the first and third updates can be computed locally at every agent, while in the second update communication is restricted to an average computation. The next section shows how this can be implemented in general networks via the use of the DAC protocol. Before that, however, we make two remarks on Eq. (15) . First, the matrix inversion does not depend on the specific iteration, and it can be cached for subsequent evaluations. More advanced speed-ups can also be obtained by caching the Cholesky decomposition [34] . Second, suppose that on an agent we have , N N N k i r % + where Nk is the number of observations available at agent .
k Then, we can exploit the matrix inversion lemma to obtain a more convenient matrix inversion step (see [34, Remark 3] 
.
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C. Distributed Computation of the averages
From the previous section, it is possible to see that the only communication required by our training algorithm is the computation of the two averages (at every iteration) [ ] n 1 w + t and [ ]. n t t Clearly, the specific implementation of this step is dependent on the actual details of the communication layer of the network. While we focus on the DAC protocol, which is typical in WSN networks, we stress that many other possibilities are available and can be used with our training algorithm, such as the use of random walks for computing approximate sums [48] . DAC is an interesting choice, however, since it requires communication only between neighbors in the network. Additionally, its asymptotic behavior has been investigated indepth, with many variants proposed in the literature [3] .
Each agent initializes its estimate of the global average as:
where we have stacked the two vectors in order to compute both averages in a single step. Additionally, we have introduced a second time index to denote the internal iteration for computing the average. In a DAC algorithm, this value is iteratively refined at every agent as:
where Ckl denotes the ( , ) k l -th entry of the connectivity matrix , C and Nk denotes the set of agents to which agent k is directly connected. Due to the way in which this matrix is constructed, every agent iteratively computes a weighted average of the values of its neighbors' estimates. Under suitable choices of the connectivity matrix (see [49] ), the iteration defined by Eq. (21) converges to the global average at every agent, i.e.
More specifically, for networks which are undirected and connected (as those considered in this paper), the connectivity matrix must respect:
where ( ) $ t denotes the spectral radius operator. As an example, in this work we consider the so-called 'max-degree' weights given by:
where dk is the degree of agent , k and d is the degree of the network. The overall distributed sparse ESN algorithm is summarized in Algorithm 1.
V. Experimental Validation a. Experimental Setup
In order to test the validity of the proposed algorithm, we employ two standard time-series prediction tasks. The first one is the Mackey-Glass (MG) time-series, defined in continuous time by the differential equation:
We use the common assignment . , . , 
where similarly to before we include a noise term. The output is then squashed to the interval , 1 1 -+ 6 @ by the nonlinear transformation:
where d t is the empirical mean computed from the overall output vector. We generate one training sequence of 6,000 elements, and one test sequence of 4,000 elements. For the ESN architecture, we select N 500 r = in order to have a slightly redundant reservoir, while the other design parameters are chosen in accordance to the grid-search procedure detailed in [11] . In particular, we make the following choices: 
6
@ and we discard D 600 = initial elements from the training sequence. After running the trained ESN on the test samples, we gather the predicted outputs , , , y yK 1 f u u where K is the number of testing samples after removing the wash-out elements from the test sequence. From these, we compute the normalized root meansquared error (NRMSE), defined as:
where d v t is an empirical estimate of the variance of the true output samples , , .
To average out empirical effects due to stochastic assignments, 
B. Comparisons in the Centralized Case
We begin our experimental evaluation by comparing the standard ESN and the ESN trained using the LASSO algorithm (denoted as L1-ESN) in the centralized case. This allows us to better investigate their behavior, and to choose an optimal regularization parameter .
m Particularly, we analyze test error, training time, and sparsity of the resulting L1-ESN when varying m in 10 j -, with j going from 1 to 6. The LASSO problems are solved using a freely available implementation of the iterated ridge regression algorithm by Schmidt [50] , [51] . 2 The algorithm works by approximating the L1 term in (8) , and iteratively solving the resulting ridge regression problem. Results are presented in Fig. 2 , where results for MG and N10 are shown in the left and right columns, respectively.
First of all, we can see clearly from effect of the two algorithms is similar, a result in line with the previous works [28] . Particularly, for large regularization factors, the estimates tend to provide an unsatisfactory test error, which, however, is relatively stable for sufficiently small coefficients. The tendency to select such a small factor is to be expected, due to the artificial nature of the datasets. A minimum in test error is reached for j around -5 for MG, and j around -4 for N10. With respect to the training time, ridge regression is relatively stable to the amount of regularization, as the matrix to be inverted tends to be already well conditioned. Training time of LASSO is regular for MG, while it slightly increases for larger values of j in the N10 case, as shown in Fig. 2(d) . In all cases, however, it is comparable to that of ridge regression, with a small increase of 0.5 seconds in average.
The most important aspect, however, is evidenced in Figs. 2(e) and 2(f ). Clearly, sparsity of the readout goes from almost 100% to 0% as the regularization factor decreases. At the point of best test accuracy, the resulting readout has an average sparsity of 70% for MG and 38% for N10. This, combined with the simultaneous possibility of pruning the resulting reservoir [28] , [30] , can lead to an extreme saving of computational resources requested at the single sensor during the prediction phase. In order to provide a simpler comparison of the results, we also display them in tabular form in Table 1 .
C. Comparisons in the Distributed Case
We now consider the implementation of the distributed L1-ESN over a network of agents. More in details, training observations are uniformly subdivided among the L agents in a predefined network, with L varying from 5 to 30 by steps of 5. For every run, the connectivity among the agents is generated randomly, such that each pair of agents has a 25% probability of being connected, with the only global requirement that the overall network is connected. The following three algorithms are compared: 1) Centralized ESN (C-L1-ESN):
this simulates the case where training data is collected on a centralized location, and the net is trained by directly solving problem in Eq. (9). This is equivalent to the ESN analyzed in the previous section, and following the results obtained there, we set 10 
Results of this set of experiments are presented in Fig. 3 . Similarly to before, results from the two datasets are presented in the left and right columns, respectively. From Figs. 3(a) and 3(b) we see that, although L-L1-ESN achieves degrading performance for bigger networks (due to the lower number of measurements per agent), ADMM-L1-ESN is able to effectively track the performance of the centralized counterpart, except for a small deviation in MG. Indeed, it is possible to reduce this gap by increasing the number of iterations; however, the performance gain is not balanced by the increase in computational cost. With respect to the training time, it is possible to see from Figs. 3(c) and 3(d) that the training time is relatively steady for larger networks in ADMM-L1-ESN, showing its feasibility in the context of large sensor networks. Moreover, the computational cost requested by the distributed procedure is low and, in the worst case, it requires no more than 1 second with respect to the cost of a centralized counterpart. Clearly, in a practical situation, this must be supplemented by an analysis of the communication cost incurred over the channel, however, this aspect goes outside the current paper and it is well established in the literature [26] . Overall, we can see that our distributed protocol allows for an efficient implementation in terms of performance and training time, while at the same time guaranteeing a good level of sparsity of the resulting readout. This, in turn, is essential for many practical implementations where computational savings are necessary.
Some additional insights into the convergence behavior of ADMM-L1-ESN can also be obtained by analyzing the evolution of the so-called (primal) residual, given by [24] :
As can be seen from Fig. 4 (shown with a logarithmic y-axis), this rapidly converges towards 0, ensuring that the algorithm is able to reach a stationary solution in a relatively small number of iterations.
VI. Conclusions
In this paper, we have proposed a distributed training protocol for ESNs, which is guaranteed to provide a sparse readout. This leads to efficient implementations in low-cost hardware and considerable computational savings. The algorithm is based on a well-known distributed implementation of the LASSO problem, and it is formulated only in terms of local exchanges of information among neighboring agents. Overall, this represents one of the first fully distributed algorithms for recurrent neural network architectures. As such, it has a wide range of possible applications, including prediction over sensor networks, action modeling in a robotic swarm, distributed multimedia classification, and many others. Additionally, linking sparse modeling with RNNs has further theoretical interests. Future works can consider the implementation of more efficient distributed LASSO procedures, such as those presented in Section II-A. More in general, it is possible to consider other distributed training criteria (such as training via a support vector algorithm) to be implemented in a distributed fashion. Finally, ESNs are known to perform worse for problems that require a long memory. In this case, it is necessary to devise distributed strategies for other classes of recurrent networks, such as LSTM architectures. 
