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Abstract: Consider a portfolio choice problem maximizing the expected return and simultaneously minimizing
a general (and frequently coherent) risk measure. This paper shows that every stock (or stock index) is often
outperformed by a buy and hold strategy containing some of its derivatives and the underlying stock itself. As a
consequence, every investment only containing international benchmarks will not be efficient and the investors
must properly add some derivatives. Though there is still a controversy, this findin had been pointed out in
dynamic frameworks, but the novelty is that one does not need to rebalance the portfolio of derivatives before their
expiration date. This is very important in practice because transaction costs are sometimes significan when trading
derivatives.
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1 Introduction
There are many papers whose main purpose is to study
whether it is or it is not interesting to incorporate
derivatives in order to compose efficien portfolios
(Ahn et al., 1999, Haugh and Lo, 2001, Constanti-
nides et al., 2011, etc.). Actually, though there still
exits some controversy, it is becoming accepted that
derivatives are frequently useful. This usefulness has
been empirically pointed out by Balbás et al. (2016a),
among others. They showed that the most important
international stock indices may be outperformed (ac-
cording to the Sharpe ratio) by combinations of their
derivatives. Nevertheless, these authors dealt with a
dynamic framework, and the investor had to rebal-
ance her/his position frequently, provoking frictions
and other transaction costs.
In this paper we will prove that derivatives also
allow us to improve the portfolio (risk; return) if
one is looking for a buy and hold strategy, i:e:,
if the investment is not going to be rebalanced
within a significan time interval. Since the re-
turn variance (or the return standard deviation) is
not a good risk measure when dealing with deriv-
atives and other asymmetric securities because it is
not compatible with the second order stochastic dom-
inance (Ogryczak and Ruszczynski, 1999), we have
selected alternative risk measures such as the condi-
tional value at risk (CV aR, Rockafellar and Uryasev,
2000) the weighted CV aR (WCV aR, Rockafellar et
al., 2006), and other recently introduced risk measures
(Goovaerts and Laeven, 2008, Aumann and Serrano,
2008, Artzner et al., 1999, Rockafellar et al., 2006,
etc.). Furthermore, in order to get a model-free ap-
proach, we will also deal with worst case risk mea-
sures such as the robust CV aR (RCV aR, Balbás et
al., 2016b).1
The paper outline is as follows. Section 2 will be
devoted to fixin notations and assumptions. The buy
and hold portfolio choice problem will be presented
and studied in Section 3. The most important results
will be the necessary and sufficien optimality condi-
tions of Theorem 1 and Corollary 2, as well as the
characterization of Theorem 5, where we will show
that the absence of derivatives in the optimal strategy
1It is worth to pointing out that many classical actuarial and/or
financia problems have been revisited with the new risk measure-
ment methodologies (Kalichenko et al., 2012, Guan and Liang,
2014, Peng and Wang, 2016, Zhuang et al., 2016, etc.).
RQO\ KROGV XQGHU YHU\ UHVWULFWLYH DVVXPSWLRQV %H
VLGHV 5HPDUN 6 ZLOO VKRZ WKDW WKH FRQGLWLRQV RI 7KH
RUHP 5 ZLOO EDUHO\ KROG LI SULFHV DUH JLYHQ E\ D WKH
RUHWLFDO DVVHW SULFLQJ PRGHO ELQRPLDO PRGHO %ODFN
DQG 6FKROHV VWRFKDVWLF YRODWLOLW\ HWF
:H ZLOO SUHVHQW D VLPSOH QXPHULFDO H[DPSOH LQ
6HFWLRQ 4 7KLV H[DPSOH ZLOO EH YHU\ LOOXVWUDWLYH VLQFH
LW ZLOO VKRZ WKDW WKH DSSURDFK PD\ EH UHDOO\ PRGHO
IUHH DQG RQO\ WKH LQIRUPDWLRQ SURYLGHG E\ WKH PDUNHW
i.e. WKH PDUNHW TXRWDWLRQV PD\ PDWWHU 7KLV LV LP
SRUWDQW EHFDXVH VHYHUDO UHDVRQV PD\ SURYRNH VLJQLIL
FDQW GLVFUHSDQFLHV EHWZHHQ WKH WKHRUHWLFDO SULFHV SUR
YLGHG E\ WKH DYDLODEOH SULFLQJ PRGHOV DQG WKH UHDO TXR
WDWLRQV UHIOHFWH E\ D UHDO GHULYDWLYH PDUNHW 'DYLV HW
DO  %RQGDUHQNR  HWF 0RUHRYHU WKH H[
SHULPHQW RI 6HFWLRQ 4ZLOO FOHDUO\ LOOXVWUDWH KRZ GHULY
DWLYHV ZLOO UHDOO\ LPSURYH WKH SRUWIROLR SHUIRUPDQFH
DQG WKHUHIRUH VRPH GHULYDWLYHV ZLOO RIWHQ EHORQJ WR WKH
RSWLPDO SRUWIROLR
7KH ODVW VHFWLRQ SUHVHQWV WKH PDLQ FRQFOXVLRQV RI
WKH SDSHU
 3UHOLPLQDULHV DQG 1RWDWLRQV
&RQVLGHU WKH SUREDELOLW\ VSDFH (Ω,F , IP) FRPSRVHG
RI WKH VHW RI VWDWHV RI QDWXUH Ω WKH σ−DOJHEUD F DQG
WKH SUREDELOLW\ PHDVXUH IP $V XVXDO GHQRWH E\ L2 WKH
+LOEHUW VSDFH RI UHDO YDOXHG UDQGRP YDULDEOHV y RQ Ω
VXFK WKDW IE

y2

< ∞ HQGRZHG ZLWK WKH LQQHU SURG
XFW (x, y) → IE (xy) DQG QRUP y2 =

IE

y2
1/2
IE (.) UHSUHVHQWLQJ PDWKHPDWLFDO H[SHFWDWLRQ :H ZLOO
EH GHDOLQJ ZLWK D ILQLW FROOHFWLRQ RI DYDLODEOH VHFX
ULWLHV {S0, S1, ..., Sm} ⊂ L2 ZKHUH S0 = 1 ZLOO EH
WKH ULVNOHVV DVVHW DQG S1 ZLOO UHSUHVHQW WKH XQGHUO\LQJ
DVVHW RI WKH UHVW RI VHFXULWLHV {S2, S3, ..., Sm} ZKLFK
ZLOO EH (XURSHDQ VW\OH GHULYDWLYHV ZLWK WKH VDPH H[
SLUDWLRQ GDWH T  $VVXPH WKDW {S0, S1, ..., Sm} DUH
OLQHDUO\ LQGHSHQGHQW DQG VXSSRVH WKDW WKHLU FXUUHQW
SULFHV p0 = 1, p1, ..., pm DUH REVHUYDEOH LQ WKH PDU
NHW 6LQFH p0 = 1 ZH DUH FRQVLGHULQJ D QXOO LQWHUHVW
UDWH 2EYLRXVO\ WKLV DVVXPSWLRQ LV QRW DW DOO UHVWULF
WLYH DQG LWV IXOILOOPHQ FDQ EH HDVLO\ DFKLHYHG E\ WKH
XVXDO WKH QRUPDOL]DWLRQ PHWKRG ,Q RUGHU WR SUHYHQW
VRPH PDWKHPDWLFDO SUREOHPV LPSRVH $VVXPSWLRQ 1
EHORZ
$VVXPSWLRQ  IP (Sj ≥ 0) = 1 j = 1, 2, ...,m
&RQVHTXHQWO\ WKH DEVHQFH RI DUELWUDJH LPSOLHV WKDW
pj > 0 j = 1, 2, ...,m 
i.e. WKHUH DUH QR QRQWULYLDO OLQHDU FRPELQDWLRQV OHDGLQJ WR
WKH QXOO DVVHW RU HTXLYDOHQWO\ WKH UDQJH RI WKH FRYDULDQFH PDWUL[
RI {S, S, ..., Sm} HTXDOVm
,I ρ : L2 −→ IR LV D ULVN PHDVXUH WKHQ ρ (y)
PD\ EH XQGHUVWRRG DV WKH ³ULVN´ DVVRFLDWHG ZLWK WKH
ZHDOWK y IRU HYHU\ y ∈ L2 /HW XV DVVXPH WKDW ρ VDW
LVILH D UHSUHVHQWDWLRQ WKHRUHP LQ WKH OLQH RI $UW]QHU
HW DO  RU 5RFNDIHOODU HW DO  0RUH SUH
FLVHO\ FRQVLGHU WKH VXEJUDGLHQW RI ρ
Δρ =

z ∈ L2;−IE (yz) ≤ ρ (y) ,∀y ∈ L2

⊂ L2

FRPSRVHG RI WKRVH OLQHDU H[SUHVVLRQV ORZHU WKDQ ρ
Δρ ZLOO EH FRQYH[ DQG ZHDNO\−FRPSDFW 6FKDHIIHU
 DQG ρ ZLOO EH LWV HQYHORSH LQ WKH VHQVH WKDW
ρ (y) =Max {−IE (yz) ; z ∈ Δρ} 
ZLOO KROG IRU HYHU\ y ∈ L2 )XUWKHUPRUH ZH ZLOO DOVR
DVVXPH WKDW
{1} ⊂ Δρ ⊂

z ∈ L2; IE (z) = 1


DQG
Δρ ⊂

z ∈ L2; IP (z ≥ 0) = 1

. 
7KHVH DVVXPSWLRQV DUH HTXLYDOHQW WR WKH XVXDO SURSHU
WLHV RI FRQWLQXLW\ VXEDGGLWLYLW\ KRPRJHQHLW\ PHDQ
GRPLQDQFH WUDQVODWLRQ LQYDULDQFH DQG PRQRWRQLFLW\
7R VXP XS ZH KDYH
$VVXPSWLRQ  ρ : L2 −→ IR LV FRQWLQXRXV VXE
DGGLWLYH ρ (y1 + y2) ≤ ρ (y1) + ρ (y2) LI y1, y2 ∈
L2 KRPRJHQHRXV ρ (αy) = αρ (y) LI y ∈ L2 DQG
α ≥ 0 PHDQ GRPLQDWLQJ ρ (y) ≥ −IE (y) LI y ∈
L2 WUDQVODWLRQ LQYDULDQW ρ (y + k) = ρ (y) − k LI
y ∈ L2 DQG k ∈ IR DQG GHFUHDVLQJ ρ (y1) ≤ ρ (y2)
LI y1, y2 ∈ L2 DQG IP (y1 − y2 ≥ 0) = 1 
7KH FORVHG VXEVSDFH Y ⊂ L2 JHQHUDWHG E\ WKH
m + 1 DYDLODEOH DVVHWV ZLOO UHSUHVHQW WKH VHW RI SD\
RIIV ZKLFK FDQ EH DWWDLQHG E\ PHDQV RI D EX\ DQG KROG
RU VWDWLF VWUDWHJ\ DQG WKH SULFLQJ UXOH
Π
⎛
⎝
m
j=0
yjSj
⎞
⎠ =
m
j=0
yjpj . 
ZLOO SURYLGH XV ZLWK WKH FXUUHQW SULFH RI 3RUWIROLR
(yj)
m
j=0 ∈ IRm+1 RU 3D\RII
m
j=0 yjSj +HQFH
Π : Y → IR PD\ EH XQGHUVWRRG DV D OLQHDU DQG FRQ
WLQXRXV UHDO YDOXHG IXQFWLRQ RQ Y 
 3RUWIROLR FKRLFH SUREOHP
$ XVXDO LQ WKH 0DUNRZLW] DSSURDFK DQG LQ UHFHQW VWXG
LHV DERXW SRUWIROLR VHOHFWLRQ LQYROYLQJ ULVN PHDVXUHV
$JDUZDO DQG 1DLN  6WR\DQRY HW DO  %DO
EiV HW DO  'XSDFRYi DQG .RSD  =KDR
and Xiao, 2016, etc.), the optimal investment strategy
will simultaneously maximize the expected return and
minimize the global risk. Thus, our main problem will
be 8>>>><>>>>:
Min 
Pm
j=0 yjSj

Pm
j=0 yjpj  1
IE
Pm
j=0 yjSj

 R
yj 2 IR; j = 0; 1; :::;m
(6)
R > 1 denoting the desired expected return. Problem
(6) is convex due to Assumption 2. Bearing in mind
this assumption, (1), (2), (3) and (4), and proceeding
as in Balbás et al. (2013), one can prove the existence
of a linear dual problem characterizing the solutions
of (6). Hence, let us present the result below whose
proof will be omitted because a similar one is avail-
able in the cited reference.
Theorem 1 Consider Problem8>><>>:
Max R  
IE

Sj
pj
(z + )

= ; j = 0; 1; :::;m
  0;   0; z 2 
(7)
(; ; z) 2 IR IR L2 being the decision variable.
a) If Problem (6) is feasible bounded then Prob-
lem (7) is feasible, bounded and solvable, and the op-
timal values of (6) and (7) coincide.
b) Suppose that y is (6)-feasible and (; ; z)
is (7)-feasible. Then, y solves (6) and (; ; z)
solves (7) if and only if the complementary slackness
conditions below8>><>>:
Pm
j=0 y

j IE (Sjz) 
Pm
j=0 y

j IE (Sjz
) ; 8z 2 


1 Pmj=0 pjyj = 0

Pm
j=0 y

j IE (Sj) R

= 0
hold. 
The firs constraint of Problem (6) allows us to
simplify the dual problem.
Corollary 2 Consider Problem8>><>>:
Max (R  1)  1
IE

Sj
pj
(z + )

= 1 + ; j = 0; 1; :::;m
  0; z 2 
(8)
(; z) 2 IR L2 being the decision variable.
a) If Problem (6) is feasible and bounded then
Problem (8) is feasible, bounded and solvable, and
the optimal values of (6) and (8) coincide.
b) Suppose that y is (6)-feasible and (; z) is
(8)-feasible. Then, y solves (6) and (; z) solves
(8) if and only if the complementary slackness condi-
tions below8><>:
Pm
j=0 y

j IE (Sjz) 
Pm
j=0 y

j IE (Sjz
) ; 8z 2 Pm
j=0 pjy

j = 1

Pm
j=0 y

j IE (Sj) R

= 0
(9)
hold.
Proof. Suppose that  = 1 +  must hold for every
(7)-feasible element (; ; z) 2 IR IR L2. Then,
the result will trivially follows from Theorem 1 above.
Besides, the relationship between  and  is an obvi-
ous consequence of (3) and the firs constraint of (7)
for j = 0. 
Remark 3 Notice that the solution (; z) of (8)
does not depend on R > 1, and therefore this opti-
mization problem essentially remains the same if the
objective function is replaced by . Furthermore, due
to (3), the fi st constraint of (8) becomes obvious if
j = 0, and therefore straightforward manipulations
imply that (8) and Problem8>><>>:
Max 
IE

Sj
z + 
1 + 

= pj ; j = 1; :::;m
  0; z 2 
(10)
are equivalent.
If (; z) solves (10), then Corollary 2a implies
that
 (R) = (R  1)   1 (11)
will be the relationship between the desired return
R > 1, and the associated optimal risk level  (R).
Notice that (11) is an affin expression. This result
was already pointed out by Balbás et al. (2010) in
a more general setting. Since  is the slope of the
straight line (11), this parameter will be called the
market price of risk. 
As said in Section 2, S1 is a risky index (or share)
and the underlying asset of Sj , j = 2; 3; :::;m. Since
the (null) riskless rate may be attained with the risk-
less asset, it is natural to assume that investors will not
buy S1 for a similar or lower expected return. There-
fore, the assumption IE (S1) > p1 is natural too. Be-
sides, a positive relationship (slope) between the de-
sired expected return and the optimal risk is also con-
sistent with many classical finding in portfolio the-
ory. Thus, bearing in mind (11), it seems natural to
impose that  > 0. To sum up;
$VVXPSWLRQ  ,QHTXDOLWLHV IE (S1) > p1 DQG
μ∗ > 0 KROG 
&RQGLWLRQV  HQDEOH XV WR ILQ WKH RSWLPDO VWUDW
HJ\ ZKHQ WKHUH DUH QR DYDLODEOH GHULYDWLYHV
/HPPD  6XSSRVH WKDW  LV IHDVLEOH ERXQGHG DQG
VROYDEOH 6XSSRVH WKDW m = 1 7KHQ WKH VROXWLRQ RI
 LV


y∗1 = (R− 1) / (IE (S1)− p1)
y∗0 = 1− p1y∗1

ZKHUHDV HYHU\ VROXWLRQ RI  LV FKDUDFWHUL]HG E\


μ∗ = (p1 + ρ (S1)) / (IE (S1)− p1)
IE (z∗S1) = −ρ (S1) and z∗ ∈ Δρ

3URRI 7KH VHFRQG DQG WKLUG FRQGLWLRQ RI  DORQJ
ZLWK $VVXPSWLRQ 3 WULYLDOO\ OHDG WR  7KH ILUV
FRQGLWLRQ RI  LPSOLHV WKDW
y∗1IE (S1z) ≥ y∗1IE (S1z∗) , ∀z ∈ Δρ.
6LQFH WKH ILUV HTXDOLW\ RI  LPSOLHV WKDW y∗1 > 0 ZH
KDYH
IE (S1z) ≥ IE (S1z∗) , ∀z ∈ Δρ,
DQG  WULYLDOO\ OHDGV WR WKH VHFRQG HTXDOLW\ RI 
/DVWO\ WKH ILUV HTXDOLW\ LQ  WULYLDOO\ IROORZV IURP
WKH I UVW FRQVWUDLQW LQ  DQG WKH HTXDOLW\ IE (z∗S1) =
−ρ (S1)
&RQYHUVHO\ LI  KROGV WKHQ LW LV HDV\ WR VHH WKDW
(μ∗, z∗) LV IHDVLEOH DQG DQG WKHUHIRUH LW VROYHV WKH
SUREOHP EHFDXVH  LV VROYDEOH &RUROODU\ 2 DQG 5H
PDUN 3 DQG WKH SURYHG LPSOLFDWLRQ VKRZV WKDW LWV RS
WLPDO YDOXH LV μ∗ 
7KHRUHP  6XSSRVH WKDW m > 1 6XSSRVH WKDW  LV
IHDVLEOH ERXQGHG DQG VROYDEOH &RQVLGHU D VROXWLRQ
(μ∗, z∗) RI  7KH VROXWLRQ y∗ FRQWDLQV QR GHULYD
WLYHV i.e. y∗j = 0 j = 3, 4, ...,m LI DQG RQO\ LI
IE

Sj
z∗ + μ∗
1 + μ∗
	
= pj , j = 2, ...,m. 
,I VR (y∗0, y∗1) LV JLYHQ E\  DQG (μ∗, z∗) LV JLYHQ E\

3URRI ,I y∗ = (y∗0, y∗1, 0, ..., 0) VROYHV  WKHQ
(y∗0, y
∗
1) VROYHV WKH VDPH SUREOHP ZKHQ S2, S3, ..., Sm
DUH UHPRYHG 7KXV /HPPD 4 LPSOLHV WKDW  DQG
 PXVW KROG )XUWKHUPRUH WKH ILUV FRQVWUDLQW LQ
 LPSOLHV 
&RQYHUVHO\  LPSOLHV WKH IXOILOOPHQ RI WKH ILUV
FRQVWUDLQW RI  DQG WKH UHVW RI FRQVWUDLQWV RI  DQG
 DORQJ ZLWK WKH FRQGLWLRQV LQ  EHFRPH REYLRXV
LI ZH EHDU LQ PLQG WKDW  LV VROYDEOH GXH WR WKH 7KH
RUHP DVVXPSWLRQV 
5HPDUN  6XSSRVH WKDW WKH SULFLQJ UXOH Π RI  FDQ
EH H[WHQGHG WR WKH ZKROH VSDFH L2 DQG WKH H[WHQ
VLRQ Π : L2 −→ IR LV VWLOO GHQRWHG E\ Π DQG LW LV
DQ LQFUHDVLQJ DQG OLQHDU DQG WKHUHIRUH FRQWLQXRXV
6FKDHIIHU  IXQFWLRQ 7KHQ WKHUH H[LVWV D XQLTXH
zΠ ∈ L2 VXFK WKDW
Π (y) = IE (yzΠ) , 
KROGV IRU HYHU\ y ∈ L2
IP (zΠ > 0) = 1 
DQG
IE (zΠ) = 1.
zΠ LV XVXDOO\ FDOOHG VWRFKDVWLF GLVFRXQW IDFWRU SDF 
'XIIL  %HDULQJ LQ PLQG  LI m > 1 WKHQ
&RQGLWLRQ  LQ 7KHRUHP 5 KROGV LI DQG RQO\ LI
IE (SjzΠ) = IE

Sj
z∗ + μ∗
1 + μ∗
	
, j = 2, ...,m.

+RZHYHU WKHUH ZLOO EH PDQ\ SUDFWLFDO FDVHV PDNLQJ
 LQIHDVLEOH DQG FRQVHTXHQWO\ LPSO\LQJ WKDW WKH
RSWLPDO EX\ DQG KROG VWUDWHJ\ ZLOO FRQWDLQ GHULYDWLYHV
,QGHHG VXSSRVH IRU LQVWDQFH WKDW Log (zΠ) LV QRW HV
VHQWLDOO\ ERXQGHG IRU EHORZ 6LQFH  DQG $VVXPS
WLRQ 3 LPSO\ WKDW
IP

z∗ + μ∗
1 + μ∗
≥ μ
∗
1 + μ∗
> 0
	
= 1,
WKHQ ZH ZLOO KDYH WKDW
zΠ 
=
z∗ + μ∗
1 + μ∗
,
,QWHUHVWLQJ SDUWLFXODU FDVHV DULVH LI WKH VHW RI PDUNHW TXR
WDWLRQV pjmj SHUIHFWO\ IL WKH WKHRUHWLFDO SULFHV JHQHUDWHG E\
D FRPSOHWH SULFLQJ PRGHO ELQRPLDO PRGHO %ODFN DQG 6FKROHV
PRGHO HWF ,I pjmj ILW WKH WKHRUHWLFDO SULFHV JHQHUDWHG E\ DQ
LQFRPSOHWH SULFLQJ PRGHO WKHQ WKH H[WHQVLRQ   L −→ IR RIWHQ
H[LVWV DV ZHOO )RU LQVWDQFH LW H[LVWV LI WKH VHW  RQO\ FRQWDLQV
ILQLWHO PDQ\ VWDWHV +DUULVRQ DQG .UHSV  7KHUHIRUH FDVHV
VXFK DV WKH XVXDO WULQRPLDO PRGHOV DUH DOVR LQFOXGHG LQ RU DQDO\
VLV ,I  FRQWDLQV LQILQLWHO PDQ\ VWDWHV WKHQ WKH H[LVWHQFH RI  LV
DOVR SRVVLEOH )RU LQVWDQFH WKRXJK ³IRUPDOO\´ VWRFKDVWLF YRODWLO
LW\ PRGHOV DUH LQFRPSOHWH LQ SUDFWLFH LW LV DVVXPHG WKH H[LVWHQFH
RI YRODWLOLW\ GHSHQGHQW DVVHWV PDNLQJ WKHP FRPSOHWH 2WKHUZLVH
LW ZRXOG EH LPSRVVLEOH WR XVH WKHVH PRGHOV VR DV WR JLYH D XQLTXH
SULFH RI WKH XVXDO GHULYDWLYHV )XUWKHU GHWDLOV DERXW WKH H[LVWHQFH
RI  XQGHU JHQHUDO FRQGLWLRQV IRU  PD\ EH IRXQG LQ /XHQEHUJHU

([SUHVVLRQ  VKRZV WKDW Log z PDNHV VHQVH 0RUH
RYHU Log z LV ERQGHG IURP EHORZ LI DQG RQO\ LI
IP z < ε > 
IRU HYHU\ ε >  DQG LW RIWHQ KROGV LQ SUDFWLYH )RU H[DPSOH
LW KROGV LI z KDV D ORJQRUPDO GLVWULEXWLRQ %ODFN DQG 6FKROHV
PRGHO :DQJ  RU D KHDYLHU WDLOHG RQH VWRFKDVWLF YRODWLOLW\
SULFLQJ PRGHOV
and therefore the set
y 2 L2; IE (zy) = IE

z + 
1 + 
y

=

y 2 L2; IE

z   z
 + 
1 + 

y

= 0

will be a closed proper sub-space (hyperplane) of L2.
In other words, the inequality
IE (zy) 6= IE

z + 
1 + 
y

will hold for most of the derivatives y 2 L2 of S1,
and therefore (17) will very easily fail. Moreover, no-
tice that the existence of an unbounded from below
Log (z) only involves the pricing rule  of (15), and
therefore the failure of (17) will hold for every risk
measure satisfying Assumption 2 (for example, the
CV aR, theWCV aR or the RCV aR).
To sum up, Theorem 5 implies that the buy and
hold optimal strategy will contain derivatives if the
real quotations of the derivative market respect the
predictions of some important pricing model of Finan-
cial Economics, and this findin is independent of the
selected risk measure  satisfying Assumption 2. 
4 Numerical experiment
Let us illustrate the results of Section 3 with a very
simple example. We will deal with an arbitrage free
and almost model-independent option market. As
above, suppose that S0 = 1 is a riskless asset and con-
sider a security S1 whose behavior is given by a geo-
metric Brownian motion (GBM ) with a current price,
drift and volatility equaling one dollar, 2% and 40%,
respectively. Consider also a derivative market where
European calls and puts can be traded. The unique
maturity is one year, and the available strikes are0BB@
Calls Puts
0:5 1:2
0:7 1:5
1 1:9
1CCA
Suppose that the market quotations perfectly fi the
Black and Scholes model, i:e:, all of the market prices
equal the theoretical ones given by the Black and Sc-
holes formula. Accordingly, they become0BB@
Calls Puts
0:504700865 0:291880947
0:333711519 0:539261689
0:158519419 0; 912489695
1CCA (18)
Obviously, since the Black and Scholes model is arbi-
trage free, this market is arbitrage free as well. Con-
sider an investor who is interested in composing an
efficien portfolio. The selected risk measure  is the
CV aR,  being the level of confidence Suppose
that  = 85%. Despite the fact that this investor can
verify that the two matrices above lead to a constant
implied volatility  = 0:4, and therefore the data con-
fir in this case the Black and Scholes model, let us
assume that he/she is still very ambiguous with re-
spect to that. Accordingly, he/she will accept devia-
tions between the predictions of the log-normal distri-
bution and the realized value of S1 in one year. He/she
considers that the error between the probabilities of
the log-normal distribution and the real probabilities
may become 100%. In other words, for every Borel
subset B  IR, the real probability Q (S1 2 B) of
the event S1 2 B will be laying within the spread
[0; 2IP (S1 2 B)], where IP (S1 2 B) is the theoreti-
cal probability under log-normality. In such a case,
instead of the CV aR85% risk measure, the investor
will use the robust risk measure RCV aR85%. In gen-
eral,8<: RCV aR (y) :=Max nCV aR(Q;) (y) ; 0  dQdIP  2o ; (19)
where Q is a IP continuous probability measure and
CV aR(Q;) (y) is the CV aR of y under Q. Bal-
bás et al. (2016b) have shown that the RCV aR (y)
above is well define for every y 2 L2, along with
the fulfillmen of Assumption 2. Moreover the sub-
gradient (1) is composed of those random variables
z 2 L2 satisfying the conditions8>>>>><>>>>>:
IE (z) = 1
0  dQdIP  2
0  z  11 

dQ
dIP
 :
It is easy to see that the set above coincides with8>><>>:
n
z 2 L2; 0  z  21  ; IE (z) = 1
o
=n
z 2 L2; 0  z  11 (1+)=2 ; IE (z) = 1
o
:
Since this is the sub-gradient of theCV aR(1+)=2 risk
measure (Rockafellar et al., 2006),
RCV aR = CV aR(1+)=2 (20)
and the high ambiguity level of this example only
implies that the level of confidenc must properly
LQFUHDVH ,Q SDUWLFXODU IRU α = 85% RQH KDV
(1 + α) /2 = 92.5% DQG RXU LQYHVWRU ZLOO RSWLPL]H
WKH SRUWIROLR IRU WKH CV aR92.5% ULVN PHDVXUH
7KRXJK WKH H[LVWHQFH RI DPELJXLW\ RQO\ LPSOLHV D
ODUJHU OHYHO RI FRQILGHQFH LW LV LPSRUWDQW WR SRLQW RXW
WKDW ZH DUH GHDOLQJ ZLWK DQ DPELJXRXV VHWWLQJ ([
SUHVVLRQ  LPSOLHV ³D ZRUVW FDVH DSSURDFK´ DQG
WKHUHIRUH WKH ULVN OHYHO JXDUDQWHHG E\ WKH RSWLPDO
EX\ DQG KROG VWUDWHJ\ ZLOO EH JXDUDQWHHG E\ HYHU\
CV aR(Q,85%) DQG Q GRHV QRW KDYH WR EH NQRZQ ,Q
WKLV VHQVH WKH RSWLPDO EX\ DQG KROG VWUDWHJ\ ZLOO QRW
GHSHQG RQ WKH %ODFN DQG 6FKROHV PRGHO VLQFH D KXJH
HUURU RI WKLV PRGHO XS WR 100% LV DFFHSWHG
5HFRYHULQJ WKH OHYHO RI FRQILGHQF (1 + α) /2 =
92.5% LPSOLHG E\  DQG WKH ORJQRUPDO GLVWULEX
WLRQ IRU S1 RQH FDQ FRQVLGHU WKH HTXDOLW\
S1 (ω) = Exp

r − σ
2
2
	
T + σ
√
TΦ−1 (ω)
	

IRU ω ∈ (0, 1) DQG ZLWK r = 2% σ = 40% DQG
T = 1 GHQRWLQJ WKH VHOHFWHG GULIW YRODWLOLW\ DQG PD
WXULW\ :DQJ  %DOEiV HW DO a HWF 7KHUH
IRUH EHDULQJ LQ PLQG WKDW  JHQHUDWHV DQ LQFUHDVLQJ
IXQFWLRQ RI ω ∈ (0, 1) ([SUHVVLRQ  OHDGV WR
ρ (S1) = RCV aR85% (S1) = CV aR92.5% (S1) =
1−0.925
0

Exp

r − σ2

T + σ
√
TΦ−1 (ω)

dω
0.925− 1 .
&RPSXWLQJ WKH LQWHJUDO ZLWK 106 0RQWH &DUOR VLPXOD
WLRQV RQH FDQ HVWLPDWH
ρ (S1) = −0.448939385
&RQVHTXHQWO\ LI RQH VROYHV 3UREOHPV  DQG 
ZLWK RQO\ WZR VHFXULWLHV S0 DQG S1i.e.m = 1 WKHQ
/HPPD 4  DQG  OHDG WR
⎧
⎪⎪⎨
⎪⎪⎩
y∗1 =
R− 1
0.02020134
y∗0 = 1−
R− 1
0.02020134

DQG
⎧
⎪⎪⎨
⎪⎪⎩
μ∗ = 27.27841887
z∗ =
⎧
⎨
⎩
1
1− 0.925 , ω ≤ 1− 0.925
0, otherwise
$FFRUGLQJ WR 7KHRUHP 5 WKH QHFHVVDU\ DQG VXIIL
FLHQW FRQGLWLRQ JXDUDQWHHLQJ WKDW WKH VROXWLRQ DERYH
UHPDLQV WKH VDPH LI RQH DOVR LQYROYHV WKH VL[ DYDLODEOH
(XURSHDQ RSWLRQV (i.e.m = 7 ZLOO EH JLYHQ E\ 
6LQFH
IE

y
z∗ + μ∗
1 + μ∗
	
=
1
0
y (ω)
z∗ (ω) + μ∗
1 + μ∗
dω
IRU HYHU\ UDQGRP YDULDEOH y DIWHU HVWLPDWLQJ WKH VL[
LQWHJUDOV
IE

Sj
z∗ + μ∗
1 + μ∗
	
, j = 2, ..., 7
ZLWK 106 0RQWH &DUOR VLPXODWLRQV WKH REWDLQHG UH
VXOWV DUH
⎛
⎜⎜⎝
Calls Puts
0.50567611 0.296603733
0.338486228 0.542180941
0.164017017 0.913931802
⎞
⎟⎟⎠ 
0DWULFHV  DQG  VKRZ WKDW QRQH RI WKH JLYHQ
RSWLRQV VDWLVI\  i.e.  ZLOO QRW EH WKH RSWL
PDO VROXWLRQ DQ\ PRUH LI WKH LQYHVWRU DGGV D VLQJOH
DYDLODEOH RSWLRQ $FWXDOO\ WKH LQYHVWRU ZLOO LPSURYH
KHUKLV SRUWIROLR (risk, return) DV PXFK DV SRVVLEOH LI
KHVKH DGGV WKH VL[ DYDLODEOH RSWLRQV DQG WKHQ VROYHV
 DQG  ,Q WKH ILUV VWHS WKH OLQHDU RSWLPL]DWLRQ
SUREOHP  PD\ EH VROYHG ZLWK VHYHUDO DOJRULWKPV
$QGHUVRQ DQG 1DVK  ,Q WKH VHFRQG VWHS 
PD\ EH VROYHG E\ PHDQV RI  :H ZLOO QRW DGGUHVV
WKLV TXHVWLRQ LQ RUGHU WR VKRUWHQ WKH SDSHU H[SRVLWLRQ
 &RQFOXVLRQ
:H KDYH EHHQ GHDOLQJ ZLWK D SRUWIROLR FKRLFH SURE
OHP PD[LPL]LQJ WKH H[SHFWHG UHWXUQ DQG VLPXOWDQH
RXVO\ PLQLPL]LQJ D JHQHUDO DQG IUHTXHQWO\ FRKHUHQW
ULVN PHDVXUH 6LQFH GHULYDWLYH VHFXULWLHV XVXDOO\ JHQ
HUDWH DQ DV\PPHWULF SD\RII WKH XVH RI ULVN PHDVXUHV
EH\RQG WKH YDULDQFH LV MXVWLILH E\ WKH ODFN RI FRPSDW
LELOLW\ EHWZHHQ WKLV ULVN PHDVXUH DQG WKH XVXDO XWLOLW\
IXQFWLRQV RU WKH VHFRQG RUGHU VWRFKDVWLF GRPLQDQFH
0RUHRYHU LI WKH VHOHFWHG ULVN PHDVXUH DOVR LQFRUSR
UDWHV WKH LQYHVWRU DPELJXLW\ LH LI RQH GHDOV ZLWK D
UREXVW ULVN PHDVXUH WKHQ WKH SUHVHQWHG DSSURDFK EH
FRPHV PRGHOLQGHSHQGHQW
7KHRUHP  DQG 5HPDUN  KDYH VKRZQ WKDW HYHU\
VWRFN LQGH[ LV RIWHQ RXWSHUIRUPHG E\ D EX\ DQG KROG
VWUDWHJ\ FRQWDLQLQJ WKH LQGH[ DQG VRPH RI LWV GHULYD
WLYHV $V D FRQVHTXHQFH HYHU\ LQYHVWPHQW RQO\ FRQ
WDLQLQJ LQWHUQDWLRQDO EHQFKPDUNV ZLOO QRW EH HIILFLHQW
1RWLFH WKDW WKLV QXPHULFDO ILQGLQ LV FRQVLVWHQW ZLWK 5HPDUN

and the investor should properly add some derivatives.
Though there is still a controversy, this findin had
been pointed out in dynamic frameworks, but a main
novelty is that one does not need to rebalance any po-
sition before the expiration date of the incorporated
derivatives. This is very important in practice because
transaction costs and other market imperfections may
provoke significan capital losses when trading deriv-
atives.
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