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Abstract
In Gori [An abstract interpretation framework to reason on ﬁnite failure and other properties of ﬁnite and inﬁnite
computations, Theoret. Comput. Sci. 290(1) (2003) 863–936] a new ﬁxpoint semantics which correctly models
ﬁnite failure has been deﬁned. This semantics is And-compositional, compositional w.r.t. instantiation and is based
on a co-continuous operator. Based on this ﬁxpoint semantics a new inductive method able to verify a program
w.r.t. the property of ﬁnite failure can be deﬁned. In this paper we show how Ferrand’s approach, using both a least
ﬁxpoint and greatest ﬁxpoint semantics, can be adapted to ﬁnite failure. The veriﬁcation method is not effective.
Therefore, we consider an approximation from above and an approximation from below of our semantics, which
give two different ﬁnite approximations. These approximations are used for effective program veriﬁcation.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The aim of veriﬁcation is to deﬁne a set of conditions which allow us to formally prove that a program
behaves as expected.
Inductive veriﬁcation methods, as shown by [23,8], are based on the following idea. Assume we have
a semantics deﬁned as the least ﬁxpoint of a continuous operator F on the lattice of interpretations and an
interpretation I which speciﬁes the intended program semantics. The program is partially correct w.r.t. I
iff lfp(F ) ⊆ I . However, checking whether the condition lfp(F ) ⊆ I is satisﬁed requires the computation
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of a ﬁxpoint. A sufﬁcient partial correctness condition, which can be veriﬁed without actually computing
the ﬁxpoint, is F(I) ⊆ I .
Which semantics has to be chosen, of course, depends on the property we want to verify. However,
in the case of logic programs, there is a semantic property which is very useful for veriﬁcation, that
is And-compositionality. A semantics is And-compositional if the behavior of a compound goal can be
derived from the behavior of atomic goals only. Indeed, if the semantics isAnd-compositional the problem
of veriﬁcation of partial correctness for conjunctive goals can be reduced to the problem of veriﬁcation
for atomic goals only. This means that, if the semantics is And-compositional, the denotation and the
speciﬁcation can be chosen to model the property for atomic goals only. In similar way, if the semantics
is also compositional w.r.t. instantiation, i.e., if the semantics of an instantiated atom can be inferred
from the semantics of most general atom (called pure atoms in this paper), the problem of veriﬁcation of
partial correctness for arbitrarily instantiated goals can be reduced to the problem of veriﬁcation for pure
goals only.
This is the approach taken by declarative debugging (diagnosis) [27], where the semantics is the
least Herbrand model. It is worth noting that the veriﬁcation of the sufﬁcient conditions for partial
correctness has a corresponding (equivalent) top-down diagnosis method, which is clearly related to
systematic program testing. The approach has been extended to model other observable properties such
as correct answers [16], computed answers and their abstractions [8]. In [23], this technique has been
related to other techniques used in logic program veriﬁcation by showing that all the existing veriﬁcation
methods [4,15,2] can be reconstructed as instances of a general veriﬁcation technique based on the above
sufﬁcient conditions, where the semantic function (and the notion of interpretation) can be chosen by
using abstract interpretation techniques [11,12] so as to model pre- and post-conditions, call correctness
and speciﬁcations by means of assertions. The overall idea is that the property one wants to verify is
simply a value on a suitable abstract domain.
Finite failure is one interesting and speciﬁc property of logic programs which is not an abstraction of
none of the semantics used in the above-mentioned techniques and/or veriﬁcation frameworks. Diagnosis
or veriﬁcation of ﬁnite failure is somewhat related to the diagnosis of missing answers in [17], where the
actual semantics is the greatest ﬁxpoint of the standard ground immediate consequences operator (i.e. the
complement of a set of atoms which strictly contains the ground ﬁnite failure set).
The problem is that to verify properties of ﬁnite failure, we need to start from a ﬁxpoint semantics
modelling ﬁnite failure in an And-compositional way. Unfortunately all the semantics deﬁned in the
literature for ﬁnite failure are not adequate for our purposes. The (ground) ﬁnite failure set FFP (the set
of ground atoms which ﬁnitely fail in P) [3] does not model non-ground failure. The Non-Ground Finite
Failure set NGFFP (the set of ﬁnitely failed non-ground atoms in P) [22] was proved in [19] to be correct
w.r.t. ﬁnite failure and And-compositional (i.e. the failure of conjunctive goals can be derived from the
behavior of atomic goals only). However, NGFFP has no ﬁxpoint characterization.
The semantics deﬁned in [18] has all the above properties. The ﬁxpoint semantics is systematically
derived from a concrete semantics (gfp(P P )) which extends with inﬁnite computations the trace se-
mantics in [9], by deﬁning aGalois insertion modelling ﬁnite failure. The corresponding abstract ﬁxpoint
semantics (gfp(P P )) correctly models ﬁnite failure and is And-compositional.
In this paper we take this semantics (shortly described in Section 3) as the basis for a veriﬁcation
method (deﬁned in Section 4), which extends to ﬁnite failure Ferrand’s approach [17], which uses two
semantics (a least ﬁxpoint and a greatest ﬁxpoint semantics) and two speciﬁcations. In particular, we apply
Ferrand’s approach by using a greatest ﬁxpoint semantics (P P  ↓ ) and a P P  ↑  semantics. We
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obtain a nice interpretation for the veriﬁcation w.r.t. P P  ↑  semantics, i.e. P P  ↑  models the
unsolvable atomic goals as introduced in [6], i.e., the atoms which do not have a success.
Anyway, the veriﬁcationmethod is not effective.We consider therefore two different approximations of
gfp(P P ), i.e., the denotation modelling the atoms which have a ﬁnite failure in P, and of P P  ↑ ,
i.e., the denotation modelling the atoms which do not have a success in P. We consider an upper ap-
proximation and a lower approximation, which give two different ﬁnite approximations of the denotation
modelling the ﬁnite failure and the denotation modelling the atoms which do not have a successful
derivation. Using these ﬁnite approximations, we make our veriﬁcation method effective.
The paper is organized as follows. Section 2 introduces some preliminary notions and useful well-
known results. In Section 4, we apply Ferrand’s approach to the greatest ﬁxpoint semantics and to the
P P  ↑  semantics, obtaining two veriﬁcation conditions which allow us to reason about the ﬁnite
failure set and the success set of a program P. The veriﬁcation conditions are not effective. Therefore we
deﬁne two related approximations of gfp(P P ) and P P  ↑ , both deﬁned on a depth-k domain
(Section 5). Section 6 deﬁnes the downward approximation of P P  and Section 7 deﬁnes a correct
upward approximation. In Section 8 the downward approximation and the upward approximation are
used to make effective the veriﬁcation conditions of Section 4. In Section 9, we discuss the precision
of the upward approximation of Section 7 and we devise a class of goals and programs for which such
an approximation can become always more precise by increasing the chosen k. Section 10 introduces a
rather more complex upward approximation which has the property to become always more precise by
increasing the chosen k also for a new class of programs (called perpetual processes in [24]). In Section 11,
we rephrase the abstract veriﬁcation conditions of Section 8 in terms of this new upward approximations.
The new veriﬁcation conditions are used to verify perpetual processes.
This paper builds upon some results already presented in [21]. Due to space limitations some proofs
are sketched. All missing details can be found in [20].
2. Preliminaries
2.1. Logic programs and properties of SLD derivations
The reader is assumed to be familiar with the terminology of and the basic results in the semantics of
logic programs [24,1]. Through the paper we assume programs and goals being deﬁned on a ﬁrst-order
language given by a signature  consisting of a ﬁnite set F of function symbols, a ﬁnite set of predicate
symbols and a denumerable set V of variable symbols. T denotes the set of terms built on F and V.
A substitution is a mapping ϑ : V → T such that the set dom(ϑ) := {x | ϑ(x) 
= x} (domain of ϑ)
is ﬁnite.  is the empty substitution. range(ϑ) denotes the range of ϑ, i.e., the set {y | x 
= ϑ(x), y ∈
var(ϑ(x))}. If ϑ is a substitution andW ⊂ V , we denote by ϑ|W the restriction of ϑ to the variables inW.
The composition ϑ · (ϑ) of the substitutions ϑ and  is deﬁned as functional composition.A substitution
ϑ is called idempotent if ϑϑ = ϑ or, equivalently, if dom(ϑ) ∩ range(ϑ) = ∅. A relevant substitution
for an expression E is a substitution ϑ such that dom(ϑ) ⊆ var(E). A renaming is a (non-idempotent)
substitution  for which there exists −1, such that −1 = −1 = ε.
The preordering  (more general than) on substitutions is such that ϑ if and only if there exists ϑ′
such that ϑϑ′ = . The result of the application of a substitution ϑ to a term t is an instance of t and is
denoted by tϑ.We deﬁne t t ′ (t is more general than t ′) if and only if there exists ϑ such that tϑ = t ′. The
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relation  is a preorder and by≡we denote the associated equivalence relation (variance).A substitution
ϑ is a uniﬁer of terms t and t ′ if tϑ = t ′ϑ (where= denotes syntactic equality). If two terms are uniﬁable
then they have an idempotent most general uniﬁer unique up to variables renaming. mgu(t1, t2) denotes
any such an idempotent most general uniﬁer. All the above deﬁnitions can easily be extended to other
syntactic expressions.
We restrict our attention to idempotent substitutions, unless explicitly stated otherwise. The set of
all idempotent substitutions is denoted by Subst. An atom is an object of the form p(t1, . . . , tn) where
p ∈ P , t1, . . . , tn ∈ T . The set of all atoms is denoted by Atoms. A goal is a sequence of atoms
A1, . . . , Am. The empty goal is denoted by . The set of all goals is denoted by Goals.
We denote by G and B possibly empty sequences of atoms, by t, x tuples of, respectively, terms and
distinct variables. Moreover B,B′ denotes the concatenation of B and B′. An atomic goal is called pure
if it is in the form p(x). Given p(t), we deﬁne the operator pure on Atoms as pure(p(t)) = p(x). The
operator pure extends naturally to goals.
A (deﬁnite) clause is a formula of the form H : − A1, . . . , An with n0, where H (the head) and
A1, . . . , An (the body) are atoms. “:-” and “,” denote inverse logical implication and conjunction respec-
tively, and all the variables are universally quantiﬁed. If the body is empty the clause is a unit clause.
Given a clause c = H : − B, body(c) is the goal B, while head(c) is the atom H. A program is a ﬁnite
set of (deﬁnite) clauses. A query is the union of a goal G with a logic program P, here denoted by the
formula G in P .
Deﬁnite clauses have a natural computational reading based on the resolution procedure. The speciﬁc
resolution strategy called SLD can be described as follows. LetG = A1, . . . , Ak be a goal and c = H : −B
be a (deﬁnite) clause. G′ is derived from G and c by rewriting the atom Am using ϑ if and only if ϑ =
mgu(Am,H) and G′ = (A1, . . . , Am−1,B, Am+1, . . . , Ak)ϑ. An SLD-derivation (or simply a derivation)
of the query G in P consists of a (possibly inﬁnite) sequence of goals G0,G1,G2, . . . called resolvents, a
sequence c1, c2, . . . of variants of clauses in P which are renamed apart in such a way that ci does not
share any variable with G0, c1, . . . , ci−1 and a sequence ϑ1, ϑ2, . . . of idempotentmgus such that G0 = G
and, for i1, each Gi is derived from Gi−1 rewriting a given atom of Gi−1 using the clause ci applying
the substitution ϑi . A derivation d is a possibly inﬁnite sequence of resolution steps. By length(d) we
denote the length of the derivation d,
length(d) =


m if d is a ﬁnite derivation and m is the number
of SLD-derivation steps of d,
∞ otherwise.
ByD we denote the set of ﬁnite and inﬁnite derivations.We can deﬁne the following order onD, d1dd2
if d1 is a preﬁx of d2. Moreover, in the following,
di =
{
d′ where d′dd and length(d′) = i, if length(d)i,
d otherwise.
When d is ﬁnite, ﬁrst(d) and last(d) are respectively, the ﬁrst and the last goal of d. By clauses(d)wedenote
the sequence of input clauses of d. Let d be a ﬁnite derivation of G in P and 1, . . . , n be the sequence
of mgus. Then,  = (1 · · · n)|var(G) is a partial computed answer substitution of d and answer(d) = .
If last(d) = , d is an SLD-refutation of G in P , i.e., d is successful, and  = answer(d) is the computed
answer substitution of G in P .
An SLD-tree of G in P is the preﬁx tree of all SLD-derivations of G in P .
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A selection rule R is a function which, when applied to a “history” containing the goal, all the clauses
and the mgus used in the derivation G0,G1, . . . ,Gi , returns an atom in Gi . Such an atom is the selected
atom in Gi by R. A fair selection rule is a rule which selects every atom in the goal in a ﬁnite number
of rewriting steps. In this paper, we will always be concerned with derivations via fair selection rules. A
derivation is ﬁnitely failed if it is ﬁnite but is not a successful derivation. A goal G has a ﬁnite failure in
P if all its derivations (by a fair selection rule) are ﬁnitely failed derivations.
In the following G 1−→
c1
· · · n−1−−→
cn−1
Gn−1
n−→
cn
. . . denotes a (possibly inﬁnite) SLD-derivation of goal G.
In [18], we have deﬁned the  operator on derivations.  computes the instantiation of a derivation.
Namely, (d) is the derivation obtained by applying the substitution  to ﬁrst(d) and building a derivation
as long as possible (until a failure in ﬁnding mgus occurs) by selecting the same atoms and by using the
same clauses as in d.
Deﬁnition 2.1. Let d = G′0
ϑ′1−→
c′1
· · · ϑ
′
k−→
c′k
G′k → . . . , be a derivation and  be an idempotent substitution
such that var(G′0) ∩ var(clauses(d)) = ∅. Then (d) = G0
ϑ1−→
c′1
· · · ϑh−→
c′h
Gh → . . ., where
• G0 = G′0 and• for any i, if Gi−1 = (G¯1, A, G¯2) and A is the p′i atom in Gi−1, c′i = H : − B then (if an mgu exists)
ϑi = mgu(A,H) and Gi = (G¯1,B, G¯2)ϑi .
We now recall somewell-known results whichwill be used in this paper. It is well known that success as
well as ﬁnite failure are downward closed properties, i.e., properties which are closed w.r.t. instantiation.
Lemma 2.2 (Lloyd [24] Successful derivations). If the goal G has a successful SLD-tree in P, with com-
puted answer substitution ϑ′, then Gϑ has a successful SLD-tree in P, for every substitution ϑ such that
ϑϑ′.
Lemma 2.3 (Apt [1] Finitely failed derivations). If the goal G has a ﬁnitely failed SLD-tree in P via R
(where R is a fair selection rule), then also Gϑ has a ﬁnitely failed SLD-tree via a fair selection rule, for
every substitution ϑ.
In [19] we generalize the properties of downward closure also to inﬁnite behaviors. In order to achieve
this goal it is useful to introduce the concept of perpetual derivation, which is an inﬁnite derivation
keeping instantiating the goal inﬁnitely many times.
Deﬁnition 2.4 (Perpetual derivation). Let d be an inﬁnite derivation in the fair SLD-tree for the goal G.
Let ϑi be the partial answer computed at the ith resolution step (ϑi = answer(di)). Then d is a perpetual
inﬁnite derivation if ∀i ∃n, Gϑi < Gϑi+n.
If a derivation is non-perpetual then we deﬁne the concept of deﬁnite answer.
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Deﬁnition 2.5 (Deﬁnite answer). If d is a non-perpetual derivation, then, starting from a given resolution
step k all the partial answers computed at further steps do not instantiate the initial goal G. Therefore
∃k such that ∀i, ik Gϑk=Gϑi , where ϑ = answer(dk) is the deﬁnite answer for the non-perpetual
derivation d.
The following lemma extends to inﬁnite SLD-trees with at least a non-perpetual inﬁnite derivation the
results of Lemmata 2.2 and 2.3.
Lemma 2.6 (Gori and Levi [19] Non-perpetual inﬁnite derivations). Let G be a goal and R be a fair
selection rule. Assume that G has an SLD-tree via R, with at least one non-perpetual inﬁnite derivation d,
with deﬁnite answer ϑ′. Consider now the SLD-tree of Gϑ, ϑϑ′, via the selection rule R′ which selects,
at every resolution step, that atom in Gϑ, which is in the same position of the one selected by R in G. Then
Gϑ has an SLD-tree via R′ with a non-perpetual derivation which has  as deﬁnite answer.
In order to ﬁnd similar results for goals having an inﬁnite fair SLD-tree with a perpetual derivation, it
is useful to distinguish which are the variables belonging to the goal G which are going to be instantiated
inﬁnitely many times in a given derivation and which are the ones that will not be instantiated anymore
after a suitable number of resolution steps.
Deﬁnition 2.7 (Perpetual variables). Let P be a program, G be a goal having at least one perpetual
inﬁnite derivation d. Let ϑi = answer(di). The set of perpetual variables of G, Per(G) is deﬁned as
follows. Per(G) ⊆ var(G) and ∀x ∈ Per(G), there exists an inﬁnite set of indexes of substitutions
{s1, s2, . . .} such that ϑs1|x < ϑs2|x < · · · .
The complement of the set Per(G) w.r.t. var(G) is denoted by Per(G).
Deﬁnition 2.8 (Partial perpetual answers). Let d be a perpetual derivation and let ϑi = answer(di).
Then, there exists k, such that, ∀r, r > k,ϑk|Per(G) =ϑr|Per(G) . ϑk|Per(G) is the partial perpetual answer for
the goal G and the perpetual inﬁnite derivation d.
The following lemma characterizes the behavior of Gϑ, if ϑϑ′ and ϑ′ is the partial perpetual answer
of the perpetual derivation d.
Lemma 2.9 (Gori and Levi [19] Perpetual inﬁnite derivations). LetG be a goal and R be a fair selection
rule. Assume that G has an inﬁnite SLD-tree via R, with at least one perpetual inﬁnite derivation d, with
partial perpetual answer ϑ′. Consider now the SLD-tree of Gϑ, ϑϑ′ and dom(ϑ) ⊆ Per(G), via the
selection rule R′ which selects, at every resolution step, that atom in Gϑ, which is in the same position as
the one selected by R in G. Then Gϑ has an inﬁnite SLD-tree viaR′ with at least one perpetual derivation.
In the paper we use standard results on the ordinal powers ↑n and ↓n of functions on complete lattices.
Namely, given any monotonic operator T on (C,), T ↑ = unionsqn<T ↑n, T ↑n+1 = T (T ↑n) for n < ,
and T ↑0 = ⊥C , where ⊥C is the least element and unionsq is the lub operation of C, while T ↓ = n<T ↓n,
T ↓n+1 = T (T ↓n) for n < , and T ↓0 = C , whereC is the greatest element and  is the glb operation
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of C. Moreover if T is continuous its least ﬁxpoint is T ↑ and if T is co-continuous (down-continuous)
its greatest ﬁxpoint is T ↓.
We use the lambda notation to denote partial functions. A lambda expression x. E denotes a partial
function which on input x assumes the value E[x], if the expression E[x] is deﬁned, it is undeﬁned,
otherwise. g = f [v/x] denotes the function g such that g(x) = v and ∀y 
= x. g(y) = f (y). Furthermore
ℵ denotes the undeﬁned element. For each set S we assume that ℵ ⊆ S, ℵ ∪ S = S and ∅ 
⊆ ℵ.
2.2. Abstract interpretation
In this section we give the basic notations and concepts of approximation theory in semantics as ﬁrstly
developed in [11,12]. For the terminology not explicitly shown and for a more motivated introduction the
reader can read [10,12–14].
Abstract Interpretation theory has been developed to reason about the relation between two different
semantics of a calculus. The leading idea is that of approximating properties from the exact (concrete)
semantics into an approximate (abstract) semantics, that exhibits a structure (i.e., ordering) which is
somehow present in the richer concrete structure associated to program execution. The approximation
relation can be formalized by introducing a pair of functions, the abstraction  and the concretization
, which form a Galois insertion. Galois insertions can be deﬁned on preordered sets. However we will
restrict our attention to complete lattices.
Deﬁnition 2.10. Let (C, C) and (A, A) be two lattices (the concrete and the abstract domain). A
Galois insertion 〈, 〉 : (C, C) (A, A) is a pair of maps  : C → A and  : A→ C such that
(1)  and  are monotonic,
(2) ∀c ∈ C. cC((c)) and
(3) ∀a ∈ A. ((a)) = a.
In the context of abstract interpretation, (C, C) is the concrete domain and (A, A) is the abstract
domain. It is important to note that, for any Galois insertion 〈, 〉 : (C, C) (A, A),  is surjective
and  is injective.
Given a concrete semantics on the lattice (C, C) and a Galois insertion 〈, 〉 : (C, C) (A, A),
between the concrete and the abstract domain, we can deﬁne an abstract semantics on (A, A). The theory
requires the concrete semantics to be the least ﬁxpoint (or the greatest ﬁxpoint) of a monotonic semantic
functionF : C → C. In this case, a monotonic function F˜ : A→ A is a correct (abstract) approximation
of F if, ∀c ∈ C, F(c)C(F˜ ((c))). Usually the semantic function F is deﬁned as composition of
“primitive” functions. Let f : Cn → C be one such an operator and assume that f˜ is its abstract
counterpart. f˜ is (locally) correct w.r.t. f if ∀x1, . . . , xn ∈ C. f (x1, . . . , xn)C(f˜ ((x1), . . . , (xn)).
The local correctness of all the primitive operators implies the global correctness. Therefore, we can
deﬁne an abstract semantics by deﬁning locally correct abstract primitive semantic functions.An abstract
computation is obtained from a concrete computation, simply by replacing the concrete operators by the
corresponding abstract operators.We know by the theory that there exists an optimal abstract counterpart
f of any concrete operator f given by f˜ (x1, . . . , xn) = (f ((x1), . . . , (xn)))which is locally correct and
for each other correct approximation f #, f (a)Af #(a), for each a ∈ A. The optimal abstract counterpart
F : A → A of the semantic function F is a correct (abstract) approximation of F and the abstract least
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and greatest ﬁxpoint semantics are a correct approximation of the concrete ones, i.e., lfp(F )C(lfp(F ))
and gfp(F )C(gfp(F )). The inductive veriﬁcation method that we are going to present in this paper
uses the semantic evaluation function F and, in order to obtain effective veriﬁcation methods, its correct
approximations.
3. A ﬁxpoint semantics for ﬁnite failure
In order to deﬁne an inductive method able to verify the ﬁnite failure property, we need a ﬁxpoint
semantics correctly modelling such a property, which is alsoAnd-compositional and compositional w.r.t.
instantiation. As we have already pointed out all the semantics deﬁned in the literature were not adequate
to our purposes. The (ground) ﬁnite failure set FFP (the set of ground atoms which ﬁnitely fail in P) [3]
does not model non-ground failure. The Non-Ground Finite Failure set NGFFP (the set of ﬁnitely failed
non-ground atoms in P) [22] was proved in [19] to be correct w.r.t. ﬁnite failure and And-compositional.
However, NGFFP has no direct ﬁxpoint characterization.As many attempts testify, a ﬁxpoint characteri-
zation for ﬁnite failure was not easy to ﬁnd in a direct way. For this reason, in [18], we have used the theory
of abstract interpretation in order to tackle this problem. The idea was to apply abstract interpretation
to systematically obtain a ﬁxpoint semantics modelling ﬁnite failure as abstraction of a very concrete
semantics (a representation of the operational semantics of a program). Hence, ﬁrst we have constructed
a concrete semantics modelling SLD-trees of (possibly inﬁnite) fair derivations and then we used abstract
interpretation techniques to model SLD-trees abstractions (the observables).
We have stated sufﬁcient conditions on the observable and on the basic semantic operators on SLD-
derivations which guarantee that the systematically derived abstract semantics we deﬁne are precise and
enjoy several compositionality and equivalence properties. Once a property is formalized as an observable
satisfying those sufﬁcient conditions, we automatically obtain a new denotational semantics computed
by a co-continuos operator, together with results on
• precision of the denotation,
• compositionality w.r.t. various syntactic operators,
• correctness and minimality of the denotation.
The above framework can be applied every time we want to deﬁne a semantics modelling a property of
ﬁnite and inﬁnite SLD fair derivations and the observable we deﬁne veriﬁes the established conditions.
Therefore, we have applied the framework to the deﬁnition of a new ﬁxpoint semantics which associate
to each goal the set of its instances which have a ﬁnite failure via a fair selection rule. All the proofs of
the results presented in this section as well as all the details of the construction can be found in [18].
3.1. The semantic domain
In this section, we will study the properties of ﬁnite failure, which will be useful in the design of the
“right” semantic domain for modelling this property.
It is well known that ﬁnite failure is a downward closed property, i.e., if G ﬁnitely fails then Gϑ ﬁnitely
fails too. Moreover, ﬁnite failure enjoys also a kind of “upward closure” property. In the following,
ϑ1 :: . . . :: ϑn :: . . . is a (possibly inﬁnite) sequences of relevant substitutions for a goal G, such that
GϑiGϑi+1. Assume that the goal G does not ﬁnitely fail. Then there exists at least one inﬁnite or
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successful derivation for G. Consider the partial answers of such a successful or inﬁnite derivation. They
can be viewed as a (possibly inﬁnite) sequence of substitutions s = ϑ1 :: . . . :: ϑn :: . . . enjoying
the property GϑiGϑi+1. Now every instance of G, which ﬁnitely fails, cannot unify with Gϑj , for
each j. Finite failure, in fact, is a downward closed property. Hence, if the previous condition did not hold,
we could ﬁnd an atom which has a ﬁnite failure but at the same time can be rewritten in a successful or
inﬁnite derivation.
The previous argument is useful because, once we know that some instances of G ﬁnitely fail and for
any possible sequence of substitutions relevant for the goal G, we ﬁnd a ﬁnitely failing goal which can
be rewritten according to the chosen sequences, we can conclude that also G ﬁnitely fails. The previous
observation is the base for the proof of the following result.
Theorem 3.1. Let P be a program, G be a goal. If for all (possibly inﬁnite) sequence of relevant substi-
tutions for G, ϑ1 :: . . . . . . :: ϑn :: . . . (such that GϑiGϑi+1), there exists a G¯ which ﬁnitely fails and
uniﬁes with Gϑi , for each i, then the goal G ﬁnitely fails.
Now, assume we know that a given set C of instances of the goal G ﬁnitely fails. We can infer that also
the goal G ﬁnitely fails if for each sequence of substitutions ϑ1 :: . . . . . . :: ϑn :: . . ., there exists a G′ ∈ C
such that G′ uniﬁes with Gϑi , for each i.
In this sense we can talk of a kind of “upward closure” property: from the ﬁnite failure of some instances
of a goal G we can infer its ﬁnite failure.
These remarks can be formalized by an operator on Goals: upffG which, given a set of ﬁnitely failing
goals C, returns the set of instances of the goal G which can be inferred to ﬁnitely fail.
Deﬁnition 3.2. Let C ⊆ Goals and G ∈ Goals.
up
ff
G(C) = C ∪
{Gϑ | for all (possibly inﬁnite) sequences of relevant substitutions
for the goal Gϑ, ϑ1 :: . . . . . . :: ϑn :: . . . , (GϑϑiGϑϑi+1)
there exists a G¯ ∈ C such that ∀ i, G¯ uniﬁes with Gϑϑi}.
upffG is a closure operator, i.e., it is monotonic w.r.t. set inclusion, idempotent and extensive (C ⊆
upffG(C)). This operator is at the basis of the deﬁnition of the semantic domain chosen to model the
property of ﬁnite failure.
Let S ff be the domain of downward closed sets of goals.
Our semantic domain is the domain of partial functions which associate to each goal a set of goals:
formally, Aff ⊆ [Goals ⇀ S ff ], where, ∀X ∈ Aff , X(G) is a downward closed set of instances of G
which is also closed w.r.t. upffG.
Theorem 3.3. Aff is a complete lattice. The glb on Aff , denoted by
∏˜
Xi is equal to G.upffG(∪(Xi(G))).
The lub on Aff , denoted by
∑˜
Xi is equal to G. ∩ (Xi(G)).
544 R. Gori, G. Levi / Journal of Computer and System Sciences 71 (2005) 535–575
PAff denotes the sub-lattice of all pure collections.
Of course, we do not want our semantics to depend upon variables names or on the speciﬁc uniﬁcation
algorithm. Hence, we consider the equivalence modulo enhanced variance ≡A on elements of Aff .
Namely, X ≡A X′ if and only if, for any G such that X(G) is deﬁned, there exists a variant G′ of G such
that D′(G′) is deﬁned and, for any B ∈ X(G), there exists B′ ∈ X′(G′), such that B ≡ B′ and vice versa.
Following the s-semantics approach [5], we deﬁne a “syntactic" semantic domain (interpretations).
Deﬁnition 3.4. An interpretation I (Aff -interpretation) is a pure collection modulo enhanced variance.
IAff denotes the set of interpretations and, by abuse of notation, the quotient order on IAff is denoted by. (IAff ,) is a complete lattice.
Note that dealing with interpretations, the enhanced variance relation allows us to abstract w.r.t. the
variables names occurring in the initial goals of any collection.
Moreover, any interpretation I of IAff is implicitly considered also as an arbitrary collection obtained
by choosing an arbitrary representative of I. Since all the operators deﬁned on interpretations will be
independent from the choice of the representative, we can deﬁne any operator on IAff in terms of its
counterpart deﬁned onAff . All the deﬁnitions are independent from the choice of the syntactic object. To
simplify the notation, we denote the corresponding operators on IAff and Aff by the same name.
3.2. Denotational semantics
Queries and programs are described by the following grammar:
QUERY := GOAL in PROG, GOAL :=  | ATOM,GOAL,
PROG := ∅ | {CLAUSE} ∪ PROG, CLAUSE := ATOM : − GOAL.
We deﬁne the denotational semantics inductively on the syntax. The semantic functions are
Q : QUERY −→ Aff ,
G : GOAL −→ (IAff → Aff ), A : ATOM −→ (IAff → Aff ),
P : PROG −→ (IAff → IAff ), C : CLAUSE −→ (IAff → IAff ).
Our semantic functions are described in terms of some semantic operators, whose choice is induced
by the syntactic operations, so that the resulting denotational semantics is compositional w.r.t. them. The
semantic operations are ×˜, '˜ and +˜ (the lub operation).While +˜ is the previously deﬁned lub operation,
the operators ×˜, '˜ will be formally deﬁned in Section 3.3. ×˜, (X1×X2,X1, X2 ∈ Aff ), computes a new
collection which contains all the instances of the goal (G1,G2) which ﬁnitely fails, using the information
on the ﬁnite failure of the instances of the goal G1 in X1 and the instances of the goal G2 in X2. The
operator '˜, (A'˜X, A ∈ Atoms, X ∈ Aff ), computes the set of instances of A which have a ﬁnite failure
using the information on the set of instances of A′ in X, with A′A. Then the semantic functions are:
QG in P  = GGFP  GA,GX = AAX×˜GGX GX = 	
AAX = A'˜X P {c} ∪ P X = C cX+˜P P X P ∅X = ⊥ffP
FP  = gfpP P ,
R. Gori, G. Levi / Journal of Computer and System Sciences 71 (2005) 535–575 545
where gfpP P  means gfp(I.P P I ). ⊥ffP is the pure collection p(x). {p(x)ϑ| ϑ ∈ Subst}. The
collection 	 is the always undeﬁned collection. Moreover 	 denotes the collection 	
[ {}/]. Finally,
the semantic function C . will be described in Section 3.3.
The ﬁxpoint denotation of a program P, is FP , i.e., gfpP P . In order for FP  to be well-
deﬁned, we need P P  to be a monotonic operator. Theorem 3.10 in Section 3.3 will show that P P 
is indeed a co-continuos operator, therefore also monotonic.
3.3. Basic operations and semantic functions
We ﬁrst deﬁne the semantic operations on Aff .
Deﬁnition 3.5. Let X be a pure abstract collection.
A'˜X =	
[
R
/
A
]
where
R = {Aϑ |〈H,〉 is a renamed apart (from A) version of〈A′, X(A′)〉,
for some A′A,A′′ ∈ , and ϑ = mgu(A,A′′)|A},
X1×˜X2 = G.upffG({ Gϑ | G = (G1,G2), for i = 1 or i = 2, G′i ≡ Gi ,Giϑ is a renamed
apart version of a goal in Xi(G′i), via a renaming i s.t. G′ii = Gi}).
Note that whenever we are not interested in dealing explicitly with renaming, then the operation
p(t)'˜Xa boils down to looking for the instances of p(t) which belong to Xa(p(x)).
Here we have just systematically derived an And-composition operator for ﬁnite failure. It is worth
noting that this new operator suggests a much simpler way (than the one proposed in [19]) to derive
information on the ﬁnite failure of conjunctive goals.
Example 3.6. Consider the following program.
P1 : p(f (x), f (f (x))) : −p(x, f (x)). q(f (y), f (y)) : −q(y, y).
Let X˜ be the abstract collection which models pure atomic goals which have a ﬁnite failure in P1.
X˜(p(x, y)) = {p(f n(x), f m(x)) |m 
= n+ 1} ∪ {p(t1, t2) | t1 or t2 is ground},
X˜(q(x, y)) = {q(f n(x), f m(x)) |m 
= n} ∪ {q(t1, t2) | t1 or t2 is ground}.
The goal (p(h, v), q(h, v)) ﬁnitely fails in P1. We can retrieve this information on the conjunctive goal
(p(h, v), q(h, v)) from the information in collection X˜, which deals with atomic goals only, by using the
newAnd-composition operator. Let
C = {(p(h, v), q(h, v))ϑ | p(h, v)ϑ ∈ X˜(p(h, v)) or q(h, v)ϑ ∈ X˜(q(h, v))},
i.e., in this case,
C = {p(f n(x), f m(x)), q(f n(x), f m(x)) | m 
= n+ 1}∪
{p(t1, t2), q(t1, t2) | t1 or t2 is ground}∪
{p(f n(x), f m(x)), q(f n(x), f m(x)) | m 
= n}.
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Now (p(h, v), q(h, v)) ∈ upff(p(h,v),q(h,v))(C), indeed, for all possible sequences of substitutions ϑ1:: . . . ϑn :: . . . (relevant for (p(h, v), q(h, v))), there exists a goal (p(h, v), q(h, v)) such that (p(h, v),
q(h, v)) ∈ C and (p(h, v), q(h, v)) uniﬁes with each (p(h, v), q(h, v))ϑi . Therefore, we can correctly
conclude that the conjunctive goal p(h, v), q(h, v) ﬁnitely fails in P1.
We now introduce a new operator useful in the deﬁnition of the semantic function C ..
Deﬁnition 3.7. Let G,G′ be goals.
NUnif G(G′) = { Gϑ |Gϑ is not uniﬁable with G′ }
We can now introduce the C . operator on clauses.
Deﬁnition 3.8.
C p(t) : − BX =⊥ffP
[A/
p(x)
]
where
A = upffp(x)(Nunifp(x)(p(t)) ∪
{p(t)ϑ˜ | ϑ˜ is a relevant substitution for p(t), Bϑ˜ ∈ upffB (C)})
and C = {B |B = (B1, . . . , Bn)ϑ ∃Biϑ ∈ X(Bi)}
By using the semantic function C ., we can deﬁne the semantic function associated to a program, simply
considering
P {c} ∪ P X = C cX+˜P P X = p(x).
⋂
c∈P
C cX.
Corollary 3.9.
P P X = p(x).{p(t˜)| for each clause deﬁning the procedure p, p(t) : −B ∈ P,
p(t˜) ∈ upffp(x)( Nunif p(x)(p(t))∪
{p(t)ϑ˜ | ϑ˜ is a relevant substitution for p(t), Bϑ˜ ∈ upffB (C)})}
where C = {B |B = (B1, . . . , Bn)ϑ ∃Biϑ ∈ X(Bi)}
Theorem 3.10. P P  is co-continuous on (Aff ,).
By deﬁning the ordinal powers P P ↓i in the usual way, our ﬁxpoint semantics will be
gfp(P P ) = glb({ P P ↓i | i < }) = upffp(x)(∪i< P P ↓i).
The next result shows that the denotationFP  = gfp(P P ) correctly models the property of ﬁnite
failure. Let us ﬁrst deﬁne the equivalence induced on programs by having the same set of goals which
ﬁnitely fail.
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Deﬁnition 3.11. Let P and Q be programs. P ≈FF Q if a goal G ﬁnitely fails in P iff G ﬁnitely fails
in Q.
We can now state the correctness result.
Theorem 3.12. Let P and Q be programs. FP  = FQ iff P ≈FF Q.
The previous result show also that the denotation FP  is fully abstract, i.e. minimal among all the
correct denotations modelling ﬁnite failure.
Let us now show how our semantics works on some examples.
Example 3.13. Let  = {a/0, f/1, g/1} and consider the following program.
P2 : q(a) : −p(x). p(f (x)) : −p(x).
Program P2 is often used to show that the immediate consequence operator TP [24] is not co-continuos.
Note that the TP operator is related to ﬁnite failure since the ground ﬁnite failure set can be characterized
also as BL(the Herbrand Base)\TP↓.
P P2↓1(q(x)) ={q(f (x)), q(f (f (x))), . . . , q(f (a)), q(f (f (a))), . . .}
P P2↓1(p(x)) ={p(a)}
P P2↓2(q(x)) ={q(f (x)), q(f (f (x))), . . . , q(f (a)), q(f (f (a))), . . .}
P P2↓2(p(x)) ={p(a), p(f (a))}
...
P P2↓(q(x)) =gfp(P P2)(q(x)) = {q(f (x)), q(f (f (x))), . . .
q(f (a)), q(f (f (a))), . . .}
P P2↓(p(x)) =gfp(P P2)(p(x)) = {p(a), p(f (a)), p(f (f (a))), . . .}.
The problemwith the (non-co-continuos) immediate consequence operator TP , is that while q(a) belongs
to TP↓, it does not belong to TP↓+1. In our case q(a) /∈ gfp(P P2)(q(x)). Moreover, p(x) /∈
up
ff
p(x)(P P2↓(p(x))), since there exists at least a sequence of substitutions, ϑ1 = {x/f (y1)} ::
ϑ2 = {x/f (f (y2))} :: ϑ3 = {x/f (f (f (y3)))} :: . . ., such that, ∀p(t) ∈ P P2↓(p(x)), 
i =
mgu(p(t), p(x)ϑi), for each i. Thus, by deﬁnition, q(a) /∈ P P2↓+1(q(x)). Note that this is correct
since q(a) does not have a ﬁnite failure in P2.
Let  = {a/0, f/1} in the following program.
P3 : q(a) : −p(x), p(f (x)) : −p(a).
P P3↓1(q(x)) = {q(f (x)), q(f (f (x))), . . . , q(f (a)), q(f (f (a))), . . .},
P P3↓1(p(x)) = {p(a)},
...
gfp(P P3)(q(x)) = {q(x), q(f (x)), q(f (f (x))), . . . , q(a), q(f (a)), q(f (f (a))), . . .},
gfp(P P3)(p(x)) = {p(x), p(f (x)), . . . p(a), p(f (a)), . . .}.
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Finally, consider the program P1 in Example 3.6.
gfp(P P1)(p(x, y)) = {p(f n(x), f m(x)) |m 
= n+ 1} ∪
{p(t1, t2) |t1 or t2 is ground},
gfp(P P1)(q(x, y)) = {q(f n(x), f m(x)) |m 
= n} ∪ {q(t1, t2) | t1 or t2 is ground}
4. Using intended gfp(P P ) and P P  ↑  in veriﬁcation
Once we have a ﬁxpoint semantics correctly modelling ﬁnite failure, we deﬁne a new veriﬁcation
method which guarantees that the ﬁnite failure set of a given program P is indeed contained in the
intended ﬁnite failure set.
Let S ∈ Aff be an abstract collection which speciﬁes, for each pure atom p(x), the intended set of
instances of p(x) which ﬁnitely fail in a given program P. Using the ﬁxpoint semantics modelling ﬁnite
failure, we can state the usual condition P P S *ff S, which means, in our case, that ∀p(x),P P S
(p(x)) ⊆ S(p(x)). Note that this is a sufﬁcient condition for partial correctness since it implies that
gfp(P P ) *ff S, i.e., ∀p(x), gfp(P P )(p(x)) ⊆ S(p(x)). The condition gfp(P P )(p(x)) ⊆
S(p(x)), for all p(x), ensures us that the actual ﬁnite failure set of the program is contained in the
intended one. However, the above condition is not effective because, as already noted, P P  is not
ﬁnitary and, for some p(x), S(p(x)) may be an inﬁnite set. We will tackle this problem later, by using
ﬁnite computable approximations of the semantics. For the time being, we want to show that we can
deﬁne stronger veriﬁcation conditions, by using Ferrand’s approach which consists in using two different
intended semantics, i.e., two different speciﬁcations.
The semantics considered in [17] is based on the standard ground immediate consequences operator
TP . In his approach, Ferrand uses two different sets of expected properties.
• a set of properties S to be veriﬁed by the lfp(TP ) (partial correctness means lfp(TP ) ⊆ S).
• a set of properties S′ to be veriﬁed by the gfp(TP ) (S′ ⊆ gfp(TP )).
The standard sufﬁcient condition for partial correctness based on S, TP (S) ⊆ S, allows us to reason
about the ground success set. In addition, there exists a new sufﬁcient condition (S′ ⊆ TP (S′)), which
originally was viewed as a condition somewhat related to sufﬁciency or missing answers (according to
declarative debugging [27]). Indeed that same condition allows us to reason about the behavior modelled
by the complement of the greatest ﬁxpoint of TP , which strictly includes the (ground) ﬁnite failure set.
However two remarks are in order. First of all, a set S′, which satisﬁes the previous conditions, cannot be
viewed as the complement of the intended ground ﬁnite failure set, since its inclusion is strict. Moreover,
the groundﬁnite failure set does not fully characterizeﬁnite failure as alreadydiscussed in the introduction.
It can be noted that our case is dual w.r.t. to the Ferrand’s one. In fact, whereas the ground immediate
consequence operator TP is continuous (and not co-continuous), our semantic operator P P  is co-
continuous but in general not continuous.Anyway, P P  ↑  has an interesting characterization, since,
as the next result shows, it models unsolvable atomic goals as deﬁned in [6], i.e. atoms which do not have
a success.
The following theorem shows that, for every p(x), the complement (w.r.t. the set of instances of p(x))
of P P  ↑ (p(x)) has a very interesting characterization as the set of instances of p(x) which have a
successful derivation.
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Theorem 4.1. p(x) has a successful derivation if and only if p(x) /∈ P P  ↑ (p(x)).
Proof (Sketch). By deﬁnition of P P  ↑ , we have to show that p(x) has a successful derivation if
and only if p(x) /∈ ∩i< P P ↑i(p(x)).
Only if : Let d = p(x) −→
c1
B1, . . . , Bn → . . . →  be a successful derivation. With par − steps −
len(d), we indicate 1+maximum(length(d1), . . ., length(dn)), where the derivation di = Bi → . . .→ 
and the derivation is such that all the clauses and their relative order is the same as the one used to rewrite
Bi according to d. It is worth noting that par−steps− len(d) can be alternatively be viewed as the number
of steps of parallel unfolding of the goal p(x) to be rewritten as the empty goal.
Assume now that p(x) has a successful derivation d such that par−steps− len(d) = n. By induction
on n we prove that p(x) /∈ P P ↑n.
If : We show that every atom p(x), which does not have a success, belongs to P P ↑i(p(x)), for
each i. The proof is by induction on i. 
It can easily be proved that the set of goals having a successful derivation has anAnd-compositionality
property, i.e., there is a way to infer if there exists a successful derivation for a conjunctive goal by looking
only at the atomic goals of P P  ↑ .
Theorem 4.2. The goal (B1, . . . , Bn) has a successful derivation if and only if there exists a grounding
substitution ϑa for (B1, . . . , Bn), such that for i = 1, . . . , n Biϑ /∈ P P  ↑ (Bi).
Proof.
Only if : Assume (B1, . . . , Bn) has a successful derivation, then there exists a computed answer ϑ.
By Lemma 2.2, (B1, . . . , Bn)ϑ has a successful derivation. Consider now  a grounding substitution for
(B1, . . . , Bn)ϑ. By Lemma 2.2, (B1, . . . , Bn)ϑ has a successful derivation. Then, for i = 1, . . . , n,
Biϑ has a successful derivation. By Theorem 4.1, for i = 1, . . . , n, Biϑa /∈ P P  ↑ (Bi), where
ϑa = ϑ · .
If : Assume there exists ϑa grounding substitution for (B1, . . . , Bn), such that for i = 1, . . . , n,
Biϑa /∈ P P  ↑ (Bi). By Theorem 4.1, for i = 1, . . . , n, each Biϑa has a successful derivation.
Therefore, by the Lifting Lemma [24], (B1, . . . , Bn) has a successful derivation. 
Once we have shown that the denotation P P  ↑  correctly models the set of atoms which do not
have a successful derivation and is And-compositional, we can apply Ferrand’s approach to our greatest
ﬁxpoint semantics and to P P  ↑ , in order to obtain stronger veriﬁcation conditions.
Let S be an abstract collection specifying for each predicate p(x) the intended set of instances having
a ﬁnite failure. The condition P P S *ff S implies that the actual (non-ground) ﬁnite failure set
(gfp(P P )(p(x))) is indeed included into the intended one.
Moreover, once provided an abstract collection S′ specifying for each p(x) the complement of the set
of instances of p(x) which are intended to succeed, we use the sufﬁcient condition S′ *ff P P S′ , to
prove that ∀p(x), S′(p(x)) is indeed included in P P  ↑ (p(x)), i.e., that the actual set of successful
atoms is included into the intended one.
As already mentioned, the above sufﬁcient conditions can be turned into effective conditions, by
taking ﬁnite approximations of the semantics (and ﬁnitary abstract versions of P P ), using Abstract
Interpretation as an approximation theory.
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In the next sections, we will introduce a downward approximation and an upward approximation of
P P  ↑  and of gfp(P P ), respectively, both somehow related to the depth-k abstraction. Note that
the idea of considering upward and downward approximations for veriﬁcation and debugging has been
proposed also in [7].
5. Towards effective approximations of gfp(P P ) and P P  ↑ 
The semantics deﬁned in Section 3 is not decidable. In order to infer that an atom belongs toP P ↓i+1
(p(x)), we may need to look at inﬁnitely many elements of P P ↓i(Bj ), for suitable atoms Bj .
It is therefore useful to deﬁne an abstraction of gfp(P P ) and of P P  ↑  on an abstract domain
which gives a safe approximation of the set of atoms which ﬁnitely fail in P and of the set of atoms which
do not have a successful derivation. Our idea is to “approximate” an inﬁnite set of atoms by means of a
ﬁnite set of atoms whose depth is not greater than k.
We consider here the deﬁnition of depth given byMarriott andSøndergaard in [25] for ﬁnite expressions,
i.e. Exp = (∪V ). LetN be the set of natural numbers not including 0, Seq the set of all ﬁnite sequences
of natural numbers, and  ∈ Seq the empty sequence. The length of a sequence s ∈ Seq is denoted by
|s|.
Deﬁnition 5.1. Let e ∈ Exp, s ∈ Seq, |s| > 0. The subexpression of e at s, e[s] is recursively deﬁned by
• e[is] = ei[s] if e = f (e1, . . . , en) otherwise ⊥,
• e[] = e.
We deﬁne the positions of e, Pos(e) = {s ∈ Seq | e[s] 
= ⊥}. If |s| = k, e[s] is a level k subexpression of
e. Then depth(e) = max{ |s| | s ∈ Pos(e)}.
The previous deﬁnition given for terms and atoms can naturally be extended to Goals.
Aswewill show in the following,we can take approximationswhich represent either subsets or supersets
of gfp(P P ) (or of P P  ↑ ). The two approximations are deﬁned on two abstract domains strictly
related to the set of atoms whose depth is not greater than k. Of course they will deﬁne two different
abstractions.
For the sake of simplicity, we will consider an upward and a downward approximation for gfp(P P )
only. Since our approximations depend only on the abstract domain and on the abstract ﬁxpoint operator
P P , the same approximations can be applied also to P P  ↑ .
In the next section we will ﬁrst consider a new depth-k abstraction, which can be used to provide a
downward approximation, i.e. a subset of gfp(P P ).
6. A lower approximation of gfp(P P )
In this section, we want to ﬁnd an approximation of gfp(P P ) which gives, for every goal p(x),
a subset of the atoms which belong to gfp(P P )(p(x)). Intuitively, our downward approximation
will be the greatest ﬁxpoint of an abstract operator Pdw P  on a suitable abstract domain, such that
R. Gori, G. Levi / Journal of Computer and System Sciences 71 (2005) 535–575 551
dw(gfp(Pdw P )) *ff gfp(P P ), i.e., for every pure goal p(x), the following relation holds:
dw(gfp(Pdw P ))(p(x)) ⊆ gfp(P P )(p(x)),
where dw is a suitable concretization function. Therefore, if p(x)ϑ belongs to dw(gfp(Pdw P ))(p(x)),
we are guaranteed that p(x)ϑ has a ﬁnite failure in the program P.
We will deﬁne a depth-k domain, starting from atoms whose depth is not greater than k. First we extend
to the depth-k domain the notion of downward closed set of atoms. A set S is a downward closed set of
abstract depth-k atoms if G ∈ S implies that for all ϑ such that depth(Gϑ)k, Gϑ ∈ S. We also need to
deﬁne the abstract version of the upffG operator.
Deﬁnition 6.1. Let S be a set of instances of a goal G whose depth is not greater than k. Then
updwG (S) = S ∪ {Gϑ | depth(Gϑ)k and ∀ϑ′, depth(Gϑϑ′)k + 1
there exists a G ∈ S which uniﬁes with Gϑϑ′}.
LetSdw be the domain of downward closed sets of atomswhose depth is not greater than k.We consider the
abstract domain Adw, which is contained in [Goals ⇀ Sdw], and which is such that ∀Xa ∈ Adw, Xa(G)
is a downward closed set of instances of G and is also closed w.r.t. the updwG closure operator. Adw is the
domain of all partial functions ordered bydw,whereXa dw X′a iff ∀G,Xa(G) ⊇ X′a(G). (Adw,dw)
is a complete lattice, where the glb onAdw, denoted by
∏dw
Xi , is equal to G.updwG (∪(Xi(G))). The lub
on Adw, denoted by
∑dw
Xi , is equal to G. ∩ (Xi(G)).
The abstraction function dwk : Aff → Adw just selects the atoms which have a depth not greater
than k.
dwk (X) = G.{G′ ∈ X(G) | depth(G′)k},
dwk (X
a) = G.{G′ϑ |G′ ∈ Xa(G)}.
For the sake of simplicity, in the following we will often omit the subscript k from dwk , 
dw
k and all the
abstract operators deﬁned on the depth-k abstract domain, every time we will not be concerned with a
speciﬁc k or when k will be clear from the context.
Lemma 6.2. 〈dw, dw〉 is a Galois insertion of (Aff ,ff ) into (Adw,dw).
Proof (Sketch). We prove that dw is additive and surjective. This implies that 〈dw, dw〉 is a Galois
insertion as stated in [11,12]. 
Once we have the abstraction and concretization functions, we can systematically deﬁne the optimal
abstract operators onAdw,'dw,×dw,∏dw and∑dw, simply by considering the composition dw ◦ o˜p ◦
dw.
Lemma 6.3. Let Xa be a pure abstract collection,
A'dw Xa = 	
[
R
/
A
]
where
R = {Aϑ |〈H,〉 is a renamed apart (from A) version of 〈A′, Xa(A′)〉,
for some A′A,A′′ ∈ , and ϑ = mgu(A,A′′)|A, depth(Aϑ)k},
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Xa1 ×dw Xa2 = G.upffG({ Gϑ | G = (G1,G2), for i = 1 or i = 2 G′i ≡ Gi ,Giϑ is a renamed
apart version of a goal in Xai (G′i) via a renaming i s.t. G′ii = Gi}),∏dw
Xai = G.updwG (∪(Xai (G)),
∑dw
Xai = G. ∩ (Xai (G)).
Proof (Sketch). Straightforward, by applying the deﬁnition of abstract operators on abstract
domains. 
It is worth noting that, analogously to the case of '˜, if we are not interested in the explicit handling
of renaming (since the pure abstract collection Xa is such that Xa(p(x)) is a downward closed set of
atoms), then the operation A'dw Xa boils down to the selection of the instances of A which belong to
Xa(pure(A)).
The optimal operator Cdw  ·  is deﬁned as
Cdw c = dw ◦ C c ◦ dw.
In order to give an explicit deﬁnition of Cdw c, we ﬁrst deﬁne the operator NUnif dwG as follows.
Deﬁnition 6.4. Let p(x) be an atomic goal and A be an atom.
NUnif dwG (G′) = {G | depth(G)k,G does not unify with G′}.
We now deﬁne the optimal abstract operator Cdw c. For the sake of simplicity, we will assume k to be
greater than the depth of the head of the clause c.
Lemma 6.5. Let ⊥dwP = p(x).{p(x)ϑ | depth(p(x)ϑ)k} and k > depth(p(t)).
Cdw p(t) : − BXa =⊥dwP
[
p(x)
/
A
]
where
A =updwp(x)(NUnif dwp(x)(p(t)) ∪
{p(t)ϑ˜ | depth(p(t)ϑ˜)k, ϑ˜ is a relevant substitution for p(t),
B′ = pure(B), Bϑ˜B′˜, B′˜ ∈ updwB′ (C)})}
and C = {(B1, . . . , Bn) |B = (B1, . . . , Bn)ϑ ∃Bi ∈ Xa(Bi)}.
Proof (Sketch). By deﬁnition of abstract operator, Cdw p(t) : − B = dw ◦ C p(t) : − B ◦ dw. We
obtain the claim by rewriting dw ◦C p(t) : −B◦dw using the deﬁnitions of dw, dw and the following
intermediate result. Let k > depth(p(t))
A = {p(t˜) | depth(p(t˜))k,
p(t˜) ∈ upffp(x)(NUnifp(x)(p(t)) ∪
{p(t)ϑ˜ |ϑ˜ is a relevant substitution for p(t),Bϑ˜ ∈ upffB (C)})}
where C = {B |B = (B1, . . . , Bn)ϑ ∃BiϑBiϑ˜, Biϑ˜ ∈ Xa(Bi)},
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is equivalent to the set
B =updwp(x)(NUnif dwp(x)(p(t)) ∪
{p(t)ϑ˜ |depth(p(t)ϑ˜)k, ϑ˜ is a relevant substitution for p(t),
B′ = pure(B),Bϑ˜B′˜, B′˜ ∈ updwB′ (D)}),
where D ={(B1, . . . , Bn) |B′ = (B1, . . . , Bn)ϑ ∃Bi ∈ Xa(Bi)}. 
With this semantic operator we can deﬁne a denotational semantics, simply by considering Pdw {c} ∪
P Xa = Cdw cXa +dw Pdw P Xa = p(x).
⋂
c∈P Cdw cXa .
Hence the ﬁxpoint operator is deﬁned as follows.
Corollary 6.6. Let k > depth(head(c)), for every c ∈ P .
Pdw P Xa
= p(x).{ p(t˜) | depth(p(t˜))k, for every clause deﬁning the procedure p, p(t) : −B ∈ P,
p(t˜) ∈ updwp(x)(NUnif dwp(x)(p(t))
∪ {p(t)ϑ˜ | depth(p(t)ϑ˜)k, ϑ˜ is a relevant substitution for p(t),
B′ = pure(B), Bϑ˜B′˜,B′˜ ∈ updwB′ (C)})}
where C = {(B1, . . . , Bn) |B = (B1, . . . , Bn)ϑ ∃Bi ∈ Xa(Bi)}
Proof. The proof follows from Lemma 7.7 and from the deﬁnition of the abstract operation +up. 
Let us show some examples of the abstract semantics of programs computed using the operator
Pdw P .
Example 6.7. Consider program P2 of Example 3.13. For k = 3, Pdw P1↓3 = gfp(Pdw P1).
gfp(Pdw P1)(q(x)) = {q(f (f (x))), q(f (f (a))), q(f (x)), q(f (a))},
gfp(Pdw P1)(p(x)) = {p(a), p(f (a)), p(f (f (a)))}.
For k = 4, Pdw P1↓4 = gfp(Pdw P1).
gfp(Pdw P1)(q(x)) = {q(f (f (f (x)))), q(f (f (f (a)))), q(f (f (x))), q(f (f (a))),
q(f (x)), q(f (a))},
gfp(Pdw P1)(p(x)) = {p(a), p(f (a)), p(f (f (a))), p(f (f (f (a))))}.
Consider now the program P3 of Example 3.13. For k = 3, Pdw P3↓3 = gfp(Pdw P3).
gfp(Pdw P3)(q(x)) = {q(f (f (x))), q(f (f (a))), q(f (x)), q(f (a)), q(a), q(x)},
gfp(Pdw P3)(p(x)) = {p(a), p(x), p(f (x)), p(f (a)), p(f (f (x))), p(f (f (a)))}.
The next example shows that Pdw P  is indeed an approximation.
Let  = {a/0, f/1}
P4 : q(a) : −s(f (f (f (a)))). s(f (x)) : −s(x).
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For k = 3, Pdw P4↓3 = gfp(Pdw P12).
gfp(Pdw P4)(q(x)) = {q(f (f (x))), q(f (f (a))), q(f (x)), q(f (a))},
gfp(Pdw P4)(s(x)) = {s(a), s(f (a)), s(f (f (a)))}.
From the previous approximationwe cannot conclude that q(a) and q(x) do have a ﬁnite failure. However,
by increasing k, we obtain a more precise result. For k = 4, Pdw P4↓4 = gfp(Pdw P4).
gfp(Pdw P4)(q(x)) = {q(x), q(a), q(f (x)), q(f (a)), q(f (f (x))), q(f (f (a))),
q(f (f (f (x)))), q(f (f (f (a))))},
gfp(Pdw P4)(s(x)) = {s(a), s(f (a)), s(f (f (a))), s(f (f (f (a))))}.
Finally, consider the program P5 which shows for the predicates p and q similar behaviors w.r.t. the
program P1 of Example 3.6, and it has a new clause for a new predicate. Let  = {a/0, f/1}
P5 : t (a) : −p(u, v), q(u, v) p(f (x), f (x)) : −p(x, x) q(f (f (x))), f (x)) : −q(f (x), x).
For k = 4, we have
gfp(Pdw P5)(q(x)) = {q(f (f (x)), f (f (x))), q(f (x), f (x)), q(x, x), q(f (x), f (f (x))),
q(x, f (x)), q(x, f (f (x))), (f (f (x)), f (f (a))), q(f (x), f (a)),
q(x, a), q(f (x), f (f (a))), q(x, f (a)), q(x, f (f (a))),
q(f (f (a)), f (f (x))), q(f (a), f (x)), q(a, x), q(f (a), f (f (x))),
q(a, f (x)), q(a, f (f (x))), q(a, a), q(f (a), a), q(f (f (a)), a),
q(a, f (a)), q(f (a), f (a)), q(f (f (a)), f (a)), q(a, f (f (a)))
q(f (a), f (f (a))), q(f (f (a)), f (f (a)))
... },
gfp(Pdw P5)(p(x)) = {p(f (f (x)), f (x)), p(f (x), x), p(f (f (x)), x), p(f (x), f (f (x))),
p(x, f (x)), p(x, f (f (x))), p(f (f (a)), f (x)), p(f (a), x),
p(f (f (a)), x), p(f (a), f (f (x))), p(a, f (x)), p(a, f (f (x))),
p(f (f (x)), f (a)), p(f (x), a), p(f (f (x)), a), p(f (x), f (f (a))),
p(x, f (a)), p(x, f (f (a))), p(a, a), q(f (a), a), p(f (f (a)), a),
p(a, f (a)), p(f (a), f (a)), p(f (f (a)), f (a)),
p(a, f (f (a))), p(f (a), f (f (a))), p(f (f (a)), f (f (a)))
... },
gfp(Pdw P5)(t (x)) = { t (a), t (f (a)), t (f (f (a))), t (f (f (f (a)))), t (x), t (f (x)),
t (f (f (x))), t (f (f (f (x))))}.
Note that, for every program P and for any k, the following relation holds
for every p(x),dw(gfp(Pdw P ))(p(x)) ⊆ gfp(P P )(p(x))
which tells us that Pdw P  is indeed a downward approximation.
It is worth noting that Pdw P  is an effective approximation: the ﬁxpoint of Pdw P  is reached in a
ﬁnite number of steps and for all p(x), gfp(Pdw P ))(p(x)) is a ﬁnite set.
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7. A correct upper approximation of gfp(P P )
We now want to deﬁne an upward approximation of gfp(P P ), which gives, for every goal p(x) a
superset of the atoms which belong to gfp(P P )(p(x)). Our upward approximation will be obtained as
the greatest ﬁxpoint of an abstract operator P u˜p P  on a suitable abstract domain, such that gfp(P P )
*ff up(gfp(P u˜p P )), i.e., for every pure goal p(x),
gfp(P P )(p(x)) ⊆ up(gfp(Pup P ))(p(x)).
This approximation can be very useful since if p(x)ϑ does not belong to up(gfp(Pup P )(p(x)), then
p(x)ϑ does not ﬁnitely fail in the program P.
We consider the depth-k domain introduced by Sato e Tamaki in [26] and the standard notion of abstract
interpretation on the depth-k domain, where some subterms are replaced by new fresh variables. Two
choices are possible which yield to slightly different abstract domains.
For a given k, we can choose to replace each subterm rooted at depth greater than k or each subterm
rooted at depth k. For a given k, the former choice yields amore precise abstraction, while the latter allows
us to deﬁne a slightly simpler abstract uniﬁcation. Here, we follow the ﬁrst choice, for several reasons.
For a given k, this choice yields a more precise result, the uniﬁcation operation is not often required in the
deﬁnition of the abstract ﬁxpoint operator and, ﬁnally, the resulting abstract domain is more suitable to be
extended, as we will do in Section 10. Therefore, in the depth-k domain considered in this paper, atoms
are cut by replacing each subterm rooted at depth greater than k with a new fresh variable taken from a
set V˜ , (disjoint from V). The depth-k atoms represent any atom obtained by instantiating the variables
of V˜ with terms over ( ∪ V ) whose depth is greater than 0. k(p(t1, . . . , tn)) is deﬁned as the abstract
atom p(t ′1, . . . , t ′n) where each t ′i is obtained from ti by substituting with a fresh variable belonging to V˜
each subterm t ′ in ti , such that depth(t ′i ) − depth(t ′) = k. The previously deﬁned k function naturally
extends to the domain Goals.
We will call Dup the set of atoms A built on ( ∪ V ∪ V˜ ), such that depth(A)k and ∀s ∈ Seq,
A[s] ∈ V˜ implies |s| = k. On the Dup domain there is a great difference between variables in V and
variables in V˜ , since the former ones just represent themselves while the latter ones represent any term in
(∪ V ) whose depth is greater than 0. Therefore, we need to extend on the depth-k domain the concept
of downward closure.
Deﬁnition 7.1. A set of atoms S is downward closed if
A ∈ S ⇒ ∀Aϑ ∈ Dup, Aϑ ∈ S,
where ϑ is an idempotent substitution whose domain is the set of variables in V and whose range is the
set of terms in ( ∪ V ∪ V˜ ).
We now deﬁne the abstract closure operator upupG .
Deﬁnition 7.2. Let S be the set of atoms belonging to Dup.
up
up
G (S) = S ∪ { Gϑ |Gϑ ∈ Dup,∀ϑ˜ such that depth(Gϑϑ˜)k + 1
there exists a G ∈ S which uniﬁes with Gϑϑ˜}
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Let Sup be the domain of sets of downward closed depth-k atoms.
We consider the abstract domain Aup, which is contained in [Goals ⇀ Sup], and is such that, ∀Xa ∈
Aup, X
a(G) is a downward closed set of instances of G, which is also closed w.r.t. the upupG closure
operator.
Aup is the domain of all partial functions ordered byup,whereXa up X′a iff ∀G,Xa(G) ⊇ X′a(G).
(Aup,up) is a complete lattice,where the glb onAup, denoted by∏upXai is equal to G.upupG (∪(Xi(G))).
The lub on Aup, denoted by
∑up
Xai is equal to G. ∩ (Xai (G)).
Our abstraction of the ﬁnite failure set is upk : Aff → Aup deﬁned as

up
k (X) =G.upupG ({ k(G′) |G′ ∈ X(G)}),

up
k (X
a) ={Gϑ |G ∈ Xa, dom(ϑ) = var(G) ∩ V˜ ,∀x/t ∈ ϑ, t ∈ ( ∪ V ) and
depth(t) > 0}.
As in the previous section, for the sake of simplicity, we will often omit the subscript k from upk , 
up
k and
all the abstract operators deﬁned on the depth-k abstract domain, every time we will not be concerned
with the speciﬁc k or when k will be clear from the context.
Since the concrete semantic domainAff is ordered by an extension of the reverse subset order, in order
to obtain a superset of our Finite Failure semantics, we need to deﬁne a reverse Galois insertion [11,12].
In this case, in fact, we want to ﬁnd an element of the abstract domain representing a superset (which is
a smaller element w.r.t. the partial order in the semantic domain Aff ) of the chosen semantics.
Lemma 7.3. 〈up, up〉 is a reverse Galois insertion of (Aff ,ff ) into (Aup,up).
Proof (Sketch). We prove that up is meet-additive and surjective. This implies that 〈up, up〉 is a reverse
Galois insertion [11,12]. 
We now have to deﬁne the abstract uniﬁcation operation. As we have already pointed out, a particular
care is required in the deﬁnition of the abstract uniﬁcation on the domain Dup that we have deﬁned.
Indeed we need to take into account the fact that in the uniﬁcation process of two atoms, cut variables
cannot be uniﬁed with non-variable terms whose depth is not greater than 0.
This yields the following deﬁnition of abstract uniﬁcation which will be used by the abstract version
of the '˜ operator.
Deﬁnition 7.4.
mgua(A,A′) =
{
ϑ = mgu(A,A′) if ∀x/t ∈ ϑ, with x ∈ V˜ , t ∈ V or depth(t) > 0,
undeﬁned otherwise.
Once we have deﬁned the abstraction and concretization functions, we can systematically deﬁne the
optimal abstract operators on Aup, 'up,×up,∏up and ∑dw, simply by considering the composition
up ◦ upupG ◦ up.
Since our Dup domain of abstract atoms is such that all the variables belonging to V˜ appear just at
depth-k, we have to make sure that in the deﬁnition of the operation 'up, the resulting set of atoms still
belongs to the domain Dup.
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Lemma 7.5. Let Xa be a pure abstract collection on Aup and ϑa denote any idempotent substitution
such that dom(ϑa) ⊆ V˜ and ∀x/t ∈ ϑa, t ∈ ( ∪ V ∪ V˜ ).
A'up Xa =	
[
R
/
A
]
where
R = {Aϑϑa |〈H,〉 is a renamed apart (from A) version of 〈A′, Xa(A′)〉,
for some A′A,A′′ ∈ , ϑ = mgua(A,A′′)|A,
dom(ϑa) = var(Aϑ) ∩ V˜ andAϑϑa},
Xa1 ×up Xa2 = G.upffG({ Gϑ | G = (G1,G2), for i = 1 or i = 2, G′i ≡ Gi ,Giϑ is a renamed
apart version of a goal in Xai (G′i) via a renaming i s.t. G′ii = Gi}),∏up
Xai = G.upupG (∪(Xai (G)),
∑up
Xai = G. ∩ (Xai (G)).
Proof (Sketch). Straightforward, by applying the deﬁnition of abstract operators on abstract
domains. 
It worth noting that, also in this case, if we are not interested in the explicit treatment of renaming (since
the pure abstract collection Xa is such that Xa(p(x)) is a downward closed set of atoms) the operation
A'up Xa boils down to the selection of the Aϑ instances of A which belong to Xa(pure(A)).
The optimal operator Cup  ·  is deﬁned as
Cup c = up ◦ C c ◦ up.
Let us ﬁrst deﬁne the operator NUnif upG . For the sake of simplicity, in the following, we will always
assume k to be greater than the depth of any head of clause we deal with.
Deﬁnition 7.6. Let k > depth(G′).
NUnif upG (G′) = { Gϑ |Gϑ ∈ Dup and Gϑ does not unify with G′}.
We can now easily deﬁne the optimal abstract operator Cup c.
Lemma 7.7. Let ⊥upP be the bottom element of the lattice of pure collections on Aup and ϑa denote a
generic idempotent substitution such that dom(ϑa) ⊆ V˜ and ∀x/t ∈ ϑa, t ∈ ( ∪ V ∪ V˜ ).
Cup p(t) : − BXa = ⊥upP
[
p(x)
/
A
]
A = upupp(x)(NUnif upp(x)(p(t)) ∪
{p(t)ϑ˜ | p(t)ϑ˜ ∈ Dup, ϑ˜ is a relevant substitution for p(t),
B′ = pure(B), ∃ϑa, dom(ϑa) ⊆ var(Bϑ˜) ∩ V˜ , k(Bϑ˜ϑa) ∈ upupB′ (C)})
where C = {B′ |B′ = B1, . . . , Bn ∃ Bi ∈ Xa(Bi)}.
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Proof (Sketch). By deﬁnition Cup p(t) : − B = up ◦ C p(t) : − B ◦ up. We obtain the claim by
rewriting up ◦ C p(t) : − B ◦ up using the deﬁnitions of up, up. 
With this new semantic operator we can deﬁne a denotational semantics,Pup {c}∪P Xa = Cup cXa
+up Pup P Xa = p(x).
⋂
c∈P Cup cXa . Based on the deﬁnition of Cup c we can deﬁne the optimal
abstract ﬁxpoint operator Pup P .
Corollary 7.8. Let k be greater than depth(head(c)), for every c ∈ P and let ϑa denote a generic
idempotent substitution such that dom(ϑa) ⊆ V˜ and ∀x/t ∈ ϑa, t ∈ ( ∪ V ∪ V˜ ).
Pup P Xa
= p(x).{ p(t˜) |p(t˜) ∈ Dup, for every clause deﬁning the procedure p, p(t) : −B ∈ P,
p(t˜) ∈ upupp(x)(NUnif upp(x)(p(t))
∪ {k(p(t)ϑ˜) |p(t)ϑ˜ ∈ Dup, ϑ˜ is a relevant substitution for p(t),
B′ = pure(B), ∃ϑa, dom(ϑa) ⊆ var(Bϑ˜) ∩ V˜ , k(Bϑ˜ϑa) ∈ upupB′ (C)})}
where C = {B′ |B′ = B1, . . . , Bn ∃ Bi ∈ Xa(Bi)}})
Proof (Sketch). The proof derives from Lemma 7.7 and from the deﬁnition of the abstract operation
+up. 
Example 7.9. Consider program P3 of Example 3.13. Let k = 3 and v˜ ∈ V˜ .
Pup P3↓1(q(x)) = {q(f (x)), q(f (f (x))), q(f (f (v˜))), q(f (a)), q(f (f (a)))},
Pup P3↓1(p(x)) = {p(a)},
Pup P3↓2(q(x)) = {q(f (x)), q(f (f (x))), q(f (f (v˜))), q(f (a)), q(f (f (a)))},
Pup P3↓2(p(x)) = {p(x), p(f (x)), q(f (f (x))), q(f (f (v˜))), p(a), p(f (a)), p(f (f (a)))},
Pup P3↓3(q(x)) = {q(x), q(f (x)), q(f (f (x))), q(f (f (v˜))), q(a), q(f (a)), q(f (f (a)))},
Pup P3↓3(p(x)) = {p(x), p(f (x)), q(f (f (x))), q(f (f (v˜))), p(a), p(f (a)), p(f (f (a)))}.
Consider program P2 of Example 3.13. Let k = 3 and v˜ ∈ V˜ .
gfp(Pup P2)(q(x)) = {q(x), q(f (x)), q(f (f (x))), q(f (f (v˜))), q(f (f (a))), q(f (a)), q(a)},
gfp(Pup P2)(p(x)) = {p(x), p(f (x)), p(f (f (x))), p(f (f (v˜))), p(f (f (a))), p(f (a)), p(a)}.
Note that q(a) fails according to this upward approximation in the program P2. Indeed, even if we
increase k, we cannot improve the precision of the approximation for program P2. The precision of the
upward approximation we have just deﬁned will be extensively discussed in Section 9. In Section 10, we
will present a new upward approximation where also on program P2 the precision of the approximation
improves just by increasing the parameter k.
Let  = {a/0, f/1},
P6 : q(a) : −p(x). p(f (x)) : −s(x). s(f (x)) : −h(x).
h(f (x)) : −t (x). t (f (x)) : −p(f (f (f (x))))).
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Assume v˜ ∈ V˜ . For k = 3 we obtain the following abstract greatest ﬁxpoint:
gfp(Pup P6)(q(x)) = {q(f (f (v˜))), q(f (f (x))), q(f (x)), q(x), q(f (a)), q(f (f (a))), q(a)},
gfp(Pup P6)(p(x)) = {p(f (f (v˜))), p(f (f (x))), p(f (x)), p(x), p(f (a)), p(f (f (a))), p(a)},
gfp(Pup P6)(s(x)) = {s(f (f (v˜))), s(f (f (x))), s(f (x)), s(x), s(f (a)), s(f (f (a))), s(a)},
gfp(Pup P6)(h(x)) = {h(f (f (v˜))), h(f (f (x))), h(f (x)), h(x), h(f (a)), h(f (f (a))), h(a)},
gfp(Pup P6)(t (x)) = {t (f (f (v˜))), t (f (f (x))), t (f (x)), t (x), t (f (a)), t (f (f (a))), t (a)}.
Note that, in this case,
∀p(x), up(gfp(Pup P6))p(x) ⊃ gfp(P P6)p(x).
However, if we consider k = 4, we obtain
gfp(Pup P6)(q(x)) = {q(f (x)), q(f (a)), q(f (f (x))), q(f (f (a))), q(f (f (f (x)))),
q(f (f (f (a)))), q(f (f (f (v˜))))},
gfp(Pup P6)(p(x)) = {p(a), p(f (a)), p(f (f (a))), p(f (f (f (a))))},
gfp(Pup P6)(s(x)) = {s(a), s(f (a)), s(f (f (a)))},
gfp(Pup P6)(h(x)) = {h(a), h(f (a))},
gfp(Pup P6)(t (x)) = {t (a)},
then, the following holds:
∀p(x), up(gfp(Pup P6))p(x) = gfp(P P6)p(x).
Consider now program P7 obtained by enriching the language with a new function symbol g/1 and some
new predicates and by adding a new clause for the procedure p. Let  = {a/0, f/1, g/1}.
P7 : q(a) : −p(x). p(f (x)) : −s1(x). s1(f (x)) : −h1(x).
h1(f (x)) : −t1(x). t1(f (x)) : −p(f (f (f (x)))). p(g(x)) : −s2(x).
s2(f (x)) : −h2(x). h2(f (x)) : −t2(x). t2(f (x)) : −p(f (f (f (x)))).
Analogously to the previous case, for k = 3, we have that
∀p(x), up(gfp(Pup P7))p(x) ⊃ gfp(P P7)p(x).
While for k = 4,
∀p(x), up(gfp(Pup P7))p(x) = gfp(P P7)p(x).
Finally note that no k could improve the precision of the approximation on program P5 of Example 6.7,
since for any k, t (a) will always belong to the gfp(Pup P5).
As some of the above examples show, the upward approximation we have designed cannot become as
precise as we want for all classes of programs. In Section 9, we will be able to formalize the class
of programs for which no greater k can improve the precision of the approximation gfp(Pup P ). In
this sense programs P2 and P5 belong to the same class. Based on these results, in Section 9 a more
complex upward approximation is studied. However, gfp(Pup P ) is a correct approximation of the
ﬁnite failure behavior and in Section 9 we will prove that this approximation becomes always more
precise (by increasing the k parameter) for useful classes of programs.
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In the next section we will use this upward approximation and the downward approximation designed
in Section 6 to make the veriﬁcation method of Section 4 effective. It is worth noting that all the ideas
and results of the next section apply to any correct upward and downward approximation of the P .
operator. Hence, the veriﬁcation method presented in this section will be rephrased in Section 11 just by
using the new approximation P u˜p . (deﬁned in Section 10) instead of Pup ..
8. Abstract ﬁnite failure veriﬁcation
Once we have deﬁned a pair of downward and upward approximations, we can use them to rephrase the
two veriﬁcation conditions introduced in Section 4 to obtain effectively checkable veriﬁcation conditions.
The veriﬁcation conditions of Section 4 can be summarized as follows.
• P P S *ff S, where S ∈ Aff is an abstract collection which speciﬁes, for each pure atom p(x), the
intended set of instances of p(x) which ﬁnitely fail.
• S′ *ff P P S′ , where S′ ∈ Aff is an abstract collection which speciﬁes for each pure atom p(x) the
intended set of instances of p(x) which do not have a successful derivation.
The ﬁrst condition implies that ∀p(x), gfp(P P )(p(x)) ⊆ S(p(x)), that is, the actual ﬁnite failure set
of the program is contained in the intended one. The second condition implies that ∀p(x), S′(p(x)) ⊆
P P  ↑ (p(x)), that is, the complement of the success set of the program contains the intended one,
or equivalently, that the actual success set of the program is contained in the intended one. As already
mentioned, the sufﬁcient conditions are not effectively checkable. P P  is not ﬁnitary and S(p(x)) and
S′(p(x)) are not always ﬁnite sets.
In order to deﬁne effective veriﬁcation conditions, we will use the upward abstraction up of the
greatest ﬁxpoint of P P  and the downward abstraction dw of the P P  ↑  and two corresponding
speciﬁcations:
• Sup which can be viewed as the up abstraction of the collection which speciﬁes, for each pure atom
p(x), the intended set of instances of p(x) which ﬁnitely fail.
• S′
dw
which can be viewed as the dw abstraction of the collection which speciﬁes, for each pure
atom p(x), the intended set of instances which either ﬁnitely fail or (universally) do not terminate.
Alternatively, S′
dw
can be viewed as the dw abstraction of the collection which speciﬁes, for each
pure atom p(x), the complement of the intended set of atoms which have a successful derivation.
Deﬁnition 8.1. Let P be a program. We will say that P is depth-k correct if
c1 
up(gfp(P P )) *up Sup
and
c2 S
′
dw *dw dw(P P  ↑ ).
The previous conditions ensure that not only the program is correct w.r.t. ﬁnitely failed atoms not
deeper than k, but also that the set of depth-k successful atoms is correct w.r.t. the complement (on the
Ddw domain) of S′
dw
(p(x)).
The following theorem gives us sufﬁcient effectively computable conditions for c1 and c2 to hold.
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Theorem 8.2. Let P be a program. If the following conditions sc1 and sc2 hold
sc1 Pup P Sup *up Sup ,
sc2 S′dw *dw Pdw P S′dw
then the program P is depth-k correct.
Proof.
• Assume that sc1 holds.
Pup P Sup *up Sup ⇒
[by Tarsky’s theorem]
gfp(Pup P ) *up Sup ⇒
[by correctness of Pup P  ]
up(gfp(P P )) *upSup .
• Assume that sc2 holds.
S′dw *dw Pdw P S′dw ⇒
[by Tarsky’s theorem]
S′dw *dw Pdw P  ↑  ⇒
[by correctness of Pdw P  ]
S′dw *dw dw(P P  ↑ ). 
Note that, as was the case for abstract diagnosis [8], correctness is deﬁned in terms of abstractions of
the concrete semantics, while the sufﬁcient conditions are given in terms of the (approximated) abstract
operators.
The following examples show that, by using both sc1 and sc2, we can prove the correctness of a program
and whenever this is not possible we can have a hint in detecting errors in programs as it has been shown
by [8,23]. We emphasize that sc1 and sc2 can both be checked in ﬁnite time.
Example 8.3. Assume we want a program for list concatenation. The “wrong” program is P8, where
 = {cons/2, nil/0, a/0}.
P8 : append([], x, x) : −list([x]). append([x|y], u, [x|z]) : −append(y, u, z).
list([]). list([x|y]) : −list(y).
Instead of list(x) in the body of the ﬁrst clause, we have written list([x]). Intuitively, by making this error
the set of atoms which have a successful derivation in P8 is larger than the intended set of successful
depth-k atoms.
Consider now a speciﬁcation Sup on the Dup domain, for a given k. For the sake of simplicity in
the following the speciﬁcations Sup and Sdw are described intentionally. The corresponding extensional
speciﬁcations can be obtained by explicitly listing all the elements which satisfy the required properties.
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Sup can be deﬁned as
append(x1, x2, x3).{append(x1, x2, x3)|xi ∈ Dup, for the given k, and
there exists a j such that xj is not a list} ∪
{k(append(x1, x2, x3)) | xi ∈ Dup, for the given k, each xi is a list
but x3 is not uniﬁable with the concatenation of x1 and x2},
list(x).{k(list(x)) | x ∈ Dup, for the given k, and x is not a list}
It is easy to see that Pup P8Sup *up Sup . Hence, according to Theorem 8.2, up(gfp(P P )) * Sup
holds and the program is correct w.r.t. the intended depth-k ﬁnite failure set.
Consider now the speciﬁcation S′
dw
on the Ddw domain deﬁned, for a given k, as
append(x1, x2, x3).{(append(x1, x2, x3))| depth(xi)k, ∃j, xj is not a list} ∪
{(append(x1, x2, x3))| depth(xi)k, xi is a list but x3
is not uniﬁable with the concatenation of x1 and x2}
list (x).{list (x) | depth(x)k, x is not a list}.
Note that in this case S′
dw
/*dw Pdw P8S′
dw
, for any k1. In fact, append([], a, a) belongs to
S′
dw
(append(x1, x2, x3)) yet append([], a, a) does not belong to Pdw P8S′
dw
. This means that, S′
dw
/*dw dw(P P8 ↑ ). Something goes wrong in this case. append([], a, a) should fail according to the
intended speciﬁcation. However, in program P8, append([], a, a) has a successful derivation.
Example 8.4. Consider now program P9 which is the program obtained from program P8, by replacing
the ﬁrst clause.
P9 : append([], x, x) : −list(x). append([x|y], u, [x|z]) : −append(y, u, z).
list ([]). list([x|y]) : −list(y).
Assume Sup and S′dw as in Example 8.3. Again, for a given k, Pup P9Sup *up Sup . Moreover also
S′
dw
*dw Pdw P9S′
dw
. This implies that the program P9 is depth-k correct. This means that the depth-k
ﬁnite failure set agrees with the expected one (expressed by the collection Sup ) and also that the depth-k
set of successful atoms of program P9 agrees with the expected one (expressed through the complement
by the collection S′
dw
).
Of course sc1 and sc2 are just sufﬁcient conditions. Hence, if they do not hold, we cannot conclude that
there is necessarily a bug in the program. However this is often the case and condition violations can be
viewed as warnings about possible errors.
For example, assume that sc1 does not hold, i.e., Pup Sup /*up Sup .
We can say that there exists ap(t), such that for all instances of the clauses deﬁningp(t) (let us generally
call them p(t) : −B1, . . . , Bn) the goal up(B1, . . . , Bn) ﬁnitely fails according to the speciﬁcation Sup ,
yet p(t) /∈ Sup (p(x)). There might be then a missing clause, which, if existing, would allow p(t) to either
succeed or to have an inﬁnite derivation, as required by p(t) /∈ Sup (p(x)).
Assume sc2 does not hold, i.e S′dw /*dw Pdw P S′dw .
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This means that there exists a p(t) ∈ S′
dw
(p(x)), an instance of a clause p(t): −B1, . . . , Bn, and at
least an i, such that ∀h ∈ S′
dw
(pure(Bi)), h does not unify with Bi . There might be then an error in the
clause, which corresponds to a missing successful derivation of p(t).
Example 8.5. Let P10 be the program obtained from P8 of Example 8.3, by removing the ﬁrst clause.
P10 : append([x|y], u, [x|z]) : − append(y, u, z).
list([x|y]) : −list(y). list([]).
Assume k > 3 and let Sup and S′dw still be deﬁned as in the previous examples. We have thatPup P10Sup /*up Sup . Note, in fact, that append([], [a], [a]) ∈ Pup P10Sup (append(x1, x2, x3)),
yet append([], [a], [a]) /∈ Sup (append(x1, x2, x3)). This means that some clause for the procedure ap-
pend is missing, which would cause append([], [a], [a]) to have a successful or inﬁnite derivation.
Consider again programP8 as in Example 8.3. In that casewe have shown that S′dw /*dw Pdw P8S′dw .
Namely, append([], a, a) belongs to S′
dw
(append(x1, x2, x3)) yet append([], a, a) does not belong to
Pdw P8S′
dw
(append(x1, x2, x3)). The problem, here, is that there is a wrong clause, append([], x, x) :
−list ([x]), which forces append([], a, a) to have a successful derivation, while append([], a, a) is ex-
pected to have a ﬁnite failure.
It is worth noting that the above notions are related with the notions of error and co-error as deﬁned in
[17].
Finally, we would like to point out that using our veriﬁcation conditions on ﬁnite failure, in some case
we can check programs also when there is an inﬁnite behavior.
Example 8.6. Assume that we want to write a program deﬁning lists of integers. By mistake, we write
program P11, where  = {cons/2, nil/0, 0/0, s/1}.
P11 : listint([x|y]) : −integer(x), listint(y). listint([]).
integer(s(0)) : −integer(x). integer(0).
Instead of writing integer(s(x)) in the head of the third clause we have written integer(s(0)), causing
the predicate integer(s(0)) to have an inﬁnite behavior. Intuitively, because of this error, the set of atoms
which have a failure in P11 is larger than the intended set of ﬁnitely failed depth-k atoms. By deﬁning the
speciﬁcation Sup as the collection expressing the intendedDup atoms which have a ﬁnite failure, it easy
to verify that condition sc1 does not hold. Then a “warning” can be given for the program P11.
9. On the precision of the correct upward approximation
In Section 7, we have deﬁned a correct upward approximation. Using this approximation in Section
7, we have deﬁned a veriﬁcation method allowing us to prove partial correctness w.r.t. ﬁnite failure and
when this was not possible to help in detecting several classes of errors somehow related to ﬁnite failure
and success. Of course, any other correct upward approximation of the operator can be used in the method
of Theorem 8.2. In this section we discuss the precision of the proposed approximation and we devise
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classes of programs and goals for which such an upward approximation can become always more precise
by increasing the parameter k. Based on these results in Section 10 we propose a more complex upward
approximation.
The key step in the ﬁxpoint characterization of ﬁnite failure was the introduction of the upward closure
operator upffp(x). Note that in order to infer that an atom belongs to up
ff
p(x)(R), we need to look for several
instances (of arbitrary depth) belonging to R.
When we consider the upward approximation on the depth-k domain, as described in Section 7, by
correctness, we infer that a cut atom (representing any atom at depth greater than k, for a given k) ﬁnitely
fails, if we can ﬁnd in the concrete domain at least one of its instances which ﬁnitely fails. This idea
should be clariﬁed by the following example.
Example 9.1. Consider the program P12, where  = {a/0, f/1}.
P12 : p(f (x)) : −p(x).
All the ground instances of p(x) ﬁnitely fail. For any k, by correctness, the cut atom p(f k(v˜)) should
belong to our upward approximation. This is because there always exists at least a ground instance p(x)ϑ
ofp(x), of depth greater than k, which ﬁnitely fails and such atomp(x)ϑmust belong to the concretization
of our upward abstraction. According to our abstraction and to properties of ﬁnite failure, since all the
ground instances of p(x) ﬁnitely fail, in addition to p(f k(x)) and all its instances, also p(x) and all
its instances ﬁnitely fail. It is worth noting that since the problem does not depend on the choice of k,
for every k, p(x) and all its instances ﬁnitely fail according to the upward approximation described in
Section 7.
The previous problem is shared by all the goals which have an SLD tree (via a fair selection rule) with
perpetual inﬁnite derivations only and by all the goals which are related to them through rewriting.
This suggests that deﬁning a more precise upward approximation of gfp(P P ) is a rather difﬁcult
task.
The examples presented so far have shown that, for some programs, we can improve the precision of
the approximation by choosing a greater k. However, for a class of programs and goals (which includes
the program and goals considered in Example 9.1) the following property does not hold
p(t) /∈ gfp(P P ) implies that
∃ k such that p(t) /∈ upk (gfp(Pupk P ). (9.1)
This means that for some atom p(t) which has inﬁnite perpetual derivations only, the precision cannot be
improved by choosing a greater k. The problem is that the upward approximation of Section 7 is a correct
approximation of gfp(P P ) and the set of atoms which have an inﬁnite tree with inﬁnite perpetual
derivations only.
Now, in order to improve the precision of the upward approximation, we will ﬁrst try to specify the
class of programs for which the approximation of Section 7 satisﬁes Condition 9.1.
Theorem 9.2. Consider an atom p(x)
 and a program P. If p(x)
 has a successful derivation, then there
exists a k such that p(x)
 /∈ upk (gfp(Pupk P ))(p(x)).
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Proof (Sketch). Assume p(x)
 has a successful derivation with ϑ as computed answer. By Lemma 2.2,
(p(x)
)ϑϑ′, where ϑ′ is a grounding substitution for (p(x)
)ϑ, also has a successful derivation with
computed answer . Consider now a k such that k > depth(G′), for allG′ goals in the successful derivation
of (p(x)
)ϑϑ′. Note that such k exists since the derivation has ﬁnite length.
By induction on i, we ﬁrst show that (p(x)
)ϑϑ′ /∈ Pup P ↓i(p(x)), for all i. Then, let E =
up(p(x).up
up
p(x)(∪i Pup P ↓i))(p(x)). Since k > depth((p(x)
)ϑϑ′) by deﬁnition of up and upupp(x),
(p(x)
)ϑ /∈ E . This is because the ground instance (p(x)
)ϑϑ′ with depth((p(x)
)ϑϑ′)k of (p(x)
)ϑ
does not belong to∪i Pup P ↓i(p(x)) and any anti-instance of (p(x)
)ϑϑ′ cannot belong to E unless also
(p(x)
)ϑϑ′ belongs to E . Recall in fact that E is a downward closed set of instances
of p(x). 
Moreover a similar result can be proved for a subset of atoms which have an inﬁnite non-perpetual
derivation.
Theorem 9.3. Consider an atomp(x)
 and a programP. Ifp(x)
 has an inﬁnite non-perpetual derivation
d in the programP, such that for each goalG′ in the non-perpetual derivation,G′ has also a non-perpetual
derivation, then there exists a k such that p(x)
 /∈ upk (gfp(Pupk P ))(p(x)).
Proof (Sketch). We ﬁrst prove that we can always choose a derivation d satisfying the hypothesis of the
theorem and such that the depth of the goals of the derivation d is bounded.
Then, let ϑ be the deﬁnite answer for the non-perpetual derivation considered. By Lemma 2.6, (p(x)
)
ϑϑ′, where ϑ′ is a grounding substitution for (p(x)
)ϑ, has a non-perpetual derivation d with deﬁnite
answer . By Lemma 2.6 and by deﬁnition of non-perpetual derivation, it is immediate to see that d
satisﬁes the hypothesis of the theorem: each goal G′ of d has a non-perpetual derivation. By the previous
discussion we can always choose d so that a depth(G′), for any G′ in d is bounded. Consider now a k such
that k > depth(G′), for allG′ goals in the non-perpetual derivation d for the goal (p(x)
)ϑϑ′. By induction
on i, we now show that (p(x)
)ϑϑ′ /∈ Pup P ↓i(p(x)), for all i. Reasoning as in the previous proof,
let E = up(p(x).upupp(x)(∪i Pup P ↓i))(p(x)). Since k > depth((p(x)
)ϑϑ′) by deﬁnition of up and
up
up
p(x), (p(x)
)ϑ /∈ E . This is because since the ground instance (p(x)
)ϑϑ′ with depth((p(x)
)ϑϑ′)k
of (p(x)
)ϑ does not belong to ∪i Pup P ↓i(p(x)) and any anti-instance of (p(x)
)ϑϑ′ cannot belong
to E unless also (p(x)
)ϑϑ′ belongs to E . Again, this is because E is a downward closed set of instances
of p(x). 
It easy to see that it is not possible to show similar results when p(x)
 has a perpetual derivation in a
program P (consider program P12 in Example 9.1 for a counterexample).
In other terms, the upper approximationwehave presented in Section 7 is not able to distinguish between
atoms which have just perpetual derivations and atoms which ﬁnitely fail. Note that this means that for
the class of programs having just perpetual derivations, Condition sc1will be not veriﬁed (remember that
condition sc1 is just a sufﬁcient condition). Therefore for this class of programs we will not able to prove
that a program is correct w.r.t. the depth-k ﬁnite failure even if the program is correct.We can ask ourselves
whether this class of programs is of any practical interest. Actually, the programs in this class were called
perpetual processes in [24] and were deﬁned as programs which do not terminate yet doing some useful
computation. Some concurrent programs, e.g., operating systems, belong to this class. In order to be
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able to verify also perpetual processes in the following section we introduce a new approximation which
extends the upward approximation of Section 7.
In order to improve the precision of the approximation, we have to enrich the domain of descriptions of
values. Our abstract domain, in fact, should be able to represent as a distinct point of the abstract domain,
the set of concrete atoms which may unify with the partial computed answers of an inﬁnite perpetual
derivation.
Example 9.4. Consider the program P13, where  = {a/0, f/1}.
P13 : p(f (f (x))) : −p(x).
We would like to represent as a distinct point of the abstract domain the set of concrete atoms {p(x),
p(f (x)), p(f (f (x))), . . .}. Note that none of these atoms has a ﬁnite failure in the program P13. The
abstract element which represents them should not be forced (by correctness of the approximation as
in Example 9.1) to belong to the upper approximation of gfp(P P13). Intuitively, the presence of
an abstract element representing the set of atoms {p(x), p(f (x)), p(f (f (x))), . . .} would allow us to
distinguish between atoms which have a ﬁnite failure and atoms which have perpetual derivations only.
Representing the set of concrete atoms {p(x), p(f (x)), p(f (f (x))), . . .} of the previous example as
an abstract element, is not an easy task, since in our abstract domain, atoms have a depth not greater than
k and clearly the atoms p(f k(x)), p(f k+1(x)), . . . will always be deeper than k, for any k. Anyway we
can solve the problem for a speciﬁc class of atoms which have perpetual derivations only.
Deﬁnition 9.5. Consider an atom p(x)ϑ and a program P. p(x)ϑ is regular if there exists an inﬁnite
perpetual derivation d for p(x)ϑ, such that the substitutions (restricted to the goal variables) computed
by d can be represented as a sequence of substitutions ϑ :: ϑϑ1 :: ϑϑ1ϑ1 :: . . ., where ϑ is an idempotent
substitution, and ϑ1 is a non-idempotent substitution.
Example 9.6. Consider the following program P14, where  = {a/0, f/1, g/1}.
P14 : p(x, f (y)) : −p(x, y). p(x, g(y)) : −p(x, y).
There exists an inﬁnite perpetual derivation forp(a, y) computing the inﬁnite atomp(a, f 1(g1(f 2(g2(f 3
(g3(. . .))))))), where f i(t) and gi(t) stand for
i︷ ︸︸ ︷
f (. . . f ( t)) and
i︷ ︸︸ ︷
g(. . . g( t)), respectively.
However, there exist also inﬁnite partial perpetual derivations for p(a, y) computing the inﬁnite atoms
p(a, f (x)) or p(a, g(f (g(f (g(. . .)))))), which are both representable with the sequences
{x/a} :: {x/a} · {y/f (y)} :: {x/a} · {y/f (y)} · {y/f (y)} :: . . . ::
and
{x/a} :: {x/a} · {y/g(f (y))} :: {x/a} · {y/g(f (y))} · {y/g(f (y))} . . . ::,
respectively. By Deﬁnition 9.5, we can conclude that p(a, y) is a regular atom.
Indeed, in the previous example, it would not be easy to represent all the atoms which unify with all the
partial answers of the inﬁnite partial perpetual derivation computingp(a, f 1(g1(f 2(g2(f 3(g3(. . . .))))))).
On the contrary, that could be done for those atomswhich unifywith all the partial answers ofp(a, f (x)).
R. Gori, G. Levi / Journal of Computer and System Sciences 71 (2005) 535–575 567
Indeed, we may think of approximating an atom such as p(a, f (f (f (f (x)))) with the pair (p(a, y),
{y/f (y)}), where depth(p(a, y){y/f (y)})k. In fact, the atom p(a, f (f (f (f (x)))) can be viewed as
p(a, y){y/f (y)} · {y/f (y)} · {y/f (y)} · {y/f (y)}. Our idea, then, is to approximate an atom deeper than k
with an atom and a non-idempotent substitution, provided that their depth is not greater than k. Otherwise
we revert to the usual depth-k abstraction.
Intuitively, in order to improve the precision of the approximation,we enrich the abstract domain so that,
for regular atoms, we can ﬁnd in the abstract depth-k domain a “witness” of the fact that these atoms have
an inﬁnite derivation and therefore they do not fail. The idea is to capture the inﬁnite perpetual derivations,
whose partial computed answers are expressible as combinations of an idempotent substitution with a
(suitably iterated) non-idempotent substitution. That will be our witness of the existence of a non-ﬁnitely
failed derivation.
10. A more complex solution
10.1. The abstract domain
First consider the set V˜ of variables, disjoint from the set V of program variables. Moreover, consider
′, the domain of non-idempotent substitutions ′, such that dom(′)∪ range(′) ⊆ V and ∀t , x/t ∈ ′
var(t) ∩ {x} 
= ∅. We deﬁne the set of substitutions  = ′ ∪ {}, where  is the empty substitution. In
the following , ˜ ∈ . As usual, we will assume to have chosen the constant k.
Deﬁnition 10.1. The abstract domain Du˜p consists of pairs (p(t),), p ∈  such that:
• depth(p(t))k + 1.
•  ∈ .
• if  = , ∀ ∈ Seq, p(t)[] ∈ V˜ implies || = k.
• if  
= , var(p(t)) ⊆ V .
For the sake of simplicity, in the following, a pair (p(t),), where  = , will sometimes be simply
denoted by p(t) and p(t)i will denote p(t′)
i︷ ︸︸ ︷
 ·  · . . . . A set of concrete atoms is abstracted in this
domain by abstracting each concrete atom. Intuitively, the novel idea w.r.t. the upward approximation on
the depth-k presented in Section 7 is that now a concrete atom A˜ of depth greater than k is abstracted into
a pair (A,) ∈ Du˜p, if there exists an i such that A˜ = Ai , in the usual way, otherwise. The new abstract
elements (A,) ∈ Du˜p represent any concrete elementAi , such that depth(Ai) > k. In this context, in
order to infer that the atom A and its anti-instances ﬁnitely fail we have to be sure that alsoAi , for some
i such that depth(Ai) > k ﬁnitely fails. This allows us to distinguish between atoms having perpetual
derivations only and atoms ﬁnitely failing, thus improving the precision of our approximation.
Moreover, in order to obtain an abstraction function, we have to choose between all pairs (A,) ∈ Du˜p
approximating the atom A˜, i.e., between all the pairs (A,) such that there exists an i, A˜ = Ai . This is
the task of the Min function, which selects an element of a non-empty setM ∈ Du˜p.
Formally, each concrete atom is abstracted by considering the following function a on atoms.
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Deﬁnition 10.2.
a(p(t)) =


(p(t˜), ˜) depth(p(t)) > k + 1 and the set
M = { (p(t′),)| ∈ , ∃i p(t) = p(t′)i , depth(p(t′))k + 1}
is not empty, (p(t˜), ˜) ∈ Min(M),
(k(p(t)), ) otherwise,
where k is deﬁned as in Section 7 and
Min(M) = (p(t˜), ˜) if ∀(p(t′),) ∈M, depth(p(t˜)˜)depth(p(t′)) and
card(dom(˜))card(dom()).
The function a trivially extends to the elements of Goals.
Example 10.3. Assume k = 2 and v˜ ∈ V˜ .
a(p(f (g(a)))) =p(f (v˜)),
a(p(f (g(x)))) =(p(f (y)), {y/g(y)}) = a(p(f (g(g(g(x)))))),
a(p(f (f (g(x))))) =p(f (v˜)),
a(p(f (f (f (x))))) =(p(f (x)), {x/f (x)}),
a(q(f (f (a)), f (a))) =q(f (v˜), f (a)),
a(q(f (f (f (x))), f (f (y))) =(q(f (x), y), {x/f (x), y/f (y)}),
a(q(f (f (x))), f (x)) =(q(f (x), x), {x/f (x)}).
10.2. The abstraction function
As in the domainDup, in theDu˜p domain there is a great difference between variables inV and variables
in V˜ . The variables in V˜ , in fact, represent terms in ( ∪ V ) whose depth is greater than 0.
Deﬁning the downward closure of a set of atoms belonging toDu˜p is not difﬁcult, since a pair (p(t),)
belonging toDu˜p, with  
= , represents a set of concrete atoms such as {p(t) · . . . , p(t) · · . . .},
whose depth is greater than k. The idea is that, in order to build the set of instances of (p(t),), it is
sufﬁcient to consider the set of instances of the ﬁrst atom p(t) ·  · . . . whose depth is greater than k.
From now on we will be concerned with the class of idempotent substitutions whose domain is the set
of variables in V˜ and whose range is the set of terms in (∪V ), such that ∀x/t ∈ ϑa, depth(t) > 0.We
will implicitly denote such substitutions by using ϑa .
Deﬁnition 10.4. Let ϑ be an idempotent substitution, whose domain is the set of variables inV and whose
range is the set of terms in ( ∪ V ). A set of pairs R belonging to Du˜p is downward closed if
(p(t), ) ∈ R ⇒ ∀ ϑa, ϑ, a(p(t)ϑaϑ) ∈ R and
(p(t),) ∈ R,  
=  ⇒ ∀ ϑ, a(p(t)iϑ) ∈ R, where i is the least index such that
depth(p(t)i) > k.
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We now deﬁne the abstract closure operator upu˜pG .
Deﬁnition 10.5. Let S be a set of atoms belonging to Du˜p.
up
u˜p
G (S) = S ∪
{ Gϑ˜|Gϑ˜ ∈ k, var(Gϑ˜) ∩ V˜ = ∅,∀ϑ idempotent substitution such that
depth(Gϑϑ˜)k + 1, there exists a G ∈ S which uniﬁes with Gϑ˜ϑ and
∀ϑ idempotent substitution such that depth(Gϑ˜ϑ)2k, a(Gϑ˜ϑ) = (G˜,),
 
= , there exists (G,′) ∈ S,′ 
= , such that G′i+1 uniﬁes with G˜j+1,
where i, j are the least indexes such that depth(G′i) > k, depth(G˜i) > k}.
Let S u˜p be the domain of sets of downward closed Du˜p atoms.
We consider the abstract domain Au˜p, which is contained in [Goals ⇀ S u˜p], and is such that
∀Xa ∈ Au˜p, Xa(G) is a downward closed set of instances of G, which is also closed w.r.t. the upu˜pG
closure operator. Au˜p is the domain of all partial functions ordered by u˜p,where Xa u˜p X′a iff ∀G,
Xa(G) ⊇ X′a(G). (Au˜p,u˜p) is a complete lattice, where the glb on Au˜p, indicated as
∏u˜p
Xi is equal
to G.upu˜pG (∪(Xi(G))). The lub on Au˜p, indicated as
∑u˜p
Xi is equal to G. ∩ (Xi(G)).
Our abstraction from the ﬁnite failure domain Aff is u˜p : Aff → Au˜p, which is deﬁned as
u˜p(X) = G.upu˜pG ({a(G′) | G′ ∈ X(G)}),
u˜p(Xa) = G.{Gϑa|(G, ) ∈ Xa, dom(ϑa) = var(G) ∩ V˜ ,Gϑa 
= G′i ,∀i,
and (G′,) ∈ D˜up and  
= } ∪ {Gi |(G,) ∈ Xa, 
= ,
depth(Gi) > k}.
Lemma 10.6. u˜p and its adjoint u˜p is a reverse Galois connection of (Aff ,ff ) into (Au˜p,u˜p).
Proof (Sketch). For the sake of simplicity, in the following, given a set of goals I, by (I ) we denote
the set ∪G∈I a(G). We want to prove that u˜p is meet-additive, that is u˜p(∏˜Xi) = ∏u˜p(u˜p(Xi)).
By deﬁnition of
∏˜
,
∏u˜p and u˜p, the previous formula is equivalent to proving that, for every goal G,
u˜p(G.upu˜pG ((∪(Xi))(G))) = G.upu˜pG (∪(u˜p(Xi)(G)))(G). This boils down to proving that for all G,
up
u˜p
G ((up
ff
G(∪(Xi)(G)))) = upu˜pG (∪(upu˜pG ((Xi(G))))). By deﬁnition of upu˜pG , since upu˜pG is an idem-
potent operator, the previous can be rewritten as upu˜pG ((up
ff
G(∪(Xi))(G))) = upu˜pG (∪((Xi(G)))). Then
we prove the claim by case analysis. 
First, we want to prove that the previously deﬁned abstract operator upu˜pG is the optimal counterpart of
the concrete operator upffG . To this aim we prove the following result.
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Lemma 10.7. Let Xa ∈ Au˜p.
G.upu˜pG (X
a(G)) = u˜p(G.upffG((u˜p(Xa)(G)))).
Proof (Sketch). As in the proof of Lemma 10.6, let (I ) denote ∪G∈I a(G), where I is a set of goals. By
deﬁnition of u˜p, we have to prove that, for every G,
up
u˜p
G (X
a(G)) = upu˜pG ((upffG((u˜p(Xa))(G)))).
Only if : Assume that a(G′) /∈ upu˜pG (Xa(G)). By case analysis we ﬁnd a contradiction.
If : It follows immediately observing that, by deﬁnition of upffG , upffG((u˜p(Xa))(G)) ⊇ (u˜p(Xa))(G).
Therefore, by deﬁnition of , and u˜p, (upffG(u˜p(Xa))(G)) ⊇ (Xa)(G). 
We can now deﬁne the optimal abstract operations onAu˜p. For a better understanding of the following
deﬁnition, it is worth recalling that, for any (A,) ∈ Du˜p, if  
=  then var(A) ∩ V˜ = ∅.
Lemma 10.8. Let Xa be a pure abstract collection on Au˜p.
A'u˜pXa = 	
[
R
/
A
]
where
R = {a(Aϑϑa) | 〈H,〉 is a renamed apart from A version of 〈A′, Xa(A′)〉,
for some A′A, (A′′, ) ∈ , ϑ = mgua(A,A′′)|A, ϑa is an idempotent
substitution such that dom(ϑa) = var(Aϑ) ∩ V˜ , depth(Aϑϑa)k + 1} ∪
{a(Aϑ) | 〈H,〉 is a renamed apart from A version of 〈A′, Xa(A′)〉,
for some A′A, (A′′,) ∈ , 
= , ϑ = mgu(A,A′′i)|A, depth(A′′i) > k},
Xa1×u˜pXa2 =
G.upu˜pG ({(G,) | G = (G1,G2), for i = 1 or i = 2, G′i ≡ Gi , (Gi ,), is a
renamed apart version of a goal in Xai (G′i) via a renaming i s.t. G′ii = Gi}),∏u˜p
Xai = G.upu˜pG (∪(Xai (G)),
∑u˜p
Xai = G. ∩ (Xai (G)).
Proof (Sketch). By applying the deﬁnition of abstract operators on abstract domains. 
Also in this case, if we are not interested in the explicit treatment of renaming (since the pure abstract
collection Xa is such that Xa(p(x)) is a downward closed set of atoms), the operation A 'u˜p Xa boils
down to selecting the instances (A′,) of A, which belong to Xa(pure(A)), where (A′,) is an instance
of A, i.e., AA′ if  =  and AA′i with i such that depth(A′i) > k if  
= .
Let us now deﬁne the operator NUnif u˜pG . As usual, we will always assume k to be greater than the depth
of the head of clauses of the program P. This assumption allows us to deﬁne NUnif u˜pp(t) in the following
way.
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Deﬁnition 10.9. Let k > depth(A).
NUnif u˜pp(t)(A) = { (p(t˜),) | (p(t˜),) ∈ Du˜p, and p(t˜)i+1 does not unify with A,
where if  
= , i is such that depth(p(t˜)i) > k}.
Note in fact that, by correctness, (p(t˜),) belongs to NUnif u˜pp(t)(A) if any atom in the concretization of
(p(t˜),) does not unify with A. Since depth(A)k, checking whether any atom in the concretization of
(p(t˜),) does not unify with A boils down to checking the property for a suitable representative. Note
that if p(t˜)i+1 uniﬁes with A than any p(t˜)j will unify with A.
The optimal operator Cu˜p  ·  is deﬁned as
Cu˜p c = u˜p ◦ C c ◦ u˜p.
Lemma 10.10. Let ⊥u˜pP be the bottom element of the lattice of pure collections on Au˜p. Let k >
depth(p(t)).
Cu˜p p(t) : − BXa = ⊥u˜pP
[
p(x)
/
A
]
where A = upu˜pp(x)(NUnif u˜pp(x)(p(t)) ∪
{a(p(t))ϑ˜|ϑ˜ is relevant for p(t),B′ = pure(B), a(Bϑ˜) ∈ upu˜pB′ (C)})
and C = {(B′,)|B′ = B1, . . . , Bn, ∃(Bi,) ∈ Xa(Bi)}.
The proof is essentially analogous to the one of Lemma 7.7.
With this new semantic operatorwe can deﬁne a denotational semantics, simply by considering k greater
than any head of clause inP andP u˜p {c}∪P Xa = Cu˜p cXa+u˜pP u˜p P Xa = p(x).
⋂
c∈P Cu˜p cXa .
Corollary 10.11. Let k be greater than depth(head(c)), for every c ∈ P .
P u˜p P Xa
= p(x).{p(t˜),′|p(t˜),′ ∈ Du˜p, for every clause deﬁning the procedure p,
p(t) : −B ∈ P, p(t˜),′ ∈ upu˜pp(x)(NUnif u˜pp(x)(p(t)) ∪
{a(p(t))ϑ˜|ϑ˜ is relevant for p(t),B′ = pure(B), a(Bϑ˜) ∈ upu˜pB′ (C)})}
and C = {(B′,)|B′ = B1, . . . , Bn ∃(Bi,) ∈ Xa(Bi)}}).
Proof (Sketch). The proof follows immediately fromLemma 10.10 and from the deﬁnition of the abstract
operation +u˜p. 
Example 10.12. Aswe have already discussed in Section 9, we expect the upward approximation deﬁned
in this section to be more precise than the one deﬁned in Section 9, whenever the programs deal with
perpetual processes.
Consider the program P3 of Example 3.13.
P3 : q(a) : −p(x). p(f (x)) : −p(x).
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Let v˜ ∈ V˜ , for k = 3,
gfp(P u˜p P3)(q(x)) = {q(f (x)), q(f (a)), q(f (f (x))), q(f (f (a))), q(x){x/f (x)},
q(f (f (v˜)))}
gfp(P u˜p P3)(p(x)) = {p(a), p(f (a)), p(f (f (a))), p(f (f (v˜)))}
The previous example shows that the upward approximation gfp(P u˜p P ) is more precise w.r.t. the
correct upward approximation gfp(Pup P ). In the case of program P3, for example, p(x) does not
belong to the upu˜pp(x) closure of gfp(P u˜p P3)(p(x)), since the abstract pair p(x){x/f (x)} does not
belong to gfp(P u˜p P3)(p(x)). This implies that the atom q(a) does not have a ﬁnite failure according to
this approximation. Recall that this was not the case when using the correct approximation gfp(Pup P ),
with any k (see Example 7.9).
Consider now program P6 of Example 7.9.
P6 : q(a) : −p(x). p(f (x)) : −s(x). s(f (x)) : −h(x).
h(f (x)) : −t (x). t (f (x)) : −p(f (f (f (x))))).
Assume v˜ ∈ V˜ . For k = 3, we obtain the following abstract greatest ﬁxpoint.
gfp(P u˜p P6)(q(x)) = {q(f (f (v˜))), q(f (f (x))), q(f (x)), q(x){x/f (x)}, q(f (a)),
q(f (f (a)))},
gfp(P u˜p P6)(p(x)) = {p(f (f (v˜))), p(f (f (a))), p(f (a)), p(a)},
gfp(P u˜p P6)(s(x)) = {s(f (f (a))), s(f (a)), s(a)},
gfp(P u˜p P6)(h(x)) = {h(f (a)), h(a)}, gfp(P u˜p P6)(t (x)) = {t (a)}.
Note that, for each p(x),
u˜p(gfp(P u˜p P6)p(x) = gfp(P P6)p(x).
With program P6 the previous relation was veriﬁed also by the approximation gfp(Pup P6)p(x) of
Section 7, yet with k = 4.
An analogous result can be obtained for program P7 of Example 7.9.
11. Using gfp(P u˜p P ) for ﬁnite failure veriﬁcation
As extensively discussed in Section 9, the aim of deﬁning a more precise upper approximation was to
allow us to deﬁne a more powerful veriﬁcation method for ﬁnite failure.
Consider
• Su˜p , the u˜p abstraction of the collection which speciﬁes, for each pure atom p(x), the intended set
of instances of p(x) which ﬁnitely fail.
• S′
dw
, as deﬁned in Section 9, i.e., the dw abstraction of the collection which speciﬁes, for each pure
atom p(x), the intended set of instances which either ﬁnitely fail or (universally) do not terminate.
Then the following result holds.
R. Gori, G. Levi / Journal of Computer and System Sciences 71 (2005) 535–575 573
Theorem 11.1. Let P be a program. If the following conditions sc′1 and sc′2 hold
sc′1 P u˜p P Su˜p *u˜p Su˜p ,
sc′2 S′dw *dw Pdw P S′dw
then the program P is depth-k correct.
From the discussion of Section 9, it should be clear that the veriﬁcation method based on condition sc′1
will allow us to prove partial correctness w.r.t. depth-k ﬁnite failure of a very special class of programs:
i.e., programs which just have non-perpetual inﬁnite derivations (perpetual processes).
Example 11.2. Consider the following perpetual process where  = {cons/2, nil/0, a/0, b/0, c/0}.
P15 : op([a|X]) : −do(a), op(X). op([b|X]) : −do(b), op(X).
Consider now a speciﬁcation Su˜p on the Du˜p domain for k = 2. Su˜p is deﬁned as
op(x).{op([a]), op([b]), op([c]), op([c|x]), op([a|v˜]), op([b|v˜]), op([c|v˜])}.
Note that, in this case, Su˜p is equal to Sup which is the speciﬁcation for ﬁnite failure on theDup domain.
If we now consider Pup P15Sup , we can see that Pup P15Sup /*up Sup . Indeed, op(x), op([a|x]),
op([b|x]) ∈ Pup P15Sup while op(x), op([a|x]), op([b|x]) /∈ Sup . Hence, according to Theorem 8.2,
we cannot prove that up(gfp(P P ) * Sup holds and therefore that the program is correct w.r.t. the
intended depth-k ﬁnite failure set. However this program is correct. The problem is that the upward
approximation Pup P  in this case is not precise enough. It is worth noting that this loss of precision
does not depend on k. For any k, in fact, op(x) ∈ Pup P15Sup while op(x) /∈ Sup .
Consider now P u˜p P15Sup . In this case P u˜p P15Sup *up Sup holds. Indeed, op(x), op([a|x]), op
([b|x]) /∈ Pup P15Sup , since, for example, op(x), {x ← [a|x]} /∈ Sup . Hence, condition sc′1 is veriﬁed.
Therefore, by Theorem 11.1, we can be sure that the program P15 is correct w.r.t. the intended depth-k
ﬁnite failure set.
Consider the well-known perpetual process P12 of Example 9.1 and let Su˜p be a the speciﬁcation on
the Du˜p domain for k = 2, Su˜p = p(x).{p(a), p(f (a)), p(p(f (v˜)))}. Also in this case Su˜p = Sup .
Consider Pup P12Sup , we can see that Pup P12Sup /*up Sup . Indeed, p(x), p(f (x)), q(a) ∈Pup P12Sup while p(x), p(f (x)), q(a) /∈ Sup , and this is the case for any k. Again, using condition
sc1, we cannot prove that the program is correct w.r.t. the intended depth-k ﬁnite failure set. However this
is a correct program. Consider now P u˜p P12Sup . In this case P u˜p P12Sup *up Sup holds . Indeed,
q(a), p(x), p(f (x)) /∈ Pup P12Sup , since, for example, p(x), {x ← f (x)} /∈ Sup . Hence, condition
sc′1 is veriﬁed. Therefore, by Theorem 11.1, we can be sure that the program is correct w.r.t. the intended
depth-k ﬁnite failure set.
12. Conclusion
In this paper we have considered the semantics deﬁned in [18] as the basis for a new veriﬁcation
method. The method is obtained by using, similarly to Ferrand’s approach [17], two semantics (greatest
ﬁxpoint semantics and a Pdw P  ↑  denotation) and two different speciﬁcations.
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Unlike Ferrand’s approach, we think that both the veriﬁcation conditions which we have devised are
useful for veriﬁcation purposes. Indeed, both denotations, gfp(Pup P ) and Pdw P  ↑ , faithfully
model two important behaviors of logic programs: failure and success.
Moreover, by deﬁning an upper approximation and a lower approximation, which give two different
ﬁnite approximations of the collections expressing the set of atoms having a ﬁnite failure and of the
collections expressing the complement of the success set, we have provided a pair of sufﬁcient conditions
which can be effectively checked.
One may wonder whether there exist other abstract domains which can be used to derive meaningful
sufﬁcient conditions for effective veriﬁcation of ﬁnite failure. One idea, which we would like to explore
in the future, is to use the abstract domain of assertions as deﬁned in [23]. In this case the abstract domain
is a set of assertions which are formulas in a logic language. This would allow us to express the intended
behavior using a very natural and intuitive formalism. As shown in [23], the proof that a veriﬁcation
condition holds, boils down to proving that a formula is valid in a particular model. An interesting result
is that whenever the assertion language is decidable [28], the veriﬁcation conditions can effectively be
checked.
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