Abstract. An amorphous slice of a program is constructed with respect to a set of variables. The amorphous slice is an executable program which preserves the behaviour of the original on the variables of interest. Unlike syntax-preserving slices, amorphous slices need not preserve a projection of the syntax of a program. This makes the task of amorphous slice construction harder, but it also often makes the result thinner and thereby preferable in applications where syntax preservation is unimportant.
Introduction
Program slicing is an automated source code extraction technique which produces a version of a program that preserves a projection of the original program's semantics (Binkley and Gallagher, 1996; De Lucia, 2001; Harman and Hierons, 2001; Tip, 1995; Weiser, 1984) . Traditionally, this projection is defined in terms of a subset of variables of interest and is constructed using the sole transformation of statement deletion (Weiser, 1984) . The slice is therefore a subprogram which preserves a subcomputation.
Amorphous slicing (Binkley, 1999; Harman and Danicic, 1997; ) is a variation of traditional slicing, in which the semantic property is retained (the slice maintains a subcomputation), while the syntactic restriction to statement deletion is relaxed. By sacrificing the connection with syntax, smaller slices can be produced. Amorphous slicing is therefore useful in applications of slicing where syntax is less important than size reduction. For example, in applications of slicing to re-engineering where the program is, by definition, to be syntactically altered, amorphous slicing may be more suitable than syntaxpreserving slicing. However, for applications like debugging, where syntax is important, amorphous slicing is less likely to be suitable compared to syntax-preserving slicing.
Transformations which tend to reduce program size are like slices in that they preserve the (projected) semantics of the program, but are unlike slicing because they do not preserve syntax. On the other hand, slicing is like transformation in the way it preserves the semantics of the program for some projection of the original semantics. When slicing and transformation are combined, the result is amorphous slicing.
According to the definition of Amorphous Slicing, an amorphous slice can be constructed using any program transformation which simplifies the program and which preserves the effect of the original program with respect to the slicing criterion. This syntactic freedom allows amorphous slicing to perform greater simplification with the result that amorphous slices need never be larger than their syntax-preserving counterparts. Often they are considerably smaller.
Amorphous slicing can be thought of as a generalisation of slicing: the semantic requirement is retained, but the syntactic requirement is relaxed. This makes amorphous slicing more like transformation than traditional slicing. Similarly, amorphous slicing can be thought of as a generalization of transformation: the semantic requirement to preserve the meaning of the program is relaxed to the requirement that the (projected) semantics with respect to the slicing criterion is preserved.
Amorphous slicing allows a slicing tool to 'wring out' the semantics of interest, using transformation to reduce the dependencies in the original program and then using traditional syntax preserving slicing to extract the components of the computation which have been isolated by transformation. Consider the simple program fragment in the leftmost section of figure 1. This program computes face and surface areas for a cylinder of radius r and height h. The computations of each value are built up in terms of previous values creating dependencies between the statements. This inter-dependence inhibits the simplification abilities of traditional, syntax-preserving slicing. For example, the syntax-preserving slice on the final value of the variable SArea contains the whole program.
Consider the version of the original program in the central section of figure 1. This version of the program has been produced using a simple code motion transformation (Rule 2 of figure 7). The rule pushes an assignment forward in the program, re-writing the expressions past which the assignment moves. The effect of this transformation is meaning preserving, but it breaks the interdependence which inhibits traditional slicing. For example, in the example in figure 1 , the variable SArea depends upon all four assignment statements; in the 'push transformed' version it depends on only one.
Dependence reduction is not the only way in which transformation can be used to improve slicing, it is simply one of the most obvious ways in which transformation can improve slicing, once the requirement of syntax-preservation is removed. For example, the amorphous slice on the variable SArea in figure 1 could be improved by expression simplification, which could replace the expression SArea:=2*pi*r*r+h*pi*2*r; with the expression:
SArea:=2*pi*r*(r+h);
This paper describes the implementation of an amorphous slicing tool that mixes domain independent dependence reduction and simplification transformations with domain specific transformations, pre-processing transformation and traditional slicing to construct amorphous slices. The paper describes the architecture of the overall system and the dependence reduction transformation component in detail, and illustrates how each phase combines to produce simpler slices using a worked example. There is an implementation of the amorphous slicer available for experimentation via web-interface at http://www.brunel.ac.uk/~cssrllh/slicer/.
Some of the transformation tactics used by the GUSTT system may also find application in other transformation programs. For example the side effect removal tactic removes intraprocedural side effects, while the dependence reduction tactic reduces the inter-dependence between statements. The former may be useful as an enabling step to other transformationbased approaches (Bennett et al., 1995; Bull, 1994; Mehlich and Baxter, 1997; Ward, 1994) , while the latter may be useful in work on transformation-based automatic parallelisation (Liao et al., 1999; Maslov, 1994; Ryan and Walsh, 1997; Peter, 1998) .
The rest of this paper is organised as follows. Section 2 explains why amorphous slice construction is a harder problem than syntax-preserving slice construction. Sections 3 and 4 describe the overall GUSTT amorphous slicing system, and the details of the algorithms used for Dependence Reduction Transformation. Section 5 presents a simple worked example which illustrates the dependence reduction transformation process. Section 6 compares the abstract-syntax tree approach described here with the more conventional approach based upon the System Dependence Graph (SDG), highlighting strengths and weaknesses of each approach. Section 7 gives the results of a simple empirical study of the best and worst case performance times for LinIAS, an implementation of the Amorphous Slicer for WSL. Section 8 shows how amorphous static slicing can be combined with syntaxpreserving conditioned slicing to produce amorphous conditioned slices. Section 9 presents a brief overview of related work. Sections 11 and 10 present conclusions and future work.
Amorphous slicing is harder than syntax-preserving slicing
The construction of amorphous slices is harder than the construction of syntax-preserving slices, because any transformation can potentially be applied in amorphous slicing. Previously published algorithms for amorphous slicing (Binkley, 1999; ) have concerned only intraprocedural transformations. This paper presents a simple interprocedural amorphous slicing algorithm and initial results on the performance of the dependence reduction transformation at the heart of our amorphous slicing algorithm. The current approach 'pushes' the intraprocedural analysis into procedure and function bodies. However, even given the limitations of the current approach, it is possible to construct some interesting slices which illustrate the way in which interprocedural amorphous slicing improves upon interprocedural syntax-preserving slicing.
For example, consider the example in the leftmost section of figure 2. The program is written in WSL. The syntax of the subset of WSL used in this paper is presented in figure 3 . The main program consists of the final four lines of code. The main program makes two calls to the procedure called @BoundedFind (the presence of the @ symbol is required by WSL, but it is unimportant). The first three parameters to this function are Bound, List and Key and they are all passed by value. The remaining two parameters, R and Flag are passed by value-result, and constitute the results of the procedure. The VAR . . . ENDVAR construct introduces a local variable, i, which is used as a WHILE loop counter. The rest of the program uses the Algol-like subset of WSL.
The procedure @BoundedFind searches the list passed to it, until either an upper bound, specified by the formal parameter Bound, is reached or the end of the list is reached. If the element Key is located by this search, then R is set to the index of the element and Flag is set to 1 (which denotes true). Otherwise, R is unaffected and Flag is set to 0 (which denotes false).
The main program attempts to use two calls to @BoundedFind to determine whether the element Peter occurs strictly before the element Jane in the list L. It sets the flag variable Result accordingly. Slicing on Result illustrates one difference between syntaxpreserving slicing and amorphous slicing, showing how amorphous slicing allows for more simplification. Observe that, for the purpose of determining the value of Result, only the returned parameter R is required. The Flag parameter can be discarded. Syntax preserving slicing can reveal this, because the slice of the body of the procedure does not contain assignments to the formal parameter Flag. However, the parameter Bound also is not required in the slice, because the WHILE loop test becomes (by substitution of formal for actual parameters and simple code motion):
in both calls and this can be simplified to:
Such a substitution and simplification, makes the formal parameter Bound redundant and so it is dropped from the definition and call in the amorphous slice. Syntax-preserving slicing is prevented from exploiting this simplification opportunity, because the syntactic restriction prevents it from substituting an actual parameter for the corresponding formal parameter. The amorphous slice is therefore simpler than the corresponding syntax-preserving slice (although it is not a syntactic subset of it).
The overall system
Figure 4 describes the architecture of the amorphous slicing system developed as part of GUSTT project. The current implementation is available for experiment, via web-form interface at:
http://www.brunel.ac.uk/~cssrllh/slicer/.
The GUSTT system consists of a number of components, some of these have been described in detail elsewhere and are only summarised here. These phases are the side effect removal phase , the approach to criterion guidance and the approach to formalisation and correctness proof of the transformations used (Zhang et al., 2002a (Zhang et al., , 2002b . The purpose of this section is to provide a context for the description of the Dependence Reduction Transformation (DRT) step, which is at the heart of the slicer and which is described in more detail in the next section. 
Criterion guidance
At present, the criteria selection component is entirely human based. The ultimate goal of the GUSTT research project is to partly automate the criterion selection component of the system to produce guidance to the human in selecting good slicing criteria.
There is a problem with guiding the choice of criterion; the slicing criterion is typically at too low a level for the human maintenance engineer. The maintenance engineer typically wants to ask questions of the form:
"Given an original program, construct the simplest program that:
• performs the same master file update operation, • replicates only the defensive programming features of the original, • closes down the reactor under the same conditions, • has the same effects upon the back-up disk or • communicates in the same way with the thermostat controller."
These questions cannot be asked directly using slicing, because it is not clear how to map concepts such as 'file update' and 'defensive programming' onto program variables. However, recent work has shown that by combining slicing with concept assignment (Biggerstaff, 1993; Gold, 2000 Gold, , 2001 Karakostas, 1992) , it is possible to construct executable 'concept slices' in which the strengths of both slicing and concept assignment are retained. This allows for meta-level guidance in the choice of the sets of slicing criteria needed in order to construct good slices.
In executable concept slicing, the concept assignment phase locates candidate code based on very high level criteria, such as 'file update' and 'defensive programming'. The concept so-defined is not executable, but slicing is used to 'fill in the gaps', resulting in a subprogram which is both executable, yet which is extracted according to a high level criterion. The high level criterion of concept assignment corresponds to a set of lower level criteria for slicing. This approach to the combination of slicing and concept assignment is described in detail elsewhere .
Pre-processing
The GUSTT system involves the pre-processing of original programs to achieve side-effect removal . The goal is to produce a version of the program written in a form which is essentially 'functional with sequencing'. This eases further transformation, as transformation rules are typically easier to define for a functional language (Apt et al., 1998; Darlington and Burstall, 1976; Kort et al., 2000; Partsch, 1990) .
A side effect is any change in program state that occurs as a by-product of the evaluation of an expression. A side-effect free expression when evaluated, simply returns its value, causing no change in state. Side effects tend to inhibit transformation, and so they are removed in a pre-processing phase of the system. The Side Effect Removal Transformation (SERT) (Harman et al. 2002c ) rewrites a program which may contain side effects into a semantically equivalent program which is guaranteed to be side-effect free. Software engineering techniques such as slicing, program transformation and other program analysis techniques can benefit from SERT. It is one of the enabling steps in GUSTT as well. The SERT algorithm is achieved using the LinSERT system, described in more detail elsewhere ) and which is available for non-commercial use from http://www.brunel.ac.uk/~csstmmh2/linsert.
Language semantics: Automated proof checking
Underlying all the central phases of the amorphous slicer is the approach to correctness assurance. In the GUSTT system this is a partly automated formal proof process. The Coq proof assistant (Coquand and Huet, 1988; Coquand and Paulin, 1990; Cornes et al., 1995; Paulin-Mohring and Werner, 1993 ) is used to express and check proofs of correctness for the slicing and transformation components of the system. The semantic basis of WSL is Weakest Precondition (WP) and program transformation. In order to automate proofs about slicing and transformation algorithms in WSL the WP semantics of WSL have been formalised within the Coq type-theoretic proof checking assistant (Zhang et al., 2002b ). An operational semantics for WSL has also been constructed and an equivalence between the operation and weakest pre-condition semantics has been established (Zhang et al., 2002a) .
The advantages of using Coq, is that proof of program transformation can be constructed within the Coq system (by hand) and checked automatically (by the Coq system). This removes one possible source of problems, because it is well-known that computer proofs are not often thoroughly checked by humans (De Millo et al., 1979) .
More details on the GUSTT approach to formally assured and machine-checked transformations can be found elsewhere (Zhang et al., 2002a (Zhang et al., , 2002b .
The amorphous slicer itself
The central amorphous slicer contains three subcomponents. The three components are iteratively applied until no further reduction in amorphous slice size is possible. This 'top level' algorithm employed by the central amorphous slicing system is described in figure 6. In this (and other) figures detailing algorithms, the notation let a be b is used for pattern matching against structures, so that the components of these structures can be selected and so that new structures can be constructed. To avoid confusion between notation used to express the algorithm itself and the syntactic constructs being built, Quine's quasi quotes (Stoy, 1985) are used to encase concrete syntactic constructions of WSL statements and expressions. That is, in [[S] ], S is some WSL statement. Assignment at the algorithm level (as opposed to the WSL assignment syntactic constructor ':=') is denoted ←, and list structures are operated upon with the usual selectors Head and Tail and with the constructor Append for conjoining two lists or an element and a list.
The initial component of the central amorphous slicer, is a traditional syntax-preserving slicer, which uses a traditional interprocedural slicer for syntax-preserving slicing based upon the Abstract Syntax Tree (AST) Ouarbya et al., 2002) . We perform an initial syntax preserving slicing step (before the iteration begins) and then perform syntax preserving slicing again at the end of the body of the iteration. This has the same effect, but, anecdotally, is often faster because the initial slicing step is relatively efficient and if it removes a large portion of code it reduces the size of the problem once the iteration commences.
If syntax preserving slicing and domain specific transformations have no effect then s and p 1 will be identical and the iteration will terminate. Otherwise, there is some possibility of reduction because both syntax-preserving slicing step and the domain specific transformations are so-designed that they have either no effect or reduce the size of the program. This guarantees that the iteration will, eventually, terminate.
The final component of the central amorphous slicer seeks additional transformation rules for domain specific problems. Domain Specific Transformation (DST) exploits knowledge of the application domain in order to improve the chances of achieving slice size reduction. Earlier work has shown considerable improvement in simplification by DST. The DST component is essentially an opportunistic phase of the approach. Different applications will require different 'transformation rule sets' tailored to the problem in hand. These transformations are called 'targeted transformations' because they are targeted at a particular problem. Domain specific amorphous slicing has also been used to improve evolutionary testing .
The middle component of the GUSTT system, the DRT tactic, aims to remove depen dencies, thereby improving the likelihood that subsequent slicing and Domain Specific Transformations will be applicable. DRT consists of a set of transformations aimed at reducing statement inter-dependence. This phase of the amorphous slicing engine is 'general purpose' because the reduction of inter-dependence between statements will always tend to reduce the size of slices and all applications require slices to be as small as possible. The specifics of the initial and final phases of the central slicer are described elsewhere Ouarbya et al., 2002) . However, the dependence reduction component of the GUSTT system is a useful transformation tactic in its own right and is germane to any amorphous approach to slicing. It is described in more detail in the next section.
Dependency reduction transformation
The algorithm uses a set of transformation rules to achieve a form of symbolic execution of the program. Each transformation applied is semantics preserving. The transformation rules used are presented in figure 7. A rule of the form:
A B⇒C is interpreted as "If A holds then the fragment B can be transformed to the fragment C." The terms REF(e) and DEF(e) denote the referenced and defined variables (Aho, 1986) of expression e. The term SUB(e 1 , i, e 2 ) returns the expression that results from substituting all occurrences of the variable i in the expression e 1 , with the expression e 2 .
The rules are implemented by the DRT algorithm (figure 8), which walks a program's AST applying the auxiliary transformation tactic PUSH (figure 9). The PUSH tactic takes an assignment statement and attempts to push it forward in a code sequence. As the assignment passes statements which reference its defined variable, these passed statements have to be updated to reflect the symbolic effect of the assignment's execution. The pushing forward of an assignment is achieved by applying the Push Assignment Rule shown in figure 7.
An assignment can get 'stuck' in the pushing process. This happens when an attempt is made to push an assignment which references a variable v past a statement which defines v. In this situation the PUSH tactic has no effect upon the statement sequence through which the assignment is to be pushed. The overall effect of this first call to PUSH, has been to push the first assignment a:=b+c past the other two assignments, with the consequent effect of replacing the right hand sides of the two assignments with symbolically evaluated expressions. After the first call to Notice how the dependence of the assignment to x upon the assignments to a and b has been 'transformed out' in this process. Slicing the new version of the program with respect to the final value of x will now produce the single assignment:
whereas previously, it would have produced the entire code sequence.
As the example shows, the push transformations, combined with the application of traditional, syntax preserving slicing, produced greater simplification than traditional slicing alone. The overall effect is that expressions become more complex, but statements become less interdependent, so slices tend to be smaller (or at least have fewer nodes) and tend to assign to fewer variables. Of course, the expression assigned to x has increased in size as a result of the transformation process. However, in this case, simple expression simplification improves the final amorphous slice on x to:
x:=1;
A worked example
This section illustrates the GUSTT system using the example in figure 10 . The example is presented in C, so that the side effect removal phase can be illustrated. The amorphous slicer is implemented for WSL, which is side effect free, so the example in C, since side effects have been removed, is re-written in WSL. The side effect removal phase, and the amorphous slicing of WSL are implemented and publicly available. The conversion from C to WSL is currently performed by hand.
The example program is a program which is intended to compute the mean value for the elements in the array A and the means for the even and odd numbers of the array. These values are used to compute the difference between the overall mean and the mean for evens and odds. However, the program contains a bug; the assignment operator = has been used in place of the equality test operator == in testing a flag variable evenflag which is used to denote the outcome of testing whether or not a particular element of the array is even or not. It has been previously observed (Bennett, 1998 ) that transformation has a tendency to highlight bugs in programs, because the transformation is meaning preserving and yet it renders the program in a different syntax. This worked example shows how the combination of slicing and transformation can further improve transformation's bug-revealing tendency.
Of course, no set of transformation rules can ever be complete and so there will always be amorphous slices which exist in theory, but which are not found by any algorithm. Indeed, statement-minimal syntax-preserving slices are not generally computable, so even a complete set of transformations would not guarantee minimal amorphous slices. However, the example shows that even with our limited set of transformation rules, combined with traditional syntax-preserving slicing, it is possible to make progress.
The rest of this section steps through the application of the various components of the GUSTT system, showing how each affects the example. First, the side-effects in program P 0 are removed. The side-effect free program P 1 (shown in figure 11 ) is obtained. Not surprisingly, as the bug involves the mistaken use of a side effect the side-effect removal tactic makes the bug more obvious. That is, the side effect free version of the program contains the tell-tale conditional:
This code appears to be anomalous, because it clearly can only evaluate to false, making the then branch of the conditional redundant. As will be shown, further transformation and slicing, make this bug even more evident.
The LinIAS implementation of the GUSTT amorphous slicer takes and produces programs in WSL. Figure 12 presents the WSL version of the side effect free C program in figure 11 . Slicing this WSL program, P 2 , on the variable evendifference, using syntaxpreserving slicing produces the conventional slice, S 0 , in figure 13 .
Traditional syntax-preserving slicing (Horwitz et al., 1990; Tip, 1995; Weiser, 1984) does not exploit the fact that if(0) can never execute the then branch (line 9 and 10 in figure 13 ). However, Tip (1995) and Ernst (1994) show how compiler optimization techniques can be used to transform an intermediate representation that would allow optimized syntax preserving slices to be constructed. Such optimizations are included in the DRT rule set when they reduce dependence. For example, Rule 8 and Rule 9 in figure 7 are standard redundant computation removal optimizations. Applying Rule 9 to the code fragment in figure 13 causes the code from lines 8 to 10 of S 0 to be deleted. Applying Rule 8, the code line 17 and 18 of S 0 are transformed into:
The transformed slice S 1 is shown in figure 14 . Note that the dependence on variables evens and noevens (in line 2) has been broken after the above DRT transformations are applied. Applying the DRT algorithm to the code fragment from lines 18 to 24, the transformed slice S 2 shown in figure 15 is obtained.
Slicing S 2 on the variable evendifference, the amorphous slice in figure 16 is obtained (a C version is depicted in figure 17 ). In the amorphous slice the bug manifests itself as the fact that the assignment to evendifference is defined in terms of the number of elements in the array, n, and that no mention of the variables evens and noevens remains. This makes the presence of the bug very evident. The general aim of any implementation of amorphous slicing is to remove as much of the unwanted semantics of the program as possible, creating the simplest possible program which retains the effect of the original on the variables of interest. Of course, as with syntax-preserving slicing, minimal slices are not computable. However, any progress in removing unwanted semantics may improve the chances that any faults will be detected.
Advantages and disadvantages of an AST-based approach
Traditionally, syntax-preserving slicing has been performed using the System Dependence Graph and its variations (Binkley, 1998; Gupta et al. 1992; Horwitz, 1990; Larsen and Harrold, 1996; Liang and Harrold, 1998; Sinha and Harrold, 1998; Sinha et al., 1999; Zhao, 2002) . Binkley (1999) showed how transformation rules could be incorporated into the SDG so that it could be used to construct amorphous slices. A detailed algorithm for amorphous slicing using the SDG is presented by Harman et al. (2003) . This section addresses the advantages and disadvantages of the two approaches: AST-based and SDGbased amorphous slicing. Currently available implementations of the SDG-based algorithm, CodeSurfer (Grammatech Inc., 2002) and the Aristotle system (Harrold et al., 2002) target the C programming language, so examples in this section will be presented in the C language.
Broadly speaking, the advantages of the SDG-based approach over the AST-based approach are:
• control and data dependence information are locally available to each node, • computational effort involved in some of the preconditions on transformations is reduced and • the execution order independence of the SDG removes the need for code motion transformations.
However, the disadvantages of the SDG-based approach include:
• the execution order independence of the SDG makes some transformations harder to apply and • the granularity of the SDG-representation is occasionally too coarse.
The SDG-based syntax-preserving slicing algorithm (Horwitz et al., 1990; Ottenstein and Ottenstein, 1984) has also been extended to handle slicing programs with goto statements (Ball and Horwitz, 1992; Choi and Ferrante, 1994; Kumar and Horwitz, 2002) , although there are other non-SDG-based approaches to handling goto statements (Agrawal, 1994; . However, for amorphous slicing, goto statements present less of an issue, because they can be transformed out using standard restructuring transformations (Ramshaw, 1988; Ward, 1989) . Section 6.1 explains the advantages of the SDG-based approach, while Section 6.2 explains the disadvantages. In general, the SDG-based approach can be thought of as a compilation, by contrast with the AST-based approach which is interpretive. The strengths and weaknesses that accrue from the choice between compilation-based strategies and interpretation-based strategies also apply. Section 6.3 explores this observation in more detail.
Advantages of the SDG-based approach over the AST-based approach
The advantages of using the SDG come from having the necessary control and data flow information in one place. This has long been known to simplify the computation of syntaxpreserving slices (Horwitz et al., 1990; Ottenstein and Ottenstein, 1984) . It also assists the computation of the transformations used in amorphous slicing, by reformulating logical constraints in terms of dependence edges. This reformulation makes implementation easier and more efficient.
To illustrate one advantage, consider the statement order information ubiquitous in the AST. This information is not the necessary ordering of components captured by dependence edges in an SDG, but rather the over specification of order present in a program's source code. To deal with statement order, the AST algorithm must employ many transformations to achieve a relatively simple result, which can be achieved in a single transformation using the SDG.
For example, consider the two programs shown below (in which r ∈ REF(B)). The ASTbased approach requires rules that allow statements to "pass-by" one another. For instance, the Push Assignment rule allows Statement A to pass-by Statement B yielding Program 2 from Program 1. In Program 2, the two assignments to r can be combined (by the Unfold Assignment rule) enabling further simplification. There is no need for a Push Assignment rule in the SDG, as statement order is not represented. In fact, the SDGs for Program 1 and Program 2 are identical.
Program 1 Program 2
A: r = r && x y = · · · B: y = · · · r = r && x r = r && y r = r && y
In general, where two statements x = e 1 and y = e 2 are separated by n assignments to variables other than x, n + 1 applications of the Push Assignment rule are required to relocate the assignment to x to the statement following the assignment to y. This is achieved by one application of the Flow-Edge Removal rule of the SDG-based approach (Harman et al., 2003) , defined below:
The Flow-Edge Removal Rule (10) states how an expression e can be propagated along a flow edge of the SDG from an assignment vertex v labeled "a = e" to a vertex u. For this rewriting to be allowed (safe), u must be the target of exactly one flow-dependence edge for variable a. Furthermore, if u represents a vertex that also defines a, then the rewriting rule requires the incoming flow edges of u be a subset of the incoming flow edges of v (excluding the edge v → f u). Safety ensures that the rewritten graph can be transformed back into a sequential program.
Advantages of the AST-based approach over the SDG-based approach
While the SDG-based approach has many advantages, it also has some disadvantages. Two of these are now discussed. The first of these is a 'true disadvantage'. The second reflects the granularity at which current implementations (Grammatech Inc., 2002; Harrold et al., 2002) operate and so is a disadvantage, merely of current implementations, rather than of the approach itself. The first disadvantage arises from the complete lack of statement order information in the SDG. In some cases, this lack of information makes it 'too easy' to apply transformation rules. That is, transformation rules could potentially be applied in incorrect situations, unless additional edges are added to the SDG to denote statement execution order and to prevent the application of these transformations. The Flow-Edge Removal rule is an excellent example of this problem.
For example, consider the code in figure 18 . Rewriting the flow dependence edge from Statement 2 to Statement 5 is problematic because it is impossible to transform the transformed graph into a sequential program without introducing temporary variables (or undoing the transformations). The reason for this is that the dependences of the rewritten Statement 5 require it to be after Statement 4 (4 → f 5), but before Statement 3 (where z is redefined). In this example, the dependence on z requires Statement 4 to follow Statement 3 (3 → f 4); thus, no satisfactory linear order exists. Note that the resulting SDG is well defined and has the expected semantics.
By contrast, using the AST-based approach, the assignment at Line 2 of this fragment would become 'stuck' were an attempt to be made to 'push' it forward through the remaining three statements. The value assigned to b at line two therefore cannot be pushed to the use of b in Line 5. This problem requires the inclusion of some statement order information in the SDG.
The second disadvantage identified in the current implementation deals with the granularity at which program components are represented in the SDG. CodeSurfer and Aristotle use statement level SDGs. That is, for the most part, the SDG has one vertex for each statement in the source program. The main exception to this is the call statement, which includes multiple vertices for each parameter.
At the statement level of granularity certain restrictions are necessary on particular transformations. For example, consider the flow edge from v to u in figure 19 .
At the statement level, removing this flow edge makes it impossible to reconstruct a program from the transformed SDG (without introducing temporary variables) because of the two incoming flow dependence edges for i at vertex u. Thus, this transformation needs to be restricted. This difficulty can be overcome by moving to a finer granularity for SDG nodes. An 'operator level SDG' includes a vertex for each operator and operand in a statement (as well as the statement itself). The operator-level SDG makes it possible to keep separate multiple distinct definitions of each variable that reaches a vertex. This is illustrated in figure 20 , which shows the operator-level SDG for the above code before and after the removal of the flow edge from v to u. The operator level SDG avoids the granularity problem because the two definitions of i reach different operands at u. In this example, it is impossible to transform the resulting graph directly into a program. However, the graph is semantically meaningful and sufficient information exists to reconstruct a program if the introduction of temporary variables is allowed.
Compilation verses interpretation
The SDG-approach requires the building of an SDG. This can be computationally expensive. Much of the effort required to build the SDG can be thought of as 'up front analysis effort', which may have to be performed in the AST-based approach at some point when constructing the slice for some chosen criterion. However, some effort in constructing an SDG may be wasted in certain circumstances. For instance a large function or procedure which turns out to be omitted in all slices, will be analyzed when building the SDG, but will not be analysed by the AST-based algorithm.
In a situation where only a single slice is required, the computation effort involved in first building the SDG, and subsequently applying it to a slicing problem may outweigh the computational effort of producing the slice directly from the AST. In situations where many slices are to be computed, the effort required to build the SDG pays off, because this effort is expended only once.
Empirical performance analysis
The authors implemented LinIAS, a tool which produces amorphous slices for WSL and which is built on top of the FermaT transformation workbench Fermat is available under GPL from www.dur.ac.uk/~dcs6mpw/martin/.
LinIAS is available for use from a web-based interface from:
http://www.brunel.ac.uk/~cssrllh/slicer/ The execution time of LinIAS depends predominantly upon the applicability of Push rules and the consequent manipulation of the AST when code motion occurs. This section reports on the performance of dependence reduction with respect to best and worst cases. Performance degrades if more code can be deleted, when the discovery that this code can be deleted requires repeated applications of the iteration embodied in the top level algorithm. Though this is a pathological case, which is unlikely to occur in practice, it allows us to provide an upper bound on the time taken to compute an amorphous slice in terms of the lines of code in the program to be sliced.
An example fragment which denotes the pattern of the worst case is presented in the rightmost column of figure 21. In this program every assignment is dependent on all previous ones, and each assignment can be pushed down. However, in order to produce the final amorphous slice, the algorithm has to push each line down through the entire program, transforming every statement as it passes and then slicing at the end of each iteration. For this worst case, (human) analysis yields that the value of x n is one of following:
where i ∈ {0, 1, 2, . . .}. LinIAS achieves the above result by applying the push rules n(n − 1)/2 times (for n lines of code). Worst case performance can, therefore, be expected to be quadratic.
In the best case, no lines of code are deleted. This case is 'best' from the point of view of performance, but is clearly less attractive in terms of the results it produces as slicing is only useful when statements are deleted. Fortunately, the best case (in terms of performance) is also a somewhat pathological example, and it is presented merely to provide a lower bound on the computation time required to produce and amorphous slice.
The archetypical code fragment which typifies the best case is presented in the leftmost column of figure 21. In this program, no dependence can be reduced, the amorphous slice is the original program itself. Although best case performance produces the identity transformation, it involves checking each statement of the program and so best case performance will be linear.
The size of the slice viewed as a 'percentage reduction rate' ranges from 0% in the best case (for performance) to (almost) 100% in the worst case (for performance). In the worst case, the amorphous slice becomes a single line of code and so the simplification produced is dramatic. Combining the patterns of the best case and worst case in figure 21 we can generate synthetic program fragments which denote other cases in which a precisely defined level of size reduction will be achieved. For example, given 10 as the number of lines of code and a 'slice reduction rate' of 40%, we can construct the example program fragment in figure 22 . This example fragment is a synthetic code fragment in which the algorithm is guaranteed to consider 10 lines of code and produce a 40% reduction in size. In addition to the time complexity of the approach, there is also a space complexity issue. This is an issue for any transformation-based approach which can lead to expression expansion. In the worst case for space complexity, it is possible to have exponential space complexity in the size of the program. For example 1 consider the program fragment:
x 0 :=a;
At each application of the PUSH transformation tactic, the expressions are expanded. For example,
will become (after a single application of PUSH):
This expansion is clearly exponential, and after a certain point it can be expected that such an exponential expansion would have an impact on execution times. Execution times for this example are shown in figure 24 .
The examples used in the empirical study are synthetic. They have been constructed to explore best and worst case performance of the LinIAS tool. This provides a definite statement about the behaviour of LinIAS with respect to any real program.
Results
The execution times for these best and worst cases for time complexity are shown in figure 23 . Figure 25 shows the execution times for amorphously slicing programs of different sizes to achieve reduction rates 10%, 15%, 30%, 35%, 45% and the worst case respectively. The worst case will be called the '100% case'. Reduction of statements, never quite reaches this 'worst case' value, because the last line always remains. However, as the size of the worst case program to be sliced increases, the size reduction approaches 100%. For small units, slice construction time is of the order of a few seconds. Currently, these observations remain experimental. Even given the worst case results reported here, there is reason to be confident that optimisations in our algorithm and improvements in processor performance will ensure that these times will tend towards the instantaneous computation of amorphous slices.
LinIAS allows a trade-off between precision and speed because it implements an 'anytime' algorithm; it can be terminated at any time within the main loop of the central amorphous slicer (see figure 4) and the result produced 'so far' will be a valid amorphous slice. This partial result is guaranteed to be a valid amorphous slice, but simply may not be as small as that which could be achieved with a little more patience.
The space complexity results show that the worst case space complexity leads to an exponential increase in time complexity (due to the effort of processing an exponentially increasing expression). The results are shown in figure 26 . After the size of the program increases above about 20 lines of code, the exponential expansion of expressions 'kicks in' with a consequent impact on time complexity. Any such exponential expression expansion will therefore require careful monitoring and action to avoid unacceptable performance implications.
Amorphous conditioned slicing
Conditioned slicing (Canfora et al., 1998; De Lucia et al., 1996) , is a variation of traditional slicing in which the slicing criterion is augmented by a condition.
Statements and predicates which cannot affect the values of the variables of interest when the condition is satisfied are removed to form the conditioned slice. A conditioned slice can be thought of as a conditioned program, which is subsequently sliced. The conditioned program is one which must behave identically to the original only when the condition is satisfied. Conditioning a program can involve simplification, since lines which cannot be executed when the condition is met may be removed.
Traditionally, conditioned slices have been constructed by statement deletion and so they produce syntax-preserving slices. However, there is no reason not to combine the conditioning process with amorphous static slicing to yield amorphous conditioned slicing.
A prototype conditioned slicer (called ConSUS) for WSL has been implemented using the same approach to symbolic execution used by the ConSIT tool for conditioned slicing of C programs , but based on WSL and based upon the 'Simplify' transformation of FermaT. The use of FermaT's Simplify allows an implementation of a (very light weight, though imprecise) theorem prover. ConSUS is described in more detail elsewhere .
For example, consider the UK tax calculation program in figure 27 . The program represents an attempt to capture UK tax regulations concerning the computation of amounts of tax payable, including allowances for a tax payer in the tax year April 1998 to April 1999. Each person has a personal allowance which is an amount of un-taxed income. The personal allowance depends upon the status of the person, reflected by the boolean variables blind, married and widowed, and the integer variable age. There are three tax bands, for which tax is charged at the rates of rate10 (=10%), rate23 (=23%) and rate40 (=40%). The width of the 10% tax band is subject to the status of the person, while the 23% and 40% are fixed for all individuals.
Given condition {age>=65 AND age<75 AND income=36000 AND blind=0 AND married=1}, slicing the program on variable tax, using syntax-preserving conditioned slicing, produces the syntax-preserving conditioned slice in leftmost column of figure 28. However, by replacing the syntax-preserving (static) slicer with the amorphous slicer described in this paper, the (much smaller) amorphous conditioned slice in rightmost column of figure 28 is obtained. In this way, amorphous slicing may further improve the way in which conditioned slicing helps extract 'business rules' based upon a condition of interest.
Related work
Slicing was introduced by Mark Weiser (1979) and has been the subject of extensive study since then. In 1984 it was shown that intraprocedural slices could be computed efficiently using the Program Dependence Graph (Ottenstein and Ottenstein, 1984) . This result was extended to interprocedural slicing in 1988 (Horwitz et al., 1988 (Horwitz et al., , 1990 . Also in 1988, the first non-static slicing criterion, the dynamic slicing criterion, was introduced (Korel and Laski, 1988) . In 1991 the dynamic slicing criterion was extended to the quasi-static criterion (Venkatesh, 1991) and in 1995 dynamic, static and quasi-static criteria were brought within a single generic conditioned (De Lucia et al., 1996) (or constrained (Field et al., 1995) ) criterion, which subsumes static, dynamic and quasi-static criteria (Canfora et al., 1998) .
In all these approaches to slicing, the only simplifying transformation used to create slices was statement deletion. This choice was motivated by the original application of slicing to debugging, where the syntax-preserving nature of a slice was important. However, the restriction to statement deletion is not necessary for many of the applications of slicing which have emerged more recently. As greater simplification power is always possible when the restriction to statement deletion is lifted, it is clearly advantageous to lift the restriction in situations where syntax preservation is unimportant.
Several authors have indicated that the syntactic subset requirement of syntax-preserving slicing has been a hindrance to the computation of small slices (Choi and Ferrante, 1994; Lyle and Binkley, 1993) . Indeed, in his thesis, Weiser immediately recognized and acknowledged (Weiser, 1979, p. 6 ) that it would not always be possible for a slice to be constructed as a purely faithful subset of the original program's syntax.
Many other authors have suggested ways of combining slicing and transformation for a variety of applications including refining the precision of syntax-preserving slicing (Ernst, 1994; Tip, 1995) , assisting testing (Harman and Danicic, 1995) , identifying unobservable components in optimising task scheduling (Gerber and Hong, 1997) , register-allocation optimisation (Norris and Pollock, 1998) , partial evaluation (Das, 1988) , restructuring Cobol (Field and Ramalingam, 1999) , parallelization (Liao et al., 1999) and model checking (Corbett et al., 2000) .
Amorphous slicing was first introduced by Harman and Danicic (1997) , and has been developed by Binkley (1999) and Harman et al. (2003) and by Ward (2002) . Binkley's approach uses the System Dependence Graph (Horwitz et al., 1990 ) while Ward's approach uses a novel syntax-preserving slicing algorithm, which is currently under development into an augmented system for producing semantic slices (Ward, 2001 (Ward, , 2002 , which are closely related to amorphous slices. Binkley et al. (2000) and Harman et al. (2003) have shown that amorphous slicing aids program comprehension. Hierons et al. (1999) have shown how amorphous slices can be used to (partly) ameliorate the equivalent mutant problem for mutation testing.
Future work
The approach described here for dependence reduction across procedure boundaries, was simply to push the intraprocedural analysis into the bodies of procedures and to iterate the slicing and dependence reduction in these bodies. Even this simple-minded approach can produce good results, particularly when combined with conditioning. However, the focus of this paper has been to present the approach and to show that it scales sufficiently well to form a basis for future development.
Work is in progress to extend the algorithm and the LinIAS implementation to exploit constant propagation, loop unfolding and a collection of domain-specific transformations, aimed at producing increased simplification power. The hope is that by combining these more advanced features with our existing dependence reduction approach, good results can be achieved in a variety of specialised domains. For example, consider the program in figure 29 . This program is typified by use of constants in a procedure call, which is often found in machine generated code and code which uses libraries naïvely.
The slicing algorithm defined here used intraprocedural constant propagation. However, it does not propagate constants into procedure calls. Neither does it exploit constant loop bounds, by finite unfolding. For certain applications, heuristic techniques (like loop unfolding) can produce significant results. Future work will involve enhancements to our system to exploit these kinds of transformations to provide more powerful amorphous slicing in domain specific contexts. 
Summary
This paper has described an interprocedural amorphous slicing system for WSL that mixes dependence reduction transformations and traditional slicing to achieve smaller slices at the interprocedural level. Amorphous slice construction is harder than traditional, syntaxpreserving slice construction. The paper shows why this is the case and compares the Abstract Syntax Tree based approach to the more familiar System Dependence Graph based approach. The paper describes an algorithm for dependence reduction transformation, showing how it can be combined with syntax-preserving slicing to produce amorphous slices.
The dependence reduction algorithm has been implemented as part of the LinIAS amorphous slicing system. The paper describes LinIAS and explains how it fits into the overall context of the GUSTT slicing system, which combines amorphous slicing with Side-effect removal, slicing criterion guidance and mechanized formal proofs of the program transformations employed. Empirical results from executions of this implementation show that it scales to applications which work at unit level even in the worst case (which is somewhat pathological and likely to be rare).
