The general method of high order iterative formulas is of independent interest as a way of efficiently using parallel processors to solve algebraic problems. In particular, our algorithm implies that any rational function can be evaluated in these complexity bounds.
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Introduction
In arithmetic and algebraic computation, the basic operations are addition, subtraction, multiplication, and division.
It is a fundamental problem to find efficient algorithms for division, as it seems to be the most difficult of these basic operations.
Problems are studied with both sequential models (Turing machines or bitoperation RAMS) and parallel models (circuits and bitoperation PRAMS); the model that we use in this paper is the circuit. A circuit is an acyclic directed graph with a set of nodes designated as input nodes (with zero fanin), a set of nodes designated as output nodes (with zero fan-out), and a function basis with the elements labeling all non-input nodes. The value at any node is computed by applying the function labeling that node to the values of its predecessors, which are found in the same way -this goes on recursively until the input nodes are reached. Assigning a vector of values to the input nodes and computing the value of each output node, we see that a circuit computes a function over vectors in the value domain. All circuits discussed in this paper have the additional restriction that every node must have fan-in bounded by some constant (without loss of generality, we can assume that every node has no more than 2 predecessors). The size of a circuit is the number of nodes in the circuit, and the depth of the circuit is the length of the longest path from an input node to an output node. The circuits used in most of this paper have function basis made up of the boolean functions AND, OR, and NOT; these are called bounded fan-in boolean circuits and are the standard model for arithmetic computation.
In section 3 (dealing with polynomial reciprocals) we use a circuit model with operations in an arbitrary ring as the basis.
Optimal algorithms have been known for quite some time for addition and subtraction, and good algorithms exist for multiplication.
If we let SLW(n) be the sequential time complex.ity of multiplication and M(n) be the size complexity of O(logn) depth multiplication using the circuit model, then the best known results are due to Schiinhage and Strassen [ll] who give an algorithm based on discrete Fourier transforms with M(n) = O(SM(n)) = O(nlognloglogn). The problem of integer division was examined by S. Cook in his Ph.D. thesis [5] , and it was shown by using second order Newton approximations that the sequential time complexity of taking reciprocals is asymptotically the same as that of multiplication.
Unfortunately, this method does not carry over to the circuit model -for size O(M(n)) division circuits, we require depth R(log' n) from a direct translation of Cook's method of Newton iteration.
In addition, no one has been able to derive a new method for integer division with size O(M(n)) and depth less than sl(log2 n) until now.
It was a long-standing open question to match the optimal depth bounds obtained for addition, subtraction, and multiplication with a division circuit of polynomial size. Until 1983, no one had presented a circuit for finding reciprocals with polynomial size and depth better than sl(log2 n), then J. Reif presented a logspace uniform circuit based on wrapped convolutions with depth O(log n(loglog n)2) and polynomial size [8] . A year later Beame, Cook, and Hoover presented a polynomial time uniform circuit based on Chinese Remaindering with depth O(logn) [3] . A revised paper by Reif reduced the depth bounds on the logspace uniform circuit to O(log n log log n) [9] . For giving deterministic space bounds, logspace uniform circuits are vital as explained by Borodin [4] ; in addition, the polynomial time uniform circuits that have been given use polynomial size tables of precomputed values, which a purist might find objectionable.
The size bounds for the above circuits are at least quadratic, and further work has been done to decrease the size bounds while keeping the depth the same. Shankar and Ramachandran [12] make a significant step in this direction by use discrete Fourier transforms to reduce the problems in size. They then apply either Reif's circuit (to give a logspace uniform circuit), or the Beame, Cook, and Hoover circuit (to give a polynomial time uniform circuit). The best depth bounds for each type of circuit are matched, and the size of both circuits is O($nl+c), f or any sufficiently small c > 0. Independent work on a polynomial time uniform circuit by Hastad and Leighton [S] resulted in an efficient circuit for Chinese Remaindering which gave a division circuit of size O(n'+') and depth O( $ logn), for 6 > 0.
Until 1988, no one had given a circuit with depth less than Q(log2 n), and simultaneous size O(n log" n) for any c. A preliminary version of this paper [lo] gave logspace uniform circuits that have size O(M(n)) and depth O(logn(loglogn)2). Now we improve these results and present logspace uniform circuits that have size O(M(n)) and depth O(logn loglogn).
We use Newton approximations of high degree to gain as many bits as possible in the early stages, and thus reduce the overall number of stages required. We further note that the size bound of our circuit is asymptotically tight (within a constant factor) with the optimal size bound of multiplication, so further improvements in multiplication would be mirrored by improvements in integer division. Furthermore, by a classic result given in Aho, Hopcroft, and Ullman [I] , multiplication can be done with a constant number of reciprocals, so our circuit has optimal size, while matching the best known depth bounds for logspace uniform circuits. A result of Alt [2] immediately applies to our results to give as a corollary that any rational function can be evaluated in O(M(n)) size and O(log n log log n) depth.
We will first show how to compute reciprocals of polynomials in size O(PM(n)) and depth O(log n log log n), where PM(n) is the size complexity of O(logn) depth polynomial multiplication.
The polynomial problem provides a good introduction to the high order iterative methods that we use. High order iterative methods date back to Euler; a general discussion of high order iteration formulas can be found in Traub [13] . The method of using high order Newton approximations is of independent interest as a way of etllciently using processors in a parallel system.
Algorithm Overview
In Cook's reduction of division to multiplication, he used second order Newton approximations with each successive stage dealing with twice the number of bits aa its predecessor. The sequential complexity of a single stage of second order Newton iteration is O(SM(n)). Since SM(n) must be at least linear, the geometric progression of approximation lengths makes the sum over all stages no more than O(SM(n)).
However, the circuit model of multiplication has size M(n) and depth O(log n), and both size and depth must be summed over all stages. The same effect is noticed with the geometrically decreasing sizes, and the overall size of Cook's division aigorithm is O(M(n)).
Unfortunately, since the depth is only logarithmic, the fact that n is geometrically decreasing is not enough to keep the total depth from increasing to R(log2 n) in the summation.
Our key observation was that since the size and depth of the first stages in Cook's algorithm are so small, considerably more work can be done than a simple second order approximation.
We divide our algorithm into two parts: part A uses high order Newton approximations, and part B extends this result to n bits using O(loglog n) second order approximations.
We present a formula for calculating the kth order Newton iteration for the reciprocal problem which increases the accuracy of an approximation (in bits) by a factor of k. In the early stages, we can afford to make k large, and do much more work on each stage than simply doubling the number of bits as done by Cook.
We select the value of k for a particular stage by making the size of every stage meet the same bound. The results we get are that the number of approximation stages required drops from Q(log n) to O(loglog n) for both integer reciprocals and polynomial reciprocals. The required number of iterations is heavily influenced by the size complexity of taking large powers, and for integer powering we present a new, size efficient powering algorithm.
Use of High Order Iterations for Polynomial Inverse
If we let R = {D, +, e, 0,l) be an arbitrary ring, then we define a polynomial p(z) of degree n -1 in R[X] to be p(z) = ne a&. In this section we will often define a id new polynomial of degree k -1 by using the coefficients of the k highest degree terms of a higher degree polynomial. We denote the degree k -1 polynomial derived in k-l this way from p(z) by pk(z) = c o,-)+iz'.
In probi=o lems dealing with polynomials we use the bounded fanin circuit model, but allow each node to compute either addition, multiplication, or reciprocation in the ring R in unit size and unit depth. Notice that since reciprocation is allowed, some computations may be undefined. The polynomial reciprocal problem as defined in Aho, Hopcroft, and Ullman [I] is to calculate a polynomial
As previously mentioned, high order iterative methods take an estimate of length d, and produce a new estimate of length kd.
In the case of polynomials, we use RECIPROCAL(pd(z)) as the length
To produce the estimate of length kd, first calculate the intermediate polynomial
( 1) where
Lemma 3.1 Given e(t) = RECIPROCAL(pd(z)), equation (2) produces RECIPROCAL(pbd(z)), and can be evaluated in O(k'd log(kd)) size and O(log(kd)) depth.
PROOF: First we prove the correctness of the iteration formula.
We state the lemma in a different (but equivalent) way; that is, that equation (2) produces a polynomial q(z) such that Q(z)pkd(X) = zzkdm2 + t(z) where t(z) is some polynomial of degree less than kd-1.
. Using this notation the iteration formula gives
Now doing the division by ~(~-l)('~-') (which is actually just a shift of coefficients) and discarding the remainder, we get
Examining the degrees of the components of t(z) we see that the numerator is just g(x) which, on closer examination, satisfies degree[g(z)] < Ad -2. After the powering of g(z) we see that degree[g(z)]' 5 k2d -2k. Now we look at the division to see that degree[t(z)] _< kd -2, and the correctness of our formula is proved.
To determine the complexity of the iteration formula, first note that a polynomial of degree kd -1 can be raised to the kth power in size O(k2d log(kd)) and depth O(log( Id)) by using discrete Fourier transforms (see, for example [9] ). There are k different powers to take and add up, so this cost dominates the entire calculation. The total size is O(k'dlog(kd)), and the total depth is O@g(Wh 0 We repeatedly apply the iteration formula of equation (2) to get the complete polynomial reciprocal algorithm. The details are described in the proof of the following theorem. PROOF: Without loss of generality, we can assume that n is a power of two as explained in Aho, Hopcroft, and Ullman [l]; in particular, we let n = 2m for some integer m. If we let f(i) = [m(l -( ~)i-l)l, then we can define a schedule of d values as di = 2fti); notice that dl = 1. Letting p(z) = Q,,z"-l+p'(z), then a;' is the reciprocal of the degree 0 polynomial that serves as the base of our algorithm.
The order of the iteration formula that we use at stage i is 2!(i)-f(i-11, and it is easy to show that f(i) -f(i -1) i y (i)i-l $-1. Substituting actual values for di and Ici in the complexity bounds, stage i takes size O(n log n) and depth O(log n). The number of iterations is O(loglogn) (this is easy to see -just solve m(1 -( g)i-') = m -l), so the total size of all stages of this algorithm is O(nlogn loglogn), and the total depth is O(log n log log n).
The algorithm that was just described in not quite what we use though.
If we take the first & coefficients of p(c) and find the reciprocal of the polynomial defined by these coefficients, then letting n' = & we can do this by the previously mentioned algorithm in size O(n'logn'Ioglogn') = O(n) and depth O(log n log log n). This is part A of our polynomial reciprocal algorithm.
Part B is a series of second order iterations, and the required number of stages is OQoglog n). Part B is easily seen to have size O(PM(n)) and depth O(log n log log n). The total complexity of our polyne mial reciprocation algorithm is the sum of parts A and B, so the total size is O(PM(n)), and the total depth is O(log n log log n). 0
High Order Iteration For Integer Division
The following definition is useful when describing the amount of error present in an approximation. Definition 4.1 An approximation Z to a value 2 is said to be accurate to c bits if It -21 5 2-c.
Note that this definition is the intuitive definition of "accurate to c bits in the fractional part." The reciprocal problem is that given a value x, we need to find the value y = l/z to within a certain error bound. We will scale the input so that l/2 < z 5 1, which has no effect on the problem -the result will simply be scaled back at the end. The complexity is also not affected since the scaling can be done by powers of 2 (which can be done by bit shifting). If the scaled value of 3: is accurate to n bits, then we want y accurate to n bits.
Newton iteration is a general method of refining a guess to the exact answer of a problem.
The second order Newton iteration formula for finding reciprocals has been known and used for quite some time (see, for example, [5] ). What we use in this paper are Newton iterations of higher degree. In general, a kth order Newton iteration for the reciprocal problem is given by
where the values yi are the approximations to y. In the following error analysis we let cY,i be the difference between y and the approximation yi at step i, SO 3/i = y -Cy,i.
Theorem
4.1 If the error at step i is Ey,i, then after applying a kth order Newton iteration, the error at step i + 1 satisfies the inequality (~,,i+ll < I~,,il".
PROOF:
Rewriting z/i as y -cy,i, the Newton sum can be rewritten: In our algorithm we will use only iterations of even degree because of the nice ordering properties of even degree approximations.
The following obvious corollary shows the relationship between yi+l and y. Corollary 4.1 If k is even, then after applying a Eth degree Newton iteration at step i, yi+l < y.
In the discussion above, we assumed that we were performing calculations with all the bits of t (i.e., z has infinite precision). A natural question to ask is how many bits of z: we really need to consider to achieve the desired error bound of Icy,i+lI _< jcP,ijk. We answer this question in the remainder of this section.
First, let's introduce some more notation. We will be taking only the most significant bits of z and throwing away the least significant bits. The truncated value is called 2, and ij = l/Z. It is trivial to see that 2 5 5, so g 2 y. We will let ~2 = x -F, and Q = 6 -y.
Lemma 4.1 If we know that IcV,il 5 c < f for some value c, and can insure that 6~ 5 ck, then performing the kth order iteration (le even) will result in \cy,i+l\ 2 Ck.
PROOF: 'It is important to :notice that we are doing the exact Newton iteration for 5. We will consider three cases, one for each possible ordering of y, G, and yi, Case 1: &! < $ < 3/i As we noted in the preceding corollary, after performing the iteration w+r 5 6. Since J -y 5; cE and c -' yi+l < Icu,i jE 5 ck , it follows that ]y -yi+r ] 5 ck. Case 2: y _< vi < 5 After the Newton iteration the order must be y 5 3/i+l 2 p, and since jj -y < cL, then ]y -yi+i I 2 ck, Case 3: f/i < f/ 5 g After the Newton iteration either y 5 yi+l 5 J (and (yyi+l( 5 ck as in case 2), or pii+1 c y 5 $. Considering the latter ordering, c-yi = E~,~+Ec, so jj-yi+r 2 (ey,i+ GJ)~ and y -yi+r < (cY,i + 6~)' -cd+ Furthermore, Now look at the sum Theorem 4.2 If we have yi accurate top bits with p > 2, then applying a kth order Newton iteration (where k is even) using the first kp + 2 bits of z results in yii+l accurate to kp bits. PROOF: 3/i is accurate to p 1 2 bits means that ]cv,i] 5 2-P 5 i. Let c = 2-P and notice that ez 5 2-(kP+2) = fc'. Now look at E$.
Since x 1 5 1 4, we know that EJ 5 4~3 < ck. Now lemma 4.1 directly applies to give ]cy,i+r] 5 ck = 2-'Pj and we see that yi+l is accurate to kp bits. cl
The Complexity Of Each Step
In this section we derive size and depth bounds for refining a p bit approximation to pk bits. As seen in the previous section, a kth degree Newton iteration (assume k is even from here on) on a p bit approximation yields a new approximation of at least pk bits when the first pk + 2 bits of x are used. Therefore we first determine the complexity of a kth order Newton iteration, using pk bits, then see what happens when 2 more bits are used.
To calculate the required approximations, we use a new method of powering by discrete Fourier transforms of the form introduced in Reif [9] , and later significantly improved in size by Shankar and Ramachandran [12] . The results are stated in the following theorem. For more information, see appendix A.
Theorem 5.1 We can calculate the kth order Newton iteration on a p bit number (using pk bit calculations) by a logspace uniform circuit of size O(pk2 logploglogp) and depth O(logp + log k log log k).
The calculations that follow do not guarantee that k is an integer. In such a case, we perform an order [k] Newton iteration, which will produce an approximation accurate to at least pk bits. Adding one or two to k, if needed to take the ceiling or make it even, obviously does not affect the asymptotic bounds. Similarly, doing calculations with pk + 2 bits does not affect the asymptotic bounds. From these facts and theorems 5.1 and 4.2, we get the following corollary.
Corollary
5.1 An approximation accurate to pk bits can be obtained from a p bit approximation by a logspace uniform circuit of size O(pk2 log p log log p) and depth O(logp + log k log log k).
The Integer Reciprocal Algorithm
In this section, we get to the heart of the reciprocal algorithm. As mentioned in the overview of the algorithm, in part A of our algorithm we choose the highest degree Newton approximation possible, while staying within given size bounds. We let p; denote the number of bits of accuracy at stage i, and we can define a schedule of accuracies by pi = n 1-w ; notice that po = 1 (only one bit is known initially).
Theorem
6.1 Part A of the reciprocal algorithm calculates the reciprocal of z accurate to I+ bits in O(n) size and O(logn log log n) depth. PROOF: From the formulas for pi and pi+l, we can easily solve to see what degree Newton iteration we need at stage i -call this ki. ki = '+ = n I-(*)'+ -('-(3)') = n(,)i+l I Now we can derive the size complexity of step a to be bounded by cpik;210gpiloglogpj _< cn'-(f)in(+)ilognloglogn _< cn log n log log 12
If we let r = log log n, then we see that p, = 5, so we know half of the bits. A single second order Newton iteration extends this result to the full answer. Furthermore, we see that the total size for all r stages is O(nlogn(loglogn)z). Again (as in the polynomial reciprocal problem), we simply don't use all n bits for part A. If we let N = .* ' then performing the above algorithm on an N bit number produces a result accurate to N bits in size O(NlogN (loglogN)2) = O(n). The depth calculation is slightly more subtle. Looking at stage i, the depth of this stage is bounded by i c lOgpi+CIOg ki log log ki 5 C 0 f log n log log n+c log n Summing over all T stages, and noticing that C ($)' < 2, we get a total depth of O(logn log log n). For the depth, decreasing the number of bits to N has no substantial effect, so the total depth is the same. cl Now we look at part B of the reciprocal algorithm, namely using second order Newton iterations to extend the approximation of part A to n bits. PROOF: If n1 bits are known initially, then after applying m second order Newton iterations, the approximation is extended to n2 = nr2"' bits. Using the number of bits produced by part A (theorem 6.1) as nl, letting n2 = n, and solving for m, we get m = 2 log log n. The size of second order Newton iteration on ni bits is less than cM(ni) for some constant c. The number of bits in the last stage is n, and for simplicity of notation we number the stages from the end with no = n and ni -se +. The size of stage i is then less than cM( 3) f which is less than $&f(n) since M(n) must be at least linear. The sum over all stages is now easily evaluated as CcM(ni) 2 2cM(n), so the total size of part I3 is O(M(n)).
The depth of each stage is O(log n), so the total depth of part B is O(lognloglogn). 0 Now we are ready to put both parts together and state size and depth bounds for the entire reciprocal circuit. Theorem 6.3 The reciprocal of an n bit number can be calculated to n-bit precision by a logspace uniform circuit in size O(M(n)) and depth O(lognloglog n).
Theorem 6.3 is immediately applicable to other problems whose complexity is dominated by that of division. We define a rational function f as any function that can be written in the form -f(x) = p(z)/q(z), where p and q are fixed degree polynomials with coefficients that can be represented in fixed point binary with O(n) bits. In a recent paper, H. Alt [2] h s ows how multiplication is simultaneous size and depth equivalent to the evaluation of polynomials; therefore, in particular, the evaluation of p(z) and Q(Z) above can be reduced to multiplication. These results can be combined with a single division to produce f(z), which gives rise to the following corollary. 
Conclusion and Open Problems
The important contribution of this paper is that the size bounds for multiplication are matched by a division circuit with depth less than S2(log2n); in fact, we match the best known depth bounds for logspace uniform reciprocal circuits while obtaining optimal size. Notice that if the size of multiplication (call this M(n)) is reduced, then using the new multiplication circuit in part B of our algorithm reduces the size of our division circuit to O(M(n)) also. There are still interesting questions regarding the use of high order Newton iterations. We know that all rational functions can be evaluated in identical bounds (by Corollary 6.1). This g ives strong evidence that other algebraic problems can be solved using this technique.
An open question remaining in integer division is reducing the depth of the logspace uniform circuits. This seems to be a very hard problem requiring a different approach entirely. At the heart of our circuit for high order Newton iteration is an improved modular powering algorithm based on [Reif, 861 and [Shankar and Ramachandran,  881. Both algorithms use divide and conquer (by Discrete Fourier Transform) to work on powering problems with smaller numbers in parallel. For our division circuit, we desire a circuit for mth order Newton iteration of an n bit number that has size O(nm"(')(logn)O(l)).
Unfortunately, the powering algorithm in [Reif, 861 has size that is quadratic in n, and the circuit of [Shankar and Ramachandran, 881, though it greatly improves the size bounds, also has a size that grows too fast in n for our intended application.
The divide and conquer approach of [Shankar and Ramachandran, 881 reduces the number of bits at each stage, but the power remains the same throughout.
In our algorithm, we reduce both the number of bits and the power at each stage. Notice that if we want to raise an n bit number z to the mth power, where m is a perfect square, we can first raise m to the fith power, and then raise this result to the fith power. Unfortunately, we cannot guarantee that m is a perfect square, but we can let the first power be pl = L,/K].
Next, see if pl(pl + 1) 5 m, and if it is, the second power we take will be pz = pl + 1; if pl(pl + 1) > m, then the second power will be just ps = pl . The number 5 is first raised to the pith power, and this result is then raised to the pzth power; the final result is xPIPa. Now since prp2 will usually not be m, we need to calculate an error term e = m -plp2. If we take xe and multiply by the preceding result, we have the desired answer of zm. A simple calculation shows that e < ,/Yii, so we have reduced the original powering problem to three smaller powerings, each of size w fi.
Notice that the calculation of &'@'a can happen in parallel with the calculation of ze, so the depth is only that of two smaller powerings.
By reducing powers in this way and reducing the number of bits of each subproblem with discrete Fourier transforms, we reduce the size of our problem very quickly. For the depth bounds to work out as we needed, it was discovered that the number of bits should decrease faster than the powers. To achieve this, we only reduce the power half as often as we reduce the number of bits. We will consider a stage of reducing both power and bits followed by a second stage of reducing only the number of bits as a single level in our circuit.
Notice that the stage of reducing only the number of bits is exactly the circuit of [Shankar and Ramachandran, $81. The powering algorithm can be found in pseudocode in section A.2. The recursive call to MODPOWERsn actually does a stage of the Shankar and Ramachandran circuit before recursively calling MODPOWER.
As shown in [Reif, 861 (also see [Shankar and Ramachandran, SS] ), there will be no error with this algorithm as long as 2m(l + 1 + logk) 5 k -1. It can be shown that for m 2 32 and n > m2 this inequality holds. It is also a simple check to see that at all levels of our algorithm, these inequalities hold.
Theorem
1 The circuit that calculates MODPOWER has size O(nm410gnloglogn), and depth O(logn + log m log log m); furthermore, the circuit is logspace constructible.
PROOF: We will use the notation S(n, m) and T(n, m) to denote the size and depth, respectively, of taking the mth power of an n bit number modulo 2" + 1 using our MODPOWER algorithm. We also use the variable c to denote an arbitrary constant; different occurrences of c do not necessarily imply that the values are the same. The MODPOWER algorithm deals only with integer values, and due to this, floors and ceilings are taken. Our analysis here is simplified by using exact valuesa more careful analysis shows that we lose nothing by this simplification.
We first derive a recurrence equation for the size of the MODPOWER circuit. In the pseudocode, lines marked with an asterisk (*) take no size or depth in the circuit -they are calculated when the circuit is constructed. Ignoring the case of line (1) for now, we see that all lines other than those calling MPMACRO take size O(M(n)) and depth O(logn).
Deriving the size of MPMACRO is fairly straightforward. All steps except line (4) are easily done in size O(k2 log k). Line (4) includes a stage of the Shankar and Ramachandran circuit as described in the text preceding the theorem. For each i, the size of this is bounded by 2mS(2m, m') +ckm' log 6. As there are k different values of i for line (4), the total size of MPMACRO is bounded by 2kgm'*S(2k3m'*, m') + ck2m'log k. Noticing that m' < [m&l and that MPMACRO is called three times, we get the following recurrence equation for the size of MODPOWER. S(n, m) 5 6ngmS(2nfm*, m*) + cnmg logn + CM(~) (1) To simplify our notation, we define several sequences of values, which denote the number of bits, the power to take, and the number of subproblems at level i, The general form for these equations is easily found.
panding log ?lj, we get the new equation
Using these sequences, we can re-write equatioll (1) We will look at these terms one at a time. First of all, there are some cancellations in the bjnjmf term that simplify things; we can write bj nj m/ = 2ilog12nm3-t(!r)j We use the bound M(n) 5 CTI log n loglogn to' see that bjM(nj) < ,2j log12nm3-3W' log n log log n. By the check before line (l), we never recurse more than d = log log m levels; the number of bits at this stage is nd < cn()jd.
The constant power circuit at this stage will take size O(M(nd)) = O( (i) d n(i)' log n log log n). We are now ready to solve the recurrence equation. (log m)4 log n log log n cnm3(logm)2 log n loglog n+ cnm3(log m)4 log n log log n cnm3(log m)' log n log log 12 cnm" log n log log 71
This agrees with the size bound stated in the theorem. The depth of MPMACRO is even easier to compute than the size. The depth of all non-recursion lines is U(logk), and there is a single recursion for a total depth bound of T(2E*m'i, m') + clogk. Noticing that MPMACRO gets called twice sequentially (lines (4) and (5)), the total depth of MOD-POWER is T(n, m) < 2T(2nf m+ , mi) + clog n
Re-writing this in terms of the sequences we defined above, we get The last line gives the depth bound stated in the theorem.
q Corollary 1 We can calculate x"', where x is an n bit number, in size O(nm5 logn loglogn), and depth O(log n + log m log log m). This circvil is also Iogspace constructible.
PROOF: Simply use the modular powering algorithm of Theorem I to calculate xm mod 2"m + 1. This ring is large enough to hold the exact answer, so the modular result will be the same as the exact result. q Corollary 2 We can calculate the mth order Newton iteration on an n bit number with a logspace uniform circuit of size O(nms lognloglogn), and depth O(log n + log m log log m) .
PROOF: Looking at the Newton iteration formula of section 4, we first need to calculate u = 1 -Zyi. This can easily be done in O(M(n)) size and O(logn) depth. Next, we need to calculate ui for 0 5 i < m, which is done by the above circuit. The powers of u are then all added together with size O(nm) and depth O(logn), and the final multiplication by yi is performed. Clearly, the cost of performing the m powerings dominates the entire circuit, so the total size is O(nm6 log n log logn), and the depth is O(log n + log mloglog m). 0 When this powering algorithm is used to compute reciprocals (either by the methods of [Melhorn and Preparata, 861 and [Shankar and Ramachandran, 881 or by the high order Newton iteration of [Reif and Tate, SS]), the finite approximation to the power series can be factored so that the greatest power taken is m' for some constant e > 0. For the non-iterative reciprocal algorithms, this simply gives another O(4n1+c) size, O(log n log log n) depth algorithm.
However, if we look at the high order Newton iteration formula and set E = 6, we have the following corollary.
Corollary
3 We can calculate the mth order Newton iteraiion on an n bit number with a logspace uniform circuit of size O(nm log n log log n), and depth O(log n+ log m log log m) .
