Abslracl-This paper describes a framework for sensor fusion of navigation data with camera-based 5 DOF relative pose measurements for 6 DOF vehicle motion in an unstructured 3D underwater environment. The fundamental goal of this work is to concurrently sstimate online current vehicle position and its past trajectory. This goal is framed within the context of improving mobile robot navigation to support sub-sea science and exploration. Vehicle trajectory is represented by a history of poses in an augmented state Kalman filter. Camera spatial constraints from overlapping imagery provide partial observation of these posa and are used to enforce consislency and provide a mechanism for loop-closure. The multi-sensor camera+navigation framework is shown to have compelling advantages over a camera-only based approach by 1) improving the robustness of pairwise image registration, 2 ) setting the free gauge scale, and 3) allowing for a unconnected camera graph topology. Results are shown for a real world data set collected by an autonomous underwater vehicle in an unstructured undersea environment.
I. INTRODUCTION
Robotic exploration of remote environments extends our reach to areas where human exploration is considered too dangerous, too technically challenging, or both. The 2004
Mars exploration rover mission is one such example, another is deep ocean science. Deep ocean science has been an environment where humans have demonstrated that though they have the ability to build vehicles which can cany them to the deep, like the deep sea submersible Alvin [I] , the human risk, operational cost, and limited availability prevent its wide spread use. Therefore, out of necessity deep ocean science and exploration has become an arena where the presence of mobile robotics is pervasive and their utility revolutionary [2]-[41.
The advent of the Global Positioning System (GPS) allows surface and air vehicles to know their position anywhere on the globe to within a few meters via triangulation of satellite transmitted radio signals. However, these radio signals do not penetrate sub-sea [5] , underground [6] , or even indoors. Therefore, typical methods for undenvater navigation have focused on beacon-based navigation networks, such as long baseline acoustic systems (LBL), which offer bounded error position measurements, but require the predeployment and calibration of the beacon network. In this navigation scheme, position updates are confined to an area of acoustic network coverage and require line-of-sight. Accuracies for low-frequency systems (IZkHz) hover around meter level precision while higher frequency systems (300kHz) can obtain centimeter level performance at the expense of network range [5] . An- other popular navigation strategy is to use inertial navigation systems (INS) and dead-reckoning (DR). These systems are accurate in the short-term, but exhibit an unbounded growth in error essentially as a function of time. With a DR navigation methodology, improved positional accuracy requires more precise, but increasingly expensive, INS sensors which in the end only slow down and do not stop the unbounded error growth.
Within the past decade, the mobile robotics community has turned to environment based navigation methods which exploit perceptual sensing capabilities; a robot measures "features" in the environment and uses them to help localize. The question of how to use such a methodology for navigation and mapping began being theoretically addressed in a probabilistic framework in the mid 80's with a seminal paper by Smith, Self, and Cheeseman [7] . The feature based navigation and mapping methodology has since been coined SLAM -simultaneous localization and mapping. The SLAM problem statement is deceptively simple, however much theoretical work has gone into how best to solve it. The problem is stated as: given uncertain vehicle pose measurements and uncertain measurements of features relative to the vehicle, concurrently estimate a map of features in the environment and the vehicle's location within that map. Depending on the perceptual sensor of choice and characteristics of the typical operating environment, it may be difficult to define "features" to build a map with. In man-made structured environments, typically composed of planes, lines and sharp corners, features can be more easily defined [SI. Outdoor unsuuctured environments pose a more challenging task and many approaches have focused on techniques such a "scanmatching" [9] which do not require an explicit representation 0-7803-8232-3/04/$17.00 CZW4 IEEE of features, hut do require an accurate perceptual sensor (e.g. a laser range finder) so that raw data can he matched directly (for example in an iterative closest point sense).
Definingand acquiring features in the unstructured undersea realm is an even more challenging task since .sharp comer, line. and plane primitives do not naturally exist and accurate perceptual range sensors like laser range finders have limited applicability. However, when navigating near the seatloor we can use a camera as an accurate and inexpensive perceptual sensor which can measure "features" in the environment. A camera encodes information about the scene, and indirectly, its pose relative to that scene. Point features in an unstructured environment naturally fit into a camera feature-based registration framework and allow for "zero-drift" measurements of pose referenced to the scene. When point features in the scene are not explicitly known (i.e. 3D stmcture is not recovered) pair-wise registration allows for "zero-drift" measurements of relative pose between camera frames. That is, registering an image taken from time ti to an image taken at time t j provides a measurement of relative pose whose error is bounded regardless of time or distance traveled between those instances.
The rest of this paper presents our framework and methodology for incorporating camera based relative pose measurements with vehicle navigation data in a SLAM based context. Camera measurements are shown to enforce consistency and provide a mechanism for loop closing in a 3D unstructured underseaenvironment exercised over 6 DOF vehicle motion. We show that a multi-sensor approach has compelling advantages over a camera-only based navigation system. Results are presented in the context of a real-world data set collected by an autonomous underwater vehicle (AUV) in a rugged undersea . environment.
PLATFORM
Our application is based upon using a pose instrumented AUV equipped with a single down-looking calibrated camera to perform underwater imaging and mapping [3] . The vehicle makes aioustic measurements of both velocity and altitude relative to the bottom. Absolute orientation is measured to within a few degrees over the entire survey area via inclinometers and .a flux-gate magnetic compass. Bounded positional estimates of depth, Z, are provided by a pressure sensor. 
TRAJECTORY ESTIMATION
In structure from motion (SFM) approaches, both camera motion and scene structure are recovered from a sequence of video frames. However, in our application the low degree of temporal image overlap (which is typically on the order of 25% or less) motivates us to instead focus on recovering pair-wise measurements of relative pose from image frames. Trajectory estimation is formulated within the context of SLAM, however in our implementation we do not keep an explicit representation of 3D features in the environment. Instead, a history of uncertain camera poses is maintained and defines our "map". Pair-wise registration of images I, and 1) therefore corresponds to a measurement of vehicle state at time t3 relative to its previous state at time t,.
Fleischer [ I I] proposed a similar undersea mosaic based navigation strategy for the problem of 2D translation-only navigation over a planar seafloor. His estimation framework combined 2D relative displacement measurements within the context of an augmented state Kalman filter (ASKF). Our work adopts his original idea of an ASKF for navigation and camera sensor fusion, hut extends the incorporation of camera based relative pose measurements to a fully unstructured 3D undersea environment and 6 DOF vehicle motion.
A. Augmented State Kalman Filter
We begin by describing our representation of vehicle state and a general system model for state evolution and observation. This model is used as the basis for trajectory estimation within the context of an extended Kalman filter (EKF) [12] . We then show how to incorporate camera based relative pose measurements by augmenting our state representation to include a history of vehicle poses. 
X"(t) = f"(X.(t).t) + w(t)
The estimated vehicle state x,, and its covariance P,> are O i f i N r l l ,_. . .. . , calculated using an extended Kalman filter whose equations are provided here for the system given in (2) [12]: Prediction Similarly, the navigation sensor observation model continues to remain only a function of the current vehicle state x.. However, camera based relative pose measurements between k"(t) = f"((X"(t)!t) ( 3 4 P,(t) = F,P,(t) + P,(t)F: + Q(t) (3b) K = P;HT[H,P;H:
+RI;]-'
The EKF equations propagate linearized first order estimates of the mean and covariance via Jacobians (t) and H, = w12,,,t,i.
Camera based relative pose measurements however, cannot he expressed with the fixed size state vector representation given in (la). This is because registration of an image pair results in a relative pose estimate and not an absolute observation of elements in vehicle pose xp. We therefore must augment the state vector to include a history of delayed vehicle poses so that camera measurements can be incorporated.
When the first image frame is captured at time tl we augment our state vector with x p , , i.e. the vehicle's pose when it took image Il. Therefore at time tl the augmented state vector and covariance matrix are:
This process is repeated for each camera frame which we wish to keep in our trajectory history. After augmenting N delayed states (one for. each camera frame) and dropping the explicit time notation for conciseness we have:
Note that in (5b) the vehicle's current pose xp is fully correIated with xp, by definition. Therefore when the N t h delayed state xpN is augmented in (6a) its cross-correlation with the other delayed poses in (6b) is non-zero since the current vehicle state has correlation with each delayed state.
The system model given in (2) must be extended to incorporate the new augmented state representation. The process image frames I, and l3 are a function of delayed states xp. and xp, and are discussed in IWC.
B. Vehicle Process Model
In our particular application vehicle dynamics are typically low, therefore we choose to approximate the plant with a constant velocity process model.
where U, U , w are body frame velocities, R(0; 4: +) is an orthonormal rotation matrix from vehicle to local-level. and 8; 4, $ are angular rates. The process model (8c) is both time varying and nonlinear, therefore the EKF prediction update of (3) is solved between asynchronous navigation measurements using a 4th order Runge-Kutta approximation [14],
C. Camera Based Relative Pose Obsensarion Model
Painvise image registration has the ability to provide a measurement of relative pose between delayed state elements xp, and xp,. provided images I, and I, have overlap. The following camera observation model derivation uses homogeneous coordinate transform notation to derive the image based measurement where : H = [ tt "p] denotes a transformation from frame a to frame b, :R is an orthonormal rotation matrix from a to b, and 'tb,, is a vector from b to a as expressed in frame b.
The delayed state pose elements xp, and xp, encode the vehicle to local-level transformations 5.H and t j H respectively. Therefore using the static camera to vehicle frame transform FH, we can express the transformation from camera frame i to j as:
The resulting Z H can be decomposed into the 6 DOF relative pose elements Z R and C't,,,, which we denote simply as R, t.
However, what the camera actually measures is a S not 6 DOF relative pose measurement. Loss of scale in the image formation process means that only the baseline direction t/lltl/ observation model between delayed states xpi and xpj is: is recoverable from image space. Therefore, the camera based
IV. PAIRWISE IMAGE BASED REGISTRATION
Having incorporated camera-based relative pose measurements into our trajectory estimation framework, this section focuses on explaining how we actually make the image-based measurement. The core of our feature-based image registration engine is built around making pairwise measurements of relative pose. Painvise wide-baseline registration is essential in our methodology for two main reasons: I ) Low overlap imagery is common in our temporal image sequences because of the nature of our underwater application domain. Typically images in the temporal sequence have 2S%-or less in common. 2) Loop-closing and cross-track spatial image constraints are the greatest strength of a camera based navigation system. It is these measurements which help to correct dead-reckoned drift and enforce recovery of a consistent trajectory. Wide-baseline viewpoints are typical in this scenario and would arise even iftemporal overlap were much higher as with video-frame rates. Our feature-based registration algorithm loosely follows the "standard" computer vision approach presented in [15] . Fig. 1 illustrates the overall hierarchy of our feature-based algorithm which is built around:
. Independently extracting features in each image using the Harris interest operator 1161. Establishing an initial putative correspondence set based upon similarity and pose prior. Robustly extracting an inlier.correspondence set using a novel 6-point essential matrix algorithm [I71 within the context of LMedS [IS] .
. Solving for an {nitial relative pose estimate based upon Horn's algorithm [19] and regularized sampling from our relative orientation prior.
. Refinement of the camera based relative pose estimate in a two-view bundle adjustment step [IS] . The remainder of this section focuses on one of the more novel aspects of the above approach, namely using our relative pose prior to restrict correspondences.
A. Pose Restiicted Correspondences
The problem of initial feature correspondence establishment is arguably the most difficult and challenging task of a feature- based registrauon methodology. Having an initial estimate of prior pose can be used to great advantage in solving for correspondences and is something which is naturally available i n the instrumented ASKF framework. Given uncertain prior motion knowledge, robustness to incorrect matches can be achieved by restricting the correspondence search to localized regions. Prior pose knowledge relaxes the demands on the complexity of the feature descriptor since the descriptor is no longer required to be unique globally, but only locally. We use the epipolar geometly constraint expressed as a two-view point transfer model to restrict the correspondence search. Pose uncertainty is propagated through the model to derive first-order estimates of the bounded search regions. This region is used to restrict the interest point matching to a set of candidate correspondences relaxing the demands of and improving the robustness of the feature based similarity matching.
I ) Poinr Transfer Mapping: Zhang first characterized epipolar geometry uncertainty in terms of the covariance matrix of the fundamental matrix [ZO] . In [211 prior pose knowledge is used to constrain the search space by propagating pose uncertainty to the epipolar line. However, both of these characterizations of uncertainty are hard to interpret in terms of physical parameters. The following presents a point transfer mapping which benefits from a more physical interpretation, By substituting (12) into (13) and recognizing that the following relation is up to scale. we obtain the homogeneous point transfer mapping [IS] -"')TC;.'(U' -6') k2 (17) defines an ellipse in (.',U') space and k2 follows a xg distribution. Thus, given a confidence level a, an appropriate value of k2 can be chosen such that with probability a the true mapping U : will fall in this region.
We use Z as a convenient parameterization for controlling the size and shape of the search region in I'. In the case where no knowledge of 2 is available. choosing any finite value for Z and in the limit letting uz go to infinity recovers a search band around the pose prior epipolar line in I' whose width corresponds to the uncertainty in relative pose. In the case where knowledge of an average scene depth does exist, such as from an altimeter, then Z,,, and an appropriate az can be chosen to limit the search to a segment of the epipolar line. Furthermore, in the case where dense scene range measurements exist, such as from a laser range finder or scanning pencil-beam sonar, the search region can be further constrained to a very small local area. The search regions are determined using an altimeter measurement of the average scene depth and setting uz to the measured scene depth variance. Relative pose uncertainly depends on which reference frame it is expressed in, therefore, a consistent set of candidate correspondences is found by applying the search constraint both forward and backward. In other words, candidate matches in 1', corresponding to interest points in I, are checked to see if they map back to the generating interest point in I. Fig. 3 also shows the two-view bundle adjusted structure and recovered relative camera pose for the same image pair.
V. RESULTS
Trajectory estimation results are presented for a real-world underwater data set collected at the Stellwagen Bank National Marine Sanctuary by a scientific AUV [3] . The vehicle has a single down-looking camera and is instrumented with the navigation sensor suite depicted in Table I . The AUV conducted the survey over a sloping rocky Ocean bottom. The intended survey pattern consisted of 15 NortWSouth legs each We processed a small section of the data set corresponding to 100 images from a SouthNorth trackline pair and the results are shown in Fig. 5 . The plot on the right depicts the ASKF estimated camera trajectory and its 99% confidence bounds. Successfully registered image pairs are indicated by .
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automatically establishing putative correspondences between temporal (green) image links corresponding to consecutive camera frames. However, the current version of our feature matcher does not deal successfully with cross-track images due to significant lighting variations. These variations are a result of the vehicle having to carry it's own light source to illuminate the scene since ambient light is non-existent at the survey depth. Therefore, to illustrate the advantages of the ASKF framework and to highlight the importance of being able to make spatial cross-track camera measurements, putative correspondences were manually established between 19 cross-track image pairs. The red spatial links in Fig. 5 indicate these pairs.
A number of important observations in Fig 0ur.feature-based registration algorithm was successful in uncertainty in a DR navigation system is unbounded and is essentially a function of time, in contrast, the error growth in a visually augmented navigation (VAN) system is a function of both distance and time. The network topology associated with camera measurement links allows error accumulated over time to be "reset" and essentially become a function of distance away from the reference network node.
A second observation to point out is the delayed state smoothing which occurs in the ASKF. Spatial links not only decrease the uncertainty of the image pair involved, but also decrease the uncertainty of delayed state poses which share cross-correlation. Fig. 4 shows the effect of spatial link measurements and the associated slate smoothing. In this figure we see the trace of the XY sub-block for a sampling of delayed state elements plotted as a function of image frame number. Note the behavior of the plot at image frame 154 associated with establishment of the first cross-track spatial link. Information from that spatial measurement is propagated via the network topology down the image chain updating estimates of vehicle poses which are cross-correlated.
Thirdly, referring back to Fig. 5 note that a temporal (green) link does not exist between consecutive image frames near XY location (-4.0) . In a vision-only based navigation system, such a break in the temporal image chain would prevent concatenation of measured camera poses which would cause algorithms which rely on a connected camera topology to fail. It is a testament to the robustness of the VAN approach that a disconnected camera topology does not present any significant issue. The key is that navigation allows correlation to be built between the two poses even though a camera link measurement does not exist.
Finally, an additional point worth mentioning is that the VAN system results in a self-consistent estimate of the vehicle's trajectory. Initial processing of the image sequence resulted in a VAN estimated trajectory that did not lie within the 99.9% confidence bounds predicted by DR. The VAN estimate showed a crossing trajectory like in Fig. 5 while the DR estimate showed the trajectory as consisting of two parallel SouthNorth tracklines. Upon further investigation it became clear that the cause of this discrepancy was due to a significant nonlinear beading bias in the magnetic flux gate compass. An independently collected data set was used to calculate a bias correction curve which was then applied lo the data set used in this paper. The bias corrected beading measurements result in a DR trajectory which now agrees well with the VAN estimate as seen in Fig. 5 . Essentially VAN camera derived measurements had been good enough to compensate for the large heading bias allowing recovery of a consistent vehicle trajectory (recall that in a KF update the prior will be essentially ignored if the measurements are very certain).
V I . CONCLUSIONS AND FUTURE WORK
We have presented results for a visually augmented navigation system which fuses both camera and navigation sensor measurements within the context of an augmented state Kalman filter. Trajectory estimation results were presented for a 100 image real-world underwater data set. Key strengths of the VAN framework were shown to be Self-consistency. Camera measurements forced the VAN trajectory shown in Fig. 5 to "cross-over" despite previously unmodeled compass heading biases. Robustness. Trajectory estimation gracefully handles having a disconnected temporal image chain since navigation builds correlation between camera poses.
Smoothing. Information from camera spatial measurements not only improves the estimates of the image pair involved, but also improves all other states which are cross-correlated,
. Improved error. Uncertainty in a DR system grows unbounded as a function of time while in the VAN system it is a function of network topology. Essentially VAN allows error to be a function of space and not time -space being distance away from the reference node.
Future work will address known issues with the VAN methodology. First, the large area scaling issues associated with the O ( N z ) computational complexity of the ASKF update will need to be addressed to make it computationally feasible in a real-time implementation. Second, image feature registration must be improved to handle the significant lighting and viewpoint variations associated with cross-track spatial image pairs. Being able to automatically register cross-track images is crucial since spatial camera links provide very powerful spatial constraints and are the mechanism which forces consistency and provides smoothing. indicare that a relative pose image based measuremen1 was made between remporally eonsecurive image pairs. while rhe red links represem lhar a crossrrack sparial measuremenr was made between the indicared image pairs. In all 19 cmrr-mck sparial measUremem were made. Norice the absence of a reniporal camera measuremen1 ne= (-4.0). The VAN framework gracefully handles having a disconnecred remporal image chain topology since navigarian sensors conrinue 10 build correlarion berween camera poses.
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